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The gravitational self-force has thus far been formulated in background spacetimes for which the
metric is a solution to the Einstein field equations in vacuum. While this formulation is sufficient to
describe the motion of a small object around a black hole, other applications require a more general
formulation that allows for a nonvacuum background spacetime. We provide a foundation for such
extensions, and carry out a concrete formulation of the gravitational self-force in two specific cases.
In the first we consider a particle of mass m and scalar charge q moving in a background spacetime
that contains a background scalar field. In the second we consider a particle of mass m and electric
charge e moving in an electrovac spacetime. The self-force incorporates all couplings between the
gravitational perturbations and those of the scalar or electromagnetic fields. It is expressed as a
sum of local terms involving tensors defined in the background spacetime and evaluated at the
current position of the particle, as well as tail integrals that depend on the past history of the
particle. Because such an expression is rarely a useful starting point for an explicit evaluation of
the self-force, we also provide covariant expressions for the singular potentials, expressed as local
expansions near the world line; these can be involved in the construction of effective extended sources
for the regular potentials, or in the computation of regularization parameters when the self-force is
computed as a sum over spherical-harmonic modes.
I. INTRODUCTION AND OVERVIEW
The prospect of measuring low-frequency gravitational waves generated by a solar-mass compact object spiraling
toward a supermassive black hole has motivated a large effort to describe the motion of such a body beyond the test-
mass approximation. In this treatment [1, 2], the body’s gravitational influence is taken into account, and the motion
is no longer geodesic in the background spacetime of the large black hole. The motion is instead accelerated, the
perturbation created by the small body giving rise to a gravitational self-force. It is this self-force that is responsible
for the body’s inspiraling motion, implied by the loss of orbital energy and angular momentum to gravitational waves.
To date the gravitational self-force was formulated rigorously [3–5], it was computed and implemented in orbital
evolutions around nonrotating black holes [6], it was implicated in an improved calculation of the innermost circular
orbit of a Kerr black hole [7], and it was extended to second order in perturbation theory [8–12]. The consequences
of the gravitational self-force have been compared to the predictions of high-order post-Newtonian theory [13] and
numerical relativity [14]. Other achievements of the gravitational self-force program are reviewed in Refs. [15, 16].
The gravitational self-force has thus far been formulated for bodies moving in vacuum spacetimes, and it is indeed an
important restriction of the formulation that the background metric be everywhere a vacuum solution to the Einstein
field equations. For the applications reviewed in the preceding paragraph, the background spacetime is produced
by an isolated black hole, and the vacuum formulation of the gravitational self-force is perfectly adequate. Other
applications, however, may require an extension to nonvacuum spacetimes. For example, one might wish to compute
the self-force acting on a satellite of a material body, and this would require a formulation that allows for the presence
of matter somewhere in the spacetime.
Another application that requires such an extension is the elucidation of the role played by the self-force in scenarios
that aim to produce a counter-example to cosmic censorship by overcharging a near-extremal Reissner-Nordstro¨m black
hole. Back in 1999, Hubeny [17] showed that a charged black hole near the extremal state can absorb a particle of
such charge, mass, and energy that the final configuration cannot be a black hole, because its charge-to-mass ratio
exceeds the extremal bound. A variation on this theme was explored by Jacobson and Sotiriou [18], who revealed
that a near-extremal Kerr black hole can absorb a particle and be driven toward a final state with too much angular
momentum to be a black hole. These works treated the particle as a test particle in the black-hole spacetime, and it
was soon realized that self-force and radiative effects can play an important role in these overcharging and overspinning
scenarios. In fact, Hubeny incorporated approximate self-force effects in her original analysis, and Barausse, Cardoso,
and Khanna [19] took into account the gravitational radiation emitted by the particle on its way to overspin a Kerr
black hole.
These partial attempts to incorporate (conservative and radiative) self-force effects could not rule out all overcharg-
ing and overspinning scenarios. Another partial attempt [20], based on a calculation of the electromagnetic self-force
acting on a charged particle falling toward a Reissner-Nordstro¨m black hole, was more successful: a thorough sampling
of the parameter space failed to produce a single instance of an overcharged final state. This work bolstered the case
that the self-force acts as a cosmic censor in these scenarios, but the analysis was still an incomplete one: the calcu-
2lation included the electromagnetic self-force but neglected the gravitational self-force, and it did not account for the
coupling between electromagnetic and gravitational perturbations in a background Reissner-Nordstro¨m spacetime. A
complete account of self-force effects in overcharging scenarios will have to overcome these limitations.
Our purpose in this paper is to provide a foundation for performing self-force calculations in nonvacuum background
spacetimes. (Other foundational elements have been provided by Gralla [21, 22].) We have in mind the situation
described previously: a particle of mass m and electric charge e moves in an electrovac spacetime with metric gαβ
and electromagnetic field Fαβ , solutions to the Einstein-Maxwell equations. The particle produces a gravitational
perturbation hαβ, an electromagnetic perturbation fαβ , and we wish to calculate the complete self-force acting on
the particle. This includes terms originating in hαβ and scaling as m
2, terms originating in fαβ and scaling as e
2, but
there are also terms originating in the coupling between gravitational and electromagnetic perturbations and scaling
as em.
It is this coupling that gives rise to the most challenging aspects of the formulation. The physical origin of
the coupling is easy to identify. The gravitational perturbation produced by the particle gives rise to a shift in
the background electromagnetic field, and the electromagnetic perturbation gives rise to a shift in the field’s energy-
momentum tensor, which in turn produces a shift in the background metric. To first order in perturbation theory, hαβ
is the sum of the gravitational perturbation generated by the particle and the electromagnetic shift in the background
metric, and fαβ is the sum of the electromagnetic perturbation sourced by the particle and the gravitational shift in
the background electromagnetic field.
The coupling is manifested in the field equations satisfied by the perturbations. To display this it is convenient
to introduce a “trace-reversed” gravitational perturbation γαβ := hαβ − 12gαβgµνhµν , a vector potential bα such that
fαβ = ∇αbβ −∇βbα, and to collect the perturbations into a “meta-potential” ψA := {γαβ, bα}. Adopting the Lorenz
gauge conditions ∇βγαβ = 0 and ∇αbα = 0, we find that the perturbation equations take the form of the coupled
wave equations
ψA +MABµ∇µψB +NABψB = −4πµA, (1.1)
where  := gαβ∇α∇β is the covariant wave operator in the background spacetime, MABµ and NAB are tensors in the
background spacetime, and µA collects the source terms — the particle’s energy-momentum tensor and current density.
Summation over a repeated meta-index B is understood, and the coupling between gravitational and electromagnetic
perturbations is revealed by the fact that MABµ and N
A
B possess off-diagonal components — terms that involve either
a pair of tensorial indices for A and a single tensorial index for B, or a single index for A and a pair of indices for B.
While the coupling introduces a level of complexity not experienced before in self-force calculations, the perturbation
equations are of the same mathematical type — hyperbolic equations — as those encountered in previous formulations.
As such they can be handled in exactly the same way, and the starting point is to integrate Eq. (1.1) with the help
of a retarded Green’s function GAB′(x, x
′) that satisfies a special case of Eq. (1.1) with a Dirac distribution on the
right-hand side. The solution is
ψA(x) =
∫
GAB′(x, x
′)µB
′
(x′) dV ′, (1.2)
where dV ′ is the invariant volume element in the background spacetime. The Green’s function possesses both diagonal
and off-diagonal components, and the right-hand side of Eq. (1.2) includes a contribution from the particle’s energy-
momentum tensor and a contribution from its current density.
The potential ψA is singular on the world line, and so is ∇µψA, which enters the equations of motion satisfied
by the particle. These singularities are now well understood and easily tamed, and because Eq. (1.1) has the same
mathematical structure as the perturbation equations examined in the past, they can be handled with the same
regularization techniques. Here we follow the approach advocated by Detweiler and Whiting [23]: we decompose the
retarded potential ψA into a precisely-defined singular potential ψA
S
and a regular remainder ψA
R
, and assert that only
ψA
R
appears in the equations of motion. The manipulations associated with the decomposition can all be performed
at the level of Eqs. (1.1) and (1.2), and the behavior of the potentials near the world line can also be obtained directly
from these equations. For these purposes there is no need to specify the precise identity of the potentials ψA, and
there is no need to identify the tensorsMABµ and N
A
B; the only important aspect is that ψ
A is a solution to Eq. (1.1).
The methods developed here to handle coupled perturbations in nonvacuum spacetimes are therefore quite general,
and they apply well beyond the specific context of gravitational and electromagnetic perturbations of an electrovac
background spacetime. We do apply the formalism to this specific situation, but we also consider the case of a particle
with scalar charge q moving in a background spacetime that contains a background scalar field. (We name “scalarvac
spacetime” such a solution to the Einstein-scalar field equations.) Other applications, for example, a computation of
the gravitational self-force in a scalar-tensor theory of gravity, could also benefit from the techniques developed here.
3We begin in Sec. II with a derivation of the perturbation equations in the case of a scalarvac spacetime perturbed by
a particle of mass m and scalar charge q. In Sec. III we turn to the perturbation equations for an electrovac spacetime
perturbed by a particle of mass m and electric charge e. In Sec. IV we cast the perturbation equations in the general
form of Eq. (1.1) and provide additional details regarding the meta-index notation. In Sec. V we introduce the
Green’s function GAB′(x, x
′), and construct its local Hadamard expansion when x is sufficiently close to x′. In Sec. VI
we examine the retarded, singular, and regular potentials near the world line, and collect the essential ingredients
required in the computation of the self-force. The self-force acting on a particle of mass m and scalar charge q moving
in a background scalarvac spacetime is calculated in Sec. VII; our final result is displayed in Eqs. (7.20) and (7.21),
and expressed in terms of “tail fields” defined in Eqs. (7.11), (7.13), and (7.15). The self-force acting on particle of
mass m and electric charge e moving in an electrovac spacetime is calculated in Sec. VIII; our final result is displayed
in Eq. (8.16), and the tail fields are defined in Eqs. (8.8), (8.10), and (8.13).
In both the scalarvac and electrovac cases the equations of motion take the schematic form of
maµ = Fµback + F
µ
local + F
µ
tail, (1.3)
where aµ is the covariant acceleration, Fµback is the force exerted by the background field in the background spacetime,
Fµlocal is the local piece of the self-force, which depends on tensors defined in the background spacetime and evaluated
at the current position of the particle, and Fµtail is the tail piece of the self-force, which depends on the past history
of the particle. Because a formal expression in terms of local and tail pieces is rarely a useful starting point for
the explicit evaluation of the self-force, we also provide covariant expressions for the singular potential ψA
S
expressed
as a local expansion near the world line. These expressions can be found in Secs. VIC, VIID, and VIIID. The
singular potential can be involved in the construction of an effective extended source for the regular potential [24–26],
or in the computation of regularization parameters [27–29] when the self-force is computed as an infinite sum over
spherical-harmonic modes. We do not pursue such computations here, but refer the reader to an independent effort1
to calculate the singular part of the self-force acting on a charged particle moving in an electrovac spacetime.
As mentioned previously, our derivation of the self-force in nonvacuum spacetimes rests on the Detweiler-Whiting
prescription to regularize the potentials of a point particle, which diverge on the world line. Another set of methods,
based on effective field theory [30, 31], can also be adopted, and this shall be explored in a forthcoming publication.2
Our developments in this paper rely heavily on the general theory of bitensors in curved spacetime, the theory of
Green’s functions and their Hadamard representation, the description of a neighborhood of a world line in terms of
Fermi normal coordinates, and a host of other techniques that have become standard fare in the self-force literature.
For all this we refer the reader to the comprehensive review of Poisson, Pound, and Vega [16], to which we repeatedly
refer as PPV.
II. PERTURBED SCALARVAC SPACETIMES
We consider a background spacetime whose metric gαβ is a solution to the Einstein field equations in the presence
of a scalar field Φ. With a suitable normalization for the scalar field, the action functional for the system is
S =
1
16π
∫
RdV − 1
8π
∫ (
1
2
gαβ∇αΦ∇βΦ+ F
)
dV, (2.1)
where R is the Ricci scalar, dV :=
√−g d4x is the invariant volume element, and F (Φ) is a potential for the scalar
field. Variation of the action with respect to the metric yields the field equations
Gαβ = 8πTαβ = ∇αΦ∇βΦ−
(
1
2
∇µΦ∇µΦ + F
)
gαβ. (2.2)
They imply
Rαβ = ∇αΦ∇βΦ + Fgαβ, R = ∇αΦ∇αΦ + 4F. (2.3)
Variation of the action with respect to the scalar field produces the wave equation
Φ = F ′ (2.4)
1 Thomas M. Linz, John L. Friedman, Alan G. Wiseman, in preparation.
2 Peter Zimmerman, in preparation.
4for the scalar field, where  := gαβ∇α∇β is the covariant wave operator and F ′ := dF/dΦ.
The background spacetime is perturbed by a point particle carrying a scalar charge q and a mass m; the particle
moves on a word line γ described by the parametric relations zµ(τ), in which τ is proper time in the background
spacetime. This is achieved by adding
Spert = −m
∫
γ
dτ + q
∫
γ
Φ
(
z(τ)
)
dτ = −
∫
γ
(m− qΦ) dτ (2.5)
to the background action; the first term is the action of a free particle in a curved spacetime, and the second term
accounts for its interaction with the scalar field. The perturbed metric is gαβ = gαβ + hαβ, where hαβ is the metric
perturbation, and the perturbed scalar field is Φ = Φ + φ, where φ is the perturbation. We introduce
γαβ := hαβ − 1
2
gαβh (2.6)
as a “trace-reversed” perturbation, where h := gαβhαβ . It is understood that indices on hαβ and γαβ are raised with
the inverse background metric gαβ .
The perturbation is sourced by the particle’s energy-momentum tensor tαβ and its scalar-charge density j. The
energy-momentum tensor is obtained by varying Spert with respect to the metric, and we get
tαβ(x) =
∫
γ
(m− qΦ)gαµ(x, z)gβν(x, z)uµuνδ4(x, z) dτ, (2.7)
where Φ := Φ(z), uµ := dzµ/dτ is the particle’s velocity vector, gαµ(x, z) is the parallel propagator from z(τ) to x,
and δ4(x, z) is a scalarized Dirac distribution. The scalar-charge density is obtained by varying Spert with respect to
Φ, and we get
j(x) = q
∫
γ
δ4(x, z) dτ. (2.8)
We denote Gαβ the Einstein tensor of the perturbed spacetime. Its perturbation δGαβ = Gαβ −Gαβ relative to the
background Einstein tensor is given by
δGαβ =
1
2
(
−γαβ+∇α∇µγµβ+∇β∇µγµα−gαβ∇µ∇νγµν−2Rµ να βγµν+Rαµγµβ+Rβµγµα+gαβRµνγµν−Rγαβ
)
, (2.9)
in which ∇α indicates covariant differentiation in the background spacetime. Similarly, we denote Tαβ the energy-
momentum tensor of the perturbed scalar field in the perturbed spacetime. Its perturbation δTαβ = Tαβ − Tαβ is
given by
8πδTαβ = ∇αΦ∇βφ+∇βΦ∇αφ− gαβ∇µΦ∇µφ− gαβF ′φ+ 1
2
gαβ∇µΦ∇νΦγµν −
(
1
2
∇µΦ∇µΦ+ F
)
γαβ +
1
2
gαβFγ,
(2.10)
in which F and F ′ are evaluated at the background field Φ.
The Einstein field equations Gαβ = 8π(Tαβ + tαβ) become δGαβ − 8πδTαβ = 8πtαβ after linearization. The
equations simplify (and become manifestly hyperbolic) when the gravitational perturbation is required to satisfy the
one-parameter family of gauge conditions
∇βγαβ = 2λφ∇αΦ, (2.11)
in which λ is a free (dimensionless) parameter. Making the substitutions from Eqs. (2.9) and (2.10) and exploiting
Eqs. (2.3) returns the wave equation
γαβ +Mαβ|·µ∇µφ+Nαβ|γδγγδ +Nαβ|·φ = −16πtαβ (2.12)
for the gravitational perturbation. We have introduced the tensors
Mαβ|·µ := 2(1− λ)
(
δαµ∇βΦ+ δβµ∇αΦ− gαβ∇µΦ
)
, (2.13a)
Nαβ|γδ = 2R
α β
(γ δ) − δα(γ∇βΦ∇δ)Φ− δβ(γ∇αΦ∇δ)Φ, (2.13b)
5Nαβ|· = −2
[
(1− λ)gαβF ′ + 2λ∇α∇βΦ]. (2.13c)
The notation for the M and N tensors, involving vertical stokes and dots, will be explained fully below. Notice that
Mαβ|µ = 0 when λ = 1; in this gauge the wave equation does not involve first-derivative terms in φ.
The scalar field equation gαβDαDβΦ = F
′(Φ)−4πj, in which Dα indicates covariant differentiation in the perturbed
spacetime, becomes
φ+N ·|αβγ
αβ +N ·|·φ = −4πj (2.14)
after linearization. Here
N ·|αβ = −
(
∇α∇βΦ− 1
2
F ′gαβ
)
, (2.15a)
N ·|· = −
(
2λ∇γΦ∇γΦ+ F ′′
)
. (2.15b)
This equation does not feature a coupling to ∇µγαβ , irrespective of the choice of gauge.
III. PERTURBED ELECTROVAC SPACETIMES
In this section the background spacetime contains an electromagnetic field Fαβ instead of a scalar field Φ. The
action functional is now
S =
1
16π
∫
RdV − 1
16π
∫
FαβF
αβ dV, (3.1)
and the Einstein field equations are
Gαβ = 8πTαβ = 2F
γ
α Fβγ −
1
2
gαβF
γδFγδ; (3.2)
they imply Rαβ = Gαβ , R = 0. Maxwell’s equations are
∇βFαβ = 0, ∇αFβγ +∇γFαβ +∇βFγα = 0; (3.3)
we specifically assume that there is no source for the background electromagnetic field.
The background spacetime is perturbed by a point particle carrying an electric charge e and a mass m; the particle
moves on a word line γ described by the parametric relations zµ(τ), in which τ is proper time in the background
spacetime. This is achieved by adding
Spert = −m
∫
γ
dτ + e
∫
γ
Aµu
µ dτ (3.4)
to the action functional, where Aµ is a vector potential for the electromagnetic field. The metric perturbation was
introduced previously, and the perturbed electromagnetic field is Fαβ = Fαβ+fαβ , with fαβ denoting the perturbation.
It is useful to introduce a second vector potential bα such that
fαβ = ∇αbβ −∇βbα. (3.5)
It is understood that indices on bα are raised with the inverse background metric g
αβ.
The perturbation is sourced by the particle’s energy-momentum tensor tαβ , which is now given by
tαβ(x) = m
∫
γ
gαµ(x, z)g
β
ν(x, z)u
µuνδ4(x, z) dτ, (3.6)
and by the current density
jα(x) = e
∫
γ
gαµ(x, z)u
µδ4(x, z) dτ. (3.7)
6The perturbation of the Einstein tensor is still given by Eq. (2.9), and the perturbation of the electromagnetic
energy-momentum tensor is
4πδTαβ = F
µ
α fβµ + F
µ
β fαµ −
1
2
gαβF
µνfµν − FαµFβνγµν + 1
2
gαβF
λ
µ Fνλγ
µν − 1
4
FµνFµνγαβ + (2πTαβ)γ. (3.8)
As in the previous section we have that the linearized Einstein field equations are δGαβ − 8πδTαβ = 8πtαβ , and
these lead to a set of differential equations for the metric perturbation γαβ . Maxwell’s equations D
βFαβ = 4πjα
and DαFβγ + DγFαβ + DβFγα = 0 can similarly be cast in the form of differential equations for b
α. To simplify the
linearized field equations we impose a Lorenz-gauge condition on both bα and γαβ :
∇αbα = 0, ∇βγαβ = 0. (3.9)
After some manipulations we find that the perturbation equations become
γαβ +Mαβ|γµ∇µbγ +Nαβ|γδγγδ = −16πtαβ (3.10)
and
bα +Mα|βγµ∇µγβγ +Nα|βγγβγ +Nα|βbβ = −4πjα, (3.11)
with
Mαβ|γµ = 16δ
(α
[µF
β)
γ] − 4gαβFµγ , (3.12a)
Nαβ|γδ = 2
(
Rα β(γ δ) − δα(γF βǫFδ)ǫ − δβ(γFαǫFδ)ǫ − 2Fα(γF βδ) + gγδFαǫF βǫ
)
(3.12b)
and
Mα|βγµ = δ
α
(βFγ)µ −
1
2
Fαµgβγ , (3.13a)
Nα|βγ = ∇(βFαγ) (3.13b)
Nα|β = −Rαβ . (3.13c)
There is no choice of gauge that permits the elimination of Mαβ|βγµ and M
α
|βγµ from the perturbation equations;
these necessarily contain first-derivative terms in both γαβ and bα.
IV. CONDENSED INDEX NOTATION
To integrate the linearized field equations displayed in the preceding sections, it is convenient to handle them all
at once by exploiting a condensed index notation for the various fields. We thus introduce a meta-index A which can
stand for three types of tensorial indices. First, A can stand for a pair of indices, A = αβ, which is understood to be
symmetrized. Second, A can stand for a single index, A = α. And third, A can stand for an absence of index, A = ·.
In this way we can collect the tensor field γαβ , the vector field bα, and the scalar field φ into the single meta-object
ψA.
In a similar way we collect the source terms 4tαβ , jα, and j into the meta-object µA. The perturbation equations
can then be expressed as
ψA +MABµ∇µψB +NABψB = −4πµA, (4.1)
where summation over repeated meta-indices is understood. Such sums include all possible combinations of indices; for
example, when Eq. (4.1) represents Eq. (3.11) and A stands for α, the summation over B in NABψ
B stands explicitly
for Nα|βγγ
βγ +Nα|βb
β. The various tensor fields MABµ and N
A
B can be read off from Eqs. (2.13), (2.15), (3.12), and
(3.13). In the more explicit notation used in these equations, a vertical stroke separates the indices collected in A
from those collected in B; for example, NAB is denoted N
αβ
|· when A stands for αβ and B stands for ·.
We next introduce other useful meta-objects. We set
qA :=


4(m− qΦ)uαuβ
euα
q
, (4.2)
7q˙A :=


8(m− qΦ)a(αuβ) − 4qΦ˙uαuβ
eaα
0
, (4.3)
q¨A :=


8(m− qΦ)(a˙(αuβ) + aαaβ)− 16qΦ˙a(αuβ) − 4qΦ¨uαuβ
ea˙α
0
, (4.4)
δAB :=


δ
(α
γ δ
β)
δ
δαβ
1
, (4.5)
and
gAB′(x, x
′) :=


g
(α
γ′(x, x
′)g
β)
δ′(x, x
′)
gαβ′(x, x
′)
1
. (4.6)
With δAB and g
A
B′ it is understood that the object is zero whenever A and B (or B
′) stand for different types of
indices; for example δα|· = 0 and g
αβ
|γ′ = 0. We have introduced a
α := Duα/dτ as the particle’s acceleration vector,
and a˙α := Daα/dτ as its rate of change along the world line. We also denote Φ˙ := uµ∇µΦ, Φ¨ := uν∇ν(uµ∇µΦ).
With these objects we find that Eqs. (2.7), (2.8), and (3.7) are all contained in the meta-expression
µA(x) =
∫
γ
gAM (x, z)q
M (τ)δ4(x, z) dτ. (4.7)
Another meta-object we shall need in further developments is
RAB′µ′ν′ :=


g
(α
α′g
β)
γ′R
α′
δ′µ′ν′ + g
(α
α′g
β)
δ′R
α′
γ′µ′ν′
gα
′
α′R
α′
β′µ′ν′
0
, (4.8)
in which the Riemann tensor is evaluated at x′, and the parallel propagators refer to both x and x′. Here also it is
understood that RAB′µ′ν′ is zero when A and B
′ stand for different types of indices.
V. GREEN’S FUNCTION AND HADAMARD EXPANSION
To integrate Eq. (4.1) we introduce a Green’s function GAB′(x, x
′) that satisfies
GAB′ +M
A
Bµ∇µGBB′ +NABGBB′ = −4πgAB′δ4(x, x′) (5.1)
together with suitable boundary conditions; we shall be exclusively concerned with the retarded Green’s function,
which vanishes when x is in the past of x′. The solution to the wave equation can then be expressed as
ψA(x) =
∫
GAB′(x, x
′)µB
′
(x′) dV ′, (5.2)
where dV ′ :=
√−g′ d4x′ is the element of spacetime volume at x′. With the source term of Eq. (4.7) this becomes
ψA(x) =
∫
γ
GAM (x, z)q
M (τ) dτ, (5.3)
in which the Green’s function is evaluated at x′ = z(τ). It must be remembered that this equation contains a
summation over the repeated meta-index M . For example, when Eq. (5.3) represents the solution to the gravity-
scalar wave equation (2.12), its explicit expression is
γαβ(x) = 4
∫
γ
(m− qΦ)Gαβ|µν(x, z)uµuν dτ + q
∫
γ
Gαβ|·(x, z) dτ. (5.4)
8When x is within the normal convex neighborhood of x′, the retarded Green’s function can be cast in the Hadamard
form
GAB′(x, x
′) = UAB′(x, x
′)δ+(σ) + V
A
B′(x, x
′)Θ+(−σ), (5.5)
in which σ(x, x′) is Synge’s world function, δ+(σ) and Θ+(−σ) are respectively the Dirac and Heaviside distributions
restricted to the future of x′, and UAB′(x, x
′) and V AB′(x, x
′) are smooth bitensors. Following the steps detailed in
Sec. 14.2 of PPV [16], we find that UAB′ satisfies the differential equation
2σµ∇µUAB′ + σµMABµUBB′ +
(
σµµ − 4
)
UAB′ = 0 (5.6)
together with the boundary conditions
UAB′(x
′, x′) = gAB′(x
′, x′) = δA
′
B′ . (5.7)
We also find that V AB′ satisfies
2σµ∇µV AB′ + σµMABµV BB′ +
(
σµµ − 2
)
V AB′ = U
A
B′ +M
A
Bµ∇µUBB′ +NABUBB′ (5.8)
on the light cone σ(x, x′) = 0, as well as the wave equation
V AB′ +M
A
Bµ∇µV BB′ +NABV BB′ = 0 (5.9)
everywhere. In these equations, σµ stands for a partial derivative of σ(x, x
′) with respect to xµ, and σµν :=
∇µ∇νσ(x, x′) — here also the derivatives are taken with respect to x.
Equations (5.6) and (5.7) allow us to construct UAB(x, x
′) as a covariant expansion in powers of σµ
′
about x′. We
write
UAB′(x, x
′) = gAA′
[
δA
′
B′ + U
A′
B′µ′σ
µ′ +
1
2
UA
′
B′µ′ν′σ
µ′σν
′
+O(ǫ3)
]
, (5.10)
in which UA
′
B′µ′ and U
A′
B′µ′ν′ are ordinary tensors at x
′, and ǫ is a measure of distance between x and x′. By inserting
this expression in Eq. (5.6) and solving order-by-order in σµ
′
, we arrive at
UA
′
B′µ′ =
1
2
MA
′
B′µ′ , (5.11a)
UA
′
B′µ′ν′ = −
1
2
∇(µ′MA
′
B′ν′) +
1
4
MA
′
C′(µ′M
C′
B′ν′) +
1
6
δA
′
B′Rµ′ν′ , (5.11b)
where MA
′
B′µ′ is the tensor field M
A
Bµ evaluated at x
′. In the expression for UA
′
B′µ′ν′ the indices contained in
B′ are excluded from the symmetrization over the µ′ and ν′ indices, and summation over C′ involves all possible
combinations of indices. The manipulations leading to Eqs. (5.11) rely on standard identities among bitensors, such
as σµ′ = −gµµ′σµ, σµ∇µgαα′ = 0 (PPV Sec. 5.4), and the expansion σµµ = 4− 13Rµ′ν′σµ
′
σν
′
+O(ǫ3) (PPV Sec. 6.2).
From Eq. (5.10) we may compute derivatives of UAB′ . For this purpose we use the expansions (PPV Sec. 6.2)
∇µ′gαβ′ =
1
2
gαα′R
α′
β′µ′ν′σ
ν′ +O(ǫ2), ∇µgαβ′ =
1
2
gαα′g
µ′
µR
α′
β′µ′ν′σ
ν′ +O(ǫ2) (5.12)
to show that with gAB′ defined by Eq. (4.6) and R
A
B′µ′ν′ defined by Eq. (4.8),
∇µ′gAB′ =
1
2
RAB′µ′ν′σ
ν′ +O(ǫ2), ∇µgAB′ =
1
2
gµ
′
µR
A
B′µ′ν′σ
ν′ +O(ǫ2). (5.13)
With this and the standard expansions for σν
′
µ′ and σ
ν′
µ displayed in Sec. 6.2 of PPV, we obtain
∇µ′UAB′ = gAA′
[
UA
′
B′µ′ +
(∇µ′UA′B′ν′ + UA′B′µ′ν′)σν′]+ 12RAB′µ′ν′σν′ +O(ǫ2) (5.14)
and
∇µUAB′ = −gµ
′
µg
A
A′
[
UA
′
B′µ′ + U
A′
B′µ′ν′σ
ν′
]
+
1
2
gµ
′
µR
A
B′µ′ν′σ
ν′ +O(ǫ2). (5.15)
9Additional differentiations produce
∇µ′∇ν′UAB′ = gAA′
(
∇µ′UA
′
B′ν′ +∇ν′UA
′
B′µ′ + U
A′
B′µ′ν′
)
− 1
2
RAB′µ′ν′ +O(ǫ), (5.16a)
∇µ∇ν′UAB′ = −gµ
′
µg
A
A′
(
∇ν′UA
′
B′µ′ + U
A′
B′µ′ν′
)
+
1
2
gµ
′
µR
A
B′µ′ν′ +O(ǫ), (5.16b)
∇µ∇νUAB′ = gµ
′
µg
ν′
νg
A
A′U
A′
B′µ′ν′ +
1
2
gµ
′
µg
ν′
νR
A
B′µ′ν′ +O(ǫ). (5.16c)
The leading term of an expansion of V AB′ in powers of σ
µ′ can readily be obtained by inserting
V AB′(x, x
′) = gAA′
[
V A
′
B′ +O(ǫ)
]
(5.17)
on the left-hand side of Eq. (5.8) and substituting Eqs. (5.10), (5.15), and (5.16) on the right-hand side. After
involvement of Eq. (5.11) and some simplification, we arrive at
V A
′
B′ = −
1
4
∇µ′MA′B′µ′ −
1
8
MA
′
C′µ′M
C′ µ′
B′ +
1
2
NA
′
B′ +
1
12
δA
′
B′R
′, (5.18)
in which NA
′
B′ is the tensor field N
A
B evaluated at x
′, and R′ is the Ricci scalar at x′.
VI. POTENTIALS NEAR THE WORLD LINE
A. Retarded, singular, and regular potentials
With ψA = {γαβ, bα, φ}, the solutions to Eqs. (2.12), (2.14), and (3.11) are all given by the expression of Eq. (5.3),
ψA(x) =
∫
γ
GAM (x, z)q
M (τ) dτ, (6.1)
in which qM = {4(m− qΦ)uµuν, euµ, q}; summation over the repeated meta-index includes all individual indices (or
absence of index) contained in M .
Following techniques detailed in Sec. 17.2 of PPV, we find that the retarded solution to the perturbation equation
can be expressed as
ψA(x) =
1
r
UAB′(x, x
′)qB
′
(u) +
∫ u
τ<
V AM (x, z)q
M (τ) dτ +
∫ τ<
−∞
GAM (x, z)q
M (τ) dτ (6.2)
when x is close to the world line z(τ). Here x′ = z(u) denotes the retarded point associated with x, defined by the
null condition σ(x, x′) = 0, r := σα′(x, x
′)uα
′
is the retarded distance to the world line, and τ< is the proper time at
which the world line enters the normal convex neighborhood of the field point x.
Following techniques detailed in Sec. 17.5 of PPV, we identify the Detweiler-Whiting singular potential as
ψAS (x) =
1
2r
UAB′(x, x
′)qB
′
(u) +
1
2radv
UAB′′(x, x
′′)qB
′′
(v) − 1
2
∫ v
u
V AM (x, z)q
M (τ) dτ, (6.3)
where x′′ = z(v) is the advanced point associated with x, and radv := −σα′′uα′′ is the advanced distance to the world
line. This also is a solution to the inhomogeneous wave equation, as written in Eq. (4.1). The Detweiler-Whiting
regular potential is then ψA
R
:= ψA − ψA
S
, or
ψAR (x) =
1
2r
UAB′(x, x
′)qB
′
(u)− 1
2radv
UAB′′(x, x
′′)qB
′′
(v) +
∫ u
τ<
V AM (x, z)q
M (τ) dτ
+
1
2
∫ v
u
V AM (x, z)q
M (τ) dτ +
∫ τ<
−∞
GAM (x, z)q
M (τ) dτ. (6.4)
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B. Regular potential in Fermi coordinates
The regular potential ψA
R
will be implicated in the equations of motion satisfied by the particle, and for the purpose of
deriving these equations it is convenient to obtain explicit expressions in terms of Fermi coordinates. The construction
of these coordinates is detailed in Sec. 9 of PPV.
The Fermi coordinates (t, xa) refer to a point x¯ = z(t) on the world line which is simultaneous to x, in the sense
that x and x¯ are linked by a spacelike geodesic that is orthogonal to the world line. The precise condition is σα¯u
α¯ = 0,
and the geodesic distance s from x¯ to x is given by s2 = 2σ(x¯, x). The spatial Fermi coordinates are defined by
xa := −σα¯eaα¯, in which eα¯a is a triad of Fermi-Walker transported spatial vectors on the world line (triad indices are
raised with δab). From this it follows that σα¯ = −xaeα¯a .
We must relate the retarded point x′ = z(u) and the advanced point x′′ = z(v) to the simultaneous point x¯ = z(t).
To achieve this we rely on expansion techniques developed in Sec. 11 of PPV. We introduce ∆ := t− u, ∆′ := v − t,
as well as the scalar function
σ(τ) := σ
(
x, z(τ)
)
(6.5)
on the world line; x is taken to be fixed on the right-hand side of this relation. In this notation we have that σ(u) = 0,
σ(t) = 12s
2, and σ(v) = 0. To obtain ∆ we write 0 = σ(u) = σ(t −∆), expand the right-hand side in powers of ∆,
and solve for ∆ expressed as an expansion in powers of s. To obtain ∆′ we start instead with 0 = σ(v) = σ(t +∆′).
In this way we obtain
∆ = s
{
1− 1
2
aax
a +
3
8
(aax
a)2 +
1
24
a˙ts
2 +
1
6
sa˙ax
a − 1
6
Rtatbx
axb +O(s3)
}
, (6.6a)
∆′ = s
{
1− 1
2
aax
a +
3
8
(aax
a)2 +
1
24
a˙ts
2 − 1
6
sa˙ax
a − 1
6
Rtatbx
axb +O(s3)
}
, (6.6b)
where aa := aα¯e
α¯
a , Rtatb := Rγ¯α¯δ¯β¯u
γ¯eα¯au
δ¯eβ¯b and so on are components of tensors in Fermi coordinates, evaluated at
x¯.
To relate r to s we notice that r = σ˙(u) = σ˙(t − ∆), which can be expanded in powers of ∆. Similarly we have
that radv = −σ˙(v) = −σ˙(t+∆′), which can be expanded in powers of ∆′. With the expressions provided in Eq. 6.6,
we eventually obtain
r = s
{
1 +
1
2
aax
a − 1
8
(aax
a)2 − 1
8
a˙ts
2 − 1
3
sa˙ax
a +
1
6
Rtatbx
axb +O(s3)
}
, (6.7a)
radv = s
{
1 +
1
2
aax
a − 1
8
(aax
a)2 − 1
8
a˙ts
2 +
1
3
sa˙ax
a +
1
6
Rtatbx
axb +O(s3)
}
. (6.7b)
From all this we can form the combinations
1
2
(
1
r
− 1
radv
)
=
1
3
a˙ax
a +O(s2), (6.8a)
1
2
(
∆
r
+
∆′
radv
)
= 1− aaxa +O(s2), (6.8b)
1
2
(
∆2
r
− ∆
′2
radv
)
= O(s3), (6.8c)
which will be required in a moment.
To express the regular potential in Fermi coordinates we must relate UAB′q
B′ and UAB′′q
B′′ to quantities defined at
the simultaneous point x¯. To achieve this we define
UA(τ) := UAM
(
x, z(τ)
)
qM (τ), (6.9)
write UAB′q
B′ = UA(u) = UA(t −∆) and UAB′′qB
′′
= UA(v) = UA(t + ∆′), and expand in powers of ∆ or ∆′. The
derivatives of UA(τ) can be calculated with the help of Eqs. (5.14) and (5.16). We have
UA = gA
A¯
[
qA¯ + qB¯U A¯
B¯µ¯
σµ¯ +
1
2
qB¯U A¯
B¯µ¯ν¯
σµ¯σν¯
]
+O(s3), (6.10a)
U˙A = gA
A¯
[
q˙A¯ + qB¯U A¯
B¯µ¯
uµ¯ +
(
qB¯U˙ A¯
B¯ν¯
+ q˙B¯U A¯
B¯ν¯
+ qB¯U A¯
B¯µ¯ν¯
uµ¯
)
σν¯
]
+
1
2
qB¯RA
B¯µ¯ν¯
uµ¯σν¯ +O(s2), (6.10b)
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U¨A = gA
A¯
[
q¨A¯ + 2q˙B¯U A¯
B¯µ¯
uµ¯ + 2qB¯U˙ A¯
B¯µ¯
uµ¯ + qB¯U A¯
B¯µ¯
aµ¯ + qB¯U A¯
B¯µ¯ν¯
uµ¯uν¯
]
+O(s), (6.10c)
where q˙A and q¨A were introduced in Eqs. (4.3) and (4.4), respectively, and U˙MNµ := u
ν∇νUMNµ; the barred tensorial
indices indicate that the expressions are evaluated at τ = t.
Defining
V A(τ) := V AM
(
x, z(τ)
)
qM (τ) (6.11)
the integrals involving V AMq
M in Eq. (6.4) can be written as
∫ u
τ<
V AMq
M dτ +
1
2
∫ v
u
V AMq
M dτ =
∫ t
τ<
V A dτ −
∫ t
u
V A dτ +
1
2
∫ v
u
V A dτ, (6.12)
and close to the world line the last two terms evaluate to − 12 (∆ −∆′)V A(t) = O(s2). For future reference we note
that
V A(t) = gA
A¯
V A¯
B¯
qB¯ +O(s). (6.13)
Making the substitutions in Eq. (6.4) produces
ψAR (t, x
a) = −(1− acxc)U˙A(t) + 1
3
UA(t) a˙cx
c + ψA[tail] +O(s2) (6.14a)
= −gA
A¯
(
q˙A¯ + qB¯U A¯
B¯t
)
(1 − acxc) + gAA¯
(
1
3
qA¯a˙c + q
B¯U˙ A¯
B¯c
+ q˙B¯U A¯
B¯c
+ qB¯U A¯
B¯tc
)
xc
+
1
2
qB¯RA
B¯tc
xc + ψA[tail] +O(s2), (6.14b)
where
ψA[tail](x) :=
∫ t
τ<
V AM (x, z)q
M (τ) dτ +
∫ τ<
−∞
GAM (x, z)q
M (τ) dτ (6.15a)
=
∫ t−
−∞
GAM (x, z)q
M (τ) dτ (6.15b)
is the “tail part” of the potential; in the second form the integration is cut short at τ = t− := t − 0+ to avoid the
singular behavior of the Green’s function when the limit x→ x¯ is eventually taken.
A complete listing of the potentials ψA
R
= {γαβ
R
, bα
R
, φR} can now be obtained from Eq. (6.14b). The calculation
requires explicit expressions for the tensors U A¯
B¯µ¯
, U A¯
B¯µ¯ν¯
, and V A¯
B¯
, and these will be computed at a later stage. It
also requires the components of the parallel propagator gα
β¯
in Fermi coordinates. These are (PPV Sec. 9.4)
gtt¯ = 1− aaxa +O(s2), gta¯ = O(s2), gat¯ = O(s2), gab¯ = δab +O(s2). (6.16)
C. Singular potential in covariant form
The singular potentials ψA
S
are often implicated in the calculation of regularization parameters or regularized sources
for self-force computations. The starting point of such calculations is a covariant expression for the singular potentials,
which can then be evaluated in any convenient coordinate system and involved in computations of effective sources
or regularization parameters. We provide such a covariant expression here, using methods first devised by Haas and
Poisson (2006).
The singular potential is defined by Eq. (6.3), and we wish to consolidate its dependence on the world line from
the two points x′ and x′′ related to x by a null condition, to a single point xˆ that has no particular relationship to x;
the points x and xˆ are assumed to be in a spacelike relation, but otherwise xˆ is a fixed arbitrary point on the world
line. We let xˆ = z(τˆ), ∆− := u− τˆ , ∆+ := v − τˆ , and
rˆ := σαˆ(x, xˆ)u
αˆ(τˆ ), ρ2 :=
(
gαˆβˆ + uαˆuβˆ
)
σαˆ(x, xˆ)σβˆ(x, xˆ). (6.17)
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To express ψA
S
in terms of xˆ we apply the same methods as in the preceding subsection. First, ∆± is determined by
writing 0 = σ(u) = σ(τˆ + ∆−) or 0 = σ(v) = σ(τˆ + ∆+) and expanding in powers of ∆±; here σ(τ) := σ(x, z(τ)).
With σ(τˆ ) = 12 (ρ
2 − rˆ2), σ˙(τˆ ) = rˆ, and so on, we obtain an expansion of the form
∆± = (rˆ ± ρ)± (rˆ ± ρ)
2
2ρ
aαˆσ
αˆ + · · · , (6.18)
in which the first group of terms is of order ρ, the second group is of order ρ2, and a third group of terms at order
ρ3 was calculated but is too large to be displayed here. Second, r and radv are related to ρ through the relations
r = σ˙(u) = σ˙(τˆ + ∆−) and radv = −σ˙(v) = −σ˙(τˆ + ∆+), which are also expanded in powers of ∆±. Third,
UAB′q
B′ = UA(u) and UAB′′q
B′′ = UA(v) are expressed in a similar way, and fourth, the integral of V A := V AMq
M is
evaluated as − 12 (∆+ −∆−)V A(τˆ ).
Collecting results, we obtain the covariant expression
ψAS =
1
ρ
[
γ1U
A(τˆ ) + rˆγ2U˙
A(τˆ ) +
1
2
(ρ2 + rˆ2)U¨A(τˆ )− ρ2V A(τˆ ) +O(ρ3)
]
(6.19)
for the singular potential. We have introduced
γ1 :=
ρ
2
(
1
r
+
1
radv
)
(6.20a)
= 1 +
ρ2 − rˆ2
2ρ2
aµˆσ
µˆ − 3ρ
4 + 6ρ2rˆ2 − rˆ4
24ρ2
a2 +
3(ρ2 − rˆ2)2
8ρ4
(
aµˆσ
µˆ
)2
+
rˆ(3ρ2 − rˆ2)
6ρ2
a˙µˆσ
µˆ
− ρ
2 − rˆ2
6ρ2
R
µˆλˆνˆρˆ
uµˆσλˆuνˆσρˆ +O(ρ3), (6.20b)
where a2 := aµˆa
µˆ, and
γ2 :=
ρ
2rˆ
(
∆−
r
+
∆+
radv
)
= 1 +
3ρ2 − rˆ2
2ρ2
aµˆσ
µˆ +O(ρ2). (6.21)
The tensors UA, U˙A, U¨A can be imported from Eq. (6.10), and V A can be obtained from Eq. (6.13), with the
understanding that these objects are now evaluated at τ = τˆ instead of τ = t, so that the expressions involve tensors
with hatted indices instead of barred indices. Explicit expressions will be given below.
VII. SELF-FORCE IN SCALARVAC SPACETIMES
In this section we compute the self-force acting on a particle of mass m and scalar charge q in a scalarvac spacetime;
the metric of the background spacetime is gαβ , and the background scalar field is Φ. To simplify the calculations we
adopt the gauge of Eq. (2.11) with λ = 1. A glance at Eq. (2.13) reveals that this choice of gauge eliminates the term
MABµ∇µψB from the perturbation equation, and this considerably simplifies the structure of the Hadamard Green’s
function.
A. Equations of motion
On a formal level, the particle’s equations of motion are formulated in the perturbed spacetime. We have
m
Duµ
dt
= q
(
gµν + uµuν
)
DµΦ, (7.1)
where m := m− qΦ is an inertial mass parameter that satisfies
dm
dt
= −quµDµΦ. (7.2)
We have introduced t as proper time in the perturbed spacetime, uµ = dzµ/dt, and D/dt indicates covariant differen-
tiation (in the perturbed spacetime) along the world line.
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Substitution of gαβ = gαβ + hαβ , Φ = Φ + φ, dτ/dt = 1 +
1
2hµνu
µuν , and linearization with respect to all
perturbations produce
maµ =
(
gµν + uµuν
)[
q∇νΦ− quλuρhλρ∇νΦ− qhλν∇λΦ+ q∇νφ−
1
2
m
(
2∇ρhνλ −∇νhλρ
)
uλuρ
]
(7.3)
and
dm
dτ
= −quµ∇µΦ− quµ∇µφ, (7.4)
in which all quantities refer to the background spacetime.
As was mentioned, these equations have formal validity only, because the retarded potentials hαβ and φ are singular
on the world line. To make sense of these equations we follow the Detweiler-Whiting prescription [23], which asserts
that the motion of the particle is driven entirely by the regular piece of the potentials, obtained after removal of the
singular piece: hαβ
R
= hαβ − hαβ
S
and φR = φ − φS. The equations of motion, therefore, are written as in Eqs. (7.3)
and (7.4), but with the regular potentials standing in for the retarded potentials.
In Fermi coordinates we have
maa = q∇aΦ− qhtt∇aΦ− qhta∇tΦ− qhba∇bΦ+ q∇aφ−
1
2
m
(
2∇thta −∇ahtt
)
(7.5)
and
dm
dt
= −q∇tΦ− q∇tφ, (7.6)
where we suppress the label “R” on the potentials hαβ and φ.
B. Regular potentials
Importing MABµ and N
A
B from Sec. II and inserting them within Eqs. (5.11) and (5.18) reveals that the tensors
that appear in the Hadamard Green’s function are given explicitly by
UABµ = 0, (7.7a)
Uαβ|γδµν =
1
6
δ(αγ δ
β)
δRµν , (7.7b)
U ·|·µν =
1
6
Rµν , (7.7c)
V αβ|γδ = R
α β
(γ δ) − δα(γ∇βΦ∇δ)Φ +
1
12
δα(γδ
β
δ)R, (7.7d)
V αβ|· = −2∇α∇βΦ, (7.7e)
V ·|αβ = −
1
2
(
∇α∇βΦ− 1
2
F ′gαβ
)
, (7.7f)
V ·|· = −
1
2
(
2∇µΦ∇µΦ+ F ′′
)
+
1
12
R, (7.7g)
where we omit the primes on indices to keep the notation uncluttered.
Making the substitutions in Eq. (6.14b), we obtain
γttR = 4qΦ˙(1− 3acxc) +
2
3
(m− qΦ)(2a˙c + Rtc)xc + γtt[tail] +O(s2), (7.8a)
γtaR = −4(m− qΦ)aa + 2(m− qΦ)
(
4aaac −Ratct
)
xc + γta[tail] +O(s2), (7.8b)
γabR = γ
ab[tail] +O(s2) (7.8c)
for the gravitational potentials, and
φR =
1
6
q(2a˙a +Rta)x
c + φ[tail] +O(s2) (7.9)
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for the scalar perturbation. The tail terms are
γαβ [tail] := 4
∫ t−
−∞
(m− qΦ)Gαβ|µν(x, z)uµuν dτ + q
∫ t−
−∞
Gαβ|·(x, z) dτ (7.10)
and
φ[tail] := 4
∫ t−
−∞
(m− qΦ)G· |µν(x, z)uµuν dτ + q
∫ t−
−∞
G· |·(x, z) dτ. (7.11)
After trace reversal and lowering the indices using the metric gtt = −1−2acxc+O(s2), gta = O(s2), gab = δab+O(s2),
the gravitational potentials become
hRtt = 2qΦ˙(1 + acx
c) +
1
3
(m− qΦ)(2a˙c +Rtc)xc + htt[tail] +O(s2), (7.12a)
hRta = 4(m− qΦ)aa + 2(m− qΦ)Ratctxc + hta[tail] +O(s2), (7.12b)
hRab = 2qΦ˙δab(1− acxc) +
1
3
(m− qΦ)δab
(
2a˙c +Rtc
)
xc + hab[tail] +O(s
2), (7.12c)
with
hαβ [tail] := 4
∫ t−
−∞
(m− qΦ)G¯αβ|µν(x, z)uµuν dτ + q
∫ t−
−∞
G¯αβ|·(x, z) dτ, (7.13)
where the overbar indicates the operation of trace reversal.
The relevant covariant derivatives of the potentials are
∇thta = 4(m− qΦ)
(
a˙a + V¯ta|tt
)− 8qΦ˙aa + qV¯ta|· + htat[tail] +O(s), (7.14a)
∇ahtt = 1
3
(m− qΦ)(2a˙a +Rta)+ htta[tail] +O(s), (7.14b)
∇tφ = qV ·|· + 4(m− qΦ)V ·|tt + φt[tail] +O(s), (7.14c)
∇aφ = 1
6
q
(
2a˙a +Rta
)
+ φa[tail] +O(s), (7.14d)
where
hαβγ [tail] := 4
∫ t−
−∞
(m− qΦ)∇γG¯αβ|µν(x, z)uµuν dτ + q
∫ t−
−∞
∇γG¯αβ|·(x, z) dτ, (7.15a)
φα[tail] := 4
∫ t−
−∞
(m− qΦ)∇αG· |µν(x, z)uµ(τ)uν(τ) dτ + q
∫ t−
−∞
∇αG· |·(x, z) dτ. (7.15b)
To arrive at these results we relied on the fact that in Fermi coordinates, the relevant Christoffel symbols are Γtta =
aa + O(s) and Γ
a
tt = a
a +O(s); all other symbols are O(s) and not required in this computation.
C. Explicit form of the equations of motion
Making the substitutions in Eqs. (7.5) and (7.6), we obtain
maa = q∇aΦ+m2
(
−11
3
a˙a +
1
6
Rta − 2∇tΦ∇aΦ
)
+ q2
(
1
3
a˙a +
1
6
Rta − 4∇tΦ∇aΦ
)
+mq
(
12aa∇tΦ+ 2∇t∇aΦ
)
− qhtt[tail]∇aΦ− qhta[tail]∇tΦ− qhba[tail]∇bΦ
+ qφa[tail]− 1
2
m
(
2htat[tail]− htta[tail]
)
(7.16)
and
dm
dt
= −q∇tΦ + q2
(
∇µΦ∇µΦ + 1
2
F ′′ − 1
12
R
)
+mq
(
2∇t∇tΦ + F ′
)
− qφt[tail]. (7.17)
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In the perturbation terms we no longer distinguish between m− qΦ and m := m− qΦ− qφ, where φ is now identified
with φR = φ[tail]. These equations can be simplified by inserting the background equation of motion, (m− qΦ)aa =
q∇aΦ, on the right-hand side; taking into account the variation of Φ on the world line, the equation implies a˙a =
(q/m)∇t∇aΦ + 2(q/m)2∇tΦ∇aΦ. The equations of motion can also be simplified by inserting Eq. (2.3) for the
background Ricci tensor. The end result is
maa = q∇aΦ+ 1
6
q2
(
5 + 4
q2
m2
− 11m
2
q2
)
∇tΦ∇aΦ− 1
3
mq
(
5− q
2
m2
)
∇t∇aΦ
− qhtt[tail]∇aΦ− qhta[tail]∇tΦ− qhba[tail]∇bΦ+ qφa[tail]−
1
2
m
(
2htat[tail]− htta[tail]
)
(7.18)
and
dm
dt
= −q∇tΦ+ q2
(
11
12
∇µΦ∇µΦ− 1
3
F +
1
2
F ′′
)
+mq
(
2∇t∇tΦ+ F ′
)
− qφt[tail]. (7.19)
At this stage it is a simple matter to express the equations of motion in covariant form. We have
maµ =
(
gµν + uµuν
){
q∇νΦ + 1
6
q2
(
5 + 4
q2
m2
− 11m
2
q2
)
uλ∇λΦ∇νΦ
− 1
3
mq
(
5− q
2
m2
)
uλ∇λνΦ− quλuρhλρ[tail]∇νΦ− qhλν [tail]∇λΦ
+ qφν [tail]− 1
2
m
(
2hνλρ[tail]− hλρν [tail]
)
uλuρ
}
(7.20)
and
dm
dτ
= −quµ∇µΦ + q2
(
11
12
∇µΦ∇µΦ− 1
3
F +
1
2
F ′′
)
+mq
(
2uµuν∇µ∇νΦ+ F ′
)− quµφµ[tail]. (7.21)
The tail terms are still given by the equations displayed previously, except that the dependence on t− can now be
replaced by a dependence on τ− := τ − 0+; the variable of integration should then be replaced by τ ′.
D. Singular potentials
The equations of motion displayed in Eq. (7.19) and (7.20) are typically not the most useful starting point to
calculate the motion of a point particle. A more practical formulation is based instead on the form
maµ =
(
gµν + uµuν
)[
q∇νΦ− quλuρhRλρ∇νΦ− qhRλν∇λΦ + q∇νφR −
1
2
m
(
2∇ρhRνλ −∇νhRλρ
)
uλuρ
]
(7.22)
and
dm
dτ
= −quµ∇µΦ− quµ∇µφR, (7.23)
in which the singular potentials hSαβ and φ
S were explicitly removed from the retarded potentials hαβ and φ. This
subtraction can be implemented by formulating field equations for the regular potentials in terms of extended effective
sources, or by obtaining regularization parameters when the self-force is computed as a sum over spherical-harmonic
modes.
The starting point of such computations is the singular potentials of Eq. (6.19), in which we insert Eqs. (6.10).
With the results displayed in Eqs. (7.7), we have
Uαβ = g
(α
αˆg
β)
βˆ
{
4muαˆuβˆ
(
1 +
1
12
Rµˆνˆσ
µˆσνˆ
)
+O(ρ3)
}
, (7.24a)
U˙αβ = g
(α
αˆg
β)
βˆ
{
4m
(
2aαˆuβˆ +
1
6
uαˆuβˆRµˆνˆu
µˆσνˆ +Rαˆγˆµˆνˆu
βˆuγˆuµˆσνˆ
)
− 4qΦ˙uαˆuβˆ +O(ρ2)
}
, (7.24b)
U¨αβ = g
(α
αˆg
β)
βˆ
{
4m
(
2a˙αˆuβˆ + 2aαˆaβˆ +
1
6
uαˆuβˆRµˆνˆu
µˆuνˆ
)
− 16qΦ˙aαˆuβˆ − 4qΦ¨uαˆuβˆ +O(ρ)
}
, (7.24c)
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V αβ = g
(α
αˆg
β)
βˆ
{
4m
(
Rαˆ βˆ
γˆ δˆ
uγˆuδˆ − uαˆuγˆ∇βˆΦ∇γˆΦ + 1
12
uαˆuβˆR
)
− 2q∇αˆ∇βˆΦ +O(ρ)
}
(7.24d)
and
U · = q
(
1 +
1
12
Rµˆνˆσ
µˆσνˆ
)
+O(ρ3), (7.25a)
U˙ · =
1
6
qRµˆνˆu
µˆσνˆ +O(ρ2), (7.25b)
U¨ · =
1
6
qRµˆνˆu
µˆuνˆ +O(ρ), (7.25c)
V · = −1
2
q
(
2∇µˆΦ∇µˆΦ+ F ′′ − 1
6
R
)
− 2m
(
uαˆuβˆ∇αˆ∇βˆΦ+
1
2
F ′
)
+O(ρ). (7.25d)
VIII. SELF-FORCE IN ELECTROVAC SPACETIMES
In this section we compute the self-force acting on a particle of mass m and electric charge e in an electrovac
spacetime; the metric of the background spacetime is gαβ, and the background electromagnetic field is Fαβ .
A. Equations of motion
On a formal level, the motion of the particle is governed by the Lorentz-force equation
m
Duµ
dt
= eFµνu
ν , (8.1)
in which t is proper time in the perturbed spacetime, uµ = dzµ/dt, and D/dt indicates covariant differentiation (in
the perturbed spacetime) along the world line. Substitution of gαβ = gαβ + hαβ, Fαβ = Fαβ + fαβ , and linearization
with respect to all perturbations produce
maµ = eFµνu
ν− 1
2
euλuρhλρF
µ
νu
ν−e(gµν+uµuν)hνλFλρuρ+efµνuν− 12m(gµν+uµuν)(2∇ρhνλ−∇νhλρ)uλuρ, (8.2)
in which all quantities now refer to the background spacetime. To make sense of these equations we continue to follow
the Detweiler-Whiting prescription to remove the singular piece of all potentials. The equations of motion continue
to be given by Eq. (8.2), but with the regular potentials standing in for the retarded potentials.
In Fermi coordinates we have
maa = eFat − 1
2
ehttFat − ehabF bt + efat −
1
2
m
(
2∇thta −∇ahtt
)
, (8.3)
where we suppress the label “R” on the potentials.
B. Regular potentials
Importing MABµ and N
A
B from Sec. III and inserting them within Eqs. (5.11) and (5.18) reveals that the tensors
that appear in the Hadamard Green’s function are given explicitly by
Uαβ|γµ = 8δ
(α
[µF
β)
γ] − 2gαβFµγ , (8.4a)
Uα|βγµ =
1
2
δα(βFγ)µ −
1
4
gβγF
α
µ, (8.4b)
Uαβ|γδµν = δ
(α
µF
β)
(γFδ)ν + δ
(α
νF
β)
(γFδ)µ − δ
(α
(γF
β)
µFδ)ν − δ(α(γF β)ν Fδ)µ − gαβFµ(γFδ)ν −
1
2
gγδδ
(α
µF
β)
λF
λ
ν
− 1
2
gγδδ
(α
νF
β)
λF
λ
µ + gγδF
(α
µF
β)
ν +
1
2
gαβgγδFµλF
λ
ν +
1
6
δ(αγ δ
β)
δRµν , (8.4c)
Uαβ|γµν = −4δ
(α
(µ∇ν)F β)γ + 4δ(αγ∇(µF
β)
ν) + 2g
αβ∇(µFν)γ , (8.4d)
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Uα|βγµν = −
1
4
(
δα(β∇µFγ)ν + δα(β∇νFγ)µ − gβγ∇(µFαν)
)
, (8.4e)
Uα|βµν = −δα(µFν)λFλβ + δαβFµλFλν +
1
6
δαβRµν , (8.4f)
V αβ|γδ = R
α β
(γ δ) +
1
12
δα(γδ
β
δ)R− Fα(γF βδ) − δ
(α
(γF
β)λFδ)λ +
1
2
gαβF
λ
(γFδ)λ +
1
4
gαβgγδFλρF
λρ, (8.4g)
V αβ|γ = −2∇(αF β)γ , (8.4h)
V α|βγ =
1
2
∇(βFαγ), (8.4i)
V α|β = −
1
2
Rαβ +
1
12
δαβR−
1
2
FαλFβλ +
1
2
δαβFλρF
λρ, (8.4j)
where we omit the primes on indices to keep the notation uncluttered.
Making the substitutions in Eq. (6.14b), we obtain
γttR =
2
3
m
(
2a˙c +Rtc
)
xc + e
(−∇tFct + 2adFcd)xc + γtt[tail] +O(s2), (8.5a)
γtaR = −4maa +m
(
8aaac − 2Ratct + F atFtc + F aeFec + δacFetF et
)
xc
+ e
(−∇tF ac − 2δacaeFte + 2aaFtc)xc + γta[tail] +O(s2), (8.5b)
γabR = m
(
2δ(acF
b)
eF
e
t − 4F (atF b)c + 2δabFetF ec
)
xc + e
(
2δ(ac∇tF b)t − δab∇tFct
+ 4aeδ(acF
b)
e − 4a(aF b)c − 2δabaeFce
)
xc + γab[tail] +O(s2) (8.5c)
for the gravitational potentials, and
btR =
1
6
e
(
2a˙c + 3FceF
e
t +Rtc
)
xc − 1
2
m
(∇tFct + 4aeFce)xc + bt[tail] +O(s2), (8.6a)
baR = −eaa −mF at +
1
2
e
(
2aca
a −Ratct + δacFetF et
)
xc
+
1
2
m
(
2acF
a
t − 4aaFct +∇tF ac −∇cF at
)
xc + ba[tail] +O(s2) (8.6b)
for the electromagnetic potentials. The tail terms are
γαβ[tail] := 4m
∫ t−
−∞
Gαβ|µν(x, z)u
µuν dτ + e
∫ t−
−∞
Gαβ|µ(x, z)u
µ dτ (8.7)
and
bα[tail] := 4m
∫ t−
−∞
Gα|µν(x, z)u
µuν dτ + e
∫ t−
−∞
Gα|µ(x, z)u
µ dτ. (8.8)
After trace reversal and lowering the indices using the metric gtt = −1−2acxc+O(s2), gta = O(s2), gab = δab+O(s2),
the gravitational potentials become
hRtt =
1
3
m
(
2a˙c +Rtc
)
xc + e
(−∇tFct + 2adFcd)xc + htt[tail] +O(s2), (8.9a)
hRta = 4maa +m
(
2Ratct + FatFct − FaeF ec − δacFetF et
)
xc
+ e
(∇tFac − 2δacaeFet + 2aaFct)xc + hta[tail] +O(s2), (8.9b)
hRab =
1
3
mδab
(
2a˙c +Rtc
)
xc +m
(
2δc(aFb)eF
e
t + 4Ft(aFb)c + 2δabFetF
e
c
)
xc
+ e
(
2δc(a∇tFb)t + δab∇tFtc + 4aeδc(aFb)e − 4a(aFb)c − 2δabaeFce
)
xc + hab[tail] +O(s
2), (8.9c)
with tail terms now given by
hαβ [tail] := 4m
∫ t−
−∞
G¯αβ|µν(x, z)u
µuν dτ + e
∫ t−
−∞
G¯αβ|µ(x, z)u
µ dτ, (8.10)
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where the overbar indicates the operation of trace reversal. The electromagnetic potentials become
bRt = −
1
6
e
(
2a˙c + 3FceF
e
t +Rtc
)
xc +
1
2
m
(∇tFct + 4adFcd)xc + bt[tail] +O(s2), (8.11a)
bRa = −eaa −mFat +
1
2
e
(
2acaa −Ratct + δacFetF et
)
xc
+
1
2
m
(
2acFat − 4aaFct +∇tFac −∇cFat
)
xc + ba[tail] +O(s
2) (8.11b)
after lowering the indices.
The relevant covariant derivatives of the potentials are
∇thta = 4m
(
a˙a + V¯ta|tt
)
+ eV¯ta|t + htat[tail] +O(s), (8.12a)
∇ahtt = 1
3
m
(
2a˙a +Rta
)
+ e
(−∇tFat + 2acFac)+ htta[tail] +O(s), (8.12b)
∇tba = e
(−a˙a + Va|t)+m(−∇tFat − acFac + 4Va|tt)+ bat[tail] +O(s), (8.12c)
∇abt = −1
6
e
(
2a˙a + 3FacF
c
t +Rta
)
+
1
2
m
(∇tFat + 4acFac)+ bta[tail] +O(s), (8.12d)
where
hαβγ [tail] := 4m
∫ t−
−∞
∇γG¯αβ|µν(x, z)uµuν dτ + e
∫ t−
−∞
∇γG¯αβ|µ(x, z)uµ dτ, (8.13a)
bαβ [tail] := 4m
∫ t−
−∞
∇βGα|µν(x, z)uµuν dτ + e
∫ t−
−∞
∇βGα|µ(x, z)uµ dτ. (8.13b)
C. Explicit form of the equations of motion
Making the substitutions in Eq. (8.3), we obtain
maa = eFat +m
2
(
−11
3
a˙a +
1
6
Rta + 2FacF
c
t
)
+ e2
(
2
3
a˙a +
1
3
Rta − FacF ct
)
+ 4meacFac
− 1
2
ehtt[tail]Fat − ehab[tail]F bt + e
(
bta[tail]− bat[tail]
)− 1
2
m
(
2htat[tail]− htta[tail]
)
. (8.14)
This is simplified by inserting the background equation of motion, maa = eFat, on the right-hand side; the equation
implies a˙a = (e/m)∇tFat + (e/m)2FacF ct. It is also simplified by inserting Rta = −2FacF ct for the background Ricci
tensor. The end result is
maa = eFat − 1
3
me
(
11− 2 e
2
m2
)
∇tFat − 1
3
e2
(
4− 2 e
2
m2
− 5m
2
e2
)
FacF
c
t
− 1
2
ehtt[tail]Fat − ehab[tail]F bt + e
(
bta[tail]− bat[tail]
)− 1
2
m
(
2htat[tail]− htta[tail]
)
. (8.15)
The covariant form of the equations of motion is
maµ = eFµνu
ν +
(
gµν + uµuν
){−1
3
me
(
11− 2 e
2
m2
)
uλuρ∇ρFνλ − 1
3
e2
(
4− 2 e
2
m2
− 5m
2
e2
)
FνλF
λ
ρu
ρ
− 1
2
euλuρhλρ[tail]Fντu
τ − ehνλ[tail]Fλρuρ + e
(
bλν [tail]− bνλ[tail]
)
uλ
− 1
2
m
(
2hνλρ[tail]− hλρν [tail]
)
uλuρ
}
. (8.16)
The tail terms are still given by the equations displayed previously, except that the dependence on t− can now be
replaced by a dependence on τ− := τ − 0+; the variable of integration should then be replaced by τ ′.
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D. Singular potentials
The equation of motion displayed in Eq. (8.16) is typically not the most useful starting point to calculate the motion
of a point particle. A more practical formulation is based instead on the form
maµ = eFµνu
ν − 1
2
euλuρhRλρF
µ
νu
ν − e(gµν + uµuν)hRνλFλρuρ + efµR νuν − 12m
(
2∇ρhRνλ −∇νhRλρ
)
uλuρ, (8.17)
in which the singular potentials hSαβ and b
S
α were explicitly removed from the retarded potentials hαβ and bα. This
subtraction can be implemented by formulating field equations for the regular potentials in terms of extended effective
sources, or by obtaining regularization parameters when the self-force is computed as a sum over spherical-harmonic
modes.
The starting point of such computations is the singular potentials of Eq. (6.19), in which we insert Eqs. (6.10). The
explicit expressions are
Uαβ = g
(α
αˆg
β)
βˆ
{
4m
(
uαˆuβˆ +
1
2
U αˆβˆ
|γˆδˆµˆνˆ
uγˆuδˆσµˆσνˆ
)
+ e
(
U αˆβˆ|γˆµˆu
γˆσµˆ +
1
2
U αˆβˆ|γˆµˆνˆu
γˆσµˆσνˆ
)
+O(ρ3)
}
, (8.18a)
U˙αβ = g
(α
αˆg
β)
βˆ
{
4m
(
2aαˆuβˆ + U αˆβˆ
|γˆδˆµˆνˆ
uγˆuδˆuµˆσνˆ +Rαˆγˆµˆνˆu
βˆuγˆuµˆσνˆ
)
+ e
(
U αˆβˆ|γˆµˆu
γˆuµˆ + U˙ αˆβˆ|γˆµˆu
γˆσµˆ + U αˆβˆ|γˆµˆa
γˆσµˆ + U αˆβˆ|γˆµˆνˆu
γˆuµˆσνˆ
)
+O(ρ2)
}
, (8.18b)
U¨αβ = g
(α
αˆg
β)
βˆ
{
4m
(
2a˙αˆuβˆ + 2aαˆaβˆ + U αˆβˆ
|γˆδˆµˆνˆ
uγˆuδˆuµˆuνˆ
)
+ e
(
2U αˆβˆ|γˆµˆa
γˆuµˆ + 2U˙ αˆβˆ|γˆµˆu
γˆuµˆ + U αˆβˆ|γˆµˆu
γˆaµˆ + U αˆβˆ|γˆµˆνˆu
γˆuµˆuνˆ
)
+O(ρ)
}
, (8.18c)
V αβ = g
(α
αˆg
β)
βˆ
{
4mV αˆβˆ
|γˆδˆ
uγˆuδˆ + eV αˆβˆ|γˆu
γˆ +O(ρ)
}
, (8.18d)
and
Uα = gααˆ
{
e
(
uαˆ +
1
2
U αˆ
|βˆµˆνˆ
uβˆσµˆσνˆ
)
+ 4m
(
U αˆ
|βˆγˆµˆ
uβˆuγˆσµˆ +
1
2
U αˆ
|βˆγˆµˆνˆ
uβˆuγˆσµˆσνˆ
)
+O(ρ3)
}
, (8.19a)
U˙α = gααˆ
{
e
(
aαˆ + U αˆ
|βˆµˆνˆ
uβˆuµˆσνˆ +
1
2
Rαˆ
βˆµˆνˆ
uβˆuµˆσνˆ
)
+ 4m
(
U αˆ
|βˆγˆµˆ
uβˆuγˆuµˆ + U˙ αˆ
|βˆγˆµˆ
uβˆuγˆσµˆ + 2U αˆ
|βˆγˆµˆ
aβˆuγˆσµˆ + U αˆ
|βˆγˆµˆνˆ
uβˆuγˆuµˆσνˆ
)
+O(ρ2)
}
, (8.19b)
U¨α = gααˆ
{
e
(
a˙αˆ + U αˆ
|βˆµˆνˆ
uγˆuµˆuνˆ
)
+ 4m
(
4U αˆ
|βˆγˆµˆ
aβˆuγˆuµˆ + 2U˙ αˆ
|βˆγˆµˆ
uβˆuγˆuµˆ + U αˆ
|βˆγˆµˆ
uβˆuγˆaµˆ + U αˆ
|βˆγˆµˆνˆ
uβˆuγˆuµˆuνˆ
)
+O(ρ)
}
, (8.19c)
V α = gααˆ
{
eV αˆ
|βˆ
uβˆ + 4mV αˆ
|βˆγˆ
uβˆuγˆ +O(ρ)
}
. (8.19d)
The various tensors that appear in these expressions were displayed in Eqs. (8.4).
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