In this study we investigate the time-evolution of the activity in a topographically ordered neural network with external input for two types of neurons: one network with binary-valued neurons with a stochastic behavior and one with deterministic neurons with a continuous output. We will demonstrate that for a particular range of lateral interaction strengths, changes in external input give rise to gradual changes in the position of clustered neural activity.
Introduction
Both in neurobiological and arti cial (robot) systems, trajectory planning and formation is one of the major objects of study because it is one of the essential aspects in motor control, which is not yet fully understood. The early models for trajectory planning in robot control were based on algorithms which were valid only in some very speci c (unnatural) conditions or which required too much time for real-time implementation.
The rst models for trajectory planning dealt with static environments only 1, 4, 13, 15, 17, 25] and used global methods, which can be generally viewed as constructing a graph which is used in a search process for an accessible path in a cluttered environment. These models could only be used for static environments because a moving object or introduction of a new object requires that the whole graph has to be constructed anew. Moreover, when multiple obstacles are present, the complexity of the graph increases exponentially which makes it impossible to plan trajectories in real-time.
An other approach, which was proposed later, was the potential eld method 14, 16] which improves upon the graph-search in having only linear complexity and nondiscrete paths. Unfortunately, the potential eld methods su er from several problems, one being that of undesired local minima, which cause the system to become trapped by some con gurations of obstacles 14, 16] . As a consequence, these models can not guarantee a solution to the trajectory-planning problem.
A more successful model is the wave propagation or distance transform model 11]. This approach does not su er from local minima. If a solution exists the model will nd it. However, the path consists of a series of discrete steps on a lattice which is the result of a supervised incremental algorithm to nd the next node for the trajectory in the lattice by selecting the neighboring node with the largest activity. In addition to the incremental algorithm additional modules have to be inserted in order to calculate a smooth path along the discrete via-points and in order to reach positions which are not lattice nodes.
Other models have tried to improve upon existing models for robot control related to trajectory formation. For example, Ritter et al. 20, 21] introduced a neural network which was able to learn the transformation from cartesian space coordinates to joint coordinates. In another neural network approach van der Smagt 24, 23] used a backpropagation conjugate gradient neural network to control a robot manipulator which received input about targets from a hand held camera. The neural net learned the transformation from target position in camera domain to a motor command corresponding to the joint angles in order to move the manipulator in a few straight steps to the target. Both these networks do not specify the trajectory and do not take into account obstacles between the robot and the target position. Therefore, the aim of this study is to develop a model for trajectory planning, which does not have the disadvantages of the previous models for trajectory planning and which is complementary to the inverse kinematics models by Ritter et al. 20] and van der Smagt 24] .
In this study we will provide a neural network model, which generates a movement trajectory towards a target position by the intrinsic dynamics of the network, i.e. without a supervisor. The trajectory is a smooth path in con guration space. The model also performs in a cluttered environment in which objects are moving in time.
We will give a theoretical analysis of the dynamics of a topographically ordered neural network, which receives external (for example sensory) input signals, and we will analyze how the evolution of the neural activity can be interpreted in terms of the macroscopic variables. This will be done for two types of networks. The rst network is a stochastic system. The activity of neurons is represented as a two-valued random variable and the time evolution of the network is given by the Glauber dynamics 8]. The second network is a deterministic system with activity of neurons given by a continuous real-valued variable. The dynamics of the network is given by a set of non-linear di erential equations. In both cases the architecture of the network is the same. The results of the theoretical analyses will be illustrated by computer simulations of trajectory planning and trajectory formation in a topographically ordered map representing a cluttered environment. The system can also be used to control the movement of a multi-jointed manipulator in the presence of obstacles. By obstacles we will understand the regions of space which are occupied by objects or by constraints imposed on joints of the manipulator.
The paper is organized as follows: In chapter 2 we will de ne the model of discrete and continuous neurons. We will assume that the activity of each neuron contributes to the position coding of an object or manipulator. The speci c position is not coded by an individual neuron but rather by the population of neurons, which we call a cluster of active neurons. The weighted vector sum of the positions coded by these neurons, the population vector, gives the position of the manipulator in space. In section 3 we will describe computer simulations to illustrate the performance of the networks and to con rm our analytical results obtained in 2.
The models
Both models consist of N neurons arranged in a two-dimensional regular lattice. However, both models can be easily extended to higher dimensions and may have other types of lattices. The neurons have two types of lateral interactions: Short range excitatory and long range inhibitory connections. We assume that the neural activity in the lattice gives a discrete topographically ordered representation of the con guration space C of a two-joint manipulator. We will call it the neuronal space N. The activity of each neuron i in N represents events in a particular subset of C, called its receptive eld (rf i ). By the con guration space of the manipulator we understand the set of all its possible con gurations. The dimension of this space is equal to the minimal number of parameters which are necessary to de ne any of these con gurations uniquely. In this particular case the con guration space is a two-dimensional cartesian space with the two joint-angles of the manipulator along the coordinate axes.
We also assume that external input will provide information about the position of the targets and obstacles in the external world.
The activities of the neurons describe the state of the system. The set P of all possible states of the network will be called the phase space of the system.
Discrete neurons
In this model we will assume that the N neurons in a topographically ordered map can be in one of the two states This term will appear to be relevant for the number of active neurons in the system.
We de ne an energy function of the system by the following Hamiltonian. 
Here we use the vector x i of i relative to T de ned by x i ( T ) i ? T and x i kx i k (6) Each component of the Hamiltonian has a di erent e ect on the behavior of the network. The long range inhibitory interactions J ij contribute to the stabilization of the total amount of neural activity in the network near the value . The local neighbor interactions B ij make it more advantageous for neighboring units to be in the same state. Therefore, this term tends to impose clustering of the units having the same activity. Finally the external input ? x i tends to shift the activity towards the target position x i = 0 . The relative magnitudes of these three terms determine the properties of the system.
The dynamics of the system is sequential and stochastic: at each time step only one neuron, chosen at random among the N neurons, is updated. The transition probability w i , that neuron i changes its activity from i to -i while the others remain momentarily xed, is
where = 1 T is the inverse of a noise-parameter T. In the zero noise limit (T = 0), the probabilities w i become 0 or 1 and the updates become deterministic i (t + 1) = sign (u i (t)) (8) However, even for the case T = 0 the time evolution of the system is still stochastic due to the random choice of a neuron at each time step.
To give these microscopic states a physical interpretation we will de ne some macroscopic variables. The rst macroscopic variable is called the magnetization m m 1 N X i i (9) and is related to the total activity in the whole population of neurons. As a result the total input can be rewritten as
The second macroscopic variable of interest is a vector which codes the actual position of the manipulator relative to the target position in con guration space. 
B corresponds to the center of gravity of the activities in the neural map. The position vector X B which is a weighted vector sum of the contributions of all neurons, provides information about the position in con guration space. The k-th component of the vector X B is de ned by
The length of the vector X B is the distance in con guration space between the actual con guration and target con guration.
Continuous neurons
In this model the N neurons in the topographical map may assume a real output value in the interval ? 
g 0 (:) refers to the rst derivative of the function g(:) with respect to its argument. The global stability of the system de ned by (18) and (19) is the same as that studied by Cohen 3 ], Grossberg 9] and Hop eld 10]. The population vector X B which gives the relative actual position, is now de ned as
Since the population vector is a function of time, it can be seen as a neuronal representation for the position in time relative to the target position. Each pattern of neural activity corresponds to a position in space via (21) and the time evolution of X B is described by the time evolution of the neural activity.
Due to external input, which provides information about the target position, the activity of neurons begins to change according to the dynamics of the network described by equation (18) . This evolution can be seen in the phase space P as a motion of a point along the curve on which the Liapunov function decreases. This down-hill motion ends when the network reaches an equilibrium state. The interpretation of the population vector transforms this curve from the phase space into a curve in the con guration space.
The equation (19) represents a free energy F of the discrete system (4) in the mean eld approximation 19]:
and is an upper bound of the exact free energy of the system. The last term in (22) is the entropy of the system and is exactly equal to the last term in the Liapunov function (19) . To obtain the equilibrium free energy and the best upper bound on F one has to minimize the right hand side of (22) with respect to all u i . This minimization procedure can be seen as a dynamical process given by (18) .
The simulations
To illustrate the properties of the two models we simulated a two-dimensional neural network with N = 2500 neurons, arranged in a 50x50 grid. The neurons are placed on the nodes of a square lattice. However, the model can be easily extended to higher dimensions and may have other types of lattices. The neural map is a discrete representation of the two-dimensional con guration space. The con guration space variables Each initial state of the simulations consists of a small connected group of neurons with activity 1. The center of mass of their activity corresponds to the initial position of the manipulator in con guration space. All other neurons have an initial value of activity -1.
Information about the position of the target and obstacles are supplied to the network by external inputs. The input to each neuron i due to the target is x i . The obstacles are represented in the neuronal map by clamping the activity of the neurons which correspond to the obstacle positions, to the value -1.
Discrete neurons
The dynamics of this model is the stochastic sequential heat bath: at each time step a neuron i is selected at random, and subsequently u i was calculated using equation (10) . Finally, this neuron was updated according to equation (7) .
The total input to the network is given by equation (10) The`dragging' term ? x i is the driving force of the cluster towards the target.
The larger the distance between the receptive eld of a neuron and the target, the more the neuron will be inhibited. Therefore, neurons with a small relative distance towards the target have higher local elds.
To see the interplay of the three terms we have to examine the total local eld (24) . Each of the curves in gure 1.2 shows the contributions of the three terms to the local eld. The absolute value of the slope of the curves is equal to . The vertical position of the curve on the diagram depends on the`magnetization' term: The more positive this term is, the lower the position of the curve.
The vertical distance between various curves corresponds to di erent numbers of active neurons, each giving rise to a di erence in the local eld by 2J 0 N . Each curve has two maxima, one at the target position and one at the cluster position. It depends upon the relative distance between cluster and target which maximum is larger.
Because the behavior of the system depends on the relative magnitudes of the three parameters B ij , J 0 and and since we have already xed B ij = 1, the only free independent parameters are J 0 and .
We want to chose values for J 0 and such that the number of active neurons, during the time-evolution of the system, is close toñ + and that they form a connected cluster. This allows us to interpret the activity of the population of neurons in terms of macroscopic variables de ned in equation (13) . . This is a stable state of the system. All neurons which were initially in state "1", have changed their state to the rest value "-1" and the local eld of all neurons is raised by 2ñ + J 0 N . However, the elevation was not large enough to raise one of the maxima above the zero level.
B) The local eld of the neurons in the cluster exceeds that of the neurons in the target and is raised by successive steps to a positive value. This will happen when J 0 and satisfy the following inequalities. As a result of the changing`magnetization term' these border neurons are responsible for the movement of the cluster. The border neurons at the side of the cluster directed towards the target, have higher local elds relative to the border neurons at the opposite side of the cluster. In the case that n is negative, the system tends to change the state of a border neuron from "-1" to "1". This will happen with larger probability at the target side of the cluster. In the same way, if n is positive and the system tends to turn the state of a neuron from "1" to "-1", this will happen with larger probability at the opposite side of the cluster. Both processes result in a shift of the cluster towards the target representation in the map.
C) The local eld of the target neurons exceeds that of the neurons in the cluster and the local eld of these neurons is raised by successive steps to a positive value. The cluster neurons having negative local elds change their state from "1" to "-1". The target neurons having positive local elds change their states from "-1" to "1". Hence the cluster disappears at its initial position and appears at the target position. The cluster seems to jump.
To increase the speed of movement of the cluster, we can increase during the movement towards the target while J 0 is xed. Because the distance of the cluster relative to the target representation decreases, the`dragging' term for the cluster neurons becomes smaller. Consequently the in uence of the`magnetization' term becomes more noticeable which results into a smaller di erence between m and . Regarding equation (26) this gives us the opportunity to increase . A larger results in a stronger`dragging' eld and a higher velocity of the movement of the cluster.
We performed simulations with constant and time-varying (t), with and without obstacles. Initially we chose = 0:05 and = ?0:96 which corresponds to a desired number ofñ + = 50 active neurons. We chose J 0 = 2500. Figure 1 .3A shows a typical result of a simulation with constant = 0:05. Figure 1.3B shows a result for the optimal value of (t). Obstacles were not included.
In both cases the cluster moved in small discrete steps as a result of the dynamics of the neurons. The successive positions of the center of mass of the cluster present the trajectory in the con guration space. Because of the stochastic character of the model each simulation resulted into a di erent path. B) The simulation with optimal (t). Both simulations were done with parameters N = 2500,ñ + = 50, J 0 = 2500 and = 2. Note that the duration of the movement towards the target is longer in A than in B.
In the case that = 1:0 was chosen too large, the cluster disappeared at the initial position and appeared, due to the`magnetization' term, at the position with the highest local eld. The cluster jumped to the target. Figure 1 .4 shows the typical trajectory of the cluster in the presence of obstacles for optimal (t). In the presence of noise (T > 0) and because of the random choice of a neuron at each time step, with < (t) the jump of the cluster to the target position may still occur. The probability of a jump however, decreased with decreasing noise. For = 5 these jumps were rarely seen.
The motion of the cluster can be seen as the Brownian motion in the presence of an external deterministic eld x i . For the large parameter (t) the deterministic dragging part becomes more important relative to the stochastic part. Hence the uctuations decreased, the trajectory became more straight and the time to reach the target decreased.
Continuous neurons
In the simulations with continuous neurons we used a discrete-time version of the dynamics (18) . At each time step t all neurons changed their state according to The sigmoid function g(x) = tanh( x) where was the gain parameter.
We chose = 0:1, J 0 = 2500, = 0:05 and = 0:988 which corresponded to a cluster with fteen active neurons. Because of the deterministic nature of this network, the paths which are generated by the network, are the same for all values of < (t). The value of only a ects the speed of the movement of the cluster. Created trajectories were straight lines except for the case when the presence of obstacles prevented the straight line.
The results are illustrated in gure 1.5. Since the function (19) decreased on the trajectories given by (18) and was bounded from below, the system reached an equilibrium state in which the cluster reached the position of the target.
A Two-link Robot Manipulator
In this simulation we use the continuous model to control a two-link robot manipulator in the vicinity of an obstacle. The con guration space is a set of all possible con gurations of the manipulator. All con gurations with an overlap of manipulator and obstacle are called obstacle con gurations. The neural map has the topographical order of the con guration space and is a discrete representation of it. Note that without the obstacle the path in con guration space, between the initial and target position, would be a straight line. In the precense of the obstacle the trajectory follows a curved path in order to avoid a collision with the obstacle. Figure 1 .7 shows the local eld (left column) and the neural activity (right column) of the neurons in the network at three moments of time during the trajectory formation. The trajectory is given by the movement of the activity cluster in the neural map. The obstacles are represented by neurons with a negative local eld. 
Discussion
In this paper we presented a neural network for trajectory planning and formation. The network consists of a large number of neurons connected by two types of interactions: short range excitatory and long range inhibitory connections. All neurons with positive activity formed a connected cluster due to the short range interactions. The total activity of these neurons was kept constant (neglecting small uctuations in the case of discrete neurons) due to long range inhibitory connections. When the network received information about the position of the target, the initial activity of neurons started to change. During the time evolution the cluster moved to the target and the total activity of the network was constant. To give a macroscopic interpretation of the activity of the population of neurons we de ned a vector-valued function. This function mapped the state of the network, the pattern of activity of neurons, into the position of the manipulator in con guration space. Encoding information about the position of the manipulator by the population of neurons gives the possibility to generate a smooth motion of the manipulator.
With a cluster consisting of many active neurons, the position of the manipulator corresponds to the position of the center of gravity of all active neurons. Therefore, in the model with discrete neurons, the trajectory of the manipulator through the conguration space has a resolution better than the resolution of the con guration space corresponding to the discrete grid of neurons. In the continuous neuron model and with continuous time, the path is also continuous. The network could also control the movement of the manipulator in the presence of obstacles. However, the performance of the network was limited only to obstacles of very regular and convex shape, because the dragging term ? x might drive the system into a local minimum for non-convex shaped objects. If obstacle and target move then the local minima change or may even disappear.
We studied a network with discrete and graded neurons. In both cases the network could control the movement of the manipulator from any initial con guration to any nal con guration. However, there are a few properties which are worth mentioning. In the case of discrete neurons the system is stochastic. The movement of the activity cluster is similar to the Brownian motion of a particle in the presence of a deterministic external eld. In the case of graded neurons the system is deterministic. This feature gives the possibility to make the system much faster than the previous one by parallel hardware implementation. The size of the cluster can change from a few neurons to hundreds of neurons and the system can still perform correctly.
Just like the potential-eld methods, our model can be trapped in local minima. However, it is preferable over potential-eld methods for the following reason. If the potential-eld method is implemented in hardware for fast real-time applications, the accuracy of the method depends on the resolution of the discrete grid which represents the con guration space. For real-time applications our neural network is also implemented on a grid, but the resolution is much higher than that of the discrete potential eld because the relative actual position is the weighted average of the cluster of activity. Our method has continuous dynamics and generates a continuous trajectory, contrary to the discrete potential eld.
The continuous model possesses some biological features. For example, it has been shown in neurophysiological experiments that information is not coded by a single neuron, but rather by a group of active neurons, which are frequently clustered together. An example may be the superior colliculus which plays an important role in the generation of saccadic eye movements 18]. The neurons in the deep layers of the superior colliculus have a movement eld, which is de ned as the set of vectorial eye movements for which the neuron will be active. The neurons are organized in a topographically ordered way in the sense that neighboring neurons have neighboring movement elds 22] . Recent experiments 18] have shown that at the beginning of a saccade a particular cluster of neurons is active. This cluster of active neurons shifts along the superior colliculus map until the eye is on target. For these observations a model has been proposed 5], which basically represents a shift of a cluster of active neurons in a topographical map. The present paper gives a more mathematically elaborated version of that model and in addition explains how the "shifting" cluster can avoid obstacles.
In the last few years the notion of "population vector" was used frequently for interpreting neuronal responses in motor cortex. The activity of neurons in motor cortex is related to arm movements 2, 6, 12]. Because it not known whether motocortical neurons are organized in a topographically ordered way, it is not possible yet to apply the model directly to the dynamics of the shifting population vector. However, the model helps to understand the characteristics of the population vector.
Summarizing, we have presented a neural network, which by its intrinsic dynamics can generate a continuous trajectory without collisions with obstacles. This is true even when the obstacles are moving.
