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Abstract. Let A = K[a1, . . . , an] be a weighted N-filtered solvable polynomial al-
gebra with filtration FA = {FpA}p∈N, where solvable polynomial algebras are in the
sense of (A. Kandri-Rody and V. Weispfenning, Non-commutative Gro¨bner bases
in algebras of solvable type. J. Symbolic Comput., 9(1990), 1–26), and FA is con-
structed with respect to a positive-degree function d( ) on A. By introducing minimal
F-bases and minimal standard bases respectively for left A-modules and their sub-
modules with respect to good filtrations, minimal filtered free resolutions for finitely
generated A-modules are introduced. It is shown that any two minimal F-bases,
respectively any two minimal standard bases have the same number of elements and
the same number of elements of the same filtered degree; that minimal filtered free
resolutions are unique up to strict filtered isomorphism of chain complexes in the
category of filtered A-modules; and that minimal finite filtered free resolutions can
be algorithmically computed by employing Gro¨bner basis theory for modules over
A with respect to any graded left monomial ordering on free left A-modules.
2010 Mathematics subject classification Primary 16W70; Secondary 16Z05.
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1. Introduction and Preliminaries
In [Li3] it has been shown that the methods and algorithms, developed in ([CDNR], [KR]) for
computing minimal homogeneous generating sets of graded submodules and graded quotient modules
of free modules over a commutative polynomial algebra, can be adapted for computing minimal
homogeneous generating sets of graded submodules and graded quotient modules of free modules over
a weighted N-graded (noncommutative) solvable polynomial algebra, and consequently, algorithmic
procedures for computing minimal finite graded free resolutions over weighted N-graded solvable
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polynomial algebras are achieved, where a solvable polynomial algebra A is in the sense of [K-
RW] and a weighted N-gradation attached to A is specified to that constructed with respect to
a positive-degree function d( ) on the PBW K-basis of A. Also we learnt from ([KR], Definition
4.2.13, Theorem 4.3.19) that if L = ⊕si=1Aei is a free module over a commutative polynomial algebra
A = K[x1, . . . , xn], then a minimal Macaulay basis for any finitely generated submodule N of L can
be obtained via computing a minimal homogeneous generating set of the graded submodule generated
by all leading homogeneous elements (degree forms) of N taking with respect to a fixed gradation for
A and a fixed gradation for L, or can be obtained via computing a minimal homogeneous generating
set of the graded submodule generated by all homogenized elements of N with respect to the variable
x0 in A = K[x0, x1, . . . , xn] (though Theorem 4.3.19 in [KR] is mentioned only for ideals of A, this is
true for submodules of L as we will see in later Section 5 where A is replaced by the Rees algebra A˜ of
A). It is well known that Macaulay bases in more general context are called standard bases, especially
standard bases for (two-sided) ideals in general ungraded commutative and noncommutative algebras
were introduced by E.S. Golod ([Gol], 1986) in terms of the Γ-filtered structures attached to arbitrary
associative algebras, where Γ is a well-ordered semigroup with respect to a well-ordering on Γ.
Motivated by the work of [Gol], the results ([KR], Proposition 4.2.15, Proposition 4.3.21, Theorem
4.6.3, Proposition 4.7.24) and the work of [Li3], the aim of this paper is first to introduce minimal
filtered free resolutions over a weighted N-filtered solvable polynomial algebra A, and then, to give
algorithmic procedures for computing minimal finite filtered free resolutions in the case where graded
left monomial orderings on free left A-modules are used. Our goal will be reached by employing the
filtered-graded transfer techniques and the Gro¨bner basis theory for solvable polynomial algebras as
well as their modules. More clearly, the contents of this paper are arranged as follows:
1. Introduction and Preliminaries
2. Filtered Free Modules over Weighted N-Filtered Solvable Polynomial Algebras
3. Filtered-Graded Transfer of Left Gro¨bner Bases for Modules
4. F-Bases and Standard Bases with Respect to Good Filtrations
5. Computation of Minimal F-Bases and Minimal Standard Bases
6. The Uniqueness of Minimal Filtered Free Resolutions
7. Computation of Minimal Finite Filtered Free Resolutions
Throughout this paper, K denotes a field, K∗ = K − {0}; N denotes the additive monoid of
nonnegative integers, and Z denotes the additive group of integers; all algebras are associative K-
algebras with the multiplicative identity 1, and modules over an algebra are meant left unitary
modules.
We start by recalling briefly some basics on Gro¨bner basis theory for solvable polynomial al-
gebras and their modules. The main references are [AL1], [Gal], [K-RW], [Kr], [LW], [Li1], and
[Lev]. Let A = K[a1, . . . , an] be a finitely generated K-algebra with the minimal set of generators
{a1, . . . , an}. If, for some permutation τ = i1i2 · · · in of 1, 2, . . . , n, the set B = {a
α = aα1i1 · · ·a
αn
in
| α =
2
(α1, . . . , αn) ∈ N
n}, forms a K-basis of A, then B is referred to as a PBW K-basis of A. It is clear
that if A has a PBW K-basis, then we can always assume that i1 = 1, . . . , in = n. Thus, we make
the following convention once for all.
Convention From now on in this paper, if we say that an algebra A has the PBW K-basis B, then
it means that
B = {aα = aα11 · · · a
αn
n | α = (α1, . . . , αn) ∈ N
n}.
Moreover, adopting the commonly used terminology in computational algebra, elements of B are
referred to as monomials of A.
Suppose that A has the PBW K-basis B as presented above and that ≺ is a total ordering on
B. Then every nonzero element f ∈ A has a unique expression
f = λ1a
α(1) + λ2a
α(2) + · · ·+ λma
α(m), λj ∈ K
∗, aα(j) = a
α1j
1 a
α2j
2 · · · a
αnj
n ∈ B, 1 ≤ j ≤ m.
If aα(1) ≺ aα(2) ≺ · · · ≺ aα(m) in the above representation, then the leading monomial of f is defined
as LM(f) = aα(m), the leading coefficient of F is defined as LC(f) = λm, and the leading term of f
is defined as LT(f) = λma
α(m).
1.1. Definition Suppose that the K-algebra A = K[a1, . . . , an] has the PBW K-basis B. If ≺ is a
total ordering on B that satisfies the following three conditions:
(1) ≺ is a well-ordering;
(2) For aγ , aα, aβ, aη ∈ B, if aα ≺ aβ and LM(aγaαaη), LM(aγaβaη) 6∈ K, then LM(aγaαaη) ≺
LM(aγaβaη);
(3) For aγ, aα, aβ, aη ∈ B, if aβ 6= aγ , and aγ = LM(aαaβaη), then aβ ≺ aγ (thereby 1 ≺ aγ for
all aγ 6= 1),
then ≺ is called a monomial ordering on B (or a monomial ordering on A).
If ≺ is a monomial ordering on B, then we call (B,≺) an admissible system of A.
Note that if a K-algebra A = K[a1, . . . , an] has the PBW K-basis B = {a
α = aα11 · · · a
αn
n | α =
(α1, . . . , αn) ∈ N
n}, then for any given n-tuple (m1, . . . , mn) ∈ N
n, a weighted degree function d( )
is well defined on nonzero elements of A, namely, for each aα = aα11 · · · a
αn
n ∈ B, d(a
α) = m1α1 +
· · · + mnαn, and for each nonzero f =
∑s
i=1 λia
α(i) ∈ A with λi ∈ K
∗ and aα(i) ∈ B, d(f) =
max{d(aα(i)) | 1 ≤ i ≤ s}. If d(ai) = mi > 0 for 1 ≤ i ≤ n, then d( ) is referred to as a positive-degree
function on A.
Let d( ) be a positive-degree function on A. If ≺ is a monomial ordering on B such that for all
aα, aβ ∈ B,
(∗) aα ≺ aβ implies d(aα) ≤ d(aβ),
then we call ≺ a graded monomial ordering with respect to d( ), and from now on, unless otherwise
stated we always use ≺gr to denote a graded monomial ordering.
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As one may see from the literature that in both the commutative and noncommutative computa-
tional algebra, the most popularly used graded monomial orderings on an algebra A with the PBW
K-basis B are those graded (reverse) lexicographic orderings with respect to the degree function d( )
such that d(ai) = 1, 1 ≤ i ≤ n.
1.2. Definition Suppose that the K-algebra A = K[a1, . . . , an] has an admissible system (B,≺).
If for all aα = aα11 · · ·a
αn
n , a
β = aβ11 · · · a
βn
n ∈ B, the following condition is satisfied:
aαaβ = λα,βa
α+β + fα,β,
where λα,β ∈ K
∗, aα+β = aα1+β11 · · · a
αn+βn
n , and
fα,β ∈ K-spanB with LM(fα,β) ≺ a
α+β whenever fα,β 6= 0,
then A is said to be a solvable polynomial algebra.
Remark Let A = K[a1, . . . , an] be a finitely generated K-algebra and K〈X〉 = K〈X1, . . . , Xn〉 the
free K-algebra on {X1, . . . , Xn}. Then it follows from [Li2] that A is a solvable polynomial algebra
if and only if
(1) A ∼= K〈X〉/〈G〉 with a finite set of defining relations G = {g1, . . . , gm} such that with respect
to some monomial ordering ≺
X
on K〈X〉, G is a Gro¨bner basis of the ideal 〈G〉, and the set
of normal monomials (mod G) gives rise to a PBW K-basis B for A, and
(2) there is a monomial ordering ≺ on B (not necessarily the restriction of ≺
X
on B) such that
the condition on monomials given in Definition 1.2 is satisfied (see Example (3) given in the
next section for an illustration).
Thus, solvable polynomial algebras are completely determinable and constructible in a computational
way.
By Definition 1.2 it is straightforward that if A is a solvable polynomial algebra and f, g ∈ A
with LM(f) = aα, LM(g) = aβ, then
(P1) LM(fg) = LM(LM(f)LM(g)) = LM(aαaβ) = aα+β .
We shall freely use this property in the rest of this paper without additional indication.
The results mentioned in the Theorem below are summarized from ([K-RW], Sections 2 – 5).
1.3. Theorem Let A = K[a1, . . . , an] be a solvable polynomial algebra with admissible system
(B,≺). The following statements hold.
(i) A is a (left and right) Noetherian domain.
(ii) With respect to the given ≺ on B, every nonzero left ideal I of A has a finite left Gro¨bner basis
G = {g1, . . . , gt} ⊂ I in the sense that
• if f ∈ I and f 6= 0, then there is a gi ∈ G such that LM(gi)|LM(f), i.e., there is some a
γ ∈ B
such that LM(f) = LM(aγLM(gi)), or equivalently, with γ(ij) = (γi1j , γi2j , . . . , γinj) ∈ N
n, f has
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a left Gro¨bner representation:
f =
∑
i,j λija
γ(ij)gj, where λij ∈ K
∗, aγ(ij) ∈ B, gj ∈ G,
satisfying LM(aγ(ij)gj)  LM(f) for all (i, j).
(iii) The Buchberger algorithm, that computes a finite Gro¨bner basis for a finitely generated commu-
tative polynomial ideal, has a complete noncommutative version that computes a finite left Gro¨bner
basis for a finitely generated left ideal I =
∑m
i=1Afi of A (see Algorithm 1 given in the end of this
section).
(iv) Similar results of (ii) and (iii) hold for right ideals and two-sided ideals of A.

Let A = K[a1, . . . , an] be a solvable polynomial algebra with admissible system (B,≺), and let
L = ⊕si=1Aei be a free (left) A-module with the A-basis {e1, . . . , es}. Then L is a Noetherian module
with the K-basis
B(e) = {aαei | a
α ∈ B, 1 ≤ i ≤ s}.
We also call elements of B(e) monomials in L. If ≺e is a total ordering on B(e), and if ξ =∑m
j=1 λja
α(j)eij ∈ L, where λj ∈ K
∗ and α(j) = (αj1, . . . , αjn) ∈ N
n, such that aα(1)ei1 ≺e a
α(2)ei2 ≺e
· · · ≺e a
α(m)eim , then by LM(ξ) we denote the leading monomial a
α(m)eim of ξ, by LC(ξ) we denote
the leading coefficient λm of ξ, and by LT(ξ) we denote the leading term λma
α(m)eim of f .
With respect to the given monomial ordering ≺ on B, a total ordering ≺e on B(e) is called a
left monomial ordering if the following two conditions are satisfied:
(1) aαei ≺e a
βej implies LM(a
γaαei) ≺e LM(a
γaβej) for all a
αei, a
βej ∈ B(e), a
γ ∈ B;
(2) aβ ≺ aβ implies aαei ≺e a
βei for all a
α, aβ ∈ B and 1 ≤ i ≤ s.
From the definition it is straightforward to check that every left monomial ordering ≺e on B(e) is a
well-ordering. Moreover, if f ∈ A with LM(f) = aγ and ξ ∈ L with LM(ξ) = aαei, then by referring
to the foregoing (P1) we have
(P2) LM(fξ) = LM(LM(f)LM(ξ)) = LM(aγaαei) = a
γ+αei.
We shall also freely use this property in the rest of this paper without additional indication.
Actually as in the commutative case (cf. [AL2], [KR]), any left monomial ordering ≺ on B may
induce two left monomial orderings on B(e):
(TOP ordering) aαei ≺e a
βej ⇐⇒ a
α ≺ aβ, or aα = aβ and i < j;
(POT ordering) aαei ≺e a
βej ⇐⇒ i < j, or i = j and a
α ≺ aβ.
Let ≺e be a left monomial ordering on the K-basis B(e) of L, and a
αei, a
βej ∈ B(e), where
α = (α1, . . . , αn), β = (β1, . . . , βn) ∈ N
n. We say that aαei divides a
βej , denoted a
αei|a
βej , if i = j
and aβei = LM(a
γaαei) for some a
γ ∈ B. It follows from the foregoing property (P2) that
aαei|a
βej if and only if i = j and βi ≥ αi, 1 ≤ i ≤ n.
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This division of monomials can be extended to a division algorithm of dividing an element ξ by a
finite subset of nonzero elements U = {ξ1, . . . , ξm} in L. That is, if there is some ξi1 ∈ U such
that LM(ξi1)|LM(ξ), i.e., there is a monomial a
α(i1) ∈ B such that LM(ξ) = LM(aα(i1)ξi1), then
ξ′ := ξ− LC(ξ)
LC(aα(i1)ξi1 )
aα(i1)ξi1; otherwise, ξ
′ := ξ−LT(ξ). Executing this procedure for ξ′ and so on, it
follows from the well-ordering property of ≺e that after finitely many repetitions ξ has an expression
ξ =
∑
i,j λija
α(ij )ξj + η, where λij ∈ K, a
α(ij ) ∈ B, ξj ∈ U,
η = 0 or η =
∑
k λka
γ(k)ek with λk ∈ K, a
γ(k)ek ∈ B(e),
satisfying
LM(aα(ij )ξj) e LM(ξ) for all λij 6= 0, and if η 6= 0, then
aγ(k)ek e LM(ξ), LM(ξi) 6 | a
γ(k)ek for all ξi ∈ U and all λk 6= 0.
The element η appeared in the above expression is called a remainder of ξ on division by U , and is
usually denoted by ξ
U
, i.e., ξ
U
= η. If ξ
U
= 0, then we say that ξ is reduced to zero on division by
U . A nonzero element ξ ∈ L is said to be normal (mod U) if ξ = ξ
U
.
Based on the division algorithm, the notion of a left Gro¨bner basis for a submodule N of the
free module L = ⊕si=1Aei comes into play. Since A is a Noetherian domain, it follows that L is a
Noetherian A-module and the following proposition holds.
1.4. Theorem With respect to the given ≺e on B(e), every nonzero submodule N of L has a finite
left Gro¨bner basis G = {g1, . . . , gm} ⊂ N in the sense that
• if ξ ∈ N and ξ 6= 0, then LM(gi)|LM(ξ) for some gi ∈ G, i.e., there is a monomial a
γ ∈ B
such that LM(ξ) = LM(aγLM(gi)), or equivalently, ξ has a left Gro¨bner representation ξ =∑
i,j λija
α(ij )gj , where λij ∈ K
∗, aα(ij ) ∈ B with α(ij) = (αij1 , . . . , αijn) ∈ N
n, gj ∈ G, satisfying
LM(aα(ij )gj) e LM(ξ);
moreover, starting with any finite generating set of N , such a left Gro¨bner basis G can be computed
by running a noncommutative version of the commutative Buchberger algorithm (cf. [Bu1], [Bu2],
[BW]) for modules over solvable polynomial algebras.

For the the use of later Section 7, we recall the noncommutative version of the Buchberger
algorithm for modules over solvable polynomial algebras as follows.
Let N =
∑m
i=1Aξi with U = {ξ1, . . . , ξm} ⊂ L. For ξi, ξj ∈ U with 1 ≤ i < j ≤ m, LM(ξi) =
aα(i)ep, LM(ξj) = a
α(j)eq, where α(i) = (αi1, . . . , αin), α(j) = (αj1, . . . , αjn), put γ = (γ1, . . . , γn)
with γk = max{αik , αjk). The left S-polynomial of ξi and ξj is defined as
Sℓ(ξi, ξj) =

1
LC(aγ−α(i)ξi)
aγ−α(i)ξi −
1
LC(aγ−α(j)ξj)
aγ−α(j)ξj, if p = q
0, if p 6= q.
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Algorithm 1
INPUT : U = {ξ1, ..., ξm}
OUTPUT : G = {g1, ..., gt}, a left Gro¨bner basis for N =
∑m
i=1Aξi,
INITIALIZATION : m′ := m, G := {g1 = ξ1, . . . , gm′ = ξm},
S :=
{
Sℓ(gi, gj)
∣∣∣∣∣ gi, gj ∈ G, i < j, and for some et,LM(gi) = aαet, LM(gj) = aβet
}
BEGIN
WHILE S 6= ∅
Choose any Sℓ(gi, gj) ∈ S
S := S − {Sℓ(gi, gj)}
Sℓ(gi, gj)
G
= η
IF η 6= 0 with LM(η) = aρek THEN
m′ := m′ + 1, gm′ := η
S := S ∪ {Sℓ(gj , gm′) | gj ∈ G, LM(gj) = a
νek}
G := G ∪ {gm′},
END
END
END
One is referred to the up-to-date computer algebra system Singular [DGPS] for a package imple-
menting Algorithm 1.
2. Filtered Free Modules over Weighted N-Filtered Solvable
Polynomial Algebras
Recall that the N-filtered solvable polynomial algebras with the generators of degree 1 (especially
the quadric solvable polynomial algebras) were studied in ([LW], [Li1]). In this section, by means
of positive-degree functions we introduce more generally the weighted N-filtered solvable polynomial
algebras and filtered free left modules over such algebras. Since the standard bases we are going to
introduce in terms of good filtrations are generalization of classical Macaulay bases (see a remark
given in Section 4), while a classical Macaulay basis V is characterized in terms of both the leading
homogeneous elements (degree forms) of V and the homogenized elements of V (cf. [KR], P.38,
P.55), accordingly both the associated graded algebra (module) and the Rees algebra (module) of
an N-filtered algebra (module) come into play in our noncommutative filtered context. All notions,
notations and conventions used in Section 1 are maintained.
Let A = K[a1, . . . an] be a solvable polynomial algebra with admissible system (B,≺), where
B = {aα = aα11 · · · a
αn
n | α = (α1, . . . , αn) ∈ N
n} is the PBW K-bsis of A and ≺ is a monomial
ordering on B, and let d( ) be a positive-degree function on A such that d(ai) = mi > 0, 1 ≤ i ≤ n
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(see Section 2). Put
FpA = K-span{a
α ∈ B | d(aα) ≤ p}, p ∈ N,
then it is clear that FpA ⊆ Fp+1A for all p ∈ N, A = ∪p∈NFpA, and 1 ∈ F0A = K.
2.1. Definition With notation as above, if FpAFqA ⊆ Fp+qA holds for all p, q ∈ N, then we call A
a weighted N-filtered solvable polynomial algebra with respect to the given positive-degree function
d( ) on A, and accordingly we call FA = {FpA}p∈N the weighted N-filtration of A.
Note that a weighted N-filtration FA of A is clearly separated in the sense that if f is a nonzero
element of A, then f ∈ FpA− Fp−1A for some p. Thus, if f ∈ FpA− Fp−1A, then we say that f has
filtered degree p and we use dfil(f) to denote this degree, i.e.,
(P3) dfil(f) = p⇐⇒ f ∈ FpA− Fp−1A.
Since our definition of a weighted N-filtration FA for A depends on a positive-degree function d( )
on A, bearing in mind (P3) above and the following featured property of FA will very much help us
to deal with the associated graded structures of A and filtered A-modules.
2.2. Lemma If f =
∑
i λia
α(i) with λi ∈ K
∗ and aα(i) ∈ B, then dfil(f) = p if and only if d(a
α(i′)) = p
for some i′ if and only if d(f) = p = dfil(f).

Given a solvable polynomial algebra A = K[a1, . . . , an] with admissible system (B,≺), it follows
from Definition 1.2, Definition 2.1 and Lemma 2.2 that
• A is a weighted N-filtered solvable polynomial algebra with respect to a given positive-degree
function d( ) if and only if for 1 ≤ i < j ≤ n, in the relation ajai = λjiaiaj + fji with
fji =
∑
µka
α(k), d(aα(k)) ≤ d(aiaj) holds whenever µk 6= 0.
This observation helps us to better understand the following examples.
Example (1) If A = K[a1, . . . , an] is a weighted N-graded solvable polynomial algebra with respect
to a positive-degre function d( ) on A, i.e., A = ⊕p∈NAp with each Ap = K-span{a
α ∈ B | d(aα) = p}
the degree-p homogeneous part (see [Li3] for more details on weighted N-graded solvable polynomial
algebras), then, with respect to the same positive-degree function d( ) on A, A is turned into a
weighted N-filtered solvable polynomial algebra with the N-filtration FA = {FpA}p∈N where each
FpA = ⊕q≤pAq.
Example (2) Let A = K[a1, . . . an] be a solvable polynomial algebra with the admissible system
(B,≺gr), where ≺gr is a graded monomial ordering on B with respect to a given positive-degree
function d( ) on A (see the definition of ≺gr given in Section 1). Then by referring to Definition 1.2
and the above observation, one easily sees that A is a weighted N-filtered solvable polynomial algebra
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with respect to the same d( ). In the case where ≺gr respects d(ai) = 1 for 1 ≤ i ≤ n, Definition 1.2
entails that the generators of A satisfy
ajai = λjiaiaj +
∑
λjikℓakaℓ +
∑
λjit at + µji, 1 ≤ i < j ≤ n, λji ∈ K
∗, λjikℓ, λ
ji
t , µji ∈ K.
In [Li1] such N-filtered solvable polynomial algebras are referred to as quadric solvable polynomial
algebras which include numerous significant algebras such as Weyl algebras and enveloping algebras of
Lie algebras. One is referred to [Li1] for some detailed study of quadric solvable polynomial algebras
by means of the filtered-graded transfer of Gro¨bner bases.
The next example provides weighted N-filtered solvable polynomial algebras in which some gen-
erators may have degree ≥ 2.
Example (3) Considering the N-graded structure of the free K-algebra K〈X〉 = K〈X1, X2, X3〉 by
assigning X1 the degree 2, X2 the degree 1 and X3 the degree 4, let I be the ideal of K〈X〉 generated
by the elements
g1 = X1X2 −X2X1,
g2 = X3X1 − λX1X3 − µX3X
2
2 − f(X2),
g3 = X3X2 −X2X3,
where λ ∈ K∗, µ ∈ K, and f(X2) ∈ K-span{1, X2, X
2
2 , . . . , X
6
2}. If we use the graded lexicographic
ordering X2 ≺grlex X1 ≺grlex X3 on K〈X〉, then it is straightforward to verify that G = {g1, g2, g3}
forms a Gro¨bner basis for I, and that B = {aα = aα11 a
α2
2 a
α3
3 | α = (α1, α2, α3) ∈ N
3} is a PBW
basis for the K-algebra A, where A = K[a1, a2, a3] = K〈X〉/I with a1, a2 and a3 denoting the cosets
X1 + I, X2 + I and X3 + I in K〈X〉/I respectively. Since a3a1 = λa1a3 + µa
2
2a3 + f(a2), where
f(a2) ∈ K-span{1, a2, a
2
2, . . . , a
6
2}, we see that A has the monomial ordering ≺lex on B such that
a3 ≺lex a2 ≺lex a1 and LM(µa
2
2a3 + f(a2)) ≺lex a1a3, thereby A is turned into a weighted N-filtered
solvable polynomial algebra with respect to ≺lex and the degree function d( ) such that d(a1) = 2,
d(a2) = 1, and d(a3) = 4. Moreover, one may also check that with respect to the same degree
function d( ), the graded lexicographic ordering a3 ≺grlex a2 ≺grlex a1 is another choice to make A
into a weighted N-filtered solvable polynomial algebra.
Let A be a weighted N-filtered solvable polynomial algebra with admissible system (B,≺), and
let FA = {FpA}p∈N be the N-filtration of A constructed with respect to a given positive-degree
function d( ) on A. Then A has the associated N-graded K-algebra G(A) = ⊕p∈NG(A)p with
G(A)0 = F0A = K and G(A)p = FpA/Fp−1A for p ≥ 1, where for f = f + Fp−1A ∈ G(A)p,
g = g + Fq−1A, the multiplication is given by fg = fg + Fp+q−1A ∈ G(A)p+q. Another N-graded
K-algebra determined by FA is the Rees algebra A˜ of A, which is defined as A˜ = ⊕p∈NA˜p with
A˜p = FpA, where the multiplication of A˜ is induced by FpAFqA ⊆ Fp+qA, p, q ∈ N. For convenience,
we fix the following notations once for all:
• If h ∈ G(A)p and h 6= 0, then we write dgr(h) for the degree of h as a homogeneous element of
G(A), i.e., dgr(h) = p.
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• If H ∈ A˜p and H 6= 0, then we write dgr(H) for the degree of H as a homogeneous element of A˜,
i.e., dgr(H) = p.
Concerning the N-graded structure of G(A), if f ∈ A with dfil(f) = p, then by Lemma 2.2, the
coset f + Fp−1A represented by f in G(A)p is a nonzero homogeneous element of degree p. If we
denote this homogeneous element by σ(f) (in the literature it is referred to as the principal symbol
of f), then dfil(f) = p = dgr(σ(f)). However, considering the Rees algebra A˜ of A, we note that
a nonzero f ∈ FqA represents a homogeneous element of degree q in A˜q on one hand, and on the
other hand it represents a homogeneous element of degree q1 in A˜q1 , where q1 = dfil(f) ≤ q. So, for
a nonzero f ∈ FpA, we denote the corresponding homogeneous element of degree p in A˜p by hp(f),
while we use f˜ to denote the homogeneous element represented by f in A˜p1 with p1 = dfil(f) ≤ p.
Thus, dgr(f˜) = dfil(f), and we see that hp(f) = f˜ if and only if dfil(f) = p.
Furthermore, if we write Z for the homogeneous element of degree 1 in A˜1 represented by the
multiplicative identity element 1, then Z is a central regular element of A˜, i.e., Z is not a divisor
of zero and is contained in the center of A˜. Bringing this homogeneous element Z into play, the
homogeneous elements of A˜ are featured as follows:
• If f ∈ A with dfil(f) = p1 then for all p ≥ p1, hp(f) = Z
p−p1f˜ . In other words, if H ∈ A˜p
is any nonzero homogeneous element of degree p, then there is some f ∈ FpA such that H =
Zp−d(f)f˜ = f˜ + (Zp−d(f) − 1)f˜ .
It follows that by sending H to f + Fp−1A and sending H to f respectively, G(A) ∼= A˜/〈Z〉 as
N-graded K-algebras and A ∼= A˜/〈1− Z〉 as K-algebras (cf. [AVV], [LVO]).
Since a solvable polynomial algebra A is necessarily a domain, we summarize two useful properties
concerning the multiplication of G(A) and A˜ respectively into the following lemma. Notations are
as given before.
2.3. Lemma Let f, g be nonzero elements of A with dfil(f) = p1, dfil(g) = p2. Then
(i) σ(f)σ(g) = σ(fg);
(ii) f˜ g˜ = f˜ g. If p1 + p2 ≤ p, then hp(fg) = Z
p−p1−p2 f˜ g˜.

With the preparation made above, the results given in the next theorem, which are analogues
of those concerning quadric solvable polynomial algebras in ([LW], Section 3; [Li1], CH.IV), may be
derived in a similar way as in loc. cit., thereby detailed proofs are omitted.
2.4. Theorem Let A = K[a1, . . . , an] be a solvable polynomial algebra with the admissible system
(B,≺gr), where ≺gr is a graded monomial ordering on B with respect to a given positive-degree
function d( ) on A, thereby A is a weighted N-filtered solvable polynomial algebra with respect to the
same d( ) by the foregoing Example (2), and let FA = {FpA}p∈N be the corresponding N-filtration of
A. Considering the associated graded algebra G(A) as well as the Rees algebra A˜ of A, the following
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statements hold.
(i) G(A) = K[σ(a1), . . . , σ(an)], G(A) has the PBW K-basis
σ(B) = {σ(a)α = σ(a1)
α1 · · ·σ(an)
αn | α = (α1, . . . , αn) ∈ N
n},
and, by referring to Definition 1.2, for σ(a)α, σ(a)β ∈ σ(B) such that aαaβ = λα,βa
α+β + fα,β, where
λα,β ∈ K
∗, if fα,β = 0 then
σ(a)ασ(a)β = λα,βσ(a)
α+β, where σ(a)α+β = σ(a1)
α1+β1 · · ·σ(an)
αn+βn;
and in the case where fα,β =
∑
j µ
α,β
j a
α(j) 6= 0 with µα,βj ∈ K,
σ(a)ασ(a)β = λα,βσ(a)
α+β +
∑
d(aα(k))=d(aα+β)
µα,βj σ(a)
α(k).
Moreover, the ordering ≺
G(A)
defined on σ(B) subject to the rule:
σ(a)α ≺
G(A)
σ(a)β ⇐⇒ aα ≺gr a
β , aα, aβ ∈ B,
is a graded monomial ordering with respect to the positive-degree function d( ) on G(A) such that
d(σ(ai)) = d(ai) for 1 ≤ i ≤ n, that turns G(A) into a weighted N-graded solvable polynomial
algebra.
(ii) A˜ = K[a˜1, . . . , a˜n, Z] where Z is the central regular element of degree 1 in A˜1 represented by 1,
A˜ has the PBW K-basis
B˜ = {a˜αZm = a˜α11 · · · a˜
αn
n Z
m | α = (α1, . . . , αn) ∈ N
n, m ∈ N},
and, by referring to Definition 1.2, for σ(a)α, σ(a)β ∈ σ(B) such that aαaβ = λα,βa
α+β + fα,β, where
λα,β ∈ K
∗, if fα,β = 0 then
a˜αZs · a˜βZt = λα,βa˜
α+βZs+t, where a˜α+β = a˜α1+β11 · · · a˜
αn+βn
n ;
and in the case where fα,β =
∑
j µ
α,β
j a
α(j) 6= 0 with µα,βj ∈ K,
a˜αZs · a˜βZt = λα,βa˜
α+βZs+t +
∑
j
µα,βj a˜
α(j)Zq−mj , where q = d(aα+β) + s + t, mj = d(a
α(j)).
Moreover, the ordering ≺
A˜
defined on B˜ subject to the rule:
a˜αZs ≺
A˜
a˜βZt ⇐⇒ aα ≺gr a
β, or aα = aβ and s < t, aα, aβ ∈ B,
is a monomial ordering on B˜ (which is not necessarily a graded monomial ordering), that turns A˜
into a weighted N-graded solvable polynomial algebra with respect to the positive-degree function
d( ) on A˜ such that d(Z) = 1 and d(a˜i) = d(ai) for 1 ≤ i ≤ n.

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By referring to Lemma 2.2 and Lemma 2.3, the corollary presented below is straightforward and
will be very often used in discussing left Gro¨bner bases and standard bases in free left A-modules
and their associated graded free G(A)-modules as well the graded free A˜-modules (Section 3, Section
4).
2.5. CorollaryWith the assumption and notations as in Theorem 2.4, if f = λaα+
∑
j µja
α(j) with
d(f) = p and LM(f) = aα, then p = dfil(f) = dgr(σ(f)) = dgr(f˜), and
σ(f) = λσ(a)α +
∑
d(aα(jk))=p µjkσ(a)
α(jk);
LM(σ(f)) = σ(a)α = σ(LM(f));
f˜ = λa˜α +
∑
j µja˜
α(j)Zp−d(a
α(j));
LM(f˜) = a˜α = L˜M(f),
where LM(f), LM(σ(f)) and LM(f˜) are taken with respect to ≺gr, ≺G(A) and ≺A˜ respectively.

Let A be a weighted N-filtered solvable polynomial algebra with admissible system (B,≺), and let
FA = {FpA}p∈N be the N-filtration of A constructed with respect to a given positive-degree function
d( ) on A (see Section 2). Consider a free A-module L = ⊕si=1Aei with the A-basis {e1, . . . , es}. Then
L has the K-basis B(e) = {aαei | a
α ∈ B, 1 ≤ i ≤ s}. If {b1, . . . , bs} is an arbitrarily fixed subset
of N, then, with FL = {FqL}q∈N defined by putting
FqL = {0} if q < min{b1, . . . , bs}; otherwise FqL =
s∑
i=1
( ∑
pi+bi≤q
FpiA
)
ei,
or alternatively, for q ≥ min{b1, . . . , bs},
FqL = K-span{a
αei ∈ B(e) | d(a
α) + bi ≤ q},
L forms an N-filtered free A-module with respect to the N-filtered structure of A, that is, every FqL
is a K-subspace of L, FqL ⊆ Fq+1L for all q ∈ N, L = ∪q∈NFqL, FpAFqL ⊆ Fp+qL for all p, q ∈ N,
and for each i = 1, . . . , s,
ei ∈ F0L if bi = 0; otherwise ei ∈ FbiL− Fbi−1L.
Convention Let A be a weighted N-filtered solvable polynomial algebra. Unless otherwise stated,
from now on in the subsequent sections if we say that L = ⊕si=1Aei is a filtered free A-module with
the filtration FL = {FqL}q∈N, then FL is always meant the type as constructed above.
Let L = ⊕si=1Aei be a filtered free A-module with the filtration FL = {FqL}q∈N, which is
constructed with respect to a given subset {b1, . . . , bs} ⊂ N. Then FL is separated in the sense that
if ξ is a nonzero element of L, then ξ ∈ FqL − Fq−1L for some q. Thus, to make the discussion on
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FL compatible with FA, if ξ ∈ FqL − Fq−1L, then we say that ξ has filtered degree q and we use
dfil(ξ) to denote this degree, i.e.,
(P4) dfil(ξ) = q ⇐⇒ ξ ∈ FqL− Fq−1L.
For instance, we have dfil(ei) = bi, 1 ≤ i ≤ s. Comparing with Lemma 2.2 we first note the following
2.6. Lemma Let ξ ∈ L. Then dfil(ξ) = q if and only if ξ =
∑
i,j λija
α(ij )ej , where λij ∈ K
∗ and
aα(ij) ∈ B with α(ij) = (αij1 , . . . , αijn) ∈ N
n, in which some monomial aα(ij )ej satisfy d(a
α(ij ))+ bj =
q.

Let L = ⊕si=1Aei be a filtered free A-module with the filtration FL = {FqL}q∈N such that
dfil(ei) = bi, 1 ≤ i ≤ s. Considering the the associated N-graded algebra G(A) of A, the filtered free
A module L has the associated N-graded G(A)-module G(L) = ⊕q∈NG(L)q with G(L)q = FqL/Fq−1L,
where for f = f + Fp−1A ∈ G(A)p, ξ = ξ + Fq−1L ∈ G(L)q, the module action is given by f · ξ =
fξ + Fp+q−1L ∈ G(L)p+q. As with homogeneous elements in G(A), if h ∈ G(L)q and h 6= 0, then we
write dgr(h) for the degree of h as a homogeneous element of G(L), i.e., dgr(h) = q. If ξ ∈ L with
dfil(ξ) = q, then the coset ξ + Fq−1L represented by ξ in G(L)q is a nonzero homogeneous element
of degree q, and if we denote this homogeneous element by σ(ξ) (in the literature it is referred to as
the principal symbol of ξ) then dgr(σ(ξ)) = q = dfil(ξ).
Furthermore, considering the Rees algebra A˜ of A, the filtration FL = {FqL}q∈N of L also defines
the Rees module L˜ of L, which is the N-graded A˜-module L˜ = ⊕q∈NL˜q, where L˜q = FqL and the
module action is induced by FpAFqL ⊆ Fp+qL. As with homogeneous elements in A˜, if H ∈ L˜q and
H 6= 0, then we write dgr(H) for the degree of H as a homogeneous element of L˜, i.e., dgr(H) = q.
Note that any nonzero ξ ∈ FqL represents a homogeneous element of degree q in L˜q on one hand, and
on the other hand it represents a homogeneous element of degree q1 in L˜q1 , where q1 = dfil(ξ) ≤ q. So,
for a nonzero ξ ∈ FqL we denote the corresponding homogeneous element of degree q in L˜q by hq(ξ),
while we use ξ˜ to denote the homogeneous element represented by ξ in L˜q1 with q1 = dfil(ξ) ≤ q.
Thus, dgr(ξ˜) = dfil(ξ), and we see that hq(ξ) = ξ˜ if and only if dfil(ξ) = q.
We also note that if Z denotes the homogeneous element of degree 1 in A˜1 represented by the
multiplicative identity element 1, then, similar to the discussion given before Theorem 2.4, there are
A-module isomorphism L ∼= L˜/(1 − Z)L˜ and graded G(A)-module isomorphism G(L) ∼= L˜/ZL˜ (cf.
[LVVO], [LVO]).
2.7. Lemma With notation as above, the following statements hold.
(i) dfil(fξ) = d(f) + dfil(ξ) holds for all nonzero f ∈ A and nonzero ξ ∈ L.
(ii) σ(f)σ(ξ) = σ(fξ) holds for all nonzero f ∈ A and nonzero ξ ∈ L.
(iii) If ξ ∈ L with dfil(ξ) = q ≤ ℓ, then hℓ(ξ) = Z
ℓ−qξ˜. Furthermore, let f ∈ A with dfil(f) = p, ξ ∈ L
with dfil(ξ) = q. Then f˜ ξ˜ = f˜ ξ; if p+ q ≤ ℓ, then hℓ(fξ) = Z
ℓ−p−qf˜ ξ˜.
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Proof Since A is a solvable polynomial algebra, G(A) and A˜ are N-graded solvable polynomial
algebras by Theorem 2.4, thereby they are necessarily domains. By the foregoing (P3), (P4) and
Lemma 2.6, the verification of (i) – (iii) are then straightforward. 
2.8. Proposition With notation as fixed before, let L = ⊕si=1Aei be a filtered free A-module with
the filtration FL = {FqL}q∈N such that dfil(ei) = bi, 1 ≤ i ≤ s. The following two statements hold.
(i) G(L) is an N-graded free G(A)-module with the homogeneous G(A)-basis {σ(e1), . . . , σ(es)}, that
is, G(L) = ⊕si=1G(A)σ(ei) = ⊕q∈NG(L)q with
G(L)q =
∑
pi+bi=q
G(A)piσ(ei) q ∈ N.
Moreover, σ(B(e)) = {σ(aαei) = σ(a)
ασ(ei) | a
αei ∈ B(e)} forms a K-basis for G(L).
(ii) L˜ is an N-graded free A˜-module with the homogeneous A˜-basis {e˜1, . . . , e˜s}, that is, L˜ =
⊕si=1A˜e˜i = ⊕q∈NL˜q with
L˜q =
∑
pi+bi=q
A˜pi e˜i, q ∈ N.
Moreover, B˜(e) = {a˜αZme˜i | a˜
αZm ∈ B˜, 1 ≤ i ≤ s} forms a K-basis for L˜, where B˜ is the PBW
K-basis of A˜ determined in Theorem 4.4(ii).
Proof Since dfil(ei) = bi, 1 ≤ i ≤ s, if ξ =
∑s
i=1 fiei ∈ FqL =
∑s
i=1
(∑
pi+bi≤q
FpiA
)
ei, then
dfil(ξ) ≤ q. By Lemma 2.7,
σ(ξ) =
∑
d(fi)+bi=q
σ(fi)σ(ei) ∈
∑s
i=1G(A)q−biσ(ei)
hq(ξ) =
∑s
i=1Z
q−d(fi)−bi f˜ie˜i ∈
∑s
i=1 A˜q−bi e˜i.
This shows that {σ(e1), . . . , σ(es)} and {e˜1, . . . , e˜s} generate the G(A)-module G(L) and the A˜-
module L˜, respectively. Next, since each σ(ei) is a homogeneous element of degree bi, if a degree-q
homogeneous element
∑s
i=1 σ(fi)σ(ei) = 0, where fi ∈ A, dfil(fi)+bi = q, 1 ≤ i ≤ s, then
∑s
i=1 fiei ∈
Fq−1L and hence each fi ∈ Fq−1−biA by Lemma 2.6, a contradiction. It follows that {σ(e1), . . . , σ(es)}
is linearly independent over G(A). Concerning the linear independence of {e˜1, . . . , e˜s} over A˜, since
each e˜i is a homogeneous element of degree bi, if a degree-q homogeneous element
∑s
i=1 hpi(fi)e˜i = 0,
where fi ∈ FpiA and pi + bi = q, 1 ≤ i ≤ s, then
∑s
i=1 fiei = 0 in FqL and consequently all
fi = 0, thereby hpi(fi) = 0 as desired. Finally, if ξ ∈ FqL with dfil(ξ) = q, then by Lemma 2.6,
ξ =
∑
i,j λija
α(ij)ej with λij ∈ K
∗ and d(aα(ij)) + bj = ℓij ≤ q. It follows from Lemma 2.7 that
σ(ξ) =
∑
ℓik=q
λikσ(a)
α(ik)σ(ek),
ξ˜ =
∑
i,j λijZ
q−ℓij a˜α(ij )e˜j.
Therefore, a further application of Lemma 2.6 and Lemma 2.7 shows that σ(B(e)) and B˜(e) are
K-bases for G(L) and L˜ respectively.
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3. Filtered-Graded Transfer of Left Gro¨bner Bases for Mod-
ules
Throughout this section, we let A = K[a1, . . . , an] be a solvable polynomial algebra with the admis-
sible system (B,≺gr), where B = {a
α = aα11 · · · a
αn
n | α = (α1, . . . , αn) ∈ N
n} is the PBW K-basis of
A and ≺gr is a graded monomial ordering with respect to some given positive-degree function d( ) on
A (see Section 2). Thereby A is turned into a weighted N-filtered solvable polynomial algebra with
the filtration FA = {FpA}p∈N constructed with respect to the same d( ) (see Example (2) of Section
2). In order to compute minimal standard bases by employing both inhomogeneous and homogenous
left Gro¨bner bases in later Section 5, our aim of the current section is to show the relations between
left Gro¨bner bases in a filtered free (left) A-module L and homogeneous left Gro¨bner bases in G(L)
as well as homogeneous left Gro¨bner bases in L˜, which are just module theory analogues of the
results on filtered-graded transfer of Gro¨bner bases given in ([LW], [Li1]). All notions, notations and
conventions introduced in previous sections are maintained.
Let L = ⊕si=1Aei be a filtered free A-module with the filtration FL = {FqL}q∈N such that
dfil(ei) = bi, 1 ≤ i ≤ s. Bearing in mind Lemma 2.6, we say that a left monomial ordering on B(e)
is a graded left monomial ordering, denoted by ≺e-gr, if for a
αei, a
βej ∈ B(e),
aαei ≺e-gr a
βej implies dfil(a
αei) = d(a
α) + bi ≤ d(a
β) + bj = dfil(a
βej).
For instance, with respect to the given graded monomial ordering ≺gr on B and the N-filtration
FA of A, if {f1, . . . , fs} ⊂ A is a finite subset such that d(fi) = bi = dfil(ei), 1 ≤ i ≤ s, then,
by mimicking the Schreyer ordering in the commutative case (see [Sch], or [AL2], P.166), one may
directly check that the ordering ≺s-gr on B(e) induced by {f1, . . . , fs} defined subject to the rule:
for aαei, a
βej ∈ B(e),
aαei ≺s-gr a
βej ⇐⇒

LM(aαfi) ≺gr LM(a
βfj),
or
LM(aαfi) = LM(a
βfj) and i < j.
is a graded left monomial ordering on B(e).
More generally, let {ξ1, . . . , ξm} ⊂ L be a finite subset, where dfil(ξi) = qi, 1 ≤ i ≤ m, and
let L1 = ⊕
m
i=1Aεi be the filtered free A-module with the filtration FL1 = {FqL1}q∈N such that
dfil(εi) = qi, 1 ≤ i ≤ m. Then, given any graded left monomial ordering ≺e-gr on B(e), the Schreyer
ordering ≺s-gr defined on the K-basis B(ε) = {a
αεi | a
α ∈ B, 1 ≤ i ≤ m} of L1 subject to the rule:
for aαεi, a
βεj ∈ B(ε),
aαεi ≺s-gr a
βεj ⇐⇒

LM(aαξi) ≺e-gr LM(a
βξj),
or
LM(aαξi) = LM(a
βξj) and i < j,
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is a graded left monomial ordering on B(ε).
Comparing with Lemma 2.2 and Lemma 2.6, the lemma given below reveals the intrinsic property
of a graded left monomial ordering employed by a filtered free A-module.
3.1. Lemma Let L = ⊕si=1Aei be a filtered free A-module with the filtration FL = {FqL}q∈N such
that dfil(ei) = bi, 1 ≤ i ≤ s, and let ≺e-gr be a graded left monomial ordering on B(e). Then ≺e-gr
is compatible with the filtration FL of L in the sense that ξ ∈ FqL − Fq−1L, i.e. dfil(ξ) = q, if and
only if LM(ξ) = aαei with dfil(a
αei) = d(a
α) + bi = q.
Proof Let ξ =
∑
i,j λija
α(ij)ej ∈ FqL− Fq−1L. Then by Lemma 2.6, there is some a
α(iℓ)eℓ such that
d(aα(iℓ)) + bℓ = q. If LM(ξ) = a
α(it)et with respect to ≺e-gr, then a
α(ik)ek ≺e-gr a
α(it)et for all a
α(ik)ek
with k 6= t. If ℓ = t, then d(aα(it))+ bt = q; otherwise, since ≺e-gr is a graded left monomial ordering,
we have d(aα(ik)) + bk ≤ d(a
α(it)) + bt, in particular, q = d(a
α(iℓ)) + bℓ ≤ d(a
α(it)) + bt ≤ q. Hence
dfil(a
α(it)et) = d(a
α(it)) + bt = q, as desired.
Conversely, for ξ =
∑
i,j λija
α(ij)ej ∈ L, if, with respect to ≺e-gr, LM(ξ) = a
α(it)et with
dfil(a
α(it)et) = d(a
α(it)) + bt = q, then a
α(ik)ek ≺e-gr a
α(it)et for all k 6= t. Since ≺e-gr is a graded
left monomial ordering, we have d(aα(ik)) + bk ≤ d(a
α(it)) + bt = q. It follows from Lemma 2.6 that
dfil(ξ) = q, i.e., ξ ∈ FqL− Fq−1L. 
Let L = ⊕si=1Aei be a filtered free A-module with the filtration FL = {FqL}q∈N such that
dfil(ei) = bi, 1 ≤ i ≤ s. Then, by Proposition 2.8 we know that the associated graded G(A)-module
G(L) of L is an N-graded free module, i.e., G(L) = ⊕si=1G(A)σ(ei) with the homogeneous G(A)-basis
{σ(e1), . . . , σ(es)}, and that G(L) has the K-basis σ(B(e)) = {σ(a
αei) = σ(a)
ασ(ei) | a
αei ∈ B(e)}.
Furthermore, let ≺e-gr be a graded left monomial ordering on B(e) as defined in the beginning of
this section. Then we may define an ordering ≺σ(e)-gr on σ(B(e)) subject to the rule:
σ(a)ασ(ei) ≺σ(e)-gr σ(a)
βσ(ej)⇐⇒ a
αei ≺e-gr a
βej, a
αei, a
βej ∈ B(e).
3.2. Lemma With the ordering ≺σ(e)-gr defined above, the following statements hold.
(i) ≺σ(e)-gr is a graded left monomial ordering on σ(B(e)).
(ii) (Compare with Corollary 2.5.) LM(σ(ξ)) = σ(LM(ξ)) holds for all nonzero ξ ∈ L, , where the
monomial orderings used for LM(σ(ξ)) and LM(ξ) are ≺σ(e)-gr and ≺e-gr respectively.
Proof (i) Noticing that the given monomial ordering ≺gr on A is a graded monomial ordering with
respect to a positive-degree function d( ) on A, it follows from Theorem 2.4(i) that G(A) is turned
into an N-graded solvable polynomial algebra by using the graded monomial ordering ≺
G(A)
defined
on σ(B) subject to the rule: σ(a)α ≺
G(A)
σ(a)β ⇐⇒ aα ≺gr a
β, where the positive-degree function
on G(A) is given by d(σ(ai)) = d(ai), 1 ≤ i ≤ n. Moreover, since σ(ei) is a homogeneous element
of degree bi in G(L), 1 ≤ i ≤ s, by Lemma 2.7, it is then straightforward to verify that ≺σ(e)-gr is a
graded left monomial ordering on σ(B(e)).
(ii) Let ξ =
∑
i,j λija
α(ij )ej, where λij ∈ K
∗ and aα(ij) ∈ B with α(ij) = (αij1 , . . . , αijn) ∈ N
n.
If dfil(ξ) = q, i.e., ξ ∈ FqL − Fq−1L, then by Lemma 3.1, LM(ξ) = a
α(it)et for some t such that
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dfil(a
α(it)et) = d(a
α(it)) + bt = q. Since ≺e-gr is a left graded monomial ordering on B(e), by Lemma
2.7 we have σ(ξ) = λitσ(a)
α(it)σ(et) +
∑
d(aα(ik))+bk=q
λikσ(a)
α(ik)σ(ek). It follows from the definition
of ≺σ(e)-gr that LM(σ(ξ)) = σ(a)
α(it)σ(et) = σ(LM(ξ)), as desired. 
3.3. Theorem Let N be a submodule of the filtered free A-module L = ⊕si=1Aei, where L is
equipped with the filtration FL = {FqL}q∈N such that dfil(ei) = bi, 1 ≤ i ≤ s, and let ≺e-gr be
a graded left monomial ordering on B(e). For a subset G = {g1, . . . , gm} of N , the following two
statements are equivalent.
(i) G is a left Gro¨bner basis of N with respect to ≺e-gr.
(ii) Putting σ(G) = {σ(g1), . . . , σ(gm)} and considering the filtration FN = {FqN = FqL ∩ N}q∈N
of N induced by FL (see Section 2), σ(G) is a left Gro¨bner basis for the associated graded module
G(N) of N with respect to the graded left monomial ordering ≺σ(e)-gr defined above.
Proof (i) ⇒ (ii) Note that any nonzero homogeneous element of G(N) is of the form σ(ξ) with
ξ ∈ N . If G is a left Gro¨bner basis of N , then there exists some gi ∈ G such that LM(gi)|LM(ξ),
i.e., there is a monomial aα ∈ B such that LM(ξ) = LM(aαLM(gi)). Since the given left monomial
ordering ≺e-gr on B(e) is a graded left monomial ordering, it follows from Lemma 2.7 and Lemma
3.2 that
LM(σ(ξ))) = σ(LM(ξ))
= σ(LM(aαLM(gi)))
= LM(σ(aαLM(gi)))
= LM(σ(a)ασ(LM(gi)))
= LM(σ(a)αLM(σ(gi))).
This shows that LM(σ(gi))|LM(σ(ξ)), thereby σ(G) is a left Gro¨bner basis for G(N).
(ii) ⇒ (i) Suppose that σ(G) is a left Gro¨bner basis of G(N) with respect to ≺σ(e)-gr. If ξ ∈ N
and ξ 6= 0, then σ(ξ) 6= 0, and there exists a σ(gi) ∈ σ(G) such that LM(σ(gi))|LM(σ(ξ)), i.e., there
is a monomial σ(a)α ∈ σ(B) such that LM(σ(ξ)) = LM(σ(a)αLM(σ(gi))). Again as ≺e-gr is a left
graded monomial ordering on B(e), by Lemma 2.7 and Lemma 3.2 we have
σ(LM(ξ)) = LM(σ(ξ))
= LM(σ(a)αLM(σ(gi)))
= LM(σ(a)ασ(LM(gi)))
= LM(σ(aαLM(gi)))
= σ(LM(aαLM(gi))).
This shows that dfil(LM(ξ)) = dfil(LM(a
αLM(gi))). Since both LM(ξ) and LM(a
αLM(gi))
are monomials in B(e), it follows from the construction of FL and Lemma 3.1 that LM(ξ) =
LM(aαLM(gi)), i.e., LM(gi)|LM(ξ). This shows that G is a left Gro¨bner basis for N . 
Similarly, in light of Proposition 2.8 we may define an ordering ≺e˜ on the K-basis B˜(e) =
{Zma˜αe˜i | Z
ma˜α ∈ B˜, 1 ≤ i ≤ s} of the N-graded free A˜-module L˜ = ⊕si=1A˜e˜i subject to the rule:
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for Zsa˜αe˜i, Z
ta˜β e˜j ∈ B˜(e),
Zsa˜αe˜i ≺e˜ Z
ta˜β e˜j ⇐⇒ a
αei ≺e-gr a
βej , or a
αei = a
βej and s < t.
3.4. Lemma With the ordering ≺e˜ defined above, the following statements hold.
(i) ≺e˜ is a left monomial ordering on B˜(e).
(ii) (Compare with Corollary 2.5.) LM(ξ˜) = L˜M(ξ) holds for all nonzero ξ ∈ L, , where the
monomial orderings used for LM(ξ˜) and LM(ξ) are ≺e˜ and ≺e-gr respectively.
Proof (i) Noticing that the given monomial ordering ≺gr for A is a graded monomial ordering with
respect to a positive-degree function d( ) on A, it follows from Theorem 2.4(ii) that A˜ is turned
into an N
B˜
-graded solvable polynomial algebra by using the monomial ordering ≺
A˜
defined on B˜
subject to the rule: a˜αZs ≺
A˜
a˜βZt ⇐⇒ aα ≺gr a
β, or aα = aβ and s < t, aα, aβ ∈ B, where the
positive-degree function on A˜ is given by d(a˜i) = d(ai) for 1 ≤ i ≤ n, and d(Z) = 1. Moreover, since
e˜i is a homogeneous element of degree bi in A˜, 1 ≤ i ≤ s, by Lemma 2.7, it is then straightforward
to verify that ≺e˜ is a left monomial ordering on B˜(e).
(ii) Let ξ =
∑
i,j λija
α(ij )ej, where λij ∈ K
∗ and aα(ij) ∈ B with α(ij) = (αij1 , . . . , αijn) ∈ N
n.
If dfil(ξ) = q, i.e., ξ ∈ FqL − Fq−1L, then by Lemma 3.1, LM(ξ) = a
α(it)et for some t such that
dfil(a
α(it)et) = d(a
α(it)) + bt = q. Since ≺e-gr is a left graded monomial ordering on B(e), by Lemma
2.7 we have ξ˜ = λita˜
α(it)e˜t+
∑
j 6=t λijZ
q−ℓij a˜α(ij)e˜j , where ℓij = dfil(a
α(ij )ej) = d(a
α(ij))+dj. It follows
from the definition of ≺e˜ that LM(ξ˜) = a˜
α(it)e˜t = L˜M(ξ), as desired. 
3.5. Theorem Let N be a submodule of the filtered free A-module L = ⊕si=1Aei, where L is
equipped with the filtration FL = {FqL}q∈N such that dfil(ei) = bi, 1 ≤ i ≤ s, and let ≺e-gr be
a graded left monomial ordering on B(e). For a subset G = {g1, . . . , gm} of N , the following two
statements are equivalent.
(i) G is a left Gro¨bner basis of N with respect to ≺e-gr.
(ii) Putting τ(G) = {g˜1, . . . , g˜m} and considering the filtration FN = {FqN = FqL ∩ N}q∈N of N
induced by FL (see Section 2), τ(G) is a left Gro¨bner basis for the Rees module N˜ of N with respect
to the left monomial ordering ≺e˜ defined above.
Proof (i) ⇒ (ii) Note that any nonzero homogeneous element of N˜ is of the form hq(ξ) for some
ξ ∈ FqN with dfil(ξ) = q1 ≤ q. By Lemma 2.7, hq(ξ) = Z
q−q1 ξ˜. If G is a left Gro¨bner basis of N ,
then there exists some gi ∈ G such that LM(gi)|LM(ξ), i.e., there is a monomial a
α ∈ B such that
LM(ξ) = LM(aαLM(gi)). It follows from Lemma 2.7 and Lemma 3.4 that
LM(ξ˜) = L˜M(ξ)
= (LM(aαLM(gi)))˜
= LM((aαLM(gi))˜ )
= LM(a˜αL˜M(gi))
= LM(a˜αLM(g˜i)).
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Hence, noticing the definition of ≺e˜ we have
LM(hq(ξ)) = LM(Z
q−q1 ξ˜)
= Zq−q1LM(ξ˜)
= Zq−q1LM(a˜αLM(g˜i))
= LM(zq−q1a˜αLM(g˜i)).
This shows that LM(g˜i)|LM(hq(ξ)), thereby τ(G) is a left Gro¨bner basis of N˜ .
(ii) ⇒ (i) If ξ ∈ N and ξ 6= 0, then ξ˜ 6= 0 and LM(ξ˜) = L˜M(ξ) by Lemma 3.4. Suppose that
τ(G) is a left Gro¨bner basis of N˜ with respect to ≺e˜. Then there exists some g˜i ∈ τ(G) such that
LM(g˜i)|LM(ξ˜), i.e., there is a monomial Z
ma˜γ ∈ B˜ such that LM(ξ˜) = LM(Zma˜γLM(g˜i)). Since
the given left monomial ordering ≺e-gr on B(e) is a graded left monomial ordering, it follows from
Lemma 2.7, the definition of ≺e˜ and Lemma 3.2 that
a˜αej = L˜M(ξ) = LM(ξ˜) = LM(Z
ma˜γLM(g˜i))
= Zm(LM((aγLM(gi))˜ ))
= Zm(LM(aγLM(gi)))˜ .
Noticing the discussion on L˜ and the role played by Z given before Lemma 2.7, we must have m = 0,
thereby LM(ξ) = LM(aγLM(gi)). This shows that G is a left Gro¨bner basis for N .
Remark It is known that Gro¨bner bases for ungraded ideals in both a commutative polynomial
algebra and a noncommutative free algebra can be obtained via computing homogeneous Gro¨bner
bases for graded ideals in the corresponding homogenized (graded) algebras (cf. [Fro¨b], [LS], [Li4]).
Similarly for a weighted N-filtered solvable polynomial algebra A, by using a (de)homogenization-like
trick with respect to the central regular element Z in A˜, the discussion on A˜ and L˜ presented in
Section 2 indeed enables us to obtain left Gro¨bner bases of submodules (left ideals) in L (in A) via
computing homogeneous left Gro¨bner bases of graded submodules (graded left ideals) in L˜ (in A˜).
Since this topic is beyond the scope of this paper, we omit the detailed discussion here.
4. F-Bases and Standard Bases with Respect to Good Fil-
trations
Let A = K[a1, . . . , an] be a weighted N-filtered solvable polynomial algebra with admissible system
(B,≺) and the N-filtration FA = {FpA}p∈N constructed with respect to a given positive-degree func-
tion d( ) on A (see Section 2). In this section, we introduce F-bases and standard bases respectively
for N-filtered left A-modules and their submodules with respect to good filtrations, and we show
that any two minimal F-bases, respectively any two minimal standard bases have the same number
of elements and the same number of elements of the same filtered degree. Moreover, we show that
a standard basis for a submodule N of a filtered free A-module L can be obtained via computing a
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left Gro¨bner basis of N with respect to a graded left monomial ordering. All notions, notations and
conventions used before are maintained.
Let M be an A-module. Recall that M is said to be an N-filtered A-module if M has a filtration
FM = {FqM}q∈N, where each FqM is a K-subspace of M , such that M = ∪q∈NFqM , FqM ⊆ Fq+1M
for all q ∈ N, and FpAFqM ⊆ Fp+qM for all p, q ∈ N.
Convention Unless otherwise stated, from now on in the subsequent sections a filtered A-module
M is always meant an N-filtered module with a filtration of the type FM = {FqM}q∈N as described
above.
Let G(A) be the associated graded algebra of A, A˜ the Rees algebra of A, and Z the homogeneous
element of degree 1 in A˜1 represented by the multiplicative identity 1 of A (see Section 2). If M is
a filtered A-module with the filtration FM = {FqM}q∈N, then M has the associated graded G(A)-
module G(M) = ⊕q∈NG(M)q with G(M)0 = F0M and G(M)q = FqM/Fq−1M for q ≥ 1, and the
Rees module of M is defined as the graded A˜-module M˜ = ⊕q∈NM˜q with each M˜q = FqM . As
with a filtered free A-module in Section 2, we have M˜/ZM˜ ∼= G(M) as graded G(A)-modules, and
M˜/(1 − Z)M˜ ∼= M as A-modules. Moreover, we may also define the filtered degree of a nonzero
ξ ∈ M , that is, dfil(ξ) = q if and only if ξ ∈ FqM − Fq−1M . So, actually as in Section 2, for ξ ∈ M
with dfil(ξ) = q, if we write σ(ξ) for the nonzero homogeneous element of degree q represented by ξ in
G(M)q, ξ˜ for the degree-q homogeneous element represented by ξ in M˜q, and hq′(ξ) for the degree-q
′
homogeneous element represented by ξ in M˜q′ with q < q
′, then dfil(ξ) = q = dgr(σ(ξ)) = dgr(ξ˜), and
dgr(hq′(ξ)) = q
′.
With notation as fixed above, the lemma presented below is a version of ([LVO], Ch.I, Lemma
5.4, Theorem 5.7) for N-filtered modules.
4.1. Lemma Let M be a filtered A-module with the filtration FM = {FqM}q∈N, and V =
{v1, . . . , vm} a finite subset of nonzero elements in M . The following statements are equivalent:
(i) There is a subset S = {n1, . . . , nm} ⊂ N such that
FqM =
m∑
i=1
( ∑
pi+ni≤q
FpiA
)
vi, q ∈ N;
(ii) G(M) =
∑m
i=1G(A)σ(vi);
(iii) M˜ =
∑m
i=1 A˜v˜i.

4.2. Definition Let M be a filtered A-module with the filtration FM = {FqM}q∈N, and let
V = {v1, . . . , vm} ⊂ M be a finite subset of nonzero elements. If V satisfies one of the equivalent
conditions of Lemma 4.1, then we call V an F-basis of M with respect to FM .
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Let M be a filtered A-module with the filtration FM = {FqM}q∈N. If V is an F-basis of M with
respect to FM , then it is necessary to note that
(1) since M = ∪q∈NFqM , it is clear that V is certainly a generating set of the A-module M , i.e.,
M =
∑m
i=1Avi;
(2) due to Lemma 4.1(i), the filtration FM is usually referred to as a good filtration of M in the
literature concerning filtered module theory (cf. [LVO]).
Indeed, if an A-module M =
∑t
i=1Aui is finitely generated by the subset U = {u1, . . . , ut}, and if
S = {n1, . . . , nt} is an arbitrarily chosen subset of N, then U is an F-basis of M with respect to the
good filtration FM = {FqM}q∈N defined by setting
FqM = {0} if q < min{n1, . . . , nm}; otherwise FqM =
t∑
i=1
( ∑
pi+ni≤q
FpiA
)
ui, q ∈ N.
In particular, if L = ⊕si=1Aei is a filtered free A-module with the filtration FL = {FqL}q∈N as
constructed in Section 2 such that dfil(ei) = bi, 1 ≤ i ≤ s, then {e1, . . . , es} is an F-basis of L with
respect to the good filtration FL.
4.3. Definition Let M be a filtered A-module with the filtration FM = {FqM}q∈N, and suppose
that M has an F-basis V = {v1, . . . , vm} with respect to FM . If any proper subset of V cannot be
an F-basis of M with respect to FM , then we say that V is a minimal F-basis of M with respect to
FM .
Note that A is a weighted N-filtered K-algebra such that G(A) = ⊕p∈NG(A)p with G(A)0 = K,
A˜ = ⊕p∈NA˜p with A˜0 = K, while K is a field. by Lemma 4.1 and the classical result on graded
modules over an N-graded algebra with the degree-0 homogeneous part a field, we have immediately
the following
4.4. Proposition Let M be a filtered A-module with the filtration FM = {FqM}q∈N, and V =
{v1, . . . , vm} ⊂ M a subset of nonzero elements. Then V is a minimal F-basis of M with respect
to FM if and only if σ(V ) = {σ(v1), . . . , σ(vm)} is a minimal homogeneous generating set of G(M)
if and only if τ(V ) = {v˜1, . . . , v˜m} is a minimal homogeneous generating set of M˜ . Hence, any two
minimal F-bases of M with respect to FM have the same number of elements and the same number
of elements of the same filtered degree.

LetM be an N-filtered A-module with the filtration FM = {FqM}q∈N, and let N be a submodule
of M with the filtration FN = {FqN = N ∩ FqM}q∈N induced by FM . Then, as with a filtered
free A-module in Section 2, the associated graded G(A)-module G(N) = ⊕q∈NG(N)q of N with
G(N)q = FqN/Fq−1N is a graded submodule of G(M), and the Rees module N˜ = ⊕q∈NN˜q of N with
N˜q = FqN is a graded submodule of M˜ .
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4.5. Definition Let M be a filtered A-module with the filtration FM = {FqM}q∈N, and let N be
a submodule of M . Consider the filtration FN = {FqN = N ∩ FqM}q∈N of N induced by FM . If
W = {ξ1, . . . , ξs} ⊂ N is an F-basis with respect to FN in the sense of Definition 4.2, then we call
W a standard basis of N .
Remark By referring to Lemma 4.1, one may check that our definition 4.5 of a standard basis coin-
cides with the classical Macaulay basis provided A = K[x1, . . . , xn] is the commutative polynomial
K-algebra (cf. [KR] Definition 4.2.13, Theorem 4.3.19), for, taking the N-filtration FA with respect
to an arbitrarily chosen positive-degree function d( ) on A, there are graded algebra isomorphisms
G(A) ∼= A and A˜ ∼= K[x0, x1, . . . , xn], where d(x0) = 1 and x0 plays the role that the central regular
element Z of degree 1 does in A˜. Moreover, if two-sided ideals of a weighted N-filtered solvable
polynomial algebra A are considered, then one may see that our definition 4.5 of a standard basis
coincides with the standard basis defined in [Gol].
4.6. Definition Let M be a filtered A-module with the filtration FM = {FqM}q∈N, and N a
submodule of M with the filtration FN = {FqN = N ∩ FqM}q∈N induced by FM . Suppose that
N has a standard basis W = {ξ1, . . . , ξm} with respect to FN . If any proper subset of W cannot
be a standard basis for N with respect to FN , then we call W a minimal standard basis of N with
respect to FN .
If N is a submodule of a filtered A-module M with filtration FM , then since a standard basis
of N is defined as an F-basis of N with respect to the filtration FN induced by FM , the next
proposition follows from Proposition 4.4.
4.7. Proposition Let M be a filtered A-module with the filtration FM = {FqM}q∈N, and N
a submodule of M with the induced filtration FN = {FqN = N ∩ FqM}q∈N. A finite subset of
nonzero elements W = {ξ1, . . . , ξs} ⊂ N is a minimal standard basis of N with respect to FN if
and only if σ(W ) = {σ(ξ1), . . . , σ(ξm)} is a minimal homogeneous generating set of G(N) if and only
if τ(W ) = {ξ˜1, . . . , ξ˜m} is a minimal homogeneous generating set of N˜ . Hence, any two minimal
standard bases of N have the same number of elements and the same number of elements of the
same filtered degree.

Since A, G(A) and A˜ are all Noetherian rings, if a filtered A-module M has an F-basis V with
respect to a given filtration FM , then the existence of a standard basis for a submodule N of M
follows immediately from Lemma 4.1. Our next theorem shows that a standard basis for a submodule
N of a filtered free A-module L can be obtained via computing a left Gro¨bner basis of N with respect
to a graded left monomial ordering.
4.8. Theorem Let L = ⊕si=1Aei be a filtered free A-module with the filtration FL = {FqL}q∈N
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such that dfil(ei) = bi, 1 ≤ i ≤ s, and let ≺e-gr be a graded left monomial ordering on B(e) (see
Section 3). If G = {g1, . . . , gm} ⊂ L is a left Gro¨bner basis for the submodule N =
∑m
i=1Agi of L
with respect to ≺e-gr, then G is a standard basis for N in the sense of Definition 4.5.
Proof If ξ ∈ FqN = FqL∩N and ξ 6= 0, then dfil(ξ) ≤ q and ξ has a left Gro¨bner representation by G,
that is, ξ =
∑
i,j λija
α(ij )gj , where λij ∈ K
∗, aα(ij ) ∈ B with α(ij) = (αij1 , . . . , αijn) ∈ N
n, satisfying
LM(aα(ij )gj) e-gr LM(ξ). Suppose dfil(gj) = nj , 1 ≤ j ≤ m. Since ≺e-gr is a graded left monomial
ordering on B(e), by Lemma 3.1 we may assume that LM(gj) = a
β(j)etj with β(j) = (βj1, . . . , βjn) ∈
Nn and 1 ≤ tj ≤ s, such that d(a
β(j)) + btj = nj, where d( ) is the given positive-degree function on
A. Furthermore, by the property (P2) presented in Section 1, we have
LM(aα(ij)gj) = LM(a
α(ij)aβ(j)etj ) = a
α(ij)+β(j)etj ,
and it follows from Lemma 2.2, Lemma 2.7 and Lemma 3.1 that d(aα(ij)) + nj = d(a
α(ij)) +
d(aβ(j)) + btj = d(a
α(ij)+β(j)) + btj ≤ q. Hence ξ ∈
∑m
j=1
(∑
pj+nj≤q
FpjA
)
gj. This shows that
FqN =
∑m
j=1
(∑
pj+nj≤q
FpjA
)
gj, i.e., G is a standard basis for N .
5. Computation of Minimal F-Bases and Minimal Standard
Bases
Let A = K[a1, . . . , an] be a weighted N-filtered solvable polynomial algebra with admissible system
(B,≺) and the N-filtration FA = {FpA}p∈N constructed with respect to a given positive-degree
function d( ) on A (see Section 2). In this section we show how to algorithmically compute minimal
F-bases for quotient modules of a filtered free left A-module L, and how to algorithmically compute
minimal standard bases for submodules of L in the case where a graded left monomial ordering ≺e-gr
on L is employed. All notions, notations and conventions used before are maintained.
We start by a little more preparation. Let M and M ′ be filtered A-modules with the filtration
FM = {FqM}q∈N and FM
′ = {FqM
′}q∈N respectively. Recall that an A-module homomorphism
ϕ: M → M ′ is said to be a filtered homomorphism if ϕ(FqM) ⊆ FqM
′ for all q ∈ N. Let G(A)
be the associated N-graded algebra of A and A˜ the Rees algebra of A. Then naturally, a filtered
homomorphism M
ϕ
−→ M ′ induces a graded G(A)-module homomorphism G(M)
G(ϕ)
−→ G(M ′), where
if ξ ∈ FqM and ξ = ξ + Fq−1M is the coset represented by ξ in G(M)q = FqM/Fq−1M , then
G(ϕ)(ξ) = ϕ(ξ) + Fq−1M
′ ∈ G(M ′)q = FqM
′/Fq−1M
′, and ϕ induces a graded A˜-module homomor-
phism M˜
ϕ˜
−→ M˜ ′, where if ξ ∈ FqM and hq(ξ) is the homogeneous element of degree q in M˜q = FqM ,
then ϕ˜(hq(ξ)) = hq(ϕ(ξ)) ∈ M˜
′
q = FqM
′. Moreover, if M
ϕ
−→ M ′
ψ
−→ M ′′ is a sequence of filtered
homomorphisms, then G(ψ) ◦G(ϕ) = G(ψ ◦ ϕ) and ψ˜ ◦ ϕ˜ = ψ˜ ◦ ϕ.
Furthermore, recall that a filtered homomorphism M
ϕ
−→ M ′ is called a strict filtered homomor-
phism if ϕ(FqM) = ϕ(M)∩FqM
′ for all q ∈ N. Note that if N is a submodule of M and M =M/N ,
then, considering the induced filtration FN = {FqN = N ∩FqM}q∈N of N and the induced filtration
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F (M) = {FqM = (FqM + N)/N}q∈N of M , the inclusion map N →֒ M and the canonical map
M → M are strict filtered homomorphisms. Concerning strict filtered homomorphisms and their
associated graded homomorphisms, the next proposition is quoted from ([LVO], CH.I, Section 4).
5.1. Proposition Given a sequence of filtered homomorphisms
(∗) N
ϕ
−→ M
ψ
−→ M ′,
such that ψ ◦ ϕ = 0, the following statements are equivalent.
(i) The sequence (∗) is exact and ϕ, ψ are strict filtered homomorphisms.
(ii) The sequence G(N)
G(ϕ)
−→ G(M)
G(ψ))
−→ G(M ′) is exact.
(iii) The sequence N˜
ϕ˜
−→ M˜
ψ˜
−→ M˜ ′ is exact.

Let L = ⊕mi=1Aei be a filtered free A-module with the filtration FL = {FqL}q∈N such that
dfil(ei) = bi, 1 ≤ i ≤ m. Then as we have noted in Section 4, {e1, . . . , em} is an F-basis of L with
respect to the good filtration FL. Let N be a submodule of L, and let the quotient moduleM = L/N
be equipped with the filtration FM = {FqM = (FqL +N)/N}q∈N induced by FL. Without loss of
generality, we assume that ei 6= 0 for 1 ≤ i ≤ m, where each ei is the coset represented by ei in M .
Then we see that {e1, . . . , em} is an F-basis of M with respect to FM .
5.2. Lemma Let M = L/N be as fixed above, and let N =
∑s
j=1Aξj be generated by the set of
nonzero elements U = {ξ1, . . . , ξs}, where ξℓ =
∑s
k=1 fkℓek with fkℓ ∈ A and dfil(ξℓ) = qℓ, 1 ≤ ℓ ≤ s.
The following statements hold.
(i) If for some j, ξj has a nonzero term fijei such that dfil(fijei) = dfil(ξj) = qj and the coefficient fij is
a nonzero constant, say fij = 1 without loss of generality, then for each ℓ = 1, . . . , j−1, j+1, . . . , s, the
element ξ′ℓ = ξℓ−fiℓξj does not involve ei. Putting U
′ = {ξ′1, . . . , ξ
′
j−1, ξ
′
j+1, . . . , ξ
′
s}, N
′ =
∑
ξ′
ℓ
∈U ′ Aξ
′
ℓ,
and considering the filtered free A-module L′ = ⊕k 6=iAek with the filtration FL
′ = {FqL
′}q∈N in
which each ek has the same filtered degree as it is in L, i.e., dfil(ek) = bk, if the quotient module
M ′ = L′/N ′ is equipped with the filtration FM ′ = {FqM
′ = (FqL
′ + N ′)/N ′}q∈N induced by FL
′,
then there is a strict filtered isomorphism ϕ: M ′ ∼= M , i.e., ϕ is an A-module isomorphism such that
ϕ(FqM
′) = FqM for all q ∈ N.
(ii) With the assumptions and notations as in (i), if U = {ξ1, . . . , ξs} is a standard basis of N with
respect to the filtration FN induced by FL, then U ′ = {ξ′1, . . . , ξ
′
j−1, ξ
′
j+1, . . . , ξ
′
s} is a standard basis
of N ′ with respect to the filtration FN ′ induced by FL′.
Proof (i) Since fij = 1 by the assumption, we see that every ξ
′
ℓ = ξℓ − fiℓξj does not involve
ei. Let U
′ = {ξ′1, . . . , ξ
′
j−1, ξ
′
j+1, . . . , ξ
′
s} and N
′ =
∑
ξ′
ℓ
∈U ′ Aξ
′
ℓ. Then N
′ ⊂ L′ = ⊕k 6=iAek ⊂ L
and N = N ′ + Aξj. Since ξj = ei +
∑
k 6=i fkjek, the naturally defined A-module homomorphism
M ′ = L′/N ′
ϕ
−→L/N = M with ϕ(ek) = ek, k = 1, . . . , i− 1, i+ 1, . . . , m, is an isomorphism, where,
without confusion, ek denotes the coset represented by ek in M
′ and M respectively. It remains to
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see that ϕ is a strict filtered isomorphism. Note that {e1, . . . , em} is an F-basis of L with respect to
FL such that dfil(ei) = bi, 1 ≤ i ≤ m, i.e.,
FqL =
m∑
i=1
( ∑
pi+bi≤q
FpiA
)
ei, q ∈ N,
that {e1, . . . , ei−1, ei+1, . . . , em} is an F-basis of L
′ with respect to FL′ such that dfil(ek) = bk, where
k 6= i, i.e.,
FqL
′ =
∑
k 6=i
( ∑
pi+bk≤q
FpiA
)
ek, q ∈ N,
and that ξj = ei+
∑
k 6=i fkjek with qj = dfil(ξj) = dfil(ei) = bi such that dfil(fkj)+bk ≤ qj for all fkj 6= 0.
It follows that
∑
k 6=i fkjek ∈ FqjM
′ and ϕ(
∑
k 6=i fkjek) = ei ∈ FqjM , thereby ϕ(FqM
′) = FqM for all
q ∈ N, as desired.
(ii) Note that ξ′ℓ = ξℓ−fiℓξj. By the assumption on ξj, if fiℓ 6= 0 and dfil(fiℓei) = dfil(ξℓ) = qℓ, then
since dfil(ξj) = dfil(ei) we have dfil(fiℓξj) = dfil(ξℓ) = qℓ. It follows that if we equip N with the filtration
FN = {FqN = N ∩FqL}q∈N induced by FL and consider the associated graded module G(N) of N ,
then dgr(σ(ξℓ)) = dgr(σ(fiℓξj)) = dgr(σ(fiℓ)σ(ξj)) in G(N), i.e., σ(ξℓ) − σ(fiℓ)σ(ξj) ∈ G(N)qℓ . So, if
σ(ξℓ)− σ(fiℓ)σ(ξj) 6= 0 then dfil(ξ
′
ℓ) = qℓ and thus
σ(ξ′ℓ) = σ(ξℓ − fiℓξj) = σ(ξℓ)− σ(fiℓ)σ(ξj). (1)
If fiℓ 6= 0 and dfil(fiℓei) < dfil(ξℓ) = qℓ, then σ(ξℓ) =
∑
d(fkℓ)+bk=qℓ
σ(fkℓ)σ(ek) does not involve σ(ei).
Also since dfil(ξj) = dfil(ei), we have dfil(fiℓξj) < dfil(ξℓ) = qℓ. Hence dfil(ξ
′
ℓ) = dfil(ξℓ) = qℓ and thus
σ(ξ′ℓ) = σ(ξℓ − fiℓξj) = σ(ξℓ). (2)
If fiℓ = 0, then it is clear that we have the same result as presented in (2). Now, if U = {ξ1, . . . , ξs}
is a standard basis of N with respect to the induced filtration FN , then G(N) =
∑s
ℓ=1G(A)σ(ξℓ)
by Lemma 4.1. But since we have also G(N) =
∑
ξ′
ℓ
∈U ′ G(A)σ(ξ
′
ℓ) + G(A)σ(ξj) where the σ(ξ
′
ℓ) are
those nonzero homogeneous elements obtained according to the above (1) and (2), it follows from
Lemma 4.1 that U ′ ∪ {ξj} is a standard basis of N with respect to the induced filtration FN .
We next prove that U ′ is a standard basis of N ′ =
∑
ξ′
ℓ
∈U ′ Aξ
′
ℓ with respect to the filtration
FN ′ = {FqN
′ = N ′ ∩ FqL
′}q∈N induced by FL
′. Since {e1, . . . , ei−1, ei+1, . . . , em} is an F-basis of L
′
with respect to the filtration FL′ such that each ek has the same filtered degree as it is in L, i.e.,
dfil(ek) = bk, it is clear that FqL
′ = L′∩FqL, q ∈ N, i.e., the filtration FL
′ is the one induced by FL.
Considering the filtration FN ′ of N ′ induced by FL′, it turns out that
FqN
′ = N ′ ∩ FqL
′ = N ′ ∩ FqL ⊆ N ∩ FqL = FqN, q ∈ N. (3)
If ξ ∈ FqN
′, then since U ′ ∪ {ξj} is a standard basis of N with respect to the induced filtration FN ,
the formula (3) entails that
ξ =
∑
ξ′
ℓ
∈U ′
fℓξ
′
ℓ + fjξj with fℓ, fj ∈ A, d(fℓ) + dfil(ξ
′
ℓ) ≤ q, d(fj) + dfil(ξj) ≤ q. (4)
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Note that every ξ′ℓ does not involve ei and consequently ξ does not involve ei. Hence fj = 0 in (4)
by the assumption on ξj, and thus ξ ∈
∑
ξ′
ℓ
∈U ′
(∑
pi+qℓ≤q
FpiA
)
ξ′ℓ. Therefor we conclude that U
′ is
a standard basis for N ′ with respect to the induced filtration FN ′, as desired. 
Combining Proposition 4.4, we now show that an analogue of ([KR], Proposition 4.7.24) and
([Li4], Proposition 4.2) for quotient modules of filtered free A-modules holds true.
5.3. Proposition Let L = ⊕mi=1Aei,M = L/N be as in Lemma 5.2, and suppose that U = {ξ1, ..., ξs}
is now a standard basis of N with respect to the filtration FN induced by FL. The algorithm
presented below computes a subset {ei1 , . . . , eim′} ⊂ {e1, . . . , em} and a subset V = {v1, . . . , vt} ⊂
N ∩ L′, where m′ ≤ m and L′ = ⊕m
′
q=1Aeiq such that
(i) there is a strict filtered isomorphism L′/N ′ = M ′ ∼= M , where N ′ =
∑t
ℓ=1Avℓ, and M
′ has the
filtration FM ′ = {FqM
′ = (FqL
′+N ′)/N ′}q∈N induced by the good filtration FL
′ determined by the
F-basis {ei1 , . . . , eim′} of L
′;
(ii) V = {v1, . . . , vt} is a standard basis of N
′ =
∑t
ℓ=1Avℓ with respect to the filtration FN
′ induced
by FL′, such that each vℓ =
∑m′
k=1 hkℓeik has the property that hkℓ ∈ K
∗ implies dfil(eik) = bik <
dfil(vℓ);
(iii) {ei1 , . . . , eim′} is a minimal F-basis of M with respect to the filtration FM .
Algorithm 2
INPUT : E = {e1, . . . , em}; U = {ξ1, ..., ξs}, where ξℓ =
∑m
k=1 fkℓek with fkℓ ∈ A,
and d(fkℓ) + bk ≤ qℓ = dfil(ξℓ), 1 ≤ ℓ ≤ s.
OUTPUT : E ′ = {ei1, . . . , eim′}; V = {v1, . . . , vt} ⊂ N ∩ L
′, where L′ = ⊕m
′
k=1Aeik
INITIALIZATION : t := s; V := U ; m′ := m; E ′ := E;
BEGIN
WHILE there is a vj =
∑m′
k=1 fkjek ∈ V and i is the least index
such that fij ∈ K
∗ with d(fij) + bi = dfil(vj) DO
set T = {1, . . . , j − 1, j + 1, . . . , t} and compute
v′ℓ = vℓ −
1
fij
fiℓvj , ℓ ∈ T,
r = #{ℓ | ℓ ∈ T, vℓ = 0}
t := t− r − 1
V := {vℓ = v
′
ℓ | ℓ ∈ T, v
′
ℓ 6= 0}
= {v1, . . . , vt} (after reordered)
m′ := m′ − 1
E ′ := E ′ − {ei} = {e1, . . . , em′} (after reordered)
END
END
Proof First note that for each ξℓ ∈ U , dfil(ξℓ) is determined by Lemma 2.6. Since the algorithm is
clearly finite, the conclusions (i) and (ii) follow from Lemma 5.2.
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To prove the conclusion (iii), by the strict filtered isomorphism M ′ = L′/N ′ ∼= M (or the proof
of Lemma 5.2(i)) it is sufficient to show that {ei1, . . . , eim′} is a minimal F-basis of M
′ with re-
spect to the filtration FM ′. By the conclusion (ii), V = {v1, . . . , vt} is a standard basis of the
submodule N ′ =
∑t
ℓ=1Avℓ of L
′ with respect to the filtration FN ′ induced by FL′ such that each
vℓ =
∑m′
k=1 hkℓeik has the property that hkℓ ∈ K
∗ implies dfil(eik) = bik < dfil(vℓ). It follows from
Lemma 4.1 that G(N ′) =
∑t
k=1G(A)σ(vk) in which each σ(vk) =
∑
d(hkℓ)+bik=dfil(vk)
σ(hkℓ)σ(eik)
and all the coefficients σ(hkℓ) satisfy dgr(σ(hkℓ)) > 0 (see Section 2). Noticing that G(A)0 = K,
G(L′) = ⊕m
′
k=1G(A)σ(eik) (Proposition 2.8) and G(N
′) is the graded syzygy module of the graded
quotient module G(L′)/G(N ′), by the classical result on finitely generated graded modules over N-
graded algebras with the degree-0 homogeneous part a field, we conclude that {σ(ei1), . . . , σ(eim′ )} is
a minimal homogeneous generating set of G(L′)/G(N ′). On the other hand, considering the naturally
formed exact sequence of strict filtered homomorphisms
0 −→ N ′ −→ L′ −→ M ′ = L′/N ′ −→ 0,
by Proposition 5.1 we have the N-graded G(A)-module isomorphism G(L′)/G(N ′) ∼= G(L′/N ′) =
G(M ′) with σ(eik) 7→ σ(eik), 1 ≤ k ≤ m
′. Now, applying Proposition 4.4, we conclude that
{ei1 , . . . , eim′} is a minimal F-basis of M
′ with respect to the filtration FM ′, as desired. 
Finally, let L = ⊕si=1Aei be a filtered free A-module with the filtration FL = {FqL}q∈N such
that dfil(ei) = bi, 1 ≤ i ≤ s, and let ≺e-gr be a graded left monomial ordering on the K-basis
B(e) = {aαei | a
α ∈ B, 1 ≤ i ≤ s} of L (see Section 3). Combining Theorem 3.3 and ([Li3],
Theorem 3.8), the next theorem shows how to algorithmically compute a minimal standard basis.
5.4. Theorem Let N =
∑c
i=1Aθi be a submodule of L generated by the subset of nonzero elements
Θ = {θ1, . . . , θc}, and let FN = {FqN = FqL ∩N}q∈N be the filtration of N induced by FL. Then
a minimal standard basis of N with respect to FN can be obtained by implementing the following
procedures:
Procudure 1. Run Algorithm 1 presented in Section 1 with the initial input data Θ =
{θ1, . . . , θc} to compute a left Gro¨bner basis U = {ξ1, . . . , ξm} for N with respect to ≺e-gr on B(e).
Procudure 2. Let G(N) be the associated graded G(A)-module of N determined by the induced
filtration FN . Then G(N) is a graded submodule of the associated grade freeG(A)-moduleG(L), and
it follows from Theorem 3.3 that σ(U) = {σ(ξ1), . . . , σ(ξm)} is a homogeneous left Gro¨bner basis of
G(N) with respect to ≺σ(e)-gr on σ(B(e)). Run Algorithm 3 presented in ([Li3], Theorem 3.8) with
the initial input data σ(U) to compute a minimal homogeneous generating set {σ(ξj1), . . . , σ(ξjt)} ⊆
σ(U) for G(N).
Procudure 3. Write down W = {ξj1, . . . , ξjt}. Then W is a Minimal standard basis for N by
Proposition 4.7.

Remark By Theorem 3.5 and Proposition 4.7 it is clear that we can also obtain a minimal standard
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basis of the submodule N via computing a minimal homogeneous generating set for the Rees module
N˜ of N , which is a graded submodule of the Rees module L˜ of L. However, noticing the structure
of A˜ and L˜ (see Theorem 2.4, Proposition 2.8) it is equally clear that the cost of working on A˜ will
be much higher than working on G(N).
6. The Uniqueness of Minimal Filtered Free Resolutions
Let A be a weighted N-filtered solvable polynomial algebra with admissible system (B,≺) and the
N-filtration FA = {FpA}p∈N constructed with respect to a given positive-degree function d( ) on A
(see Section 2). In this section, by using minimal F-bases and minimal standard bases in the sense of
Definition 4.3 and Definition 4.6, we define minimal filtered free resolutions for finitely generated left
A-modules, and we show that such minimal resolutions are unique up to strict filtered isomorphism
of chain complexes in the category of filtered A-modules. All notions, notations and conventions
used before are maintained.
Let M =
∑m
i=1Aξi be an arbitrary finitely generated A-module. Then, as we have noted in
Section 4, M may be endowed with a good filtration FM = {FqM}q∈N with respect to an arbitrarily
chosen subset {n1, . . . , nm} ⊂ N, where
FqM = {0} if q < min{n1, . . . , nm}; otherwise FqM =
t∑
i=1
( ∑
pi+ni≤q
FpiA
)
ξi, q ∈ N.
If we consider the filtered free A-module L0 = ⊕
m
i=1Aei with the good filtration FL0 = {FqL0}q∈N
such that dfil(ei) = ni, 1 ≤ i ≤ m, then it follows from the construction of FL0 (see Section 2) and
Proposition 5.1 that the following proposition holds.
6.1. Proposition (i) There is an exact sequence of strict filtered homomorphisms
0 −→ N
ι
−→ L0
ϕ0
−→ M −→ 0,
in which ϕ0(ei) = ξi, 1 ≤ i ≤ m, N = Kerϕ0 with the induced filtration FN = {FqN = N∩FqL0}q∈N,
and ι is the inclusion map. Equipping L0 = L0/N with the induced filtration FL0 = {FqL0 =
(FqL0 + N)/N}q∈N, it turns out that the induced A-module isomorphism L0
ϕ0−→
∼=
M is a strict
filtered isomorphism, that is, ϕ0 satisfies ϕ0(FqL0) = FqM for all q ∈ N.
(ii) The induced sequence
0 −→ G(N)
G(ι)
−→ G(L0)
G(ϕ0)
−→ G(M) −→ 0
is an exact sequence of graded G(A)-modules homomorphisms, thereby G(L0)/G(N) ∼= G(M) ∼=
G(L0/N) as graded G(A)-modules.
(iii) The induced sequence
0 −→ N˜
ι˜
−→ L˜0
ϕ˜0
−→ M˜ −→ 0
28
is an exact sequence of graded A˜-modules homomorphisms, thereby L˜0/N˜ ∼= M˜ ∼= L˜0/N as graded
A˜-modules.

Proposition 6.1(i) enables us to make the following
Convention In what follows we shall always assume that a finitely generated A-module M is of
the form as presented in Proposition 5.1(i), i.e., M = L0/N and M has the good filtration FM =
{FqM = (FqL0 +N)/N}q∈N.
Comparing with the classical minimal graded free resolutions defined for finitely generated graded
modules over N-graded algebras with the degree-0 homogeneous part a field, the results obtained in
previous sections and the preliminary we made above naturally motivate the following
6.2. Definition Let L0 = ⊕
m
i=1Aei be a filtered free A-module with the filtration FL0 = {FqL0}q∈N
such that dfil(ei) = bi, 1 ≤ i ≤ m, let N be a submodule of L0, and let the A-module M = L0/N be
equipped with the filtration FM = {FqM = (FqL0 + N)/N}q∈N. A minimal filtered free resolution
of M is an exact sequence of filtered A-module homomorphisms
L• · · ·
ϕi+1
−→ Li
ϕi
−→ · · ·
ϕ2
−→ L1
ϕ1
−→ L0
ϕ0
−→ M → 0
satisfying
(1) ϕ0 is the canonical epimorphism, i.e., ϕ0(ei) = ei for ei ∈ E0 = {e1, . . . , em} (where each ei
denotes the coset represented by ei in M), such that ϕ0(E0) is a minimal F-basis of M with
respect to FM (in the sense of Definition 4.3);
(2) for i ≥ 1, each Li is a filtered free A-module with finite A-basis Ei, and each ϕi is a strict
filtered homomorphism, such that ϕi(Ei) is a minimal standard basis of Kerϕi−1 with respect
to the filtration induced by FLi−1 (in the sense of Definition 4.6).
To see that the minimal filtered free resolution introduced above is an appropriate definition for
finitely generated modules over weighted N-filtered solvable polynomial algebras, we now show that
such a resolution is unique up to a strict filtered isomorphism of chain complexes in the category of
filtered A-modules.
6.3. Theorem Let L• be a minimal filtered free resolution of M as presented in Definition 6.2. The
following statements hold.
(i) The associated sequence of graded G(A)-modules and graded G(A)-module homomorphisms
G(L•) · · ·
G(ϕi+1)
−→ G(Li)
G(ϕi)
−→ · · ·
G(ϕ2)
−→ G(L1)
G(ϕ1)
−→ G(L0)
G(ϕ0)
−→ G(M) → 0
is a minimal graded free resolution of the finitely generated graded G(A)-module G(M).
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(ii) The associated sequence of graded A˜-modules and graded A˜-module homomorphisms
L˜• · · ·
ϕ˜i+1
−→ L˜i
ϕ˜i
−→ · · ·
ϕ˜2
−→ L˜1
ϕ˜1
−→ L˜0
ϕ˜0
−→ M˜ → 0
is a minimal graded free resolution of the finitely generated graded A˜-module M˜ .
(iii) L• is uniquely determined byM in the sense that ifM has another minimal filtered free resolution
L′• · · ·
ϕ′i+1
−→ L′i
ϕ′i−→ · · ·
ϕ′2−→ L′1
ϕ′1−→ L0
ϕ0
−→ M → 0
then for each i ≥ 1, there is a strict filtered A-module isomorphism χi: Li → L
′
i such that the
diagram
Li
ϕi−→ Li−1
χi
y∼= χi−1y∼=
L′i
ϕ′i−→ L′i−1
is commutative, thereby {χi | i ≥ 1} gives rise to a strict filtered isomorphism of chain complexes of
filtered modules: L• ∼= L
′
•.
Proof (i) and (ii) follow from Proposition 4.4, Proposition 4.7, and Proposition 6.1.
To prove (iii), let the sequence L′• be as presented above. By (ii), G(L
′
•) is another minimal graded
free resolution of G(M). It follows from the classical result on minimal graded free resolutions that
there is a graded isomorphism of chain complexes G(L•) ∼= G(L
′
•) in the category of graded G(A)-
modules, i.e., for each i ≥ 1, there is a graded G(A)-modules isomorphism ψi: G(Li)→ G(L
′
i) such
that the diagram
G(Li)
G(ϕi)
−→ G(Li−1)
ψi
y∼= ψi−1y∼=
G(L′i)
G(ϕ′i)−→ G(L′i−1)
is commutative. Our aim below is to construct the desired strict filtered isomorphisms χi by using
the graded isomorphisms ψi carefully. So, starting with L0, we assume that we have constructed the
strict filtered isomorphisms Lj
χj
−→ L′j , such that G(χj) = ψj and χj−1ϕj = ϕ
′
jχj , 1 ≤ j ≤ i− 1. Let
Li = ⊕
si
j=1Aeij . Since each ψi is a graded isomorphism, we have ψi(σ(eij )) = σ(ξ
′
j) for some ξ
′
j ∈ L
′
i
satisfying dfil(ξ
′
j) = dgr(σ(ξ
′
j)) = dgr(σ(eij)) = dfil(eij ). It follows that if we construct the filtered
A-module homomorphism Li
τi−→ L′i by setting τi(eij ) = ξ
′
j, 1 ≤ j ≤ si, then G(τi) = ψi. Hence, τi
is a strict filtered isomorphism by Proposition 5.1. Since ψi−1 = G(χi−1), ψi = G(τi), and thus
ψi−1G(ϕi) = G(χi−1)G(ϕi) = G(χi−1ϕi)
G(ϕ′i)ψi = G(ϕ
′
i)G(τi) = G(ϕ
′
iτi),
for each q ∈ N, by the strictness of the ϕj, ϕ
′
j, χj and τi, we have
G(χi−1ϕi)(G(Li)q) = ((χi−1ϕi)(FqLi) + Fq−1L
′
i−1)/Fq−1L
′
i−1
= (χi−1(ϕi(Li) ∩ FqLi−1) + Fq−1L
′
i−1)/Fq−1L
′
i−1
⊆ ((χi−1ϕi)(L− i) ∩ χi−1(FqLi−1) + Fq−1L
′
i−1)/Fq−1L
′
i−1
= ((χi−1ϕi)(Li) ∩ FqL
′
i−1 + Fq−1L
′
i−1)/Fq−1L
′
i−1,
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G(ϕ′iτi)(G(Li)q) = ((ϕ
′
iτi)(FqLi) + Fq−1L
′
i−1)/Fq−1L
′
i−1
= (ϕ′i(FqL
′
i) + Fq−1L
′
i−1)/Fq−1L
′
i−1
= (ϕ′i(L
′
i) ∩ FqL
′
i−1 + Fq−1L
′
i−1)/Fq−1L
′
i−1
= ((ϕ′iτi)(Li) ∩ FqL
′
i−1 + Fq−1L
′
i−1)/Fq−1L
′
i−1.
Note that by the exactness of L• and L
′
•, as well as the commutativity χi−2ϕi−1 = ϕ
′
i−1χi−1, we have
(χi−1ϕi)(Li) ⊆ ϕ
′
i(L
′
i) = (ϕ
′
iτi)(Li). Considering the filtration of the submodules (χi−1ϕi)(Li) and
(ϕ′iτi)(Li) induced by the filtration FL
′
i−1 of L
′
i−1, the commutativity ψi−1G(ϕi) = G(ϕ
′
i)ψi and the
formulas derived above show that both submodules have the same associated graded module, i.e.,
G((χi−1ϕi)(Li)) = G((ϕ
′
iτi)(Li)). It follows from a similar proof of ([LVO], Theorem 5.7 on P.49)
that
(χi−1ϕi)(Li) = (ϕ
′
iτi)(Li). (1)
Clearly, the equality (1) does not necessarily mean the commutativity of the diagram
Li
ϕi−→ Li−1
τi
y∼= χi−1y∼=
L′i
ϕ′i−→ L′i−1
To remedy this problem, we need to further modify the filtered isomorphism τi. SinceG(χi−1ϕi)(σ(eij )) =
G(ϕ′iτi)(σ(eij )), 1 ≤ j ≤ si, if dfil(eij ) = bj , then by (1) and the strictness of τi and ϕi we have
(χi−1ϕi)(eij )− (ϕ
′
iτi)(eij ) ∈ (ϕ
′
iτi)(Li) ∩ Fbj−1L
′
i−1
= ϕ′i(L
′
i) ∩ Fbj−1L
′
i−1
= ϕ′i(Fbj−1L
′
i)
= (ϕ′iτi)(Fbj−1Li),
(2)
and furthermore from (2) we have a ξj ∈ Fbj−1Li such that dfil(eij − ξj) = bj and
(χi−1ϕi)(eij ) = (ϕ
′
iτi)(eij − ξj), 1 ≤ j ≤ si. (3)
Now, if we construct the filtered homomorphism Li
χi−→ L′i by setting χi(eij ) = τi(eij−ξj), 1 ≤ j ≤ si,
then since τi(ξj) ∈ Fbj−1L
′
i, it turns out that
G(χi)(σ(eij)) = G(τi)(σ(eij − ξj)) = G(τi)(σ(eij )) = ψi(σ(eij )), 1 ≤ j ≤ si,
thereby G(χi) = ψi. Hence, χi is a strict filtered isomorphism by Proposition 5.1, and moreover, it
follows from (3) that we have reached the following diagram
· · ·
ϕi+1
−→ Li
ϕi−→ Li−1
ϕi−1
−→ · · ·
χi
y∼= χi−1y∼=
· · ·
ϕ′i+1
−→ L′i
ϕ′i−→ L′i−1
ϕ′i−1
−→ · · ·
in which χi−1ϕi = ϕ
′
iχi. Repeating the same process to getting the desired χi+1 and so on, the proof
is thus finished.
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7. Computation of Minimal Finite Filtered Free Resolutions
Let A = K[a1, . . . , an] be a solvable polynomial algebra with the admissible system (B,≺gr) in which
≺gr is a graded monomial ordering with respect to some given positive-degree function d( ) on A
(see Section 2). Thereby A is turned into a weighted N-filtered solvable polynomial algebra with the
filtration FA = {FpA}p∈N constructed with respect to the same d( ) (see Example (2) of Section 2).
Our aim in this section is to give algorithmic procedures for computing minimal finite filtered free
resolutions over A (in the sense of Definition 6.2). All notions, notations and conventions used before
are maintained.
We start by an arbitrary free left A-module L = ⊕mi=1Aei with a left monomial ordering ≺e
on the K-basis B(e) of L. As in Section 1 we write Sℓ(ξi, ξj) for the left S-polynomial of two
elements ξi, ξj ∈ L. Let N =
∑m
i=1Aξi be a submodule of L generated by the set of nonzero
elements U = {ξ1, . . . , ξm}. We first demonstrate how to calculate a generating set of the syzygy
module Syz(U) by means of a left Gro¨bner basis of N . To this end, let G = {g1, . . . , gt} be a left
Gro¨bner basis of N produced by running Algorithm 1 (presented in Section 1) with the initial
input data U and the ordering ≺e, then every nonzero left S-polynomial Sℓ(gi, gj) has a left Gro¨bner
representation Sℓ(gi, gj) =
∑t
i=1 figi with LM(figi) e LM(Sℓ(gi, gj)) whenever fi 6= 0 (note that
such a representation is obtained by using the division by G during executing the WHILE loop in
Algorithm 1). Considering the syzygy module Szy(G) of G in the free A-module L1 = ⊕
t
i=1Aεi, if
we put
sij = f1ε1 + · · ·+
(
fi −
aγ−α(i)
LC(aγ−α(i)ξi)
)
εi + · · ·+
(
fj +
aγ−α(j)
LC(aγ−α(j)ξj)
)
εj + · · ·+ ftεt,
S = {sij | 1 ≤ i < j ≤ t}, then it can be shown, actually as in the commutative case (cf. [AL],
Theorem 3.7.3), that S generates Szy(G). However, by employing an analogue of the Schreyer
ordering ≺s-ε on the K-basis B(ε) = {a
αεi | a
α ∈ B, 1 ≤ i ≤ m} of L1 induced by G with respect
to ≺e, which is defined subject to the rule: for a
αεi, a
βεj ∈ B(ε),
aαεi ≺s-ε a
βεj ⇔

LM(aαgi) ≺e LM(a
βgj),
or
LM(aαgi) = LM(a
βgj) and i < j,
there is indeed a much stronger result, namely the noncommutative analogue of Schreyer’s Theorem
[Sch] (cf. Theorem 3.7.13 in [AL] for free modules over commutative polynomial algebras; Theorem
4.8 in [Lev] for free modules over solvable polynomial algebras):
7.1. Theorem With respect to the left monomial ordering ≺s-ε on B(ε) as defined above, the
following statements hold.
(i) Let sij be determined by Sℓ(gi, gj), where i < j, LM(gi) = a
α(i)es with α(i) = (αi1 , . . . , αin), and
LM(gj) = a
α(j)es with α(j) = (αj1 , . . . , αjn). Then LM(sij) = a
γ−α(j)εj, where γ = (γ1, . . . , γn) with
each γk = max{αik , αjk}.
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(ii) S is a left Gro¨bner basis of Syz(G), thereby S generates Syz(G).

To go further, again let G = {g1, . . . , gt} be the left Gro¨bner basis of N produced by running
Algorithm 1 with the initial input data U = {ξ1, . . . , ξm}. Using the usual matrix notation for
convenience, we have  ξ1...
ξm
 = Um×t
 g1...
gt
 ,
 g1...
gt
 = Vt×m
 ξ1...
ξm
 ,
where the m × t matrix Um×t (with entries in A) is obtained by the division by G, and the t × m
matrix Vt×m (with entries in A) is obtained by keeping track of the reductions during executing the
WHILE loop of Algorithm 1. By Theorem 7.1, we may write Syz(G) =
∑r
i=1ASi with S1, . . . ,Sr ∈
L1 = ⊕
t
i=1Aεi; and if Si =
∑t
j=1 fijεj, then we write Si as a 1× t row matrix, i.e., Si = (fi1 . . . fit),
whenever matrix notation is convenient in the according discussion. At this point, we note also that
all the Si may be written down during executing the WHILE loop of Algorithm 1 successively.
Furthermore, we write D(1), . . . , D(m) for the rows of the matrix Dm×m = Um×tVt×m − Em×m where
Em×m is the m × m identity matrix. The following proposition is a noncommutative analogue of
([AL], Theorem 3.7.6).
Proposition 7.2. With notation fixed above, the syzygy module Syz(U) of U = {ξ1, . . . , ξm} is
generated by
{S1Vt×m, . . . ,SrVt×m, D(1), . . . , D(m)},
where each 1×m row matrix represents an element of the free A-module ⊕mi=1Aωi.
Proof Since
0 = Si
 g1...
gt
 = (fi1 . . . fit)
 g1...
gt
 = (fi1 . . . fit)Vt×m
 ξ1...
ξm
 ,
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we have SiVt×m ∈ Syz(U), 1 ≤ i ≤ r. Moreover, since
Dm×m
 ξ1...
ξm
 = (Um×tVt×m − Em×m)
 ξ1...
ξm

= Um×tVt×m
 ξ1...
ξm
−
 ξ1...
ξm

= Um×t
 g1...
gt
−
 ξ1...
ξm
 =
 ξ1...
ξm
−
 ξ1...
ξm
 = 0,
we have D(1), . . . , D(r) ∈ Syz(U).
On the other hand, if H = (h1 . . . hm) represents the element
∑m
i=1 hiωi ∈ ⊕
m
i=1Aωi such that
H
 ξ1...
ξm
 = 0, then 0 = HUm×t
 g1...
gt
. This meansHUm×t ∈ Syz(G). Hence, HUm×t =∑ri=1 fiSi
with fi ∈ A, and it follows that HUm×tVt×m =
∑r
i=1 fiSiVt×m. Therefore,
H = H +HUm×tVt×m −HUm×tVt×m
= H(Em − Um×tVt×m) +
∑r
i=1 fiSiVt×m
= −HDm×m +
∑r
i=1 fi(SiVt×m).
This shows that every element of Syz(U) is generated by {S1Vt×m, . . . ,SrVt×m, D(1), . . . , D(m)}, as
desired. 
Next, we recall the noncommutative version of Hilbert’s syzygy theorem for solvable polynomial
algebras. For a constructive proof of Hilbert’s syzygy theorem by means of Gro¨bner bases respectively
in the commutative case and the noncommutative case, we refer to (Corollary 15.11 in [Eis]) and
(Section 4.4 in [Lev]).
7.3. Theorem Let A = K[a1, . . . , an] be an arbitrary solvable polynomial algebra with admissible
system (B,≺). Then every finitely generated (left) A-module M has a free resolution
0 −→ Ls −→ Ls−1 −→· · · −→ L0 −→ M −→ 0
where each Li is a free A-module of finite rank and s ≤ n. It follows thatM has projective dimension
p.dimAM ≤ s, and that A has global homological dimension gl.dimA ≤ n.

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Now, we are ready to reach the goal of this section.
7.4. Theorem Let A = K[a1, . . . , an] be the solvable polynomial algebra fixed in the beginning of
this section, and let L0 = ⊕
m
i=1Aei be a filtered free A-module with the filtration FL0 = {FqL0}q∈N
such that dfil(ei) = bi, 1 ≤ i ≤ m. If N =
∑s
i=1Aξi is a finitely generated submodule of L0 and
the quotient module M = L0/N is equipped with the filtration FM = {FqM = (FqL0 +N)/N}q∈N.
Then M has a minimal filtered free resolution of length d ≤ n (in the sense of Definition 6.2):
L• 0 −→ Ld
ϕq
−→ · · ·
ϕ2
−→ L1
ϕ1
−→ L0
ϕ0
−→ M −→ 0
which can be constructed by implementing the following procedures:
Procedure 1. Fix a graded left monomial ordering ≺e-gr on the K-basis B(e) of L0 (see Section
3), and run Algorithm 1 with the initial input data U = {ξ1, . . . , ξs} to compute a left Gro¨bner
basis G = {g1, . . . , gz} for N , so that N has the standard basis G with respect to the induced filtration
FN = {FqN = N ∩ FqL0}q∈N (Theorem 4.8).
Procedure 2. Run Algorithm 2 (presented in Section 5) with the initial input data E =
{e1, . . . , em} and G = {g1, . . . , gz} to compute a subset E
′
0 = {ei1 , . . . , eim′} ⊂ E0 = {e1, . . . , em} and
a subset V = {v1, . . . , vt} ⊂ N ∩L
′
0 such that there is a strict filtered isomorphism L
′
0/N
′ = M ′ ∼= M ,
where L′0 = ⊕
m′
q=1Aeiq with m
′ ≤ m and N ′ =
∑t
k=1Avk, and such that {ei1 , . . . , eim′} is a minimal
F-basis of M with respect to the filtration FM .
For convenience, after accomplishing Procedure 2 we may assume that E0 = E
′
0, U = V and
N = N ′. Accordingly we have the short exact sequence 0 −→ N −→ L0
ϕ0
−→ M −→ 0 such that
ϕ0(E0) = {e1, . . . , em} is a minimal F-basis of M with respect to the filtration FM .
Procedure 3. With the initial input data U = V , implements the procedures presented in
Theorem 5.4 to compute a minimal standard basis W = {ξj1, . . . , ξjm1} for N with respect to the
induced filtration FN .
Procedure 4. Computes a generating set U1 = {η1, . . . , ηs1} of N1 = Syz(W ) in the free A-
module L1 = ⊕
m1
i=1Aεi by running Algorithm 1 with the initial input data W and using Proposition
7.2.
Procedure 5. Construct the strict filtered exact sequence
0 −→ N1 −→ L1
ϕ1
−→ L0
ϕ0
−→ M −→ 0
where the filtration FL1 of L1 is constructed by setting dfil(εk) = dfil(ξjk), 1 ≤ k ≤ m1, and ϕ1 is
defined by setting ϕ1(εk) = ξjk , 1 ≤ k ≤ m1. If N1 6= 0, then, with the initial input data U = U1,
repeat Procedure 3 – Procedure 5 for N1 and so on.
By Theorem 6.3, a minimal filtered free resolution L• of M gives rise to a minimal graded free
resolution G(L•) of G(M). Since G(A) = K[σ(a1), . . . , σ(an)] is a solvable polynomial algebra by
Theorem 2.4, it follows from Theorem 7.3 that G(L•) terminates at a certain step, i.e., KerG(ϕd) = 0
for some d. But KerG(ϕd) = G(Kerϕd) by Proposition 5.1, where Kerϕd has the filtration induced by
FLd, thereby G(Kerϕd) = 0. Consequently Kerϕd = 0 by classical filtered modules theory, thereby
a minimal finite filtered free resolution of length d ≤ n is achieved for M .
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