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We investigate the stability of an inhomogeneous chiral condensed phase against low energy fluctuations
about a spatially modulated order parameter. This phase corresponds to the so-called dual chiral density
wave in the context of quark matter, where the chiral condensate is spatially modulated with a finite wave
vector in a single direction. From the symmetry viewpoint, the phase realizes a locking of flavor and
translational symmetries. Starting with a Landau-Ginzburg-Wilson effective Lagrangian, we find that the
associated Nambu-Goldstone modes, whose dispersion relations are spatially anisotropic and soft in the
direction normal to the wave vector of the modulation, wash out the long-range order at finite temperatures,
but support algebraically decaying long-range correlations. This implies that the phase can exhibit a quasi-
one-dimensional order as in liquid crystals.
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I. INTRODUCTION
Unveiling the phase diagram of quantumchromodynamics
(QCD) is among the most fundamental issues in quark-
hadron physics. So far, considerable theoretical and exper-
imental efforts havebeendevoted to exploring theQCDphase
diagram [1]; the properties of the high temperature regime
are studied experimentally in ultrarelativistic heavy-ion
collisions, and in ab initio lattice QCD simulations. The
latter are subject to technical difficulties at nonzero net
baryon-number density, the so-called sign problem. In the
near future, data at lower beam energies, relevant for the
exploration of the phase diagram at nonvanishing baryon
density, will be forthcoming. In order to exploit this oppor-
tunity in an optimal way, it is necessary to find appropriate
observables for deciphering the properties of dense and
moderately hot matter in such collisions [2].
In recent theoretical studies of QCD at finite temperature
and density, various inhomogeneous chiral condensed
phases have been proposed (for a recent review see
Ref. [3]). These studies suggest that the conventional
QCD phase diagram should be redrawn. Indeed, it is
possible that the phase structure at high net baryon densities
and moderate temperatures is modified considerably by the
presence of inhomogeneous phases. Thus, the region of the
chiral transition may be extended and the order of the phase
transition may change. These features are gleaned primarily
from mean-field calculations in the Nambu-Jona-Lasinio
(NJL) and quark-meson (QM) models [4,5], and the
Dyson-Schwinger approach to dense QCD [6]. It is also
interesting to note that within the Gor’kov approach to
chiral effective models [7,8] it is found that the QCD
critical endpoint is a Lifshitz point, where the normal,
homogeneous, and inhomogeneous chiral condensed
phases meet. In the large Nc approach to dense QCD,
early studies suggested the emergence of the so-called
chiral density wave [9,10], while in the context of quar-
kyonic matter [11] another inhomogeneous phase, the
so-called quarkyonic chiral spiral, was discussed [12].
The inhomogeneous chiral condensed phases mentioned
above correspond to a one-dimensional modulation
embedded in three spatial dimensions. Some of these
structures are based on extrapolations from analytic sol-
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[13]. Possible extensions to higher-dimensional modula-
tions have been studied, with the result that the one-
dimensional modulation tends to be favored close to the
Lifshitz point [14] and/or at zero temperature [15].
Let us start by classifying the modulations for inhomo-
geneous phases, according to the convention employed in
condensed matter physics. There are basically two types of
one-dimensional modulations: one is of the Fulde-Ferrell
(FF) type [16], characterized by modulations of the phase
of a complex order parameter with constant amplitude,
while the other is of the Larkin-Ovchinnikov (LO) type
[17], where by contrast only the amplitude is modulated.
The FF type includes the dual chiral density wave (DCDW)
[4] and the quarkyonic chiral spiral [12]. On the other hand,
the chiral density wave (a plane wave) [9,10] and periodic
domain walls [5] are of the LO type. In the present paper
we focus on the DCDW, which is of FF type. The DCDW is
characterized by modulated scalar and pseudoscalar
condensates with a constant amplitude Δ and a wave
number q [4],
hψ¯ψi ¼ Δ cos qz; hψ¯iγ5τ3ψi ¼ Δ sin qz; ð1Þ
where ψ is the quark field for two flavors, and τ3 a Pauli
matrix diagonal in the isospin space. This configuration is
akin to σπ0 condensation, obtained in neutron matter within
the sigma model [18], and is thus expected to smoothly
connect between nuclear and quark matter.
Most studies of inhomogeneous chiral condensed phases
so far are based on mean-field calculations. Thus, effects of
thermal and quantum fluctuations have yet to be studied. In
the context of pion condensation, the stability of modulated
condensates against thermal fluctuations has been studied
on the basis of Landau-Peierls arguments [19]. It was found
that in such systems there is no true long-range order with a
nonvanishing order parameter [20]. Instead, such systems
can develop a quasiordered one-dimensional condensate,
with correlation functions that decay algebraically in
space.1 In this paper, we investigate the stability of the
DCDW phase against low-energy fluctuations of Nambu-
Goldstone (NG) modes associated with the spontaneous
symmetry breaking, along the lines of Ref. [20].
The paper is organized as follows. In the next section, we
construct a (3þ 1)-dimensional Landau-Ginzburg-Wilson
effective Lagrangian for general order parameters of the
chiral condensate, which are allowed to be spacetime
dependent, and then apply the formalism to the DCDW
phase. In Sec. III, we discuss the symmetry breaking
pattern and the corresponding NG modes in the DCDW
phase. We also present the dispersion relations for these
low-energy collective excitation modes, by introducing
fluctuations such as amplitudons and phonons/phasons
(NG modes) on the ground state of the DCDW. In
Sec. IV, we investigate the impact of low-energy fluctua-
tions on the order parameter by evaluating the long-range




We start by introducing a 2 × 2 matrix field M as the
ð1=2; 1=2Þ representation of the chiral SUð2ÞL × SUð2ÞR
symmetry. In the following, we shall use the fact that
SUð2ÞL × SUð2ÞR is isomorphic to the four-dimensional
rotation group Oð4Þ. The matrix M can be expressed in
terms of the right and left handed quark fields ψR;L
[25], M ¼ ψ¯LψR. Under the transformations UR;L ¼
exp½−ið~α ~βÞ · ~τ=2, where ~τ is the isospin Pauli matrix
and ~α and ~β are two three-dimensional vector parameters,
the matrix M transforms (to leading order in ~α and ~β) as
Mij → Mij þ i2 ~α · ½~τ;Mij þ i2 ~β · f~τ;Mgij. With the para-
metrization M ¼ σ þ i~π · ~τ, one finds the corresponding
transformation laws for σ and ~π∶ σ → σ − ~β · ~π and
~π → ~π − ~α × ~π þ ~βσ. Thus, the rotation with ~α corresponds
to the vector (isospin) rotation while that with ~β to an axial
vector (chiral or axial isospin) rotation, respectively. We
can then introduce a four-component composite field
ϕT ¼ ðσ; ~πÞ, which transforms as a four-dimensional vector
under Oð4Þ rotations.
Now, we construct a low energy effective Lagrangian
density L with Oð4Þ symmetry in terms of ϕ and its
derivatives,2
L ¼ c2∂0ϕ · ∂0ϕ − V; ð2Þ
V ¼ a2ϕ · ϕþ a4;1ðϕ · ϕÞ2 þ a4;2∇ϕ · ∇ϕ
þ a6;1∇2ϕ · ∇2ϕþ a6;2ð∇ϕ · ∇ϕÞðϕ · ϕÞ
þ a6;3ðϕ · ϕÞ3 þ a6;4ðϕ · ∇ϕÞ2: ð3Þ
Note here that we have assumed that this Lagrangian is
obtained from a microscopic theory, i.e., QCD, by inte-
grating out all higher energy modes. Moreover, in-medium
effects are by assumption implicitly subsumed in the
coefficients, implying a loss of explicit Lorentz invariance.
Thus, in the following, we deal only with the low energy
modes, and study effects of low energy fluctuations on the
inhomogeneous phase. The potential term V is expanded up
to sixth order in powers of the field and fourth order in its
1A similar state is found, e.g., in smectic liquid crystals
[21,22]. See also Refs. [23,24] for a corresponding discussion
on FFLO superconductors/superfluids.
2For nonzero isospin charges, a term of the form 1
2
ϵijklμijQij is
added to the Lagrangian. Here ϵijkl (ϵ1234 ¼ 1) is the antisym-
metric tensor, and μij ¼ −μji the chemical potential for the
isospin density Qij ¼ iðϕi∂0ϕj − ϕj∂0ϕiÞ.
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derivatives, as required for stability of the inhomogeneous
phase at the mean-field level.
Hereafter we set c2 ¼ 1 for simplicity. The expansion
coefficients ai;j in V can be evaluated within effective chiral
models, like the NJL [7] and QM [5,8] models. In the
former, one finds the following relations among them
a4;1 ¼ a4;2 and ða6;1; a6;2; a6;4Þ ¼ ð1=2; 3; 2Þa6;3.
III. LOW ENERGY EFFECTIVE MODES
IN DCDW PHASE
We consider an inhomogeneous time independent chiral
condensate of the DCDW type,
ϕT0 ¼ Δðcos qz; 0; 0; sin qzÞ; ð4Þ
where Δ is a constant amplitude corresponding to
hψ¯eiγ5τ3q·rψi and q is the wave number of modulation in
the z direction. The values of Δ and q are determined by
minimizing the potential term of the Lagrangian. For the
condensate ϕ0, the potential term reads
Vðϕ0Þ ¼ a2Δ2 þ a4;1Δ4 þ a4;2q2Δ2
þ a6;1q4Δ2 þ a6;2q2Δ4 þ a6;3Δ6: ð5Þ
Stability of the inhomogeneous phase is guaranteed by
a6;1 > 0ðor a6;3 > 0Þ; and a6;1a6;3 − a26;2=4 > 0:
ð6Þ
The stationary conditions for q and Δ, ∂V∂Δ ¼ ∂V∂q ¼ 0,
yield
2qΔ2ða4;2 þ 2a6;1q2 þ a6;2Δ2Þ ¼ 0; ð7Þ
2Δ½a2 þ a4;2q2 þ a6;1q4
þ2ða4;1 þ a6;2q2ÞΔ2 þ 3a6;3Δ4 ¼ 0: ð8Þ
They admit three types of solutions:
(i) Normal phase: Δ ¼ 0,
(ii) Homogeneous chiral condensed phase: q ¼ 0;
Δ ≠ 0,
(iii) Inhomogeneous chiral condensed phase: q2 ¼
−ða4;2 þ a6;2Δ2Þ=2a6;1;Δ ≠ 0.
For a given set of coefficients, the phase with the
lowest energy is realized on the classical level. The
coefficients implicitly depend on the medium, and
are thus functions of thermodynamic variables, like
temperature and chemical potentials. Throughout the
paper we do not fix the coefficients, assuming the
DCDW phase is realized for a given set of coefficients.
The general feature of phase boundary is discussed in
Appendix A.
A. Symmetry breaking and Nambu-Goldstone
modes in DCDW phase
In the DCDW phase with nonvanishing Δ and q, the
SUð2ÞL × SUð2ÞR chiral symmetry, as well as the
translational invariance in the z direction and the
symmetry under rotations about the x and y axes are
spontaneously broken. To see the symmetry breaking
pattern explicitly, we first perform infinitesimal trans-
formations corresponding to a spatial translation in the z
direction with a displacement parameter s and a chiral
rotation through the angles ~α and ~β:
ϕ0 → ϕ0 þ Δ
0
BBB@
−ðsqþ β3Þ sin qz
β1 cos qz − α2 sin qz
β2 cos qzþ α1 sin qz
ðsqþ β3Þ cos qz
1
CCCA: ð9Þ
The form of the first and the fourth components implies
that ϕ0 is invariant under a simultaneous spatial trans-
lation and axial isospin rotation about the z axis through
the angle β3, if qsþ β3 ¼ 0. Thus, in the DCDW phase a
locking of axial isospin rotations with translations is
realized. In terms of symmetry generators, there are two
unique orthogonal linear combinations of s and β3; one
corresponding to a broken generator, the other to an
unbroken one. Consequently, the corresponding NG
mode is generated by a transformation with qsþ
β3 ≠ 0, i.e., by one whose generator is broken in the
DCDW phase. In the following, we use β3 ¼ β3ðt; ~xÞ
and s ¼ 0 to generate the NG mode associated with the
broken generator. Similar arguments for the spontane-
ous breakdown of internal and spacetime symmetries
are given in Refs. [26,27].
The rotations through β1 and α2 generate variations
in the second component in Eq. (9). However, the
corresponding NG modes are linearly dependent in
the sense discussed in Ref. [28]. In case of a vanishing
wave number q ¼ 0, only β1 is relevant. Thus, we
generate the corresponding NG mode using β1 ¼
β1ðt; ~xÞ and α2 ¼ 0. Analogous arguments can be
applied the third component in Eq. (9), thus eliminating
α1 in favor of β2.
Spatial rotations about the x-axis by an angle θx
yields a transformation, which is nonuniform in space:
z → z cos θx þ y sin θx. Similarly, the rotations about the
y-axis by θy yields the analogous transformation. However,
the corresponding NG modes and those generated by
translations are also linearly dependent [28].
We conclude that, although there are eight broken
generators for internal and space time symmetries in the
DCDW phase, only three independent NG modes remain.
These can be chosen as the axial isospin rotations generated
by ~β ¼ ~βðt; ~xÞ.
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B. Low energy collective excitations
We now consider a general fluctuation in the DCDW
phase:
ϕ ¼ ðΔþ δÞ
0
BBB@
cos ðqzþ β3Þ cos β2 cos β1
cos ðqzþ β3Þ cos β2 sin β1













Here δ is the amplitude fluctuation, the parameters ~β ¼
fβ1; β2; β3g specifies a rotation in the four-dimensional
space spanned by the σ and ~π fields. Finally, Uðβi¼1;2;3Þ ≔
eiβ1L1eiβ2L2eiβ3L3 , where L1;2;3 are the O(4) (axial isospin)
generators [25]. This parametrization clearly shows that the
displacement in the z direction is equivalent to a chiral










CCCAþOðβ2i ; δβi; δ2Þ; ð11Þ
which exhibits the fluctuation of the amplitude in addition
to the fluctuations corresponding to the NG modes. In the
following we consider local fluctuations, promoting the
parameters δ and ~β to fields δðxÞ and ~βðxÞ, where we use
the compact notation x≡ ft; ~xg.
Plugging the above parametrization into the Lagrangian,
we can systematically derive a low energy effective theory
by expanding in powers of the fluctuation fields δ and ~β. Up
to the second order in the fields, the Lagrangian L ¼R
d3xL reads
L ¼ ð∂0δÞ2 þ Δ2ð∂0~βUÞ2 þ Δ2ð∂0β3Þ2
− ðVδ þ Vδβ þ VβÞ; ð12Þ
where
Vδ ¼ M2δ2 þ a6;4Δ2ð∇δÞ2
þ 4a6;1q2ð∇zδÞ2 þ a6;1ð∇2δÞ2; ð13Þ
Vδβ ¼ 4qΔ½a6;2Δ2δ − 2a6;1∇2δ∇zβ3; ð14Þ
Vβ ¼ a6;1Δ2ð∇2~βU þ q2~βUÞ2
þ a6;1Δ2½ð∇2β3Þ2 þ 4q2ð∇zβ3Þ2; ð15Þ
with the mass term M2 ¼ 4ða4;1 þ a6;2q2ÞΔ2 þ 12a6;3Δ4
and the transverse field ~βU ≡ ~βT cos qz where ~βT ¼
fβ1; β2g. In the above equations the stationary condition
a4;2 þ a6;2Δ2 þ 2q2a6;1 ¼ 0 has been used. For details of
the derivation, see Appendix B. Here we are interested
in the low energy NG modes in the DCDW phase. To this
end, the Lagrangian given above is sufficient.
In order to investigate the thermodynamics of the system,
we now move to Euclidean space: t → −iτ with the period
0 ≤ τ ≤ β where β ¼ 1=T is the inverse temperature. For
Gaussian fluctuations, we obtain the Euclidean action in



























T S−10 ðkÞ GðkÞ






where we have used the shorthand notation: ⨋dk≡ TPn R d3kð2πÞ3, and k ¼ ðωn; ~kÞ with the Matsubara frequency
ωn ¼ 2πnTð≡iωÞ. The inverse propagators in the above matrix notation are given by
S−1δ0 ðkÞ ¼ ω2 − ½M2 þ a6;4Δ2~k2þ4a6;1q2ðkzÞ2 þ a6;1ð~k2Þ2;
gðkÞ ¼ 2iq½a6;2Δ2 þ 2a6;1~k2kz;
S−10 ðkÞ ¼ ω2 − a6;1½4q2k2z þ ð~k2Þ2;
and GðkÞ ¼ ω2 − a6;1ð~k2 þ 2qkzÞ2: ð17Þ
We note that for a nonvanishing wave number q, the δ and β3 fluctuations mix. Moreover, transverse fluctuations ~βT with
different momenta k and kþ 2qzˆ mix, owing to the scattering of fluctuations off the background modulation.
LEE et al. PHYSICAL REVIEW D 92, 034024 (2015)
034024-4
The determinant of the first matrix, S−1δ0 ðkÞS−10 ðkÞþ
g2ðkÞ ¼ 0, yields the dispersion relations of the normal
modes involving δ and β3,
ω2þ ≃M2 þ a6;1½u2zþk2z þ ð~k2Þ2
þ a6;4Δ2~k2 þ A~k2k2z þ Bk4z ; ð18Þ
ω2− ≃ a6;1½u2z−k2z þ ð~k2Þ2 − A~k2k2z − Bk4z ; ð19Þ






Δ4a6.2a6.4Þ=M4, and B≡ −ð2qΔ2a6.2Þ4=M6. Note that in
the massless mode ω−, the sign of u2z− is always positive in
the inhomogeneous phase, and the dependence on the
transverse momentum is subleading, Oðk4Þ. Consequently,
the transverse fluctuations are softer than the longi-
tudinal ones.
Similarly, equating the determinant of the second matrix
to zero, S−10 ðkÞS−10 ðkÞ −G2ðkÞ ¼ 0, we obtain the
dispersion relation for ~βT,
ω2k ¼ a6;1½4q2k2z þ ð~k2Þ2 − a6;1
2k2zð~k2Þ2
4q2 þ 6qkz þ 2k2z þ ~k2
:
ð20Þ
The second term with the negative sign is a higher order
correction of Oðk6Þ, stemming from interactions with the
background modulation. This term is irrelevant for the
effects of low energy fluctuations and is therefore dropped
in the following discussion.
IV. IMPACTS OF LOW ENERGY FLUCTUATIONS
At low temperatures, the low energy fluctuations about
the classical DCDW state dominate. We evaluate the





Higher-order derivative corrections are dropped, with the
assumption that fluctuations at energies above some cutoff
Λ have been integrated out in the effective Lagrangian (2),
which then involves only the low-energy fluctuations, δ
and ~β, explicitly.
We first explore the impact of low energy fluctuations on
the order parameter,
hðΔþ δÞUðβiÞϕ0i ¼ ΔhUðβiÞϕ0i þ hδUðβiÞϕ0i; ð22Þ
where we use the compact notation h  i≡R ½Dδ½DΔ~β    e−SE=Z. In the Gaussian approximation,










































where the fluctuations hβ21;2;3ðxÞi are all logarithmically
divergent due to the soft modes in the transverse directions.
Details of the derivation are given in Appendix D.
Consequently, the low-energy fluctuations wash out the
order parameter, i.e., they destroy the off-diagonal long-
range order,
hðΔþ δÞUðβiÞϕ0i ¼ 0: ð28Þ
This result implies that a DCDW phase with true long-
range order strictly speaking does not exist at nonzero
temperature. Such a phase may, however, be realized in a
modified form, with a quasi-long-range order (QLRO),
analogous to that in the Berezinsky-Kosterlitz-Thouless
phase in two-dimensional systems [29] and in smectic
liquid crystals [22]. As we discuss in the next section, the
quasi-long-range order is characterized by a power-law
decay of the order parameter correlation function.
At zero temperature, on the other hand, quantum
fluctuations are not strong enough to break the modulating
order. In fact, at T ¼ 0 the second order fluctuations are









, obtained by taking the zero temperature limit
of Eqs. (D6) and (D12) in Appendix D.
The results of this section imply that within the Gaussian
approximation the transition temperature of the true
DCDW phase is TDCDW ¼ 0, and the region of T > 0 is
critical (QLRO). Now assume that there is a critical
temperature Tc > 0, where the system becomes unstable
with respect to the formation of a state with a modulated
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order parameter. Then a quasi-one-dimensionally ordered
phase or a phase with true long-range order in two- or three-
dimensional modulations may be realized below Tc [20].
To determine which phase is preferred, one must, in
principle, compare their free energies. Considering the
different nature of these phases, this is a challenging task.
A. Long-range correlations
We now explore the behavior of the correlation functions
in the Gaussian approximation. Since the order parameter is
vectorlike, we define correlation functions among the
components:
fijðxÞ ¼ hϕiðxÞϕjð0Þi: ð29Þ
These correlation functions are spatially anisotropic owing
to the one-dimensional modulation of the background. We
compute the dependence of the isoscalar correlation func-
tion on z. The diagonal components which contribute to the






where β−i ≡ βiðzÞ − βið0Þ. For details we refer to
Appendix E.













Δ2 cos qze−hðβ−3 Þ2i=2: ð33Þ
Here the exponents, hðβ−i Þ2i, exhibit the following func-
















where Λ is an ultraviolet cutoff.
Putting it all together, we obtain the long-range scalar
correlation in the z direction,









where z0 ≡ 2q=Λ2, and T0 ≡ 16πa6;1Δ2uz−. In a similar
manner, we compute the form of the long-range correlation
function in transverse directions,










where x0 ≡ Λ−1, xt is the transverse distance, and the
factor 2 in the exponent of xt=x0 reflects the number of
transverse directions. Note that, in contrast to the longi-
tudinal direction, there is no modulation of the correlation
function in the transverse directions.
In this section we have shown that quasi-long-range
order of the one-dimensional DCDW phase features
algebraically decaying correlation functions at large
distances. The slow decay of the spatial correlations
distinguish the quasiordered phase from normal or dis-
ordered phases, characterized by exponential decays.
Depending on the experimental resolution and finite size
effects, the algebraic correlations can effectively mimic
true long-range order [20,21,29].
V. SUMMARY AND OUTLOOK
In this paper we have explored the soft modes
of an inhomogeneous chiral condensed phase with one-
dimensional modulation, the DCDW phase. We found that
this phase exhibits a flavor-translation locking symmetry
and clarified the counting of Nambu-Goldstone modes. The
dispersion relations for collective excitations, including the
NG modes, were derived. The low-energy modes are
spatially anisotropic and particularly soft in the directions
transverse to the modulation, owing to the lack of terms
quadratic in the transverse momentum in the dispersion
relations. As in smectic liquid crystals, the absence
of such terms is a consequence of the symmetry under
rotations about any axis orthogonal to the modulation
direction [19,22].
Moreover, we have shown that at nonzero temperatures
the DCDW phase exhibits a Landau-Peierls instability,
i.e., the long range order is destroyed by low-energy
(long-wavelength) fluctuations of the order parameter.
Nevertheless, a phase similar to the smectic phases of
liquid crystals, characterized by a quasi-long-range order
with algebraically decaying order parameter correlation
functions, is possible. Such an “algebraic order” can,
depending on the conditions, emulate true long-range
order. In particular, this would be the case, in a finite
systems, where the range of the order-parameter corre-
lations exceeds the size of the system.
The experimental verification of “algebraic order” can
be challenging. The slow decay of the correlations has
been observed by light scattering in smectic-A liquid
crystals [21], by neutron scattering in Bragg glass [30]
and only recently in a two-dimensional system of the
Berezinsky-Kosterlitz-Thouless type [31], by measuring
the coherence of photons emitted in quasiparticle
decays. Whether the quasi-one-dimensionally ordered
DCDW phase could be observed by an appropriate
choice of probes is still an open question. Hence, it
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would be important to systematically explore how the
collective modes in the DCDW phase interact with
external probes such as hadrons (quarks) and photons
(gauge fields).
There are also several theoretical issues, that deserve
further study. In particular, it is known that inhomo-
geneous chiral phases are favored in systems with
vector-vector type interactions, which tend to enhance
the size of the inhomogeneous area [32], and that in the
presence of an external magnetic field the FF type
phase is stabilized, also at finite temperatures, by topo-
logical aspects [33,34]. Moreover, since two- and three-
dimensional condensates with true long-range order are
allowed at any temperature [19], it would be important to
compare the free energy of such phases with that of a
one-dimensional condensate. It would also be interesting
to understand how higher order interactions among the
collective modes modify the soft modes. These may
affect the Landau-Peierls instability of inhomogeneous
phases discussed here.
Finally, the topics discussed here may have an impact
on the physics of compact stars. It has been speculated
that various spatially inhomogeneous phases, like nuclear
pasta phases [35] and hadron-quark mixed phases [36],
could be realized in the interior of such stars. These
could have phenomenological implications, allowing,
e.g., novel cooling scenarios [37]. Thus, it would be
interesting to study the properties of inhomogeneous
chiral condensed phases under conditions relevant for
neutron stars in general and compact stars with quark
cores in particular [38], i.e., in charge neutral matter in β
equilibrium but also at nonzero isospin density [39] and
finite strangeness [40], and also to see how the NG
modes in such phases affect transport properties in the
inner core of compact stars. These topics give interesting
directions for future works.
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APPENDIX A: DISCUSSION ON
PHASE BOUNDARY
We give a general phase structure for the DCDW
type inhomogeneous phase in the coefficient space.
Here we define VðΔ2; q2Þ≡ Vðϕ0Þ for the potential
Eq. (5). The potential at the stationary point with respect
to q, ∂V∂q2 jq¼q0 ¼ 0 where q
2






















≡ AΔ2 þ BΔ4 þ CΔ6: ðA2Þ
VðΔ2; q20Þ has stationary points with respect toΔ atΔ2 ¼ 0,








and Δ2þ corresponds to the nontrivial phase.
To determine the phase boundaries we define the differ-
ence of the potential energies between q ¼ 0 and q ≠ 0 by
VdðΔ2; q2Þ≡ VðΔ2; q2Þ − VðΔ2; 0Þ
¼ q2Δ2ða4.2 þ a6.1q2 þ a6.2Δ2Þ: ðA4Þ
At the stationary point where q ¼ q0, it becomes negative
semidefinite
VdðΔ2; q20Þ ¼ q20Δ2ða4.2 þ a6.1q20 þ a6.2Δ2Þ
¼ −a6.1q40Δ2 ≤ 0; ðA5Þ
because a6.1 > 0 for the stability. The above result
shows that possible phase transitions from ðq ≠ 0;
Δ ≠ 0Þ to ðq ¼ 0;Δ ≠ 0Þ take place at VdðΔ20; q20Þ ¼ 0





∂Δ2 jΔ¼Δ0 ¼ 0 only at
ðq0 ¼ 0;Δ20 ¼ −a4.2=a6.2Þ. This gives the transition con-









Therefore, at the phase boundaries between inhomo-
geneous to homogeneous chiral condensed phases, q
continuously drops to zero, and Δ also changes continu-
ously but may not smoothly, because the potential mini-
mum switches from VðΔ2; 0Þ to VðΔ2; q20Þ. In this case the
potential shape for Δ is of the first or the second order
type, depending on a2 > 0; a4.1 < 0 or a2 < 0; a4.1 > 0,
respectively.
On the other hand, the possible transitions from
ðq ≠ 0;Δ ≠ 0Þ to ðΔ ¼ 0Þ may be of the first (discontinu-
ous) or the second order (continuous) for both q and Δ. In
this case the above argument is also applicable; only
difference is that at the phase boundaries VðΔ20; 0Þ >
VðΔ20; q20Þ ¼ Vð0; 0Þ.
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Note here that the phase structures obtained above do not
describe a first order transition from the DCDW phase to the
hadronic phase obtained in the NJL model in the mean-field
approximation [4], where q becomes discontinuous. It
implies that we need higher order derivative terms ofOð∇6Þ,
and consequently need terms of eighth order of the mass
dimension for the description of the first order transition
from ðq ≠ 0;Δ ≠ 0Þ to ðq ¼ 0;Δ ≠ 0Þ. While, the DCDW
phase obtained from Dyson-Schwinger type approximation
to QCD [6] has boundaries of the first and the second order.
The order of phase transitions depends on microscopic
models and approximations. Since our main purpose is to
investigate the stability of the inhomogeneous chiral con-
densed phase against the low energy fluctuations, the
inclusion of higher derivative terms does not change con-
clusion qualitatively. Also, we do not discuss the fluctuation
effects on the possible modification of the effective potential.
APPENDIX B: EFFECTIVE ACTION
OF FLUCTUATIONS
We derive the effective action of the fluctuations to the
second order of field expansion. It mostly comes from
derivative terms: ð∇ϕÞ2 and ð∇2ϕÞ2. First of all, we rewrite
the field as
ϕðxÞ ¼ ðΔþ δÞUðβiÞϕ0ðxÞ ¼ ðΔþ δÞVðβiÞϕˆ0; ðB1Þ
where V ≡ US with S ¼ eqzL3 , and ϕˆ0 ¼ ð1; 0; 0; 0ÞT .
1. ð∇ϕÞ2 term
We derive the derivative term ð∇ϕÞ2 up to the second
order of fluctuation fields:
∇ϕ · ∇ϕ ¼ ϕˆT0 ½∇δV−1 þ ðΔþ δÞ∇V−1
× ½∇δV þ ðΔþ δÞ∇Vϕˆ0
≃ ð∇δÞ2 þ q2δ2 þ 2Δδðq2 þ 2q∇zβ3Þ; ðB2Þ
where ϕˆT0 ½∇V−1∇Vϕˆ0 ¼ q2 þ 2q∇zβ3 þ q2β23 þ ð∇β3Þ2,
and we have used the stationary condition under which
a4.2, a6.1, and a6.2 terms disappear.
2. ð∇2ϕÞ2 term
We next derive the derivative term ð∇2ϕÞ2:
∇2ϕ ·∇2ϕ ¼ ϕˆT0 ½∇2ðδV−1Þ þ Δ∇2V−1
× ½∇2ðδVÞ þ Δ∇2Vϕˆ0
¼ h∇2ðδV−1Þ∇2ðδVÞi þ Δh∇2ðδV−1Þ∇2Vi
þ Δh∇2V−1∇2ðδVÞi þ Δ2h∇2V−1∇2Vi;
ðB3Þ
where h  i≡ ϕˆT0    ϕˆ0. We expand each term up to
second order of the fluctuation fields. Hereafter we chop
off terms which will disappear together with a4.2, a6.1, and
a6.2 terms under the stationary condition, and the constants.
Omitting total derivatives, we obtain
h∇2ðδV−1Þ∇2ðδVÞi≃ ð∇2δ − q2δÞ2 þ 4q2ð∇zδÞ2; ðB4Þ
h∇2ðδV−1Þ∇2Vi≃ q4δþ 4q∇2∇zδβ3 − 4q3∇zδβ3; ðB5Þ

















 hΔβiðkÞΔβi ðkÞi hΔβiðkÞΔβi ðkþ 2qzˆÞi





S−10 ðkþ 2qzˆÞS−10 ðkÞ−G2ðkÞ
×





Here note that each component of the latter matrix SðkÞ
corresponds to summing all tree diagrams of the









S−10 ðkþ 2qzˆÞS−10 ðkÞ −G2ðkÞ
: ðC3Þ
APPENDIX D: FLUCTUATION EFFECTS
ON THE ORDER PARAMETER
In averaging the order parameter over quadratic fluctua-
tions in Eq. (22), we have used following results:







¼ cos qze−hβ23i=2; ðD1Þ
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¼ − sin qzhδβ3ie−hβ23i=2; ðD2Þ
and similarly for the other contributions.



















where ð ~a; ~bÞ¼ ða;bÞ=c, A2≡ ~a2
4
− ~b> 0, and B2≡ ~a2A. In
the general case where a ¼ c1 þ c2k2t , b ¼ c3k4t , and
































k4t and B2 ≃





Here, in a case that a ¼ 4q2 þ 2k2t , b ¼ k4t , and c ¼ 1,
which leads to
R
dkzω−2− , the integral can be evaluated as
π=2qk2t , where kt is the momentum in the x-y plane.
Hereafter we consider the expectation values of second
order fluctuations in Eq. (22).
1. Second order fluctuations for δ and β3
We evaluate the second order fluctuations by considering
infrared (IR) singularities, and in high-temperature and
low-energy expansion.
First of all, the second order fluctuations for β3 result in
as follows:
S3ðkÞ≡ 2hΔβ3ðkÞΔβ3ðkÞi ¼ S
−1
δ0 ðkÞ
































S3ð0; ~kÞ≃ Tω2− for small j
~kj and ω=T; ðD7Þ
where ω2δ ¼ M2 þ a6.4Δ2~k2 þ 4a6.1q2ðkzÞ2 þ a6.1ð~k2Þ2,
and nðxÞ ¼ ðex=T − 1Þ−1 the Bose distribution function.
Here the T ¼ 0 limit of (D6) reads S3ð0; ~kÞ≃ 12ω−.




































Sδð0;~kÞ≃ Tω2þ for small j
~kj and ω=T; ðD9Þ
where ω2β ¼ a6;1½4q2k2z þ ð~k2Þ2, and the T ¼ 0 limit of
(D8) reads S3ð0; ~kÞ≃ 12ωþ.
Finally, the second order fluctuations for δ and β3 result
in as follows:


















nðω−Þeω−τ þ ðnðω−Þ þ 1Þe−ω−τ
2ω−
−

















for small j~kj and ω=T:
ðD11Þ
From the above results, the second order fluctuations











, and ΔhδðxÞβ3ðxÞi ¼ 12
R
d3k
ð2πÞ3 Sδ3ð0; ~kÞ≃ 0.
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2. Second order fluctuations for β1 and β2
Here for later convenience, we calculate the imaginary time correlations of mean square fluctuation of the β1;2.
For the β1;2 with same momentum,
S11ðkÞ≡ 2hΔβ1;2ðkÞΔβ1;2ðkÞi ¼ S
−1
0 ðkþ 2qzˆÞ
S−10 ðkþ 2qzˆÞS−10 ðkÞ −G2ðkÞ
;






½nðωkÞeωkτ þ ðnðωkÞ þ 1Þe−ωkτ; ðD12Þ
S11ð0; ~kÞ≃ Tω2k for small j
~kj and ωk=T; ðD13Þ
where ωk is the dispersion relation for β1;2 given by Eq. (20), and f1ð~kÞ ¼ ð1 − Yþ1−Y−1Yþ3−Yþ1Þ
−2 ≃ 1 for j~kj≃ 0 with
Yn ≔ ð~k2 − q2Þ2kz→kzþnq. Here the T ¼ 0 limit of (D12) reads S11ð0; ~kÞ≃ 12ωk.
Similarly, for the β1;2 with different momentum,
S12ðkÞ≡ 2hΔβ1;2ðkÞΔβ1;2ðkþ 2qzˆÞi ¼ −GðkÞS−10 ðkþ 2qzˆÞS−10 ðkÞ −G2ðkÞ ;












for small j~kj and ωk=T; ðD15Þ









for T ¼ 0 limit of (D14).




¼ 2 cos 2qz
ZX



















where in the last line the first term gives zero due to the odd function, and the second diverges logarithmically at k ¼ 0 at
finite temperature.
APPENDIX E: ORDER PARAMETER CORRELATIONS

















where A2 ≡ ~a2
4
− ~b > 0, B2 ≡ ~a2  A, and ð ~a; ~bÞ ¼ ða; bÞ=c. In general case where a ¼ c1 þ c2k2t , b ¼ c3k4t , for small kt,
the above integral results in as follows:













































































































































where Λ is the ultraviolet cutoff.






ak2z þ bþ ck4z
¼ π
2cA
ðe−B−z − e−BþzÞ: ðE5Þ
In general case where a ¼ c1 þ c2k2t , b ¼ c3k4t , for small kt, we obtain
π
2cA







































































1. Long-range correlations of diagonal components
In evaluating the long-range correlation functions of diagonal components (29), the following expectation values with
βi ≡ βiðzÞ  βið0Þ are useful:




hδðxÞ cosðqzþ β3 Þi ¼ ∓ sin qzhδðxÞβ3ð0Þie−hβ23i=2; ðE9Þ
hδð0Þ cosðqzþ β3 Þi ¼ − sin qzhδð0Þβ3ðxÞie−hβ
2
3i=2; ðE10Þ
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ð2πÞ3 ½ð1 cos kzzÞS11ð0;
















From the above results, for instance, the f1; 1g component in the z direction reads
f11ðzˆzÞ ¼ hðΔþ δðzÞÞðΔþ δð0ÞÞ cosðqzþ β3ðzÞÞ cos β3ð0Þ cos β2ðzÞ cos β2ð0Þ cos β1ðzÞ cos β1ð0Þi
¼ 1
8












where we have used the fact that hβþi 2i are logarithmically divergent, and terms including hδðzÞβ3ð0Þi ∝ z−1 drop faster
than others for a large distance in the z direction. Also, hδðzÞδð0Þi corresponds to a massive mode, which does not
contribute to the long-range correlations.
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Similarly, in the x-y directions, we can obtain the following results:




hδðxtÞ cos β3 i ¼ 0; ðE18Þ
hδð0Þ cos β3 i ¼ 0; ðE19Þ
hδðxtÞδð0Þ cos β3 i ¼ e−hβ
2
3i=2½hδðxtÞδð0Þi∓hδðxtÞβ3ð0Þihδð0Þβ3ðxtÞi; ðE20Þ





ln ðxtΛÞ2 : ðE21Þ
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