This paper is intended to introduce a two-stage detection method to solve the multidamage problem in bridges. Vibration analysis is conducted to acquire the dynamic fingerprints which are regarded as information sources. Bayesian fusion is used to integrate these sources and preliminarily locate the damage. Then, the RSNB method which combines rough set theory and Naive-Bayes classifier is proposed to simplify the sample dimensions and fuse the remaining attributes for damage extent detection. A numerical simulation of a real structure, the Sishui Bridge in Shenyang, China, is conducted to validate the effectiveness of the proposed detection method. Data fusion based method is compared with single-valued index method at the damage localization stage. The proposed RSNB method is compared with the Back Propagation Neural Network (BPNN) method at the damage qualification stage. The results show that the proposed two-stage damage detection method has better performances in regard to transparency, accuracy, efficiency, noise robustness, and stability. Furthermore, an ambient excitation modal test was carried out on the bridge to obtain the vibration responses and assess the damage condition with the proposed method. This novel approach is applicable for early damage detection and provides a basis for bridge management and maintenance.
Introduction
Rapidly aging bridges are a serious problem in many countries. Bridges deteriorate gradually due to environmental effects and traffic loads, making them commonly structurally deficient over the course of their service life [1] . The early detection of damage is very significant to ensure bridge health and integrity, prevent catastrophic failure, and prolong their service life.
The vibration based damage detection method, as a kind of nondestructive evaluation technique, can be used to detect damage in bridges. Its basic principle is that damage causes changes in the bridge's structural properties which modify the vibration characteristics [2] . There are two general approaches of vibration based damage detection. First is the model updating approach, which involves updating certain parameters to ensure agreement between the experimentally measured modal parameters and the intact finite element model. The primary drawback of this method is that, due to the inevitable errors in modeling assumption and measurement, many models would reasonably match observations, which might lead to the wrong model identification [3] . The second most popular approach is the dynamic fingerprint method. Dynamic fingerprints are functions of the structural physical properties (mass, stiffness, and damping) and modal parameters (natural frequencies and mode shapes). Structural condition can be assessed through comparisons of the tested and intact responses. Although dynamic fingerprints are damage-sensitive they are limited in terms of application to civil infrastructures because the responses extracted from field sensors are readily influenced by environmental noise [4] .
Recently, data fusion based damage detection method has attracted much attention [5] [6] [7] [8] . Structural vibration responses are regarded as multiple sources and then transmitted to the fusion system. It can effectively solve the problems such as limited useful data and weak identification accuracy generally occurring in the field vibration data. Neural network, as a common data fusion technique, has been widely utilized by many researchers to identify structural damage. It mimics human cognitive processes to establish relations between input vibration responses and output damage condition.
Mathematical Problems in Engineering
Papers that discuss neural networks on structural damage detection include, Yeung and Smith [8] , Mehrjoo et al. [9] , Jiang et al. [10] , Min et al. [11] , Shu et al. [12] , Ugalde et al. [13] , and Abdeljaber and Avci [14] . The basic and most important issue of this method is the training of a multilayer feed-forward neural network. A large number of neurons are needed to favor a better approximation, inevitably leading to a more complex system and higher computational cost. In neural networks, the mathematical approximation to describe the input and output relations is a black-box process. The disadvantage is the limited insights into the development of the model, which are hardly understandable by the decision maker [10] .
In this work, we propose the incorporation of several fusion theories with recent developments in artificial intelligence to establish a transparent and efficient damage detection system. The proposed detection process begins by locating the damage through Bayesian fusion; then, damage extent is classified by RSNB method with the combination of rough set theory and Naive-Bayes classifier. To fully illustrate the detection performance of the proposed method, the damage location detection results by Bayesian fusion are compared with those by single-valued dynamic fingerprint. Damage extent detection by RSNB is compared with BPNN in terms of transparency, accuracy, efficiency, robustness, and stability. The overall organization of this paper is as follows: in Section 2, dynamic fingerprints are calculated to acquire damage information. In Section 3, the Bayesian fusion method is employed in order to achieve damage localization. In Section 4, a novel method called RSNB which makes use of rough set theory and Naive-Bayes classifier is presented for damage qualification. In Section 5, an example of application of the proposed method is provided. Conclusions are drawn in Section 5.
Dynamic Fingerprints
The structural damage can be detected by comparing the changes of dynamic fingerprint between the intact and damaged states at the measuring points.
Modal Flexibility Curvature (MFC).
If any damage exists in a bridge, the stiffness will be reduced and cause a change of the flexibility because the structural stiffness matrix and flexibility matrix are reciprocal inversion matrices [15] . The flexibility matrix can be expressed as follows:
where is the th frequency; is the th mode shape vector; is the number of degree of freedoms (DOFs).
Modal flexibility difference can be written as follows:
where F , F are the intact and damaged modal flexibility matrices, respectively. The maximum absolute values in each column of ΔF are chosen to form a row matrix:
Then the modal flexibility curvature is calculated by a central differentiation procedure. It can be expressed as the following [16] :
where ( ) is the th element in the row matrix f; is the distance between two adjacent nodes.
Curvature Mode Shapes Difference (CMSD).
Curvature mode shapes can be obtained from the mode shape displacement [17] .
where ( ) is the modal displacement at node of the th order; is the distance between two adjacent nodes. The structural curvature mode shape difference of each order is given by the following:
where CMS and CMS are the intact and damaged CMS, respectively.
Uniform Load Surface Curvature Difference (ULSCD).
Uniform load surface (ULS) is the derivative of modal flexibility [18] . For a linear system, the modal deflection at node under uniform unit load all over the structure can be approximated as the following:
where , represent the node numbers; ( ) is the modal displacement at node of the th order; is the number of mode orders. Based on the second-order difference principle, uniform load surface curvature can be given by the following:
where is the distance between two adjacent nodes. Uniform load surface curvature difference is defined as the following:
where ULSC , ULSC are the intact and damaged ULSC, respectively. 
Two-Stage Damage Detection System
In this paper, a data fusion based damage detection system is set up. Dynamic fingerprints of every measurement point are sent to the fusion center. Then, a global decision is obtained to locate the damage. The fingerprints of the damaged objects are further used to detect the damage extent. The two-stage structural damage detection system is shown in Figure 1 , and the main procedures are listed as follows:
(1) Calculate the dynamic fingerprints of each measurement point.
(2) Regard the dynamic fingerprints as information sources. Identify damage locations by Bayesian fusion.
(3) Constitute a decision table by the dynamic fingerprints of the suspected damage elements.
(4) Discretize the decision table. Reduce condition attributes by rough set theory.
(5) Train the Naive-Bayes classifier and identify the damage age extent.
Damage Localization Stage Based on Bayesian Fusion.
In a damage detection system, suppose that 1 , 2 , . . . , represent the measurement sensors located in the suspected damage sites or elements to be identified. Information sources
The prior probability ( ) indicates the initial judgment of suspected damage locations before the extracted dynamic fingerprints are taken into account.
The conditional probability matrix can be expressed as follows:
where ( | ) is the probability value of extracted feature from the vibration data in sensor .
( | ) is the posterior probability; the certain damage sites are those with relatively high posterior probability values.
Damage Quantification Based on RSNB Method.
In the second stage, we propose an effective identification method, RSNB, integrated with rough set and Naive-Bayes classifier. Rough set theory [21] is utilized to reduce the attributes of the original decision table formed by the suspected damage elements. Naive-Bayes [22] is utilized to fuse uncertain information in order to classify the damage extent.
Attribute Reduction by Rough Set Theory.
In practice, there is often a great deal of measurement data with a considerable number of attributes. Rough set theory is utilized to reduce redundant features and increase efficiency. In the RSNB method, the dynamic fingerprints of the suspected damage elements are represented in the form of a decision table = ( , ∪ , , ). is the training or testing samples, condition attributes are dynamic fingerprints {MFC, 1st CMSD, 2nd CMSD, 3rd CMSD, ULSCD}, decision attribute is the damage extent, represents a finite set of attribute values, and is an information function such that ( , ) ∈ for every ∈ , ∈ . Attribute reduction can only be applied to consistent decision tables. If all the objects with the same condition attribute belong to the same decision attribute, it is consistent; otherwise it is inconsistent. It can be expressed with POS ( ) [23] .
Given a decision table = ( , ∪ , , ), ⊆ , the -positive region of is
where ( ) and ( ) are -lower and -upper approximations of , respectively. ( ) is called -boundary region of , which represents the difference between ( ) and ( ). If POS ( ) = , the decision table is consistent; otherwise is inconsistent. Inconsistent objects should be deleted before attribute reduction.
After the inconsistent objects are deleted, the heuristic algorithm based on attribute significance is utilized for attribute reduction [24] .
The significance of attribute ∈ − is
where ( ) is the dependence between decision attribute and condition attributes . The process of the attribute reduction begins with a candidate for the reduct comprised of the entire set of condition attributes, which are removed in turn in increasing order according to significance SGF. If the dependence is unchanged, that is, − ( ) = ( ), then removed attribute can be deleted. Otherwise, it should be preserved. The final remaining attributes constitute the reduction set RED.
Acquisition of Independent Variables by Rough Set
Theory. In Naive-Bayes, the attributes 1 , 2 , . . . , should all be conditionally independent of each other. The remaining attributes in the reduction set RED are independent and can be further used to build a Naive-Bayes classifier. The proof procedure is listed as follows.
In a decision table = ( , ∪ , , ), and are condition attributes, and ⊆ , ⊆ .
(
Figure 2: Naive-Bayes structure for damage extent detection with RSNB method. In a decision table = ( , ∪ , , ),
Reductio ad absurdum is used to verify the above proposition. It is assumed that if 1 , 2 are dependent and 2 is dependent on 1 
( ) = 0; the attribute 2 can be deleted, so the assumption is not reliable. 1 , 2 cannot be dependent, so it can be concluded that the attributes in RED are all independent.
Damage Extent Classification by Naive-Bayes Classifier.
After attribute reduction, an optimal decision table is obtained in which the columns are RED that consist of condition attributes 1 , 2 , . . . , and one decision attribute . Here, a Naive-Bayes network is applied to predict the damage extent (Figure 2) .
When a set of new observed dynamic fingerprints new = ( 1 , . . . , ) arrives as the testing sample, the damage extent is predicted by the classification with the highest posterior probability. The damage classification rule is
4. Case Study 
Numerical Simulation.
Because it is impractical to apply physical damage to a real structure for the sake of analysis, a finite element model based on the bridge was built to simulate various damage scenarios. The model was then used to obtain the vibration properties in both the intact and damaged states and to thereby demonstrate the ability of the proposed twostage structural detection method. The bridge was modeled with the BEAM 188 element, where each 0.5 m along the bridge's length requires 101 nodes and 100 elements. The mass density is 2600 kg/m 3 and the elastic modulus is 32.5 GPa. The finite element model of the bridge is shown in Figure 5(a) .
Damage in the numerical model can be simulated by reducing Young's modulus of the specified elements [25] . Damage elements are assumed to be located near the middle of the three spans (elements nos. 15, 50, and 86). For the intact bridge, the natural frequencies of the first three orders are 7.4894 Hz, 11.636 Hz, and 13.03 Hz; the mode shapes are shown in Figures 5(b)-5(d) .
Influence of Data Discretization in RSNB.
The rough set is just available to deal with discrete values. The aim of discretization is to classify the scope of continuous values into finite small intervals and then regard them as categorical features. The discretization course should make no change of the former indiscernible relation. In this paper, -means clustering algorithm is used to discretize attribute values [26] . The discretization level or number of clusters for partition intervals critically influences the classification accuracy. The optimal selection of the number of clusters is studied in the following.
6
Mathematical Problems in Engineering With regard to the noise level = 15%, 6 kinds of damage patterns (5%, 10%, 15%, 20%, 25%, and 30%) are studied. The detection results with different clusters are listed in Tables  1-5 . Figure 6 shows the influences of " " on IA for every classification under 15% noise.
From the results listed in Tables 1-5 , it can be observed that when < , the decision table is inconsistent. Inconsistent objects should be deleted which might decrease the prior probabilities and further influence IA. When = − 1, only a small portion of objects needs to be deleted. That means it will not greatly affect the prior probability. The number of remaining attributes is around 10 when compared to 15 of the original table. This means that 1/3 of the attributes can be reduced. Therefore, the results are acceptable when = − 1.
When < − 1, a massive number of objects need to be deleted. The great loss of objects will greatly influence the prior probability and sometimes a pattern will disappear and cannot go to the next step for classification (e.g., in Table 3 , = 4, = 2). Consequently, the RSNB method cannot be applied when < − 1.
When ≥ , the decision table is consistent and the prior probability cannot be changed. When = or = + 1, the number of remaining attributes is around 2 when compared to 15 of the original table. Then the storage space of the decision table is released to the minimum. The identification accuracy "IA" is close to 100%. Therefore, we can achieve the optimal results when = or = + 1. When > + 1, the number of remaining attributes is around 5 when compared to 15 of the original table. The lowest IA is 95%, as shown in Table 1 . The highest IA is 99.8%, as shown in Table 4 .
From Figure 6 , different numbers of clusters ranging from 2 to 7 were tested. The best results are obtained when the number of clusters is equal to the number of patterns, that is, = . When > , the IA remained 100% at = + 1 and then gradually decreased. When < , IA rapidly dropped and sometimes the damage patterns cannot be classified. However, the results are still acceptable if = − 1.
Comparison between Data Fusion and Single Dynamic
Fingerprint. To verify the ability of data fusion based damage detection method, the fusion damage localization results are compared with those obtained via single dynamic fingerprint. It is assumed that 5% damage occurs in elements 15, 50, and 86. The first three frequencies and vertical mode shapes of the intact and damaged states are acquired from the numerical model. In order to compare the noise robustness of the two methods, 15% noise is added to the mode shapes [27] . Five dynamic fingerprints MFC, 1st CMSD, 2nd CMSD, 3rd CMSD, and ULSCD of each element are calculated by (1)- (9) and normalized into probability values for Bayesian fusion. Damage location detection is based on Bayes' Theorem (see (10) ); objects 1 , 2 , . . . , represent the damage sites or elements to be identified. Five information sources 1 to 5 represent the MFC, 1st CMSD, 2nd CMSD, 3rd CMSD, and ULSCD, respectively. As there is no prior information of initial drawback of the bridge, the concrete of the beam is assumed to be homogeneous isotropic material, the prior probability of each element is equivalent, and ( ) = 1/100 ( = 1, 2, . . . , 100). The elements with relatively higher posterior probability values are identified as damage sites.
The fusion damage localization results under 15% noise are compared with those obtained via single normalized dynamic fingerprint method as shown in Figures 7-12 .
As shown in Figures 7-11 , under 15% noise, we found that the identification results undergo a large amount of interference and that correct damage locations are not possible to be obtained with only a single dynamic fingerprint method. After Bayesian fusion, the probability values of the three damage elements are apparently higher; their fusion probabilities are 0.14, 0.35, and 0.27, respectively. The values of other elements do not exceed 0.05 and are nearly 0, so the Bayesian fusion method is more sensitive to damage and more resistant to noise. It can also effectively reduce the number of potential damage sites identified. In particular, this method can localize the damage sites even if the damage is 5%, it can realize early detection of structural failure. 
Comparison between BPNN and RSNB.
After the localization stage, three suspected elements (elements nos. 15, 50, and 86) are extracted for damage extent detection. Two kinds of fusion methods are applied to compare the identification results. One is the proposed RSNB method; the other is Back Propagation Neural Network (BPNN). They are compared in terms of system transparency, identification accuracy, efficiency, noise robustness, and stability under small sample sizes.
(1) System Transparency. For the BPNN method, as shown in Figure 13 , a three-layer neural network is selected: 15 neurons in the input layer indicate the dynamic fingerprints of the damage elements which have been identified at the localization stage; 1 neuron in the output layer indicates the damage extent; 30 neurons are in the hidden layer (twice as the neurons in the input layer). The other parameters are determined as follows: learning rate lr = 0.1; error goal = 0.0000005; and maximum iterations Epoch = 400. The hidden layer of BPNN is treated as a black-box; the process of neural networks often manifests in an unclear way that does not allow people to retrieve and understand the exact relationship between the provided information and the final decision. Moreover, it is well known that, due to their strong nonlinear behavior, the neural networks require a large number of neurons to deal with complex systems, which will lead to a more complex model and higher computational cost. For the RSNB method (Figure 14) , 15 input dynamic fingerprints are regarded as the original condition attributes. The optimal number of clusters for data discretization can be determined according to Section 4.2.1. Compared with the BPNN method, the proposed RSNB manifests in a clear way for damage extent identification. The attribute reduction process involves calculating the significance SGF of every condition attribute. The Naive-Bayes classifier obtains the final classification through calculating the prior and conditional probabilities. Hence, the whole system of the RSNB method is absolutely transparent. Therefore, the decision maker can fully control its origin and meaning, which is encouraged to apply on the damage detection.
(2) Identification Accuracy, Efficiency, Noise Robustness, and Stability. In the following, four damage patterns (5%, 10%, 15%, and 20%) are examined under various noise levels to compare the detection ability of the two methods in regard to accuracy, efficiency, and robustness.
To compare the robustness of BPNN and RSNB to variations in sample size and noise level, the identification accuracy (IA) and runtime of the two methods when = 4 are shown in Figures 15 and 16 . From these results, the following phenomena can be observed.
Firstly, with the BPNN method, IA decreases as the noise level "p" increases. It is shown that when = 50, the decline rate of IA is 31.1% (from 96.5% to 66.5%). However, although the noise level increases, the IA with the RSNB method is still as high as 100%. This indicates that the RSNB method has better antinoise capacity than the BPNN method.
Secondly, it can be observed that the BPNN method cannot get an ideal detection result if the sample size is not large enough. The BPNN algorithm needs enough training samples to adjust the weighted-coefficient and threshold values in order to establish the relations between parameters. From Figure 15 , the IA with BPNN drops a lot under a small sample size such as = 50 or 75. Therefore, the IA is obviously lower when = 50 or 75 than = 100 or 200. Nevertheless, the IA with RSNB method is not influenced by the sample size. Even if = 50, it can still get a high IA value. The relationship between the computational cost and the sample size can also be revealed. In BPNN, the runtime rises as the sample size increases. However, the runtime values did not have much change in RSNB. This is due to the fact that calculating the conditional probabilities in RSNB is more efficient than nonlinear learning in BPNN.
Thirdly, under the same noise level and sample size, the RSNB method possesses a better damage detection capacity in accuracy and efficiency. Even if = 50, p = 25%, the IA is as high as 100% in RSNB compared with 66.5% in BPNN. As the sample size enlarges, when = 200, the maximum runtime is 0.0589 s. This is almost the same as 0.0581 s when = 50 in RSNB. As a contrast, in BPNN, when = 200, the maximum runtime is 2.508 s. This is almost six times as much as the cost of 0.446 s when = 50. This implies the RSNB method performs more stably under high noise level and small sample size than BPNN method.
In conclusion, the advantages and drawbacks of each method are summarized in Table 6 .
Ambient Excitation Modal Test

Experimental
Procedures. An ambient test was carried out on Sishui Bridge on May 19, 2017 , to verify the applicability of the RSNB method. The pieces of equipment required in this test are as follows: velocity sensor DH5907A module (wireless), modem, large capacity power bank, WiFi, and GPS. The frequency range of the DH5907A module is 0.12 Hz∼78 Hz. The velocity sensors used in this ambient test are shown in (Figure 18 ).
The response of the bridge due to ambient vibration is analyzed by Dong Hua Mode Analysis (DHMA) software. After spectrum analysis, the natural frequencies can be identified by larger peaks of the spectrum curve shown in Figure 19 . The comparison of frequency and mode shape results from ambient test and numerical simulation is illustrated in Table 7 and Figure 20 , respectively. In order to show the changes obviously, the mode shapes are normalized to unity. 
Analysis Results.
Since a limited number of sensors are utilized in practice, the mode shapes of the 9 measurement points are refined by spline curve fitting [28] . The dynamic fingerprints MFC, CMSD, and ULSCD are calculated according to (1)- (9) and then regarded as information sources and fused according to (10) . The damage location detection result of the 9 points is illustrated in Figure 21 . After Bayesian fusion, the probability values of measurement points 2 and 5 are apparently higher and they are identified to be the suspected damage elements. Then the damage extent of Sishui Bridge is assessed with the RSNB method; the process is shown in Figure 22 . The damage pattern of the bridge is estimated to be 5%, 10%, and 15%. As described in Section 4.2.1, when the number of patterns = 3, the optimal number of clusters is = 3 for data discretization. Instead of extracting all the vibration indexes, only 2 remaining attributes are required for damage classification; they are 2nd CMSD of points 2 and 5; the two values are considered as a testing sample and sent to the Naive-Bayes classifier. The classification results are 100%, 0%, and 0% corresponding to the damage levels 5%, 10%, and 15%. Thus, the damage extent is identified to be around 5%.
The damage level of Sishui Bridge is assessed to be small. Routine damage detection is suggested for the bridge to avoid further deterioration. 
Conclusion
This paper presented a novel damage detection method of bridges. At the damage localization stage, dynamic fingerprints calculated by the vibration responses are fused via Bayes' Theorem to identify the damage sites. At the damage quantification stage, an innovative approach based on rough set theory and the Naive-Bayes classifier is introduced as a highly interpretable and efficient method. The most notable conclusions of this study can be summarized as follows:
(1) Bayesian fusion is more effective in resisting noise and locating damage than the use of individual dynamic fingerprints. The localization stage can minimize the potential damage sites and enhances the calculation efficiency.
(2) The -means clustering algorithm is utilized for data discretization. The number of clusters impacts the identification accuracy. The sample simplicity and identification accuracy are optimal when = or = + 1. The result when = − 1 is still acceptable, though some objects are deleted for the sake of inconsistency in the decision table.
(3) Naive-Bayes classifier is simple in structure and quick to calculate; however, it has a rigorous restriction that each variable should all be conditionally independent of its nondescendants. The reduction property of rough set theory can reduce sample dimensions and acquire independent variables for Naive-Bayes. Compared to the BPNN method, the RSNB lends advantages in transparency, accuracy, efficiency, noise robustness, and stability under small sample sizes.
(4) An ambient excitation modal test was carried out on the bridge to validate the applicability of the proposed method. The damage extent of Sishui Bridge is classified to be 5%; routine damage detection is suggested to avoid further deterioration. The bridge type selected for the case study is common throughout China in terms of its span and structural details, suggesting that the results obtained here could be replicated with a large number of existing bridges.
Notations
:
Number of training (testing) samples of each pattern : Numberofpatterns :
Noise level : Numberofclusters IA:
Average ratio of correct identification samples to total samples of patterns NA:
Number of remaining attributes RED: Reduction set lr:
Learning rate Epoch: Maximum iterations.
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