It is well known that it is necessary to introduce a length scale parameter in a continuum damage mechanics model to correctly simulate strain localization. The second gradient model, a special case of kinematically enriched continua, considers an internal length parameter by taking into account the second-order derivatives of the displacements in the virtual power principle. In this paper, we show that the original second gradient finite element of Chambon and co-workers can present spurious oscillations, especially for mode I crack propagation problems. After providing the plane stress second gradient constitutive law, we propose to add a penalty term in the original formulation in order to improve numerical convergence and to avoid spurious oscillations in the local variables distributions. Two numerical examples using classical damage mechanics laws, a three-point reinforced concrete beam and a trapezoidal notched specimen are used to test the performance of the formulation. Parametrical studies are also shown on the influence of the penalty parameter. The problem of unrealistic damage spreading for damage values close to 1, occurring often in mode I crack propagation problems, is finally discussed.
Introduction
In order to correctly simulate softening in concrete structures, a continuum damage mechanics model with a length scale parameter can be adopted. The scientific literature on continuum mechanics models, which include such a length scale is vast and includes different approaches, some of them directly linked to the physical phenomenon leading to softening, while others being more ad hoc, aiming at explicitly introducing the length scale that governs the width of the localization band.
The so-called 'strongly non-local' models (see Maugin, 1979 on the concept of strong and weak non-locality) introduce the length scale by explicitly adding a spatial dependency in the constitutive equations, generally via an integral over space. In the case of damage mechanics for example, the damage parameter or the equivalent strain is often defined as an integral of the classical local equivalent variable (Pijaudier-Cabot and Bazant, 1987) . Damage can be also introduced in a gradient form, see the works in Peerlings et al. (1996) , Peerlings et al. (2001) and de Borst et al. (1998) . The more recent thick level-set model (Moe¨s et al., 2011) offers the advantage of a thermodynamically sound approach with a non-constant internal length (helping thus to automatically control the evolution of the localization zone) and a smooth transition from damage to fracture. A non-constant internal length is also introduced in Pijaudier-Cabot et al. (2004) , Giry et al. (2011) and Rastiello et al. (2018) . Finally, the link between a discrete and a nonlocal continuum has been recently studied in Challamel et al. (2015) .
The kinematically enriched models, whether micromorphic or of the higher order gradient type (see e.g. Forest and Sievert, 2006 for a classification), add an additional kinematic description of the continuum that implicitly introduces a length scale and thus makes them suitable for strain localization problems. It should be noted that this enriched description can modify the behaviour of the structure even before the onset of localization (by introducing e.g. a size effect). In fact, these generalized continua were not originally specifically developed to deal with strain localization. They can be traced back to the work of the Cosserat brothers in the early twentieth century (Cosserat et al., 1909) . The idea was then to introduce additional rotational degrees of freedom in the continuum medium. In the 1960s, Mindlin (1964) , Toupin (1962) and Eringen (1966) developed their own versions of kinematically enriched continua. Later on, these approaches were somewhat unified by Germain in a general framework using the virtual power principle (Germain, 1973) . Applications of these early works dealt, among other things, with wave dispersion, boundary layer effects (surface tension) and piezoelectric materials (see Maugin, 2010 for a detailed history of the generalized continuum mechanics). One of the earliest use of generalized continua as a way to regularize the problem of strain localization was introduced by Muhlhaus and Vardoulakis (1987) who adopted a Cosserat-type continuum, well suited for granular materials, to correctly model shear banding.
Several years latter, Chambon, Caillerie and Hassan gave a closed form solution for the onedimensional problem of strain localization in a bar with a bilinear type constitutive law in a second gradient continuum (Chambon et al., 1998) . This was soon followed with several applications for plane strain shear banding (Matsushima et al., 2002; Collin et al., 2006; Kotronis et al., 2008; Sieffert et al., 2009 ) mostly in soils, using constitutive models based on plasticity. Similar approaches were also recently used in the framework of damage mechanics combined with homogenization techniques by Li (2011 , see also Kotronis et al. (2005) , Yang and Misra (2012) , Jouan (2014) and Jouan et al. (2014) for application in concrete structures.
Different choices are possible in order to introduce a dissipative mechanism (whether damage, plasticity or a coupling of both) within an enriched kinematics medium. The general framework is now well established for elastoplastic constitutive laws (see e.g. Chambon et al., 2001 and Sievert, 2003) even if the best-suited formulation is not always evident. In the case of damage mechanics however, often adopted to simulate the behavior of concrete structures, a similar general framework is to our knowledge still lacking.
The purpose of this paper is first to illustrate the spurious oscillations that can sometimes appear when using the original second gradient finite element of Chambon et al. (2001) and Matsushima et al. (2002) , especially for mode I crack propagation problems, often occurring in concrete. After providing the plane stress second gradient elastic constitutive law, the original formulation is improved by adding a penalty term in order to enforce the adopted kinematic condition. The ability of the improved formulation to correctly simulate elastic damage-induced strain localization under plane stress conditions is studied with two examples: a three point-reinforced concrete bending beam test and a trapezoidal notched specimen. Parametrical studies are performed to study the influence of the penalty parameter. Finally, the problem of unrealistic damage spreading occurring mostly in mode I crack propagation problems is highlighted and discussed.
The following notations are adopted hereafter: the Latin indexes (i to r) vary from 1 to 3, the upper script ? represents a virtual variable, the partial derivatives are denoted as u i,j ¼ @u i =@x j , 
Second gradient model
Considering a body of domain and of boundary À, the general formulation of a second gradient model using the virtual power principle can be written as follows (Chambon et al., 1998; Matsushima et al., 2002) :
where ij is the macro stress (the classical second order stress tensor), AE ijk the double stress (a thirdorder tensor) and p i and P i , respectively the first-(classical) and second-order surface traction (firstorder tensors).
The original finite element formulation
The displacement field needs to be of class C mÀ1 for the approximate finite element solution, where m is the highest order of derivation appearing in the weak form of the equilibrium (Zienkiewicz and Taylor, 2005) . For the second gradient model, this implies the use of finite elements with C 1 continuity. Such elements have been used in the 1D case by Chambon et al. (1998) but are more difficult to construct for 2D and 3D problems (see however Zervos et al., 2001 and Fischer et al., 2010) .
One way to circumvent the difficulties of the C 1 continuity is to adopt a mixed formulation and to interpolate the gradient independently from the displacement field (Matsushima et al., 2002; Shu et al., 1999) . More specifically, the displacement field u i and its gradient noted v ij are both interpolated with C 0 functions since only first-order derivatives appear in the weak formulation provided either by the virtual power principle of a general micromorphic media with a kinematic constrain (Chambon et al., 2001) or by integration of the strong form of the equilibrium equations (Shu et al., 1999) . In the former case, we can directly write: Z
with the added kinematic constraint (in weak form):
where ij is the field of Lagrange multipliers associated with the kinematic constraint. For the second gradient model, Matsushima et al. (2002) and Be´suelle (2003) originally developed a nine noded finite element with the displacement field interpolated by biquadratic functions of the Serendipity type and the gradient field by bilinear functions. Lagrange multipliers are uniform on the element (calculated only on the node in the middle) while numerical integration is performed using a classical Gauss scheme (Be´suelle, 2003) , see figure 1.
Plane stress linear elastic second gradient constitutive law
Two constitutive laws are needed in the second gradient model, one for the first gradient part and one for the second gradient part. The constitutive law for ij depends on the first gradient of the displacements while AE ijk is a function of the second gradient of the displacements (Mindlin, 1965) . We present in the following the derivation of the second-order linear elastic plane stress constitutive law, starting from the first-order classical one. Consider a bidimensional problem in the Cartesian coordinate system (x 1 , x 2 ) and a homogeneous isotropic elastic first-gradient constitutive law:
where and are the Lame´coefficients. Under the plane stress hypothesis, all components of the stress tensor ij depending on the out of plane vector x 3 (i.e. 13 , 23 and 33 and their symmetric parts 32 and 31 ) are zero. Moreover, the remaining three components 11 , 22 and 12 are functions of x 1 and x 2 but are independent of x 3 , i.e. they do not vary through the thickness (Timoshenko and Goodier, 1951) . As usual, equation (4) combined with the plane stress assumption implies that " 31 ¼ " 13 ¼ 0 and " 32 ¼ " 23 ¼ 0, while the expression of the orthogonal stress 33 (equation (5)) gives " 33 proportional to the bidimensional strains " 11 and " 22 as follows:
Under the small perturbation hypothesis, we have " ij ¼ 1 2 ðu i,j þ u j,i Þ and therefore all the strain components depend only on the in-plane (x 1 , x 2 ) displacement field.
For the linear isotropic elastic case, the relationship between the double stresses and the second gradient of the displacements takes the following form (Mindlin, 1965; Matsushima et al., 2002) :
where K ijk ¼ u i,jk and a 1 to a 5 five independent material parameters.
Soufflet et al.
Under the plane stress hypothesis, all components of the double stress tensor AE ijk depending on the out of plane vector x 3 are zero. AE ijk has therefore only eight components (AE 111 , AE 112 , AE 121 , AE 122 , AE 211 , AE 212 , AE 221 , AE 222 ). As already mentioned, the displacement field is independent of x 3 . Furthermore, the second gradient strains related to the zero first-gradient strains " ij are also equal to zero. The strain gradients K ijk , defined as higher order derivatives of the strains u i,j are therefore calculated as follows:
We can thus identify that the following 12 tensorial components (
Looking at the out of plane strain, we can also deduce that K 333 ¼ 0. In total, 19 out of the 27 components of the constitutive tensor of the second gradient constitutive law are equal to zero and one finally finds the same equation as under the plane strain hypothesis (Chambon et al., 2001 ). The number of parameters of a constitutive model is a crucial issue. While few parameters are sometimes not able to reproduce precisely the material behavior, they can allow a clearer view of what is happening and ease the calibration procedure. For these reasons, Matsushima et al. (2002) 
Other assumptions are of course possible. Fernandes et al. (2008) proposed for example a 'dilation second gradient' model, imposing a different relation between the five independent parameters. It should be noted however that the choices made to reduce the number of parameters can influence the ability of the model to reproduce the different localization modes. For example, a 'second gradient Cosserat' model can be derived from the general second gradient model (Chambon et al., 2001 ) but this model is unable to deal with mode I localization. Analytical solutions and 1D calculations can be adopted to calibrate the material parameter B, see a proposed methodology in Jouan et al. (2014) . Inverse analysis can be also performed on displacement fields (obtained e.g. via Digital Image Correlation), as well as experimental measurements of the width of the localisation band.
First gradient constitutive law
In their work, Chambon and co-workers often consider the first gradient constitutive law decoupled from the second gradient one. With this assumption, it is straightforward to adopt classical constitutive laws (e.g. based on plasticity or damage mechanics) for the first gradient part. The authors showed that this framework regularizes stain localization problems as the second gradient linear elastic law acts as a penalty term for the strain gradients, ensuring that strains localize in a band of finite size. They provided several applications in soil mechanics (Matsushima et al., 2002; Kotronis et al., 2008; Collin et al., 2009; Pardoen et al., 2014) .
In this article, the first and second gradient constitutive laws are considered decoupled, a classical damage mechanics law is used for the first gradient part while the second gradient law is linear elastic. Damage acts therefore only on the first gradient constitutive law and is a function of the first gradient of the displacements. It should be noted however that the introduction of damage on the second gradient part has been studied by different authors (Kotronis, 2008; Li, 2011; Li et al., 2011; Yang and Misra, 2012) . In Kotronis (2008) and for a 1D case, it is shown that a carefully formulated coupling of the first and the second gradient laws leads to an a priori control of the width evolution (constant, increase or decrease) of the localisation zone.
Improved formulation of second gradient model Spurious oscillations observed with the original formulation
In order to illustrate the spurious oscillations problem that can occur when using the original second gradient formulation, a three points bending test on a reinforced concrete beam is simulated hereafter. The concrete beam has the following geometrical characteristics: thickness b ¼ 200 mm, height h ¼ 500 mm and span 5000 mm. The tested beam and the steel reinforcement are shown in Figure 2 .
The finite element mesh consists of 5180 elements, 4148 of which are second gradient elements and 1032 truss elements representing the horizontal reinforcement. The average size of the concrete elements is of 0.02 m Â 0.035 m. The two supports (the two points at the bottom of the specimen, see Figure 2 ) are blocked vertically while the right support is also blocked horizontally. For the finite element calculations, monotonically increased displacements are applied at the upper part of the beam through an elastic plate, which is very stiff compared to the other materials.
At both supports at the bottom of the beam and on the upper part, where the displacements are applied, an elastic linear law is introduced to prevent any artificial numerical damage. A classical damage mechanics law is used for the first gradient constitutive law (Mazars, 1984) , where the scalar damage parameter D is a function of an internal variable depending on the loading history and on the equivalent strain eq , through the definition of a loading function (equation (9)) and the Kuhn-Tuker conditions (equation (10)):
The equivalent strain (Mazars, 1984 ) is defined by:
where h i i þ is the positive part of the principal strains. The damage evolution takes into account the contribution of traction and compression to better represent the concrete behavior (Mazars, 1984) :
where is a function of the equivalent strain eq , the positive part of the principal strains 5 i 4 þ and of the principal strains due to positive principal stresses
Figure 2. Three points bending test: beam dimensions and steel reinforcement (Ghavamian et al., 2003; Jason, 2008) .
The evolutions of d t and d c are given by:
where A t , A c , B t , B c and are material constants. The concrete material parameters of the first gradient law are finally provided in Table 1 , see also Jouan et al. (2014) . An isotropic linear elastic constitutive law is adopted for the second gradient part depending on a single material parameter B ¼ 1:5MN, following equation (8) . No coupling is assumed between the first and the second gradient constitutive laws.
An elastic perfectly plastic law is used for the reinforcement and a perfect bond is assumed. The steel material parameters are given in Tables 2 and 3 (where y the yield stress and HA states for 'high adherence'):
In Jouan et al. (2014) , we were able to obtain good results for the global force displacement curve. However, a closer look at the damage distribution reveals an oscillation of its value inside the second gradient finite elements. Figure 3 shows the damage distribution in the entire beam as well as two close ups. In the first close up, the damage field (zoom) corresponds to the red square sketched on the beam. The damage variable is monitored at each of the four gauss points of the second gradient elements. Then, interpolation is made independently inside each element. This permits to better illustrate the oscillations as interpolation on a larger domain 'smooths' artificially the results. It can be observed that in the localization bands and inside certain finite elements some integration points present an increasing damage variable while others are unloading. Looking at the distribution of one component of the derivative of the displacement, say u 1,1 , calculated by deriving the displacement field ( Figure 4 ) and comparing it to its corresponding gradient field, v 11 in this case ( Figure 5 ), it is clear that both fields are not equal at each integration point but only on average on the element. Within the localization bands, the values of u i,j may oscillate.
The damage variable, function of the strains computed by deriving the displacement field (and not through the v ij component) can thus oscillate just as the displacement derivatives do. This is due to the fact that the original mixed formulation implies that the constraints imposed by the Lagrange multipliers are verified on average on each element (one Lagrange multiplier per element is adopted). However, on a specific integration point the value of the independently interpolated gradient field v ij can significantly differ from the value calculated from the derivative of the displacement field u i . The oscillations are therefore a consequence of the chosen finite element formulation. Figure 6 illustrates this situation on a single finite element (where and are the local element coordinates). The distribution of the v 11 component is different from the distribution of u 1,1 but the equality of both fields is verified on average (a 2 by 2 Gauss numerical integration scheme is adopted). This can lead to damage oscillation, one of the main sources of the convergence problems encountered in Jouan et al. (2014) .
Addition of a penalty term
A way to improve the numerical performance of the original mixed second gradient finite element formulation is to add a penalty term to enforce the kinematic constraint (while keeping the Lagrange multipliers) (Jouan, 2014) . A similar approach was proposed by (Fernandes et al., 2008) in the context of plasticity. Noting C the penalty factor, the weak formulation of the problem becomes: Z
Remark: An alternative technique is to use the continuous field v ij , instead of the derivative of the displacement u i,j , to compute the equivalent strain used to calculate the damage value of the first gradient constitutive law (for detailed information see Jouan, 2014) . In this way, spurious oscillations are avoided. This latter approach, although simpler to implement and providing good results, has the disadvantage of modifying the damage mechanics constitutive law. This approach is not further investigated in this article.
In the next section, two numerical examples are provided to illustrate the performance of the penalty term method: the three points bending test on a reinforced concrete beam revisited and a trapezoidal notched beam.
Numerical applications
The second gradient model has been mainly used in soil mechanics, where strains localize in shear bands (mode II crack propagation, see e.g. Matsushima et al., 2002 , Sieffert et al., 2009 ). In concrete structures however, cracks often propagate according to mode I and therefore the strain localization phenomenon significantly differs. Two cases of mode I problems are studied hereafter using the second gradient finite element with the penalty term: the reinforced concrete beam submitted to a three points bending test and a trapezoidal notched specimen.
In order to study the influence of the penalty factor on the global numerical results (forcedisplacement curve), a relative error is computed for the two cases, based on the derivative of the displacement field u i,j and the gradient of the displacement field v ij (Fernandes et al., 2008) : The penalty factor C is a dimensionalized by dividing it by the initial Young modulus E 0 to better compare the results.
The three points bending test on a reinforced concrete beam (revisited)
The three points bending test is modelled hereafter using the second gradient finite element with the added penalty term.
Influence of the penalty factor. Figure 7 gives the damage distribution corresponding to an imposed displacement U ¼ 6mm without and with a penalty factor (C=E 0 ¼ 2:69). It is clear that the introduction of the penalty factor improves the numerical performance of the model and results to a more smooth and continuous damage distribution. Figure 8 shows the global force displacement curves for different values of C=E 0 , (2:69 Â 10 À3 , 1:34 Â 10 À2 , 2:69 Â 10 À2 , 2:69 Â 10 À1 , 2.69, E 0 being constant). The global force displacement curves are clearly influenced by the penalty term. However for values of C=E 0 equal or greater than 2:69 Â 10 À2 the results become nearly identical. Figure 9 (a) and (b) present the respective relative error (see equation (17)) for different penalty factors using classical and logarithmic scales. While Figure 9 (a) shows a sharp decrease of the relative error with increasing penalty factors, Figure 9 (b) illustrates that small penalty factors have little or no effects. Furthermore, an upper threshold for the penalty factors exists such as beyond it the relative error stays small and almost unchanged. One has to keep in mind however that very high penalty factors can lead to convergence problems.
Evolution of the damage distribution. Figure 10 shows the damage distribution for various imposed displacements with a normalized penalty factor (C=E 0 ¼ 2:69). Damage spreads with increasing loading and new cracks appear (Figure 10 (a) to (c)). They widen until finally they merge so that no individual crack pattern is observed at the bottom of the beam (Figure 10(d) ). This is linked to the unrealistic damage spreading occurring for damage values close to 1 (e.g. mode I crack propagation problems). It will be more thoroughly discussed in the section dealing with the evolution of damage distribution for the trapezoidal notched beam.
To further analyse the problem of damage distribution in mode I crack propagation using the penalty term, a trapezoidal notched beam test is presented hereafter.
Trapezoidal notched beam
Geometry and constitutive laws. Consider the notched trapezoidal beam presented in Figure 11 with a vertical imposed displacement U applied at the notch lips. This mode I crack propagation test was proposed by Cuvilliez et al. (2012) .
An isotropic damage mechanics model is again used for the constitutive law of the first gradient part. The internal variable and the equivalent strain are still defined by equations (9), (10) and (11) while the adopted damage evolution has the following form:
where and are material parameters controlling the shape of the softening curve and i the initial value of the internal variable . Equation (18) results to an exponentially decreasing stress strain Figure 10 . Three points bending test: evolution of the damage distribution for various imposed displacements (C=E 0 ¼ 2:69).
curve for the 1D case. An isotropic linear elastic constitutive law is adopted for the second gradient part depending on a single material parameter B, following equation (8). No coupling is assumed between the first and the second gradient constitutive laws. All material and geometric parameters are provided in Table 4 .
Influence of the penalty factor. Several ratios C=E 0 are again considered (3:33 Â 10 À3 , 3:33 Â 10 À2 , 3:33 Â 10 À1 , 1.67 and 3.33, E 0 being the initial Young modulus) and results are presented in Figure 12 , in terms of reaction force vs. imposed displacement U. For each calculation, a e h p free boundaries (notch) U imposed displacement Figure 11 . Notched trapezoidal beam: mode I crack propagation test (Cuvilliez et al., 2012) . three distinct phases are apparent: an elastic linear state, a non-linear phase with a decreasing slope up to the peak value and finally a post peak softening phase. Without the penalty factor, the maximum force is found smaller and results present a more brittle behaviour. Furthermore, several jumps exist during the softening phase, corresponding to abrupt relaxations. Using high normalized penalty factors (3:33 Â 10 À2 , 3:33 Â 10 À1 , 1.67 and 3.33), the maximum force is increased by 25 and the softening phase becomes smoother. Results become virtually identical for normalized penalty factors greater than 3:33 Â 10 À1 . For small values of normalized penalty factors (i.e. equal or lower to 3:33 Â 10 À3 ) the correct damage distribution and evolution are not recovered. Figure 13 (a) presents the relative error for different normalized penalty factors just before the peak load (U : 0:25mm). Figure 13 (b) presents the same error evolution curve using a logarithmic scale. The first point of both graphs corresponds to computations without a penalty factor (C ¼ 0) and presents a relative error of approximately 51%. As the penalty factor increases, the error sharply decreases (up to a normalized value of C=E 0 ¼ 3:33 Â 10 À2 ) and then decreases slowly (C=E 0 between 3:33 Â 10 À1 and 3.33). The numerical computation does not converge for C=E 0 equal to or greater than 3.33. It is therefore obvious that a carefully calibrated penalty factor significantly improves the quality of the numerical results.
Evolution of the damage distribution. A realistic reproduction of the evolution of strain localization zone is crucial. Non-local integral type regularization and the closely related implicit gradient type present several limitations (de Borst et al., 1998; Simone et al., 2004; Iacono et al., 2006 Iacono et al., , 2008 Alam et al., 2013) . Similar problems were identified for the second gradient model (Rolshoven, 2003; Kotronis et al., 2005; Kotronis, 2008; Kotronis et al., 2008; Jouan et al., 2014) . À2 and a close up at the notch tip for various imposed displacements. Spreading of damage behind the crack front is clearly visible. This is similar to the widening of the damage zone for the implicit gradient model studied by de Borst et al. (1998) .
In our case, the origin of spreading is better understood when looking at the damage propagation as a series of 1D problems in the direction perpendicular to the crack propagation: Figure 15 shows the equivalent strain eq and the damage D distributions along the axis orthogonal to the crack. The width of the localization zone increases as we move away from the damage front. As mentioned in Jouan et al. (2014) and Kotronis et al. (2008) , for an (essentially) 1D problem the width of the , where G tg is the tangent modulus of the softening part of the first gradient law. The chosen damage law implies that the tangent modulus decreases exponentially (in absolute value) with increasing damage D and thus the localization zone increases without bounds behind the damage front. This feature of the second gradient model is more critical in the context of a mode I propagation than in a mode II (the principal mode of localization in soils), because in the former case the damage gradient is high at the crack front and high levels of damage are reached as soon as the crack propagates. For the mode II case, plasticity or damage stay more or less constant within the band (see e.g. Matsushima et al., 2002; Kotronis et al., 2008; Sieffert et al., 2009) .
For the three points bending test presented previously, the damage spreading problem is also apparent (see Figure 10 ). This behaviour becomes problematic as cracks merge and cannot be individually discerned. It should be however highlighted that this happens for very severe loadings.
Conclusions
The second gradient model introduced by Chambon et al. (2001) and Matsushima et al. (2002) is used as a regularization method in the context of damage induced strain localization. After the presentation of the plane stress second gradient constitutive law, the numerical performance of the original formulation of the second gradient finite element is improved by introducing an additional penalty term in the Lagrangian mixed formulation. A parametrical study is performed on the influence of the penalty factor and the evolution of the damaged distribution in a mode I crack propagation is investigated. Examples are provided considering a reinforced concrete beam and a trapezoidal notched beam. The numerical applications show the ability of the improved second gradient formulation to reproduce damage evolution. The problem of unrealistic damage spreading for damage values close to one, occurring often in mode I crack propagation problems, is finally discussed.
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