Abstract-We introduce a method for automated temporal segmentation of human motion data into distinct actions and compositing motion primitives based on self-similar structures in the motion sequence. We use neighborhood graphs for the partitioning and the similarity information in the graph is further exploited to cluster the motion primitives into larger entities of semantic significance. The method requires no assumptions about the motion sequences at hand and no user interaction is required for the segmentation or clustering. In addition, we introduce a feature bundling preprocessing technique to make the segmentation more robust to noise, as well as a notion of motion symmetry for more refined primitive detection. We test our method on several sensor modalities, including markered and markerless motion capture as well as on electromyograph and accelerometer recordings. The results highlight our system's capabilities for both segmentation and for analysis of the finer structures of motion data, all in a completely unsupervised manner.
I. INTRODUCTION
H UMAN motion capture, once associated with producing special effects for films and video games, is commonly used today in diverse applications ranging from health care to consumer electronics. The ever-increasing simplicity to capture data by different sensor modalities, along with the sheer amount of existing recorded data creates a demand for motion analysis methods that are computationally efficient, yet with minimal human input. Dividing streams of motion data into perceptually meaningful segments is a precursor to almost all analysis and synthesis methods. For example, creating a statistical motion model calls for data already preprocessed into well-defined Manuscript received April 21, 2016 ; revised September 8, 2016 and November 24, 2016; accepted November 24, 2016. Date of publication December 9, 2016; date of current version March 15, 2017 . This work was supported in part by Deutsche Forschungsgemeinschaft under Research Grant KR 4309/2-1. The associate editor coordinating the review of this manuscript and approving it for publication was Prof. Dong Xu.
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Digital Object Identifier 10.1109/TMM.2016.2635030 activity segments. Further segmentation of these activities into individual cycles is greatly beneficial for action recognition, especially when repetitions should be counted, or for compressing motion data. However, the quantity of captured data does not always allow for time-consuming manual segmentation. As such, unsupervised segmentation and learning of motion primitives is a topic of interest that has been addressed in the multimedia [1] - [4] , computer vision [5] - [12] , and computer graphics [13] - [17] communities. We propose a segmentation method which identifies distinct actions within motion sequences and further decompose such actions into atomic motion primitives, all in an unsupervised fashion. For example, in a sequence of a person who first walks and then breaks into a run, we can separate walking from running, as well as the individual steps of the walk and run. We identify both the actions and the motion primitives by exploiting the self-similarities that exist in the motion sequences.
We pose segmentation as an efficiently solvable graph problem, as first presented in [16] for segmenting motion capture data. To further improve computational efficiency, we employ a Neighborhood Graph [18] . In addition, we propose three new contributions, making the method robust and applicable to motion data from varying sensor modalities. First, we propose a novel feature bundling technique for preprocessing motion features. The feature bundling allows for compact model representations of the motions, as well as robustness to noise, to accommodate modalities such as markerless motion capture or accelerometers. Second, we introduce a notion of motion symmetry, and exploit this as a means of refining primitive detection. Considering symmetry often leads to primitives with more physical meaning-for instance walking cycles can be split into left and right steps. Third, we propose a unique clustering method for the detected motion segments also based on self similarities which needs no assumption on the number of clusters. We show the applicability of our method on a wide variety of motion datasets, ranging from markered and markerless motion capture to accelerometer and surface electromyography (EMG) recordings.
Defining segments based on self-similarity gives our method several advantages over previous segmentation methods. First, it allows us to distinguish not only the distinct action segments, but also the transition segments between actions. Explicit treatment of transitions has not been addressed so far in previous works on unsupervised segmentation [9] , [10] , [19] . However, it has a direct impact on synthesis methods [19] , [20] . Not handling the transitions forces synthesized sequences to include additional primitives from possibly unrelated transitions, which is neither convenient nor intrinsically motivated.
The second advantage of leveraging self similarity is that the resulting motion primitives are highly consistent, with similar start and end points from sequence to sequence. Previous approaches often yield primitives which are phase-shifted from one another [10] . Statistical models built on unaligned primitives will be noisier and less representative of the actual motion. Note that our motion primitives are not limited to being full motion cycles i.e. those starting and ending in the same body pose, but can also be parts of a cycle or entirely non-cyclic in nature.
The rest of this paper is organized as follows. Section III introduces the feature bundling technique while Section IV describes the motion segmentation into actions and subsequent motion primitives. In Section V, we introduce a notion of symmetry to help refine the segmented motion primitives. In Section VI, the clustering of the motion primitives is discussed. We present segmentation results from motion sequences of varying modalities in Section VII, and conclude by discussing the achievements and limitations of our novel method as well as possible extensions in Section VIII. Source code for the algorithm is available online.
II. RELATED WORK
Temporal segmentation is relevant in a number of different fields such as data mining [21] , [22] , audio and speech processing [23] - [25] , and behavioural pattern recognition [26] . In statistical terms, the segmentation problem can be posed as a change point detection task [22] , which has been extended to a multi-dimensional setting [26] based on the established Bayesian techniques [27] . From a signal processing point of view, kernel-based methods for change-point analysis [28] , [29] , Hidden Markov Models (HMMs) [23] , and audio thumbnailing [24] , [30] , have been used. Below, we outline attempts to automatically segment human motion data.
Pose clustering: One segmentation strategy is based on clustering poses in a time series [3] , [31] - [35] . Beaudoin et al. [31] proposed to extract motion motifs as building blocks of graphs. Chew et al. [32] come up with a fuzzy clustering approach to compress motion data. Gall et al. [33] and Kadu and Kuo [3] create temporally meaningful pose clusters associated with unlabeled actions. Bernard et al. [34] proposed a search and analysis system called MotionExplorer based on similarity features. Depending on the aggregation level, shorter or longer motion segments were found to be associated with isolated human actions. However, Bernard's main focus was on a new visual representation of motion data rather than analysis tasks as discussed here. Li et al. [35] introduced a cluster in a regularized subspace to tackle segmentation.
Exemplars and template models: An alternative approach for segmentation is to apply example segments or pre-computed templates and match them to test sequences. For example, Lv et al. [36] combines HMMs and AdaBoost to learn discriminative feature templates from labelled segments for action recognition and segmentation.
Müller et al. [14] , [37] , [38] used geometric features to learn templates for fast solving of matching problems such as annotation and retrieval [37] , [38] . Adaptive segmentation [14] is a fundamental result of using geometric feature vector sequences to compare motion capture data streams at a segment rather than frame level. Another set of related approaches [39] , [40] learn intrinsic regularities for segmentation and demonstrate that motion capture data can be segmented using only a limited set of example motions, even if the examples are of different actions. Template approaches work well if the templates are available; our work is targeted at cases in which the exemplars or templates are not known beforehand.
Motion synthesis: Segmentation has also been addressed in conjunction with motion synthesis. In motion concatenation [20] , a motion graph is constructed from clips of motion capture data; new sequences are then synthesized by motion extraction on this graph. In motion parameterization [41] , motion elements are retrieved from large datasets based on similarity to a query motion, and then blended according to user constraints. The novel distance relation used in [41] has become the standard for finding similar motion clips at interactive speeds.
Later works [19] , [42] - [44] combine these ideas to accomplish synthesis techniques for high quality interactive applications. Min and Chai's Motion Graphs++ [19] effectively enables motion segmentation, recognition and online synthesis. All these approaches have a need for meaningful motion primitives that can be clustered to build statistical motion models or at least to allow for interpolation. Typically these are found by manually selecting some examples and then retrieving similar exemplars from a database.
Unsupervised motion segmentation: The methods most similar to ours are those which segment motions in an unsupervised way. Partitioning motion sequences into behaviour segments by a PCA-based method was proposed by Barbic et al. [13] . This segmentation is similar in spirit to the first step of our approach for isolating distinct actions. The quality of local PCA models is tracked temporally; new activities are defined when the old PCA model cannot capture the data variance and a new PCA model is required. This approach cannot separate activities that fit into one local model and also cannot detect individual representations. Jones et al. [45] combine a PCA approach with linear regression to derive a metric that can be used to segment unknown motion sequences.
The groundbreaking work of Zhou et al. [9] , [10] uses (hierarchically) aligned cluster analysis (H)ACA to temporally group poses into motion primitives which are then assigned to different action classes. These approaches use kernel-based projections and a time alignment to compare motion primitives of varying length. An initial segmentation of uniform length is refined by the clustering approach though the final resulting segments do not vary much from the initial length. A major difference between the work of Zhou et al. and ours is that they do not consider transitions between distinct actions. Transition frames are assigned to previous or following action segments, thereby reducing the consistency of the primitives. More recently, Osmanlıoglu et al. [46] used metric embedding in combination with hierarchically separated trees to segment video sequences in the spatial and temporal domain. 
III. FEATURE BUNDLING
Semantically similar or visually similar motions, even when represented in dedicated feature spaces, may still differ notably due to variations in the performance of each action or cycle within the same action. Inspired by the idea of edge bundling used in visualization [47] , [48] , where similar edges of a graph are visualized together for a better overview, we propose a bundling of similar features. The goal of feature bundling is to topologically align disjoint motions that belong to the same action class but exhibit differences in the feature space. As opposed to filtering, bundling deals with differences due to performance variation in recorded motions. Note that our feature bundling technique has completely different objectives and methodology from bundle adjustments used in 3D reconstruction and is similar in name only.
In our bundling technique we use a density estimation based optimization to adjust each point orthogonally to the direction of its trajectory in the feature space. This effectively project the features onto a smoother manifold (see Fig. 1 based on the k nearest neighbors. 4) BackprojectF i to the original feature space for the final representation. For the k-nn search we use a kd-tree as per [18] to find similar frames within the motion sequence. We do not fix the search radius since distances between sample points may vary greatly. Instead, a fixed number of k nearest neighbors ensures that the model reflects the local density of samples.
The direction of movement d i for frame i is given by the numerically centered five-point derivative at this frame. Constructing an orthogonal subspace prevents the overall data structure from collapsing. The basis of this subspace is computed via QR decomposition of a D × D matrix, where the first column vector is set to the direction of movement, while all other entries are filled with random numbers.
The local kernel density estimation is based on the k nearest neighbors and characterizes the data distribution of F i with kernel function K H , i.e. a symmetric multivariate density with bandwidth matrix H
Since our data is assumed to be Gaussian, we use a general approximation of the bandwidth matrix which minimizes the mean integrated squared error (MISE; refer to Scott's rule in Chapter 6 of [50] ) by
where j = 1, . . . , d and σ j is the standard deviation of the j th variate. We use the multivariate Gaussian kernel
) the vector of empirical mean values, and Σ the sample covariance matrix. Note that the kernel density estimation is compatible with a preceding dimensionality reduction step. In fact, it is possible to reliably estimate the kernel density function without increasing the sample size k [50] . Therefore, we apply a PCA to each set of samples in advance to reduce the dimensionality while keeping 97.5% of the sample set's variance. In principle, any dimensionality reduction technique is applicable; we prefer PCA for its simplicity and speed, though other approaches have been explored extensively [13] , [51] , [52] .
The optimization searches for the new positionF i and is posed as an minimization problem. The offset O i from F i is optimized with respect to the density estimation, resulting in the final feature positionF î
IV. SEGMENTATION TECHNIQUE
The input to our method is a multi-dimensional time series recording of a motion trial. First, the local neighbors of each frame in the sequence are found. The sequence is then partitioned into distinct temporally coherent action segments; a subsequent step partitions the actions based on recurring patterns, i.e. shorter motion primitives. 
A. Local Neighbors
Within the feature space, we define a radius r to search for neighbors. Given no prior knowledge of the input data, we introduce a generalized search radius R which is independent of the feature set time-window size w and input data dimensionality N . R is defined as the search radius for a window size of |w| = 1 and dimensionality of N = 1; the search radius is then rescaled as r = R |w| · N .
We construct a kd-tree from all feature points F i in the input stream and then search for the points located within the radius r based on the Euclidean distance d ij between the features F i of p i and F j of p j . As a result of this search, we obtain a set S i of neighbors for each data point p i . The neighbors are specified as pairs (j ∈ [1 : M ], d ij ) of an index j to a frame in the input motion and the distance d ij between the query point and neighbor j.
The sets of neighbors for a motion trial is then converted into a sparse self similarity matrix (SSSM). Self-similarity matrices are commonly used in human motion analysis for tasks ranging from retrieval [41] to multi-view action recognition [53] . A SSSM, as shown in Fig. 2(a) , is generated by initializing an empty
we set the entries M i,j ∀k ∈ S i to the values of d ij stored in S i . An illustration of this connection is also given in Fig. 4 (a) and 4(b). An example of the effect of feature bundling to the neighborhoods is given in Fig. 1(a) . A 3D projection of input and output feature points of a motion sequence are given in Fig. 1 (b) and 1(c), respectively. A comparison between a sparse self similarity matrix (SSSM) based on the original and the bundled features is given in Fig. 2 (a) and 2(b) respectively. Note that we use the matrices only for visualization in this work; for efficiency purposes, computations are performed directly on the sets of neighbors or derived data structures. Fig. 3 shows an example of an SSSM with two cyclic activities, running and jumping, separated by an 'uncertain' period of inconclusive user annotations. The cyclic activities are characterized by structured diagonal blocks. We separate activities by searching for these characteristic blocks, using region growing to determine the blocks' borders.
B. Segmentation Into Distinct Activities
A connected region starts as a seed in the upper left corner of the neighborhood representation matrix M 1,1 . Contents of the lower triangular matrix below the main diagonal are then probed using scan lines. The triangular region is gradually extended to adjacent rows as long as the number of nearest neighbors in the updated region increases. If no new neighbors are found between frame i and i + w in the larger region, the current region is considered complete. The parameter w is introduced to handle noisy data; we set w = 8 in all our experiments. With such a stop criterion, neighbors from the main diagonal of the SSSM cannot be considered-otherwise these elements would also be counted in the region-growing and result in a large region covering the entire SSSM. We remove all main diagonal entries in the proximity corresponding to one second (in time), based on observations that cyclic behaviour in motion data does not occur at higher speeds. A new region is then started from the upper left entry of the remaining matrix M i,i , with scan lines probing the content of the lower triangular matrix between M i,i , M i,j and M j,j , where j is the current frame.
The region growing is performed once as a forward step, seeding the first region at frame M 1,1 of the matrix to identify the end of repetitive patterns [see Fig. 3(b) ] and once as a backward step, seeding at the last frame M n,n of the input sequence first to identify the start of the actions [ Fig. 3(c) ]. The lower right corners of the forward region growing correspond to end frames of an action, while the upper left corners of the backwards step correspond to the start frames of an action. Areas in between are considered transitions between the repetitive parts.
For efficiency, we work on the sets S i of neighbors, counting the number of entries in the neighborhoods between the seed frame and the current scan line index. Because we work with a symmetric matrix, this is equivalent to scanning triangular parts of the sparse similarity matrix.
Compared to the region growing approach of Vögele et al. [16] , where neighbors were counted in a quadratic region, the method presented here is computationally more efficient. For each scan line, only one set of nearest neighbors needs to be considered, whereas in [16] , all preceding neighbor sets were reconsidered for each growth step. The runtime complexity is therefore reduced from O k
to O(kn) in our approach, where k is the maximum number of nearest neighbors and n is the number of frames of the motion trial; in the worst case the first region grows over the whole SSSM.
C. Subdividing Actions Into Motion Primitives
After segmenting the input sequence into distinct actions, we search for primitives within each action. Consider a single action, such as walking in Fig. 5 ; we want to find the reoccurring units, i.e. steps of the activity. Such units are responsible for the minor diagonals in the SSSM of the specific activity, with start and end frames of each unit corresponding to the start and end position of a diagonal. Rather than searching for the diagonals' starts and ends in the SSSM, we use an alternative neighborhood graph representation and simplify the problem to finding the shortest path. We note that if no reoccurring primitives are found, the action segment is considered itself a single primitive.
Alternative representation by a neighborhood graph: The neighbors of p j in a specific activity stored in the set of neighborhoods S = {S i , i ∈ 1, . . . , n} can be considered nodes on a graph G act . The criteria for connecting the nodes in this graph is based on accessibility between the points and can be characterized by the concept of dynamic time warping. Consider two points p j ∈ S i and p j * ∈ S i * . A valid time warping step to access the point p j * from p j is defined as a pair (a, b) ∈ {(1, 1), (0, 1), (1, 0)} such that p j * = p j +b and S i * = S i+a . In particular, the point p j * is always an entry further below in the neighborhood list S i * than p j is in the list S i , while S i * is either identical to S i or lies to its right hand side (S i * = S i+1 ). Fig. 4 shows a toy example to illustrate a possible scenario.
An important property of the graph G act which we exploit lies in the following observation: each diagonal of the matrix M act reflecting local similarities is one connected component of G act . For the next steps, it is useful to work only with neighbors belonging to the same connected component cc for a given frame, with the resulting restricted graph denoted as G cc (Refer to Fig. 5 for a visualization of connected components) .
Computation of warping paths: To calculate an optimal match between two given time series A and B with restrictions, The sets of neighbors S i are suitable to replace conventional dynamic time warping based on the neighborhood graph described above; more details on this is given in [18] . Since each diagonal in the SSSM translates to one connected component in the graph, searching for an optimal warping path reduces to finding a shortest path through the connected component G cc .
To this end, we add one additional start and end node to the graph. The start node connects to all nodes corresponding to the first set of neighbors in the component, while the end node connects to all nodes corresponding to the last set of neighbors. Now, the warping path can be found efficiently by searching the shortest path from the start to the end node. The costs of a path is the accumulated distance of the included neighbors.
We further limit the set of warping paths per activity based on their length and slope. First, paths covering less than five frames of the motion trial are discarded; such paths are found for very short but similar segments existing between longer primitives. Although these segments may be semantically meaningful, we ignore them to prevent extremely short primitives. Secondly, paths with average gradients less than 0.5 and larger than 2 are also discarded. Such paths represent mapping between motions whose speeds vary by a factor greater than two. We want to avoid such cases, e.g. when a longer standing sequence is mapped to a few poses in the middle of a walking cycle.
For each valid warping path P i we have a pair (a i , b i ) representing the starting position within the SSSM. These positions correspond to the bordering frames between motion primitives. We only check if any candidates are closer than 5 frames and if so, we consider only the one with a corresponding warping path with smaller cost.
Complexity analysis: The critical computation step for detecting primitives is building the graph representation from the sets of nearest neighbors. Creating this graph requires checking all possible connections of each neighborhood entry in N to other entries by a number of s possible steps. For each of the neighborhoods of each activity there is a maximum of k entries. Since the number of edges is limited by O(k · s · n), the search for connected components is limited to the same complexity, with an overall run time of O(k · s · n).
V. SYMMETRY OF MOTION DATA
Motion data often contains intrinsic symmetries which can be exploited during analysis. We focus on mirrored motions and begin by defining the plane of symmetry. Let X = {x 1 , . . . , x J } ∈ R 3×J be a geometric model of a moving subject, i.e. an ordered set of joints. A motion X M is a multi-dimensional trajectory X of X over time. Let P X be a plane spanned by two perpendicular vectors which connect joints or linear combinations of joints.
For human models, the plane of symmetry is the sagittal plane, i.e. the vertical plane dividing the body into left and right. A motion is symmetric with respect to this mirror plane if, for a set of descriptive features F, at least one pair of features (f i , f j ) ∈ F can be switched without imposing a (significant) change on X. The concept of the mirror plane can be transferred from humans to other models; all vertebrates are bilaterally symmetrical with two pairs of appendages such as limbs, fins or wings and the sagittal plane is also a mirror plane.
The symmetry of an action segment X A , based on its mirrored version X A mirrored at the sagittal plane, may be characterized as follows:
1) X A is highly symmetric if its primitive segmentation is exactly the same as that of X A . 2) X A is exclusively phase-shift symmetric if its primitive segmentation has no cuts in common with X A . 3) X A is asymmetric if the primitive segmentation of X A returns no cuts at all. Naturally, a mixture of two or more situations is possible when an action contains different types of motion primitives. Therefore, it makes sense to treat each action found by the action segmentation separately. We make use of phase-shifted symmetry in order to distinguish phase-shifted primitives like single steps in walking.
VI. CLUSTERING OF MOTION PRIMITIVES
Clustering the motion primitives allows us to find the frequency with which primitives occur and have an indication of the semantic and temporal relationships between different primitives. This is of great interest for both motion synthesis and motion analysis. Note that for our unique clustering algorithm the number of clusters does not need to be specified.
A cluster graph G M is used to store the similarity information between the motion primitives. In this graph, each primitive is represented as a node. Consider a sparse self similarity matrix associated with a motion M ; the motion primitives m q are represented by squares on the main diagonal. The goal is to search for valid warping paths between each pair of motion primitives m i and m j . To this end, we can build a neighborhood graph (see Section IV-C) including the neighbors in the rectangle region that is spanned when comparing m i and m j . We then try to find the shortest path in this submatrix from entries at the top to the bottom. If this shortest path satisfies a minimum length requirement and has a slope inside the range of valid slopes (see Section IV-C) we add an edge between the corresponding nodes in G M . After the algorithm has gathered all similarity information, a search for the strongly connected components is performed on G M . Each strongly connected component represents a cluster of motion primitives.
The algorithm presented above is a modified version of the algorithm of Vögele et al. [16] . Both approaches perform equally well for clustering, though the current approach is more efficient, since only small neighborhood graphs between each pair of Fig. 6 . Segmentation results for CMU 86 trial 01 to 14. For each trial, the first row displays the human ground truth annotations, the second row displays our results, and the third to fifth rows display competing methods [9] , [10] , [16] . Note the variation in length of actual motion primitives.
primitives are constructed, while in the previous work one large graph was constructed over all the neighbors of the trial.
VII. EXPERIMENTS
We report on a series of experiments to show the effectiveness of our approach. First, we compare our results with previous methods on a set of motion capture data. Second, we show that meaningful results are obtained when using different sensor modalities such as accelerometers and EMG sensors. Finally, we apply our approach to Kinect skeleton data and show that our motion primitives are meaningful and consistent with of human-annotated key frames.
A. Segmenting Markered Motion Capture Data
We apply our segmentation method to the motion sequences of subject 86 of the CMU database [54] , as was done by Zhou et al. [9] , [10] . We compare our segmentations to theirs and our previous work [16] in Fig. 6 . We show a number of improvements in comparison to [9] , [10] , the most notable being the ability to segment fine-structured motion primitives in nearly all cases. We are also able to distinguish different styles of executing a task. For example, in the case of wiping a window/black board (CMU, trial 12 of subject 86), Zhou et al. [10] group all the primitives together as the same type (dark grey blocks), while we are able to distinguish between back and forth wiping motions versus circular wiping movements (various shades of grey). Secondly, we are able to distinguish symmetric movements and separate primitives accordingly. Examples include rotation of the body in Trial 7 (variations of blue and green blocks), dribbling the ball in trial 14 (dark green, light green, red and orange blocks). Other approaches cannot distinguish between left versus right steps of the foot, nor ball handling with the left versus right hand.
Accuracy comparison: Our method produces the same action classes as [16] and nearly the same as [9] , [10] . We use the same methods as [16] to evaluate the segmentation accuracy on a frame level, using both a strict and a tolerant evaluation, and present the results in Fig. 7 . For a motion primitive s, the strict method checks whether all of s's frames belong to the same action class as the other primitives found from the same segment; the tolerant method eases the constraint to both the same action class as well as transition/uncertainty segments. Due to the finer division of primitives found by our method, there are different clusters representing the same motion. For example, walking consist of alternating left and right steps. For consistent evaluation with previous methods, we have assigned such symmetrical counterparts to the same class, i.e. the 'left step' cluster and the 'right step' cluster are both assigned to the walk action. We achieve significantly higher accuracy values for both types of evaluation, with an average of 90% for our method, 88% for the method of Vögele et al., and 79% for (H)ACA for the strict evaluation and 99% in comparison to 97% for Vögele et al., 92% for HACA and 91% for ACA for the tolerant evaluation. Applying segmentation to the label transfer problem is discussed in Vögele et al. [16] and based on our current values, we anticipate that applying feature bundling would yield similar results.
Intra-cluster variance for motion primitives: Dynamic time warping is an established distance measure for temporal sequences and accumulates the local (frame-wise) distances from one segment to the warped version of the other. For a given cluster C, a cumulative distance measure D, tallied over all pairs of segments s i and s j contained in the cluster can be defined as
where s i is the length of segment s i and DTW α is the DTW distance of point clouds as defined by Kovar et al. [20] . Note that D is particularly sensitive to outliers and will detect scattered or inconsistent clusters. By making finer distinctions between motion primitives, we achieve lower intra-cluster variances for the clusters. Fig. 8(a) compares the clustered results by our method, the method of Vögele et al. [16] , the HACA [10] and the ACA [9] method. Fig. 8(b) shows the same low variances when mirrored features are included. The given example is one case where additional motion classes are introduced by exploiting symmetry: there are two classes of 'steps' and also two classes of 'kicks'. The distinctions are caused by different types of symmetry. While walking is phase-shifted, kicking includes one symmetric part (more static) and one phase-shifted part (where the leg was up).
Our clusters group together a variety of motion primitives without transitions and primitives from other actions. In particular, our primitives reflect exactly the number of repetitions within actions. For illustration, there are five repetitions of 'rotate arms' in one sequence (see Fig. 6 , Subject 86 trial 03, frames 1600-1800) and we segment this into exactly five primitives. Zhou et al.'s methods [9] , [10] do not account for the inherent repetition and segment the action into three primitives, thereby yielding much higher DTW distances between these primitives.
Over all clusters of all trials from actor 86 we obtain an average cluster variance of 1 
50).
Parameter evaluation: The most important parameters for our segmentation method are the search radius (Section IV-B) and the temporal window for feature stacking (Section IV-A). We found that our method is insensitive to either parameter and show the segmentation accuracy in Fig. 9 for various parameter settings for the strict and tolerant evaluations for both original and bundled features. All plots show that the accuracies are high for nearly all possible combinations of parameters.
Our region growing in the activity separation step stops if no new neighbors were found in a window of w frames. We tested our approach with various window sizes and computed the strict accuracy measure for evaluation. Fig. 10(a) shows that our method is very robust with respect to the window size, with accuracy dropping only when the window gets very large (128 frames).
For segmenting the motion primitives, there are the additional parameters of the allowed min. and max. value of the warping path slope ν (Section IV-C). Following the conventions of [18] , [41], we set the slope to be within the window 1 ν and ν. We evaluate ν by computing the average number of primitives found per activity on the dataset, with results shown in Fig. 10(b) . If ν is smaller than 2, the number of primitives drastically decreases, while larger values for ν do not increase the number of primitives. For all our experiments, we set ν = 2 to permit extreme temporal deformation between motion segments. Our experiments indicate that such warps did not occur in the CMU dataset.
Timings: A timing breakdown shows that action segmentation (including feature bundling and knn search) is, in practice, approximately linear in the number of frames. Theoretically, the worst case complexity for region growing is O(kn), i.e. when the first region grows from the first to the last frame of the input motion sequence. This case was not observed in practice. The shortest path searches for primitive detection is quadratic with respect to the number of frames per activity. Finally, the clustering step also computes in linear time (in the number of motion primitives).
On an Intel Core i7 4930 K at 3.40 G Hz we were able to segment and cluster each motion sequence in the CMU examples (up to 3000 frames in length) in less than 15 seconds using our single threaded Matlab implementation. In comparison, the HACA method of Zhou et al. [10] has at least cubic complexity. In the experiments with short trials described in this section, both methods produce approximately the same timings.
B. Combined Motion Sensors
To demonstrate our algorithm's effectiveness on different sensor modalities, we recorded a set of electromyography (EMG) and acceleration motion data using a Delsys Trigno wireless acquisition system. EMG recordings show the electrical activity produced by skeletal muscles and are commonly analyzed in biomechanics and neurology. Acceleration recordings show the local accelerations from change in sensor velocity and are commonly analyzed in biomechanics and sports science. Nearly all 'wearables' use accelerometer readings to analyze user activity. Typically, analysis of EMG and accelerometer signals is done on sequences already segmented into motion cycles; the segmentation is almost always done manually, and frequently relies on other readings such as motion capture or video data. Our automatic segmentation technique can significantly improve the work flow in domains using EMG and accelerometer recordings. Fig. 11 . Exemplary results of two trials. As can be seen from the key point visualization, this third example is also an interesting situation for the consistency measures of subject 86 of the CMU. The color codes correspond to the different motion clusters the primitives were assigned to by our method. The results are very similar between the data sets, even between the original and the re-enacted recordings.
We take recordings from one trial subject who was asked to reenact the sequences of subject 86 in the CMU database. Results of two repetitions of trials 3 and 12 are compared to the CMU originals (see Fig. 11 ). The raw EMG readings consist of data streams of 16 sensors, each documenting the activation of large skeletal muscle groups (refer to Appendix C for documentation).
All EMG recordings were pre-processed in a standard fashion: the signals were rectified, re-sampled from 2000 Hz to 30 Hz and smoothed by a 20 Hz low pass filter (see [55] for a review on EMG data processing). Acceleration recordings were downsampled from 120 Hz to 30 Hz and filtered by a binomial filter over a window of 16 frames.
The resulting segments and primitives (see Fig. 11 ) show that our approach works on EMG and acceleration data as successfully as clean motion capture, despite the former two being much noisier inputs. The EMG segments are very similar to the acceleration segments representing the same motion; in most actions, the same number of primitives were found across the two modalities. We hypothesize that the slight differences in timing are due to inherent differences in the signal captured by the two modalities.
Clustering of the motion primitives is comparable between the two modalities for most activities. The largest differences are in 'wiping a window' (grey blocks in trial 12). Here we were unable to distinguish between back and forth wiping versus circular wiping in the EMG, while the accelerations gave clear motion primitive clusters. The EMG data does not reflect this difference since the muscle activation on the main arm extensors and flexors do not change as clearly as the accelerometer readings.
C. Kinect Action Data
Processing noisier markerless motion capture systems can be a challenge, but our method can reliably handle such data when the feature bundling step is included. We segment the MSRC-12 Kinect Gesture Data Set from Fothergill et al. [56] , consisting of a number of action sequences which were originally recorded for action recognition. The data set consists of 594 sequences in total from 17 actors. The trials range from 1000-2000 frames recorded at 30 frames per second. The data are available as 35 joint angles of 3 scalars over a length of n frames. Examples of different segmentation results can be found in Fig. 13 .
Impact of feature bundling: We show the original input data streams and our segmentation results with and without feature bundling. The given key points [57] are annotations of the gestures at a specified key frame and are indicated by red lines in all subplots. Feature bundling allows us to segment a regular pattern of primitives that coincide with the time series [see Fig. 13(a) and 13(b) ]. Fig. 13(b) shows more variation in the lengths of the primitives and originates from a break in the input motion (first half of the trial, dark blue bar) and speed variations (later half of the trial) which can clearly be seen in the plot of the data stream. Fig. 13(c) is particularly interesting because the primitive have a much finer structure. The motion primitives occur as ones recurrent groups of smaller parts (light green/green) alternating with a longer primitive (blue) and are well aligned with the key points.
Without feature bundling, the segmented motion primitives are far less regular. In Fig. 13(a) , three repetitions were broken up into two individual parts (yellow and turquoise). In Fig. 13(b) , the longer breaks (brown) between the repetitions were found but not all repetitions (dark blue) could be cleanly separated. Finally, in Fig. 13(c) , a similar pattern was found both with and without feature bundling, but without bundling, the shorter primitives are split into smaller irregular parts that are assigned to different clusters.
Consistency evaluation: To see how well our identified motion primitives correspond to the annotated key point, we measured the difference between the start frame of each motion primitives and the key point and scale this value proportionally to the length of the primitive. We plot the distribution and standard deviation in Fig. 12 . The histograms show that with feature bundling, the key-point annotation as judged by the human annotator occurs consistently at a relative position of 40-60% in the segmented motion primitive [see Fig. 12(a)] , with a relatively low standard deviation of 15% around the mean [see Fig. 12(b) ]. Without feature bundling [see Fig. 12 (c) and (d)] the mean values are more spread with higher standard deviations.
While our segmentations are highly consistent with the annotated key points, there are still a number of exceptions which contribute to the distribution of deviations. One example is shown in Fig. 13 (c) where a sequence of smaller motion primitives occurs arranged in the same order. According to our goal, to identify repetitive motion primitives, the fine segmentation is the desired result. However, this is non-ideal for the consistency measure, since it considers the relative position within the motion primitive. With very fine primitives, the key points are at the end of the last small cluster (green) or at the beginning of the subsequent larger cluster (blue). Grouping together smaller primitives and re-clustering could alleviate this problem.
D. Noncyclic Kinect Data
We also test on the more challenging MSR 3D Online Action Dataset [58] . This data set contains noisy, mostly non-cyclic actions such as drinking, eating, using laptop, reading cellphone, etc. recorded with a Kinect. We apply our method on the subset S4, which contains 36 sequences of long trials (1000-3500 frames recorded at 30 fps) from 11 subjects and is intended for continuous action recognition. The data are available as 20 3D joint positions. An example segmentation result can be found in Fig. 14(a) along with the corresponding SSSM b). Since the annotations are given as intervals in this data set, we evaluate according to the absolute distance in frames from the start and end points of the annotation with respect to the next found cut. This measure alone would favor over-segmentation; thus we compensate with an additional measure of the overlap of an annotation with the largest segment found by our method. Using bundled features, we obtain a mean distance, between the start and end points of the annotations and our primitives, of 21.2 frames with a standard deviation of 19.6 frames. The overlap is 66.56% (mean) and 21.16% (std). Without bundling, we obtain 22.5 (mean) and 19.7 (std) frames and 67.2% (mean) and 22.3% (std) overlap. Fig. 14(c)-14(f) shows the histograms for these values. These sequences contain relatively static poses and as such, the effect of feature bundling is not as strong as in the more dynamic sequences where there are more variations in pose. We were able to determine that many actions in this data set can be split into three segments: a dynamic part in the beginning (e.g. raising cup to mouth), a static part in the middle (drinking) and another dynamic part in the end (lowering cup). This corresponds to the rough annotations in this dataset where complex actions are annotated as a block, while our approach returns finer motion segments.
E. Applications
Our segmentation method facilitates solutions to many common problems in motion analysis and motion synthesis. For instance, the semantic annotations given for primitives or clusters of primitives could be used to transfer annotation labels to unlabeled data. Consider a database S u = [U 1 , . . . , U n ] of n unlabelled motion primitives obtained by our proposed segmentation method and a set
a knowledge base can be built by computing a feature-space representation of S l . A nearest neighbor search for all unknown motion primitives in S u can be performed then creating a similarity graph from this information. Based on this, optimal warping paths between any of the Ls and Us can be found by application of a subsequence DTW. If there is a valid correspondence between the query and a labelled primitive, then the label associated with the primitive with the lowest warping path cost can be transferred. We achieve very high precision with this approach (1.0 for motion classes jump, kick, punch, run, squat, and stretch and 0.98 for walk) when using trials 86_01, 86_02, and 86_03 as knowledge base and transfer labels to all motions of subject 86 of the CMU motion capture database. As another application, precomputed motion primitives can also be used for motion synthesis with classical motion graph techniques or as input for statistical models as used in [19] , [59] .
VIII. CONCLUSION
We have presented a segmentation method that can separate cyclic activities and their transitions for a number of data modalities. Our approach tackles the segmentation problem on a general level in terms of the choice of crucial parameters, e.g. the search radius and the feature offsets for stacking. Our feature bundling is a novel contribution and proves to be especially helpful for processing noisy data modalities such as EMG, accelerometer and Kinect motion capture. We have used a five-point derivation to estimate the direction of movement in the bundling, but when faced with severe noise, one will need more robust methods. This will further reduce variance in the feature space, with few implications, as long as one does not try to synthesize new sequences from the feature space.
So far, we have only shown our segmentation method on sequences taken in constrained settings. We anticipate that it is also applicable to sequences taken "in the wild", given the right features and similarity measures. This remains an open topic for future work. Challenges also remain to be seen once the segmentation is even further generalized, for example to spatial segmentation problems such as mesh animation sequences [60] , [61] .
Since our method is based on self-similarities, the limits of finding primitives are reached when input sequences contain only non-repetitive activities (e.g. one step, jump, turn). However, the assumption that most human activities are of repetitive nature is valid for motion capture data within existing datasets such as CMU [54] . If the motion is cyclic, so are the measured local accelerations. For EMG, however, we could not identify substantial changes between the individual repetitions in the muscle activation patterns. Here changes may occur from fatigue effects in longer motion trials, though this was not observed in our experimentation.
Currently, all tested data modalities have been processed individually; a natural next step is to jointly process several data types in a multi-modal setting. Secondly, exploring smooth embedding approaches [62] for feature bundling is a promising direction for future work. Even though a PCA works for our examples, small artifacts are nonetheless visible, which may not be the case in other non-linear (but more computationally expensive) embeddings.
We offer source code for our feature bundling, segmentation and clustering approach online. 1 We believe that it will be of use for many different research applications and hope that it will encourage others in the community to work on generalized segmentation.
APPENDIX A SYMMETRY TYPES
Schematic representations of self-similarity matrices for each of the possible cases, discussed in Section V are given in Table I. For symmetrical motions, there is no difference in the diagonal structure in the SSSM from the original and mirrored features. This leads to no additional cuts when symmetry is exploited for the segmentation. Phase-shifted symmetry can occur with and without speed variation. Without any speed variations, a more diverse structure in the self-similarity matrices occurs in both the original and mirrored features. For the original features, more block-shaped parts may appear on each diagonal, while in the mirrored setting, all diagonals aggregate to a more curvy pattern. In the asynchronous case, the mirrored self-similarity matrix shows no diagonal structures at all, adding to no additional cuts. When symmetries are mixed, the SSSMs are characterized locally according to the corresponding symmetry type. On an Intel Core i7 4930 K at 3.40 GHz we were able to segment and cluster each motion sequence (up to 3000 frames in length) in less than 15 seconds using our single threaded Matlab implementation.
APPENDIX C DATA SOURCE DOCUMENTATION
We recorded our EMG and acceleration data using a combined wireless Delsys Trigno system. The sensor setup consisted of 16 sensors placed on larger muscle groups of the trial subject (see Fig. 16 for a list of locations and a visualization of the hardware attachment). Both sensor attachment and recordings were supervised by an accredited expert.
A selection of trials performed originally by subject 86 of the CMU database was re-enacted by another human subject as true to original as possible. This was done to compare the performance of our segmentation method on other data modalities while maintaining control of the activities represented by the data streams. There are some minor deviations from the original scripts due to different geometry of the location (e.g. in one of our trials, originally 86 12, the subject had to walk some additional steps after sweeping the floor and before reaching the white board). The total length of the trials differs from the original slightly due to similar reasons. Nevertheless, the sequences contain the same activity classes as the original sequences, and have mostly the same number of repetitions and are therefore suitable for a qualitative comparison.
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