ABSTRACT. We provide new formulas for the coefficients in the partial fraction decomposition of the restricted partition generating function. These techniques allow us to partially resolve a recent conjecture of Sills and Zeilberger. We also describe upcoming work, giving a resolution to Rademacher's conjecture on the asymptotics of these coefficients.
INTRODUCTION
Let p N (n) denote the number of partitions of n into at most N parts. As Euler showed, these restricted partitions have the generating function where (1.3) follows from using the binomial theorem to write the right side of (1.2) as a power series in q, and equating coefficients with the left side of (1.1). So, for example, when N = 2 we have
for C 011 (2) = −1/4, C 012 (2) = 1/2, C 121 (2) = 1/4 and (1.3) implies p 2 (n) = (2n + 3 + (−1) n )/4. As in [22, pp. 221-222] , this may be written as p 2 (n) = ⌊n/2⌋ + 1.
Writing in [22, p. 301 ], Rademacher lamented the lack of formulas for C hkℓ (N ). Andrews, in [1] , provided the first one as we see later in (8.1). However, Andrews' formula does not allow easy calculation. Very recently, Sills and Zeilberger in [23] showed a fast recursive method to compute C hkℓ (N ) for large N and, when the difference N − ℓ is fixed, they solved the recursion to prove formulas like 
4(N − 2)! ,
as we describe in Section 7.
In this paper we provide many new and explicit expressions for the coefficients C hkℓ (N ). Section 2 develops formulas for the simplest case h/k = 0/1, showing directly that C 01ℓ (N ) is always rational. For example,
is a special case of (2.8), with B j the jth Bernoulli number. In Sections 3 -5 we treat the general case, describing the closely related work of Sylvester and Glaisher in Section 4. The intriguing conjecture of Rademacher on the behavior of C hkℓ (N ) as N → ∞ is discussed in Section 6. This old conjecture has motivated much of the study of these coefficients and we describe a forthcoming result on the asymptotics of C 011 (N ) that should in fact disprove it. In Section 7 we use the techniques we have developed to partially resolve a conjecture of Sills and Zeilberger, and in the last section Andrews' method is extended to find further formulas for C hkℓ (N ).
INITIAL FORMULAS FOR RADEMACHER'S COEFFICIENTS
From the definition (1.2) we see (1 − e 2πiz )(1 − e 2πi2z ) · · · (1 − e 2πiN z ) (2.1)
where we used that
which is implied by part (i) of the following result of Jacobi on residue composition (with g(z) = e 2πiz ).
Theorem 2.1. Suppose g(z) is holomorphic in a neighborhood of z = c and suppose f (z) is meromorphic in a neighborhood of z = g(c)
.
(ii) More generally, if g(z) − g(c) has a zero of order m at z = c then m Res
For the proof (it is really a result in formal power series) see [9, Theorem 1.2.2, p. 15] or the original [13] . The above derivation of (2.1) is based on an almost identical calculation due to Beck, Gessel and Komatsu in [3, pp. 3-4] where they derive formulas for the 'polynomial part' of the restricted partition function. In fact, as a referee has pointed out, the work in [3] is a rediscovery of results of Sylvester [26] and Glaisher [8] ; see the discussion in Section 4.
From now on we let ρ := e 2πih/k . Replacing 2πiz in (2.1) by z and then z + 2πih/k we obtain
Then (2.4) can be made more explicit by inserting the relevant power series. For the remainder of this section we focus on h/k = 0/1 so that ρ = 1. Equation (2.4) implies
Recall the well-known power series
with B n (t) the nth Bernoulli polynomial, B n := B n (0) the nth Bernoulli number and n m the Stirling number, denoting the number of ways to partition a set of size n into m non-empty subsets (see [10, Eq. (7. 49)] for (2.7)).
Proposition 2.2. We have
Proof. It is clear, using (2.6) with t = 0, that
Combining this expansion with the power series for e z (= i z i /i!) and
For (2.9), combine e z and z e z −1 noting that
Of course the coefficients (−1) r B r above must equal B r (1) by (2.6), so we can replace the factor B j1 · (−1) j1 in (2.9) by the neater B j1 (1) · 1 j1 .
For a perhaps more natural treatment, rewrite (2.5) as
We need a generalization of (2.6). The Bernoulli polynomials of order a, denoted B (a) n (t), are defined by
as in [19, Eq. (24.16.1) ]. It may be shown that B 
Proof. Equation (2.11) is clear from (2.10). Then (2.12) follows with
In turn, (2.13) is a consequence of the identities The formulas for C 01ℓ (N ) in Propositions 2.2 and 2.3 simplify for ℓ = 1. For example, since j 0 = δ 0,j , (2.8) and (2.12) imply the formula (1.4) we saw in the introduction.
We may recast our results using ideas from [25] , [3, pp. 3-4] . The expansion
may be proved by differentiating both sides. Define
and, after exponentiating (2.16), we obtain, (similarly to [3, Eq. (6)]),
Combining (2.18) with (2.10) produces Proposition 2.4. We have
(The indices j N −ℓ+1 , . . . , j N are included only to simplify the statement.) The method of proof of Proposition 2.4 will be important in Section 7. 
Then the next result has a similar proof to Proposition 2.3.
Proposition 3.1. We have
so that (3.2), (3.3) reduce to (2.11) and (2.12) for h/k = 0/1. To understand the Apostol-Bernoulli coefficients β m (ξ) for all ξ we next express them in terms of the more familiar Bernoulli polynomials. For good measure we see they also have natural expressions in terms of Stirling numbers and the Hurwitz zeta function
Proposition 3.2. Let ξ ∈ C and let m ∈ Z 0 . We have
Also, for a/b ∈ Q with 0 < a/b < 1 and m 2,
Proof. An induction argument using the basic relation
and this implies (3.6). Replace B m (x) in (3.6) with its Fourier expansion [19, Eq. (24.8. 3)]
Computing the resulting sum over j and rearranging shows (3.7) and (3.8).
Thus we have from (3.5), when ξ = 1,
A formula equivalent to (3.5) was given by Glaisher in [8, §97] , (in his notation F n (x) = −β n (x)/(n · n!) for n 2 and the difference ∆ j 0 n is j! n j ). Glaisher provides four more variations of (3.5) in [8, §100] with, for example, the second and fourth being
Apostol's result in [2, Eq. (3.7)] is (3.9) and he used the coefficients β m (ξ) to describe the Lerch zeta function at negative integers. As discussed in [4, Sect. 4] , the Eulerian polynomials are very closely related to β m (ξ). With (3.5), (3.6) we see that β m (ξ) is in the field Q(ξ) and the next result then follows from Proposition 3.1.
Thus we only expect C hkℓ (N ) to be rational when h/k = 0/1 or 1/2. We have already seen rational expressions for C 01ℓ (N ) in Section 2. To write C 12ℓ (N ) explicitly, use (3.6), (3.8) to get
where for (3.11) we used the identity
. Combining (3.11) with (3.3), for example, we find
More generally, (3.3) and (3.6) allow us to write
SYLVESTER'S WAVES
Many of the formulas developed in Sections 2, 3 are similar to classical ones of Sylvester and Glaisher. In this section we summarize part of their work on restricted partitions, highlighting the close connections between Rademacher's coefficients and Sylvester's waves.
For fixed a 1 , a 2 , . . . , a N ∈ Z 1 and each integer n, the general restricted partition problem asks how many solutions there are to
Sylvester studied this number of solutions in [24, 25, 26] , for example, calling it the denumerant (or quotity) of n with respect to a 1 , . . . , a N . For simplicity, we focus on the special case where a 1 = 1, a 2 = 2, . . . , a N = N so that the denumerant is p N (n). It is straightforward to extend the results stated here back to the original results of Sylvester and Glaisher for the general case. With k, N ∈ Z 1 and n ∈ Z, Sylvester defined the k-th wave as
where the sum is over all primitive k-th roots of unity ρ. . For N and n in Z 1 , we have Proof. We may give a short proof based on our previous work. Write e(z) for e 2πiz and recall from (2.3) that
The Rademacher coefficients C hkℓ (N ) were originally defined for 1 ℓ ⌊N/k⌋, but we see that their definition may be extended by (4.2) to all integers ℓ > ⌊N/k⌋ and for these ℓs we have C hkℓ (N ) = 0.
by the binomial theorem, the inner sum in (4.3) is recognized as −e −(n+1)z . Hence
The theorem follows on replacing z by −z and writing ρ = e(h/k) −1 .
The wave W k (N, n) has period k in the sense that it is given by a polynomial in n that depends only on n mod k. In other words, there exist k polynomials
The first wave W 1 (N, n) is the simplest, being just a polynomial in n. [26] ). For N ∈ Z 1 and n ∈ Z
Proposition 4.2 (Sylvester
The proof of a result generalizing Proposition 4.2 is given below. Glaisher, in [8, § §19-30], gave more direct expressions for W 1 using the Bernoulli polynomial expansions (2.6) with arguments t = 0, 1/2, 1 in (4.1). For example, with t = 1/2, he found
In 
Theorem 4.3 (Glaisher).
For k, N ∈ Z 1 , s := ⌊N/k⌋ and n ∈ Z
Proof. Write
The product equals
and hence
we can write the log of the part of (4.4) depending on z as
Regrouping with (3.4) yields the theorem.
The product in the statement of Theorem 4.3 may be simplified. We need a lemma.
Lemma 4.4. Let ρ be a primitive k-th root of unity. Then
Proof. The zeros of the polynomial p(x) = (x + 1) k − 1 are exactly ρ j − 1 for 0 j k − 1. Hence the zeros of
are ρ j − 1 for 1 j k − 1 and their product is (−1) k−1 times the constant term in (4.6).
It follows that
Using
Putting k = 1 in (4.8) gives an expanded version of Proposition 4.2. We conclude this section by noting the following explicit relations, which the reader may readily verify:
A RECURSIVE FORMULA FOR C hkℓ (N )
Our aim in this section is to give a recursive form of (3.3) and (3.12), useful for computations. For ρ = e 2πih/k as before and N, m 1, set
As a consequence of (3.3),
We may write
for E hkℓ (N, m; r) ∈ Q and we wish to find a recursive formula for these rational numbers. First note that
follows from (5.1). Substituting formulas (5.2), (3.6) into both sides of the identity
and equating coefficients of ρ r produces:
By induction, it is now clear from (5.3) and (5.4) that E hkℓ (N, m; r) is independent of h and so we denote it just E kℓ (N, m; r). We have proved the following. 
With ρ = e 2πih/k we then have
Theorem 5.1 allows us to calculate C hkℓ (N ) quickly, just using rational numbers until the final step. All the computations in the next section were carried out by this method.
We also remark that Theorem 5.1 allows us to easily sum C hkℓ (N ) over all h prime to k. Recall from [12, Eq. (3.1)], for example, the identity
where the left side of (5.6) is a Ramanujan sum and the right side has the Möbius function µ. Therefore (5.5) and (5.6) imply
a rational number.
RADEMACHER'S CONJECTURE
Rademacher modified the method of Hardy and Ramanujan to find an exact formula in [21, Eq. (4)] for p(n), the number of partitions of n. Also in this 1937 paper he substituted his formula back into
to obtain in [21, Eqs. (13), (14) ] a decomposition of the right side of (6.1) into partial fractions. This is detailed in [22, pp. 292 -302] and Rademacher finds
with coefficients C hkℓ (∞) given explicitly in [22, Eq. (130.6)]. For example
Comparing (6.2) with (1.2), he then proposed the following appealing conjecture, providing some limited numerical evidence with N 5.
Conjecture 6.1 (Rademacher [22]). We have
Andrews redrew attention to Conjecture 6.1 in [1] and subsequently Munagi [17, 18] and Davidson and Gagola in [6] considered the problem, though without making headway on the original conjecture. In [6] they calculated C 011 (N ) with N 45. These values showed oscillation and the authors seem unconvinced that the sequence is converging. Using a new recursive technique (see Corollary 8.4), Sills and Zeilberger in [23] were able to compute a much larger range of C 011 (N ), showing clearly that this sequence looks to be oscillating with period close to 32 and with amplitude growing exponentially.
In work currently being completed in [20] , we extend the techniques of Sections 2 -5 and employ the saddle-point method to obtain precise asymptotics for C 011 (N ) as N → ∞. This shows an interesting link with the zeros of the dilogarithm that we describe next.
Recall that the dilogarithm Li 2 (z) is initially defined as
It has an analytic continuation to all z ∈ C by means of
with a branch point at z = 1. It may be shown that Li 2 (w) + 2πi log(w) = 0 has a unique solution for w ∈ C given by w 0 ≈ 0.916198 + 0.182459i. In fact w 0 is a zero of the dilogarithm on a non-principal branch because, as the contour of integration in (6.3) passes down across the branch cut [1, ∞), the term 2πi log(z) gets added to the principal value, as in [16, Sect. 3(b) ]. It is convenient to set z 0 := log(1 − w 0 )/(−2πi) + 1 so that
Conjecture 6.2. We have
Presenting (6.4) with real numbers, we can equivalently write 
The real number version of Conjecture 6.3 is the same as (6.5) except that U and V are substituted by U/2 and V /2. Also α and β are replaced by α ′ ≈ 4.51129, β ′ ≈ −1.30059 if N is odd and replaced by α ′′ ≈ 3.11832, Numerical evidence for Conjectures 6.2, 6.3 is shown in Table 1 with A 011 (N ) and A 121 (N ) denoting the main terms on the right of (6.4), (6.6). Figures 1 and 2 contain more verifying data.
Since |w 0 | < 1 and U > 0, Conjectures 6.2 and 6.3 certainly imply that C 011 (N ) and C 121 (N ) become arbitrarily large (with C 011 (N ) on the order of the square of C 121 (N )) and do not converge to any limit. In [20] the proof of a slightly weaker version of Conjecture 6.2, enough to disprove Rademacher's conjecture, is being finished. The chief difficulty comes from estimating the error terms and showing they are indeed less than the expected main terms. Though Rademacher's original conjecture appears to be false, we can speculate that another version of it may be true, perhaps modifying the sequence by averaging the coefficients or introducing factors to ensure convergence. It is remarkable that there seems to be a connection between C hkℓ (N ) and C hkℓ (∞) when N is small as noted in [23, Sect. 4] and by Rademacher himself [22, p. 302] . We include more evidence of this phenomenon in Table 2 by setting C hkℓ (⋆) := For each r, by solving a recursion, they prove 'top down' formulas such as
with a procedure they automated.
Conjecture 7.1 (Sills and Zeilberger [23] ). For each r 1, P 01r (N ) is a monic, alternating, convex polynomial in N of degree 2r whose only real roots are 0 and 1.
2 changing their notation slightly from P 01(N−r) (N ) to P 01r (N )
By extending our work from Section 2, we find a formula for P 01r (N ) and prove part of Conjecture 7.1. To begin, rearrange (2.10) into
As in (2.18) this becomes
The expressions s 1 (N ) − N , . . . , s r (N ) − N contain the only appearance of N on the right side of (7.1). Recalling the definition in (2.17), we may write We may verify that (7.8) is also true for m = r since B (1) = 0 by (7.7). The lemma follows.
Theorem 7.3. For r 1, P 01r (x) is a monic polynomial in x of degree 2r with 0 and 1 as roots. It is given by
Proof. The formula (7.9) follows from Lemma 7.2 and (7.1), showing that P 01r (x) is a polynomial in x. The term in (7.9) corresponding to (j 1 , j 2 , . . . , j m ) has degree
with m r and j 1 m, j 2 m/2, . . . , j m 1. Hence, the maximum degree term has m = j 1 = r and j 2 = j 3 = · · · = j r = 0. This 2r-degree term contributes
to (7.9), proving that P 01r (x) is monic of degree 2r.
Since s m (1) = 1 m by definition and s m (n) in (7.2) has no constant term, we see that 0 and 1 are roots of s m (x) − x for m 1. Therefore 0 and 1 are roots of all terms on the right side of (7.9) except possibly the term with j 1 = j 2 = · · · = j m = m = 0. However this term must be zero because r 0 = 0 for r 1. Therefore 0 and 1 are roots of P 01r (x), completing the proof.
With Theorem 7.3, we have proven part of Sills and Zeilberger's Conjecture 7.1 but it remains to show that P 01r (x) is convex, i.e. P ′′ 01r (x) 0, and that the coefficients of P 01r (x) alternate in sign. Note that convexity implies that there are no more real roots after 0 and 1.
As we showed in Theorem 7.3, the coefficient of x 2r is 1. The same methods allow us to calculate the next highest terms:
for example, proving the formulas observed in [23, Remark 3.4] . It follows from (7.10) that the coefficients of the three highest degree terms of P 01r (x) alternate. We may also examine the lowest degree terms.
Theorem 7.4. For r 1, the coefficient of x in the polynomial P 01r (x) is always negative with
Proof. We prove (7.11) first. Since x divides s m (x) − x, the only terms in (7.9) that can contribute to the x term have all of j 1 = j 2 = · · · = j m = 0 except for one
and we have verified (7.11) .
To complete the proof we need to check these coefficients are negative. We recall a few facts about Bernoulli numbers, see [22, Chap. 1] for example. We have B i = 0 for i 3 and odd. Also
where ζ is the Riemann zeta function and 1 < ζ(i) ζ(2) = π 2 /6 < 2 for i 2. Hence
Also, by Stirling's formula [22, pp. 26-28] ,
It follows that |B i | > 1 exactly for i 14 and even (B 14 = 7/6) and so r i
By omitting all the terms with 14 i < r (and assuming r 14 and even for simplicity) we find
Setting x = 1 in (7.4) shows that r i=1 r i = r!. Using the bounds (7.12), (7.13) in (7.14) then yields
showing that the coefficients are certainly negative for r 110. Checking directly the coefficients for 1 r < 110 completes the proof.
The same method allows us to prove formulas for the coefficients of x 2 , x 3 etc. For example the next result has a similar proof to Theorem 7.4. 
So far, our techniques allow us to check one-by-one that the coefficients of P 01r (x) are alternating. We next show that a large piece of P 01r (x) is alternating, though for very large r it is not convex. Consider the sum of terms in (7.9) with j 1 = m and j 2 = j 3 = · · · = j m = 0. Call this subsum M 01r (x) so that This perhaps casts doubt on P 01r (x) being convex for all r. However, if we could show that M 01r (x) is the dominant part of P 01r (x), having larger coefficients than the remaining piece P 01r (x) − M 01r (x), this would imply that P 01r (x) is also alternating. Hopefully these issues can be pursued in a future work.
We finally remark that throughout this section we have assumed h/k = 0/1, so it would be interesting to see what happens in the general case. What are the expressions for C hk(N −r) (N ) analogous to P 01r (N )?
FURTHER FORMULAS
Andrews supplied the first formula for C 011 (N ), expressing it in [1, Theorem 1] as
for e(z) := e 2πiz . The starting point for the general case of Andrews' formula is the identity
for ρ = e 2πih/k as before. With a different treatment of (8.2) we obtain
as a special case of Theorem 8.3 below. We begin with some straightforward lemmas.
Lemma 8.1 (Fermat).
We have
Proof. Write the left side of (8.4) as
By successively combining the first two terms of (8.5) using Pascal's identity, the sum collapses and we obtain the lemma.
It follows from Lemma 8.1 that
Proof. The left side of (8.9) follows from (8.6). The right side is a simpler calculation, with 
