The design and characterization of instrumentation for application in evaluating the neural signal recording properties of probe-type microelectrodes, micromachined from silicon, are reported. Key aspects include the close matching of gain and frequency response between channels (better than 1%), flexibility in signal conditioning options, the ability to operate with a wide range of (microelectrode) recording site dimensions (4 µm × 4 µm to 50 µm × 50 µm), and hence impedances, and the facility to monitor and store instrumentation settings on computer along with the recorded signals. Noise levels ranged from 3.7 µV rms for a 50 µm site, to 11.7 µV rms for a 4 µm site, measured in saline. Close matching between channels was required to enable comparisons between different sites and different probes to be made with confidence; however, the instrumentation could be readily applied to less demanding applications.
Introduction
Much information has been gained on the operation of the nervous system by using insulated wire microelectrodes to record signals from individual neurons or small groups of neurons (Krüger 1983) . Although these microelectrodes are still employed with great success, they suffer from certain disadvantages. Specifically, they are cumbersome, it is difficult to control the dimensions, and hence electrical properties, during production, and it is difficult to place large numbers of recording sites accurately within a small volume of tissue (Prohaska et al 1986) . To overcome these problems, a variety of microelectrode devices have been developed using micromachining techniques that originated in the semiconductor industry (Banks 1998, Heiduschka and Thanos 1998) . These enable physical dimensions to be controlled to within (sub)micrometre tolerances, multiple recording sites to be accurately placed within µm of each other, and, when silicon is used, it offers the potential to further improve techniques by integrating signal processing circuitry very close to the recording sites themselves (Bai et al 2000 , Najafi and Wise 1986 , Takahashi and Matsuo 1984 . Such devices have already proved to be of value in neurophysiology, for example, in investigating signal processing in the retina (Meister et al 1994) , and also appear to have promising neuroprosthetic applications (Stett et al 2000 , Suaning et al 2000 , Wyatt and Rizzo 1996 .
The authors have been exploring the use of micromachined multi-electrode probes (microprobes) to record signals from peripheral nerve trunks, with the long-term goal of applying this technology to provide closed-loop control of functional electrical stimulation for standing and walking (Banks et al 1995) . Initial work has been directed towards exploring how various design parameters-recording site size and position, and substrate size-affect the performance of microprobes in recording neural signals (Banks et al 1997a) . For this purpose, an invertebrate animal model (locust) was used as a source for neural signals.
The fabrication of the microprobes used has been described elsewhere (Ensell et al 2000) . Briefly, a number of gold recording sites were situated on one face of a silicon needle of approximately 100 µm width, 200 µm length and 6 µm in thickness; this being the part of the device inserted into the tissue. This needle then tapered over about 1.5 mm to a larger silicon area upon which bonding pads were situated to facilitate electrical connection to the external instrumentation. Up to five individual recording sites were fabricated on each probe, and dimensions ranged from 4 × 4 µm to 50 × 50 µm.
Although one may reasonably expect the electrical properties of these recording sites to be similar to those of conventional metal wire microelectrodes, their placement on the side of a wide insulated silicon needle, as opposed to the tip of a metal wire, warranted investigation of their particular recording properties. In contrast to metal wire microelectrodes, the sites would be adjacent to the tissue already damaged by the passage of the tip, and the presence of the insulated substrate may also be expected to affect the amplitude and selectivity of recordings (Drake et al 1998) .
To acquire sufficient data to explore this, it was necessary to develop instrumentation with special characteristics additional to the usual requirements. The input impedance should be large enough to accommodate the range of recording site sizes involved, the electrical characteristics between channels should be as closely matched as possible, channel gain settings should be switch operated to avoid repeated re-calibration during experimental sessions, and the settings should be stored on computer with the recorded signals. It was also desirable that the system be flexible enough to allow a number of recording configurations. This paper describes the instrument developed to fulfil these requirements.
Methods
The system developed can be divided into three sections: the headstage amplifier, the main instrumentation and the computer interface. These are dealt with individually below.
Headstage amplifier
Neural signals recorded from the peripheral nerve using metal wire microelectrodes are typically of the order of 100 µV peak to peak (Vallbo et al 1979) , but may range from 40 µV to 1 mV when recording from locust nerve (Banks et al 1994, Gwilliam and Burrows 1980) . Microelectrode recording sites themselves have high impedances, megaohm magnitudes at 1 kHz. This characterization by impedance magnitude measured at 1 kHz is common practice (Robinson 1968) , and will be used throughout this paper. The small signal levels and large recording site (source) impedances necessitate mounting electrodes as close as possible to pre-amplifier circuits to reduce electrical interference. In the present work, headstage amplifiers were developed. Microprobes were mounted on these, and the headstage amplifier was mounted on a micromanipulator to enable the probe to be positioned within the nervous tissue under a microscope.
One channel of the five-channel (no probe used had more than five recording sites) headstage amplifier design is illustrated in figure 1 . This is perhaps the most applicationspecific element of the system as it was required to interface with a relatively large range of recording site sizes, and hence impedances, for this work: 4 µm × 4 µm (33 M at 1 kHz) to 50 µm × 50 µm (0.2 M at 1 kHz).
The required input impedance was achieved using an OPA111AM (Burr Brown) in a unity gain non-inverting configuration. The output was fed back to drive shield tracks on either side of the signal track and on the other side of the board, to minimize stray capacitance between the signal track and ground, and other signal tracks. A 100 M 5% tolerance metal glaze resistor (Neohm) provided a path to ground for bias currents. This was required because even DC currents in the femtoampere range passing through gold microelectrode recording sites can cause offsets of the order of millivolts (Najafi and Wise 1986) . DC offsets and low-frequency drift, which may be as large as ±50 mV (Najafi and Wise 1986) , were removed by a simple resistor-capacitor filter (150 k 2%-0.47 µF 10%). These could be relatively low-tolerance components because the −3 dB point of 2.3 Hz was well below expected signal frequencies (100 Hz-10 kHz, see below). Gain was provided by an AD621AR (Analog Devices). Flexibility was built-in by providing solder bridges to set the gain to either 10 or 100 times, and for monopolar or differential recording (referenced to the adjacent channel). Generally, however, monopolar recordings were made with headstage gains of 100; one would use the lower gain setting in environments where large levels of out-of-band noise were expected.
Although providing gain at the first amplification stage (the OPA111) would have improved noise performance, this option was rejected for three reasons. Firstly, the gain tolerance of the AD621 (0.15%, and 0.05% for the AD621BR; Analog Devices 1992) was better than could be achieved using the OPA111 with 0.1% tolerance resistors (approximately 0.18%), and gain matching between channels was one of the aims of this work. Secondly, the selected design ensured that common mode signals would follow electrically similar paths before reaching the first differential stage. Thirdly, the unity gain configuration enabled the OPA111 drive to the shield to be more closely matched to the signal. Additionally, the AD621 had a relatively low input noise voltage,so the noise performance was not greatly compromised.
Surface mount components were used where possible to ensure a small light-weight circuit for mounting on the micromanipulator. The PCBs were laid out and produced to the authors' specifications by a company (Intercole Circuits Ltd, Eastleigh, Hants, UK).
Headstage gains can be increased beyond 100 if out-of-band noise, particularly 50 Hz mains noise, can be filtered out on the headstage itself (Millar and Burnett 1994) . However, this would have increased the weight and size of the five-channel design, and would have made it difficult to mount directly on the micromanipulator.
Main instrumentation
The signals from the headstage were filtered and amplified for presentation to a data acquisition card (National Instruments AT-MIO-16-F5). One analogue channel of this instrumentation is shown in figure 2(a). Switches (S1 to S4) were duplicated so that the settings could be stored on computer alongside the recorded signals; i.e. S1 was a double pole six-way rotary switch, S2 a DPDT toggle switch, S3 a six-pole double throw rotary switch and S4 a two-pole 12-way rotary switch. The circuitry was implemented on a double sized Eurocard, laid out to the authors' specifications by a company (Intercole). Cards were mounted on a KM6-II sub-rack fitted with EMC shielding panels (Electrospeed, UK). Digital circuitry (not shown) was placed on the upper half of the board to separate it from the analogue circuitry on the lower half.
The digital circuitry interfaced to the digital I/O ports of the data acquisition card to enable the switch settings on each channel to be recorded; this was implemented using standard 74 HC series logic.
Signals from the headstage were daisy-chained between the cards using shielded ninecore cable and nine-way D connectors. The amplified and filtered signals were connected through the backplane to an additional card, and thence via a 50-way D connector to the data acquisition board (located in a PC).
More flexible selection of differential or monopolar recording than available on the headstage was provided by a unity gain differential amplifier (AMP-03GP, Analog Devices), IC1, in conjunction with switch S1.
We found that 100 Hz interference was a particular problem in our laboratory and therefore a bootstrapped twin-T notch filter was implemented to attenuate this, the output being selectable for the following stage via switch S2:R1-4 and C1-4 forming the twin-T itself, IC2A buffering the output and IC2B bootstrapping from the R5-R6 voltage divider. Close tolerance (0.1%) metal film resistors and (1%) polystyrene capacitors were employed. The values were selected to provide sufficient attenuation at 100 Hz for our laboratory (approximately −31 dB), without disturbing the frequency response any more than was necessary (−3 dB bandwidth was approximately 74 Hz to 138 Hz). Under more permissive conditions, this filter could obviously be eliminated.
The main band-pass filter was required to remove noise from the recorded signals, and also as an anti-aliasing filter for the digitization process. The frequency content of extracellularly recorded neural signals is typically in the 100 Hz to 10 kHz range (Millar1992, Robinson 1968) . For invertebrate work it was expected that there would be significant content at lower frequencies in the range 500 Hz-3 kHz, (Banks et al 1997b) , and a flexible system should be capable of working down to 10 Hz to minimize distortion.
In this instance, the band-pass filter was implemented using six-pole high-pass and fourpole low-pass Butterworth filters ( figure 2(b) ). The −3 dB point of the low-pass filter was fixed at 10 kHz, whereas the −3 dB point of the high-pass filter could be selected as 100 Hz, or 10 Hz when conditions permitted. The number of poles on the low-pass filter were chosen to prevent aliasing of the signals which the interface card sampled at 40 kHz, and the six-pole high-pass filter was adequate to attenuate 50 Hz mains power line interference to an insignificant level when the filter was set to 100 Hz.
It was recognized that Butterworth filters would introduce phase distortion; however, this would be minimal near the mid-band, where significant frequency components of the recorded signals were expected to lie. The use of fewer poles compared to a Bessel filter solution had the advantage that the combined effect of component tolerances would be less, leading to closer matched characteristics between channels.
The filter was implemented using five UAF42AP active filter ICs (Burr Brown, figure 2(b) ). Good matching between channels was achieved using 0.1% tolerance metal film resistors to set the natural frequency and Q-factor. For high-pass filter stages, external 39 000 pF (1% polystyrene) capacitors were employed in addition to the UAF42's on-chip 1000 pF (0.5%) capacitors. Each IC was configured as a two-pole inverting filter with the spare operational amplifier being used to buffer the output to the next stage.
A continuous time-active filter was preferred over a switched capacitor solution because of concerns regarding clock feed-through and switching transients. The large operating voltage of the UAF42 (here ±12 V, the range being ±6 V to ±18 V, Burr Brown 1994) meant that large transients or baseline drift could be filtered out without saturating the instrumentation.
A TL071CP operational amplifier (Texas Instruments, IC8) was used to provide additional gain to bring the filtered signal up to a level acceptable to the interface card. Switch S4 was used to select one of 12 possible gain settings, ranging from nominally 5 to 75 times, and the offset-null (VR1) was used to null the output for the entire board. Once again, 0.1% tolerance resistors were employed.
Computer hardware and software
Data acquisition and storage were performed by an IBM-compatible personal computer (66 MHz 486DX2 with 16 Mb RAM, 520 Mb hard disk) fitted with a National Instruments' AT-MIO-16-F5 interface card. Software was custom written using National Instruments' LabVIEW programming language. The card had a maximum 200 kHz sampling frequency with a 16-channel 12-bit analogue-to-digital converter, a 10 V input voltage range and a programmable gain from 0.5 to 100 times. Five single-ended analogue inputs were used, giving a sampling rate of 40 kHz per channel.
The interface card also possessed two four-bit digital ports, which were used in conjunction with a strobe output to determine the settings on the main instrumentation. One of these ports was used to latch address information onto the system, which was arranged to provide for eight different channels (cards) each with eight different switches; only a sub-set of this functionality being implemented in the system reported here. Once the card and switch address had been set up, the switch setting was read via the other four-bit port.
The software was written to run through this routine prior to every acquisition of analogue signals, and also to store the switch settings along with the acquired signals onto disk. The computer would continuously display the acquired signals on the screen. The experimenter initiated acquisition of signals into the memory by selecting the appropriate control button on screen, and was then able to review the acquired signals prior to saving them on disk. The experimenter also had the opportunity to control the gain and sampling frequency of the interface card, and the software would provide a warning of unusual instrument settings (e.g. if one channel had a different filter setting compared to the others).
Results
The completed instrumentation was evaluated for gain and frequency matching between channels and, in the case of the headstages, input impedance. Noise levels were also investigated for different recording site sizes. The tests were carried out using a function generator (Black Star Jupiter 2000), digital multimeter (RS TM 351), a digital storage oscilloscope (Hitachi VC-6025A) for frequency and voltage measurements, and a custombuilt Wein bridge oscillator providing a 10 mV peak-to-peak sinusoidal signal at 1.094 kHz, as measured by the oscilloscope. Power was provided from isolated power supplies (ISO-TECH IPS1125). Small amplitude signals were used in many of the tests in order to approximate the conditions of use. This had the disadvantage that measurements were occasionally susceptible to noise, and also that in some cases the accuracy of the measurement was limited by the test equipment itself.
Throughout the discussion, errors are given as plus or minus the maximum observed deviation from the mean, as a percentage of the mean, i.e. ± the worst case error.
Headstages
Five headstages (each with five channels, making a total of 25 channels) were evaluated for gain, frequency and input impedance matching.
The headstage gains were evaluated using a 5 mV rms, 1 kHz ± 5 Hz, sinusoidal signal. In this case, the test instruments limited the accuracy of the results. The gains were found to match to better than ±0.5% (measured as approximately +0.25% and −0.15%). However, for such an electrically simple circuit one can be reasonably confident that the gain matching lay close to the quoted performance of the AD621A amplifiers (0.15%).
The −3 dB point of the R-C filter (expected to be at approximately 2.3 Hz) was tested by setting the signal generator to produce a sinusoidal waveform of approximately 10.1 mV peak to peak; the channel output being 1.006 V ±0.25% at 1 kHz. The frequency was then reduced until the output signal was 0.71 V ±0.002 V, and measured ±0.01 Hz using the oscilloscope. The error was found to be better than ±6%, which was considered to be acceptable since the filter operates outside the bandwidth of the main instrumentation.
The Wein bridge oscillator was used to determine the input impedance (magnitude) at 1 kHz. To reduce interference, the headstages were mounted in the rig used for experimental work which incorporated a grounded steel plate, the microscope stage, affording some shielding. Signals were amplified using the main instrumentation recorded herein (100 Hz-10 kHz plus notch filter). A voltage divider technique (Meder et al 1973) was used to estimate the input impedance magnitude, the source being connected through a series resistor (100 M 5%, the same as the headstage input resistors). The matching was determined to be better than ±13% using this technique. This was worse than one would expect considering that the resistors used were all part of the same batch, but the small signal levels and high impedances involved made this test particularly susceptible to electrical interference. Some of the error may have arisen from the PCB, and the input capacitance of the OPA111s; their contribution being unknown at present. For most recording sites ( 8 × 8 µm) with impedances of less than 10 M at 1 kHz, however, even this relatively large discrepancy would only introduce an error of less than 2% into the measurements; this reducing even more as site dimensions increased, due to the corresponding reduction in site impedances.
Noise
Overall system noise is illustrated in figure 3. A probe with five different recording site sizes was used (4 × 4, 8 × 8, 12 × 12, 16 × 16 and 20 × 20 µm) and the rms noise level was established in locust saline (Barrass 1964) . As expected, the noise level varied with recording site impedance. This was determined using the voltage divider technique, as outlined above, using 10 M series resistors with the mounted probe tip immersed in 0.9% saline. In order to reduce the effects of headstage input impedances on the measurement, the source signal amplitude was measured using the same configuration prior to immersion of the probe tip.
The thermal noise due to the recording site was expected to dominate; this being roughly proportional to the square root of the real part of the recording site impedance (Gesteland et al 1959) . The recording site impedance also acted as a source impedance for the OPA111 input noise current. Additionally, higher source impedances may be expected to increase the level of electrical pick-up occurring. Certainly, for the large sites (8 µm and above) the noise levels were acceptable for successful recording of neural signals.
Main instrumentation
Following functional verification, the matching between the five channels of the main instrumentation was determined. The −3 dB points for all five channels were checked at one gain setting (gain 5) for all four frequency settings (10 Hz-10 kHz and 100 Hz-10 kHz, both with and without notch). The mid-band (1 kHz) gains for all gain and frequency settings were also determined. The −3 dB point matching was evaluated by setting the function generator to 1 kHz (±5 Hz, sinusoidal) and adjusting the amplitude until the meter on the output of the main instrumentation read 1 V rms (±0.002 V). The frequency was then adjusted up and down until a −3 dB point was reached (0.707 V ± 0.002 V meter reading), and the frequency reading on the oscilloscope was then noted. Gain matching was determined using a 20 mV rms, 1 kHz sinusoidal test signal.
The matching in frequencies (−3 dB points) for the various settings was found to be better than ±0.9% and the matching in gains was found to be better than ±0.7%.
Recording
The system described has been used successfully to record signals from a locust nerve preparation using a variety of probe designs. Briefly, the locust was sacrificed by decapitation, pinned down on wax, and dissected to expose the large nerve trunk that innervates the metathoracic leg (Banks et al 1994) . The nervous system was maintained in locust saline (Barrass 1964) . Headstages with mounted probes were packaged in folded aluminium cases and mounted on micromanipulators. These were used to position the probe in the nerve trunk, using a stereomicroscope to monitor placement visually.
Special shielding precautions were not taken, although some shielding was provided via the headstage case and the steel microscope stand, both of which were connected to 0 V. The 0 V reference point for the entire system was the analogue ground point of the data acquisition card. These precautions provided adequate interference suppression in our lab, although there was some evidence of 50 Hz interference when the system was set to the 10 Hz-10 kHz bandwidth.
Recorded signals are shown in figure 4 ; the first 20 ms being noise recorded in locust saline prior to the experiment, for comparison purposes. The signals were recorded using the same five-site probe that was used to generate the noise/impedance data illustrated in figure 3. Headstage gains were 100 and all channels were set to 100 Hz-10 kHz, 100 Hz notch, no differential recording. For the experiment shown, the 12 µm site remained almost completely silent throughout, although there is some suggestion of larger signals also appearing at the 8 µm site, just above the noise level.
Discussion and conclusions
A five-channel data acquisition system for recording neural signals from an invertebrate nerve preparation using thin film microelectrodes has been described. The gain and frequency characteristics matched very closely between channels of the main instrumentation (better than 1% error). If the worst error in the headstage gain (0.25%) were taken into account, the overall error in the pass-band gain was still better than 1% for the entire system. This compares with 2.3% for gain and 2% for frequency calculated on the basis of component tolerances (Banks et al 1996) .
The band-pass filter could be set to 100 Hz to 10 kHz for conventional neural signal recordings, and 10 Hz to 10 kHz for recording signals with significant information content at low frequencies (e.g. for very small diameter fibres). A 100 Hz notch filter was included to attenuate interference at this frequency (probably from power line harmonics). A 50 Hz notch filter was not included since the 100 Hz high pass filter was sufficient to attenuate power line interference at this frequency, and if the 10 Hz setting were used then any notch filtering would attenuate frequencies of interest. Total gain of the system could be varied from 2500 to 750 000 (with a headstage gain of 100, and using the full range of the data acquisition card).
The digitized signals were stored on disk with the settings on the instrumentation, which were also captured by the computer. Data were stored in a readily accessible (spreadsheet format) text file, and could be compressed for archiving. Custom software allowed the settings on the instrumentation to be monitored and displays of the activity on each analogue channel were repeatedly updated when data were not being captured/captured data were not being reviewed or stored to disk.
The system exhibited acceptable noise levels (3.7 µV rms for 50 µm sites, through 5.9 µV rms for 20 µm, to 11.7 µV rms for 4 × 4 µm sites, in saline). The noise originating from the recording sites could be further reduced by surface treatment, for example: plating with platinum black to reduce site impedance (Robinson 1968) . Should the noise arising from the headstage then become significant, this could be improved to some extent by introducing feedback resistors around the OPA111 to provide a gain of 10 at this initial amplifier stage. Thus the voltage noise of the AD621 would make a negligible contribution. This approach was not taken in the present work for the reasons outlined above.
The headstage amplifier was perhaps the most application-specific part of the system described. Obviously this could easily be redesigned or replaced for other applications whilst retaining the tolerances and flexibility of the remaining hardware and software. The system described could be easily expanded to eight channels by adding more cards to the main instrumentation rack, a faster data acquisition card, and modifying the software slightly. Unused digital I/O capability presents the possibility of further upgrading the system with some additional development effort.
