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1. INTRODUCCIÓN 
Desde el origen del universo, iniciando en las partículas más pequeñas, pasando por los seres vivos más 
extraños e inimaginables, hasta llegar al ser humano, existe una fuerte tendencia a compartir 
información. Pero es específicamente el ser humano quien lleva esta tendencia a un nivel superior al 
empeñarse en realizar una vida grupal, en donde es imperante un medio de comunicación y una serie de 
interactores que cumplan el papel de emisores y/o receptores. De esta forma nacen diversos métodos de 
comunicación, como lo son los dibujos, los gestos o señas, y por supuesto, la voz. 
 
La comunicación más natural desarrollada a través del tiempo en los seres humanos es la voz, en un 
proceso que se puede ver como una cadena de habla (Speech), con la cual dos personas, una en 
calidad de emisor y otra en calidad de receptor, se pueden comunicar entre sí (Lee, 2015). En los últimos 
años, los avances tecnológicos han llevado a la humanidad a la implementación de herramientas 
capaces de tomar decisiones en base a tareas previamente establecidas. Por lo cual, así como Lee 
menciona en su trabajo, se realiza el esfuerzo de ingenieros y científicos por reemplazar una de las dos 
personas que establecen la comunicación por sistemas inteligentes con la capacidad de recibir o dar 
respuestas coherentes en un entorno específico, mediante el reconocimiento y sintetización de la voz. 
 
El reconocimiento de voz se realiza comúnmente mediante algoritmos implementados en software, 
aprovechando las ventajas que ofrecen los lenguajes de alto nivel para este tipo de aplicaciones y el 
poder de cómputo de los procesadores actuales. Las aplicaciones que involucran reconocimiento de voz 
forman parte de la vida cotidiana, encontrándose en gran cantidad de dispositivos tales como los 
teléfonos inteligentes, computadores personales, electrodomésticos, vehículos, etc. 
 
Una de las aplicaciones del reconocimiento de voz es la identificación del usuario, la cual puede ser 
usada para dar un “nivel apropiado de autorización”, que permita el control de acceso a lugares privados 
y/o al uso de determinados recursos dentro de un sistema(Xu et al., 2005). 
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En cuanto a las herramientas más utilizadas para el reconocimiento de voz, está el software MATLAB®, 
debido a su facilidad de uso y a que incorpora una amplia gama de utilidades para el procesamiento de 
señales en un único espacio de trabajo. Adicionalmente, ofrece la posibilidad de observar el 
comportamiento y las características de los algoritmos implementados, facilitando de esta forma su 
diseño y comprensión(MathWorks, 2013). 
 
Un ejemplo de arquitectura software para el reconocimiento de voz es la descrita por Bo Zhang y otros, 
en la que se realiza una aplicación para la detección de errores de pronunciación en inglés (Zhang et al., 
2009). 
 
Las aplicaciones de reconocimiento de voz exigen gran cantidad de recursos y alta velocidad de 
procesamiento, características que no siempre están disponibles en sistemas de procesamiento 
secuencial basados en software, tales como los sistemas de cómputo basados en procesadores 
convencionales. Por esta razón, la comunidad científica ha optado por emplear dispositivos que por su 
arquitectura paralela se caracterizan por realizar un procesamiento más eficiente de este tipo de señales, 
tales como los sistemas basados en procesadores digitales de señales DSPs (Digital Signal Processer). 
Un ejemplo de esto es la aplicación presentada por Yu-Hung Kao (Yu-Hung & Rajasekaran, 2000), en 
donde se desarrolla un sistema reconocedor de voz de vocabulario dinámico. En (Prevedello, Ledbetter, 
Farkas, & Khorasani, 2014) se presenta un trabajo orientado a evaluar el impacto de los sistemas de 
reconocimiento de voz por software (SRS) en tiempos de respuesta de informes radiológicos.  
 
Aunque los DSP son más eficientes que los procesadores convencionales, su procesamiento sigue 
siendo inherentemente secuencial, por lo que en ciertos casos se ven limitados frente a los 
requerimientos encontrados en determinadas aplicaciones. En la actualidad, existe una creciente 
tendencia a emplear FPGAs (Field Programmable Gate Arrays) para el procesamiento de señales, 
debido a su facilidad de uso y versatilidad, así como a sus características de procesamiento concurrente, 
que permiten realizar implementaciones de alto desempeño, en tiempo real, de forma eficiente y a bajo 
costo. Ejemplos de aplicaciones basadas en FPGAs se presentan en (Xu et al., 2005), donde se describe 
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la implementación hardware requerida para el pre-procesamiento y la extracción de características de 
una señal de voz utilizando el método de Codificación Predictiva Lineal (LPC), y en(Li et al., 2012) donde 
se muestra un sistema para el reconocimiento del hablante utilizando el principio de cuantización 
vectorial. 
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2. OBJETIVOS 
2.1. Generales 
 Implementar un sistema de reconocimiento de voz en FPGA que permita activar la 
ejecución de al menos tres tareas diferentes de movimiento para el robot ‘Rover 5’ del 
Grupo GIRA de la UPTC. 
2.2. Específicos 
 Seleccionar las etapas de procesamiento adecuadas para un reconocimiento de voz 
eficiente. 
 Implementar las etapas de un sistema de reconocimiento de voz en un software 
matemático especializado con el fin de realizar la identificación de sus características 
más relevantes.  
 Implementar los algoritmos de pre-procesamiento y reconocimiento de voz sobre una 
tarjeta de desarrollo para FPGAs. 
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3. MARCO TEÓRICO 
El reconocimiento de voz se lleva acabo extrayendo las características de un tramo o grabación 
particular de voz. Previo a esta extracción, se prepara la señal para que los datos obtenidos sean válidos 
a través de un bloque de pre-procesamiento, el cual se encarga de atenuar la presencia de ruido y de 
elevar las características propias de la voz. Seguidamente, la trama de datos de voz se divide en 
pequeñas franjas con el fin de analizar el entrelazamiento entre los fonemas de una palabra; a este 
proceso se le conoce como Segmentación. Finalmente se realiza la comparación de la muestra 
analizada respecto a la base de referencia del sistema. En la figura 1 se pueden observar los bloques 
correspondientes al proceso de reconocimiento de voz. 
 
Figura 1. Reconocimiento de voz 
 
3.1. Pre-procesamiento 
El bloque de pre-procesamiento consta de dos secciones definidas como ‘Detección de inicio-fin’ 
y ‘Pre-énfasis’. En la primera, con base en la energía promedio de la trama de datos se detecta 
el inicio y el final de la señal efectiva de voz para evitar que el sistema trabaje ociosamente. En la 
segunda, se aplica un filtro para compensar atenuaciones naturales presentes en la señal 
original, de tal forma que el espectro de la señal tenga un rango dinámico similar en toda la 
banda de frecuencias. Ejemplos del uso del pre-procesamiento se pueden observar en 
(Sarkar&Saha, 2010) y en (Li et al., 2012). 
 
Una alternativa para la sección ‘Detección de Inicio-Fin’ es el método conocido como VAD 
(Detección de Actividad de Voz). 
CAPTURA DE VOZ
PRE-
PROCESAMIENTO
SEGMENTACIÓN
EXTRACCIÓN DE 
CARACTERÍSTICAS
COMPARACIÓN
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3.2. Segmentación 
En (Jain et al., 2013)separa este bloque en dos procesos conocidos como ‘Frame Bloking’ y 
‘Windowing’. En el primero se divide la muestra en pequeños tramos (10ms – 30ms) de tal forma 
que la señal de voz se pueda apreciar casi-estacionaria, con un solapamiento del 50% entre 
cada uno de los tramos. En el segundo se aplica un proceso de enventanado con el fin de 
minimizar las discontinuidades de la señal al inicio y al final de cada tramo. Alternativamente, en 
(Jun, Ariyaeeinia, Sotudeh, & Zaki, 2005)se propone realizar la segmentación directamente 
durante el proceso de enventanado. En ambos casos, la técnica usada es el enventanado de 
Hamming (Hamming Windowing). 
 
3.3. Extracción de características 
Una vez realizada la segmentación, los datos quedan listos para ser procesados y obtener sus 
valores característicos a través de una serie de algoritmos y ecuaciones en un proceso llamado 
Feature Extraction. Existen diversas formas de obtener las características propias de una trama 
de voz, entre las más importantes están Mel Frequency Cepstral Coefficients (MFCC), Hidden 
Markov Model (HMM) y Lineal Predictive Coding (LPC), entre otras. 
 MFCC: Esta técnica se basa en la variación conocida del ancho de banda frecuencial 
crítico del oído humano. Haciendo uso de filtros linealmente y logarítmicamente 
espaciados, se extraen las características relevantes y se atenúan las que empobrecen 
el proceso o arrojan poca información (Sharma et al., 2011). De manera similar, en 
(Elmisery et al., 2004)los autores afirman que la técnica MFCC considera los principios 
básicos de la percepción del oído, el cuál comprende la información espectral en una 
escala de frecuencia no uniforme. 
 HMM: El Modelo Oculto de Markov es un método de caracterización estadística de las 
propiedades espectrales de una muestra (Rabiner, 1993). Rabiner explica que este tipo 
de métodos caracterizan la señal de voz como un proceso aleatorio paramétrico, en 
donde los parámetros se pueden determinar de manera precisa. En (Lan, Harvey, 
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&Theobald, 2012)se desarrolla un algoritmo para la lectura de labios computarizado, en 
el que la caracterización se realiza mediante HMM. 
 LPC: Este modelo proporciona una aproximación de la envolvente espectral del tracto 
vocal, siendo más efectivo en las regiones con voz, y menos efectivo en las regiones sin 
voz y en las regiones transientes. El modelo LPC se considera como “un modelo 
analíticamente manejable”, con una implementación matemática “precisa, simple y 
sencilla”(Rabiner, 1993).Los coeficientes LPC pueden ser obtenidos mediante la técnica 
de Covarianza o mediante la técnica de Autocorrelación. En esta última, luego de 
obtener los coeficientes de autocorrelación, se procede a extraer los coeficientes LPC 
mediante el método de recursión de Levinson-Durbin. Un ejemplo de esta técnica se 
describe en (Xu et al., 2005), en donde se desarrolla un identificador de voz sobre una 
FPGA. 
 
3.4. Comparación 
En la última etapa de reconocimiento de voz se debe determinar la similitud que existe entre la 
reciente emisión de voz y el comando de referencia. Para ello se requiere de una etapa previa, 
en la que se almacenan los resultados obtenidos de la extracción de características de las 
palabras de referencia, para luego, en el desarrollo formal del proceso de reconocimiento, tener 
una base comparativa. Existen diversas formas de realizar esta comparación, entre la trama de 
datos obtenida y la trama de datos de referencia, como lo son Coeficientes de Pearson y la 
función de Kernel, los cuales arrojan una magnitud porcentual de la similitud entre las muestras 
analizadas. 
 Kernel: Realiza un mapeo de los vectores hacia un plano lineal. El resultado determina la 
similitud de los vectores comparados, incluyendo posibles combinaciones entre ellos. En 
el artículo Speech Feature Extraction Method of Improved KPCA(Jun-chang & Yuan-
yuan, 2010), los autores presentan una aplicación de esta función como paso 
complementario a la extracción de características. De igual forma en (Hejazi et al., 
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2009)se utiliza la función Kernel combinada con el método de HMM para reconocimiento 
de dígitos aislados persas. 
 Pearson: Este método estadístico basado en la covarianza arroja una medida de la 
correlación lineal y similitud de dos variables(Mesaros & Astola, 2005). Mesaros & Astola 
usan este método para la identificación de un cantante mediante el estudio de algunas 
características espectrales y su interdependencia en el desempeño musical. Por su 
parte, en (Adeli, Rouat, Wood, Molotchnikoff, & Plourde, 2016)los autores utilizan 
Pearson para comparar el grado de similitud entre las curvas características de las 
muestras estimadas y las de referencia, a partir de un modelo jerárquico flexible Bio-
Inspirado para analizar el Timbre Musical. 
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4. JUSTIFICACIÓN 
Para diversos proyectos de aplicación, el grupo GIRA de la Uptc requiere contar con sistemas de 
interface hombre-máquina que permitan realizar el comando de robots por parte de usuarios no-
expertos, de modo que puedan interactuar con este tipo de tecnologías de una forma más natural y 
simplificada. 
La implementación de sistemas de reconocimiento de voz en Software es muy común debido a su 
versatilidad y facilidad de uso. No obstante, estas aplicaciones requieren grandes cantidades de espacio 
y recursos para su ejecución, lo cual implica el uso de equipos de cómputo de prestaciones 
relativamente elevadas. Por esta razón, hay una fuerte tendencia al uso de Hardware para la 
implementación de esta clase de aplicaciones, en las que se aprovechan las características de 
procesamiento paralelo de los dispositivos de hardware reconfigurable disponibles en la actualidad. En la 
figura 2 se clasifican las contribuciones realizadas por diversos autores en los que se emplean métodos 
software, hardware o ambos. 
 
Figura 2. Estado del arte 
Software Hardware
 (Elmisery, Khalil, Salama, 
& Algeldawy, 2004) 
 (Hejazi, Kazemi, & 
Ghaemmaghami, 2009) 
 (Zhang, 
Zhuang, 
Huang, 
Feng, & 
Zhao, 
2009) 
 (Jain, Jha, & Suresh, 2013) 
 (Jun-chang & 
Yuan-yuan, 2010) 
 (Yu-Hung & 
Rajasekaran, 2000) 
 (Li, An, Lang, & 
Yang, 2012) 
 (Sarkar & Saha, 2010) 
 (Sharma, Lakshmikantha, & 
Sundar, 2011) 
 Nuestro Trabajo 
 (Xu, Ariyaeeinia, 
& Sotudeh, 2005) 
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Actualmente el Grupo GIRA cuenta con tres robots tipo ‘Rover 5’, controlados mediante una tarjeta de 
desarrollo FPGA DE0 Nano de Altera®. Esta tarjeta incorpora una FPGA Cyclone IV con 22320 
elementos lógicos (LEs), que le confieren gran capacidad para la implementación de circuitos en 
proyectos de robótica y aplicaciones portables. Aprovechando estas características, en el presente 
proyecto se busca realizar la implementación de un sistema de reconocimiento de voz que permita 
activar la ejecución de al menos 3 tareas de movimiento distintos para dicho robot, ver figura 3.  
 
Figura 3. Robot 'River 5' 
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5. ESTRUCTURA DE SOFTWARE Y HARDWARE 
 
Durante la revisión bibliográfica realizada para el desarrollo de este proyecto se encontró que la mayoría 
de estos trabajos emplean cinco etapas para el reconocimiento de voz, las cuales corresponden a:  
i) Adquisición de la Señal de voz, ii) Detección de voz y Pre-énfasis, iii) Segmentación mediante la 
técnica de Hamming Windowing, iv) Extracción de características y v) Comparación. Para la etapa de 
extracción de características el método usado con más frecuencia es el MFCC. Sin embargo, debido a la 
complejidad de los cálculos requeridos para su implementación en Hardware se recurre al método LPC 
que permite un manejo recursivo de los algoritmos, lo que redunda en un importante ahorro de espacio y 
tiempo de ejecución. Por su parte, en la etapa de comparación, aunque la técnica de Kernel es 
frecuentemente usada en Software, el extenso procedimiento requerido para su implementación la 
convierte en una técnica poco conveniente para su implementación en Hardware. En cuanto a la 
comparación, la técnica por medio de los Coeficientes de Correlación de Pearson (CCP) es un método 
más directo de cálculo, lo que implica una mayor facilidad de implementación en Hardware, razón por la 
cual se eligió como técnica de comparación en este proyecto. En la figura 4 se observa el diagrama 
general de bloques de la implementación para el Reconocimiento de Voz desarrollada. 
 
La implementación fue desarrollada en primer lugar en Software sobre la plataforma MatLab® y luego en 
Hardware en lenguaje de programación VHDL sintetizado sobre la tarjeta de desarrollo para FPGAs DE0 
Nano de la compañía Terasic ®, empleando la herramienta de análisis y síntesis Quartus II de Altera ®.  
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Figura 4. Diagrama de bloques del Reconocimiento de Voz 
 
A) SOFTWARE 
En primer lugar se realizó la implementación de los algoritmos de reconocimiento de voz en Software con 
el fin de comprender su funcionamiento y en segundo lugar, para verificar y comparar con los resultados 
obtenidos durante su posterior implementación en Hardware. Los códigos de la implementación software 
realizados se pueden observar en el Anexo 1. 
 
En la figura 5 se muestra el diagrama de flujo del algoritmo para el reconocimiento de voz. Los procesos 
de detección, pre-énfasis, segmentación y autocorrelación, este último como parte de la extracción de 
características, son incluidos como funciones. Los procesos de reflexión y LPC en la extracción de 
características y la comparación son desarrollados en las iteraciones del ciclo for principal, que recorre 
uno a uno los segmentos de la palabra analizada hasta la constante ‘x’, que es el número total de 
segmentos, la cual depende de la longitud de la grabación. 
Adquisición de 
la Señal 
Detección 
Inicio-Fin 
Pre-énfasis 
Pre-procesamiento 
  
Autocorrelación 
Reflexión 
LPC 
Extracción de 
características 
Segmentación 
Comparación 
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Figura 5. Diagrama de flujo del reconocimiento de voz 
 
5.1. Adquisición de la señal de voz 
En las primeras etapas del desarrollo de este proyecto, la adquisición de voz se realizó a través 
de las herramientas ofrecidas por el software MatLab. En la etapa de verificación, los datos de la 
señal de voz se obtuvieron desde la FPGA a través de un módulo UART, los cuales fueron 
procesados en Software para realizar la comparación respecto a los resultados obtenidos en 
Hardware. La captura de la señal de voz se realizó con un periodo de muestreo de 50KHz, en 
donde la duración promedio de cada palabra es de 840ms. 
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5.2. Pre-procesamiento 
 5.2.1. Detección de inicio y fin 
En primer lugar se calcula la energía promedio de la señal obtenida en un intervalo de 
30ms, equivalente a 1500 muestras, previas a la pronunciación. Este promedio inicial se 
cataloga como energía umbral (Eav). Posteriormente, se calcula la energía promedio en 
intervalos de 30ms, y aquellos datos que superen el umbral –los que hacen referencia a 
señales efectivas de voz– son enviados a la siguiente etapa de procesamiento. De esta 
forma se evita que el sistema opere ociosamente procesando tramas de datos en las que 
no hay información correspondiente a la pronunciación de voz. El cálculo de la energía 
promedio está dado por la Ec. 1. 
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( )N
n
S n
E
N


    (1) 
En donde S(n) es el vector que contiene la señal de entrada y N es el número de 
muestras. 
 
La figura 6 muestra el diagrama de flujo del bloque de detección de inicio-fin, en donde 
se implementa la sumatoria de la Ec. 1 como un ciclo for para recorrer el vector ‘S(n)’ 
que contiene la señal de voz de entrada de N posiciones. Una vez procesados los datos 
del primer segmento, se asigna la energía umbral (Eav) con la cual se comparan la 
energía promedio de cada segmento. Aquellos segmentos que superen el umbral son 
asignados al vector ‘Ssr’. 
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Figura 6. Diagrama de flujo de detección de Inicio-Fin 
 
 5.2.2. Pre-énfasis 
Debido a las características fisiológicas del sistema de habla humano, las secciones de 
voz presentan una pendiente espectral negativa (o atenuación) de aproximadamente 
6dB/octava. Con el fin de compensar dicha atenuación, además de atenuar la presencia 
de ruido y dar ganancia a las características propias de la voz, se implementa el filtro FIR 
de primer orden descrito por la Ec. 2, el cual pone un cero en 0  , produciendo un 
corrimiento de 6dB. 
( ) ( ) ( 1)pp sr srS n S n S n     (2) 
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En donde  es una constate arbitraria que se establece entre 0.9 y 1, típicamente 0.93 
(Li et al., 2012), ( )srS n es la señal sin ruido proveniente de la detección de Inicio-Fin y 
( )ppS n es la señal de salida del filtro. 
 
La figura 7 muestra el diagrama de flujo del bloque de pre-énfasis. Las variables ‘Saux’ y 
‘Saux2’ guardan las muestras referentes a ( )srS n  y ( 1)srS n   respectivamente, como 
describe la Ec. 2. 
 
Figura 7. Diagrama de flujo del Pre-énfasis. 
 
5.3. Segmentación 
En el análisis de señales de voz se divide la muestra en pequeños intervalos, en este caso, cada 
intervalo corresponde a 30ms, equivalentes a 1500 muestras de la señal de voz. Seguidamente, 
cada intervalo es multiplicado por la ventana de Hamming, dada por la Ec. 3, en el proceso 
conocido como Enventanado. Las ventanas se sobreponen entre sí un 50%, con el fin de atenuar 
las discontinuidades y realzar las formantes propias de los fonemas (Ver figura 8), en donde a la 
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ventana inicial se le llama ventana normal y a la sobrepuesta ventana complementaria. Las 
ecuaciones 4 y 5 corresponden a los segmentos con enventanado normal Sw y enventanado 
complementario Swc, respectivamente. 
 
2
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n
Si n N
H N
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  
     
  


   (3) 
w pp WS S H         (4) 
(1.08 )wc pp WS S H         (5) 
 
 
Figura 8. Hamming Windowing (Xu et al., 2005) 
 
La figura 9 muestra el diagrama de flujo del bloque de segmentación. A diferencia de los bloques 
anteriores, en donde el ciclo for recorre las N posiciones del vector que contiene la señal de voz, en este 
bloque se procesa la información segmento a segmento según cada iteración del ciclo for principal. Los 
vectores ‘Sw’ y ‘Swc’ de salida contienen la información del enventanado normal y complementario 
respectivamente. 
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Figura 9. Diagrama de flujo del bloque de Segmentación 
 
5.4. Extracción de características 
La extracción de características es un proceso que permite obtener un vector característico de
m coeficientes para cada segmento. Dicho vector es el que contiene la información necesaria 
para el reconocimiento de voz. Este procedimiento es una reestructuración del método de 
recursión de Levinson-Durbin, en el que se busca reducir la complejidad de la implementación en 
hardware. La extracción de características dada por la Ec. 6 incluye tres etapas fundamentales: 
Autocorrelación, Reflexión y Codificación predictiva lineal (LPC) de Coeficientes. 
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1
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En donde iK  es el coeficiente de reflexión, 1iK   el coeficiente de reflexión de la iteración anterior, 
xxr  el vector de coeficientes de autocorrelación, xxbr  el vector inverso de xxr  y ba  el vector inverso 
de coeficientes LPC. La figura 10 muestra el diagrama de flujo para el for principal, el cual 
recorre cada segmento de la palabra analizada. En la extracción de características, el bloque de 
autocorrelación retorna un vector de 1m  coeficientes por cada segmento, mientras que el 
bloque de extracción de características entrega un vector de m  coeficientes. Para exponer la 
descripción de los componentes se ha seleccionado 15m  . 
 
Figura 10. Diagrama de flujo del bloque de extracción de características 
 
 5.4.1. Autocorrelación 
Los coeficientes de autocorrelación se obtienen a partir de la Ec. 7 (hasta el 1m  
coeficiente). 
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En donde nS  es la muestra de entrada (‘Sw’ en el caso del vector normal y ‘Swc’ en el 
caso del vector complementario), N  es el número de muestras y mes el número de 
coeficientes. 
 
En la figura 11 se observa el diagrama de flujo del bloque de autocorrelación, en donde 
el cálculo de la sumatoria se realiza mediante un ciclo for que recorre las muestras 
correspondientes al segmento. Similarmente, se emplea un ciclo for para calcular los 
1m  coeficientes de autocorrelación, los cuales son almacenados en los vectores ‘rxx0’ 
y ‘rxx1’ para la ventana normal y la ventana complementaria respectivamente. 
 
Figura 11. Diagrama de flujo del bloque de autocorrelación. 
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 5.4.2. Reflexión y LPC 
El coeficiente de reflexión es obtenido como un subproducto del análisis LP (Ec. 8). Una 
de sus propiedades, que permite verificar la estabilidad, es que todos los coeficientes 
deben tener magnitudes inferiores a 1 (Madisetti & Williams, 1999). 
1
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
 
    (8) 
Los coeficientes característicos LPC de cada segmento son calculados mediante la Ec.9, 
en la que cada coeficiente es obtenido de manera recursiva a partir de los coeficientes 
previos. Inicialmente, la matriz [ ]a i tiene dos filas, pero luego este número aumenta con 
cada nuevo coeficiente calculado, de manera que al computar el m  coeficiente, la matriz 
a  tendrá m  filas.   
[ 1] [ 1]
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0 1
b
i
a i a i
a i K
     
    
   
   (9) 
El primer coeficiente LPC, denotado como [1]a , es calculado a partir de los coeficientes 
de autocorrelación, como se observa en la Ec. 10. 
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1
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     (10) 
En la figura 12 se muestra el diagrama de flujo del bloque de reflexión y LPC. 
Primeramente se calcula [1]a y se asigna a iK . El primer ciclo for repite el proceso para 
cada coeficiente, en este caso 15m  . El segundo ciclo for realiza el número de 
iteraciones adecuadas según el valor de i , calculando recursivamente hasta el i ésimo
coeficiente LPC. Debido a que los valores de iK  oscilan entre 0 y 1, se multiplica por 8 
en el cálculo de [1]a y 4096 en el cálculo de iK , suficiente para evitar el uso de punto 
flotante. En contra parte, en el cálculo de ja  se divide en 4096 para conservar la 
dinámica de la ecuación. La selección de las constantes 8 y 4096 se explica en la 
sección B.  
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Figura 12. Diagrama de flujo del bloque de Reflexión y LPC 
 
5.5. Comparación 
La pronunciación de una palabra puede variar notoriamente incluso cuando una misma persona 
es quien la pronuncia, ya sea por el tiempo de duración de la señal efectiva de voz, por el tono 
de la pronunciación, el ruido del ambiente, entre otros factores. Es por esto que la comparación 
entre un comando de referencia y una nueva palabra adquirida se debe procesar 
estocásticamente. 
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En general, el coeficiente de correlación de Pearson (CCP) se obtiene a partir de la covarianza y 
la desviación típica de dos vectores de datos, como se muestra en la Ec. 11.  
,
cov( , )
X Y
X Y
X Y

 
     (11) 
En donde X y  Y  son los vectores de datos a comparar, cov( , )X Y  es la covarianza de ,X Y  
(Ec. 12) y la desviación típica (Ec. 13). 
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Aplicando las definiciones de covarianza y desviación típica el cálculo del coeficiente de Pearson 
(Ec. 11) se puede expresar como: 
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  (14) 
 
La figura 13 muestra el diagrama de flujo del bloque de comparación, en donde ‘a1’ es el vector 
de coeficientes LPC de referencia obtenido al realizar el proceso hasta extracción de 
características de una grabación previa y ‘a2’ es el vector de coeficientes LPC de la nueva 
palabra a la que se realizará la comprobación.  
 
Inicialmente se calcula el valor medio de los coeficientes LPC a comparar y se almacenan en las 
variables ‘xm’ y ‘ym’. En el ciclo for de la variable ‘j’ se calcula ‘xixm’ y ‘yiym’, además se realiza 
la sumatoria respectiva según la Ec. 12.  Secuencialmente, se obtiene el cálculo de la varianza 
de ambos vectores y se asignan a las variables ‘vx’ y ‘vy’. Seguidamente, al finalizar el ciclo for, 
se calcula la desviación estándar, que corresponde a la raíz cuadrada de la varianza, y se 
asignan a las variables ‘dx’ y ‘dy’. Finalmente se realiza la división y se obtiene un coeficiente 
CCP por cada iteración del ciclo for de la variable 𝑖.  
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Figura 13. Diagrama de flujo del bloque de comparación. 
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Debido a que los CCP se encuentran entre 0 y 1, dependiendo de la similitud entre los vectores 
analizados, se multiplica por la constante 16384 antes de realizar la división para evitar el uso de 
punto flotante. Además, este escalamiento aumenta la resolución de los resultados. La selección 
de esta constante se explica con más detalle en la sección B. 
 
Finalmente, mediante la variable C se cuentan los coeficientes CCP que superan el umbral 
preseleccionado. La palabra adquirida es considerada como válida si la totalidad supera el 
umbral (generalmente 38 CCP). En caso contrario, se procede a comparar con una nueva 
palabra de referencia. 
 
La selección del umbral para la comparación de los CCP se explica en más detalle en la 
siguiente sección y los resultados de la implementación en software se muestran en la sección 6.  
 
B) HARDWARE 
Una vez hecha la implementación en Software y comprendido el proceso de Reconocimiento de Voz, se 
implementó el sistema sobre la tarjeta de desarrollo FPGA DE0 Nano en lenguaje VHDL, empleando el 
software Quartus II (Altera, 2013) para el análisis y síntesis respectivos. En esta sección se muestran los 
diagramas de flujo y en el Anexo 2 se presentan los códigos VHDL. 
 
5.6. Adquisición de la señal de voz 
Con el fin de optimizar los recursos de la FPGA se implementó un sistema de captura de voz 
basado en el micrófono PMod, controlado mediante el componente PModMic proporcionado por 
el fabricante Digilent®, que entrega los datos con una resolución de 12 bits. En la figura 14 se 
observa la estructura básica de este componente (Digilent, 2009), en donde la señal de salida 
‘SCLK’ proporciona un ciclo de reloj de 12.5MHz para el PMod y ‘nCS’ habilita la toma de datos 
del mismo. La frecuencia de muestreo seleccionada es de 50kHz, ideal para adquirir las 
características de la voz cumpliendo el teorema de muestreo de Nyquist. 
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Figura 14. Componente PModMic (Digilent, 2009) 
 
Los datos son obtenidos serialmente desde el PMod a través del puerto ‘SDATA’, y enviados 
hacia el siguiente componente a través del puerto ‘DATA’. En la figura 15 se observa la máquina 
de estados que describe el funcionamiento de este componente. En el estado Idle se genera una 
espera para el arranque del sistema, ya sea luego de un reset o al momento de iniciar el proceso 
de reconocimiento. En el estado ShiftIn se reciben los 16 datos provenientes del PMod y se 
almacenan en un vector, de los cuales los 4 bits más altos son ‘0’. En el estado SyncData se 
toman los 12 bits menos significativos del vector para ser enviados al puerto de salida y se activa 
la señal ‘DONE’. Finalmente, en el estado Espera, mediante un contador, se sincroniza la 
frecuencia de muestreo, para reanudar el ciclo de captura de datos desde el estado ShiftIn. 
 
 
Figura 15. Máquina de estados del componente PModMic (Altera, 2013) 
 
reset 
reset 
Reset or Full or !Start  
N<16 N<249 
N≥ 249 
reset 
!Full & Start N=16 Start 
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5.7. Pre-procesamiento 
 5.7.1. Detección de inicio-fin 
En la figura 16 se muestra el componente ‘Energy’, el cual cuenta con las entradas de 
Reloj del sistema ‘CLK’, Reset del sistema ‘RST’, el dato recibido desde el PModMic 
‘DATA_E’ y la señal ‘DONE’. 
 
Figura 16. Detección Inicio-Fin de la señal de voz. Componente ‘Energy’ 
 
La recepción del dato se realiza con cada activación de la señal ‘DONE’, la cual 
incrementa el contador descrito en la figura 17, que al llegar a 750 activa la señal 
‘FLAG_COMP’ y al llegar a 1500 activa la señal ‘FLAG_1’. La primera usada en la 
extracción de características y la segunda usada para resetear el contador. A su vez, se 
realiza el cálculo de la Energía correspondiente a la Ec. 1, como se observa en la figura 
18, para cada segmento de 1500 muestras. 
 
Figura 17. Contador. Componente ‘Energy’ 
 
Figura 18. Cálculo de energía. Componente ‘Energy’ 
CLK 
RST 
DATA_E (11:0) 
DONE 
VOICE_FLA
G 
VF 
FLAG_COMP 
FLAG_MEM 
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Con el fin de hacer más dinámica la detección de la señal de voz, se calcula el nivel de 
energía presente en el ambiente. Para ello, se asigna como energía umbral (Eav) la 
energía correspondiente al primer segmento de la trama de datos analizados, como se 
observa en las figuras 17 y 19, en donde la señal ‘FLAG_1’ activa la asignación de la 
energía umbral, siempre y cuando la señal ‘FLAG_2’ no esté activa. 
 
Figura 19. a) Compuerta OR. b) Asignación de la energía umbral ‘Eav’. Componente ‘Energy’ 
 
Al puerto de salida ‘FLAG_MEM’ se asigna un ‘0’ lógico inicialmente, hasta la activación 
de la señal ‘FLAG_1’ luego de leer el dato número 1500, tomando un ‘1’ lógico que será 
permanente, a menos que se produzca ‘Reset’ del sistema. Ver figura 11-a). Una vez 
calculada la energía umbral, los siguientes datos provenientes del componente PModMic 
son almacenados en una memoria RAM, como se explica en la siguiente sección. 
 
Finalmente se realiza la comparación entre la energía umbral y la energía promedio de 
cada segmento, como se observa en la figura 20. En caso de superar el umbral, se 
activa la señal ‘Voice_Flag’. 
 
 
Figura 20. Comparación entre energía promedio y energía umbral. Componente ‘Energy’ 
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 5.7.2. Memoria de almacenamiento de datos de entrada 
La figura 21 muestra la descripción del componente ‘Mem_ini’ que almacena los datos de 
entrada en una memoria RAM de 8192 posiciones, con el fin de almacenar 5 segmentos 
de datos correspondientes a 7500 muestras (91,55% de la RAM), suficiente para 
dinamizar la lectura y escritura de la memoria. La señal ‘DONE’ proveniente del 
componente PModMic se interconecta al puerto ‘ESCRI_EN’, el cual controla el puntero 
de escritura de la memoria e incrementa con cada nuevo dato. De forma similar, el 
puntero de lectura, que incrementa con cada dato leído, es controlado por la señal 
‘LECT_EN’ proveniente del componente ‘Voz_Valida’, como se explica en el respectivo 
componente. Además, el bloque ‘Saltos de posición’ realiza modificaciones al puntero de 
escritura respecto a las señales ‘NO_VALID’ y ‘LEE_DNUEVO’, explicadas en los 
componentes ‘Voz_Valida’ y ‘Autocorrelacion’ respectivamente. 
 
Figura 21. Memoria RAM. Almacenamiento de datos de entrada. Componente ‘Mem_in’ 
   
La señal ‘LECT_EN’ activa el componente de Pre-énfasis a través de la señal 
‘FLAG_PRE’. El buffer observado en la figura 21 realiza una espera de 1 ciclo de reloj, 
permitiendo que los datos se propaguen apropiadamente a través de la línea de 
comunicación y estén disponibles para el siguiente componente de forma correcta. 
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 5.7.3. Componente de control de lectura ‘Voz_Valida’ 
Este componente es complemento de la etapa de detección de voz. La descripción se 
observa en la figura 22. Cuando se detecta una emisión efectiva de voz, la señal 
‘VOICE_FLAG’ habilita la señal ‘LECT_EN’ para la lectura de datos de la RAM. Además, 
inicia el conteo de los datos leídos y al llegar a 1500 desactiva la lectura. En caso de no 
detectar señal efectiva de voz, se activa la señal ‘NO_VALID’, la cual activa el bloque 
‘SALTOS DE POSICIÓN’ del componente ‘Mem_in’ y provoca un salto de 1500 
posiciones en el puntero de lectura evitando el segmento de datos no válidos. 
 
La señal ‘LEE_DNUEVO’ proviene del componente de ‘Autocorrelación’ y provoca un 
reseteo en el contador, haciendo que el sistema lea nuevamente las 1500 muestras del 
respectivo segmento analizado. Este paso se explica con más detalle en el componente 
de ‘Autocorrelación’. 
 
 
Figura 22. Control de lectura. Componente ‘Voz_Valida’ 
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 5.7.4. Pre-énfasis 
Una vez detectada la señal efectiva de voz, se aplica el filtro descrito por la Ec. 2, en 
donde   es seleccionada convenientemente para un mejor desempeño del sistema. Si 
se toma 0,96875  , la Ec. 2 puede ser interpretada como sigue: 
   
( ) ( ) ( 1)
( ) ( ) 0.96875 ( 1)
pp
pp
S n S n S n
S n S n S n
  
  
 
5
( 1)
( ) ( ) ( 1)
2
pp
S n
S n S n S n

      (15) 
De esta forma, la división que es la operación básica que más recursos ocupa, se realiza 
mediante el corrimiento a la derecha de 5 bits del registro ( 1)S n  . 
 
La figura 23 muestra la descripción del componente ‘Pre-enfasis’. La señal ‘FLAG_PRE’ 
habilita el funcionamiento del sistema, además de activar la señal ‘FLAG_SEG’ del 
componente de ‘Segmentacion’ con un retardo de 1 ciclo de reloj. 
 
Figura 23. Componente ‘Pre-enfasis’ 
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El registro 𝑆𝑇𝐸𝑀𝑃 guarda el último dato recibido, es decir el dato número 1500. Este dato 
es asignado nuevamente al registro 𝑆𝑛−1 cuando la señal ‘LEE_DNUEVO’ se activa. Por 
su parte, la señal ‘VF’ resetea este registro, preparándolo para recibir los datos de un 
nuevo segmento válido de voz. 
 
La selección de la constante   incide notoriamente en las características de la señal de 
voz, y consecuentemente, en la obtención de los coeficientes LPC, como se explica en la 
sección de resultados. 
 
5.8. Segmentación 
Debido a que lo valores arrojados por la Ec. 3 son conocidos con anterioridad al proceso, estos 
son previamente calculados en Software y almacenados en memoria. A esta estructura de datos 
se le conoce como Tabla de Búsqueda o LUT (por sus siglas en inglés Look Up Table) y es 
añadida al componente en VHDL como un Archivo de Inicialización de Memoria .mif (por sus 
siglas en inglés Memory Inicialization File) en una memoria ROM de 4096 posiciones. De esta 
forma el desarrollo de la Ec. 3 se resume a una lectura de datos. 
 
Los datos de la ventana de Hamming se encuentran entre 0.08 y 1, por ello, cada valor fue 
multiplicado por 16384antes ser guardados en la LUT, valor suficiente para evitar el uso de punto 
flotante obteniendo una buena resolución. Esta constante es seleccionada convenientemente 
para que la multiplicación corresponda a un corrimiento a la izquierda de 14 bits. Una vez hecha 
la respectiva multiplicación de enventanado, se elimina el offset realizando el respectivo 
corrimiento a la derecha de 14 bits. La figura 24 describe el funcionamiento del componente de 
segmentación. 
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Figura 24. Componente ‘Segmentacion’ 
 
La LUT cuenta con 3000 datos (73.24% de la ROM) y 2 punteros de lectura para desarrollar las 
ecuaciones 4 y 5 correspondientes a los segmentos de enventanado normal y enventanado 
complementario (Señales A y B en la figura 24). Los primeros 1500 datos correspondientes a la 
ventana normal son leídos por el puntero A, mientras que los 1500 datos restantes 
correspondientes a la ventana complementaria son leídos por el puntero B. Es por ello que el 
puntero B se obtiene al sumarle 1500 al puntero A (Ver figura 24). 
 
La señal ‘FLAG_SEG’ activa el componente de autocorrelación mediante la señal ‘FLAG_AUT’ 
con 1 ciclo de reloj de latencia. 
 
5.9. Extracción de características 
Cada segmento analizado arroja 1500 muestras, correspondientes a 30ms, pero debido al 
enventanado complementario, el bloque de Extracción de Características recibe 3000 datos por 
segmento. Estos datos son recibidos, directamente por el bloque de Autocorrelación desde el 
44 
 
  
bloque de Segmentación a través de las señales ‘Swn’ y ‘Swc’ respectivamente, como se 
observa en la figura 25. Los 1m  coeficientes de autocorrelación obtenidos por cada segmento 
son enviados mediante la señal ‘rxx’ al componente ‘Extraccion’, correspondiente a los procesos 
de reflexión y codificación predictiva lineal. En este último, se calculan mcoeficientes LPC, uno 
menos que en el proceso de autocorrelación. La selección del número de coeficientes influye 
notoriamente en la implementación del sistema, como se detalla en la sección de resultados. 
Para exponer la descripción de los componentes se ha seleccionado 15m  . 
 
 
Figura 25. Componentes ‘Autocorrelacion’ y ‘Extraccion’. 
 
 5.9.1. Autocorrelación 
La figura 26 muestra las entradas y salidas del componente ‘Autocorrelacion’, el cual se 
activa mediante la señal ‘FLAG_AUT’ proveniente del componente ‘Segmentacion’. La 
señal ‘FLAG_COMP’ proviene del componente ‘Energy’ y se activa luego de la muestra 
número 750 de cada segmento. 
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Figura 26. Componente ‘Autocorrelacion’ 
 
La figura 27 muestra la descripción de la Ec. 7, cuya multiplicación se realiza entre la 
señal de entrada ‘Swn’ y el corrimiento de ‘Swjn’ para el coeficiente del segmento normal 
y la señal de entrada ‘Swc’ y el corrimiento de ‘Swjc’ para el coeficiente del segmento 
complementario. Dichos corrimientos se logran manipulando el apuntador ‘𝑖’. 
 
Figura 27. Descripción de la Ec. 7. Componente ‘Autocorrelacion’ 
 
El procedimiento descrito en el diagrama de la figura 27 se realiza procesando las 1500 
muestras de cada segmento para cada par de coeficientes de autocorrelación (normal y 
complementario), es decir, mientras la señal ‘FLAG_AUT’ esté activa. En caso contrario, 
se habilita el bloque de envío y almacenamiento de coeficientes, en donde el coeficiente 
rxx0 (normal) es enviado al componente de ‘Extraccion’ y el coeficiente ‘rxx1’ 
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(complementario) es guardado en una memoria RAM de 16 posiciones direccionada por 
el contador ‘j’, como se observa en la figura 28. 
 
 
Figura 28. Bloque de envío y almacenamiento de coeficientes. Componente ‘Autocorrelacion’ 
 
Una vez enviados los coeficientes de autocorrelación del segmento normal, se procede a 
enviar los coeficientes de autocorrelación del segmento complementario guardados en la 
memoria RAM. La figura 29 describe este procedimiento. Este bloque se activa a través 
de la señal ‘DONE_COMP’ del bloque anterior para la ventana normal y a través de la 
señal ‘FLAG_COMP’ para la ventana complementaria. Una vez enviados los 
coeficientes, ‘DONE_COMP’ es desactivado. Por cada coeficiente enviado se activa la 
señal ‘FLAG_LPC’, que habilita el componente de ‘Extraccion’. 
 
 
Figura 29. Envío de coeficientes de autocorrelación complementarios. Componente ‘Autocorrelacion’ 
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5.9.2. Reflexión y LPC 
Los coeficientes de autocorrelación son recibidos por la señal ‘rxx’ como se observa en la 
figura 30. La señal ‘FLAG_LPC’ es activada para cada nuevo coeficiente. En cada 
segmento se reciben m  coeficientes. 
 
Figura 30. Componente ‘Extraccion’ 
 
La descripción del componente de extracción de características se divide en 5 bloques, 
los cuales se activan secuencialmente. En la figura31 se observa el primer bloque, el 
cual se activa directamente por la señal ‘FLAG_LPC’. Allí los coeficientes de 
autocorrelación son almacenados en dos memorias RAM de 16 posiciones, cuyo puntero 
es controlado por el contador ‘j’ que se incrementa con cada dato recibido. La RAM1 
almacena los coeficientes en el orden de llegada, mientras que la RAM2 almacena los 
coeficientes de forma inversa. Los registros ‘Reg1’ y ‘Reg2’ almacenan el primer y 
segundo coeficiente de autocorrelación respectivamente, con el fin de calcular la Ec. 10.  
 
El software Quartus II ofrece la sintetización del bloque LPM (Library of Parameterized 
Modules), en el cual se usan bloques especializados de la FPGA para tareas o 
secuencias específicas, permitiendo el ahorro de espacio y tiempo de ejecución.  En este 
caso, se usó un bloque LPM para realizar la división descrita en la Ec. 10, cuyos 
registros de entrada son ‘Ni’ y ‘Di’ para el numerador y denominador respectivamente, y 
el registro Ki para el cociente. Debido a que la respuesta esperada en esta división es 
menor a 1, se realiza un corrimiento de 3 bits a la izquierda a ‘Reg1’, que corresponde a 
CLK 
RST 
FLAG_LPC 
rxx (15:0) 
ESCRIT_EN 
LPC (24:0) 
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multiplicar por 8 como se menciona en la sección de software, suficiente para evitar el 
uso de punto flotante.  
 
 
Figura 31. Recepción de coeficientes de autocorrelación y cálculo de Ec. 10. Componente ‘Extraccion’ 
 
Cuando el puntero ‘j’ alcanza la posición 15 activa el siguiente bloque descrito en la 
figura 32 a través de la señal ‘FLAG_REF’, en donde se realiza el cálculo de la Ec. 6. Por 
los motivos mencionados en la sección de software, el numerador en la división del 
bloque LPM es multiplicado por 4096, lo que equivale a un corrimiento de 12 bits. El 
puntero de lectura ‘𝑖’  de las memorias RAM1 y RAM2 es controlado por el bloque de 
cálculo de coeficientes LPC.  
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Figura 32. Cálculo de la Reflexión. Componente ‘Extraccion’ 
 
La figura 33 muestra el bloque en el que se asignan al registro auxiliar ’a’ los valores 
obtenidos en los bloques anteriores, con el fin de garantizar el dinamismo del algoritmo 
de extracción. El puntero ‘x’ aumenta con cada ciclo de reloj hasta la posición ‘𝑖’, esto es, 
hasta el número de coeficientes calculados. 
 
 
Figura 33. Bloque de asignación. Componente ‘Extraccion’ 
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La señal ‘FLAG_ASIGN’ desactiva el bloque de asignación, al mismo tiempo que habilita 
el siguiente bloque descrito en la figura 34, con una latencia de un ciclo de reloj. En este 
bloque, se describe la Ec. 9. El puntero ‘h’ aumenta con cada ciclo de reloj hasta la 
posición 𝑖 − 1 recorriendo el registro ‘a’ para realizar la respectiva multiplicación y 
obtener el nuevo vector de coeficientes LPC, los cuales son almacenados en el registro 
‘aj’. Una vez completada la cuenta, la bandera ‘FLAG_2’ activa el incremento del puntero 
‘𝑖’ mientras sea menor a 15, activando a su vez el bloque del cálculo de la reflexión.  
 
Figura 34. Cálculo de coeficientes LPC. Componente ‘Extraccion’ 
 
Una vez hecho el ciclo en 15 ocasiones (𝑖 = 15), se obtiene el vector de coeficientes LPC 
en el registro ‘aj’. La señal ‘FLAG_COMP’ activa el bloque descrito en la figura 35, en 
donde se envían uno a uno los coeficientes LPC a través del puerto de salida ‘LPC’. La 
señal ‘m’ realiza el conteo de los coeficientes enviados. Cuando este llega a 15 activa el 
envío del último coeficiente, el cual es el resultado de la ecuación de reflexión ‘Ki’, como 
describe la Ec. 9.  
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Figura 35. Envío de coeficientes LPC. Componente ‘Extraccion’ 
 
Por cada segmento procesado se obtienen mcoeficientes LPC, los cuales son 
almacenados en una memoria FIFO para su posterior uso en la sección de comparación.  
 
5.9.3. Memoria de LPC 
Los coeficientes LPC son recibidos por la señal ‘DATO_IN’, como se observa en la 
Figura 36, para ser almacenados en una memoria RAM de 1024 posiciones, de los 
cuales se usa como máximo el 70.3%, esperando palabras de no más de 46 segmentos 
que refieren a 720 coeficientes LPC. Las señales ‘VOICE_FLAG’ y ‘VF’ provienen del 
componente ‘Energy’, ‘ESCRI_EN’ del componente ‘Extraccion’ y ‘LECT_EN’, 
‘CAP_VOICE’ y ‘FIN_CMP’ del componente de comparación. 
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Figura 36. Componente ‘Mem_LPC’ 
 
La señal ‘LECT_EN’ activa la señal ‘COMPARAR’ luego de un ciclo de reloj de latencia. 
Esto es, en el momento en que empieza la lectura de la memoria, se inicia el proceso del 
componente de comparación. De manera similar, la señal ‘CAP_VOICE’ desactiva a 
‘FULL’, según se explica en el componente de comparación. El ciclo de latencia se logra 
mediante los Buffers como muestra la figura 37. 
 
Figura 37. Descripción Buffers. Componente ‘Comparacion’ 
 
En el componente ‘Energy’ se genera un ‘1’ lógico por cada segmento de voz válido y es 
enviado a través de la señal ‘VOICE_FLAG’. En el componente de comparación, por 
cada segmento válido de voz se incrementa el contador ‘NUM_SEG’, como se muestra 
en la figura 38. Cuando se detecta un segmento de voz no válido, esto es cuando ya se 
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ha procesado la palabra en su totalidad y los segmentos siguientes son datos de ruido, la 
señal ‘VF’ proveniente del componente ‘Energy’ activa la comparación del contador. Si 
los segmentos válidos de voz son más de 19, se activan las señales ‘FULL’ y 
‘LECTURA’. 
 
Figura 38. Contador de segmentos válidos de voz. Componente ‘Comparacion’ 
 
El puntero de escritura de la memoria RAM incrementa con cada ciclo de reloj y se activa 
por medio de la señal ‘ESCRI_EN’ proveniente del componente de ‘Extracción’, como se 
muestra en la figura 39. De forma similar, el puntero de lectura incrementa con cada ciclo 
de reloj y se activa por medio de la señal ‘LECT_EN’ o ‘LECTURA’, el primero 
proveniente del componente de comparación y el segundo del bloque anterior. Los 
coeficientes son enviados uno a uno hacia el componente de comparación a través de la 
señal ‘DATO_OUT’. 
 
Figura 39. Memoria RAM de LPC. Componente ‘Extraccion’ 
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5.10. Comparación 
Como primer paso para realizar la comparación, se deben preparar los datos que servirán de 
referencia. En la Ec. 14 X es el vector de referencia y Y  el vector con los nuevos coeficientes 
LPC. 
 
Para evitar procedimientos repetitivos en la implementación de hardware, recursivamente se 
añaden los datos que ya son conocidos, como lo son
mX y X (Ec. 16 y 17), los cuales son 
calculados en software y posteriormente añadidos al componente de Comparación en una 
memoria ROM con 2 punteros de lectura. De esta forma los componentes matemáticos usados 
se reducen. 
 i
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x x
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n

     (16) 
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 Y por lo tanto, 
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Por consiguiente, la Ec. 14 se puede expresar como 
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La figura 40 muestra los puertos de entrada y salida del componente ‘Comparacion’, en donde 
los coeficientes a analizar provenientes de ‘Mem_LPC’ son recibidos uno a uno a través de la 
señal ‘LPC’. La señal ‘COMPARAR’ habilita el proceso de comparación.  
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Figura 40. Componente ‘Comparacion’ 
 
A medida que los datos son recibidos, se calcula el promedio de los coeficientes, como se 
muestra en la figura 41. Además, los coeficientes son almacenados en una memoria RAM de 16 
posiciones mediante el puntero ‘i’ que incrementa con cada ciclo de reloj. Al llegar a 13 la señal 
‘FLAG_1’ desactiva la señal ‘LECT_EN’ deshabilitando el envío de coeficientes desde la 
memoria RAM. Por su parte la señal ‘FLAG_2’, activada cuando el puntero llega a 14, resetea el 
conteo y habilita el cálculo de la covarianza. 
 
Figura 41. Bloque de recepción de LPC. Componente ‘Comparacion’ 
 
Una vez activa la señal ‘COVAR’ se leen los datos de la memoria ‘RAM_Y’ mediante el puntero 
‘j’, el cual incrementa con cada ciclo de reloj, realizando el cálculo de la covarianza X,Y y la 
varianza de Y (Ver figura 42). Los datos de la multiplicación ‘xiXm’ son leídos desde la memoria 
CLK 
RST 
LPC (24:0) 
COMPARAR 
CAP_VOICE 
FIN_CMP 
SI_IGUAL 
COMANDO 
LECT_EN 
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ROM a través del puntero A, el cual incrementa con cada ciclo de reloj. La memoria ROM es 
añadida al componente como un bloque LPM con los resultados de las ecuaciones 16 y 17, 
haciendo uso de un archivo ‘.mif’. Además, cuenta con 2 punteros de lectura (A y B) y 2 puertos 
de salidas de datos (‘xiXm’ y ‘Dx’). Se destinan 800 posiciones para los datos de ‘xiXm’ y 60 
posiciones para los datos ‘Dx’ de cada palabra de referencia. 
 
Figura 42. Bloque de covarianza. Componente ‘Comparacion’ 
 
Cuando el puntero llega a la posición 14, se desactiva el bloque de covarianza y se habilita el 
bloque de cálculo de la desviación descrito en la figura 43, en donde se realiza la multiplicación 
entre la desviación estándar de X obtenida desde la ROM mediante el puntero B y la desviación 
estándar de Y, calculada a partir de la varianza usando el bloque LPM. 
 
Figura 43. Bloque de cálculo de la desviación. Componente ‘Comparacion’ 
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Luego de obtener el resultado de la multiplicación, se activa el siguiente bloque por medio de la 
señal ‘CC_PEARSON’, en donde se calculan los coeficientes CCP realizando la división a través 
del bloque LPM, como se describe en la figura 44. Por cada coeficiente calculado se incrementa 
el puntero B.  
 
Figura 44. Bloque de cálculo de coeficientes CCP. Componente ‘Comparacion’ 
 
Debido a que los CCP oscilan entre 0 y 1 se multiplican los coeficientes por la constante 16384, 
que se puede expresar como 214, lo cual describe un corrimiento de 14 bits. De forma recursiva, 
se realiza el truncamiento a la señal ‘DxDy’ en 14 bits evitando el uso de punto flotante y 
aumentando la resolución de la respuesta. 
 
A continuación, la señal ‘COMPARACIÓN’ activa el bloque descrito en la figura 45, en donde se 
compara la magnitud de cada coeficiente con el umbral y se incrementa el contador C en caso de 
superarlo. Además, se resetean los registros implicados en sumatorias para realizar el cálculo 
del siguiente coeficiente CCP. El umbral depende del número de coeficientes LPC y se 
selecciona de acuerdo al máximo valor que alcanzan los CCP cuando se comparan dos palabras 
iguales (en este caso con 15m   el umbral es 15290). En la sección de resultados se muestran 
los datos obtenidos para diferentes configuraciones de los puntos críticos  , my magnitud del 
umbral. 
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Figura 45. Bloque de comparación. Componente ‘Comparacion’ 
 
La señal ‘COMPARACION’ activa a ‘COMP_FIN’ habilitando el bloque descrito en la figura 46, el 
cual es el complemento final del anterior bloque de comparación. Una de las formas de saber si 
se han procesado todos los datos de referencia es por medio de la desviación de X. Si Dx es 
igual a 0, refiere a que ya se han leído todos los datos correspondientes a la palabra de 
referencia y que todos los CCP han superado el umbral. Por lo tanto, se activan las señales 
‘SI_IGUAL’ que da aviso al componente principal que la palabra procesada corresponde a una 
de las palabras de referencia, ‘FIN_CMP’ para resetear el puntero de lectura en la memoria de 
LPC y las señales ‘RESULTADO’ e ‘IGUAL’ que son usadas en el siguiente bloque. 
 
Figura 46. Bloque complementario de la comparación. Componente ‘Comparacion’ 
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Por otro lado, se compara el contador C con la variable ‘Cmp_C’ la cual es obtenida restándole la 
variable ‘baseB’ al puntero B. Esto es, por ejemplo, para la primera palabra de referencia se tiene 
que su posición base es 3600 y al substraerlo a la posición actual del puntero B el resultado debe 
ser igual al contador C, siempre y cuando los CCP analizados hayan superado el umbral. A 
continuación se activa la lectura del siguiente vector LPC a través de la señal ‘LECT_EN’. En 
caso de que algún CCP no supere el umbral, la lectura de la memoria de LPC no se activa y se 
da terminado el proceso de comparación habilitando las señales ‘FIN_CMP’ y ‘RESULTADO’, 
pero con la señal ‘IGUAL’ desactivada. 
 
En la figura 47 se muestra la descripción del bloque de resultados. La señal ‘RESULTADO’ 
inhabilita las señales ‘COMP_FIN’, ‘RESULTADO’ y ‘SI_IGUAL’. Además incrementa el contador 
‘NUM_COMAND’ y controla la señal ‘CAP_VOICE’. 
 
Figura 47. Bloque de resultados. Componente ‘Comparacion’ 
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Si la señal ‘IGUAL’ está activa, se pregunta por el comando de referencia que está siendo 
analizado y se asigna a la señal ‘COMAND’, la cual comunica al componente principal cuál fue el 
comando solicitado por el usuario. Además, se resetean los punteros y sus respectivas bases 
que controlan la lectura de la memoria ROM, al igual que el contador ‘NUM_COMAND’. En caso 
contrario, cuando ‘IGUAL’ está inactiva, se asignan los punteros y bases correspondientes a la 
siguiente palabra de referencia. En caso de haber hecho el proceso de comparación sin obtener 
resultados positivos, es decir cuando ‘NUM_COMAND’ es igual a 3, se activa el reseteo y se 
procede a la captura de una nueva trama de datos del sistema mediante la señal ‘CAP_VOICE’. 
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6. IMPLEMENTACIÓN Y RESULTADOS 
Previo a la puesta en funcionamiento del sistema de Reconocimiento de Voz, se realizó una etapa de 
preparación para las palabras que servirán de referencia en la comparación. En esta etapa se 
seleccionaron las palabras adecuadas y se obtuvieron los coeficientes LPC correspondientes por medio 
de la implementación en Hardware. Posteriormente, por medio de los algoritmos implementados en 
MatLab, se obtuvo la covarianza y la desviación típica de los respectivos vectores, para luego ser 
almacenados en una memoria ROM en la FPGA. 
 
6.1. Preparación de palabras de referencia 
Se realizó todo el procedimiento para las palabras “Triangulo”, “Cuadrado”, “Adelante”, “Primero”, 
“Avanzar”, “Derecha” y “Segundo”. Se observó un bajo porcentaje de reconocimiento para las 
palabras que contienen la consonante “s” y sus homófonas. Por ello, las palabras seleccionadas 
para ser base de referencia son “Cuadrado”, “Adelante” y “Primero”. 
 
El proceso de captura de voz se desarrolló sobre la FPGA, datos que tras ser guardados en la 
memoria FIFO, fueron transmitidos al computador mediante un componente UART para ser 
posteriormente procesados en MatLab. Luego de calcular las ecuaciones 16 y 17 respecto a los 
coeficientes LPC, estos datos son guardados en una memoria ROM en posiciones específicas 
para cada palabra, como se describe en la sección 5.10. 
 
6.2. Ejecución 
Como primer paso se verificó el funcionamiento del sistema de adquisición de voz en la tarjeta 
FPGA. Para ello, se enviaron los datos capturados por el componente PModMic al computador 
mediante un componente UART y se cargaron en el software MatLab. A continuación, se verificó 
el funcionamiento del componente de Detección de inicio-fin. La figura 48 muestra la señal de 
voz recibida al pronunciar la palabra “Cuadrado” en la parte superior y la señal recortada 
equivalente en la parte inferior. 
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Figura 48. Palabra "Cuadrado" adquirida por el PModMic 
 
Posteriormente se aplica el filtro FIR de primer orden del componente de Pre-énfasis. En la figura 
49 se observa el diagrama de bode para 0,96   en donde se denota un comportamiento pasa 
altas, lo cual realza los compontes de alta frecuencia que contienen mayor información de las 
características de la voz, poniéndolos en similar magnitud con los componentes de baja 
frecuencia. En la figura 50 se observa la señal de voz filtrada. 
 
Figura 49. Diagrama de bode Filtro FIR de primer orden del componente de Pre-énfasis 
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Figura 50. Señal de voz filtrada. Etapa de Pre-énfasis. Palabra “Cuadrado” 
 
En la etapa de segmentación, cada tramo de 1500 muestras correspondientes a 30ms es 
multiplicada por la ventana de Hamming y su complementario, como se observa en la figura 51. 
 
Figura 51. Segmentación para un tramo de la señal de voz. 
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En la tabla 1 se muestran los 15 primeros datos recibidos al pronunciar la palabra “Cuadrado” de 
las etapas de Pre-procesamiento (Detección inicio-fin, Pre-énfasis y Segmentación) en la 
implementación en Software y Hardware. Este último obtenido mediante el Software de 
simulación ModelSim de Altera.  
 
Debido a que la aritmética empleada en Hardware fue en números enteros, los valores obtenidos 
en la implementación en MatLab fueron distintos a los obtenidos en la FPGA. Por ello, se 
procede a hacer los debidos truncamientos y/o aproximaciones, mediante las instrucciones ‘floor’ 
y ‘fix’ en las respectivas operaciones de  división, para que en ambas implementaciones se den 
los mismos resultados. 
 
Tabla 1. Primeras 15 muestras de la palabra “Cuadrado” en las etapas de Pre-procesamiento 
Energía Promedio Pre-énfasis Segmentación 
MATLAB ModelSim E MATLAB ModelSim E MATLAB ModelSim E 
2366,30 2366 0,0127% 1939,00 1939 0,00% 155,12 155 0,08% 
4702,56 4702 0,0119% 90,89 90 0,98% 7,20 7 2,78% 
7078,92 7078 0,0130% 115,89 115 0,77% 9,20 9 2,17% 
9472,94 9472 0,0099% 68,06 67 1,56% 5,36 5 6,72% 
11887,21 11886 0,0102% 130,94 130 0,72% 10,40 10 3,85% 
14283,76 14282 0,0123% 92,81 91 1,95% 7,29 7 3,98% 
16731,12 16729 0,0127% 47,81 46 3,79% 3,67 3 18,26% 
19186,17 19184 0,0113% 90,70 90 0,77% 7,22 7 3,05% 
21623,33 21621 0,0108% 79,70 79 0,88% 6,34 6 5,36% 
24101,45 24099 0,0102% 125,19 125 0,15% 10,04 10 0,40% 
26587,29 26584 0,0124% 95,83 95 0,87% 7,64 7 8,38% 
29052,58 29049 0,0123% 76,02 75 1,34% 6,04 6 0,66% 
31530,70 31527 0,0117% 52,27 51 2,43% 4,11 4 2,68% 
34008,82 34005 0,0112% 69,44 68 2,07% 5,47 5 8,59% 
36474,11 36470 0,0113% 91,50 91 0,55% 7,35 7 4,76% 
 
Seguidamente, seleccionando el número de coeficientes 15m  , se verificó la obtención de los 
coeficientes LPC. En la figura 52 se observan los coeficientes correspondientes al análisis de la 
palabra “Cuadrado”. La parte superior corresponde al comportamiento en magnitud de todos los 
segmentos para cada coeficiente, esto es, el comportamiento de cada posición específica del 
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vector de coeficientes en todos los segmentos de la señal de voz, mientras que en la parte 
inferior cada sucesión de puntos unidos por líneas refiere al comportamiento en magnitud de 
cada coeficiente a lo largo de los segmentos. 
 
Figura 52. Coeficientes LPC de la Palabra "Cuadrado" 
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Finalmente se verificó la obtención de los coeficientes CCP. En las figuras 53 a 55 se observan 
los resultados obtenidos al comparar la palabra “Cuadrado” con cada palabra de referencia. 
 
 
Figura 53. Coeficientes CCP. Comparación entre palabras "Cuadrado" y "Cuadrado" 
 
 
Figura 54. Coeficientes CCP. Comparación entre palabras "Cuadrado" y "Adelante" 
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Figura 55. Coeficientes CCP. Comparación entre palabras "Cuadrado" y "Primero" 
 
En la tabla 2 se muestran los vectores de autocorrelación y LPC para el primer segmento de la 
palabra “Cuadrado” obtenidos en las implementaciones de Software y Hardware, además de los 
coeficientes CCP obtenidos al comparar las palabras “Cuadrado” y “Primero”.  
 
Tabla 2. Primer segmento en la etapa de extracción de características 
Coeficientes de Autocorrelación Coeficientes de LPC Coeficientes de Correlación de Pearson 
MATLAB ModelSim E MATLAB ModelSim E MATLAB ModelSim E 
18817,67 18253 3,00% -53211,61 -53187 0,046% 15291,67 15291 0,0044% 
18147,84 17478 3,69% -314960,93 -314725 0,075% 15291,46 15291 0,0030% 
18304,22 17644 3,61% -1115907,7 -1114775 0,102% 15291,36 15291 0,0024% 
18261,74 17598 3,63% -2601917,53 -2598667 0,125% 15291,45 15291 0,0029% 
18310,52 17647 3,62% -4085480,1 -4079542 0,145% 15291,71 15291 0,0046% 
18364,58 17702 3,61% -4081130,48 -4074424 0,164% 15291,73 15291 0,0048% 
18339,33 17673 3,63% -1743659,84 -1740193 0,199% 15290,06 15289 0,0069% 
18368,43 17706 3,61% 1756158,84 1753886 0,129% 15290,34 15289 0,0088% 
18282,06 17617 3,64% 4085298,09 4078992 0,154% 15288,46 15288 0,0030% 
18289,09 17630 3,60% 4081315,04 4074982 0,155% 15290,31 15289 0,0086% 
18274,32 17612 3,62% 2595478,4 2591614 0,149% 15289,64 15289 0,0042% 
18347,14 17682 3,63% 1111740,21 1110209 0,138% 15291,28 15290 0,0084% 
18351,66 17689 3,61% 313415,93 313033 0,122% 15291,02 15290 0,0067% 
18286,36 17622 3,63% 52890,85 52837 0,102% 15290,54 15290 0,0035% 
18277,84 17615 3,63% 4066,83 4064 0,070% 15290,92 15290 0,0035% 
18302,39 17640 3,62%             
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En el desarrollo del proyecto se observaron 3 puntos críticos que afectan el óptimo desarrollo de 
los algoritmos. Estos son la selección del   en la etapa de Pre-énfasis, la selección del número 
m  de coeficientes LPC en la etapa de Codificación Predictiva Lineal y la selección del umbral 
CCP para determinar la validez de la palabra analizada. En las tablas3 a 6 se compilaron los 
resultados obtenidos para variaciones de   con 12m  , 15m  , 20m   y 24m   
respectivamente.  
 
Tabla 3. Variación de . 12m  . Umbral = 15017 
Alfa α 
Coeficientes de Pearson válidos (%) 
Cuadrado vs Cuadrado Adelante vs Cuadrado Adelante vs Primero Cuadrado vs Primero 
0,93 100,00 100,00 100,00 100,00 
0,94 100,00 100,00 94,74 100,00 
0,95 100,00 97,37 84,21 92,11 
0,96 100,00 94,74 76,32 76,32 
0,97 89,47 84,21 65,79 60,53 
0,98 76,32 52,63 52,63 39,47 
 
Tabla 4. Variación de  . 15m  . Umbral = 15290 
Alfa α 
Coeficientes de Pearson válidos (%) 
Cuadrado vs Cuadrado Adelante vs Cuadrado Adelante vs Primero Cuadrado vs Primero 
0,93 100,00 100,00 100,00 100,00 
0,94 100,00 100,00 97,37 100,00 
0,95 100,00 100,00 86,84 100,00 
0,96 100,00 97,37 76,32 84,21 
0,97 94,74 81,58 73,68 73,68 
0,98 68,42 57,90 50,00 47,37 
 
 
Tabla 5. Variación de  . 20m  . Umbral = 15563 
Alfa α 
Coeficientes de Pearson válidos (%) 
Cuadrado vs Cuadrado Adelante vs Cuadrado Adelante vs Primero Cuadrado vs Primero 
0,94 100,00 100,00 100,00 100,00 
0,95 100,00 100,00 100,00 100,00 
0,96 100,00 97,37 92,11 97,37 
0,97 100,00 84,21 78,95 89,47 
0,98 81,58 57,90 42,11 52,63 
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Tabla 6. Variación de  . 24m  . Umbral = 15700 
Alfa α 
Coeficientes de Pearson válidos (%) 
Cuadrado vs Cuadrado Adelante vs Cuadrado Adelante vs Primero Cuadrado vs Primero 
0,94 100,00 100,00 100,00 100,00 
0,95 100,00 100,00 100,00 100,00 
0,96 100,00 94,74 94,74 94,74 
0,97 100,00 81,58 84,21 84,21 
0,98 86,84 55,26 44,74 55,26 
 
 
Se observa que con valores elevados de m  el valor umbral CCP para la comparación también 
aumenta, al igual que el tamaño de los coeficientes LPC. Esto último implica mayor espacio de 
memoria y recursos de procesamiento de la FPGA. Por otro lado, con valores superiores de   
se obtiene mayor sensibilidad en la comparación. 
 
Haciendo un balance entre recursos usados (tamaño m ) y sensibilidad (tamaño del  ) se 
definen 0.96   y 15m   como los valores más adecuados para el sistema de reconocimiento 
de voz. 
 
6.3. Resultados finales 
En la figura 56 se muestran los resultados obtenidos de las pruebas de reconocimiento en 
Hardware para cada una de las palabras de referencia. Cuando el resultado arroja el comando 
esperado referente a la palabra pronunciada se cataloga como un acierto. Por su parte, se 
considera desacierto cuando al pronunciar una de las palabras de referencia, el resultado es 
nulo. Un falso positivo sucede cuando al pronunciar una palabra de referencia, el resultado 
obtenido es el comando de otra palabra. 
 
La palabra “Adelante” presenta una mayor tasa de acierto debido a que la señal es más uniforme 
en los primeros segmentos. Por otra parte, los desaciertos se presentan cuando en la detección 
de la palabra se incluyen segmentos de ruido previos a la señal efectiva de voz. 
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Figura 56. Tasa de reconocimiento. Implementación Hardware 
 
El primer comando de referencia comparado es “Adelante”, seguido de “Cuadrado” y “Primero”. 
Este último presenta el mayor porcentaje de falso positivo debido a su posición en el proceso de 
comparación, además de la similitud existente entre las características extraídas de los 
diferentes comandos. En la figura 57 se observa el porcentaje de falsos negativos. Estos indican 
qué porcentaje del total de falsos positivos representa cada palabra de referencia. Las palabras 
“Adelante” y “Cuadrado” presentan la mayor tasa de falsos negativos por la posición que tienen 
en el proceso de comparación 
 
Figura 57. Tasa de falsos negativos. 
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En la tabla 7 se presentan los requerimientos de energía y la cantidad de recursos lógicos 
necesarios para la implementación en Hardware. Estos datos son obtenidos mediante la 
herramienta de análisis y síntesis Quartus II de Altera. 
 
Tabla 7. Requerimientos de energía y recursos de la implementación Hardware 
Potencia   
Total Thermal Power Dissipation 207.33mW 
Core Dynamic Thermal Power Dissipation 102.38mW 
Core Static Thermal Power Dissipation 78.94mW 
I/O Thermal Power Dissipation 26.01mW 
Power Estimation Confidence Low 
Recursos   
Total logic elements 9,545 / 22,320 (43%) 
Total combinational functions 8,808 / 22,320 (39%) 
Dedicated logic registers 2,732 / 22,320 (12%) 
Total registers 2732 
Total pins 15 / 154 (10%) 
Total memory  bits 267,783 / 608,256 (44%) 
Embedded Multiplier 9-bit elements 39 / 132 (30%) 
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7. CONCLUSIONES 
 En las etapas de Extracción de Características y Comparación se seleccionaron las técnicas de LPC 
y CCP para su implementación en Hardware teniendo en cuenta la sencillez de sus algoritmos. 
 El uso del Software Matlab permite verificar los resultados de la implementación en Hardware, 
facilitando el análisis de los algoritmos implementados y la comprensión e interpretación de los 
mismos. 
 La selección de   en la etapa de Pre-énfasis afecta notoriamente la obtención de las características 
de la trama de datos de voz, debido a las componentes espectrales que se rechazan en esta etapa, 
los cuales pueden contener información clave acerca de los fonemas de la palabra analizada. 
 Una frecuencia de muestreo elevada se traduce en un mayor número de muestras por segmento, 
causando incremento en el número de iteraciones en el pre-procesamiento. De igual forma, Un 
número elevado de coeficientes LPC ( m ) implica un número elevado de iteraciones en el proceso 
de Extracción de Características, lo cual conlleva a obtener valores de coeficientes LPC altos. Estas 
características causan que se use más espacio en memoria y recursos en las operaciones 
matemáticas correspondientes, produciendo limitaciones en la implementación de Hardware. 
 Se presenta una relación directamente proporcional entre  y m  en cuanto a la selectividad del 
sistema de reconocimiento de voz. Si se escoge un   elevado, se debe compensar seleccionando 
un m  más alto, teniendo en cuenta que además incrementará considerablemente la cantidad de 
elementos lógicos y registros usados en la FPGA. 
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8. COSTOS DEL TRABAJO Y FUENTES DE FINANCIACIÓN 
En la tabla 8 se muestran los costos basados en los recursos a utilizados, así como las fuentes de 
financiación y el número de horas de uso de cada bien o servicio.  
 
Tabla 8. Costos y fuentes de financiación. 
Bienes y Servicios 
Fuente de Financiación 
Precio hora 
Número de 
Horas 
Total 
Proponentes Grupo GIRA UPTC 
Tutoría     X $130.000 28 $3.640.000 
Tarjeta de desarrollo para 
FPGA 
    X $12.000 125 $1.500.000 
Robot Rover5   X   $20.000 50 $2.000.000 
Tarjeta Control Robot   X       $500.000 
Laboratorio y Equipos     X $100.000 75 $7.500.000 
Materiales y Componentes X         $500.000 
Computador Personal X         $2.000.000 
Papelería X         $300.000 
Mano de obra y servicios 
técnicos 
X         $10.000.000 
TOTAL $27.940.000 
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ANEXOS 
Anexo 1. Algoritmos de Software 
 A1.1.Componente principal, extracción de LPC y comparación: 
% Fabián Bustos 
% Henry Pantevis 
% 17/Abril/2016 
% Obtención de coeficientes LPC a partir de los datos reales del mirófono 
% PMod 
clear 
clc 
close all 
 
%****Se cargan los datos del Bloc de notas que están en base decimal**** 
load Primero40k_1c.txt; 
load Primero40k_2c.txt; 
load Primero40k_3c.txt; 
load Primero40k_4c.txt; 
load Cuadrado40k_1c.txt; 
load Cuadrado40k_2c.txt; 
load Cuadrado40k_3c.txt; 
load Cuadrado40k_4c.txt; 
load Adelante40k_1c.txt; 
load Adelante40k_2c.txt; 
load Adelante40k_3c.txt; 
load Adelante40k_4c.txt; 
jj = 0; 
    S = zeros(1,5250*8); %Señal de Voz de entrada 
for i = 1:1:5250 
xi = Adelante40k_3c(i,:); 
        for k = 1:1:8 
           jj = jj+1; 
           S(jj) = xi(k); 
        end 
    end 
    N = length(S); 
%************************ 
    % ****Detección de la Señal y Eliminación del nivel de ruido**** 
    [E,Eav,Ssr,nseg] = Eliminacion(S,N);          %Función de la etapa de Eliminación del nivel de ruido 
    Ns = length(Ssr); 
    %********************* 
    %regla de 3 con el tiempo de grabación  
    Fs = 50e3;           %Frecuencia de muestreo a utilizar, para este caso la voz. 
    To = N/Fs;           %Tiempo de grabación-> Señal de Entrada 
    Tg = Ns*To/N;        %Tiempo de grabación-> Señal recortada 
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    nm = 30e-3*Fs;           % Número de Muestras de Cada Segmento (CS), 30ms es el tamaño de CS--Por regla de 3 con el número de muestras original 
    %****Pre - enfasis**** 
    [Spp] = Pre_enfasis(Ssr,Ns);          %Función de la etapa de Pre-enfasis 
    %======================================== 
    %/**/Codificación Predictiva Lineal/**/ 
    %======================================== 
    x = fix(Ns/nm)        %Número de segmentos necesarios para completar la segmentación de la señal de voz 
    y = 15;                %Número de filas de la matriz, también servirá para el número de elementos del vector de coeficientes de autocorrelación  
    a = zeros(2*x,y);      %Inicialización de la matriz de Coeficientes de la Codificación Predictiva Lineal 
    aj = zeros(1,y);     %Inicialización de la matriz auxiliar de Coeficientes de la Codificación Predictiva Lineal 
    for j=1:x 
        %****Segmentos*** y ****Enventanado*** 
%j 
        [Sw,Swc,Seg] = Segmentacion(j,Spp,nm); 
%****Autocorrelación**** 
        [rxx0, rxx1, Swn, Swcn, auto] = Autocorrelacion(nm, Sw, Swc); 
        m = length(rxx0);    %Longitud del vector de coeficientes de autocorrelación 
        b = (2*j)-1;         %para obtener numeros impares de las filas de la matriz a 
        v = (2*j);           %para obtener numeros pares de las filas de la matriz a 
        %***Obtención de los Coeficientes de la codificación Predictiva Lineal*** 
        %---Para el vector de autocorrelación normal--- 
rxx0b = rxx0(m:-1:1);      %Inversión del vector de coeficientes de autocorrelación 
        a(b,1) = fix(rxx0(2)/(rxx0(1)/8));     %Primer coeficiente (Temporal) 
        Ki = fix(rxx0(2)/(rxx0(1)/8)); 
        f1 = 4096;   %Factores de multiplicidad para los coeficientes 
        %---Para el vector de autocorrelación Complementario--- 
        rxx1b = rxx1(m:-1:1);      %Inversión del vector de coeficientes de autocorrelación 
        a(v,1) = fix(rxx1(2)/(rxx1(1)/8));     %Primer coeficiente (Temporal) 
Ki1 = fix(rxx1(2)/(rxx1(1)/8)); 
        for i = 2:m-1 
%***Reflexión normal**** 
            Ni = rxx0(i+1)-(rxx0b(i))'*Ki; 
Di = rxx0(1)-(rxx0(i))'*Ki; 
Ki = ceil(Ni/floor(Di/f1));                        %Ki*8192 
            %***Reflexión complementario**** 
Ni1 = rxx1(i+1)-(rxx1b(i))'*Ki1; 
            Di1 = rxx1(1)-(rxx1(i))'*Ki1;    
            Ki1 = ceil(Ni1/floor(Di1/f1));                      %Ki*8192 
            %***LPC*** 
            for h = 1:i-1 
                aaj = floor((Ki*a(b,i-h))/f1); 
                aj(h) = (a(b,h))-aaj; 
                aj(i) = Ki; 
                aaj1 = floor((Ki1*a(v,i-h))/f1); 
                aj1(h) = (a(v,h))-aaj1; 
                aj1(i) = Ki1; 
            end 
            a(b,:) = aj; 
            a(v,:) = aj1; 
end 
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    end 
%=*=*= Convertir la matriz a en un vector *=*=* 
    l=0; 
    lpc=zeros(1,2*x*y); 
for i = 1:1:2*x 
        for k = 1:1:y 
            l = l+1; 
            lpc(l) = a(i,k);  
        end 
    end 
    scrsz = get(0,'ScreenSize'); 
    figure('Name','Señal de Voz','Position',[0 48 scrsz(3) scrsz(4)/1.205]) 
subplot(2,1,1),plot(S),title('Señal de Voz sin ruido'),xlabel('Número de Muestras'),ylabel('Amplitud de las Muestras'),grid 
    subplot(2,1,2),plot(Ssr),title('Señal de Voz filtrada (Pre-énfasis)'),xlabel('Número de Muestras'),ylabel('Amplitud de las Muestras'),grid 
soundsc(Ssr,50e3); 
 
     figure('Name','Coeficientes','Position',[0 48 scrsz(3) scrsz(4)/1.205]) 
plot(lpc,'-o','MarkerFaceColor','r'),title('Coeficientes LPC'),xlabel('Número de Segmentos'),ylabel('Amplitud de los Coeficientes'),grid 
     aa=a; 
end 
% =*=*=*=*=*=*=*=*=*=*=*=*=* 
% Comparación por el método del Coeficiente de Correlación de Pearson 
% =*=*=*=*=*=*=*=*=*=*=*=*=* 
Ccp = zeros(1,2*x); 
x1 = zeros(1,y); 
y1 = zeros(1,y); 
for i=1:2*x 
    for j=1:y 
x1(j) = bb(i,j); 
        y1(j) = aa(i,j); 
    end 
    xm1=fix(mean(x1));  %xm1=fix(mean(bb(i,:))); 
    ym1=fix(mean(y1));  %ym1=fix(mean(aa(i,:))); 
% Covarianza y Desviación Estándar 
    Sxy1 = 0;vx1 = 0;vy1 = 0; 
for k = 1:1:y 
        xiXm = x1(k)-xm1; 
yiYm = y1(k)-ym1; 
        Sxy1 =Sxy1+(floor(xiXm/y)*yiYm);       %Ecuanción de Covarianza 
        vx1 = vx1 + xiXm^2; %Ecuación de Varianza 
        vy1 = vy1 + yiYm^2; 
    end 
    dx1 = fix(sqrt(vx1)/(y-1)); %Ecuanción de Desviación Estándar 
    dy1 = fix(sqrt(vy1)); %Ecuanción de Desviación Estándar 
dxdy1 = dx1*dy1; 
    Ccp(i) = fix((Sxy1)/(dxdy1/16384)); 
%*+*+*+Datos para Quartus II*+*+*+ -> Para crear las memorias ROM 
    for q = 1:1:y 
        Xm(i,q) = floor((x1(q)-xm1)/y);   %Resta para el cálculo de la covarianza entre el comando 
    end                                     %de referencia y el comando pronunciado 
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    D(i) = floor(sqrt(vx1)/(y-1));  %Desviación estandar del comando de referencia 
end 
c = 0;  %cantidad de coeficientes que superan el umbral de igualdad 
for u = 1:2*x 
    if Ccp(u) >= 15290 
        c = c+1; 
    end 
end 
porcen=c*100/(2*x)  %Porcentaje de Coeficientes de Pearson que superan el umbral de comparación 
if c >= 2*x-1 
    disp('Comando Válido') 
else 
    disp('Comando NO Válido') 
end 
% figure('Position',[0 48 scrsz(3) scrsz(4)/1.205]) 
% plot(Ccp,'-o','MarkerFaceColor','y'),title('Coeficientes de Correlación de Pearson'),xlabel('Número de Coeficientes de Pearson'),ylabel('Amplitud de los Coeficientes'),grid 
 
 A1.2. Componente de detección de la señal de voz y eliminación del nivel de ruido 
% FABIÁN ALBERTO BUSTOS GÓMEZ 
% HENRY NAVY PANTEVIS PERILLA 
% 12-10-2015 
% Etapa de Detección de la señal de voz y Eliminación del nivel de Ruido 
 
 
function [ E, Eav, Ssr, nseg] = Eliminacion( S, N ) 
 
    %****Calculo de la Energía promedio de la señal de voz**** 
    E = 0;              % Inicialización de la variable que representa la energía 
    i = 0;              %Para saber cuando se han procesado 1200 muestras 
    l = 0;              %índice de la señal recortada 
    nseg = 0; 
%     m = 1500;              %Para evitar que se guarden muestras de valor 0 
%     Ssr = zeros(1,N); 
    for k = 1:1:N       %Se calcula el valor de la energía promedio 
E = E + fix((S(k) * S(k))/1500);  
        i = i+1; 
if k==1500      %Se guarda el valor de la energía promedio del "piso ruido" como umbral 
            Eav = E+fix(E/1024); 
            E = 0; 
            i = 0; 
nseg = nseg+1; 
        end 
        if i == 1500    %Si ya se calculó una nueva energía 
           i = 0; 
           nseg = nseg+1; 
           if E > Eav   %Si la nueva energía supera el umbral 
for j = k-1499:1:k 
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                 l = l+1; 
                  Ssr(l) = S(j); 
              end 
           else 
              nseg 
              l = 0; 
              if nseg >= 18 
                break; 
              end 
           end 
           E = 0; 
        end 
end     
end 
 
 A1.3. Componente pre-énfasis 
% FABIÁN ALBERTO BUSTOS GÓMEZ 
% HENRY NAVY PANTEVIS PERILLA 
% 12-10-2015 
% Etapa de filtro de Pre-énfasis 
 
function [Spp] = Pre_enfasis(Ssr, Ns) 
%****Pre - enfasis**** 
    Spp = zeros(1,Ns);          % Vector que contendrá la SEÑAL con PRE-ENFASIS 
Sn = 0; 
    Sn1 = 0; 
    for k = 1:1:Ns 
        Sn = Ssr(k); 
        Spp(k) = Sn - Sn1 + fix(Sn1/32)+fix(Sn1/128); 
        Sn1 = Ssr(k); 
    end 
end 
 
 A1.4. Componente de segmentación 
% FABIÁN ALBERTO BUSTOS GÓMEZ 
% HENRY NAVY PANTEVIS PERILLA 
% 14-10-2015 
% Etapa de Segmentación 
function [Sw, Swc, Seg] = Segmentacion(j, Spp, nm) 
%****Segmentación con Hamming Window**** 
    %***Segmento***    
    Seg = zeros(1,nm);           % Vector que contendrá las muestras de cada SEGMENTO  
    l = (j*nm+1)-nm;             % Variable que contiene el valor de la muestra en donde inicia cada nuevo segmento    
    for i = l:(j*nm) 
        Seg((i+1)-l) = Spp(i);    %Se necesita que el puntero de la posición del vector Seg (i-l+1) siempre inicie en 1 
%*Normally-Windowed* 
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        Sw = floor((Seg.*round(16384.*hamming(nm)'))/16384);    % Enventanado (Hamming) para cada Segmento 
        %*Complementarily-Windowed*  
        Swc = floor((Seg.*round(16384.*(1.08-hamming(nm)')))/16384);  % Enventanado (Hamming) Complemetaria para cada Segmento 
end 
end 
 
 A1.5. Componente de autocorrelación 
% FABIÁN ALBERTO BUSTOS GÓMEZ 
% HENRY NAVY PANTEVIS PERILLA 
% 17-04-2016 
% Etapa de Autocorrelación 
 
function [ rxx0, rxx1, Swn, Swcn, auto] = Autocorrelacion( nm, Sw, Swc ) 
%rx(i) = sum,n=0,N-1[S(n).S(n-i)] 
    ncoef = 16; 
    Swn = zeros(1,nm+(ncoef-1)); 
    Swcn = zeros(1,nm+(ncoef-1)); 
%     Swn(1:12)= 9; 
%     Swcn(1:12) = 9; 
    for k = ncoef : 1 : nm+(ncoef-1)      %Se crean segmentos ficticios para calcular la 
        Swn(k) = Sw(k-(ncoef-1));      %autocorrelación con todas las muestras 
        Swcn(k) = Swc(k-(ncoef-1)); 
    end 
    rxx0 = zeros(1,ncoef);     %Vector que contendrá los valores de la autocorrelación del  
                            %Segmento con enventanado-normal  
    rxx0 = zeros(1,ncoef);     %Vector que contendrá los valores de la autocorrelación del  
                            %Segmento con enventanado-normal  
    rxx1 = zeros(1,ncoef);     %Vector que contendrá los valores de la autocorrelación del  
                            %Segmento con enventanado-complementario 
    for i = 1 : 1 : ncoef 
        rr = 0;             %Variable temporal que almacena cada elemento de autocorrelación 
        rrc = 0;             %Variable temporal que almacena cada elemento de autocorrelación 
for n = ncoef : 1: nm+(ncoef-1) 
            mult = (Swn(n)*Swn(n-i+1)); 
            rr = rr + mult; 
            mult1 = (Swcn(n)*Swcn(n-i+1)); 
            rrc = rrc + mult1; 
            if i==1 
auto(n-(ncoef-1)) = rr; 
%                 auto(n-15) = mult; 
end             
        end      
        rxx0(i) = fix(rr/256); 
rxx1(i) = fix(rrc/256); 
    end 
end  
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Anexo 2. Algoritmos de Hardware 
 A2.1. Adquisición de voz: componente PModMicRefComp 
------------------------------------------------------------------------- 
-- PmodMICRefComp.VHD 
------------------------------------------------------------------------- 
-- Author         : Ioana Dabacan 
-- CopyRight 2008 Digilent Ro. 
------------------------------------------------------------------------- 
-- Description : This file is the VHDL code for a PmodMic controller. 
------------------------------------------------------------------------- 
-- Revision History: 
-- Feb/29/2008 Created    (Ioana Dabacan) 
-- Feb/29/2008 ClaudiaG : adapted for PmodMic 
-- Ago/20/2016 Fabián Bustos-Henry Pantevis : adaptado para el Sistema de Reconocimiento de Voz 
------------------------------------------------------------------------- 
library IEEE; 
use IEEE.STD_LOGIC_1164.ALL; 
use IEEE.STD_LOGIC_ARITH.ALL; 
use IEEE.STD_LOGIC_UNSIGNED.ALL; 
------------------------------------------------------------------------- 
--Title         : AD1 controller entity 
--    Inputs         : 5 
--    Outputs        : 5 
--    Description: This is the PmodMic controller entity. The input ports   
--                are a 50 MHz clock and an asynchronous  
--                reset button along with the data from the ADCS7476 that  
--                is serially shifted in on each clock cycle(DATA).  
--The outputs are the SCLK signal which clocks 
--                the PmocMIC board at 12.5 MHz and a chip select  
--                signal (nCS) that enables the ADCS7476 chips on the 
--                PmocMIC board as well as the 12-bit output  
--                vector labeled DATA which can be used by  
--                any external components. The START is used to tell 
--                the component when to start a conversion. After a 
--                conversion is done the component activates the DONE 
--                signal. La entrada Full indica si la memoria FIFO2 se ha llenado para detener la captura de voz. 
------------------------------------------------------------------------- 
entity PmodMICRefComp is 
  Port    (     
   CLK : in std_logic;            -- Reloj del sistema 
   RST : in std_logic;   -- Reset del sistema 
SDATA      : in std_logic;   -- Datos provenientes del PModMic  
START   : in std_logic;    -- Enable del componente 
Full    : in std_logic;   -- Señal proveniente de FIFO 
   SCLK    : out std_logic;   -- Reloj de trabajo para el PMod 
nCS : out std_logic;   -- Enable del PMod 
DATA     : out std_logic_vector(11 downto 0); -- Vector de datos con destino a la FIFO 
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   DONE    : out std_logic   -- Señal de confirmación del vector de salida 
); 
end PmodMICRefComp; 
 
architecture PmodMic of PmodMICRefComp is 
------------------------------------------------------------------------- 
-- Title         :     Local signal assignments 
-- 
-- Description : The following signals will be used to drive the processes of this VHDL file. 
--   current_state  : This signal will be the pointer that will point at thecurrent state of the Finite State Machine of the controller. 
--   next_state     : This signal will be the pointer that will point at thecurrent state of the Finite State Machine of the controller. 
--   temp           : This is a 16-bit vector that will store the 16-bits of data that are serially shifted-in form the  first ADCS7476 
--  chipinside the PmodMIC board. 
--   clk_div        : This will be the divided 12.5 MHz clock signal that willclock the PMOD-MIC board 
--   clk_counter    : This counter will be used to create a divided clock signal.  
--   shiftCounter   : This counter will be used to count the shifted data from  the ADCS7476 chip inside the PmocMIC board. 
--   enShiftCounter : This signal will be used to enable the counter for the  shifted data from the ADCS7476 chip inside the 
--  PmocMIC. 
--   enParalelLoad  : This signal will be used to enable the load the shifted  data in a register. 
--  flag  : Esta señal es una bandera para salir del estado de Espera 
--   cnt  : Este contador será usado para generar la frecuencia de muestreo de 50KHz 
-------------------------------------------------------------------------------- 
 type states is ( Idle,  -- Estado de espera 
   ShiftIn,  -- Estado de recepción de datos 
   Espera,   -- Espera para sincronizar frecuencia de muestreo 
   SyncData );   -- Estado de sincronismo de datos de salida 
 signal current_state  : states; 
 signal next_state       : states; 
 signal temp : std_logic_vector(15 downto 0);               
 signal clk_div        : std_logic; 
 signal clk_counter    : std_logic_vector(1 downto 0) := "00"; 
 signal shiftCounter   : std_logic_vector(3 downto 0) := x"0";  
 signal enShiftCounter : std_logic; 
 signal enParalelLoad  : std_logic; 
 
--*****Señales del estado de Espera***** 
--Señales del Process SYNC_PROC 
 signal flag : std_logic := '0';   --Bandera para salir del estado de Espera 
 signal cnt : integer range 0 to 250;  --Contador temporal para la salida de las muestras a 16KHz 
begin 
-------------------------------------------------------------------------------- 
-- Title          : clock divider process 
-- Description   : This is the process that will divide the 50 MHz clock  
--                  down to a clock speed of 12.5 MHz to drive the ADCS7476 chip.  
--------------------------------------------------------------------------------   
clock_divide : process(rst,clk) 
   begin 
 if rst = '0' then 
  clk_counter <= "00"; 
 elsif (clk = '1' and clk'event) then 
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  clk_counter <= clk_counter + '1'; 
 end if; 
end process; 
clk_div <= clk_counter(1); 
SCLK <= clk_counter(1);  
-----------------------------------------------------------------------------------   
counter : process(clk_div, rst, enParalelLoad, enShiftCounter) 
variable data_temp  : std_logic_vector(11 downto 0) := x"000"; 
 begin 
  if rst = '0' then 
   DATA <= (others => '0'); 
   shiftCounter <= x"0"; 
  elsif (clk_div = '1' and clk_div'event) then 
   if (enShiftCounter = '1') then 
    temp <= temp(14 downto 0) & SDATA; 
    shiftCounter <= shiftCounter + '1'; 
   elsif (enParalelLoad = '1') then 
    shiftCounter <= x"0"; 
    DATA <= temp(11 downto 0); 
   end if; 
  end if; 
 end process; 
-----------------------------------------------------------------------------------   
SYNC_PROC: process (clk_div, rst) 
   begin 
      if (clk_div'event and clk_div = '1') then 
if cnt = 249 then   --Si cnt = 624 se logra una frecuencia de muestreo de 20KHz 
  flag <= '1';   --cnt = 249 -> Fs = 50KHz 
  cnt <= 0; 
 else 
  cnt <= cnt + 1; 
  flag <= '0'; 
 end if; 
         if (rst = '0') then 
 cnt <= 0; 
 current_state <= Idle; 
         else 
 current_state <= next_state; 
         end if;       
      end if; 
   end process; 
-----------------------------------------------------------------------------------         
-- Title      : Finite State Machine 
-- Description: This 3 processes represent the FSM that contains four states. 
--              The first state is the Idle state in which a temporary registers 
--              is assigned the updated value of the input "DATA". 
--              The next state is the ShiftIn state where the 16-bits of data 
--              from the ADCS7476 chip are left shifted in the temp 
--              shift register. El tercer estado es Espera, en donde después de tener listo el dato, 
-- se da un tiempo de espera correspondiente a la frecuencia de muestreo de 50KHz.  
X 
 
  
-- The four state, SyncData drives the output signal nCS high for 1 clock period  
-- maintainig nCS high also in the Idle state telling the ADCS7476 to mark the end of 
--              the conversion.  
-- Notes:         The data will change on the lower edge of the clock signal. Their  
--                     is also an asynchronous reset that will reset all signals to   
--                     their original state. 
-- 
-----------------------------------------------------------------------------------     
OUTPUT_DECODE: process (current_state) 
   begin 
      if current_state = Idle then 
            enShiftCounter <='0'; 
            DONE <='0'; 
            nCS <='1'; 
            enParalelLoad <= '0'; 
        elsif current_state = ShiftIn then 
            enShiftCounter <='1'; 
            DONE <='0'; 
            nCS <='0'; 
            enParalelLoad <= '0'; 
elsif current_state = Espera then 
            enShiftCounter <='0'; 
            DONE <='0'; 
            nCS <='1'; 
            enParalelLoad <= '0'; 
        else --if current_state = SyncData then 
            enShiftCounter <='0'; 
DONE <='1'; 
            nCS <='1'; 
enParalelLoad <= '1'; 
        end if; 
   end process;     
-----------------------------------------------------------------------------------     
NEXT_STATE_DECODE: process (current_state, START, shiftCounter, flag, Full) 
   begin 
--next_state <= current_state;  -- default is to stay in current state 
      case (current_state) is 
         when Idle => 
            if (START = '0' and Full = '0') then 
               next_state <= ShiftIn; 
else 
next_state <= Idle; 
            end if; 
         when ShiftIn => 
            if shiftCounter = x"F" then 
               next_state <= SyncData; 
else 
next_state <= ShiftIn; 
            end if; 
         when SyncData => 
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            if (START = '1' or Full = '1') then 
next_state <= Idle; 
else 
next_state <= Espera; 
            end if; 
when Espera => 
if flag = '1' then 
next_state <= ShiftIn; 
else 
next_state <= Espera; 
end if; 
         when others => 
            next_state <= Idle; 
end case;       
   end process; 
end PmodMic; 
 
 A2.2. Pre-procesamiento - Detección inicio-fin: Componente Energy 
--Sistema de Reconocimiento de Voz 
--Trabajo de Monografía 
--Universidad Pedagógica y Tecnológica de Colombia 
--Escuela de Ingenieria Electronica - Facultad Seccional Sogamoso 
--Fabián Bustos Gómez-Henry Pantevis Perilla 
--Etapa de Detección de la Señal de Voz 
--17/05/2016 
library ieee; 
use ieee.std_logic_1164.all; 
use ieee.numeric_std.all; 
------------------------------------------------------------------------- 
--Título : Energy 
--Descripción: En este componente se calcula la energía promedio de cada segmento compuesto por 
--1500 muestras (30ms) y se compara con un valor de energía umbral previamente calculado, de esta 
--forma se determina si el segmento de voz es válido o no. 
-------------------------------------------------------------------------- 
Entity Energy is 
 Generic ( 
  nm  :natural := 1500;  --Número de Muestras para cada segmento de 30 ms 
  Ancho_Dato   : natural := 12  --Número de bits del dato de entrada 
 ); 
port( 
  clk :in std_logic;   --Señal de Reloj del sistema 50MHz 
  rst :in std_logic;   --Señal de reset del sistema 
  data_E :in std_logic_vector(Ancho_Dato-1 downto 0); --Dato de entrada 
  Done :in std_logic;   --Señal de aviso de conversión finalizada 
  Voice_flag  :out std_logic;   --Bandera de validez de la Señal de Voz, indica si el segmento es válido  
  VF :out std_logic;   --Bandera auxiliar de validez de la Señal de Voz,, indica si el segmento no es válido 
  Flag_comp :out std_logic;   --Bandera para habilitar la extracción de características del segmento complementario 
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  Flag_mem :out std_logic;   --Bandera para habilitar el almacenamiento de los datos 
  leds :out std_logic_vector(1 downto 0)  --Arreglo de LEDs 
  );  
end entity Energy; 
 
architecture Arch of Energy is 
 
 signal N   :integer range 0 to nm+1 := 0;  --Para contar la cantidad de muestras que han sido capturadas por el PModMIC 
 signal Eav0  :unsigned(23 downto 0) := (others => '0'); --Energía del nivel de ruido 
 signal Eav1  :unsigned(23 downto 0) := (others => '0'); --Energía de las muestras de la señal de voz 
 signal flag_750 :std_logic := '0';    --Bandera que permite descartar las primeras 750 muestras de la emisión de voz 
begin 
 
 SUM: process(clk,rst,Done) 
  variable flag_E0,flag_E1: std_logic := '0';  --Para permitir almacenar el valor umbral de la energía promedio 
  variable flag_d: std_logic := '1';   --Bandera para limitar la señal Done a un solo ciclo de reloj. 
 begin 
  if rst = '0' then    --Se restablece el valor predeterminado de todas las señales y variables. 
   Voice_flag <= '0'; 
   Flag_comp <= '0'; 
   Flag_mem <= '0'; 
   flag_d := '0'; 
   leds <= "00"; 
   flag_E0 := '0'; 
   flag_E1 := '0'; 
   N <= 0;   
   Eav0 <= (others => '0'); 
   Eav1 <= (others => '0'); 
   VF <= '0'; 
   flag_750 <= '0'; 
  elsif rising_edge(clk) then 
   --*=*=*=*=*=*=* Detección de la Señal de Voz *=*=*=*=*=*=* 
   if (Done = '1') then   --Si ya se capturó un dato de voz 
    flag_d := '1';  --\Puesto que la señal Done tarda el alto cuatro ciclos de reloj, se debe... 
   elsif flag_d = '1' then   --/limitar su acción a un ciclo, para evitar procesamiento innecesario e inútil. 
    flag_d := '0'; 
    Eav1 <= Eav1 + (unsigned(data_E)*unsigned(data_E))/nm; --Ecuación de la Energía Promedio de la Señal de Voz 
    if N = nm/2 then  --\si ya se capturó la mitad de las muestras de un segmento (750 -> 15ms),... 
     VF <= '0'; --|se restablecen las señales de validez de voz y se activa la bandera que... 
     Voice_flag <= '0'; --/permite procesar las muestras del segmento complementario 
     Flag_comp <= '1'; 
    end if; 
    if N = nm then  --\Si ya se capturaron 1500 muestras equivalentes a un segmento, se reinicia... 
     N <= 1;  --|el contador de muestras, se comparan la energía promedio recientemente calculada...  
     flag_E0 := '1'; --|con el valor umbral, se deshabilita el procesamiento de las muestras...   
     Flag_comp <= '0'; --/del segmento complementario.  
     if flag_E1 = '1' then --Si ya se calculó el umbral de Energía promedio, se puede realizar la comparación. 
      if Eav1 > Eav0 then --Si la energía promedio del segmento, es mayor que la energía promedio umbral. 
       Voice_flag <= '1';--Las muestras son válidas 
       leds <= "11"; 
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      else 
       VF <= '1';   --Las muestras no son válidas 
       leds <= "01"; 
      end if; 
     end if; 
     Eav1 <= (unsigned(data_E)*unsigned(data_E))/nm; --Se reanuda el calculo de la energía para el siguiente segmento. 
    else 
     N <= N + 1;   --si N=/1500, Continuar el conteo. 
    end if; 
    if (flag_E0 = '1' and flag_E1 = '0') then  --Se obtiene el valor umbral de la energía promedio, correspondiente a... 
     flag_E0 := '0';   --las primeras 1500 muestras o primer segmento de voz, el cual está compuesto... 
     flag_E1 := '1';   --mayoritariamente por ruido, que se desea eliminar de toda la emisión de voz. 
     Eav0 <= Eav1+Eav1(23 downto 10); --Eav1+Eav1/1024 --\Se calcula el umbral de energía adicionando un pequeño offset... 
--     Eav0 <= Eav1;   --/para minimizar los posibles errores en la comparación de energía. 
     Flag_mem <= '1';   --Se habilita el almacenamiento de las muestras de voz en la memoria RAM de entrada 
    end if; 
     
    if (N = 750 and flag_750 = '0') then   --\Si ya se capturaron las primeras 750 muestras, con el fin de... 
     flag_750 <= '1';   --/eliminar el transiente que se produce al dar inicio al sistema. 
     N <= 1;       --\ 
     Eav1 <= (others => '0');  --/Se descartan la primeras 750 muestras. 
     Flag_comp <= '0'; 
    end if; 
   end if; 
  end if; 
 end process; 
end architecture; 
 
 A2.3. Pre-procesamiento –Memoria RAM: Componente Mem_in 
--Sistema de Reconocimiento de Voz 
--Trabajo de Monografía 
--Universidad Pedagógica y Tecnológica de Colombia 
--Escuela de Ingenieria Electronica - Facultad Seccional Sogamoso 
--Fabián Bustos Gómez-Henry Pantevis Perilla 
--Componente de la memoria RAM  
--17/05/2016 
library ieee;  
use ieee.std_logic_1164.all; 
use ieee.std_logic_unsigned.all; 
--Descripcion: Componente que almacena en memoria la trama de datos enviadas por el conversor análogo digital del micrófono 
-------------------------------------------------------------- 
entity Mem_in is 
  generic ( 
 N1    : natural := 1500; --Número de muestras a leer por segmento. 
 Mem_ancho : natural := 12;   --Ancho de la memoria RAM de entrada 
 Mem_prof  : natural := 7500   --Profundidad de la memoria RAM de entrada, suficiente para almacenar 5 segmentos. 
  ); 
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  Port    ( 
 clk       :in std_logic;   --Señal de Reloj del sistema de 50MHz 
 rst       :in std_logic;   --Señal de reset del sistema 
 dato_in   :in std_logic_vector(Mem_ancho-1 downto 0); --Dato de entrada (Muestra) 
 Lect_en :in std_logic;   --Para habilitar la lectura 
 Escri_en  :in std_logic;   --Para habilitar la escritura 
 No_valid :in std_logic;   --Para indicar si el segmento de muestras almacenado es válido o no 
 Flag_mem :in std_logic;   --Bandera para habilitar el almacenamiento de los datos 
 Lee_dnuevo  :in std_logic;   --Para leer de nuevo el segmento de muestras de la memoria RAM de entrada 
 Flag_Pre :out std_logic;   --Bandera para habilitar la etapa de Pre-énfasis 
 dato_out  :out std_logic_vector(Mem_ancho-1 downto 0);  --Dato de salida hacia el módulo de Pre_énfasis 
-- Leds :out std_logic_vector(2 downto 0)  --Arreglo de LEDs 
   ); 
end Mem_in;  
architecture comportamental of Mem_in is 
 type tipo_memoria is array (0 to Mem_prof-1) of std_logic_vector(Mem_ancho-1 downto 0); 
  signal memoria :tipo_memoria := (others => (others => '0'));   --Memoria RAM para los datos de entrada 
 signal Escri_pnt  :integer range 0  to Mem_prof := 0;    --Puntero de Escritura 
 signal Lect_pnt  :integer range 0  to Mem_prof := 0;    --Puntero de Lectura 
  
begin 
--***Proceso donde se almacena la trama de datos de 12 bits para luego ser enviados en la forma que llegan (fifo), en una trama 8 bits al PC*** 
 Almacena : process(rst,clk) 
  variable flag_es : std_logic;    --Para Permitir la escritura sólo cuando se desea 
 begin 
  if rst = '0' then     --Se restablece el valor predeterminado de todas las señales y variables. 
   Escri_pnt <= 0; 
   Lect_pnt <= 0; 
   Flag_Pre <= '0'; 
   dato_out <= (others => '0'); 
   flag_es := '0'; 
--   leds <= "101"; 
  elsif rising_edge(clk) then   
   if Lect_en = '1' then  
    dato_out <= memoria(Lect_pnt);  --Se lee el dato de la memoria RAM. 
    Flag_Pre <= '1';   --Se habilita la etapa de pre-énfasis. 
    if Lect_pnt >= Mem_prof-1 then  --Si se leyeron todas las posiciones de la memoria.  
     Lect_pnt <=  0;  --Se reinicia el puntero de lectura. 
    else 
     Lect_pnt <= Lect_pnt + 1;   --Apunta a la siguiente dirección. 
    end if; 
   else 
    Flag_Pre <= '0';   --Se deshabilita la etapa de pre-énfasis. 
   end if; 
   if No_valid = '1' then    --Si el segmento de muestras no es válido. 
    Flag_Pre <= '0';   --Se deshabilita la etapa de pre-énfasis. 
    if Lect_pnt = Mem_prof-N1 then  --Si se leyeron 4 segmentos de voz. 
     Lect_pnt <= 0;  --Se reinicia el puntero de lectura. 
    else 
     Lect_pnt <= Lect_pnt + N1; --Pasa a leer el siguiente segmento de voz. 
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    end if; 
   end if; 
   if Lee_dnuevo = '1' then   --Si se habilitó leer de nuevo el segmento por parte de la autocorrelación.  
    if Lect_pnt = 0 then   --Si el puntero de lectura es cero. 
     Lect_pnt <= Mem_prof-N1; --\Pasa a leer de nuevo segmento de voz en cuestión. 
    else    --/Se repite la lectura de las 1500 muestras anteriores. 
     Lect_pnt <= Lect_pnt - N1; --\Pasa a leer de nuevo segmento de voz en cuestión. 
    end if;    --/Se repite la lectura de las 1500 muestras anteriores. 
   end if; 
   if Flag_mem = '1' then    --Empieza a almacenar datos después que se calcula el umbral de energía promedio. 
    if (Escri_en = '1' and flag_es = '0') then --Si se habilita la Escritura. 
     flag_es := '1'; 
     memoria(Escri_pnt) <= dato_in;  --Se escribe el dato en memoria. 
--     leds <= dato_in(10 downto 8); 
     if (Escri_pnt = Mem_prof-1) then --para saber si la memoria está llena o no. 
      Escri_pnt <= 0; --Se reinicia el puntero de escritura. 
     else 
      Escri_pnt <= Escri_pnt + 1;  --Apunta a la siguiente dirección. 
     end if; 
    elsif Escri_en = '0' then 
     flag_es := '0'; 
    end if;  
   end if; 
  end if; 
 end process; 
end comportamental; 
 
 A2.4. Pre-procesamiento – Regulador de lectura a RAM: Componente Voz_Salida 
--Sistema de Reconocimiento de Voz 
--Trabajo de Monografía 
--Universidad Pedagógica y Tecnológica de Colombia 
--Escuela de Ingenieria Electronica - Facultad Seccional Sogamoso 
--Fabián Bustos Gómez-Henry Pantevis Perilla 
--Componente que regula la lectura de la Memoria Fifo 
--Complemento para la Etapa de Detección de la Señal de Voz; 
--17/05/2016 
library ieee;  
use ieee.std_logic_1164.all; 
use ieee.numeric_std.all; 
use ieee.std_logic_unsigned.all; 
 
Entity Voz_valida is 
generic( 
 Mem_direc  : natural := 13;   --Número de bits necesarios para escribir-leer todas la direcciones de la Memoria RAM de entrada 
 N1  : natural := 1500   --Número de muestras a leer, depende de la Fs (Frecuencia de muestreo) 
 ); 
port ( 
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 clk  :in std_logic;   --Señal de reloj  
 rst  :in std_logic;   --Reset del sistema 
 Voice_flag   :in std_logic;   --Bandera de validez de la Señal de Voz  
 VF  :in std_logic;   --Bandera auxiliar de validez de la Señal de Voz  
 Lee_dnuevo   :in std_logic;   --Para leer de nuevo el segmento de muestras de la memoria RAM de entrada 
 Lect_en  :out std_logic;   --Para habilitar la lectura de la memoria RAM de entrada 
 No_valid  :out std_logic   --Para indicar si el segmento de muestras almacenado es válido o no 
); 
end entity Voz_valida; 
 
architecture comportamental of Voz_valida is 
 signal Lpunt :std_logic_vector(Mem_direc-1 downto 0) := (others => '0'); --Contador de la cantidad de muestras leídas. 
begin 
 Validez: Process (clk,rst) 
  variable flag_stop:std_logic := '0';   --Bandera para detener la lectura de los datos. 
  variable flag_VF: std_logic := '1';   --Bandera de la señal VF, para evitar procesamiento innecesario. 
 begin 
  if rst = '0' then    --Se restablece el valor predeterminado de todas las señales y variables. 
   flag_stop := '0'; 
   Lect_en <= '0'; 
   flag_VF := '1'; 
   No_valid <= '0'; 
   Lpunt <= (others => '0'); 
  elsif rising_edge(clk) then  
   if (Voice_flag = '1' and flag_stop = '0') then --Si el segmento es válido y está disponible la lectura de datos. 
    Lect_en <= '1';  --Se habilita la lectura de la memoria RAM de entrada. 
    Lpunt <= Lpunt + 1;  --Apunta a la siguiente dirección de la memoria. 
    if Lpunt = N1 then  --Si ya se leyeron las 1500 muestras (un segmento). 
     Lpunt <= (others => '0'); 
     Lect_en <= '0'; --Se deshabilita la lectura de la memoria RAM de entrada, 
     flag_stop := '1'; --Se detiene la lectura de los datos. 
    end if; 
   elsif (Voice_flag = '0' and VF = '0') then --Si aún se está calculando el valor de la energía promedio. 
    flag_stop := '0';  --Se habilita la disponibilidad de leer los datos. 
    flag_VF := '1';   
    No_valid <= '0';   
   else 
    if (flag_VF = '1' and VF = '1') then  --Si el segmento de muestras no es válido 
     flag_VF := '0'; 
     No_valid <= '1'; --El segmento de muestras no es válido 
    else 
     No_valid <= '0'; --El segmento de muestras es válido 
    end if; 
   end if; 
    
   if Lee_dnuevo = '1' then  --Si se habilitó leer de nuevo el segmento por parte de la autocorrelación. 
    flag_stop := '0';  --Se habilita la disponibilidad de leer los datos. 
   end if; 
  end if; 
 end process; 
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end comportamental; 
 
 A2.5. Pre-procesamiento – Pre-énfasis: Componente Pre-enfasis 
--Sistema de Reconocimiento de Voz 
--Trabajo de Monografía 
--Universidad Pedagógica y Tecnológica de Colombia 
--Escuela de Ingenieria Electronica - Facultad Seccional Sogamoso 
--Fabián Bustos Gómez-Henry Pantevis Perilla 
--Etapa de Pre-énfasis: Filtro FIR de 1° orden 
--17/05/2016 
library ieee;  
use ieee.std_logic_1164.all; 
use ieee.numeric_std.all; 
use ieee.std_logic_signed.all; 
 
Entity Pre_enfasis is 
generic( 
 Ancho_pre  : natural := 11;   --Número de bits de cada dato luego del Pre_énfasis 
 Ancho_Dato   : natural := 12   --Número de bits de cada dato 
 ); 
port ( 
 clk  :in std_logic;   --Señal de reloj  
 rst  :in std_logic;   --Reset del sistema 
 S   :in std_logic_vector(Ancho_Dato-1 downto 0); --Señal de Voz de Entrada (Dato), proviene de la memoria1 
 Flag_Pre  :in std_logic;   --Bandera para habilitar la etapa de Pre-énfasis 
 Done  :in std_logic;   --Señal de aviso de conversión finalizada 
 VF  :in std_logic;   --Bandera auxiliar de validez de la Señal de Voz  
 Lee_dnuevo  :in std_logic;   --Para leer de nuevo el segmento de muestras de la memoria RAM de entrada 
 Spp  :out std_logic_vector(Ancho_pre downto 0);  --Señal de Voz con Pre-énfasis(Dato) 
 Flag_seg  :out std_logic   --Para habilitar la segmentación 
); 
end entity pre_enfasis; 
 
architecture comportamental of Pre_enfasis is 
 signal Sbp_n1,Sbp_n1t :signed(Ancho_Dato-1 downto 0) := (others => '0'); --Donde se guarda cada nuevo dato (desplazado S[n-1]) leído de la memoria de forma temporal  
begin 
 Prenfasis: process (clk,rst) 
  variable Sbp_n  :signed(Ancho_Dato-1 downto 0) := (others => '0'); --Donde se guarda cada nuevo dato (S[n]) leído de la memoria de forma temporal 
  variable Spp_temp :signed(Ancho_Dato-1 downto 0) := (others => '0'); --Se almacena el resultado de la operación 
 begin 
  if (rst = '0') then      --Se restablece el valor predeterminado de todas las señales y variables. 
   Flag_seg <= '0'; 
   Sbp_n := (others => '0'); 
   Sbp_n1t <= (others => '0'); 
   Sbp_n1 <= (others => '0');    --Valor de prueba, por defecto es cero. 
   Spp_temp := (others => '0'); 
   Spp <= (others => '0'); 
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  elsif (rising_edge(clk)) then 
  --*=*=*=*=*=*=* Pre-énfasis *=*=*=*=*=*=* Spp = S(n)-0.9531S(n-1) 
  -- Ecuación de Pre-énfasis para hardware Spp = S(n)-S(n-1)+S(n-1)/32+S(n-1)/64 
   if Flag_Pre = '1' then 
    Sbp_n := signed(S);    --Se asignan los 12 bits del dato de entrada mas el bit de signo que es '0'. 
    Spp_temp := Sbp_n - Sbp_n1 + (x"0"&'0'&Sbp_n1(11 downto 5)) + (x"0"&"00"&Sbp_n1(11 downto 6)); --Ecuación del Pre-énfasis. 
    Spp <= std_logic_vector(Spp_temp);  --Se asignan los 11 bits de la muestra procesada. 
    Sbp_n1 <= signed(S); --Se asignan los 12 bits del dato de entrada. 
    Flag_seg <= '1';    --Se habilita la segmentacaión y el enventanando de Hamming. 
   else 
    Flag_seg <= '0';    --Se deshabilita la segmentacaión y el enventanando de Hamming. 
   end if; 
   if Lee_dnuevo = '1' then    --Si se habilitó leer de nuevo el segmento por parte de la autocorrelación.  
    Sbp_n1 <= Sbp_n1t;    --Se guarda el valor de la última muestra utilizada. 
   end if; 
   if (Flag_Pre = '0' and Done = '1') then   --Si no se están procesando muestras. 
    Sbp_n1t <= Sbp_n1;    --Asigna el valor de la última muestra utilizada al registro que hace parte de la ecuación. 
   elsif VF = '1' then     --Si el segmento de muestras no es válido. 
    Sbp_n1 <= (others => '0');   --\Se reinicia el valor del registro de la muestra desplazada para empezar... 
   end if;      --/un nuevo procesamiento. 
  end if; 
 end process; 
end comportamental; 
 
 
 A2.6. Segmentación: Componente Segmentacion 
--Sistema de Reconocimiento de Voz 
--Trabajo de Monografía 
--Universidad Pedagógica y Tecnológica de Colombia 
--Escuela de Ingenieria Electronica - Facultad Seccional Sogamoso 
--Fabián Bustos Gómez-Henry Pantevis Perilla 
--Etapa de Segmentación y Enventanado--> 
--Se separa la señal de voz en segmentos iguales y se realiza el enventanado de Hamming 
--17/05/2016 
library ieee;  
use ieee.std_logic_1164.all; 
use ieee.numeric_std.all; 
use ieee.std_logic_signed.all; 
 
Entity Segmentacion is 
generic(  
 Ancho_pre  : natural := 11;    --Número de bits de cada dato luego del Pre_énfasis 
 Ancho_Seg : natural := 11;    --Número de bits de las muestras de cada segmento 
 Anch_lut  : natural := 16;    --Resolución de los valores la ventana de Hamming (Ancho de la Lookup Table) 
 rom_size  : natural := 1500    --Tamaño de cada segmento (30 ms) 
 ); 
port ( 
 clk  :in std_logic;    --Señal de reloj. 
 rst  :in std_logic;    --Reset del sistema. 
XIX 
 
  
 Spp  :in std_logic_vector(Ancho_pre downto 0);   --Señal de Voz con Pre-énfasis. 
 Flag_seg  :in std_logic;    --Para habilitar la segmentación. 
 Flag_aut  :out std_logic;    --Para habilitar la Autocorrelación. 
 Swn   :out std_logic_vector(Ancho_Seg downto 0);  --Muestra del segmento enventanado normal. 
 Swc   :out std_logic_vector(Ancho_Seg downto 0)  --Muestra del segmento enventanado complementario. 
); 
end entity Segmentacion; 
 
Architecture comportamental of Segmentacion is 
 signal punteroA :std_logic_vector(11 downto 0) := (others => '0');    --índice para la ventana de Hamming normal. 
 signal punteroB :std_logic_vector(11 downto 0) := x"5DC";    --índice para la ventana de Hamming complementaria. 
 signal valor :std_logic_vector(Anch_lut-1 downto 0) := (others => '0');  --Señal que almacena el valor actual leído de la memoria ROM (LUT). 
 signal valorc :std_logic_vector(Anch_lut-1 downto 0) := (others => '0'); --Señal que almacena el valor actual leído de la memoria ROM (LUT). 
--La ventana de Hamming tiene un rango de 0.08-1.00-0.08  
 component LUT_Hamming is      --Se instacia el componente de la memoria ROM (LUT). 
  port( 
   address_a: in std_logic_vector(11 downto 0); 
   address_b: in std_logic_vector(11 downto 0); 
   clock : in std_logic; 
   q_a : out std_logic_vector(Anch_lut-1 downto 0); 
   q_b : out std_logic_vector(Anch_lut-1 downto 0) 
  ); 
 end component; 
  
begin 
 
 Hamming_Windows: LUT_Hamming port map (   --Se mapea el componente de la memoria ROM (LUT). 
  address_a=> punteroA, 
  address_b=> punteroB, 
  clock => clk, 
  q_a => valor, 
  q_b => valorc 
 ); 
 
Enventanado: process (clk, rst) 
  variable Swn0 :signed(Anch_lut+Ancho_pre downto 0) := (others => '0'); --Se almacena temporalmente la muestra del segmento normal. 
  variable Swc0 :signed(Anch_lut+Ancho_pre downto 0) := (others => '0'); --Se almacena temporalmente la muestra del segmento complementaio. 
 begin 
  if rst = '0' then      --Se restablece el valor predeterminado de todas las señales y variables. 
   punteroA <= x"001"; 
   punteroB <= x"5DD";     --1501, posición desde la que se empieza a leer la ventana complementaria. 
   Swn <= (others => '0'); 
   Swc <= (others => '0'); 
   Flag_aut <= '0'; 
  elsif rising_edge(clk) then 
   --*=*=*=*=*=*=* Segmentación y Enventanado *=*=*=*=*=*=* 
   if Flag_seg = '1' then --Si se habilita la Segmentación. 
    Swn0 := signed(valor)*signed(Spp);    --Enventanado (normal) de Hamming 
    Swn <= std_logic_vector(Swn0(25 downto 14)); --Se asignan los 11 bits de la muestra procesada, y se truncan lo 14 bits más bajos -> /16384 
    Swc0 := signed(valorc)*signed(Spp);  --Enventanado (complementario) de Hamming 
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    Swc <= std_logic_vector(Swc0(25 downto 14)); --Se asignan los 11 bits de la muestra procesada, y se truncan lo 14 bits más bajos -> /16384 
    punteroB <= punteroA+x"5DD"; --1501  --El puntero B, incrementa a partir de 1500. 
    if punteroA = rom_size-1 then   --Si ya se leyeron todos los valores de la LUT.     
     punteroA <= x"000";   --Se restablecen los valores por defecto de los punteros. 
     punteroB <= x"5DC"; --1500 
    else 
     Flag_aut <= '1';   --Se habilita la autocorrelación 
     punteroA <= punteroA + 1;  --Incrementa el índice del puntero A (ventana normal) 
    end if; 
   else 
    Flag_aut <= '0';    --Se deshabilita la autocorrelación 
   end if; 
    end if; 
 end process; 
end comportamental; 
 
 
 A2.7. Extracción de características - Autocorrelación: Componente Autocorrelacion 
--Sistema de Reconocimiento de Voz 
--Trabajo de Monografía 
--Universidad Pedagógica y Tecnológica de Colombia 
--Escuela de Ingenieria Electronica - Facultad Seccional Sogamoso 
--Fabián Bustos Gómez-Henry Pantevis Perilla 
--*=*=*=*Extracción de Características*=*=*=* 
--Etapa de Autocorrelación--> Se obtienen los vectores de coeficientes de autocorrelación,  
--uno para el segmento normal y el otro para el segmento complementario. 
--Debido a que sólo se obtiene un coeficiente cada vez que se activa el componente de autocorrelación,  
--Este proceso se repite 16 veces desde la lectura de la memoria RAM de entrada, pasando por pre_énfasis, 
--segmentación, para así obtener todo el vector de coeficientes por cada segmento. 
--17/05/2016 
library ieee;  
use ieee.std_logic_1164.all; 
use ieee.numeric_std.all; 
use ieee.std_logic_signed.all; 
 
Entity Autocorrelacion is 
generic(  
 Ancho_Seg  : natural := 12;   --Número de bits de las muestras de cada segmento 
 Tam_autoc  : natural := 15;   --Tamaño del coeficiente de Autocorrelación 
 num_coef   : natural := 16   --Número de coeficientes de autocorrelación 
 ); 
port ( 
 clk   :in std_logic;   --Señal de reloj  
 rst   :in std_logic;   --Reset del sistema 
 Flag_aut   :in std_logic;   --Para habilitar la Autocorrelación 
 Flag_comp :in std_logic;     --Bandera para habilitar la extracción de características del segmento complementario 
 Swn    :in std_logic_vector(Ancho_Seg-1 downto 0); --Almacena el segmento enventanado normal y el segmento enventanado complementario 
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 Swc    :in std_logic_vector(Ancho_Seg-1 downto 0); --Almacena el segmento enventanado complementario 
 Lee_dnuevo    :out std_logic;   --Para leer de nuevo el segmento de muestras de la memoria RAM de entrada 
 Flag_lpc    :out std_logic;   --Para habilitar la Extracción de Coeficientes de LPC 
 rxx0   :out std_logic_vector(Tam_autoc downto 0) --Coeficiente de Autocorrelación 
); 
end entity Autocorrelacion; 
 
Architecture comportamental of Autocorrelacion is 
 signal i :integer range 0 to num_coef := 0;    --índice para almacenar 16 muestras de voz 
 signal flag_rxx :std_logic := '0';     --Bandera que habilita el almacenamiento y envio de los coeficientes de autocorrelación 
 signal autocor1,autocor2  :signed(2*Ancho_Seg downto 0) := (others => '0');  --Para el calculo de cada nuevo coeficiente de autocorrelación 
  
 type vector is array (0 to num_coef-1) of std_logic_vector(Tam_autoc downto 0); --Memoria para los Coeficientes de Autocorrelacion 
  signal rxx1  :vector := (others => (others => '0'));  --Vector (complementario) de Coeficientes de Autocorrelacion (Enventanado complementario) 
 signal j :integer range 0 to num_coef := 0;    --índice para almacenar los coeficientes de autocorrelación  
 
 signal flag1 :std_logic := '0';     --Bandera que indica si ya se asignaron las primeras 12 muestras 
 signal done_comp :std_logic := '0';     --Indica si ya se obtuvo el vector de coeficientes de autocorrelación complementario. 
begin 
 Feature_Extraction: process (clk, rst) 
  type segmento is array (0 to num_coef-1) of std_logic_vector(Ancho_Seg-1 downto 0);  --Vectores para almacenar algunas muestras de los segmentos. 
   variable Swj1,Swj2 :segmento := (others => (others => '0'));   --Se almecena temporalmente la muestra desplazada (n-j) de cada segmento. 
  variable Swjn  :std_logic_vector(Ancho_Seg-1 downto 0) := (others => '0'); --Se almecena temporalmente la muestra (n) del segmento normal 
  variable Swjc  :std_logic_vector(Ancho_Seg-1 downto 0) := (others => '0'); --Se almecena temporalmente la muestra (n) del segmento complementario 
  variable h :integer range 0 to num_coef := 0;      --índice auxiliar para asignar las muestras desplazadas Sw(n-j) 
  variable Multrxx1,Multrxx2  :signed(2*Ancho_Seg-1 downto 0) := (others => '0');    --Variable que permite reducir el tamaño del coeficiente de autocorrelación 
 begin 
  if rst = '0' then        --Se restablece el valor predeterminado de todas las señales y variables. 
   done_comp <= '0'; 
   i <= 0; 
   j <= 0; 
   h := 0; 
   flag_rxx <= '0'; 
   autocor1 <= (others => '0'); 
   autocor2 <= (others => '0'); 
   rxx0 <= (others => '0'); 
   Flag_lpc <= '0'; 
   flag1 <= '0'; 
   Lee_dnuevo <= '0'; 
  elsif rising_edge(clk) then 
   --*=*=*=*=*=*=* Autocorrelación *=*=*=*=*=*=* 
   if Flag_aut = '1' then     --si se habilita la autocorrelación 
    if i = num_coef-1 then    --Si ya se almacenaron 16 muestras de cada segmento. 
     i <= 0; 
     flag1 <= '1';    --indica que ya se asignaron las 16 primeras muestras 
    else 
     i <= i+1;    --incrementa el índice de los vectores que contienen las muestras. 
    end if; 
    Swj1(i) := Swn;    --Se asigna la muestra del segmento normal al vector. 
    Swj2(i) := Swc;    --Se asigna la muestra del segmento complementario al vector. 
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    if (i < j and flag1 <= '0') then   --si el desplazamiento requiere muestras del vector en posiciones negativas, 
     Swjn := (others => '0');   --estas muestras son tomadas como cero, porque la que sujiere el desplazamiento 
     Swjc := (others => '0');   --no existen. 
    else 
     if i-j < 0 then   --Si el desplazamiento hace referencia a una posición de lectura negativa. 
      h := num_coef+i-j;  --Para leer todas las muestras desplazadas almacenadas en el vector Swj(1 y 2) 
     else 
      h := i-j; 
     end if; 
     Swjn := Swj1(h);   --Se asigna la muestra desplazada del segmento normal. 
     Swjc := Swj2(h);   --Se asigna la muestra desplazada del segmento complementario. 
    end if; 
    Multrxx1 := signed(Swn)*signed(Swjn);  --Se realiza la multiplicación para obtener el coeficiente de autocorrelación normal 
    Multrxx2 := signed(Swc)*signed(Swjc);  --Se realiza la multiplicación para obtener el coeficiente de autocorrelación complementario 
    autocor1 <= autocor1 + Multrxx1;   --rxx=rxx+Sw(n)*Sw(n-j) --Se calcula el coeficiente mediante la ecuación de autocorrelación 
    autocor2 <= autocor2 + Multrxx2;   --rxx=rxx+Swc(n)*Swc(n-j) 
--    auto <= std_logic_vector(Multrxx1);   --Para enviar el resultado de la multiplicación a la memoriade salida 
--    Flag_auto <= '1'; 
    flag_rxx <= '1';    --\Se habilita el envio y almacenamiento de los coeficientes de Autocorrelación para 
    Flag_lpc <= '0';  --/las demás etapas de la extracción de características y se mantiene inhabilitada la obtención de los coeficientes de LPC 
   elsif (flag_rxx = '1' and Flag_aut = '0') then --Si se habilita el almacenamiento y envio de los coeficientes de autocorrelación 
    Flag_lpc <= '1';  --Se habilita la extracción de características 
    rxx0 <= std_logic_vector(autocor1(23 downto 8)); --Se almacena cada nuevo coeficiente de autocorrelación normal, y se truncan lo 8 bits más bajos -> /256 
    rxx1(j) <= std_logic_vector(autocor2(23 downto 8)); --Se almacena cada nuevo coeficiente de autocorrelación complementario... 
--\ y se truncan lo 8 bits más bajos -> /256 
    if j = num_coef-1 then    --Si ya se obtuvo el vector (complementario) de coeficientes de autocorrelación 
     done_comp <= '1';   --Se obtuvo el vector (complementario) de coeficientes de autocorrelación 
     j <= 0; 
    else 
     Lee_dnuevo <= '1';   --Se habilita de nuevo lectura del segmento de muestras, este proceso se realiza 16 veces, 
     j <= j+1;    --debido a los 16 coeficientes de autocorrelación 
     flag1 <= '0'; 
    end if; 
    autocor1 <= (others => '0');   --Se reinicia el registro de la sumatoria 
    autocor2 <= (others => '0');   --Se reinicia el registro de la sumatoria 
    flag_rxx <= '0'; 
    i <= 0; 
   else 
    Lee_dnuevo <= '0';   --Se deshabilita de nuevo lectura del segmento de muestras 
    Flag_lpc <= '0';   --Se deshabilita la extracción de los coeficientes de LPC 
   end if; 
        --Si se habilita la bandera de procesamiento complementario y ya se obtuvo el vector de coeficientes de … 
   if (Flag_comp = '1' and done_comp = '1') then  --… autocorrelación complementario, se envían dicho vector a las siguiente etapa de extracción de características 
    if j = num_coef-1 then   --Si ya se envió el vector de coeficientes de autocorrelación 
     done_comp <= '0';   
     j <= 0; 
    else 
     j <= j+1; 
    end if; 
    Flag_lpc <= '1';   --Se habilita la extracción de características 
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    rxx0 <= rxx1(j);   --Se envía coeficiente por coeficiente. 
   elsif Flag_comp = '1' then   --Si se habilita la bandera de procesamiento complementario, pero ya se ha procesado el vector complementario 
    Flag_lpc <= '0';   --se deshabilita la extracción de coeficientes de LPC 
   end if; 
    end if; 
 end process; 
end comportamental;    
 
 A2.8. Extracción de características - LPC: Componente Extraccion 
--Sistema de Reconocimiento de Voz 
--Trabajo de Monografía 
--Universidad Pedagógica y Tecnológica de Colombia 
--Escuela de Ingenieria Electronica - Facultad Seccional Sogamoso 
--Fabián Bustos Gómez-Henry Pantevis Perilla 
--*=*=*=*Extracción de Características*=*=*=* 
--Etapa de Reflexión--> Se obtiene un escalar Ki que luego es utilizado en la etapa de LPC 
--Etapa de Codificación Predictiva Lineal (LPC)--> Metodo recursivo para obtener la matriz de Coeficientes LPC 
--17/05/2016 
library ieee;  
use ieee.std_logic_1164.all; 
use ieee.numeric_std.all; 
use ieee.std_logic_signed.all; 
 
Entity Extraccion is 
generic(  
 Tam_lpc : natural := 24;   --Tamaño del coeficiente LPC 
 Tam_autoc: natural := 15;   --Tamaño del coeficiente de Autocorrelación 
 Tam_Ref : natural := 30;   --Tamaño de numerador/denominador de la reflexión 
 num_coef : natural := 15   --Número de coeficientes de LPC 
 ); 
port ( 
 clk :in std_logic;   --Señal de reloj  
 rst :in std_logic;   --Reset del sistema 
 Flag_lpc :in std_logic;   --Para habilitar la Extracción de Coeficientes de LPC 
 rxx :in std_logic_vector(Tam_autoc downto 0); --Coeficiente de Autocorrelación 
 Escrit_en:out std_logic; --Para habilitar la escritura en la memoria FIFO de salida 
 LPC :out std_logic_vector(Tam_lpc downto 0) --Coeficiente de la Codificación Predictiva Lineal 
); 
end entity Extraccion; 
 
Architecture comportamental of Extraccion is 
  
 component Div_Ki is --Se instacia el componente de la División para la etapa de reflexión 
  port( 
   denom  : in std_logic_vector(18 downto 0); 
   numer  : in std_logic_vector(Tam_Ref downto 0); 
   quotient : out std_logic_vector(Tam_Ref downto 0); 
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   remain : out std_logic_vector(18 downto 0) 
  ); 
 end component; 
  
 --*=*=*=*Señales para almacenar los Coeficientes de Autocorrelación*=*=*=* 
 type vector is array (0 to num_coef) of std_logic_vector(Tam_autoc downto 0); --Para almacenar los Coeficientes de Autocorrelacion 
  signal crxxi,crxxb :vector := (others => (others => '0'));  --Vector de Coeficientes de Autocorrelacion 
 signal j :integer range 0 to num_coef+1 := 0;    --Índice del vector de Coeficientes de Autocorrelación  
  
 --*=*=*=*Señales para la Extracción de Características*=*=*=* 
 signal rx0 :std_logic_vector(Tam_autoc downto 0) := (others => '0'); --Para obtener el primer coeficiente LPC a(1) 
  
 signal flag_ref:std_logic := '0';    --Bandera que habilita el calculo del escalar Ki de la etapa de Reflexion 
 signal Ki,Ni,Di:std_logic_vector(Tam_Ref downto 0) := (others => '0');  --Señales para la ecuación de la Reflexión 
 
 signal flag_asign:std_logic := '0';    --Bandera que habilita la asignación de los Coeficientes LPC de la matriz auxiliar a la matriz "a" 
 signal x :integer range 0 to num_coef+1 := 0;   --Índice de la matriz de coeficientes LPC para la asignación 
  
 signal flag_coef:std_logic := '0';    --Bandera que habilita el calculo de los Coeficientes LPC 
 signal i,h,m    :integer range 0 to num_coef+1 := 0; --índices para el vector de coeficientes de extracción de características  
 type matriz is array (1 to num_coef) of std_logic_vector(Tam_lpc downto 0);--Vector para los Coeficientes de LPC 
  signal a :matriz := (others => (others => '0'));  --Vector de coeficientes LPC 
 type matriz1 is array (1 to num_coef) of std_logic_vector(Tam_lpc+2 downto 0);--Vector para los Coeficientes de LPC  
  signal aj  :matriz1 := (others => (others => '0')); --Vector auxiliar de coeficientes LPC 
 signal flag_comp :std_logic := '0';    --Bandera que habilita el envio de los coeficientes LPC al componente de la memoria FIFO de salida 
 
begin 
  
 Division_Ki: Div_Ki port map ( --Se mapea el componente de la División para la etapa de reflexión 
  denom  => Di(30 downto 12), --> Di/4096 
  numer  => Ni, 
  quotient => Ki 
 ); 
  
Feature_Extraction: process (clk, rst) 
 variable ri,rbi,ri1 :std_logic_vector(Tam_autoc downto 0) := (others => '0'); --Coeficientes de autocorrelación necesarios para el calculo de la Reflexión 
 variable aaj :std_logic_vector(38 downto 0) := (others => '0');  --Donde se almacena temporalmente el resultado de la extracción de coeficientes 
 
 begin 
  if rst = '0' then   --Se restablece el valor predeterminado de todas las señales y variables. 
   j <= 0; 
   flag_ref <= '0'; 
   Ni <= (others => '0'); 
   flag_asign <= '0'; 
   x <= 1;   --Este índice tiene por defecto el valor '1' porque es la posición donde se almacena el 1° coeficiente de LPC 
   flag_coef <= '0'; 
   h <= 1;    --Este índice tiene por defecto el valor '1' porque es la posición donde se almacena el 1° coeficiente de LPC 
   i <= 2;   --Este índice tiene por defecto el valor '2' porque hace referencia al algortimo para el cálculo de los coeficientes de LPC 
   flag_comp <= '0'; 
   LPC <= (others => '0'); 
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   Escrit_en <= '0'; 
   m <= 1; 
  elsif rising_edge(clk) then 
   --*=*=*=*=*=*=* Codificación Predictiva Lineal *=*=*=*=*=*=* 
   if Flag_lpc = '1' then    --Si se habilita la extracción de coeficientes de LPC 
    crxxi(j) <= rxx;   --Se almacenan los coeficientes de autocorrelación 
    crxxb(15-j) <= rxx;   --Se almacenan los coeficientes de autocorrelación de forma inversa, 
    j <= j+1;    --el 1° coeficiente en la última posición y así sucesivamente. 
    if j = num_coef then   --si ya se almacenaron todos los coeficientes de autocorrelación 
     flag_ref <= '1';  --Se habilita la Reflexión 
     aj(1) <= Ki(26 downto 0); --Se asigna el primer coeficiente de LPC, que se obtiene usando el LPM de la reflexión 
     j <= 0; 
    end if; 
    if j = 0 then 
     rx0 <= rxx;   --rxx(0), se asigna el primer coeficiente de autocorrelación 
    elsif j = 1 then   --Si ya se recibió el 2° coeficiente de autocorrelación, 
     Ni <= "000"&x"000"&rxx; --Se asigna rxx al tamaño de Ni 
     Di <= x"0"&"00"&rx0&'0'&x"00"; --Se asigna rx0/8 al tamaño de Di, para realizar la división 
    end if;    --en el módulo LPM de la reflexión.  
   end if; 
   if flag_ref = '1' then    --Si se habilita la reflexión, se asignan los coeficientes de autocorrelación necesarios para el calculo de Ki 
    ri := crxxi(i);    --rxx(i) 
    ri1 := crxxi(i-1);   --rxx(i-1) 
    rbi := crxxb(i-1);   --rxxb(i-1) 
    Ni <= ('0'&ri)-('0'&rbi)*Ki(13 downto 0); --Numerador de la Reflexión, se adiciona un cero a cada coeficiente de autocorrelación para emular signo positivo. 
    Di <= ('0'&rx0)-('0'&ri1)*Ki(13 downto 0); --Denominador de la Reflexión 
    flag_asign <= '1';   --Se habilita la asignación de los coeficientes de LPC recientemente calculados 
    flag_ref <= '0';   --Se deshabilita la Reflexión 
   end if; 
   if flag_asign = '1' then --Se actualizan los valores del vector de coeficientes de LPC 
    a(x) <= aj(x)(24 downto 0);  --se asignan los coeficientes calculador en la iteración anterior, 
    if x < i then    --esto se realiza para garantizar el dinamismo del algoritmo de extracción. 
     x <= x+1; 
    else 
     x <= 1; 
     flag_asign <= '0';  --Se deshabilita la asignación de los coeficientes de LPC 
     flag_coef <= '1';  --Se habilita el cálculo de los coeficientes de la LPC 
    end if; 
   end if; 
   if flag_coef = '1' then    --Si se habilitó el cálculo de los coeficientes de la LPC 
    aaj := (Ki(13 downto 0)*a(i-h));  --Se realiza el producto Ki*a(i) descrito en la ecuación de LPC 
    aj(h) <= a(h)-aaj(38 downto 12);  --> a(h)-aaj/4096, se realiza un truncamiento de 12 bits para limitar el valor de los coeficientes de LPC 
    aj(i) <= Ki(26 downto 0);  --se asigna el último término para el vector de coeficientes de LPC 
    if h = (i-1) then   --Si ya se terminó la iteración, se aclara que cada iteración aumenta en tiempo con cada nuevo 
     h <= 1;   --coeficiente calculado. 
     flag_coef <= '0';   --Se deshabilita el cálculo de los coeficientes de la LPC 
     if i = num_coef then  --Si ya se calculó todo el vector de coeficientes de LPC 
      flag_ref <= '0'; --Se deshabilita la Reflexión 
      flag_comp <= '1'; --Se habilita el envio de los Coeficientes de la LPC 
      i <= 2; 
XXVI 
 
  
     else 
      i <= i+1; 
      flag_ref <= '1'; --Se habilita la Reflexión 
     end if; 
    else 
     h <= h+1;   --incrementa el índice del vector de coeficientes de LPC 
    end if;     
   end if; 
    
   if flag_comp = '1' then    --si se habilita el envio de los Coeficientes de la LPC 
    Escrit_en <= '1';   --Se habilita la escritura en la memoria FIFO de salida 
    LPC <= aj(m)(24 downto 0);  --Se asignan los coeficientes del vector para almacenar 
    if m = num_coef then   --Si ya se enviaron todos los coeficientes del vector (menos uno) 
     LPC <= Ki(24 downto 0); --Enviar el último de los coeficientes (Ki) 
     m <= 1; 
     flag_comp <= '0';  --Se deshabilita el envio de los Coeficientes de la LPC 
    else 
     m <= m+1;   --incrementa el índice del vector de coeficientes de LPC 
    end if; 
   else 
    Escrit_en <= '0';   --Se deshabilita la escritura en la memoria FIFO de salida 
   end if; 
    end if; 
 end process; 
end comportamental; 
 
 A2.9. Extracción de características - FIFO: Componente Mem_LPC 
--Sistema de Reconocimiento de Voz 
--Trabajo de Monografía 
--Universidad Pedagógica y Tecnológica de Colombia 
--Escuela de Ingenieria Electronica - Facultad Seccional Sogamoso 
--Fabián Bustos Gómez-Henry Pantevis Perilla 
-- 14/07/2016 
--**************************************************************** 
--Componente de la memoria FIFO almacena los coeficientes de la Codificación Predictiva Lineal 
--**************************************************************** 
library ieee;  
use ieee.std_logic_1164.all; 
use ieee.std_logic_arith.all; 
use ieee.std_logic_signed.all; 
 
entity Mem_LPC is 
  
  generic ( 
 Mem_ancho : natural := 24;   --Ancho del dato de entrada 
 Mem_prof  : natural := 1024   --Profundidad de la Memoria RAM 
  ); 
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  Port(     
 clk        in std_logic;   --Señal de Reloj del sistema de 50MHz 
 rst        :in std_logic;   --Señal de reset del sistema 
 dato_in    :in std_logic_vector(Mem_ancho-1 downto 0); --Trama de datos de entrada 
 Lect_en  :in std_logic;   --Para habilitar la lectura 
 Escrit_en   :in std_logic;   --Para habilitar la escritura 
 Voice_flag   :in std_logic;   --Bandera de validez de la Señal de Voz, indica si el segmento es válido   
 VF  :in std_logic;   --Bandera auxiliar de validez de la Señal de Voz, indica si el segmento no es válido   
 Cap_voice  :in std_logic;   --Para capturar una nueva palabra desde el micrófono 
 Fin_cmp   :in std_logic;   --Indica que finalizó la comparación con todos o alguno de los comandos de referencia 
 Comparar   :out std_logic;   --Para habilitar el proceso de comparación 
 Full  :out std_logic;   --Aviso de memoria llena, sirve para detener la captura de voz 
 dato_out   :out std_logic_vector(Mem_ancho-1 downto 0) --Trama de datos de salida hacia el módulo de comunicación UART 
 ); 
end Mem_LPC; 
 
architecture comportamental of Mem_LPC is 
 type tipo_memoria is array (0 to Mem_prof-1) of std_logic_vector(Mem_ancho-1 downto 0); 
  signal memoria :tipo_memoria := (others => (others => '0'));   --memoria para los coeficientes de LPC 
 signal Escri_pnt  :integer range 0 to Mem_prof := 0;    --Puntero de Escritura 
 signal Lect_pnt  :integer range 0 to Mem_prof := 0;    --Puntero de Lectura 
 signal lectura :std_logic := '0';    --Para indicar cuando se puede iniciar la lectura 
 signal Voice  :std_logic := '0';    --Bandera auxiliar de la validez de la señal de voz 
 signal num_seg  :integer range 0 to 31 := 0;   --Cuenta la cantidad de segmentos válidos de la señal de voz 
begin 
 
--***Proceso donde se almacena la trama de datos de 12 bits para luego ser enviados en la forma que llegan (fifo), en una trama 8 bits al PC*** 
 Almacena : process(rst,clk)  
 begin 
  if rst = '0' then    --Se restablece el valor predeterminado de todas las señales y variables. 
   lectura <= '0'; 
   Lect_pnt <= 0; 
   Escri_pnt <= 0; 
   dato_out <= (others => '0'); 
   Comparar <= '0'; 
   Full <= '0'; 
   Voice <= '0'; 
   num_seg <= 0; 
  elsif rising_edge(clk) then 
   if (Lect_en = '1' or lectura = '1') then --Si se habilita la lectura de la memoria 
    Comparar <= '1';  --Se habilita la Comparación 
    dato_out <= memoria(Lect_pnt); --Se lee el dato de la memoria 
    Lect_pnt <= Lect_pnt + 1;  --Apunta a la siguiente dirección 
    if Lect_pnt = 14 then  --Si ya se leyeron los 14 coeficientes de LPC 
     lectura <= '0'; --reinicia el puntero de lectura 
    end if; 
   else 
    Comparar <= '0';  --Se deshabilita la Comparación 
   end if; 
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   if Escrit_en = '1' then   --Si de habilita la escritura 
    memoria(Escri_pnt) <= dato_in;   --Se escribe el dato en memoria 
    if Escri_pnt = 689 then  --para saber si la memoria está llena o no; segmentos*coefLPC --> 46*15=690 
     Full <= '1';  --está llena 
     Escri_pnt <= 0; --reinicia el puntero de escritura 
     lectura <= '1'; --Se habilita la lectura sólo hasta que se han almacenado los coeficientes LPC 
    else 
     Escri_pnt <= Escri_pnt + 1;  --Apunta a la siguiente dirección 
--     Full <= '0'; 
    end if; 
   end if; 
    
   if Voice_flag = '1' then   --Si el segmento es válido 
    Voice <= '1';   --\ 
   elsif Voice = '1' then   --|Se eliminan los ciclos de latencia de la señal Voice_flag,  
    Voice <= '0';  --/con el fin de hacer que este algoritmo se ejecute una sola vez 
    num_seg <= num_seg+1;  --Para contar la cantidad de segmentos válidos 
   end if; 
   if VF = '1' then   --Si el segmento no es válido 
    Escri_pnt <= 0;  --reinicia el puntero de escritura 
    if num_seg >=19 then  --Si más de 20 segmentos son válidos 
     Full <= '1';  --está llena 
     lectura <= '1'; --Se habilita la lectura sólo hasta que se han almacenado los coeficientes LPC 
    end if; 
    num_seg <= 0;  --Se reinicia el contador de los segmentos válidos  
   end if; 
   if Fin_cmp = '1' then   --Si finalizó una de las comparaciones, se lee de nuevo la memoria 
    Lect_pnt <= 0;  --reinicia el puntero de lectura 
   end if; 
   if Cap_voice = '1' then   --Si se habilita la captura de la señal de voz 
    Lect_pnt <= 0;  --reinicia el puntero de lectura 
    Full <= '0';   --la memoria no está llena 
    num_seg <= 0;  --Se reinicia el contador de los segmentos válidos 
   end if; 
  end if; 
 end process; 
 
end comportamental; 
 
 
 A2.10. Comparación: Componente Comparacion 
--Sistema de Reconocimiento de Voz 
--Trabajo de Monografía 
--Universidad Pedagógica y Tecnológica de Colombia 
--Escuela de Ingenieria Electronica - Facultad Seccional Sogamoso 
--Fabián Bustos Gómez-Henry Pantevis Perilla 
--16/07/2016 
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--**************************************************************** 
--Componente donde se realiza la comparación de los coeficientes LPC. Consiste en calcular el Coeficiente de Correlación de 
--Pearson, el cual determina el nivel de similitud (o linealidad) que existe entre los comandos de voz. Se basa en la división  
--entre la Covarianza del vector de referencia y el vector pronunciado, y las Desviaciones Estándar de dichos vectores. 
--Se cuenta con una Memoria ROM de dos puertos, en la cual se almacenan dos tipos de datos; en la 1° parte de la memoria, 
--se almacena uno de los factores del producto de la covarianza (xiXm), y la 2° parte almacena las desviaciones estandar 
--de los vectores del comando de referencia.  
--**************************************************************** 
 
library ieee; 
use ieee.std_logic_1164.all; 
use ieee.numeric_std.all; 
use ieee.std_logic_signed.all; 
 
Entity Comparacion is 
generic( 
 Anch_rom1 : natural := 21;   --Resolución de los valores de la memoria ROM 
 Tam_lpc  : natural := 24;   --Tamaño del coeficiente LPC 
 Tam_cov  : natural := 46;   --Tamaño de la variable de la Covarianza 
 num_coef  : natural := 15   --Número de coeficientes de LPC ); 
port ( 
 clk  :in std_logic;   --Señal de reloj  
 rst  :in std_logic;   --Reset del sistema 
 LPC  :in std_logic_vector(Tam_lpc downto 0); --Para verificar el funcionamiento de la Extracción de Características 
 Comparar  :in std_logic;   --Para habilitar la segmentación 
 Lect_en  :out std_logic;   --Para habilitar la lectura 
 Si_igual  :out std_logic;   --Bandera que indica el resultado de la comparación (Comandos iguales) 
 Cap_voice  :out std_logic;   --Para capturar una nueva palabra desde el micrófono 
 Fin_cmp   :out std_logic;   --Indica que finalizó la comparación con uno de los comandos de referencia 
 Comando   :out std_logic_vector(1 downto 0);  --Indica cual de los comandos fue pronunciado, será enviada al procesador NIOS II 
 leds1  :out std_logic_vector(2 downto 0);  --Arreglo de LEDs 
 leds  :out std_logic_vector(2 downto 0)  --Arreglo de LEDs 
 ); 
end entity Comparacion; 
 
Architecture comportamental of Comparacion is  
 type vector is array (0 to num_coef-1) of std_logic_vector(Tam_lpc downto 0); --Memoria para los Coeficientes de la LPC (Codificació Predictiva Lineal) 
  signal Y :vector := (others => (others => '0'));   --Vector de coeficientes LPC de la palabra pronunciada 
 signal i :integer range 0 to num_coef := 0;     --índice del vector Y  
 signal Ym :std_logic_vector(Tam_lpc downto 0) := (others => '0');  --Para obtener el promedio del vector de coeficientes LPC 
 signal Covar:std_logic := '1';     --Bandera para habilitar el cálculo de la Covarianza de X,Y y la Varianza de Y 
        --X: comando de referencia, Y:comando pronunciado 
 signal puntA :std_logic_vector(11 downto 0) := x"000";     --índice de la 1° parte de la memoria ROM1 
 signal baseA :std_logic_vector(11 downto 0) := x"320";     --Dirección base de cada comando (xiXm --> distancia de la media) 
 signal xiXm  :std_logic_vector(Anch_rom1-1 downto 0) := (others => '0'); --variable que almacena el valor actual de la 1° parte de la memoria ROM1 
 signal Cov_xy:std_logic_vector(Tam_cov-1 downto 0) := (others => '0'); --Covarianza entre el comando de referencia y el pronunciado.   
 signal Var_y :std_logic_vector(2*Tam_lpc+1 downto 0) := (others => '0'); --Varianza del comando pronunciado.  
  
 signal Desviac:std_logic := '0';     --Bandera habilitar el cálculo de la desviación estándar del comando pronunciado (vector Y) 
 signal Dy :std_logic_vector(Tam_lpc downto 0) := (others => '0');  --Desviación Estándar del vector Y 
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 signal puntB:std_logic_vector(11 downto 0) := x"D02";     --índice de la 2° parte de la memoria ROM2 
 signal baseB:std_logic_vector(11 downto 0) := x"D31";     --Dirección base de cada comando (Dx --> Desviaciones Estándar) 
 signal Dx  :std_logic_vector(Anch_rom1-1 downto 0) := (others => '0'); --variable que almacena el valor actual de la memoria ROM 
 signal ena_mult :std_logic := '0';     --Bandera para habilitar la multiplicación de las desviaciones estándar 
 signal DxDy :std_logic_vector(Tam_cov-1 downto 0) := (others => '0'); --Producto de las Desviaciones Estándar del vector de referencia X y el vector Y 
  
 signal CC_Pearson :std_logic := '0';    --Bandera habilitar el cálculo del Coeficiente de Correlación de Pearson 
 signal Ccp :std_logic_vector(Tam_cov-1 downto 0) := (others => '0');  --Coeficiente de Correlación de Pearson 
 signal ena_div :std_logic := '0';     --Bandera para habilitar la división para el Coeficiente de Correlación de Pearson  
  
 signal Comparacion :std_logic := '0';    --Bandera para habilitar la comparación 
 signal c :integer range 0 to 63 := 0;    --Contador que indicará la cantidad de coeficientes CCP que superan el umbral de comparación 
 signal Comp_fin :std_logic := '0';     --Bandera que habilita la parte final de la comparación 
 signal igual :std_logic := '0';     --Señal que indica el resultado de la comparación 
 signal resultado :std_logic := '0';     --Bandera que habilita la toma de decisiones y asignación de valores luego de la comparación 
 signal num_comand :std_logic_vector(1 downto 0) := "00";  --Para contar la cantidad de comandos comparados 
  
 component Raiz_desv is       --Se instacia el componente de la Raiz cuadrada para la desviación estándar. 
  port( 
   radical : in std_logic_vector(2*Tam_lpc+1 downto 0); 
   q : out std_logic_vector(Tam_lpc downto 0); 
   remainder : out std_logic_vector(Tam_lpc+1 downto 0) 
  );  
 end component;  
  
--La Memoria ROM contiene la resta para la covarianza (xi-Xm) y la deviación estándar (Dx) del comando de referencia.  
 component ROM_Comp is   --Se instacia el componente de la memoria ROM. 
  port( 
   address_a : in std_logic_vector(11 downto 0); 
   address_b : in std_logic_vector(11 downto 0); 
   clock : in std_logic; 
   q_a : out std_logic_vector(Anch_rom1-1 downto 0); 
   q_b : out std_logic_vector(Anch_rom1-1 downto 0) 
  ); 
 end component; 
  
 component Mult_DxDy is        --Se instacia el componente de la multiplicación de las desviaciones estándar para 
  port(      --el calcular el denominador del CCP 
   clken : in std_logic; 
   clock : in std_logic; 
   dataa : in std_logic_vector(Anch_rom1-1 downto 0); 
   datab : in std_logic_vector(Tam_lpc downto 0); 
   result : out std_logic_vector(Tam_cov-1 downto 0) 
  );  
 end component;  
  
 component Div_Ccp is        --Se instacia el componente de la división entre la covarianza y la multilplicación DX*Dy 
  port(      --Para calcular el CCP 
   clken  : in std_logic; 
   clock  : in std_logic; 
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   denom  : in std_logic_vector(31 downto 0); 
   numer  : in std_logic_vector(Tam_cov-1 downto 0); 
   quotient  : out std_logic_vector(Tam_cov-1 downto 0); 
   remain  : out std_logic_vector(31 downto 0) 
  );  
 end component;  
  
begin 
 
 Desviacion_Y: Raiz_desv port map (      --Se mapea el componente de la Raiz cuadrada para la desviación estándar. 
  radical => Var_y, 
  q => Dy 
 ); 
  
 Cov_Desv: ROM_Comp port map (     --Se mapea el componente de la memoria ROM. 
  address_a=> puntA, 
  address_b=> puntB, 
  clock => clk, 
  q_a => xiXm, 
  q_b => Dx 
 ); 
  
 Desviacion_XY: Mult_DxDy port map (    --Se mapea el componente de la multiplicación 
  clken => ena_mult, 
  clock => clk, 
  dataa => Dx, 
  datab => Dy, 
  resul t=> DxDy 
 ); 
  
 Division_Ccp: Div_Ccp port map (     --Se mapea el componente de la división 
  clken  => ena_div, 
  clock  => clk, 
  denom  => DxDy(45 downto 14), 
  numer  => Cov_xy, 
  quotient  => Ccp 
 );  
  
Compara: process (clk, rst) 
  variable yiYm :std_logic_vector(Tam_lpc downto 0) := (others => '0'); --Variable que almacena la resta de cada coeficiente con el promedio del vector de coeficientes LPC 
  variable Ccp0  :std_logic_vector(15 downto 0) := (others => '0'); --Coeficiente de Correlación de Pearson auxiliar 
  variable flag_esp  :std_logic := '0';    --Bandera que sirve para dar un ciclo de espera hasta que se ha calculado la Desviación Estándar de Y 
  variable Latenc  :std_logic := '0';    --Bandera que sirve para dar un ciclo de espera hasta que se ha leído la dirección de la memoria ROM 
 begin 
  if rst = '0' then       --Se restablece el valor predeterminado de todas las señales y variables. 
   Lect_en <= '0'; 
   i <= 0; 
   Ym <= (others => '0'); 
   Covar <= '0'; 
   Latenc := '0'; 
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   puntA <= x"000";     --Posición inicial de 1° comando de referencia 
   baseA <= x"320";     --800, base para el 2° comando de referencia (xiXm) 
   yiYm := (others => '0'); 
   Cov_xy <= (others => '0'); 
   Var_y <= (others => '0'); 
   Desviac <= '0'; 
   flag_esp := '0'; 
   puntB <= x"E10";     --3600, Posición inicial de 1° comando de referencia 
   baseB <= x"E4C";     --3660, base para el 2° comando de referencia (Dx) 
   ena_mult <= '1'; 
   CC_Pearson <= '0'; 
   ena_div <= '0'; 
   Ccp0 := (others => '0'); 
   Comparacion <= '0'; 
   Comp_fin <= '0'; 
   c <= 0; 
   Si_igual <= '0'; 
   Cap_voice <= '0'; 
   Fin_cmp <= '0'; 
   igual <= '0'; 
   resultado <= '0'; 
   num_comand <= "00"; 
   leds1 <= "101"; 
   leds <= "000"; 
   Comando <= "00"; 
  elsif rising_edge(clk) then 
   --*=*=*=*=*=*=* Comparación *=*=*=*=*=*=* 
   if Comparar = '1' then --Si se habilita la comparación 
    ena_mult <= '0';    --Se deshabilita la multiplicación 
    Ym <= Ym + std_logic_vector(signed(LPC)/15); --Media aritmética del vector de coeficientes LPC (promedio) 
    Y(i) <= LPC;    --Se almacenan 15 coeficientes de LPC 
    if i = num_coef-1 then    --Si ya se almacenaron los 15 coeficientes de LPC 
     Covar <= '1';   --Se habilita es cálculo de la covarianza y la varianza 
     i <= 0; 
    else 
     i <= i + 1;    --incrementa el índice del vector Y 
    end if; 
    if i = num_coef-2 then    --Para detener la lectura cuando se han leído todos los coeficientes (menos uno). 
     Lect_en <= '0';   --Se detiene la lectura de la memoria FIFO 
    end if; 
   end if; 
   if Covar = '1' then    --Si se habilita el calculo de la covarianza, se espera 1 ciclo de reloj para 
    Latenc := '1';   --garamtizar la lectura de la memoria ROM y la actualización de la variables implicadas 
    Covar <= '0'; 
   elsif Latenc = '1' then  
    Latenc := '0'; 
    yiYm := Y(i)-Ym;   --Se calcula la distancia que existe entre cada coeficiente de LPC y el promedio del vector 
    Cov_xy <= Cov_xy + xiXm*yiYm;  --Covarianza; xiXm es el dato leído de la 1° parte de la memoria ROM 
    Var_y <= Var_y + yiYm*yiYm;  --Varianza del vector de coeficientes LPC de la palabra pronunciada 
    if i = num_coef-1 then   --Si finalizó el calculo de la covarianza y la varianza num_coef = n de la ecuación 
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     Covar <= '0';  --Se deshabilita el calculo de la covarianza 
     Desviac <= '1';  --Se habilita el calculo de la desviación estándar del vector Y 
     i <= 0; 
    else 
     Covar <= '1';  --Se habilita es cálculo de la covarianza  
     i <= i + 1; 
    end if; 
    puntA <= puntA + 1;   --Incrementa el índice de la 1° parte de la memoria ROM (1° puerto) 
   end if; 
   if Desviac = '1' then    --Desviación Estándar 
    Desviac <= '0'; 
    ena_mult <= '1';   --Se habilita la multiplicación de las desviaciones estándar 
    flag_esp := '1';   --Se habilita la bandera que da un ciclo de espera para permitir la actualización del    
   elsif flag_esp = '1' then--dato leído de la 2° parte de la memoria ROM 
    flag_esp := '0'; 
    ena_mult <= '0';   --Se deshabilita la multiplicación de las desviaciones estándar 
    CC_Pearson <= '1';   -- Se habilita el calculo del coeficiente de correlación de pearson 
    puntB <= puntB + 1;   --Incrementa el índice de la 2° parte de la memoria ROM (2° puerto) 
   end if; 
   if CC_Pearson = '1' then   --Coeficiente de Correlación de Pearson 
    ena_div <= '1';   --Se habilita la división entre la covarianza y la multiplicación de las desviaciones estándar 
    CC_Pearson <= '0';   -- Se deshabilita el calculo del coeficiente de correlación de pearson 
   elsif ena_div = '1' then    --Si se ha habilitado la división 
    Comparacion <= '1';   --Se habilita la comparación 
    ena_div <= '0';   --Se deshabilita la división 
   end if; 
   if Comparacion = '1' then   --Comparación 
    Ccp0 := Ccp(15 downto 0);  --Se asigna el valor del CCP a una variable más pequeña 
    if Ccp0 >= x"3BBA" then  --Si Ccp >= 0,933*16384 = 15290. El valor más alto es aproximadamente 0,934 obtenido sin escalar el CCP 
     c <= c+1;   --Se incrementa el contador que indica la cantidad de CCP que superan el umbral 
    end if; 
    Comparacion <= '0';   --Se deshabilita la comparación 
    Comp_fin <= '1';   --Se habilita la parte final de la comparación 
    Cov_xy <= (others => '0');  --Se restablecen las señales que implican sumatorias para 
    Var_y <= (others => '0');  --el calculo posterior de otro CCP 
    Ym <= (others => '0'); 
   end if; 
   if Comp_fin = '1' then    --Si se habilita la parte final de la comparación 
    Comp_fin <= '0';   --Se deshabilita la parte final de la comparación 
    if Dx = 0 then   --Si Dx=0 (el PuntB se desborda de las posiciones reales)  
     Si_igual <= '1';  --La palabra pronunciada es igual al comando de referencia 
     Fin_cmp <= '1';  --Finalizó la comparación 
     igual <= '1'; 
     leds <= "111"; 
     resultado <= '1';  --Se habilita la toma de decisiones para dar un resultado de la comparación 
    elsif c = puntB-(baseB-60) then  --se compara a "c" con el punteroB (iniciando la cuenta en uno, para eso la resta) 
     leds <= "011"; 
     Lect_en <= '1';  --Se habilita la lectura del siguiente vector de coeficientes de LPC de la memoria FIFO 
    else  
     Fin_cmp <= '1';  --Finalizó la comparación 
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     igual <= '0';   --La palabra pronunciada no es igual al comando de referencia 
     leds <= "100"; 
     resultado <= '1';  --Se habilita la toma de decisiones para dar un resultado de la comparación 
    end if; 
   end if; 
   if resultado = '1' then    --Para realizar las asignaciones correspondientes al resultado de la comparación 
    resultado <= '0';   --Se deshabilita la toma de decisiones para dar un resultado de la comparación 
    Fin_cmp <= '0'; 
    Si_igual <= '0';   --Se pone en bajo la señal de igualdad de comandos 
    c <= 0; 
    if igual = '1' then   --Si la palabra fue igual, se determina cual de los comandos fue pronunciado 
     if num_comand = "00" then --Si la palabra pronunciada fue "Adelante" 
      Comando <= "00"; --se da aviso al robot que el comando es "Adelante" 
      leds1 <= "001"; 
     elsif num_comand = "01" then --Si la palabra pronunciada fue "Cuadrado" 
      Comando <= "01"; --se da aviso al robot que el comando es "Cuadrado" 
      leds1 <= "010"; 
     elsif num_comand = "10" then --Si la palabra pronunciada fue "Primero" 
      Comando <= "10"; --se da aviso al robot que el comando es "Primero " 
      leds1 <= "011"; 
     end if; 
    end if; 
    num_comand <= num_comand+'1'; --incrementa el número de comandos comparados 
    if (igual = '1' or num_comand = "10") then --Si el comando fue igual o si todos los comandos y fueron comparados 
     puntA <= x"000";  --Se restablecen los punteros y las bases al valor por defecto 
     baseA <= x"320"; --800 
     puntB <= x"E10"; --3600 
     baseB <= x"E4C"; --3660 
     num_comand <= "00"; 
     Cap_voice <= '1';  --Se habilita la captura de una nueva palabra por parte del micrófono PModMIC 
     igual <= '0'; 
    else    --Si no, se procede a comparar con el siguiente comando de referencia, cambiando las posiciones 
     puntA <= baseA;  --iniciales de los punteros 
     baseA<= baseA+x"320"; --Cada 800 muestras empieza un nuevo comando (distancia de la media) 
     puntB <= baseB; 
     baseB <= baseB+x"03C"; --Cada 60 posiciones empieza un nuevo comando (desviaciones estándar) 
     Lect_en <= '1';  --Se habilita la lectura de la memoria FIFO desde la posición cero. 
    end if; 
   else 
    Cap_voice <= '0';   --Se deshabilita la captura de una nueva palabra por parte del micrófono PModMIC 
   end if; 
    end if; 
 end process; 
end comportamental; 
 
