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Abstract
We explore the integrability of five-dimensional minimal supergravity in the pres-
ence of three commuting Killing vectors. We argue that to see the integrability
structure of the theory one necessarily has to perform an Ehlers reduction to two
dimensions. A direct dimensional reduction to two dimensions does not allow us to
see the integrability of the theory in an easy way. This situation is in contrast with
vacuum five-dimensional gravity. We derive the Belinski-Zakharov (BZ) Lax pair for
minimal supergravity based on a symmetric 7 × 7 coset representative matrix for
the coset G2(2)/(SL(2,R) × SL(2,R)). We elucidate the relationship between our
BZ Lax pair and the group theoretic Lax pair previously known in the literature.
The BZ Lax pair allows us to generalize the well-known BZ dressing method to five-
dimensional minimal supergravity. We show that the action of the three-dimensional
hidden symmetry transformations on the BZ dressing method is simply the group
action on the BZ vectors. As an illustration of our formalism, we obtain the doubly
spinning five-dimensional Myers-Perry black hole by applying solitonic transforma-
tions on the Schwarzschild black hole. We also derive the Cveticˇ-Youm black hole by
applying solitonic transformations on the Reissner-Nordstro¨m black hole.
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1 Introduction
The presence of D − 3 commuting Killing symmetries allows us to reduce various D-
dimensional gravity and supergravity theories into the form of three-dimensional non-
linear sigma models coupled to three-dimensional gravity. The construction works for
a large number of theories, ranging from the simplest case of four dimensional vacuum
gravity giving rise to the SL(2,R)/SO(2) coset model to eleven dimensional supergravity
giving rise to an E8(+8)/SO(16) coset model. A classification of four dimensional theories
leading to three-dimensional coset models was given in [1]. The higher dimensional origin
of these coset models was explored in [2].
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Further reduction on another commuting Killing direction gives a two-dimensional
dilaton gravity coupled to the corresponding non-linear sigma model now living in two
dimensions [1]. The non-linear sigma model schematically represents the metric on the
Killing directions of the higher dimensional spacetime and the matter sector of the higher
dimensional theory. This sigma structure plays a central role in the proofs of the celebrated
black hole uniqueness theorems in four and five spacetime dimensions [3, 4, 5, 6, 7, 8, 9,
10, 11, 12] (see also [13, 14]), and their recent generalisations to minimal supergravity in
five dimensions [10, 15, 16]. It is well known in the literature [17, 18, 19, 20] (see [21] for
a comprehensive review and further references) that these two-dimensional coset models
are classically completely integrable. The underlying group theoretic structure is a crucial
ingredient in establishing the integrability of the dimensionally reduced models. Except in
a few isolated cases, the integrability of these models has not yet been used as a solution
generating technique. The notable exceptions are vacuum gravity in various dimensions
[17] and four dimensional Einstein-Maxwell theory [22].
For five-dimensional vacuum gravity this line of investigation has led to an impressive
progress in our understanding of stationary black holes with two rotational Killing vectors.
It is expected that such an investigation for various supergravity theories will help us better
understand the spectrum of black hole solutions in these theories. Furthermore, it is likely
that such an investigation will let us discover novel charged black hole solutions. In this
paper we take steps in this direction. Although our considerations are very general, and
apply to any gravity theory that upon dimensional reduction gives rise to a coset model,
for concreteness, we concentrate on the case of five-dimensional minimal supergravity.
A motivation behind focusing on five-dimensional minimal supergravity comes from the
discovery of black rings [23], and their subsequent supersymmetric generalizations [24, 25]
(see [26, 27] for reviews and further references). A non-supersymmetric non-extremal five
parameter family of black ring solutions characterized by the mass, two angular momenta,
electric charge, and dipole charge is conjectured to exist in minimal supergravity [28].
At present, though, all known smooth black rings have no more than three independent
parameters [25, 28]1. The solution of [28] does not admit any smooth supersymmetric limit
to the BPS black ring [25]. It is likely that the integrability of minimal supergravity and
the related inverse scattering technique explored in this paper will allow us to construct the
most general black ring that will describe thermal excitations above the supersymmetric
ring.
Another motivation for exploring integrability of supergravity theories comes from the
fuzzball proposal. According to this proposal, a black hole geometry is a coarse grained
description of its microstates. Some of theses microstates can be identified with smooth
horizonless geometries with the same asymptotic charges as the black hole (see [30] for
reviews). The fuzzball proposal has been mostly explored for BPS black holes, and large
classes of smooth geometries corresponding to microstates of certain supersymmetric black
holes have been constructed. However, for most black holes a generic microstate need not
admit a supergravity description [31].
The situation for non-extremal black holes is much less developed. If the fuzzball
proposal were to apply to non-extremal black holes as well, one would need to con-
struct smooth horizonless non-BPS geometries with the same asymptotic charges as a
1In vacuum, the doubly spinning black ring solution of [29] also has three independent parameters.
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non-extremal black hole. The construction of a large number of such geometries is a
formidable task; at present, only a handful of such solutions are known [32, 33, 34, 35, 36].
Although for supersymmetric black holes a detailed technology [37] is available for con-
structing supersymmetric microstates, no systematic techniques are known to construct
non-supersymmetric microstates. Having developed the inverse scattering method for su-
pergravity theories, it is conceivable that one can construct a large number of smooth
horizonless non-BPS geometries. Such solutions will not only advance our microscopic
understanding of black holes, but also would shed light on how string theory can resolve
the spacelike singularities of certain non-extremal black holes. Finally, we should also
emphasize that the smooth horizonless geometries are of intrinsic interest from a purely
gravitational point of view.
The inverse scattering method is a systematic procedure for generating new solutions
from previously known solutions of a given set of non-linear equations. The first step con-
sists in finding a set of linear differential equations called the Lax pair whose integrability
conditions are precisely the non-linear equations to be solved. If one then focuses on the
special class of solitonic solutions, the inverse scattering method provides an algebraic pre-
scription to obtain analytically new solutions of the non-linear equations. For gravitational
theories the solitonic solutions are the simplest and the most interesting ones.
The main results of this paper can be summarized as follows:
• We derive the Belinski-Zakharov (BZ) Lax pair for minimal supergravity based on a
symmetric 7×7 coset representative matrix for the coset G2(2)/(SL(2,R)×SL(2,R)).
Our coset2 construction is largely based on the one used in [38], but it differs in one
important aspect, that the coset representative matrix M is symmetric — which is
not the case in [38]. In [38] the matrix M is symmetric under generalized transpo-
sition, but not under the usual transpose. References [39, 40] gave another coset
construction for the coset G2(2)/(SL(2,R) × SL(2,R)) where the matrix M is also
symmetric. Our matrixM shares several of the properties of the matrixM of [39, 40]
though the two constructions are different. Refs [39, 40] use different field variables
and a different basis for the representation of g
2(2) than ours.
• We elucidate the relationship between our BZ Lax pair and the group theoretic
Lax pair previously known in the literature [17, 18, 19, 20, 21]. We generalize the
well-known BZ dressing method to five-dimensional minimal supergravity (modulo
certain subtleties to be discussed in section 5.2).
• We show that the action of the three-dimensional hidden symmetry transformations
on the BZ dressing method is simply the group action on the BZ vectors.
• As an illustration of our formalism, we obtain the doubly spinning five-dimensional
Myers-Perry black hole, seen as a solution of minimal supergravity, by applying
solitonic transformations on the Schwarzschild black hole. We also derive the Cveticˇ-
Youm black hole by applying solitonic transformations on the Reissner-Nordstro¨m
black hole.
2Recall that G2(2) is the split real form of G2. It is the only real form of G2 that is relevant for our
purposes. At the level of Lie algebras, following the standard notation, we denote the split real form of g2
as g2(2).
• We argue that to see the integrability structure of the theory one necessarily has
to perform an Ehlers reduction to two dimensions. An Ehlers reduction is a two
step reduction: first one reduces the theory to three dimensions, dualizes all three-
dimensional vectors into scalars, and then further reduces to two dimensions. A
direct dimensional reduction to two dimensions does not allow us to see the inte-
grability of the theory in an easy way. This situation is in contrast with vacuum
five-dimensional gravity.
The rest of the paper is organized as follows. In section 2 we present the dimensional
reduction of five-dimensional minimal supergravity to two dimensions. The integrability of
this theory in explored in section 3: in section 3.1 we derive the BZ Lax pair; in section 3.2
we show (following [19]) that the BZ Lax pair is equivalent to the one used in [20, 19]. In
section 4 we generalize the BZ construction to minimal supergravity. The intuition behind
how to use this construction is developed in section 4.2. Section 5 contains certain general
results pertaining to the generalized BZ construction and the hidden G2(2) symmetry. In
section 6 we construct rotating black holes using the generalized BZ construction. The
argument that to see the integrability of five-dimensional minimal supergravity one needs
to perform an Ehlers reduction is presented in section 7. We close with a discussion of
open problems in section 8. Various technical details are relegated to appendices. In
appendix A we present the Cveticˇ-Youm solution in Weyl canonical coordinates. We
collect some general results for the Lie algebra g
2(2) in appendix B. In appendix C we
give the representation of g
2(2) that we use and present a construction of a symmetric
coset representative matrix M . Finally, in appendix D we construct the three-form and
the octonion structure constants preserved by our representation of g
2(2).
2 Dimensional reduction to two dimensions
In this section we review the dimensional reduction of minimal five-dimensional supergrav-
ity from five to two dimensions. We assume the existence of three mutually commuting
Killing vectors, ξa, a = 1, 2, 3, so that Lξag5 = 0 and LξaF 5(2) = 0 for all a, where Lξa
denotes the Lie derivative along ξa. We first reduce the theory to three dimensions using
two of these Killing vectors, dualize all three-dimensional one-forms into scalars, and then
reduce the resulting three-dimensional theory to two dimensions on the remaining Killing
vector.
2.1 Reduction to three dimensions
Reference [1] derived a list of three-dimensional symmetric space non-linear sigma-models
obtained by dimensional reduction from a class of four dimensional gravity theories cou-
pled to abelian gauge fields and scalars3. In this paper we concentrate on the particular
case of five-dimensional minimal (ungauged) supergravity, although we believe that our
considerations can be readily generalized to other theories — most likely to all theories
considered in [1, 41, 2]!
3A detailed analysis of their group theoretical structure was given in [41], and the higher dimensional
origin of these coset models was explored in [2].
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The dimensional reductions of five-dimensional minimal supergravity to three dimen-
sions were first studied in [42, 2]. When the reduction is performed over two space-
like Killing directions one obtains three-dimensional Lorentzian gravity coupled to the
G2(2)/SO(4) coset model. On the other hand, when the reduction is performed over one
timelike and one spacelike Killing direction one obtains three-dimensional Euclidean grav-
ity coupled to the G2(2)/(SL(2,R) × SL(2,R)) coset model. In this section, we briefly
review these dimensional reductions. This presentation follows closely the one given in
[38] but contains a little less details.
Five-dimensional minimal supergravity is the simplest supersymmetric extension of
five-dimensional vacuum gravity. In the bosonic sector, it contains a metric g5 and a
gauge potential A5(1) whose field strength is F
5
(2) = dA
5
(1). The Lagrangian has the form of
Einstein-Maxwell theory with a Chern-Simons term:
L5 = R5 ⋆ 1− 1
2
⋆ F 5(2) ∧ F 5(2) +
1
3
√
3
F 5(2) ∧ F 5(2) ∧A5(1) . (2.1)
The reduction to three dimensions of the metric g5 is performed using the following
ansatz:
ds25 = e
1√
3
φ1+φ2ds23 + ǫ2e
1√
3
φ1−φ2(dz4 +A2(1))2
+ǫ1e
− 2√
3
φ1(dz5 + χ1dz4 +A1(1))2 , (2.2)
where the three-dimensional fields, namely the three-dimensional metric g3, the two dila-
tons φ1 and φ2, the axion χ1, and the two Kaluza-Klein one-form potentials A1(1) and A2(1),
do not depend on z4 and z5 coordinates. One can also think of this reduction as a two
step process. The first step being the reduction from five to four dimensions over z5, and
the second being the reduction from four to three dimensions over z4. In each step, the
reduction can be performed over either a spacelike or a timelike Killing direction. The
sign ǫi is +1 when the reduction is performed over a spacelike direction, and −1 for a
timelike direction. We denote the field strengths associated to χ1, A1(1), and A2(1) by F(1),
F1(2), and F2(2) respectively. They are defined to be,
F(1) = dχ1 ,
F1(2) = dA1(1) +A2(1) ∧ dχ1 ,
F2(2) = dA2(1) .
The reduction ansatz of the five-dimensional gauge potential A5(1) is taken to be
A5(1) = A(1) + χ3dz4 + χ2dz5, (2.3)
where similarly the three-dimensional gauge potential A(1) and the two axions χ2 and χ3
are independent of z4 and z5. The associated field strengths F(2), F
1
(1) and F
2
(1) are defined
to be,
F 1(1) = dχ2,
F 2(1) = dχ3 − χ1dχ2, (2.4)
F(2) = dA(1) − dχ2 ∧ (A1(1) − χ1A2(1))− dχ3 ∧ A2(1).
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The next step in the reduction, in order to see the full hidden symmetry, is to define
the axions χ4, χ5, and χ6 dual to the one forms A(1), A1(1), and A2(1). This can be done by
introducing the dual one-form field strengths G(1)4, G(1)5 and G(1)6 for the three axions:
e−~α4·
~φ ⋆ F(2) ≡ G(1)4 = dχ4 +
1√
3
(χ2dχ3 − χ3dχ2),
ǫ1e
−~α5·~φ ⋆ F1(2) ≡ G(1)5 = dχ5 − χ2dχ4 +
1
3
√
3
χ2(χ3dχ2 − χ2dχ3), (2.5)
ǫ2e
−~α6·~φ ⋆ F2(2) ≡ G(1)6 = dχ6 − χ1dχ5 + (χ1χ2 − χ3)dχ4
+
1
3
√
3
(−χ1χ2 + χ3)(χ3dχ2 − χ2dχ3).
In terms of the new variables, φ1, φ2, χ1, . . . , χ6, the Lagrangian becomes
L = R ⋆ 1− 1
2
⋆ d~φ ∧ d~φ− 1
2
ǫ1ǫ2e
~α1·~φ ⋆ dχ1 ∧ dχ1 − 1
2
ǫ1e
~α2·~φ ⋆ dχ2 ∧ dχ2
−1
2
ǫ2e
~α3·~φ ⋆ (dχ3 − χ1dχ2) ∧ (dχ3 − χ1dχ2) + 1
2
ǫte
~α4·~φ ⋆ G(1)4 ∧G(1)4
+
1
2
ǫ1ǫte
~α5·~φ ⋆ G(1)5 ∧G(1)5 +
1
2
ǫ2ǫte
~α6·~φ ⋆ G(1)6 ∧G(1)6 , (2.6)
where ǫt denotes the signature of the three-dimensional metric. It appears in this ex-
pression because of the relation ⋆ ⋆ ω(1) = ǫtω(1) for any one-form ω(1). The six doublets
~α1, . . . , ~α6 correspond precisely to the six positive roots of the exceptional Lie algebra g2,
given in appendix B. One can note from the Lagrangian (2.6) that for each i the axion χi
is associated to the root αi.
To summarize, the three-dimensional theory is determined by a three-dimensional met-
ric and a set of eight scalar fields: two dilatons φ1 and φ2 and six axions χ1, . . . , χ6.
The non-linear σ-model for G2(2)/K˜
It turns out that the Lagrangian (2.6) can be rewritten as
L = R ⋆ 1 + Lscalar , (2.7)
where Lscalar is the Lagrangian of a non-linear σ-model for the coset G2(2)/K˜, with an
appropriate subgroup K˜ depending on the signature ǫ1,2 of the reduced dimensions. We
can write a coset representative V for the coset G2(2)/K˜ in the Borel gauge by exponen-
tiating the Cartan and positive root generators of g
2(2) with the dilatons and axions as
coefficients. We can make contact with the reduced Lagrangian (2.6) by choosing the coset
representative to be [38]
V = e 12φ1h1+ 12φ2h2eχ1e1e−χ2e2+χ3e3eχ6e6eχ4e4−χ5e5 , (2.8)
where the representation of g
2(2) that we use is given in appendix C. For more group
theoretic details on the construction and properties of the coset representative V we refer
the reader to [38]. Next we define the matrix M as
M = STVT ηVS , (2.9)
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where η and S are constant matrices whose explicit expressions are given in appendix C
for the choice ǫ1 = −1, ǫ2 = +1, to which we specialize from now on. (For other choices
of ǫ’s, the matrix η needs to be adapted.) The matrix M is symmetric by construction.
Under global G2(2) transformations it transforms as
M →Mg = (S−1gS)TM(S−1gS) for g ∈ G2(2). (2.10)
It can be easily checked by an explicit calculation that the scalar part of the reduced
Lagrangian (2.6) is also given by
Lscalar = −1
8
Tr
(
⋆(M−1dM) ∧ (M−1dM)) . (2.11)
We will see below that the matrix M plays the role of the metric on the Killing fields
in the standard BZ construction. The vacuum truncation of the matrix M (i.e., setting
χ2 = χ3 = χ4 = 0) is block diagonal
4:
M =
 M−1SL(3) 0 00 1 0
0 0 MSL(3)
 , (2.12)
where
MSL(3) =

−1+e
√
3φ1+φ2χ5
2
e
2φ1√
3
−χ1+e
√
3φ1+φ2χ5χ6
e
2φ1√
3
−e
φ1√
3
+φ2χ5
−χ1+e
√
3φ1+φ2χ5χ6
e
2φ1√
3
−eφ2χ12+e
√
3φ1(1−e2φ2χ62)
e
2φ1√
3
+φ2
−e
φ1√
3
+φ2χ6
−e
φ1√
3
+φ2χ5 −e
φ1√
3
+φ2χ6 −e
φ1√
3
+φ2
 . (2.13)
This MSL(3) is identical to the matrix χ used in [43]. Using a different representation of
g
2(2), references [39, 40] gave another coset construction for the coset G2(2)/(SL(2,R) ×
SL(2,R)) where the matrix M is also symmetric and takes the form (2.12) for vacuum
gravity. Further properties of the matrix M are given in appendix C.
In most references, and in particular in [38] where a similar discussion is presented, the
matrix M is rather defined as V♯V, where ♯ denotes the generalized transposition, which
defines the subgroup on which the coset is taken. That expression is related to the one we
use in this paper in an easy way. First, one can see that in our representation
V♯ = η−1VT η. (2.14)
As a consequence, the two choices of definitions for M are related in the following way,
where we keep the notation M for the expression (2.9)
M := V♯V = η−1 (ST )−1MS−1 . (2.15)
4The matrix S above was chosen precisely to ensure that this is the case. This block diagonal form simply
refers to the fact that the seven dimensional representation of G2(2) branches into SL(3,R) representations
as 7 = 3¯+ 1+ 3.
7
2.2 From three to two dimensions
The reduction to two dimensions is performed by dropping all dependence on the third
variable z3 and using the usual ansatz for the metric
gµν =
(
ξ2g¯mn + ρ
2BmBn ρ
2Bm
ρ2Bn ρ
2
)
(2.16)
where µ, ν are indices in three dimensions, m,n are two-dimensional indices, and g¯mn is
the two-dimensional metric. Two comments are in order:
• The two-dimensional Kaluza-Klein vector Bm can be dropped under some weak
conditions (see [44, 45] in the context of vacuum gravity and [10] in the context
of five-dimensional minimal supergravity). This implies that the two-dimensional
spaces orthogonal to the commuting Killing vector fields are integrable submanifolds.
• Any two-dimensional metric can be written locally as a conformal factor times the
Minkowski metric. As a consequence, one can take g¯mn = δmn (recall that the
three-dimensional space is Euclidean), while absorbing the conformal factor in ξ.
Thus, the ansatz simplifies to the diagonal one
gµν =
(
ξ2δmn 0
0 ρ2
)
. (2.17)
Taking moreover into account that M−1∂3M = 0, the Lagrangian (2.11) becomes [1]
L = 2ξ−1 ⋆ dρ ∧ dξ − 1
8
ρTr(⋆(M−1dM) ∧ (M−1dM)) (2.18)
where now the Hodge dual ⋆ and the differential d are taken over the two-dimensional flat
space.
The equation of motion for the field ρ is given by
d ⋆ dρ = 0 (2.19)
From (2.19) one deduces that ρ is a harmonic function; therefore, one can choose it to
be one of the coordinates on the two-dimensional space, z1 = ρ. We take the second
coordinate z2 to be z2 = z such that dz = − ⋆ dρ.
In coordinates (ρ, z) the equations for the matrix field M can be rewritten as
d(⋆ρM−1dM) = 0 . (2.20)
We find it useful to rewrite this equation explicitly in terms of the two-dimensional vari-
ables as
∂ρ(ρ ∂ρMM
−1) + ∂z(ρ ∂zMM−1) = 0 . (2.21)
Defining the matrices U and V as follows,
U = ρ (∂ρM)M
−1 , V = ρ (∂zM)M−1 , (2.22)
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the equation of motion (2.21) becomes,
∂ρU + ∂zV = 0 . (2.23)
Finally, the equations for ξ can be written as the following system [1]
ξ−1∂ρξ =
1
16ρ
Tr(U2 − V 2), ξ−1∂zξ = 1
8ρ
Tr(UV ). (2.24)
The equations for ξ satisfy the integrability condition ∂ρ∂zξ = ∂z∂ρξ as a consequence of
(2.23). Therefore, once M is known, the function ξ is determined by a line integral, up
to an integration constant. Moreover, while reducing the theory on one timelike and two
rotational Killing vectors the ρ and z components of the gauge-field can be taken to be
zero [10],
Aρ = Az = 0 . (2.25)
Equations (2.23) and (2.24) are the equations for a completely integrable two-
dimensional sigma model. We will comment on the group theoretic structure of this
sigma model in some detail in the following sections.
3 Integrability and the linear system
In this section we explore the integrability of the theory. In section 3.1 we derive the BZ
Lax pair for five-dimensional minimal supergravity. This formulation of the Lax pair is
equivalent to the one used in [20, 19], but it is better suited to generate new solutions
using the inverse scattering method. In section 3.2 we discuss the interrelation between
the Lax pair introduced in section 3.1 and that of [20, 19]. We also briefly discuss the
solution generating technique of [20, 19].
3.1 The Belinski-Zakharov approach
The approach of Belinski and Zakharov [17], well known for vacuum gravity in various
dimensions, can be readily generalized to minimal 5d supergravity using the equations
deduced in section 2.2. Focusing on vacuum gravity in the presence of D − 2 commuting
Killing vector fields, one can show [44, 45] that, under natural suitable conditions, the
metric admits the form
ds2 = Gµ¯ν¯dx
µ¯dxν¯ + e2ν(dρ2 + dz2) , (3.1)
where xµ¯ = z3, z4, z5. Furthermore, without loss of generality we can choose coordinates
so that
detG = −ρ2. (3.2)
Recall, from the previous section, that the coordinate z is defined as the harmonic dual of
ρ.5 Integrations of the three Killing directions yields a two-dimensional non-linear sigma
model that is completely integrable.
5For vacuum spacetimes containing a black hole, it has been rigorously proven that these coordinates
are globally defined in the domain of outer communications [13]. See [14] for a generalization to the four
dimensional Einstein-Maxwell theory.
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The vacuum Einstein equations divide into two groups, one for the metric components
along the Killing directions,
∂ρU˜ + ∂zV˜ = 0, (3.3)
with
U˜ = ρ(∂ρG)G
−1, V˜ = ρ(∂zG)G−1 , (3.4)
and the second group of equations for ν
∂ρν = − 1
2ρ
+
1
8ρ
Tr(U˜2 − V˜ 2) , ∂zν = 1
4ρ
Tr(U˜ V˜ ) . (3.5)
These equations (3.3-3.5) are the starting point of the BZ construction. It is clear that
they are formally identical to equations (2.22-2.24) for 5d minimal supergravity6, the main
difference being that in the latter case the matrix M plays the role of the Killing part G of
the spacetime metric. Therefore, the Lax pair we are seeking can be immediately derived
from the BZ Lax pair,
D1Ψ =
ρV − λU
λ2 + ρ2
Ψ , D2Ψ =
ρU + λV
λ2 + ρ2
Ψ , (3.6)
where λ is the spacetime dependent spectral parameter, and Ψ(λ, ρ, z) is the generating
matrix such that the matrix M can be extracted from Ψ as
M(ρ, z) = Ψ(0, ρ, z) . (3.7)
D1 and D2 are the commuting differential operators introduced by BZ:
D1 = ∂z − 2λ
2
λ2 + ρ2
∂λ , D2 = ∂ρ +
2λ ρ
λ2 + ρ2
∂λ . (3.8)
Indeed, since [D1,D2] = 0 the compatibility conditions of (3.6) are given by
[D1,D2]Ψ =
1
λ2 + ρ2
{
λ(∂ρU + ∂zV ) + V + ρ(∂zU + ∂ρV ) + [U, V ]
}
Ψ = 0 . (3.9)
We observe that the term in this expression proportional to λ is just the equation of motion
(2.21), while the remaining term corresponds to the integrability condition that follows
from (2.22). This guarantees that the solution of the system (3.6) yields a solution of the
original (non-linear) equation (2.21).
An important feature when generalizing the BZ construction to 5d minimal super-
gravity is the step in the dimensional reduction that consists in dualizing the 3d vectors
into scalars. Such a dimensional reduction is called an Ehlers reduction, while when the
reduction is performed without dualization it is called Matzner-Misner. Without the du-
alization, one cannot see the integrability of 5d minimal supergravity in two dimensions.
On the other hand, the dualization is not necessary for vacuum gravity, as well as for some
other supergravity theories. These subtleties can be better understood in terms of group
theory and Dynkin diagrams and are discussed in section 7.
6Explicitly, equation (3.5) is converted into the form (2.24) if one replaces G by M and eν by ξ2/
√
ρ.
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The upshot of this derivation is that the technology developed by BZ for construct-
ing solitonic solutions of (3.6) can be applied to five-dimensional minimal supergravity
(modulo certain subtleties to be discussed in section 5.2). In fact, most likely, the BZ
construction can be applied to all theories considered in [2], which reduce to non-linear
sigma models in three dimensions and whose equations of motion are of the form (2.21)
when reduced to two dimensions.
3.2 The Breitenlohner-Maison approach
A somewhat different approach for describing integrability of the two-dimensional coset
models was taken in [19, 20]. It has the advantage to make the underlying symmetries
more transparent. Here we summarize salient aspects of this approach and show that their
Lax pair is equivalent to the Lax pair given above. Our presentation follows [19, 20]. See
also [46, 47].
In this approach, in order to write the Lax pair, one first defines a new matrix Vˆ(γ, x)
which depends on a spacetime dependent spectral parameter γ and satisfies Vˆ(γ = 0, x) =
V(x). Here x denotes collectively the coordinates on the two-dimensional flat base space.
The Lax pair is now given by
dVˆ Vˆ−1 = Q+ 1− γ
2
1 + γ2
P − 2 γ
1 + γ2
⋆ P , (3.10)
where
Q = 1
2
[
dV V−1 + τ(dV V−1)] , P = 1
2
[
dV V−1 − τ(dV V−1)] , (3.11)
τ is the involution of the Lie algebra g
2(2) associated to the coset G2(2)/(SL(2,R) ×
SL(2,R)), and ⋆ denotes the Hodge dual on the two-dimensional flat base space.
The integrability condition for these equations is equivalent to the equations of motion
(2.20), provided that the spectral parameter γ obeys the differential equation
(1− γ2) dγ + 2 γ ⋆ dγ = γ(1 + γ
2)
ρ
dρ . (3.12)
This equation can be easily solved and the solution is given by
1
γ
− γ = 2(w − z)
ρ
⇒ γ±(w, x) = 1
ρ
[
(z − w)±
√
ρ2 + (z − w)2
]
, (3.13)
where w is a constant, the so-called ‘spacetime independent spectral parameter’. Defining
the matrix X(γ, x) = V(x)−1 Vˆ(γ, x), we find that the Lax pair can be rewritten as
dXX−1 = − γ
2
1 + γ2
A− γ
1 + γ2
⋆A , (3.14)
where A =M−1dM . The Lax equations (3.10) are the ones used in [19, 20].
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3.3 Equivalence between the Lax pairs
To show that these equations are equivalent to the BZ Lax pair, first notice that γ− = −µ/ρ
and γ+ = −µ¯/ρ, where
µ =
√
ρ2 + (z − w)2 − (z − w) , µ¯ = −ρ2/µ . (3.15)
These correspond to the ‘solitons’ and ‘anti-solitions’ in the context of the BZ construction
for vacuum gravity. This motivates us to define [19] a new spectral parameter
λ ≡ −ρ γ , (3.16)
so that now λ corresponds to either a soliton (λ− = µ) or an antisoliton (λ+ = µ¯). Notice
that the new spectral parameter satisfies
dλ =
2λ ρ
λ2 + ρ2
(
dρ− λ
ρ
dz
)
. (3.17)
We can rewrite the Lax pair for the matrix X, (3.14), in terms of the new spectral param-
eter λ. It reads
dX X−1 =
λ
λ2 + ρ2
[−λM−1dM + ρ ∗M−1dM] . (3.18)
Defining a generating matrix field Ψ as
Ψ(λ, x) =M(x)X(λ, x) with Ψ(0, x) =M(x) , (3.19)
we note that Ψ satisfies
dΨΨ−1 =
ρ
λ2 + ρ2
[ρ dM + λ ⋆ dM ]M−1 . (3.20)
dΨ in this equation can be calculated as follows
dΨ(λ, x) = dΨ(λ, x)
∣∣
λ
+
∂Ψ(λ, x)
∂λ
dλ
=
[
∂ρΨ+
2λ ρ
λ2 + ρ2
∂λΨ
]
dρ+
[
∂zΨ− 2λ
2
λ2 + ρ2
∂λΨ
]
dz
= (D2Ψ) dρ+ (D1Ψ) dz ,
(3.21)
where we have used (3.17) when going from the first line to the second one. We immediately
see that D1 and D2 are precisely the differential operators introduced by BZ, defined in
(3.8). Therefore, the ρ and z components of equation (3.20) are given by
D2Ψ =
ρU + λV
λ2 + ρ2
Ψ , D1Ψ =
ρV − λU
λ2 + ρ2
Ψ , (3.22)
where U = ρ ∂ρMM
−1 and V = ρ ∂zMM−1, which is precisely the BZ Lax pair (3.6).
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3.4 Group theoretic structure and solution generation
Although the Lax equations are equivalent in the two formalisms, the explicit constructions
of solutions from a given seed solution of the higher dimensional theory are very different.
In the rest of this section, we very briefly discuss the group theoretic structure construction
of a new solution from a given seed solution in the formalism of [19, 20], to which we refer
the reader for further details.
It is useful to start by recalling how the underlying symmetries appear in three dimen-
sions, and how they can be used as a solution generating technique. The situation in two
dimensions can then be seen as an infinite dimensional generalization of it.
The matrix V constructed in three dimensions is an element of the coset G2(2)/K˜,
where the local isotropy group K˜ is K˜ = SL(2,R) × SL(2,R). In our construction the
matrix V is taken to be in the Borel gauge (also known as the triangular gauge). The
three-dimensional scalar Lagrangian (2.11) is invariant under global G2(2) transformations.
The transformation of the matrix V under G2(2) is not simply by the right multiplication
of the group element g. This is because in general such a multiplication does not preserve
the Borel gauge. In order to restore the Borel gauge a local transformation under an
element of K˜ is needed:
V(x)→ k(x)V(x)g, (3.23)
where g ∈ G2(2) and k(x) ∈ K˜ for each x. The Lagrangian is invariant under these
transformations. Finding the right compensator k(x) is in general a very difficult problem.
To get round this difficulty, one uses the defining property of elements k ∈ K˜, namely
k♯k = 1, where k♯ := η−1kT η (see equation (2.14)). Thus, one can see that the matrix
M = V♯V transforms asM→ g♯Mg. Similarly, the matrix M defined in (2.9) transforms
as M → g˜TMg˜, where g˜ = S−1gS. The matrices M or M easily allow us to construct
new solutions starting from a seed solution.
Some of these considerations generalize to the theory obtained after reduction to two
dimensions, where one now defines a matrix Vˆ(x, γ) that depends on a complex parameter
γ and is such that Vˆ(x, γ = 0) = V(x). This matrix is therefore an element of the loop
extension7 of G2(2), which we denote G
+
2(2) and global transformations under elements
of this infinite dimensional group should lead to new solutions of the same theory. A
generalization of the triangular gauge is obtained by imposing that Vˆ(x, γ) is regular at
γ = 0, which is convenient as this limit defines V(x). As in three dimensions, it is therefore
necessary to perform a compensating transformation, this time under an element kˆ(x, γ)
such that kˆ♯
(
x,− 1
γ
)
kˆ(x, γ) = 1. This defines a subgroup of G+2(2), which we note K˜
∞.
In summary, in two dimensions, the transformation of Vˆ(x, γ) is of the form
Vˆ(x, γ)→ kˆ(x, γ)Vˆ(x, γ)gˆ(w), (3.24)
where gˆ(w) ∈ G+2(2) and kˆ(x, γ) ∈ K˜∞ for each x. To avoid having to find the right
compensator k(x, γ) and to work only with global transformations, one might want to try
7The loop extension of a group G is part of the untwisted affine extension of G. The extra elements in
the latter correspond the central element and the derivation of the algebra, which can be seen to have an
action on, respectively, the confomal factor ξ and the size ρ of the internal space [48, 49]. See for example
[50] or [51] for more details on the theory of affine groups and algebras.
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something similar to the case of three dimensions. Indeed, in the formalism of [19, 20] one
defines the monodromy matrix Mˆ, which is,
Mˆ := Vˆ♯
(
x,−1
γ
)
Vˆ(x, γ) . (3.25)
A short calculation then reveals that Mˆ only depends on the spacetime independent
spectral parameter w, i.e., it is independent of the spacetime coordinates ρ, z:
Mˆ = Mˆ(w). (3.26)
The solution generating method then consists in multiplying the seed matrix Mˆ(w) with
an appropriate group element g(w) of the loop group G+2(2) so that the new matrix is
Mˆ′(w) = g♯(w)Mˆ(w)g(w). (3.27)
Now one needs to find the factorization of the new Mˆ′(w) as in (3.25). Once the matrix
Vˆ ′(γ, x) is obtained, the matrix V ′(x) can be readily obtained by taking the γ → 0 limit,
and from there one can read all scalars. From the scalars one can reconstruct the higher
dimensional solution. However, in order to be able to extract the new solution, the matrix
Vˆ should be chosen in the triangular gauge, so that in (3.25) the first factor is analytic in
a neighborhood of γ = 0, and the second factor is analytic in the neighborhood of γ =∞.
Moreover, the overlap of the respective domains of analyticity should be an annulus region
[19, 20]. Finding such a factorization is a variant of the famous matrix valued Riemann
Hilbert problem. Consequently, avoiding the need to find the compensator kˆ(x) is done
at the price of another equally difficult problem. However, when the matrix Mˆ(w) is
chosen to be just consisting of simple poles in the complex w plane, such a factorization
can be reduced to an algebraic problem [20]. But even then, one problem remains: how to
decide which Mˆ(w) to start with, and which g(w) to multiply with, in order to generate
an interesting solution of the higher dimensional theory?
In the approach of [19, 20], although the group theoretic aspects of the corresponding
generalized Geroch group remain clear, from the practical stand point, the construction of
new solutions has to-date remained obscure. For this reason, in the next section we gener-
alize the BZ construction to the G2(2)/(SL(2,R)×SL(2,R)) coset model. The BZ method
is also a purely algebraic procedure, but it has the advantage that it is more practical from
the point of constructing new and interesting solutions of the higher dimensional theories.
A detailed dictionary between the BZ construction and the approach of [19, 20] is still
lacking. We will discuss this and related points further in section 8.
4 Belinski-Zakharov Construction
In section 4.1 we generalize the BZ construction to minimal supergravity in terms of the
7× 7 matrix M . In section 4.2 we discuss the action of the BZ transformations on the so
called factor space.
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4.1 The inverse scattering method for minimal supergravity in 5d
Belinski and Zakharov provided a purely algebraic procedure for constructing solutions to
the Einstein vacuum equations with D−2 commuting Killing fields. Their method can be
adapted to the case of minimal supergravity. Since the procedure is essentially the same
as in the vacuum case we shall be brief (see [17] for more details).
The BZ Lax equations (3.6) are linear; therefore, we can construct a new solution to
the Lax pair by ‘dressing’ a known ‘seed’ solution Ψ0(λ, ρ, z). Defining a dressing matrix
χ(λ, ρ, z), one seeks a new solution to (3.6) of the form
Ψ = χΨ0 . (4.1)
Making this substitution into equation (3.6) results in the equations for χ. The matrix χ
is further constrained to ensure that the new matrix M(ρ, z) = Ψ(λ = 0, ρ, z) is real and
symmetric.
We are interested in ‘solitonic’ solutions which are characterized by having only simple
poles in the complex λ-plane. From (4.1), it follows that for a general n-soliton transfor-
mation, the matrix χ will add n new poles to the seed solution Ψ0. Furthermore, we shall
restrict ourselves to cases where the poles are located on the real axis; this determines
uniquely the location of the poles to be [17]
µ˜k = ±
√
ρ2 + (z − ωk)2 − (z − ωk) , (4.2)
where the ωk are real constants. The ‘+’ and ‘−’ poles are commonly known as solitons
and antisolitons respectively.
A general n-soliton transformation, in addition to the n real constants ωk, is determined
by n arbitrary real seven-dimensional8 constant vectors m
(k)
0 . These are known as the BZ
vectors, and in the present context, their components control the addition of angular
momentum and charges to a given seed solution.
Starting from a seed matrix M0, an n-soliton transformation yields a new matrix M ,
Mab = (M0)ab −
n∑
k,l=1
(M0)acm
(k)
c (Γ−1)kl m
(l)
d (M0)db
µ˜kµ˜l
, (4.3)
where the repeated indices are summed. The vectors m
(k)
a are given by,
m(k)a = m
(k)
0b
[
Ψ−10 (µ˜k, ρ, z)
]
ba
, (4.4)
and the matrix Γ is defined as,
Γkl =
m
(k)
a (M0)abm
(l)
b
ρ2 + µ˜kµ˜l
. (4.5)
The new matrix M , (4.3), does not satisfy detM = 1, and hence it is not a physically
acceptable solution9. For cases when the matrix M is 2 × 2, e.g., for four dimensional
8For minimal supergravity we use a 7 × 7 representation of Lie algebra g2(2). For other theories (or
for other representations of g2(2) for minimal supergravity) the dimension of these vectors depend on the
dimension of the appropriate representation.
9Since G2(2) is a subgroup of SO(3
+, 4−), all G2(2) matrices have determinant equal to unity.
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vacuum gravity, one can deal with this problem by multiplying it with a suitable factor of
ρ and µ˜k’s [17]. When the matrix M is not 2× 2 this rescaling typically leads to nakedly
singular solutions. A clever and practical solution to this problem has been proposed in
[52] that can deal with the general case. We follow the approach of [52] for our 7 × 7
matrix M .
The main idea is the observation that the determinant of the matrix (4.3) does not
depend on the BZ vectors. Thus, one may start with a vacuum static solution (M0, ξ0)
(hence diagonal matrix M0) and remove some solitons or antisolitons µ˜k at z = wk with
‘trivial’ vectors, say, with the ones aligned with one of the basis vectors, that is,
m
(k)
0b = δab for some given a .
This amounts to rescaling (cf. (4.3)) the aa component of the matrix M0 while leaving all
other components unchanged:
(M˜0)aa = − µ˜
2
k
ρ2
(M0)aa , (M˜0)bb = (M0)bb with b 6= a . (4.6)
Next one re-adds the same solitons and antisolitons to the matrix M˜0 but now with more
general vectors m
(k)
0a .
10 Following this procedure, it is ensured by construction that the
final matrix M and initial matrix M0 have the same determinant.
Finally, the two-dimensional conformal factor ξ for the new solution is obtained from
the seed solution as
ξ2 = ξ20
√
det Γ
det Γ0
, (4.7)
where the matrices Γ0 and Γ are obtained from (4.5) using M0 and M respectively. Com-
pared to the expression given for eν in [52] for example, we have an extra square root.
This is due to the extra 1/2 factor in equations (2.24) for ξ compared to equations (3.5)
for ν. Note that the extra term in the second set of equations, compared to the first one,
does not play a role in this calculation (see also footnote 6).
There is, however, one serious problem. The new matrixM in (4.3), obtained following
the procedure described above, is in general not an element of the coset G2(2)/(SL(2,R)×
SL(2,R)). A physical solution of minimal supergravity must be represented by a matrix
that is in the coset. We address this problem in section 5.2.
4.2 Action of the BZ transformations on the factor space
In this subsection we discuss the action of the BZ transformations on the so-called factor
space. For the class of solutions we are interested in, the factor space can be identified
[8] as the two-dimensional subspace orthogonal to the Killing vectors. We can use ρ and
z as coordinates on this space [8, 13]. These coordinates cover the region outside the
horizon(s) and away from the rotational axes. The global structure of the factor space has
been discussed in detail in [8], so we shall be brief. Considering spacetimes containing non-
extremal horizons11, the corresponding factor space can be shown to be a two-dimensional
10Note that the freedom to rescale these vectors by a constant can be used to set one component of each
of these vectors to unity.
11See [12] for the generalisation to the extremal case.
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manifold possessing a connected boundary with corners. The boundary consists of a union
of intervals. The intervals either correspond to the fixed points of the rotational Killing
vectors or to the horizon(s). The corners are the points where two adjacent intervals meet.
For vacuum five-dimensional gravity one can invariantly define a set of parameters on
the factor space that uniquely characterize the solution [8]. These parameters are the
lengths of the intervals and certain vectors associated to the intervals. The vectors specify
the linear combination of the Killing vectors that vanishes on the given interval.
The presence of the gauge field in minimal supergravity generalizes this set of parame-
ters [15, 16, 9]. The important point for this discussion is that the set of intervals together
with the associated lengths and vectors is the same as in the vacuum case. This is be-
cause they only specify where the axes of symmetry and the horizons are in the spacetime.
Based on this observation we now argue that in minimal supergravity the action of the BZ
method on the factor space is very similar to the case of vacuum five-dimensional gravity.
To understand the action of the BZ method on the factor space let us first consider
four-dimensional vacuum gravity reduced to two dimensions. The action of the BZ trans-
formations on the seed generating matrix Ψ0 consists of adding new poles in the complex
λ-plane at the location of the solitons. Since any four dimensional black hole spacetime
within this class can be obtained from Minkowski space, this implies that the action of
the BZ transformations on the factor space consists of adding new intervals together with
the corresponding vectors12. The constants added to the seed solution via the BZ vectors
are related to the angular momentum and the NUT charges of the new solution.
In five-dimensional vacuum gravity the action of the BZ transformations can be un-
derstood in very much the same way. In practice the BZ method in five dimensions
is implemented following the approach of [52]. This consists of starting with a static
seed solution with (roughly speaking) the desired intervals, followed by removing solitons
and re-adding them using BZ. Unlike in four dimensions where one normally starts with
Minkowski space, this procedure does not add new intervals to the boundary of the factor
space. Removing solitons generically renders the seed solution singular; the Killing vectors
no longer vanish in a smooth way on the axes (in fact some may diverge). However, the
factor space still has the same set of intervals as the seed solution. Re-adding the solitons
adds new poles so as to cure the singularities that appeared when removing the solitons13.
Associated to each interval there will now be a non-trivial vector related to the direction
of the solitons.
The above considerations are quite general, and do not per se refer to the matter
fields of the theory. Therefore we expect that for minimal supergravity the action of
the BZ dressing method on the factor space is essentially the same as it is for vacuum
gravity. Of course, since in minimal supergravity the BZ vectors are seven dimensional,
their components in general will be related to the angular momenta, NUT and the other
charges of the final solution. We use this intuition in the practical implementation of the
BZ method for minimal supergravity in the following sections.
12Recall that for four dimensional Minkowski space, the boundary of the factor space is a single infinite
interval.
13The final spacetime may still contain singularities that may or may not be removable by a choice of
parameters.
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5 Some general results
In this section we establish some general results of interest for the practical implementation
of the BZ construction. In section 5.1 we show that the action of the three-dimensional
hidden symmetry transformations on the BZ dressing method is simply the group action
on the BZ vectors. In section 5.2 we discuss the issue of whether or not the BZ dressing
method preserves the coset.
5.1 Combining hidden symmetries and the BZ construction
In this section we explicitly show that the action of the three-dimensional hidden symmetry
transformations on the BZ dressing method is simply the group action on the BZ vectors.
Consider the matrices M0 and M
g
0 that are related by an element g of the three-
dimensional symmetry group14 G as follows15
Mg0 (x) = g
TM0(x)g. (5.1)
Next consider the matrix M1 obtained by applying a certain BZ transformation on M0.
We write this as
Ψ1(λ, x) = χ(λ, x)χ˜(λ, x)Ψ0(λ, x)
≡ χ(λ, x)Ψ˜0(λ, x). (5.2)
where Ψ0(λ, x) and Ψ1(λ, x) are the generating matrices corresponding respectively to
M0(x) and M1(x), χ˜(λ, x) is the dressing matrix that removes solitons from Ψ0(λ, x) and
χ(λ, x) is the one that adds solitons to Ψ˜0(λ, x) ≡ χ˜(λ, x)Ψ0(λ, x). Applying the group
transformation g to the matrix M1 leads to another matrix M
g
1 :
Mg1 (x) = g
TM1(x)g. (5.3)
We show that by performing the same BZ transformation on Mg0 (with appropriately
modified BZ vectors to be discussed below) one gets exactly Mg1 . Schematically, the
situation is presented in figure 1.
It is useful to first notice that the generating matrices Ψ transform under group ele-
ments in the same way as the correspondingM matrices. That is, the generating matrices
Ψg0,1 that solve the Lax equations (3.6) and satisfy Ψ
g
0,1(λ = 0, x) =M
g
0,1(x) are simply
Ψg0,1(λ, x) = g
T Ψ0,1(λ, x) g . (5.4)
Using this and equation (5.2), and inserting 1 = (gT )−1gT one has
Ψg1(λ, x) = g
T Ψ1(λ, x) g
=
(
gT χ(λ, x) (gT )−1
)(
gT Ψ˜0(λ, x) g
)
(5.5)
≡ (gT χ(λ, x) (gT )−1) Ψ˜g0 .
14In our case, G = G2(2), but the results of this section apply to more general situations.
15The precise transformation of the matrix M under global G2(2) transformations is (2.10). To avoid
notational clutter we simply use g to mean S−1gS in this section.
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g
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g ∈ G
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M
g
0
Figure 1: This figure depicts the action of the hidden symmetry transformations on the
BZ construction. Let the matrix M0 be sent to M
g
0 by an element g ∈ G and to M1 by a
BZ transformation. LetM1 be sent to the matrix M
g
1 under the action of g. ThenM
g
1 can
also be obtained from Mg0 by applying the same BZ transformation but with BZ vectors
appropriately transformed under g.
This equation tells us that if one starts with the matrix obtained by removing solitons on
Ψ0(λ, x) and transforming it with the element g ∈ G, then the matrix Ψg1 is obtained by
performing a BZ transformation using χˆ(λ, x) ≡ gT χ(λ, x) (gT )−1 as the dressing matrix.
In the following we study in more detail the new dressing matrix χˆ and show that it adds
the same solitons as χ but with BZ vectors transformed appropriately under g.
Let us now consider the dressing matrix χˆ. It follows from the BZ construction [17]
that it obeys
χˆ = gT χ(λ, x) (gT )−1 = 1 +
n∑
k=1
gT Rk(x) (g
T )−1
λ− µ˜k(x) , (5.6)
so we can concentrate on the residue matrices Rˆk(x) ≡ gT Rk(x) (gT )−1. From the general
BZ construction [17] we know that the matrices Rk are degenerate and factorize as
(Rk)ab = n
(k)
a m
(k)
b . (5.7)
Note that a, b, . . . are group representation indices. The n(k) are naturally column vectors
whereas the m(k) take the form of row vectors. Thus,
Rˆk = g
T Rk (g
T )−1 =
(
gTn(k)
)(
m(k)(g−1)T
)
≡ nˆ(k)mˆ(k) . (5.8)
A short calculation yields
mˆ(k) ≡ m(k)(g−1)T = m(k)0 Ψ˜−10 (µ˜k, x)(g−1)T
=
(
m
(k)
0 g
)
(Ψ˜g0)
−1(µ˜k, x) ≡ mˆ(k)0 (Ψ˜g0)−1(µ˜k, x) , (5.9)
where expressions (4.4) and the definition for Ψ˜g0 have been employed in the second and
third equalities, respectively. Regarding the vector nˆ(k), we now show that its implicit
definition from the factorization of the residue matrix (5.8) matches the BZ prescription
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for the construction of Mg1 from M
g
0 . The latter determines nˆ
(k) in terms of mˆ(k) and
M˜g0 (x) ≡ Ψ˜g0(λ = 0, x). Indeed, recall that [17]
nˆ(k)a =
∑
l
µ˜−1l Dˆ
klNˆ (l)a , Nˆ
(l)
a = mˆ
(l)
c M˜
g
0 (x)ca (5.10)
where Dˆkl is the inverse of the matrix Γˆkl introduced in (4.5). Next, observe that the
matrix Γˆkl that takes us from M
g
0 to M
g
1 is exactly the same as the matrix Γkl that takes
us from M0 to M1:
Γˆkl =
(
m(k)(g−1)T
) (
gT M˜0(x)g
) (
m(l)(g−1)T
)T
ρ2 + µ˜kµ˜l
=
m(k)M˜0(x)(m
(l))T
ρ2 + µ˜kµ˜l
= Γkl . (5.11)
It follows immediately that Dˆkl = Dkl. Finally, consider the vector Nˆ (l). It is also related
to its untransformed counterpart in a simple manner:
(Nˆ (l))T = mˆ(l)M˜g0 (x)
=
(
m(l)(g−1)T
)(
gT M˜0(x)g
)
= m(l)M˜0(x)g
= (N (l))T g . (5.12)
Therefore,
nˆ(k) =
∑
l
µ˜−1l Dˆ
klNˆ (l) = gT
∑
l
µ˜−1l D
klN (l) = gTn(k) , (5.13)
in accordance with (5.8).
In conclusion, we have established that to generate Mg1 from M
g
0 using the inverse
scattering method all we need to do is to make the replacement
m
(k)
0 −→ mˆ(k)0 = m(k)0 g , and (5.14)
Ψ˜0(λ, x) −→ Ψ˜g0(λ, x) = gT Ψ˜0(λ, x) g , (5.15)
in the calculation that generates M1 from M0. Thus, the BZ construction of M
g
1 from M
g
0
and of M1 from M0 are essentially the same. In particular, this allows us to easily obtain
the Cveticˇ-Youm (CY) solution by applying the BZ construction on Reissner-Nordstro¨m
(RN). The latter is obtained from Schwarzschild by a G2(2) transformation [39, 38], so
all we need to know is how to derive Myers-Perry (MP) from Schwarzschild using inverse
scattering, and this is accomplished in section 6.1. In section 6.2 we also explicitly obtain
the Cveticˇ-Youm (CY) solution from Reissner-Nordstro¨m (RN).
The result of this section supports the idea that the inverse scattering method is
incapable of producing charging transformations since BZ transformations are essentially
insensitive to the presence of charges generated by the three-dimensional hidden symmetry
transformations.
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5.2 Do we stay in the coset after the BZ transformations?
In this subsection we address the issue of whether or not the BZ transformations preserve
the coset. We start by discussing a toy model where similar problems arise but can be
easily resolved. Then we discuss the case of minimal supergravity where the resolution
seems to require to impose an extra non-linear constraint (equation (5.22) below) on the
parameters of the solution.
Suppose for a moment that instead of minimal supergravity we were working with
some other theory with the following coset model structure:
SL(3,R)
SO(2, 1)
× SL(3,R)
SO(2, 1)
. (5.16)
The higher dimensional origin of this coset model is not important for the point we want
to make16. The coset representative matrix M for this theory will have the form
M =
(
M1SL(3) 0
0 M2SL(3)
)
, (5.17)
where M1SL(3) and M
2
SL(3) are two independent matrices representing two
SL(3,R)
SO(2,1) coset
representatives. Multisoliton solutions of this theory will be characterized by two integers
(n1, n2), referring to the number of solitons associated to each
SL(3,R)
SO(2,1) coset model. For
each soliton in each SL(3,R) there is a freedom to add three free parameters, namely,
the BZ vector17 associated to the soliton. Therefore, for (n1, n2) solitons we can add a
maximum of 3(n1 + n2) free parameters and still maintain the block diagonal form of the
coset representative. This number is obviously less than 6(n1 + n2), which is the number
of free parameters one might have excepted very naively from the fact that the matrix M
is six dimensional. This theory has an additional symmetry, which we call “double image”
symmetry: every solution possesses a companion solution that is obtained by interchanging
the field content of the two SL(3,R)/SO(2, 1) coset models. Two solutions related by this
symmetry may admit very different interpretations.
The situation in minimal supergravity is somewhat similar. Recall that the seven
dimensional representation of G2(2) branches into SL(3,R) representations as
7 = 3¯+ 1+ 3. (5.18)
The 3 and 3¯ represent two appearances of vacuum gravity in the matrix M :
M =
 M−1SL(3) 0 00 1 0
0 0 MSL(3)
 . (5.19)
16Although a higher dimensional origin of the SL(3,R)
SO(2,1)
× SL(3,R)
SO(2,1)
coset model is not immediately obvious,
appropriate truncation of heterotic theory does give rise to SL(2,R)
SO(2)
× SL(2,R)
SO(2)
coset model, see e.g., [53]. A
similar structure also arises in certain truncations of five-dimensional Einstein-Maxwell theory [54].
17Note that there is a freedom to rescale each of these vectors by a constant and therefore, without loss
of generality, we can always set one of the components of each vector to unity. For the sake of simplicity
of the argument, we are not concerned with the normalization of the BZ vectors in this discussion.
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Unlike the case discussed above,MSL(3) andM
−1
SL(3) both represent exactly the same
SL(3,R)
SO(2,1)
coset model. We call this situation a “mirror image”. Therefore, in order to maintain the
form (5.19), when we add n-solitons to the matrix MSL(3) and 3n free parameters through
BZ vectors, we necessarily have to add n-antisolitons to the matrixM−1SL(3). The BZ vectors
associated to the antisolitons have to be related to the solitonic BZ vectors in such a way
that the final matrix M has precisely the block diagonal form (5.19). It is intriguing that
in all the examples we have looked at this can be achieved by relating the antisolitonic BZ
vectors to the solitonic BZ vectors in a simple way. Though, a priori, it is not clear if it
can be achieved for a general solution of vacuum gravity.
In the general case, the matrix M representing a solution of minimal supergravity has
the symmetrical block diagonal structure (C.5) [39, 40]
M =
 A U BUT S˜ V T
BT V C
 , (5.20)
where A and C are symmetric 3×3 matrices, B is a 3×3 matrix, U and V are 3-component
column matrices, and S˜ a scalar. The inverse matrix is given by (C.6) [39, 40]
M−1 =
 C −V BT−V T S˜ −UT
B −U A
 . (5.21)
We observe that
• Any solution of minimal supergravity should admit a limit to a solution of vacuum
gravity, and since vacuum gravity is encoded two times in the 7× 7 matrix M , once
as MSL(3) and second time as M
−1
SL(3), it is natural to think that the field content of
minimal supergravity is also ‘encoded two times’ in the matrix M .
• This observation is further strengthened by the fact that the inverse of the matrix
M is simply given by a reshuffling of the rows and columns (up to certain minus
signs) of the matrix M .
Based on these observations, we expect that the soliton transformations on matrix M in
the general case are always accompanied with antisoliton transformations.
In practice, when we apply solitonic and antisolitonic transformations with general BZ
vectors we move out of the coset. (We discuss an explicit example where this problem
arises in the next section.) This is a serious problem, because a physical solution of
minimal supergravity must be represented by a matrix that is in the coset. Since the coset
construction is based on the exceptional Lie group G2(2) one cannot write a simple matrix
criterion for a 7 × 7 matrix to be in the coset. The precise conditions for a matrix M
obtained through BZ construction to be in the coset are the following
1. The matrix M := V♯V = η−1(ST )−1MS−1 should preserve the three form c(a)abc
constructed in appendix D in the sense that
7∑
a,b,c=1
c(a)abcMaeMbfMcg = c(a)efg , (5.22)
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2. The matrix M should be symmetric.
Roughly speaking, the first condition ensures that the final matrix M is in G2(2)
and the second condition, given the first condition, ensures that it is in the coset
G2(2)/(SL(2,R) × SL(2,R)). The BZ construction guarantees the second condition, but
it does not guarantee the first one. We believe that through certain relationships between
solitonic and antisolitonic BZ vectors one might ensure that the first condition is also
satisfied. However, how to find these precise conditions in the general case is not clear to
us. Therefore, at this stage, one should regard equation (5.22) as an extra non-linear con-
straint that every physical solution has to satisfy. Further exploration of these questions
is left for the future.
6 Examples
As an illustration of our formalism, we obtain the doubly spinning five-dimensional Myers-
Perry black hole by applying solitonic transformations on the Schwarzschild black hole
(section 6.1). We also derive the Cveticˇ-Youm black hole by applying solitonic transfor-
mations on the Reissner-Nordstro¨m black hole (section 6.2).
6.1 5d Myers-Perry from 5d Schwarzschild
The five-dimensional Myers-Perry solution has been constructed from 5d Schwarzschild-
Tangherlini using the BZ method in [52] in the context of vacuum gravity. However, we are
now considering five-dimensional minimal supergravity and so this calculation provides a
good testing ground for our framework.
For 5d Schwarzschild the metric in the parametrization (3.1) takes the form
GSchwµ¯ν¯ = diag
{
GSchwtt , G
Schw
φφ , G
Schw
ψψ
}
= diag
{
−µ1
µ2
, µ2,
ρ2
µ1
}
,(
e2ν
)
Schw
= µ2(ρ
2+µ1µ2)
(ρ2+µ21)(ρ
2+µ22)
. (6.1)
In terms of the SL(3,R) matrix of [43], the Killing metric part translates into
MSL(3) = diag
{
GSchwtt , G
Schw
ψψ ,
1
GSchwtt G
Schw
ψψ
}
= diag
{
−µ1
µ2
, µ2,− 1
µ1
}
.
Since this is a vacuum solution we know from (2.12) that
MSchw = diag
{
M−1SL(3), 1,MSL(3)
}
= diag
{
−µ2
µ1
,
1
µ2
,−µ1, 1,−µ1
µ2
, µ2,− 1
µ1
}
.
It is known that the five-dimensional doubly spinning Myers-Perry solution can be obtained
from Schwarzschild-Tangherlini by a two-soliton transformation [52]. In the context of
5d minimal supergravity this, in practice, amounts to a four-soliton transformation on
MSchw. This is because each transformation on the MSL(3) block must be accompanied by
a corresponding transformation on the M−1SL(3) block.
To obtain the seed matrix we first remove an antisoliton at position z = w1 with BZ
vector (~0, 0, ~e1) and, accordingly, remove a soliton at the same position but with BZ vector
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(~e1, 0,~0). Here we are defining ~e1 ≡ (1, 0, 0) for convenience. The second pair consists of
removing a soliton (respectively an antisoliton) at position z = w2 with the same BZ
vectors as the former antisoliton (respectively a soliton). This whole procedure can be
implemented by multiplying MSchw by
HSchw = diag
{
µ21
µ22
, 0, 0, 0,
µ22
µ21
, 0, 0
}
. (6.2)
In addition, we rescale the matrix thus obtained by (µ1µ2)
−1 to avoid the appearance of
divergences during the BZ construction. Hence, our seed matrix is
M˜Schw ≡ (µ1µ2)−1HSchwMSchw = diag
{
− 1
µ22
,
1
µ1µ
2
2
,− 1
µ2
,
1
µ1µ2
,− 1
µ21
,
1
µ1
,− 1
µ21µ2
}
,
and the associated solution of the Lax pair (3.6), Ψ˜Schw(λ, ρ, z), is obtained by shifting
µk → µk − λ, where k = 1, 2.
To perform the ‘dressing’ we re-add the same (anti-)solitons, this time with more
general BZ vectors:
• add an antisoliton at w1 with m(1)0 =
(
~0, 0, A1, B1, 0
)
,
• add a soliton at w1 with m¯(1)0 =
(
A¯1, B¯1, 0, 0,~0
)
,
• add a soliton at w2 with m(2)0 =
(
~0, 0, A2, 0, C2
)
,
• add an antisoliton at w2 with m¯(2)0 =
(
A¯2, 0, C¯2, 0,~0
)
.
The new matrix,MMP, is then obtained from (4.3). It is now convenient to use the freedom
of translating the z coordinate so that the (anti-)solitons are placed at w2 = α = −w1.
The mere fact that the first 3 × 3 block of M must be the inverse of the last 3 × 3 block
for the vacuum truncation imposes two restrictions on the BZ vectors:
C¯2 = 4αC2
A¯2
A2
, B¯1 =
B1
4α
A¯1
A1
. (6.3)
If we do not impose these conditions then the matrix MMP is not an element of the
coset G2(2)/(SL(2,R) × SL(2,R)). The conditions (6.3) are precisely the solution of the
non-linear constraint (5.22) in this example. With these conditions the new matrix MMP
depends only on four parameters, which we take to be {A1, B1, A2, C2}. Moreover, if
we take B1, C2 → 0 we recover the static solution. This is in complete agreement with
reference [52]. From the matrix MMP we then extract the five scalars φ1, φ2, χ1, χ5 and χ6
that are turned on for this solution using (2.13).
To construct the conformal factor for the dressed solution we first note that
e2ν = e
1√
3
φ1+φ2ξ2 . (6.4)
from (2.2) and (2.17). Applying the transformation (4.7) to the conformal factor for
the Schwarzschild solution given in (6.1) we obtain the conformal factor for the dressed
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solution. To compare it with the Myers-Perry one we relate the components of the BZ
vectors to the angular momentum parameters as
B1 = l1A1
√
4α
β
, C2 =
l2A2√
4αβ
, (6.5)
where we have defined β ≡ 2α+
√
l21l
2
2 + 4α
2 for convenience. As mentioned in section 3.1,
there is still a multiplicative constant of integration which is undetermined by the equations
of motion for the conformal factor but it can be fixed by the requirement of asymptotic
flatness. Expressed in prolate spherical coordinates (see appendix A) the conformal factor
for Myers-Perry becomes
(
e2ν
)
MP
=
4αx + (l21 − l22)y + 2m
8α2(x2 − y2) , (6.6)
where 2m ≡ l21 + l22 + 2
√
l21l
2
2 + 4α
2.
To recover the full five-dimensional metric one then needs to follow the inverse route
of the procedure outlined in section 2.1. Namely, one dualizes the new scalars χ5 and
χ6 back into one-forms and then reconstructs the metric using (2.2). In order to identify
the new solution as Myers-Perry, one needs to perform a linear transformation mixing
the coordinates {t, φ, ψ}. The latter is easily determined by imposing that the angular
coordinates match asymptotically with those for flat spacetime. This transformation reads
t −→ t− l1
(
l21 − l22 − 4α+ β
)
l21 − l22
φ+
l32
l21 − l22
ψ ,
φ −→ − l1l2√
4αβ
φ+
√
β
4α
ψ ,
ψ −→
√
β
4α
φ− l1l2√
4αβ
ψ . (6.7)
The metric thus obtained is the Myers-Perry solution expressed in prolate spherical co-
ordinates. This is displayed in appendix A, with the understanding that the uncharged
solution has δ = 0.
6.2 5d Cveticˇ-Youm solution from 5d Reissner-Nordstro¨m
Using the derivation of the previous subsection and the results of section 5.1 we know
how to construct the Cveticˇ-Youm solution by applying a solitonic transformation on
the Reissner-Nordstro¨m solution. In this subsection, we present the main steps of this
calculation.
One first needs to construct the matrix M for the Reissner-Nordstro¨m solution. This
is most easily done as [38]
MRN = g
TMSchwg (6.8)
for g = S−1 e
√
3k2δ S where the matrix S and the generator k2 are defined in appendices
B and C while δ is the charge parameter appearing in the Reissner-Nordstro¨m solution
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(given in appendix A if one takes l1 = l2 = 0). The corresponding generating matrix is
similarly obtained as
ΨRN = g
TΨSchwg. (6.9)
As discussed in section 5.1, the seed solution is obtained by removing from ΨRN the same
solitons and antisolitons as in the vacuum case but with BZ vectors that are now non-
trivial: they are equal to (~0, 0, ~e1)g and (~e1, 0,~0)g. This is equivalent to taking the seed
to be
Ψ˜RN = g
T Ψ˜Schwg and M˜RN = g
T M˜Schwg . (6.10)
To perform the dressing we add the same solitons and antisolitons as in the vacuum
case but with BZ vectors taken to be
m̂
(1)
0 = m
(1)
0 g , ̂¯m(1)0 = m¯(1)0 g, (6.11)
m̂
(2)
0 = m
(2)
0 g , ̂¯m(2)0 = m¯(2)0 g. (6.12)
In this case, we already know all five conditions to impose on the eight BZ parameters. It
is reassuring that the new matrix MCY is in the coset and that the new conformal factor
matches with the Cveticˇ-Youm solution.
From MCY one can reconstruct the five-dimensional metric and gauge field. As for the
Myers-Perry case, the identification of the solution requires a linear change of coordinates:
t −→ t+ c1 φ+ c2 ψ ,
φ −→ − l1l2√
4αβ
φ+
√
β
4α
ψ ,
ψ −→
√
β
4α
φ− l1l2√
4αβ
ψ . (6.13)
where
c1 = −
l1
(
l21 − l22 − 4α+ β
)
c3 − l2
(−l21 + l22 − 4α+ β) s3
(l21 − l22)
,
c2 =
l32 c
3 − l31 s3
(l21 − l22)
,
and s = sinh δ and c = cosh δ. It is easy to see that this change of coordinates simplifies
to (6.7) when δ = 0. The metric and the gauge field thus obtained are the ones for
Cveticˇ-Youm expressed in prolate coordinates, which is presented in section A.
7 Ehlers versus Matzner-Misner reduction
In this section we argue that to see the integrability of five-dimensional minimal super-
gravity one necessarily has to perform an Ehlers reduction to two dimensions.
In sections 2 and 3.1 we described two ways of reducing a theory to two dimensions.
The first one, performed in section 2 for minimal five-dimensional supergravity, is in two
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steps. First one reduces to three dimensions and dualizes vectors into scalars. Second,
one finally reduces to two dimensions. This two-step way of doing the reduction to two
dimensions is called an Ehlers reduction. The second method, described in section 3.1 for
vacuum gravity in five dimensions, consists in reducing directly to two dimensions, without
dualizations. This way of doing the reduction is called a Matzner-Misner reduction.
The dualization of vectors into scalars in three dimensions can make some symmetries
transparent. These are the so-called hidden symmetries. For a series of theories [2], the
hidden symmetry group (G) is larger than (or equal to) the symmetry group obtained via
dimensional reduction without dualization. In all these cases the dimensionally reduced
supergravity Lagrangian can be written in three dimensions, after dualization, as gravity
plus a non-linear sigma model with the symmetry group G. Upon further reduction to two
dimensions this hidden symmetry group G gets enlarged to its untwisted affine extension,
generally denoted as G(1). In all known examples, this untwisted affine extension of the
group G is the symmetry group of the dimensionally reduced theory in two dimensions.
One way to show this is through the Lax pair in the Ehlers reduction, as explained in
section 3.4. Thus, the untwisted affine extension of the group G naturally leads to an
integrable two-dimensional sigma model based on the groupG. However, in some cases, the
Matzner-Misner reduction also allows us to see this symmetry, and thus the integrability
of the theory. This is the case, for example, for vacuum gravity. This is most easily
understood by considering the problem from a slightly different perspective, namely in
terms of Dynkin diagrams.
Schematically one can also view the affine extension of G appearing in the dimensional
reduction to two dimensions in the following way (without invoking the Lax pair):
• Perform an Ehlers reduction to two dimensions: one then obtains a system of scalars
Φ that transform non-linearly under G, which is the symmetry group in three di-
mensions.
• Perform a Matzner-Misner reduction to two dimensions: one obtains another system
of scalars Φ¯, related to Φ by non-local field redefinitions involving dualizations, and
transforming in a certain way under G¯.
• Studying the intertwining of G with G¯, that is, studying how G acts on Φ¯ and G¯
acts on Φ, one finds that they form an infinite-dimensional group which is the affine
extension of G. This is how, for example, the infinite dimensional Geroch group [55]
of four dimensional general relativity was discovered (although the affine structure
of the group was not clear at the time of [55]).
In the case of five-dimensional vacuum gravity, the Ehlers group G and the Matzner-
Misner group G¯ are both SL(3,R). These two SL(3,R) intertwine to give the affine group
SL(3,R)+, which is the symmetry of vacuum five-dimensional gravity when reduced to
two dimensions. The Dynkin diagram of SL(3,R)+ is shown in figure 2. On the Dynkin
diagram the Ehlers SL(3,R) corresponds to the two white dots, while the Matzner-Misner
SL(3,R) is made out of the black dot and one of the white dots. In this case, as G and
G¯ are the same groups, taking the Lax pair based on any of the two leads to the same
infinite dimensional symmetry. The integrability can accordingly be seen from both point
of views. This is the reason why we are able to perform a BZ construction based on
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Figure 2: Dynkin diagram of the untwisted affine extension of sl(3,R).
the Killing sector of the metric (Matzner-Misner) as well as based on the matrix MSL(3)
(Ehlers).
For five-dimensional minimal supergravity, the Ehlers group G is G2(2). On the other
hand, the Matzner-Misner group is SL(3,R). Through a Matzner-Misner reduction, the
scalars coming from the five-dimensional metric will form an SL(3,R)/SO(2, 1) coset
model. These scalars will be coupled in a non-linear way with the degrees of freedom
coming from the reduction of the five-dimensional gauge field A5(1). On the Dynkin diagram
of G+2(2) given in figure 3, the Ehlers group G2(2) is given by the two white dots, while
the Matzner-Misner SL(3,R) is made of the black dot and the white dot connected to
it. In this case, as G¯ is not the same as G but only a subgroup, taking the Lax pair
Figure 3: Dynkin diagram of the untwisted affine extension of g
2(2).
based on G¯ will not encompass the whole symmetry of the theory. (It is not even clear if
such a Lax pair construction can be carried out.) As a consequence, it is necessary to do
the Ehlers reduction in order to see the integrability of five-dimensional supergravity in
the presence of three commuting Killing vectors. In principle, with appropriate non-local
field redefinitions one should be able to combine the SL(3,R) fields in the Matzner-Misner
reduction with the degrees of freedom of the dimensionally reduced gauge field A5(1) and see
an integrable sigma model based on the affine extension of g
2(2). We however believe that
such field redefinitions would precisely correspond to an Ehlers reduction. Furthermore,
we note that all theories based on classical Lie algebras, namely the Ar, Br, Cr and Dr
series of Lie algebras, give rise to the same integrable sigma model structure upon doing
the reduction either the Ehlers way or the Matzner-Misner way. In particular, it is true
for vacuum gravity in any dimension and for heterotic string theory [56].
8 Discussion and open problems
One aim of this paper was to explore the integrability of five-dimensional minimal su-
pergravity in the presence of three commuting Killing vectors with potential applications
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in mind. Although it is well known in the supergravity literature [19, 20, 21] that the
dimensionally reduced theory is completely integrable, the integrability structure has not
been used as a solution generating technique. In this paper we took steps in this direc-
tion. We derived the BZ Lax pair for minimal supergravity, using a 7× 7 symmetric coset
representative matrix M , which is well suited for many applications. We also generalized
the well-known BZ construction; however, we are unable to provide precise conditions (to
be imposed perhaps on the BZ vectors) that will ensure by construction that the dressed
matrix is also in the coset. Since the coset construction for this theory is based on the
exceptional Lie group G2(2), checking whether a final matrix is in the coset is itself a
non-trivial task. We provided an algebraic way for checking if the final matrix M is in the
coset. Our method is based on the invariant three-form for our representation of the Lie
algebra g
2(2). An explicit construction of this three-form is given in appendix D.
In section 3.3, following [19] we clarified the relationship between the BZ Lax pair
and the Lax pair of [20, 19]. However, the precise relationship between the BZ inverse-
scattering construction and the group theoretic solution generating approach of [20, 19] is
far from clear. We believe that understanding the precise relationship between these two
techniques will also give some insights into the problem of ensuring in the BZ dressing
method that the final matrix M is in the coset by construction. A detailed exploration of
these ideas is left for the future.
As an illustration of the usefulness of our formalism, we obtained the doubly spin-
ning five-dimensional Myers-Perry black hole using the 7 × 7 matrix M as a four soliton
transformation on the (four solitons removed) Schwarzschild black hole. We also derived
the Cveticˇ-Youm black hole solution as a four-soliton transformation on the four-soliton
removed Reissner-Nordstro¨m solution. The second calculation was achieved by first study-
ing in detail the action of the three-dimensional hidden symmetry transformations on the
BZ construction.
In section 7 we argued that to see the integrability of five-dimensional minimal super-
gravity one necessarily has to perform an Ehlers reduction. A direct dimensional reduction
to two dimensions does not allow us to see the integrability of the theory in an easy way.
This situation is in contrast with the situation in vacuum gravity [17] and with many other
theories, e.g., heterotic theory [56], where the integrability can be seen either way.
The next step would be to understand the physics of dipole charges in our formalism.
This is especially interesting because the known dipole black ring [24], having only one
non-zero angular momentum parameter, is not the most general dipole ring. A dipole
black ring with two independent angular momenta is expected to exist. Our formalism
provides a framework where a construction of doubly spinning dipole black ring can in
principle be carried out, unlike in the approach of [54] where such a construction is not
possible in principle. In order to construct the doubly spinning dipole ring, one could first
try to understand the dipole charge in our coset formalism and then add rotation on the
two-sphere using solitonic transformations. Once this is achieved adding electric charge to
this solution would be relatively easy; i.e., it can be done, say, using the charging transfor-
mations of [39, 38]. This line of investigation may very well let us discover the conjectured
five parameter family of non-supersymmetric black rings in minimal supergravity.
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A Cveticˇ-Youm solution in canonical coordinates
A four parameter family of charged rotating black holes in five-dimensional minimal super-
gravity was obtained by Cveticˇ and Youm in [57] by applying boosts and string dualities
to the (neutral, rotating) Myers-Perry black hole in five dimensions. The four parameters
specifying the solution can be chosen to be the mass M , two angular momenta Jφ,ψ, and
electric charge QE. It is convenient to present the solution in terms of the quantities
m, l1, l2, and δ related to the above through [58]
M =
(
π
4G5
)
3m
(
1 + 2s2
)
, (A.1)
Jφ =
(
π
2G5
)
m
(
l1c
3 − l2s3
)
, (A.2)
Jψ =
(
π
2G5
)
m
(
l2c
3 − l1s3
)
, (A.3)
QE =
1
4π
∫
S3∞
(
⋆F − F ∧A√
3
)
= −2
√
3πmcs . (A.4)
where for notational convenience we use s := sinh δ, and c = cosh δ.
The spacetime has three commuting Killing directions which are denoted by t, φ and ψ,
the first coordinate being time-like whereas the last two represent angular directions. The
remaining coordinates parametrize the radial direction and another angle, respectively r
and θ. In these coordinates the metric and the gauge field read as follows
ds2 = gtt dt
2+2gtφ dtdφ+2gtψ dtdψ+gφφ dφ
2+gψψ dψ
2+2gφψ dφψ+grr dr
2+gθθ dθ
2 , (A.5)
and the gauge field as
A = Atdt+Aφdφ+Aψdψ , (A.6)
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with
gtt = − Σ(Σ− 2m)
(Σ + 2ms2)2
,
gtφ = −
2m sin2 θ
[
Σ
{
l1c
3 − l2s3
}
+ 2ml2s
3
]
(Σ + 2ms2)2
,
gtψ = −
2m cos2 θ
[
Σ
{
l2c
3 − l1s3
}
+ 2ml1s
3
]
(Σ + 2ms2)2
,
gφφ =
sin2 θ
(Σ + 2ms2)2
[
(r2 + 2ms2 + l21)(Σ + 2ms
2)2
+ 2m sin2 θ
{
Σ(l21c
2 − l22s2) + 4ml1l2c3s3 − 2ms4(l21c2 + l22s2)− 4ml22s4
}]
,
gψψ =
cos2 θ
(Σ + 2ms2)2
[
(r2 + 2ms2 + l22)(Σ + 2ms
2)2
+ 2m cos2 θ
{
Σ(l22c
2 − l21s2) + 4ml1l2c3s3 − 2ms4(l22c2 + l21s2)− 4ml21s4
}]
,
gφψ =
2m cos2 θ sin2 θ
[
l1l2
{
Σ− 6ms4}+ 2m(l21 + l22)s3c3 − 4ml1l2s6]
(Σ + 2ms2)2
,
grr =
r2(Σ + 2ms2)
(r2 + l21)(r
2 + l22)− 2mr2
,
gθθ = Σ+ 2ms
2 ,
At =
2
√
3msc
(Σ + 2ms2)
,
Aφ = −At(l1c− l2s) sin2 θ ,
Aψ = −At(l2c− l1s) cos2 θ . (A.7)
For convenience we have defined
Σ(r, θ) ≡ r2 + l21 cos2 θ + l22 sin2 θ . (A.8)
Setting δ = 0 reproduces the five-dimensional MP black hole.
To make contact with the inverse scattering method we need to express the metric (A.5)
in canonical form,
ds2 = Gµ¯ν¯ dx
µ¯dxν¯ + e2ν
(
dρ2 + dz2
)
, with ρ =
√
|detG| , (A.9)
where the three-dimensional Killing part of the metric, Gµ¯ν¯ , and ν depend only on the
coordinates (ρ, z). It turns out that the determinant of the Killing part of (A.5) is exactly
the same as for the five-dimensional MP solution, namely
det g(3) = − [(r2 + l21)(r2 + l22)− 2mr2] sin2 θ cos2 θ . (A.10)
Thus, we immediately obtain
ρ =
r sin 2θ
2
√
r2
(
1 +
l21
r2
)(
1 +
l22
r2
)
− 2m . (A.11)
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To determine z = z(r, θ) one just assumes separability and requires (A.5) to take the
form (A.9). Once again this yields the same expression as for 5-dimensional MP:
z =
(
r2
2
− 2m− l
2
1 − l22
4
)
cos 2θ . (A.12)
The conformal factor ν(r, θ) is given by
e2ν =
Σ+ 2ms2[
(r2 + l21)(r
2 + l22)− 2mr2
]
cos2 2θ + 14
(
2r2 + l21 + l
2
2 − 2m
)2
sin2 2θ
. (A.13)
Of course, we need to express ν in terms of the canonical coordinates {ρ, z}. To this end, it
is useful to introduce the prolate spherical coordinates, x ∈ [1,∞) and y ∈ [−1, 1], defined
by [59]
x =
2r2 + l21 + l
2
2 − 2m
4α
, y = cos 2θ , (A.14)
where
α =
1
4
√
(2m− l21 − l22)2 − 4l21l22 . (A.15)
In terms of these coordinates the conformal factor simplifies,
e2ν =
4αx+ (l21 − l22)y + 2m(1 + 2s2)
8α2(x2 − y2) . (A.16)
The last term, proportional to s2, is the only difference relative to the five-dimensional
MP case.
The components of the metric Gµ¯ν¯ and the gauge field Aµ¯ may be easily expressed in
terms of the prolate spherical coordinates, as well. One finds
Gtt = −
(
4αx+ (l21 − l22)y
)2 − 4m2{
4αx + (l21 − l22)y + 2m(1 + 2s2)
}2 ,
Gtφ = −
2m(1 − y) [{4αx+ (l21 − l22)y + 2m} l1c3 − {4αx+ (l21 − l22)y − 2m} l2s3]{
4αx+ (l21 − l22)y + 2m(1 + 2s2)
}2 ,
Gtψ = −
2m(1 + y)
[{
4αx+ (l21 − l22)y + 2m
}
l2c
3 − {4αx+ (l21 − l22)y − 2m} l1s3]{
4αx+ (l21 − l22)y + 2m(1 + 2s2)
}2 ,
Gφφ =
(1− y){4αx+ l21 − l22 + 2m(1 + 2s2)}
4
+
m(1− y)2{
4αx+ (l21 − l22)y + 2m(1 + 2s2)
}2 [{4αx+ (l21 − l22)y + 2m} (l21c2 − l22s2)
+8ml1l2c
3s3 − 4ms4 (l21c2 + l22s2)− 8ml22s4] ,
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Gψψ =
(1 + y)
{
4αx− l21 + l22 + 2m(1 + 2s2)
}
4
+
m(1 + y)2{
4αx+ (l21 − l22)y + 2m(1 + 2s2)
}2 [{4αx+ (l21 − l22)y + 2m} (l22c2 − l21s2)
+8ml1l2c
3s3 − 4ms4 (l22c2 + l21s2)− 8ml21s4] ,
Gφψ =
2m(1− y2) [12 l1l2 {4αx+ (l21 − l22)y + 2m(1 − 6s4)}+ 2m(l21 + l22)s3c3 − 4ml1l2s6]{
4αx+ (l21 − l22)y + 2m(1 + 2s2)
}2 ,
At =
4
√
3mcs{
4αx+ (l21 − l22)y + 2m(1 + 2s2)
} ,
Aφ = −At(l1c− l2s)(1− y)
2
,
Aψ = −At(l2c− l1s)(1 + y)
2
.
The above components may be translated into canonical coordinates by using the
following relations [59]:
ρ = α
√
(x2 − 1)(1 − y2) , z = αxy , (A.17)
x =
R+ +R−
2α
, y =
R+ −R−
2α
, (A.18)
with R± =
√
ρ2 + (z ± α)2 .
This completes the task of expressing the CY metric (A.5) in canonical form (A.9).
B Generalities on G2
For the purpose of reference, here we collect some basic facts about the Lie algebra g2 and
its split real form g
2(2). For further details we refer the reader to standard references, such
as [60]. See also [38].
The algebra g2 is the smallest of the exceptional Lie algebras. It has rank 2 and its
dimension is 14. Its Dynkin diagram is presented in figure 4. Each node of this diagram
Figure 4: Dynkin diagram of G2.
corresponds to a triple of Chevalley generators {Ha, Ea, Fa}, a = 1, 2. The Ha’s span the
Cartan subalgebra h of g2. The Ea’s are the generators associated to the two simple roots
~α1 and ~α2 of g2. These generators satisfy the Chevalley relations
[H1, E1] = 2E1 , [H2, E1] = −3E1 , [E1, F1] = H1 ,
[H1, E2] = −E2, [H2, E2] = 2E2 , [E2, F2] = H2 . (B.1)
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The simple roots belong to the dual h⋆ of h. By taking multiple commutators of Ea’s, and
using Serre relations, one obtains a set of four more positive generators Ek, k = 3, . . . , 6.
More explicitly, one can take them to be
E3 = [E1, E2] , E4 = [E3, E2] , E5 = [E4, E2] , E6 = [E1, E5] . (B.2)
In the basis
h1 =
1√
3
H2, h2 = H2 + 2H1,
e1 = E1, e2 =
1√
3
E2, e3 =
1√
3
E3,
e4 =
1√
12
E4, e5 =
1
6
E5, e6 =
1
6
E6,
f1 = F1, f2 =
1√
3
F2, f3 =
1√
3
F3,
f4 =
1√
12
F4, f5 =
1
6
F5, f6 =
1
6
F6. (B.3)
the positive roots take the following values:
~α1 = (−
√
3, 1), ~α2 = (
2√
3
, 0),
~α3 = (− 1√3 , 1) = ~α1 + ~α2, ~α4 = (
1√
3
, 1) = ~α1 + 2~α2,
~α5 = (
√
3, 1) = ~α1 + 3~α2, ~α6 = (0, 2) = 2~α1 + 3~α2.
We are interested in compactifying five-dimensional minimal supergravity over one
timelike and one spacelike Killing direction. When one first compactifies along a direction
of signature ǫ1 and then along a direction of signature ǫ2—where ǫ1,2 take values +1 or
−1 depending upon whether the reduction is performed over a spacelike or a timelike
direction—, the relevant involution τ is given as (for a more detailed discussion see [38]):
τ(h1) = −h1, τ(h2) = −h2,
τ(e1) = −ǫ1ǫ2f1, τ(e2) = −ǫ1f2, τ(e3) = −ǫ2f3,
τ(e4) = −ǫ1ǫ2f4, τ(e5) = −ǫ2f5, τ(e6) = −ǫ1f6 . (B.4)
The subalgebra of elements fixed under τ is not compact. It consists of all the elements
of the form {ei + τ(ei)}, that is,
k1 = e1 + f1 , k2 = e2 + f2 , k3 = e3 − f3 ,
k4 = e4 + f4 , k5 = e5 − f5 , k6 = e6 + f6 . (B.5)
These elements generate the sl(2,R) ⊕ sl(2,R) algebra.
C Representation of g2(2) and coset representative
In this appendix we give a representation of g
2(2) and a construction of symmetric coset
representative M for the coset G2(2)/(SL(2,R)× SL(2,R)). The coset construction given
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below is largely based on the one used in [38], but it differs in one important aspect,
namely that the final matrix M given below is symmetric — which is not the case in [38].
In [38] the matrix M is symmetric under generalized transposition, but not under the
usual transpose. The symmetric matrix given below is better suited for inverse scattering
constructions. The representation of g
2(2) we use is identical to the one used in [38].
For completeness and for ease of reference here we present relevant details. We start by
defining the Chevalley generators:
E1 =

0 0 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0

, E2 =

0 1 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 2 0 0 0
0 0 0 0 2 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 1
0 0 0 0 0 0 0

,
F1 =

0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 0 0

, F2 =

0 0 0 0 0 0 0
1 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 1 0

,
H1 =

0 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 −1 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 −1 0
0 0 0 0 0 0 0

, H2 =

1 0 0 0 0 0 0
0 −1 0 0 0 0 0
0 0 2 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 −2 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 −1

.
Using these generators we can easily write the representation matrices for the rest of the
generators. Matrices in the basis (B.3) can then be readily obtained.
We write a coset representative V for the coset G2(2)/(SL(2,R) × SL(2,R)) in the
Borel gauge by exponentiating the Cartan and positive root generators of g
2(2) with the
dilatons and axions as coefficients. We can make contact with the reduced Lagrangian
(2.6) by choosing the coset representative to be [38]
V = e 12φ1h1+ 12φ2h2eχ1e1e−χ2e2+χ3e3eχ6e6eχ4e4−χ5e5 . (C.1)
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Next we introduce the following two matrices
η =

−12 0 0 0 0 0 0
0 12 0 0 0 0 0
0 0 −12 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 −2 0 0
0 0 0 0 0 2 0
0 0 0 0 0 0 −2

, S =

0 0 0 0 0 0
√
2
0 −√2 0 0 0 0 0√
2 0 0 0 0 0 0
0 0 0 −1 0 0 0
0 0 0 0 1√
2
0 0
0 0 0 0 0 1√
2
0
0 0 1√
2
0 0 0 0

,
(C.2)
and define the coset representative matrix M as
M = STVT ηVS . (C.3)
The matrix M is symmetric by construction. It can be easily checked by an explicit
calculation that the scalar part of the reduced Lagrangian (2.6) is given by
Lscalar = −1
8
Tr
(
⋆(M−1dM) ∧ (M−1dM)) . (C.4)
The matrix M has the symmetrical block structure [39, 40]
M =
 A U BUT S˜ V T
BT V C
 , (C.5)
where A and C are symmetrical 3 × 3 matrices, B is a 3 × 3 matrix, U and V are 3-
component column matrices, and S˜ a scalar. It also follows that the inverse matrix is
given by [39, 40]
M−1 = (STmS)M(STmS) =
 C −V BT−V T S˜ −UT
B −U A
 , (C.6)
where m is the SO(3+, 4−) metric (D.14) for our representation. Explicit expressions for
the matrices A,B,C,U, V, S˜ can be readily written. Since these expressions are exceedingly
long, we do not present them here. However, we note that
detA = detC. (C.7)
D Invariant 3-form and the basis of octonions for our rep-
resentation18
Recall that one definition of the complex Lie algebra g2 is as the algebra of endomor-
phisms of a seven dimensional vector space V preserving a general three-form on V . In
18This appendix is done in collaboration with Josef Lindman Ho¨rnlund and Jakob Palmkvist.
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this appendix we provide a construction of this invariant three-form c(a)abc for our repre-
sentation19. This invariant three-form provides a way to check if a 7× 7 matrix M is in
the group G2(2) in our representation. If a matrixMab preserves this three-form, i.e., if it
satisfies
7∑
a,b,c=1
c(a)abcMaeMbfMcg = c(a)efg (D.1)
then it is in the group G2(2).
There are several ways to construct this three form. A systematic way of doing this for a
given representation of g2 is presented in e.g., [61]. However, in this section we do not follow
the approach of [61]; instead, we provide the octonion description of our representation.
The octonion structure constants c˜(a)abc are directly related to the invariant 3-form c(a)abc.
The octonion description has the advantage of being more intuitive; and it also naturally
allows us to introduce the metric mab on the seven dimensional vector space V .
We start by recalling some basic facts about octonions. The octonions form a real
eight dimensional division algebra O with a basis {e0, e1, e2, . . . , e7} where e0 spans the
real numbers. The seven imaginary units {e1, e2, . . . , e7} anti-commute and square to −1.
When a 6= b, the product eaeb is given in a standard basis, e.g., in the basis given in [62],
by
e1 = e2e4 = e3e7 = e5e6 ,
e2 = e3e5 = e4e1 = e6e7 ,
e3 = e4e6 = e5e2 = e7e1 ,
e4 = e5e7 = e6e3 = e1e2 ,
e5 = e6e1 = e7e4 = e2e3 ,
e6 = e7e2 = e1e5 = e3e4 ,
e7 = e1e3 = e2e6 = e4e5 . (D.2)
The complex Lie algebra g2 is the derivation algebra of the octonions O. A basis of the
derivation algebra of O is given as
e2Le4L − e5Le6L , e2Le4L − e3Le7L ,
e4Le1L − e3Le5L , e4Le1L − e6Le7L ,
e1Le2L − e6Le3L , e1Le2L − e5Le7L ,
e4Le6L − e5Le2L , e4Le6L − e7Le1L ,
e1Le5L − e3Le4L , e1Le5L − e7Le2L ,
e2Le3L − e6Le1L , e2Le3L − e7Le4L ,
e1Le3L − e2Le6L , e1Le3L − e4Le5L , (D.3)
where for any octonion e we define eL as the endomorphism of O which acts on the left as
eL : o→ eo for any o ∈ O. (D.4)
19The reason why we choose the notation c(a)abc for the invariant three-form will become clear in the
following.
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The derivation algebra is associative, unlike the octonions algebra O. To obtain the
Chevalley generators of g2, one takes the following linear combinations of the derivation
elements (D.3)
E1 =
1
4
[i(e2Le3L − e7Le4L)− e7Le2L + e3Le4L] ,
F1 =
1
4
[i(e2Le3L − e7Le4L) + e7Le2L − e3Le4L] ,
E2 =
1
4
[i (2e7Le1L − e4Le6L − e5Le2L)− 2e1Le3L + e2Le6L + e4Le5L] ,
F2 =
1
4
[i (2e7Le1L − e4Le6L − e5Le2L) + 2e1Le3L − e2Le6L − e4Le5L] ,
H1 =
1
2
i (e2Le4L − e3Le7L) ,
H2 =
1
2
i (2e3Le7L − e2Le4L − e5Le6L) . (D.5)
Since all elements of the derivation algebra act trivially on the real numbers, we consider
only the action of the elements (D.3) on the seven dimensional subspace Im O spanned
by the imaginary units {e1, e2, . . . , e7}. This provides the unique (up to a change of basis)
seven dimensional representation of g2, the smallest non-trivial representation.
In the basis
{a0, a1, a2, a3, a4, a5, a6, a7} (D.6)
where
a0 = e0
a1 = ie5 + e6
a2 = e2 + ie4
a3 = ie3 − e7
a4 = −2ie1
a5 = −2ie3 − 2e7
a6 = −2e2 + 2ie4
a7 = −2ie5 + 2e6 (D.7)
the 7× 7 matrices obtained from (D.5) are precisely the ones given in appendix C20. An
easy way to see this is to write the matrix A that takes us from one basis to another.
Columns of the matrix A are the a-basis vectors expressed in the e-basis,
A =

0 0 0 −2i 0 0 0
0 1 0 0 0 −2 0
0 0 i 0 −2i 0 0
0 i 0 0 0 2i 0
i 0 0 0 0 0 −2i
1 0 0 0 0 0 2
0 0 −1 0 −2 0 0

. (D.8)
20Note the use of i’s in the definitions (D.7). This is because we are working with the split real form of
g2 : g2(2). Alternatively, one can use a basis of split octonions instead of (D.2). Then the entries in the
corresponding matrix A, (D.8), would be all real.
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Matrices in our representation of g
2(2) are precisely
A−1TiA (D.9)
where Ti are the matrices obtained from (D.5). The octonion structure constants in the
e-basis
eaeb =
7∑
c=1
c˜(e)abcec (D.10)
and in the a-basis
aaab =
7∑
c=1
c˜(a)abcac. (D.11)
are related by the basis change
c˜(a)mnp =
7∑
a,b,c=1
AamAbnc˜(e)abc(A
−1)pc . (D.12)
To construct the invariant three form we multiply the structure constants with the
SO(3+, 4−) metric
c(a)abc =
7∑
e=1
mcec˜(a)abe . (D.13)
The SO(3+, 4−) metric is obtained using the matrix A
m = ATA =

0 0 0 0 0 0 1
0 0 0 0 0 −1 0
0 0 0 0 1 0 0
0 0 0 −1 0 0 0
0 0 1 0 0 0 0
0 −1 0 0 0 0 0
1 0 0 0 0 0 0

. (D.14)
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