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Abstract
The ability to study animal behaviour is important in many areas of science, including be-
havioural ecology, conservation and precision farming. These studies typically employ bio-
telemetry tags attached to animals that collect raw sensor data from tri-axial accelerometers.
However, conventional animal behaviour classification techniques are performed oﬄine as a
post-processing step and does not provide real-time data analysis. Furthermore, the lifespan
of such tags is constrained by their power and memory usage, which are often limiting factors
when performing behavioural studies for extended periods of time. The focus of this project
was to investigate methods to possibly mitigate these limitations. The main contributions
of the work set out in this dissertation are three-fold. First, a novel embedded automatic
behaviour classification system which captures and automatically classifies three-dimensional
accelerometer data in real-time is presented. All computation occur on specially designed
biotelemetry tags while attached to the animal. This allows the probable real-time behaviour
to be transmitted continuously, thereby providing an enhanced level of detail and immediacy.
As a result of the sustained and serious rhinoceros poaching in South Africa, the behaviour
classification system was developed to assist with activities combating this problem. An on-
board linear support vector machine with 11 features achieves an accuracy of 99.61 % among
three behavioural classes (standing, walking and lying down). Stock theft is another signif-
icant problem as experienced in the agricultural sector. The behaviour classification system
was, therefore, also implemented for sheep. In this case, logistic regression with 34 features
achieves a classification accuracy of 89.59 % among five behavioural classes (standing, walking,
grazing, running and lying down). The estimated behaviour was established approximately
every 6.5 s and transmitted to a receiver station for both rhinoceros and sheep. Secondly, a
novel energy-aware feature and model selection technique is presented. A greedy sequential
feature selection algorithm was utilised to minimise a cost function that weighs the energy
expense of adding specific features with the change in classification error afforded by the fea-
tures. In addition, the energy expense of specific classification techniques are considered in
selecting the optimal models, which is often neglected in literature. Our technique, there-
fore, favours both classifiers and features which are less energy expensive to compute during
runtime. It is shown that, for the rhinoceros dataset, a random forest classifier with two fea-
ii
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tures is selected as optimal, achieving an overall classification accuracy of 99.33 %. Extracting
the features and performing classification consumes 363 times less energy, while only sacri-
ficing 0.28 % in accuracy when compared to the 99.61 % achieved with the unconstrained
system. For the sheep dataset, a linear support vector machine with nine features achieves
an 88.40 % classification accuracy. Extracting the features and performing classification con-
sumes 6.8 times less energy, at a cost of 1.19 % in accuracy compared to the 89.59 % achieved
with the unconstrained system. Finally, the reduced power requirements and memory usage
benefits of the embedded behaviour classification system were considered. Experiments using
the biotelemetry tags demonstrated a 14-fold reduction in energy consumption and a 234-fold
reduction in memory usage when classification was performed on the tag vs. processing raw
data subsequent to transmission. It is concluded that real-time behavioural updates can be
achieved by means of embedded behaviour classification with the technique significantly re-
ducing the total energy consumption and memory requirements of the device. This enables
long-term behavioural studies in applications such as the conservation of rhinoceros, which
is a critically endangered species. It is also very applicable to precision farming applications.
Moreover, this technique can be applied to general embedded machine learning applications
employed in smart phones, smart watches and sensors within the internet of things.
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Opsomming
Die vermoë om dieregedrag te bestudeer is belangrik in baie areas van die wetenskap, in-
sluitend gedragsekologie, natuurbewaring en presisie boerdery. Hierdie studies gebruik tip-
ies bio-telemetriese toestelle, vasgeheg aan diere, wat rou sensor data insamel vanaf drie-as-
versnellings-sensors. Konvensionele gedragsklassifikasie-tegnieke word egter aflyn uitgevoer
en verskaf dus nie intydse data nie. Die leeftyd van sulke toestelle word beperk deur hul
krag- en geheueverbruik, wat dikwels beperkende faktore is tot die uitvoer van langtermyn
gedragstudies. Hierdie projek het gefokus op tegnieke om hierdie beperkinge te verlig. Die
belangrikste bydrae van die werk is drievoudig. Eerstens word ’n nuwe aanboord outomatiese
gedragsklassifikasie stelsel aangebied, wat intyds drie-as-versnellingssensor data insamel en
klassifiseer. Alle berekeninge vind plaas op die bio-telemetriese toestel terwyl dit aan die
dier vas is. Dit stuur dan die waarskynlike gedrag deurlopend aan ’n ontvangerstasie en bied
sodoende ’n verbeterde vlak van data beskikbaarheid. As gevolg van voortgesette en ern-
stige renosterstropery in Suid-Afrika, was ’n gedragsklassifikasie stelsel ontwikkel om aktiewe
pogings teen renosterstropery te ondersteun. ’n Aanboord linear support vector machine met
11 kenmerke behaal ’n akkuraatheid van 99.61 % tussen drie gedragsklasse (staan, loop en
lê). Veediefstal is nog ’n beduidende probleem wat deur die landbou sektor beleef word. ’n
Gedragsklassifikasie stelsel was daarom ook vir skape ontwikkel. ’n Aanboord logistic re-
gression model met 34 kenmerke behaal ’n klassifikasie akkuraatheid van 89.59 % tussen vyf
gedragsklasse (staan, loop, wei, hardloop en lê). Die beraamde gedrag word ongeveer elke 6.5 s
bepaal en gestuur na ’n ontvangerstasie vir beide renosters en skape. Verder, word ’n nuwe
energie-bewuste kenmerk en model seleksie tegniek beskryf. ’n Gulsige sekwensiële ken-
merk seleksie algoritme word gebruik om ’n kostefunksie te minimeer wat die energiekoste
om spesifieke kenmerke uit te werk balanseer met die verandering in die klassifikasiefout wat
deur die kenmerke behaal word. Die energiekoste van spesifieke klassifikasietegnieke word
dan addisioneel oorweeg om die optimale modelle te kies. Daar word getoon dat vir die
renosterdatastel, ’n random forest model met twee optimale kenmerke gekies word wat dan
’n algehele klassifikasie akkuraatheid van 99.33 % bereik. Die berekening van die kenmerke
en die uitvoer van die klassifikasie model gebruik 363 keer minder energie, terwyl dit net
0.28 % in akkuraatheid prysgee as dit vergelyk word met die 99.61 % wat behaal word met
iv
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vdie onbeperkte stelsel. Vir die skaapdatastel, behaal ’n linear support vector machine met nege
kenmerke, ’n klassifikasie akkuraatheid van 88.40 %. Die berekening van die kenmerke en die
uitvoer van die klassifikasie model gebruik 6.8 keer minder energie, teen ’n koste van 1.19 %
verminderinge in akkuraatheid, wanneer dit vergelyk word met die 89.59 % wat behaal word
met die onbeperkte stelsel. Laastens, is die voordele in terme van die verminderde krag- en
geheueverbruik van die bio-telemetriese toestelle deur van die aanboord gedragsklassifikasie
tegniek gebruik te maak, ondersoek. Eksperimente wys dat hierdie bio-telemetriese toestelle
’n 14 keer verlaging in energieverbruik en ’n 234 keer vermindering in geheueverbruik be-
haal. Dit kan toegeskryf word aan die onmiddellike klassifikasie wat uitgevoer word op die
toestel self, i.p.v. dataverwerking op ’n rekenaar na die transmissie van rou-data. Ons kom
tot die gevolgtrekking dat intydse gedrags-opdaterings bereken en beskikbaar gestel kan word
d.m.v. aanboord gedragsklassifikasie en dat die tegniek die totale energieverbruik en geheuev-
ereistes van die toestel drasties verminder. Dit stel langtermyn gedragsstudies in staat en kan
in toepassings benewens die bewaring van renosters ook in presisie boerdery gebruik word.
Daarbenewens, kan hierdie tegniek ook toegepas word in algemene aanboord masjienleer-
toepassings in slimfone, slimhorlosies en toestelle binne die internet-van-dinge.
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Chapter 1
Introduction
1.1 Background to the project
The study of animal behaviour is important in many areas of science, including behavioural
ecology, conservation and precision farming. Studying animal movement provides key in-
sights on how animals utilise their habitat, their foraging strategies, as well as dispersal and
migration. Furthermore, it provides insights on individual health, fitness, reproductive suc-
cess and survival, which ultimately drive population dynamics and the evolution of species.
Researchers collect large datasets from different animal-attached sensors and employ various
statistical analysis and classification techniques to study animal behaviour. In particular, off-
line behaviour classification, based on tri-axial accelerometer data, has become common prac-
tice and has been applied to various taxa.
In recent years, however, researchers have experienced an increased demand for real-time
data analysis. This presents a major challenge as biotelemetry tags are typically small and light
weight, so as not to harm or impede the animal under study. As a consequence, the device
must be powered by a small battery and necessitates the use of ultra low-power microcon-
trollers which are limited in terms of available processing power and memory. Furthermore,
to enable real-time analysis, data needs to be transmitted wirelessly to a receiver station and
such transmissions are energy demanding. As a result of the resource limitations of bioteleme-
try devices, behavioural studies are typically short-lived and range from days to weeks. This
limits the insights that can be gained from such studies.
One application that may benefit greatly from long-lived animal-attached sensors is the
conservation of endangered wildlife. For example, rhinoceros poaching in South Africa has
reached alarming proportions. The work presented in this thesis was motivated by the goal of
determining how the real-time provision of animal behaviour could aid nature conservationist
1
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in the fight against this illegal activity. A secondary goal was the exploration of how the same
technique can be applied to sheep, to aid precision farming. In both cases, systems that provide
both long-term and real-time automatic behaviour classification are currently still lacking.
1.2 Project objectives
The work as presented in this dissertation set out to design and evaluate an embedded auto-
matic classification system that performs behaviour classification in real-time on the bioteleme-
try tag itself. This is in contrast to the current approach of behaviour classification as a sub-
sequent process carried out at a remote base station. Techniques are developed that allow the
optimisation of the proposed classification system in terms of both energy consumption and
model performance, which has the direct and important benefit of increasing its battery life.
Specific objectives of the work as presented are as follows.
• To design, implement and evaluate an optimal oﬄine automatic behaviour classification
system for both rhinoceros and sheep in order to achieve the highest possible classifica-
tion accuracy.
• To design, implement and evaluate a novel real-time embedded behaviour classification
system for both rhinoceros and sheep in order to achieve the highest possible classifica-
tion accuracy, while periodically providing behavioural updates.
• To design, implement and evaluate a novel energy-aware feature- and model-selection
framework to optimise and select classificationmodels and feature sets for both rhinoceros
and sheep, which are optimal in terms of both energy consumption and model perfor-
mance.
• To evaluate these optimal models and determine whether real-time automatic behaviour
classification is advantageous in terms of energy consumption and memory utilisation,
by means of accurate measurements on the physical hardware.
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1.3 Project summary
This dissertation can be summarised as follows.
• A novel embedded automatic behaviour classification system is presented which cap-
tures and automatically classifies three-dimensional accelerometer data in real-time. All
computations occur on specially designed biotelemetry tags while attached to the ani-
mal. This allows the probable behaviour to be transmitted continuously, thereby pro-
viding an enhanced level of detail and immediacy. For rhinoceros, a linear support vec-
tor machine with 11 features achieves an accuracy of 99.61 % among three behavioural
classes (standing, walking and lying down). For sheep, logistic regression with 34 fea-
tures achieves a classification accuracy of 89.59 % among five behavioural classes (stand-
ing, walking, grazing, running and lying down). The estimated behaviour was estab-
lished approximately every 6.5 s for both rhinoceros and sheep and transmitted to a
receiver station.
• A novel energy-aware feature and classification model selection technique is described.
A greedy sequential feature selection algorithmwas utilised to minimise a cost function.
This function incorporates a linear weighting of the energy expense of adding specific
features and the change in classification error afforded by the added features. In addi-
tion, the energy expense of different classification algorithmswas considered in selecting
the optimal models, which is disregarded in current studies. The proposed technique
therefore favours classifiers and features which in combination are less energy expensive
to compute at runtime. For the rhinoceros dataset, a random forest classifier with two
features is selected as optimal and achieves an overall classification accuracy of 99.33 %.
Extracting the features and performing classification consumes 363 times less energy,
while only sacrificing 0.28 % in accuracy when compared to the 99.61 % achieved with
the unconstrained system. For the sheep dataset, a linear support vector machine with
nine features achieves an 88.40 % classification accuracy. Extracting the features and per-
forming classification consumes 6.8 times less energy, at a cost of 1.19 % less in accuracy
compared to the 89.59 % achieved with the unconstrained system.
• Finally, the reduced energy requirements and memory usage benefits of the embedded
behaviour classification system are considered. Experiments using the biotelemetry
tags demonstrated a 14-fold reduction in energy consumption and a 234-fold reduction
in memory usage when classification was performed on the tag, when contrasted with
the processing subsequent to raw data transmission.
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 1. INTRODUCTION 4
1.4 Project outcomes and contributions
The primary contributions of the work conducted under this project are:
• A novel real-time embedded behaviour classification system for both rhinoceros and
sheep as presented in [2].
• A novel energy-aware feature and classification model selection technique that utilises a
greedy sequential feature selection algorithm tominimise a cost function. This function
incorporates a linear weighting of the energy expense of adding specific features and the
change in classification error afforded by the added features. In addition, the energy
expense of different classification algorithms was considered in selecting the optimal
models, which is disregarded in current studies. The presented technique, therefore,
favours classifiers and features which in combination are less energy expensive to com-
pute at runtime.
• The significant reduction of energy and memory requirements of biotelemetry devices
by means of real-time embedded behaviour classification, as set out in [3]. This is gen-
erally a very significant obstacle in most electronic devices utilised for on-animal be-
havioural studies.
The secondary contributions of the work set out in this dissertation are:
• A grouped nested and repeated cross-validation algorithm developed to perform model
optimisation, validation and evaluation. The complete algorithm presented in this dis-
sertation ensures model reproducibility for machine learning applications in general
and is not limited to animal behaviour classification.
• An automatic behaviour classification system for both rhinoceros and sheep which
achieve high model performance among common behaviours such as standing, graz-
ing, walking, running and lying down. Furthermore, datasets of rhinoceros and sheep
acceleration measurements are compiled in order to perform experimental evaluation.
1.5 Structure of this dissertation
This dissertation is structured as follows. Chapter 2 presents a broad literature study and
evaluates recent advances in the fields of automatic behaviour classification and energy-aware
feature selection. Chapter 3 provides theoretical and mathematical models for the different
statistical classification techniques considered in this dissertation and defines the evaluation
metrics used to indicate model performance. Chapter 4 describes the hardware used in this
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study and explains how raw datasets were collected for both rhinoceros and sheep. Further-
more, the data pre-processing, dataset balancing and feature extraction steps are described.
The feature selection and cross-validation frameworks employed are also considered. Chap-
ter 5 describes how feature selection, model training and evaluation are performed within a
grouped nested and repeated cross-validation framework for both the rhinoceros and sheep
datasets. For each dataset the performance of each classification technique is presented. The
best performing models are identified for both the rhinoceros and sheep behaviour classifica-
tion systems. Chapter 6 shows how the optimal automatic behaviour classification systems,
identified in Chapter 5 for both rhinoceros and sheep, are implemented on the physical hard-
ware to enable real-time embedded behaviour classification. Chapter 7 presents an energy-
aware feature- and model selection technique that utilises a greedy sequential feature selection
algorithm and incorporates the energy expense of the classification technique to select an op-
timal configuration for both rhinoceros and sheep. Chapter 8 presents a set of detailed power
measurements and memory utilisation comparisons that demonstrate the advantages of real-
time embedded behaviour classification over conventional techniques. Chapter 9 concludes
with final remarks and recommendations for future work.
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Literature review
In this work the feasibility of an animal borne behaviour classification system which captures
and automatically classifies three-dimensional accelerometer data in real-time and on the ani-
mal is considered. Furthermore, we investigate whether real-time automatic classification of
animal behaviour can result in a significant reduction in power consumption and memory
utilisation. In addition, we explore the feasibility of optimising such an embedded system in
terms of energy consumption and model performance by means of an energy-aware feature-
and model-selection procedure. The goal of our system is to perform automatic behaviour
classification for both sheep and rhinoceros in order to distinguish in real-time and in a power-
efficient manner, between behaviours such as running, walking, standing, grazing and lying
down.
2.1 Introduction
The ability to study animal behaviour is important in many fields of science, including be-
havioural ecology, conservation and precision farming. Studying animal movement provides
key insights on how animals utilise their habitat, their foraging strategies, as well as dispersal
and migration. Furthermore, it provides insights on individual health, fitness, reproductive
success and survival, which ultimately drive population dynamics and the evolution of species
[4]. In recent years, the use of animal attached sensors became common practice and provide
researchers with high resolution spatial and temporal information detailing the behaviour of
animals. Depending on the sensors used, aspects such as energy expenditure, behaviour activ-
ities, location, speed, heart rate and temperature can be monitored [5, 6, 7, 8, 9]. However,
animal attached sensors have limited battery capacity, typically resulting in short lived stud-
ies, which provide high resolution information. Techniques that enable long-term real-time
behavioural studies while maintaining acceptable levels of data resolution are still lacking. In
this work we explore how the energy and memory requirements of animal-attached sensor-
6
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tags can be reduced to enable long-term behavioural studies while maintaining good model
performance. Due to sustained rhinoceros poaching and extensive stock theft activities in
South Africa, we show the application of our techniques in the fields of nature conservation
and precision farming.
2.2 Rhino poaching and stock theft
South Africa is home to a wide variety of wildlife. This includes the iconic Big Five (African
lion, African elephant, Cape buffalo, African leopard, and rhinoceros) which are recognised
both locally and internationally. However, some of these animals have increasingly become
the victims of illegal poaching activity. Poaching is sometimes motivated by superstitious be-
liefs that certain animal body parts have medicinal value [10]. It may also be motivated by
the social status bestowed by the possession of trophies, skins, tusks or horns. For example,
in Yemen men wear short curved daggers with the handles often sculpted out of rhino horn
as a sign of their masculinity, wealth and social class [11]. As animal populations decline,
the body parts in question become rarer and their monetary value in illegal trading increases.
This is especially true for rhinoceros horn [12] and has led to a dramatic population decline
[13, 14, 15, 16] in areas such as the Kruger National Park, located in the North East of South
Africa. As a result of poaching to sustain the illegal trade of rhinoceros horn, the world’s
rhinoceros population is currently under severe stress. The estimated population numbers
reported in 2018 for the five rhinoceros species show that a mere 67 Javan rhinoceros and
less than 80 Sumatran rhinoceros are left on earth. Black rhinoceros are estimated at between
5040 and 5458 individuals and White rhinoceros between 19666 and 21085. The greater one-
horned rhinoceros has a estimated population of just over 3500 animals [1]. Figure 2.1 shows
the rapid acceleration of poaching over the last 10 years in South Africa alone [1]. Over the
past three years anti-poaching strategies employed in South Africa aided towards a slight re-
duction in this illegal activity. However, the country is still losing more than 1000 animals
per year. In total South Africa has lost more than 7143 rhinoceros in the last decade due
to poaching. This rapid population decline, as well as the brutal methods employed by the
poachers, has recently afforded international attention to the fate of the African rhinoceros.
Stock theft is also amajor problem in SouthAfrica and has serious economic consequences
for local farmers. Stock to the value of R4.6 billion was stolen in a recent period of six years
[17], with R819million lost in the 2015/16 financial year alone [18]. Local farmers are desper-
ately searching for new techniques to monitor their herds in order to proactively fight against
stock theft.
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Figure 2.1: Number of rhinos poached in South Africa from 2007 to 2017 [1].
We believe that new technological advances with relevant and real-time information of
animal behaviour are required to aid nature conservationists and law enforcement personnel
so that they can assess the behaviour profile and act accordingly. Monitoring specific animal
behaviours or activities in real-time can provide valuable insights in determining whether the
animal is showing normal or abnormal behaviour. Animal wariness can be a valuable indi-
cator of illegal hunting activities and the extent of human exploitation [19]. Caro studied
the behaviour, especially the wariness, of different animal species in hunted and non-hunted
areas. The author found that upon a human-animal interaction the animals typically stand
still for a short duration, whereafter they flee a short distance and subsequently stand to in-
tensely watch the intruder. The study revealed that animals in hunted areas were more likely
to flee than animals in non-hunted areas. The findings were also consistent over species ex-
periencing greater pressure from hunters, indicating that individual species learn and react to
the pressure applied to them. The author suggests that, in general, the rule also applies to
most large African mammals, and if an observer notices some species to either flee or watch
the observer on more than half of the encounters, it is likely that the animals are suffering
from heavy anthropogenic exploitation. The author concludes that animal behaviour should
play a direct and important part in conversation biology [19].
Based on these findings we believe that rhinoceros would exhibit the same behavioural
traits due to sustained pressure from poaching activities. Signs that an animal is wary, in
distress and trying to escape from a poacher can possibly be detected when a rhino starts
walking into previously sub-utilised areas or suddenly shows excessive or unexpected run-
ning behaviour. Similarly, if a rhinoceros lies in the same location for an abnormal duration
of time, it might indicate that the animal is dead. The study of animal behaviour within a
spatial- and temporal-context could provide possible clues to the normality of the observed be-
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haviour. Similarly, stock theft can promptly be detected when a herd of sheep suddenly starts
walking or running at night, when they typically lay down and rest. Apart from poaching
detection, animal behaviour can also be evaluated in precision farming settings. For exam-
ple, monitoring animal behaviour can lead to the prompt detection and treatment of diseases
such as lameness since it affects animal lying behaviour by increasing total lying time and the
number of lying bouts [20]. Lameness has serious economic consequences as it causes a loss
in milk production which leads to the early culling of animals [21]. Furthermore, estimating
forage intake and monitoring the feeding behaviour of animals are key activities to evaluate
their health and welfare state [22].
It is important to make the subtle distinction that we do not propose an anti-poaching
solution, but rather a device which provides real-time updates on animal behaviour. This
device can be used in different fields of research and applications, including anti-poaching
and conservation which provides relevant parties with real-time information for further data
analysis and action. For this purpose, we investigate recent advances in the field of automatic
behaviour classification.
2.3 Oﬄine automatic behaviour classification
The study of animal behaviour has greatly advanced through the use of animal-attached sen-
sor tags which include sensors such as global posisioning system (GPS) trackers, tri-axial ac-
celerometers, temperature sensors, pressure sensors and magnetometers [5, 6, 7, 8, 9]. These
tags are attached to the animal of interest in order to record and later analyse the raw sen-
sor measurements. A commonly used sensor to determine specific animal activities is the
accelerometer [23, 24]. Animal-attached tri-axial accelerometers provide a detailed picture of
the activity patterns and allow the collection of data from animals in a non-invasive manner
and the subsequent analysis of their behaviour. However, the manual monitoring and analysis
of such accelerometer measurements can be tedious, time consuming and not feasible for large
or open-ended data volumes.
Recently researchers have begun to consider machine learning techniques to automati-
cally classify these large datasets of tri-axial accelerometer measurements into behavioural
classes. This is achieved by simultaneously recording raw accelerometer measurements by
means of animal attached sensors and recording high resolution time-stamped video record-
ings of the animal’s behaviour during data collection. These recordings serve as ground
truth for the raw data which is used to manually label the data according to specific be-
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haviours. The labelled data is subsequently used to train and evaluate statistical classifiers.
These classifiers can then automatically categorise large datasets according to the chosen be-
haviours with high accuracy. For example, McClune et al. use machine learning to classify
the behaviour of badgers (Meles meles) as walking, trotting, snuﬄing and resting [25]. Au-
tomatic behaviour classification has already been applied to a range of animals using vari-
ous statistical classification and machine learning techniques, including, artificial neural net-
works [26, 27, 28, 29], decision trees [25, 26, 30, 31, 32, 33, 34, 35, 36], discriminant func-
tion analysis [37], hidden Markov models [38, 39], k-nearest neighbours [25, 30, 40, 41, 42],
logistic regression [28, 43, 44], linear discriminant analysis [26, 45], moving averages with
thresholds [46], naive Bayes classifiers [47, 42], quadratic discriminant analysis [48], ran-
dom forests [26, 49, 41, 50, 28, 51, 52, 44, 43, 53, 36, 54, 55] and support vector machines
[26, 38, 56, 47, 42, 44, 39]. These systems have accomplished automatic behaviour classifica-
tionwith high accuracy, as shown inTable 2.1. The table lists examples of classified behaviours
for a range of animal species which have recently been studied by using automatic behaviour
classification techniques.
A major obstacle in the study of animal behaviour remains the fairly short lifespan of
the tags, which typically range from days to a few weeks due to the limited battery power
and available onboard storage. For example, a study monitoring the behaviour of badgers
reports the battery of the device to be depleted during the third night after deployment [30].
A study monitoring the behaviour of chipmunks had a 4.5 day data collection period due to
the memory constraints of the device [39]. Similarly a study monitoring sheep behaviour
achieved 11 hours of data collection on each day of deployment [36]. Different durations of
20, 10 and five hours were achieved in a study monitoring sheep behaviour, for respective
sampling frequencies of 8 Hz, 16 Hz and 32 Hz, respectively [52]. Related work on red foxes
reports a battery life of five days, while a study monitoring the behaviour of cattle reports
an effective battery life of 12 to 14 days [40, 62, 27, 47]. A study monitoring suckling events
in northern Australian beef calves reports the effective on-duration of their device as 20 days
due to data storage limits and battery capacity [58]. When the behaviour of housed dairy
cows was monitored by transmitting raw accelerometer data to a receiver station, the battery
was found to be depleted within two days [31]. Moreover, a recent study focusing on sensors
used in sheep research, reviewed 71 peer-reviewed articles which included 82 independent ex-
periments ranging in publication date from 1983 to 2017. The study includes most types of
common sensors and tracking technologies and is not limited to behaviour classification stud-
ies using accelerometers. The authors found that most sensors are being deployed for short
periods of time, whereafter it is removed and subsequently re-deployed a number of times
within a single experiment. The authors continue that this is likely due to the battery and
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 2. LITERATURE REVIEW 11
Table 2.1: Summary of some oﬄine automatic animal behaviour classification systems based
on the statistical classification of tri-axial accelerometer data. The percentages shown were
calculated by the various authors in different ways. Please refer to the studies to determine
how the individual scores were calculated.
Animal Behaviour Score (%) Source
Baboon Forage, run, rest, stand, walk 88 [49]
Badger Walking, trotting, snuﬄing, resting 83 - 92 [25, 30]
Cattle Walking, standing, lying down, rumi-
nating, grazing, drinking, searching,
chewing, suckling, lameness
55 - 100 [31, 48, 56, 32,
57, 27, 21, 47,
50, 34, 35, 29,
42, 58, 59]
Cheetah Feeding, mobile, stationary 83 - 94 [38]
Chipmunk Still, locomotion, in-place movement,
eating, grooming
73 - 90 [39]
Dog Walk, trot, gallop, sleep, inactive, eat,
drink, head-shake
86 - 95 [60]
Eagle Flapping, soaring, sitting 87 - 92 [41]
Elephant Feeding, bathing, walking, swaying 88 [37]
Goat Resting, eating, walking 61 - 82 [46]
Hare Running, feeding, vigilance 95 - 100 [53]
Otariids Foraging, resting, travelling, groom-
ing
47 - 94 [44]
Oystercatcher Flying, foraging, handling prey, sit-
ting, standing, walking
68 - 87 [33]
Polar Bear Standing, sitting, lying down, swim-
ming
50 - 99 [54]
Red Fox Foraging, leaps, trotting 95 [40]
Sea Turtle Breathing, grazing, resting, swim-
ming
72 - 81 [51]
Shark Chafing, burst swimming, head-
shaking, resting, swimming
72 - 89 [28]
Sheep Lying down, standing, walking, graz-
ing, ruminating, resting, urinating
90 - 95 [61, 45, 52, 36,
55]
Vulture Eating, lying down, active flight, pas-
sive flight, running, standing, preen-
ing
80 - 90 [26]
memory constraints of the sensor tags [63]. The above studies are only a few that provide
information on the power consumption of their animal-attached sensor tags. It is clear that
the duration of behavioural studies are limited by the lifespan of the tags which hinders long-
term behavioural studies.
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Currently automatic behaviour classification is performed oﬄine as a post-processing step,
after data collection. This is the case for all systems described above and listed in Table 2.1.
Such configurations provide valuable, yet historical, information. However, the ability to
analyse animal behaviour in real-time has great potential for applied ecological monitoring
and wildlife conservation [64]. Some studies have considered the real-time monitoring of
animal behaviour using other types of sensors. For example, Cangar et al. considered the au-
tomatic real-time monitoring of locomotion and posture of pregnant cows within a confined
space prior to calving using top view cameras and online image analysis [65]. The system
achieved high accuracies with an average of 85 % for standing and lying and 87 % for eating
or drinking behaviour for eight cows during the last 24 hours before calving. However, video
cameras consume a lot of energy, generate large amounts of data and are therefore not suit-
able for long-term deployment in remote locations. Furthermore, image or video processing
is computationally demanding, which presents challenges for the successful application in
real-time nature conservation systems. Satellite and cellular network enabled GPS transmit-
ters, on the other hand, have a long track record of successfully monitoring the location of
animals in real-time in remote locations [5, 64, 66]. Wall et al. demonstrate the importance of
not only collecting, but also analysing GPS data in real-time using tracking collars on African
Elephants [64]. It was possible to promptly detect and avoid an elephant bull from break-
ing through expensive electrical fencing into neighbouring subsistence farming land in order
to forage in fields of maize. It was also possible to inform wildlife managers when elephant
herds moved close to specific locations, such as the A2 highway on the Cape-to-Cairo route
[64]. The real-time nature of the system allowed immediate alerts to be issued. The same
author shows that the system was able to identify a wounded elephant using movement-rate
analysis. This led to quick veterinary response and the recovery of the animal. Finally, the
system was able to successfully detect elephant mortality by means of immobility analysis,
which is key in their anti-poaching and real-time monitoring activities. Wall et al. go on to
point out that, while accelerometer data in addition to GPS locations, can provide valuable
information for real-time management applications, the increased volumes of data produced
by the accelerometers introduces new challenges for both the tag’s limited memory and bat-
tery capacities, as well as the wireless communication of this data to a control room. The
author concludes that some form of onboard processing is inevitable. To date no study has
considered the onboard embedded classification of tri-axial accelerometer data for real-time
automatic animal behaviour classification.
Related studies have considered the real-time monitoring of human activities based on
accelerometer data [67, 68, 69, 70, 71, 72, 73]. Although these studies demonstrate good per-
formance, they are less constrained in terms of battery life and communication bandwidth
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 2. LITERATURE REVIEW 13
since users are co-operative and can be relied on to recharge the batteries and be within recep-
tion of standard communication technologies, such as cellular networks, which can be used
to transfer data. For animal monitoring purposes these approaches are not feasible. Replac-
ing batteries involves recapturing animals which is difficult, expensive and places additional
stress on the animals. Furthermore, wild animals usually live in areas with limited or no
communication coverage [74].
2.4 Energy-aware feature selection
Energy-aware feature selection is the process of balancing the energy-consumption of extract-
ing the features employed by a classifier with the classification accuracy achieved with those
features. Recent advances made in human related studies demonstrate the potential of this
technique in the application of animal behaviour classification. For example, Ghasemzadeh
et al. employed a graph model to select features based on the correlation between individ-
ual features and computing complexity of features [75]. They achieved a 30 % reduction in
energy consumption while maintaining a 96.7 % classification accuracy. However, this study
only considered effective feature selection and did not consider the energy cost of the clas-
sification technique employed. The k-nearest neighbour classification technique was used,
which often achieves good classification results, but is an energy and memory intensive com-
putational technique and not an optimal choice for resource constrained embedded systems.
Lauwereins et al. demonstrated the viability of a context and cost aware feature selection
approach applied in a mobile voice activity detection application. The systemwas tasked with
classifying between voice and noise using a decision tree classifier [76]. The authors utilised
the decision tree’s ability to sort features in order of decreasing information gain and used an
information-gain-per-watt metric. They demonstrated a 70 % reduction in power consump-
tion with no loss in classification performance.
Korpela et al. utilised a tree-structured feature extraction model that balances accuracy
with computation- and transmission-costs of performing both human activity and gesture
recognition based on accelerometer data at the same time. The authors adapted a standard
decision tree algorithm to incorporate energy consumption into the algorithm to achieve a
balance between energy cost and classification accuracy. The employed algorithm dynami-
cally determines which features to extract, based on decision thresholds which form the tree
nodes. For example, their model extracts a single low-cost feature utilised at the top of the
tree. If the feature value is below a threshold it implies the need for high cost features and the
raw data buffer is transmitted to a smartphone where the gesture is classified using a k-NN
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classifier. Alternatively, if the feature is above the threshold value, further features are ex-
tracted and evaluated at different nodes in the tree to classify the activity. In one example the
proposed model reduced the energy consumption by 50 % while maintaining a recognition
accuracy of 95.5 % [77].
In a related human activity recognition study, Cui et al. demonstrate how wavelet coeffi-
cient features can be used to reduce the energy cost of feature computation while increasing
the classification accuracy relative to a set of classical features [78].
Saeedi et al. focused on developing an energy-aware sensor localisation classifier used to
determine the location of human wearable sensors a priori to activity recognition. The tech-
nique considered the trade-off between classification accuracy and power consumption of node
localisation, based on features extracted from both accelerometers and gyroscopes. A greedy
feature selection approach was used to evaluate both the importance and energy cost of dif-
ferent features presented to a k-NN classifier. The technique achieved accuracies between
73.15 % and 99.85 % while resulting in energy savings ranging form 88 % to 99.59 % [79].
Padmanabhan et al. developed a real-time embedded human emotion classifier able to dis-
tinguish between valence and arousal using a linear discriminant analysis classifier. In their
application four different operational modes were defined based on energy budget constraints.
The authors utilised a greedy energy-aware feature selection approach based on an objective
function, which weighs the trade-off between emotion analysis and the available energy. For
each of the modes an optimal set of features were selected. In its lowest-power mode the tech-
nique resulted in a 7.7 times increase in battery life, while achieving classification accuracies
of 75 % and 70 % for arousal and valence, respectively. The trade-off in energy consumption
and model performance are apparent when comparing the latter results with the classification
accuracies achieved, 95 % and 89 % for the same two classes, by the unconstrained system [80].
Wang et al. utilised a low-power feature selection technique to reduce the energy con-
sumption of an accelerometer and barometer-based fall detection system used for monitoring
elderly people. A backward wrapper method was used to perform feature selection which
reduces the energy cost of feature extraction while performance is kept within a predefined
10 % margin of error. The procedure selected four out of ten possible features. The system
achieved power savings of 73.3 % while limiting the error rate of a binary classification deci-
sion tree to 7.1 % [81].
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Although energy-aware feature selection has been done in human-related studies with great
success, we are not aware of similar studies employed for animal-behaviour classification. Fur-
thermore, the above-mentioned studies only considered the energy consumption of feature
extraction, but not the energy cost of the specific classification techniques employed. In this
work a technique is proposed where the energy consumption of both the feature extraction
and classification steps are balanced with the achievable classification accuracies for animal
borne sensor applications.
2.5 Conclusion
The study of animal behaviour by means of animal attached sensors is important and com-
monplace in many fields of research. However, automatic behaviour classification is typically
performed oﬄine using field collected data and observations. Most studies are short-lived as
a result of the limited battery- and memory capacity of these devices. It is strongly believed
that performing embedded behaviour classification in real-time and on the animal will result
in major power and memory savings mainly attributed to the reduced volume of information
that needs to be transmitted, and/or stored, to achieve real-time updates. Current literature
supports this notion and suggests that some form of onboard processing is inevitable. Further-
more, we anticipate that selecting the embedded system based on an energy-aware feature- and
model-selection technique can greatly reduce the energy consumption of animal-attached sen-
sors while maintaining good model performance. Although various studies have successfully
trained and utilised oﬄine automatic behaviour classification systems to accurately organise
large datasets into different behavioural classes, we are not aware of a real-time automatic
animal behaviour classification system. Furthermore, the design and evaluation of such a sys-
tem which is optimised both in terms of energy-consumption and model performance is still
lacking.
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Classification Techniques
This chapter provides a brief description of each classification technique evaluated for our
automatic behaviour classification system. The following eight techniques were considered:
linear discriminant analysis (LDA), quadratic discriminant analysis (QDA), naive Bayes (NB),
logistic regression (LR), decision trees (DT), random forests (RF), k-nearest neighbours (k-
NN) and linear support vector machines (LSVM). For a more detailed description of each
classification technique, we refer the reader to the work in [82, 83, 84].
3.1 Bayes classifier
First a probabilistic classifier derived from probability theory called the Bayes classifier will
be considered, since many other probabilistic classifiers are variations of the Bayes classifier.
Bayes’ theorem is given by Equation 3.1, where y is the class and x an observation.
P (y|x) = P (x|y)P (y)
P (x)
(3.1)
In Equation 3.1, the probability of x is non-zero, P (x) 6= 0. P (y|x) is the conditional
probability representing the likelihood of y given that x is observed. This is also called
the posterior probability. P (x|y) is a conditional probability representing the likelihood
of observing x given the class y. This is also called the class conditional probability. The
marginal probabilities P (x) and P (y) are the probability of observing x and y independent
of a knowledge of the other. P (y) is typically referred to as the prior probability while P (x)
is sometimes referred to as the evidence [83]. For a simple binary classification problem with
y ∈ Y = {0, 1} we can write Equation 3.1 as
P (y = 1|x = x) = P (x = x|y = 1)P (y = 1)
P (x = x)
(3.2)
16
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where
P (x = x) = P (x = x|y = 1)P (y = 1) + P (x = x|y = 0)P (y = 0). (3.3)
Using Equation 3.2 we can evaluate the posterior probability of each class and assign a
new sample x as belonging to either the class y = 1 or y = 0 using a hypothesis function,
h(x) =
1 if P (y = 1|x = x) > P (y = 0|x = x)0 Otherwise. (3.4)
From the hypothesis function we see that the decision boundary separating the two classes
is given by all the points that satisfy P (y = 1|x = x) = P (y = 0|x = x). For the multi-
class problem where y takes on more than two values, y ∈ Y = {1, 2, ..., Ktot}, we expand
Equation 3.1 to calculate the posterior probability for each class as shown in Equation 3.5,
where fk(x) = P (x|k) is the class-conditional probability of x given class k, pik = P (y =
k) the prior probability of class k and
∑
y∈Y fy(x)piy = P (x) the marginal probability of
x. Multi-class classification is done by evaluating a hypothesis function for each class and
assigning the new sample to the class that results in the maximum posterior probability.
P (y = k|x) = fk(x)pik∑
y∈Y fy(x)piy
. (3.5)
The hypothesis function is given by
h(x) = argmax
k
P (y = k|x). (3.6)
3.2 Linear discriminant analysis
Linear discriminant analysis performs classification using Bayes rule, presented in Equation 3.5,
with two additional assumptions. First, that the class conditional distributions are multivari-
ate Gaussian such that
fk(x) =
1
(2pi)
d
2 |Σk| 12
e−
1
2
(x−µk)TΣ−1k (x−µk). (3.7)
In Equation 3.7, Σk are the class covariance matrices and µk the class means. The second
assumption is that the covariance matrices of all classes are the same Σk = Σ. Substituting
the two assumptions into Equation 3.5 provides the expression for the LDA classifier. LDA
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separates classes using linear decision boundaries. For the two-class case this can be shown by
solving P (y = 1|x = x) = P (y = 0|x = x), using Equation 3.5:
f1(x)pi1∑
y∈Y fy(x)piy
=
f0(x)pi0∑
y∈Y fy(x)piy
f1(x)pi1 = f0(x)pi0. (3.8)
Substituting multivariate Gaussian distributions for f0(x) and f1(x) it follows that
pi1
(2pi)
d
2 |Σ1| 12
e−
1
2
(x−µ1)TΣ−11 (x−µ1) =
pi0
(2pi)
d
2 |Σ0| 12
e−
1
2
(x−µ0)TΣ−10 (x−µ0) (3.9)
and when assuming Σ0 = Σ1 = Σ, Equation 3.9 becomes
pi1
(2pi)
d
2 |Σ| 12
e−
1
2
(x−µ1)TΣ−1(x−µ1) =
pi0
(2pi)
d
2 |Σ| 12
e−
1
2
(x−µ0)TΣ−1(x−µ0)
pi1e
− 1
2
(x−µ1)TΣ−1(x−µ1) = pi0e−
1
2
(x−µ0)TΣ−1(x−µ0)
−1
2
(x− µ1)TΣ−1(x− µ1) + log(pi1) = −
1
2
(x− µ0)TΣ−1(x− µ0) + log(pi0).
By expanding the quadratic parts of the equation we see,
−1
2
xTΣ−1x− 1
2
µT1 Σ
−1µ1 + x
TΣ−1µ1 +
1
2
xTΣ−1x
+
1
2
µT0 Σ
−1µ0 − xTΣ−1µ0 + log(
pi1
pi0
) = 0
−1
2
µT1 Σ
−1µ1 + x
TΣ−1µ1 +
1
2
µT0 Σ
−1µ0 − xTΣ−1µ0 + log(
pi1
pi0
) = 0
xT (Σ−1µ1 −Σ−1µ0) +
1
2
(µT0 Σ
−1µ0 − µT1 Σ−1µ1) + log(
pi1
pi0
) = 0, (3.10)
which is in the form, xTv + b = 0. (3.11)
From Equations 3.10 and 3.11 we see that LDA has a linear decision boundary as a result
of the two initial assumptions. In the multi-class case it can be shown [84] that the Bayes
classifier for LDA becomes
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h(x) = argmax
k
δk(x) (3.12)
where
δk(x) = x
TΣ−1µk −
1
2
µTkΣ
−1µk + log(pik). (3.13)
Classification is achieved by selecting the class that maximises Equation 3.13.
3.3 Quadratic discriminant analysis
Quadratic discriminant analysis is a more general form of LDA where the first assumption,
that the class conditional distributions are multivariate Gaussian, is maintained. However,
the second assumption, that the covariance matrices between classes are the same, is relaxed.
Using the same approach as for LDA, it can be shown [84] that the decision boundary of
QDA is quadratic. The multi-class Bayes classifier becomes
h(x) = argmax
k
δk(x) (3.14)
where
δk(x) = −1
2
log(|Σk|)− 1
2
(x− µk)TΣ−1k (x− µk) + log(pik). (3.15)
Classification is again achieved by evaluating Equation 3.15 for each class and selecting the
class which results in die maximum value of δk(x).
3.4 Naive Bayes
Naive Bayes classifiers are based on Bayes rule, given by Equation 3.5, with the naive assump-
tion that features are conditionally independent given the class label. This model is called
naive since the features will in practise generally not be independent in this way [84]. How-
ever, even when the naive assumption is not met, the classifier often produces good results
and has the advantage of being relatively immune to overfitting. For convenience, we repeat
the expression of Bayes rule here
P (k|x) = fk(x)pik∑
y∈Y fy(x)piy
.
If we assume independence of features given the class label, the class-conditional probabil-
ities fk(x) become,
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P (xi|y = k, x1, . . . , xi−1, xi+1, . . . , xd) = P (xi|y = k), (3.16)
for all dimensions i, yielding the naive Bayes expression
P (y = k | x) = pik
∏d
i=1 fk(xi)∑
y∈Y fy(xi)piy
. (3.17)
Since the denominator in Equation 3.17 is constant, we can write
P (y = k | x) ∝ pik
d∏
i=1
fk(xi) (3.18)
and hence classification is achieved by evaluating
h(x) = argmax
k
pik
d∏
i=1
fk(xi). (3.19)
In this work we use the Gaussian naive Bayes model, which assumes that the class condi-
tional distributions to be multivariate Gaussian, as shown in Equation 3.7.
3.5 Logistic regression
Logistic regression is a generalised linear model used for binary classification. With logis-
tic regression the input values are combined linearly using weights, whereafter, a logistic (or
sigmoid) function is applied to produce an output between zero and one indicating the prob-
ability of a single trial [84, 83]. Multi-class classification is achieved by means of a linear
machine which divides the feature space into k decision regionsR1,R2, ...,Rk using k linear
discriminant functions
δk(x) =
ev
T
kx+vk0
1 + ev
T
kx+vk0
, (3.20)
where the vectors vk and the intercept terms vk0 indicate the decision boundaries between
the k classes. The maximum discriminant indicates the region within which x falls. Accord-
ingly, we assign x to class k = i when δi(x) > δj(x) for all j 6= i [82]. The hypothesis
function of logistic regression is therefore given as
h(x) = argmax
k
δk(x). (3.21)
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3.6 Decision trees
The goal of a decision tree classifier is to create a model that can be used to predict the most
likely class label of an unseen sample bymeans of a succession of binary decision rules inferred
from prior data. These decision rules can be represented as a tree where each node corresponds
to an attribute and each leaf to a class label. The tree structure recursively partitions the input
space with the goal of defining a local model in each resulting region [84]. Consider the
example shown in Figure 3.1a. At the top of the tree, the first node asks whether x1 is less
than some threshold value θ1. If true, we are in the left quadrant of space R1, as shown in
Figure 3.1b. If false, we ask whether x2 is less than θ2. If false, we are in the top right region
of spaceR2. If true we determine, as a final step, whether x1 is greater than or equal θ3 which
results in the regionsR4 andR3 for the true and false conditions, respectively. The maximum
tree depth is a hyper-parameter that can be set to limit the tree growth and therefore avoid
very deep trees.
x1 < θ1
R1 x2 < θ2
x1 ≥ θ3
R4 R3
R2
(a)
x1
x2
R1
R2
R3 R4
θ1
θ2
θ3
(b)
Figure 3.1: (a) Binary Decision tree representation with two input variables and four decision
regions. (b) The two-dimensional representation of the binary decision tree.
3.7 Random forests
A random forest classifier evaluates the mode of the predicted output classes determined using
multiple decision tree classifiers, each trained on a different random partition of the same
training set. A random forest could, for example, train and combine the output of 10 different
decision tree classifiers. Training on random data partitions and with different feature vector
configurations reduces model over-fitting. The underlying individual decision tree classifiers
are identical to those described in Section 3.6. The number of trees in the forest is a hyper-
parameter of the classifier.
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3.8 K-nearest neighbours
K-nearest neighbours is a method for classifying data based on the closest training examples
within a feature space [84]. K-NN is an instance-based (or memory-based) learning algorithm
sometimes also referred to as a lazy-learning algorithm, as it delays the generalization process
until classification is performed [85]. Lazy-learning algorithms therefore require less compu-
tation during the training phase, but more during the classification process. K-NN stores all
training examples in memory and calculates the relative distance of an unseen feature vector
to all the training examples in the set, during classification at runtime. This can be achieved
with different distance metrics, but typically the Euclidean distance is employed,
D(t(i),x) =
√√√√ d∑
j=1
|t(i)j − xj|2 for i = 1, 2...Ns. (3.22)
In Equation 3.22, t(i) denote theNs feature vectors in the training set, x is the vector to be
classified and d is the dimension of the feature vectors with j indicating a specific dimension.
Once the relative distance to each training example has been calculated, the k-nearest (or
closest) neighbours are determined after which x is classified as the most frequent class label
among the k-neighbours using the expression
P (k|x, Knn) = 1
Knn
∑
i∈NK(x)
I(ki = k) (3.23)
where NK(x) denotes the indexes of the Knn points nearest to x and I is an indicator
function used to count the number of data points in the current class. The number of nearest
points to consider is a hyper-parameter of the model.
3.9 Linear support vector machines
Support vector machines are non-probabilistic classifiers used for binary classification. A
linear support vector machine separates data using a linear decision boundary, denoted by
vT ·x + b. Objects lying on the positive side of the line are classified as belonging to one class
and objects on the other side of the line as belonging to the other. Using class labels of {1,-1}
rather than {1,0}, the decision function is given as
k = sign(vT · x + b). (3.24)
Training a LSVM involves choosing the values of v and b while utilising the concept of a
margin that is chosen, based on the training data, in such a way that the distance to the closest
data point is maximised for both sides of the decision boundary. This concept is illustrated in
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Figure 3.2. From the figure we see that v is a vector perpendicular to the decision boundary
and γ denotes the margin. Maximising the margin intuitively positions the decision boundary
as far as possible form both the positive and negative samples. It can be shown that γ = 1‖v‖
and that a procedure exists to maximise γ [83]. Although this is a binary classifier, it can easily
be extended to performmulti-class classification. For example, a one-versus-rest technique can
be employed [83].
y
x
v
T · x
+
b =
0
γ
γ
v
Figure 3.2: Linear support vector machine decision boundary and margins.
3.10 Model performance
Given a statistical classification model and a sample that is classified, there are four possible
outcomes. If the sample is positive and it is classified as positive, we say it is a true positive
(Tp). However, if it is classified as negative while it is in fact positive we say it is a false negative
(Fn). If the sample is negative and it is classified as negative, we say it is a true negative (Tn).
However, if it is classified as positive while it is in fact negative, we say it is a false positive
(Fp) [86]. The resulting outcomes can be combined in a confusion matrix that represents
the four possible outcomes. In a confusion matrix values along the major diagonal represent
correct predictions, while off-diagonal terms represent errors [86]. Four common metrics
typically calculated from a confusion matrix are the classification accuracy (ACC ), precision
(Pr ), recall (Re) and the F1 score (F1). The respective definitions of these metrics are given by
Equations 3.25, 3.26, 3.27 and 3.28. Model accuracy is given by the total number of correctly
predicted samples divided by the total number of predictions,
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ACC =
TP + TN
TP + FP + FN + TN
. (3.25)
Precision is the number of true positives divided by the sumof the number of true positives
and false positives,
Pr =
Tp
Tp + Fp
. (3.26)
The precision provides intuition on the classification performance by evaluating how
many labels of all the labels assigned to a specific class, actually belongs to that class. Re-
call is the number of true positives divided by the sum of the number of true positives and
false negatives,
Re =
Tp
Tp + Fn
. (3.27)
The recall provides intuition on the classification performance by evaluating how many
samples out of all the samples in a class, were correctly labelled. The F1 score is the harmonic
mean (weighted average) of precision and recall which is a usefulmetric when you have uneven
class distributions,
F1 = 2
Pr ×Re
Pr +Re
. (3.28)
3.11 Conclusion
This chapter provided a summarised description of the classification techniques employed
in our study. The eight techniques utilised for automatic behaviour classification are linear
discriminant analysis, quadratic discriminant analysis, naive Bayes, logistic regression, deci-
sion trees, random forests, k-nearest neighbours and linear support vector machines. Some
common metrics used to evaluate classification performance were also considered.
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Methods
This chapter provides a detailed hardware description of the animal-attached sensor tags used
during this study for both raw data collection and for the real-time embedded behaviour classi-
fication system. Furthermore, the raw data collected during field work are described for both
sheep and rhinoceros. The data pre-processing and balancing steps are subsequently discussed,
whereafter, the feature extraction process and cross-validation framework is described. This
chapter is based on our earlier work presented in [2].
4.1 Hardware
For this study specially designed low-power bio-telemetry tags for the real-time embedded
behaviour classification system were utilised. The hardware design of these tags is extensively
explained in our earlier work [87]. An overview of the most important hardware components
utilised are provided here. Figure 4.1 shows an assembled bio-telemetry tag and points out
the most important components.
Figure 4.1: Assembled biotelemetry tag. The assembled printed circuit board (PCB) measures
100 mm x 60 mm x 12 mm and weighs 32 g.
25
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The tri-axial accelerometer can be considered as the most important sensor of the device
as it provides detailed information on the acceleration profiles of different animal behaviours.
A GPS module provides accurate spatial- and temporal information which aid in determining
exactly where the animals are located and how theymove about over time. Ferro-electric non-
volatile random access memory (FRAM) modules provide fast memory access and were used
during data sampling, whereas, a micro-SD card was used to store larger amounts of infor-
mation. The wireless radio frequency transceiver enables real-time data delivery by means of
wireless communication to a base station. At the heart of the system a low-power microcon-
troller unit (MCU) coordinates the data sampling, processing, storage and transmission. The
hardware block diagram is shown in Figure 4.2 and depicts the inter connectivity between the
various hardware components.
Figure 4.2: Block diagram of the hardware design of the biotelemetry tags. A MSP430 ultra-
low power microcontroller communicates with the accelerometer using IIC, the GPS using
UART and the FRAM, Micro-SD card and radio frequency transceiver using SPI. Two tactile
switches and two light emitting diodes were included for software functionality selection and
indication purposes, respectively.
More specifically, the design utilised a L6932H1.2 ultra low drop-out voltage regulator
(STMicroelectronics, Geneva, Switzerland), aMSP430FR5739 low-powermixed signal micro-
controller (Texas Instruments, Dallas, Texas, US), a GNS602 GPS receiver (Global Naviga-
tion Systems, North Shields, UK), two FM25V20 FRAM storage modules of 2 Mb each (Cy-
press Semiconductor, San Jose, California, US), a 2 GB Micro-SD card (Kingston, München,
Germany) and anADXL345 tri-axial accelerometer (AnalogDevices, Norwood,Massachusetts,
US) with high resolution (13-bit) measurement at up to±16g (1g = 9.81 m/s2). A low-power
CC1101 sub-1 GHz radio frequency transceiver (Texas Instruments, Dallas, Texas, US) allows
wireless data communication at 433 MHz. The tags are powered by 3.7 V 1800 mAh lithium-
ion batteries.
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The tags were packaged using two different collar designs for sheep and rhinoceros respec-
tively. The sheep collars had a total weight of 281 g, which included an 146 mm x 80 mm
x 65 mm polycarbonate casing (126 g), the physical electronics (32 g), a battery (33 g) and a
belt (90 g) used to fit the collar around the necks of sheep. The rhinoceros collar had a total
weight of 371 g which included a 117 mm x 77 mm x 38 mm thick durable and waterproof
casing (165 g) made of polyoxymethylene (acetal), the physical electronics (32 g), two batter-
ies (66 g) and two belts (108 g) used to fit the collar around the legs of rhinoceros.
The base stations utilised Raspberri Pi B+ units and CC1101 radio frequency shields as
explained in our earlier work [87]. Figure 4.3 shows the base station design. Communica-
tion from the tags to the base station was implemented using a star network typology. The
current implementation used a basic carrier sense multiple access with collision avoidance
(CSMA/CA) communication protocol with exponential back-off time and without message
acknowledgements from the base station. Field tests indicated that a communication range
of roughly 1 km can be achieved using this configuration [87]. The communication protocol
optimisation and base station hardware optimisation, are not within the scope of this disser-
tation.
Figure 4.3: Raspberri Pi with CC1101 RF Shield.
4.2 Data collection
Datasets for both sheep and rhinoceros were complied as part of this study. The collected data
were manually labelled with the observed behaviour, to provide ground truth. The resulting
annotated corpus was used to develop and evaluate statistical classifiers.
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 4. METHODS 28
4.2.1 Sheep dataset
For the sheep, raw data were collected on a farm in Carnarvon, Northern Cape, South Africa.
The tags were fitted around the necks of the sheep using collars as shown in Figure 4.4. The
x-, y- and z-axes were associated with left-right, up-down and forward-backward movement
of the sheep, respectively.
(a) (b)
Figure 4.4: Biotelemetry collars fitted around the necks of sheep. The accelerometer x-, y- and
z-axes are associated with left-right, up-down and forward-backward movement of the sheep,
respectively.
The data collection was performed during three separate days. On each of these three
mornings, collars were attached to five individual sheep (Dohne Merino) randomly selected
from a group of approximately twenty animals. The sheep were then led to a larger camp
and left undisturbed for the duration of the day, during which the tags continuously logged
the acceleration. Five common types of behaviour were identified: lying down, standing,
walking, running and grazing. The behaviour of the sheep was manually documented with
timestamps to serve as ground truth. At the end of each day, the sheep were collected, the
collars removed and the recorded acceleration signals downloaded.
Figure 4.5 shows examples of the raw measurements for the different recorded sheep be-
haviours. Differences in the acceleration waveforms are apparent between the five behaviours.
For both walking and running we note significant signal movement with an extent of peri-
odicity in the measurements. The three more-stationary behaviours, standing, grazing and
lying down result in different dc-components for each of the accelerometer axes and show
very little movement.
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Figure 4.5: Raw acceleration measurements from the sheep dataset. Typical acceleration mea-
surements for the five identified sheep behaviours sampled at 100 Hz. The x (red), y (green)
and z (blue) accelerometer axes are shown. Differences in the acceleration waveforms are ap-
parent between the five behaviours. However, lying down and grazing behaviour have similar
acceleration signals.
4.2.2 Rhinoceros dataset
The rhinoceros dataset was collected at a private sanctuary. Three rhinoceros were available
for data collection, one male and one female White Rhinoceros (Ceratotherium simum) and
one male Black Rhinoceros (Diceros bicornis). The animals were held in a camp approxi-
mately 100 ha in area and moved around freely. The collars were fitted around the left back
leg of the rhinoceros as shown in Figure 4.6. The x-axis was associated with up-down move-
ment, the y-axis with forward-backward movement and the z-axis with left-right movement.
Data collection took place over a period of one week. The rhinoceros were fed daily and
this provided the opportunity to fit the collars. Once the collars were fitted, the rhinoceros
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(a) (b)
Figure 4.6: Biotelemetry collar fitted around the back leg of a rhinoceros. The accelerometer
x, y and z axes are associated with the up-down, forward-backward and left-right movement,
respectively.
were left undisturbed to roam freely in their camp. The collars were removed during later feed-
ing sessions and the data downloaded, after which the collars were redeployed. The rhinoceros
were monitored each day at the feeding sessions during which timestamped video recordings
were made. Four common behaviours were identified: lying down, standing, walking and
running. The video recordings allowed accurate labelling of the gathered data. Figure 4.7
shows examples of the raw measurements for the different behaviours.
4.3 Data labelling
All collected data for both sheep and rhinoceros were segmented and labelled manually with
the corresponding behaviour. A summary of the raw sheep and rhinoceros datasets is given
in Table 4.1. Data collection from rhinoceros was logistically and practically challenging and
as a result the data corpus gathered was smaller than that for sheep. Running behaviour was
not often observed for rhinoceros. Grazing behaviour could not be detected because the tags
were attached to the back leg for the rhinoceros, and not to the neck as for sheep.
Table 4.1: Raw unbalanced datasets collected for each behaviour class for sheep and for
rhinoceros (hours:minutes).
Lying down Standing Walking Running Grazing Total
Sheep 1:29 0:55 6:08 1:12 6:27 16:11
Rhinoceros 2:05 3:46 0:48 0:07 – 6:46
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Figure 4.7: Raw acceleration measurements from the rhinoceros dataset. Typical acceleration
measurements for the four identified rhinoceros behaviours sampled at 40 Hz. The x (red), y
(green) and z (blue) accelerometer axes are shown. Differences in the acceleration waveforms
are apparent between the four behaviours.
4.4 Data pre-processing
Data collection was performed at different sampling frequencies of 100 Hz for sheep and
40 Hz for rhinoceros, respectively. Spectral analysis for both the sheep and rhinoceros datasets
showed very little spectral information above 10 Hz as shown in Figure 4.8. The figure shows
the Fast Fourier transform (FFT) of all running data for the y-axis in the sheep dataset. The
raw measurements were therefore low-pass filtered using an 8th-order Butterworth filter with
a cut-off frequency of 10 Hz before down-sampling the signal to 20 Hz. Resampling the data
allows the system to function at a lower sampling frequency (20 Hz) in future deployments.
Frames spanning 128 measurements were subsequently extracted for sheep and rhinoceros.
The extracted frames had a duration of 6.4 s and were allowed to overlap by 50 %. These
frames were then used in the subsequent feature extraction process.
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Figure 4.8: The Fast Fourier transform of all running data for the y-axis in the sheep dataset.
4.5 Feature extraction
The 13 features extracted are listed in Table 4.2. For each feature, except average signal mag-
nitude, three values were computed, one for each accelerometer axis, leading to a total of 64
features per frame. The same features were extracted for both the sheep and the rhinoceros
datasets.
Table 4.2: Features extracted from the compiled datasets. Each frame consists ofN sequential
samples, and here x denotes a vector of these samples for each accelerometer axis, x, y and
z. The FFT of x is denoted by xˆ and the normalised power spectrum of x by Pn(x). Cross-
correlation and the mean distance are calculated for each axis pair (x,y), (x,z), and (y,z). Nb
is the number of samples in each bin and B denotes the number of bins. All features except
average signal magnitude provide three values: one per axis.
Feature Notation Equation
Average signal magnitude asm 1
N
∑N
i=1
√
x2i + y
2
i + z
2
i
Maximum value max( ) max(x)
Minimum value min( ) min(x)
Mean ( x¯) mean( ) 1
N
∑N
i=1 xi
Standard deviation (σx) std( )
√
1
N
∑N
i=1(xi − x¯)2
Variance var( ) σ2x
Skewness skew( )
1
N
∑N
i=1(xi−x¯)3
σ3x
Kurtosis kurt( )
1
N
∑N
i=1(xi−x¯)4
σ4x
Energy en( ) 1
N
∑N
i=1 |xˆi|2
Spectral entropy pse( )
∑N
i=1 Pn(xi) log
1
Pn(xi)
Pairwise correlation between the axes corr( ) cov(x,y)
σxσy
Mean distance between the axes dist( ) 1
N
∑N
i=1(xi − yi)
Energy in 1 Hz bins binB( ) 1Nb
∑BNb+Nb
i=BNb+1
|xˆi|2
with B = {0, 1, .., 9}
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The two datasets were balanced after feature extraction, in order to avoid possible bias
between classes and animals. The sheep dataset was collected from 15 animals by randomly
selecting five sheep from a heard of 20 sheep over three days, hence the identity of each animal
can not be guaranteed. However, for this study we assume 15 individual animals. In the case
of the rhinoceros dataset, collection took place from three distinct and identifiable animals
over a period of one week. The two datasets were therefore balanced over behavioural classes
as well as animals. This was achieved by limiting the data available for each class from each
animal to that available for the least frequent class among all animals. The resulting dataset
had an equal number of samples for each class and for each animal. We decided to omit the
small amount of running data from the rhinoceros dataset for cross-animal testing purposes,
since this behaviour was observed for only one animal. The total number of feature vectors
available after balancing the datasets is given in Table 4.3.
Table 4.3: Balanced datasets, indicating the number of feature vectors extracted for each be-
haviour class for the sheep and rhinoceros data presented in Table 4.1.
Lying Standing Walking Running Grazing Total
Sheep 1008 1008 1008 1008 1008 5040
Rhinoceros 894 894 894 - - 2682
We express each of the balanced datasets as a 5040 by 64 dimensional matrix DS and
a 2682 by 64 dimensional matrix DR, for sheep and rhinoceros, respectively. Each row in
the matrices depicts a single training example of 64 features and each column depicts all the
training examples of a single feature. The balanced datasets DS and DR were subsequently
used in-order to train and validate various statistical classification models.
4.6 Classification model training and evaluation procedure
The model training and evaluating process is broadly described in Figure 4.9. From the fig-
ure we see that, as a first step, a balanced dataset needs to be selected for evaluation. We can
select from either the sheep dataset DS or the rhinoceros dataset DR. Both datasets have 64
available features but a different number of training examples. There are 5040 training exam-
ples in the sheep dataset and 2682 training examples in the rhinoceros dataset, as explained
in Chapter 4.5. The next step involves selecting a specific classification model to evaluate.
The available classifiers are listed in Chapter 3. Next, we employ a K-fold cross-validation
procedure to coordinate the feature selection-, model training- and final model evaluation-
processes. This ensures optimal feature selection and robust model performance. The details
of each step are explained in the following sections.
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Figure 4.9: Overview of the statistical classification strategy employed.
4.7 Sequential forward feature selection
Feature selection is the proses of evaluating the effectiveness of various combinations of fea-
tures to accurately predict class labels when used with statistical classifiers. Using all the avail-
able features does not necessarily result in the highest model performance and quite often
result in sub-optimal performance. It is therefore important to evaluate different combina-
tions of features to determine which combination results in the highest classification perfor-
mance. One way to achieve this goal is to follow a brute-force approach and evaluate every
single combination that can be achieved with the available features. However, the long exe-
cution times involved in evaluation these large numbers of feature combinations, makes this
approach unattractive and therefore researchers employ different feature selection techniques
to find optimal feature combinations suited for their applications. One such a feature selec-
tion approach is called sequential feature selection (SFS). SFS is a greedy feature selection
algorithm which selects and adds features one by one with the goal of minimising the clas-
sification error with each addition [88]. SFS, in turn, selects a single feature from the total
number of available features d = 64 whereafter a classifier is trained and evaluated using only
the selected feature. Each of the remaining features are evaluated one by one, in the same
manner. The feature that results in the highest classification accuracy is selected and kept
as the best feature of the first round. In the next iteration, a single feature is selected from
the 63 remaining features. However, this time the model training and evaluation it done us-
ing the combination of the best feature kept in the previous round and the newly selected
feature. After considering all 63 features, the feature that results in the highest performance
gain is kept in this round. This process is repeated d times until all 64 available feature are
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arranged in order of importance. SFS therefore only considers 2080 different combinations
when selecting from 64 features. Although SFS typically achieves great model performance,
it is important to note that the global optimum can not be guaranteed, since SFS does not
evaluate all possible feature combinations.
4.7.1 Grouped, nested and repeated K-fold cross-validation
Feature selection andmodel evaluationwere carried out within a grouped, nested and repeated
K-fold cross-validation framework to ensure model robustness [89]. The cross-validation pro-
cedure is illustrated in Figure 4.10 for K = 5 (5-fold cross-validation). The dataset D, repre-
senting either DS or DR, is initially split into K even-sized folds T = {T1,T2, ...,TK=5},
based on the data collected from individual animals. Each foldTi is a sub-matrix of the dataset
D that includes all features (columns) but only a fraction of the training examples (rows). For
each iteration of cross-validation, a single foldTi is selected as a held-out set, while the remain-
ingK−1 folds,Otrain, are used formodel training and validation. For example, in Figure 4.10,
T1 becomes the first held-out set while T2 through T5 are used for model training and val-
idation. In subsequent iterations, T2, T3, T4 and T5 will in turn be used as held-out sets.
The training and validation partition, Otrain, is further divided intoK−1 folds by randomly
selecting an equal number of samples (rows) for each fold. We denote this set of K − 1 sub-
matrices of Otrain as V = {V1,V2, ...,VK−1}. One of these folds Vj is chosen as a validation
set, while the remainder form the training set, Itrain. In the example in Figure 4.10, V1 be-
comes the first validation-set while V2 to V4 are used for training. In subsequent iterations,
V2, followed by V3, and finally, V4 will be used as validation-sets. Model hyper-parameter
optimisation and feature selection is performed on each of these training- and validation-set
combinations. By repeating this optimisation Nin times, we can select models based on the
average validation-set performance, thus avoiding over-optimistic results [89]. After complet-
ing all inner-fold iterations, a merged list of optimal features is obtained and used to determine
the test-set error erri associated with the held-out set Ti. The average error over all held-out
test-sets Ti, is computed to obtain the final cross-validated model performance err. Each el-
ement in the vector err represents the average cross-validated classification performance that
can be achieved using a specific number of optimally arranged features. We define err as the
peak performance in err which is achieved at the optimal number of features FN , as shown
in Equation 4.1. Since model training and validation is performed on data obtained from
one subset of animals while the held-out sets Ti consists of data obtained from a different
set of animals, overfitting individual animal characteristics is avoided and the evaluation of
cross-animal performance is achieved.
err = e
(FN )
rr (4.1)
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 4. METHODS 36
Split data in K-folds (T )
T1 T2 T3 T4 T5
Data (D)
T1 Otrain
Otrain
V1 V4V3V2
Otrain in K−1 folds (V)
V1 Train (Itrain)
Train (Itrain)
Feature Selection
Train Model
Model Validation
Err ← erri fold Ti
N
in
re
p
et
it
io
n
s
K
it
er
at
io
n
s
K
−1
it
er
a
ti
o
n
s
Save Features fsel
fi ←Merge(Fstore)
T5
V4
err ← avg{Err}
Figure 4.10: Grouped, nested and repeated K-fold cross-validation framework, illustrated for
the case K = 5.
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4.8 Conclusion
This chapter considered the hardware design of the animal-attached sensor tags used in this
study for both raw data collection and for the real-time embedded behaviour classification sys-
tem. Furthermore, it described the raw data collection, data pre-processing and feature extrac-
tion steps followed for both sheep and rhinoceros datasets. A description of the classification
procedure, including the feature selection and cross-validation steps, were also described. In
the next chapter the classification results achieved for various statistical classification models
are presented.
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Automatic behaviour classification
This chapter considers the training and evaluation of various statistical classifiers for both
the rhinoceros and sheep datasets. First, the details of the cross-validation algorithm em-
ployed and subsequently the classification accuracies achieved for both the rhinoceros and
sheep datasets using the different classification models are provided. For each classification
technique, four different performance metrics are presented. The best performing models are
identified and further explored with their most informative features highlighted. This chapter
is based on our earlier work as presented in [2].
5.0.1 K-fold cross-validation algorithm
The details of the algorithm used to perform feature selection, model validation and test-
set evaluation within a grouped nested and repeated K-fold cross-validation framework is
presented inAlgorithm 1. The algorithm is executed for both datasetsDS andDR described in
Chapter 4 and for all the classificationmodelsC(α)1 described in Chapter 3. The sheep dataset
is split into 15 outer-folds, since data were collected from 15 individual sheep. We express these
folds as a set of sub-matrices of the dataset DS denoted as T = {T1,T2, ...,TK=15}. Similarly
the rhinoceros data is split into three outer-folds with T = {T1,T2,TK=3}. Since there are
K-folds in T the outer loop of the cross-validation procedure will haveK-iterations. For each
of these iterations a single fold Ti is selected from T , as shown in line four. The outer-fold
training-setOtrain is then defined as all the data samples inD excluding the samples inTi. The
outer-fold test-setOtest is subsequently defined as only the data samples in foldTi. The test-set
Otest is first excluded from all model training and validation procedures and later exclusively
1This work collectively refers to the hyper-parameters α of a specific classifier as C(α). For both random
forest and decision tree classifiers the maximum tree depth is a hyper-parameter that can be set to limit the tree
growth and therefore avoid very deep trees. This work considers tree depths of one to 10 and also evaluatemodels
with no tree depth restrictions (α = ∞). For the k-nearest neighbour classifier, the number of nearest points
to consider is a hyper-parameter of the model and this work considers between one and 10 closest neighbours.
For example, C(α) = DT(10) refers to a decision tree classifier with a maximum tree depth of 10 and k-NN(3)
refers to a k-NN classifier with three nearest neighbours.
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used to evaluate the test-set performance. The Otrain data partition is subsequently used in
the feature selection and model training steps, shown in lines to 34. For a total of Nin = 10
repetitions the data partition Otrain is further divided into K-1 folds V1,V2, ...,VK−1 by
randomly selecting an equal number of samples from Otrain for each fold. We denote this set
of sub-matrices of Otrain as V = {V1,V2, ...,VK−1}. For each of the K-1 iterations of the
inner-loop, shown in line 10, a single fold Vj is selected from V . The inner-fold training-set
Itrain is then defined as all the data samples in Otrain excluding the samples in Vj . The inner-
fold validation-set Ival is subsequently defined as only the data samples in fold Vj . Lines 13 to
32 describe the SFS process and shows how the classification error is evaluated to determine
the best order of features. Line 21 specifically shows how a statistical model is trained using
Itrain with only a number of features selected. This trained model m′ is subsequently used
to validate the model’s performance on the validation-set Ival with only a number of features
selected, as shown in line 22. The validation-set performance is tracked and utilised to select
the features with the aim of maximising the model performance at every step, as shown in
lines 23 to 29. Subsequently, a feature vector fsel is produced for each inner fold Vj and for
every repetitionNin. These feature vectors are merged, using the average rank of each feature
in each vector, to produce a single feature vector fi for each test-set fold Ti, as shown in line
36. The test-set error is subsequently determined by evaluating the trained model on the held-
out data partition Otest, as shown in lines 37 to 46. As a final step, the mean cross-validation
error err is calculated by averaging over all the individual results obtained from each test-set
partition. We report the average rank of the top performing features, the optimal number
of selected features FN and the minimum cross-validation error err = e
(FN )
rr evaluated at the
optimal number of features for each dataset and classification model evaluated.
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Algorithm 1: Grouped, Nested and Repeated K-fold Cross-Validation
1: procedure Cross Validation(D, C(α))
2: Divide the datasetD into K-folds: T = {T1,T2, ...,TK}
3: Err ← ∅ # place holder for test-set classification error
4: for Ti in T do
5: DefineOtrain asD without the fold Ti
6: DefineOtest as the fold Ti
7: Fstore ← ∅ # place holder for selected feature vectors
8: for Nin ← 1 to 10 do
9: DivideOtrain randomly into (K-1)-folds: V = {V1,V2, ...,VK−1}
10: forVj in V do
11: Define Itrain asOtrain without the foldVj
12: Define Ival as the foldVj
13: # Sequential feature selection starts here
14: fsel ← ∅ # place holder for selected features
15: feval ← fall = {f1, f2, ..., fd} # All available features
16: for n← 1 to d do
17: emin ← 100% # some large value
18: for feval in feval do # consider each feature in turn
19: Define I′train as Itrain selecting only the features, fsel +
feval
20: Define I′val as Ival selecting only the features, fsel + feval
21: Build a statistical modelm′ = m(I′train, C(α))
22: Applym′ to I′val and determine the classification error: eval
23: if eval < emin then
24: emin ← eval
25: fbest ← feval
26: end if
27: end for
28: Append fbest to fsel
29: Remove fbest from feval
30: end for
31: Append fsel to Fstore # store optimal set of features for iterationVj
32: # Sequential feature selection ends here
33: end for
34: end for
35: # This results in (Nin) ∗ (K − 1) stored feature vectors, hence
the matrix Fstore has dimensions of (Nin)(K − 1)× 64
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36: Merge Fstore to produce a single optimal feature vector
fi = {fˆ1, fˆ2, ..., fˆ64} for each fold Ti
37: ftest ← ∅
38: erri ← ∅
39: for fi in fi do
40: Append fi to ftest
41: DefineO′train asOtrain selecting only the features ftest
42: DefineO′test asOtest selecting only the features ftest
43: Build a statistical modelm′ = m(O′train, C(α))
44: Applym′ toO′test and append the error to erri
45: end for
46: Append erri to Err # store the test-set results of fold Ti
47: end for
48: Average the values in Err to produce the overall average cross-validated error err
49: # err represents the average cross-validated classification error achieved using
different number of features.
50: FN ← argmini(e(i)rr ) # i = 1, 2, ..., d
51: err = e
(FN )
rr
52: # err is the lowest cross-validated classification error achieved.
53: end procedure
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5.1 Results for the rhinoceros dataset
A summary of the results obtained for the rhinoceros dataset is provided in Table 5.1. The
table shows the accuracy ACC achieved for each classification model employed C(α) at the
optimal hyper-parameter setting α and the optimal number of features FN .
Table 5.1: Mean cross-validated accuracies achieved at the optimal number of features and
optimal hyper-parameter setting for each classification technique evaluated on the rhinoceros
dataset.
Classifier C(α) FN ACC (%)
LSVM 11 99.61
LDA 6 99.51
LR 10 99.51
k-NN (8) 7 99.41
RF (3) 47 96.91
DT (2) 38 96.83
NB 1 92.78
QDA 1 92.78
From the table we see that all the classification techniques achieved high classification ac-
curacies. The LSVM, with 11 selected features, achieved the highest classification accuracy
of 99.61 %. The other models achieved accuracies between 92.78 % and 99.51 % with the
number of features ranging from one to 47. Further details for the best performing model
is provided in Table 5.2. Table 5.2a shows the precision, recall and F1 scores achieved with
the LSVM model for the individual classes. Table 5.2b shows the confusion matrix for the
LSVM model. From the confusion matrix we see that a very small degree of confusion exists
between classes. Table 5.2c lists the 10 most informative features selected, starting with the
most important feature, the maximum value of the x-axis. Furthermore, Figure 5.1 shows
the results obtained from the sequential feature selection process. In the figure the solid line
indicates the mean cross-validated accuracy and the error bars depict the range of test-set ac-
curacies achieved for a specific number of features. We see how the SFS process adds features
in such a manner to maximise the classification accuracy afforded, by additional features at
every step. The performance metrics of all the evaluated classification models are presented
in a similar manner, in Tables 5.3 through Table 5.9.
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Table 5.2: The performance of a linear support vector machine, utilising 11 optimal features,
evaluated on the rhinoceros dataset.
(a) The per-class precision, recall and F1
score.
Pr Re F1 Class FN
0.994 0.997 0.996 Lie 11
0.999 0.996 0.997 Stand 11
0.997 0.998 0.997 Walk 11
(b) The per-class confusion-
matrix. The rows depict true
labels and the columns depict
predicted labels.
Lie Stand Walk
Lie 888 0 3
Stand 4 887 0
Walk 1 1 889
(c) Top 10 selected features.
max(x), mean(x), asm( ), min(x), kurt(x), var(x), std(x), en(x),
pse(x), max(y)
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Figure 5.1: The mean cross-validated test-set accuracies achieved utilising optimal features and
a linear support vector machine evaluated on the rhinoceros dataset. The error-bars indicate
the maximum and minimum test-set accuracies achieved for the specific number of features.
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Table 5.3: The performance of linear discriminant analysis, utilising six optimal features,
evaluated on the rhinoceros dataset.
(a) The per-class precision, recall and F1
score.
Pr Re F1 Class FN
0.998 0.994 0.996 Lie 6
0.988 0.997 0.992 Stand 6
0.998 0.992 0.995 Walk 6
(b) The per-class confusion-
matrix. The rows depict true
labels and the columns depict
predicted labels.
Lie Stand Walk
Lie 886 4 1
Stand 2 888 1
Walk 0 7 884
(c) Top 10 selected features.
max(x), kurt(x), var(x), min(y), min(x), pse(y), mean(x), max(y),
en(x), mean(y)
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Figure 5.2: The mean cross-validated test-set accuracies achieved utilising optimal features and
linear discriminant analysis evaluated on the rhinoceros dataset. The error-bars indicate the
maximum and minimum test-set accuracies achieved for the specific number of features.
Table 5.3 shows the cross-validated results of LDA using six optimal features. From the table
we see that LDA is able to discriminate between the three behaviours with high- precision,
recall and F1 score. The confusion-matrix shows very little confusion between classes. A
peak classification accuracy of 99.51 % was achieved using the following 6 features: max(x),
kurt(x), var(x), min(y), min(x) and pse(y). However, Figure 5.2 shows that by using only the
first three features will also result in good model performance.
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Table 5.4: The performance of logistic regression, utilising 10 optimal features, evaluated on
the rhinoceros dataset.
(a) The per-class precision, recall and F1
score.
Pr Re F1 Class FN
0.993 0.997 0.995 Lie 10
0.993 0.994 0.994 Stand 10
0.998 0.993 0.996 Walk 10
(b) The per-class confusion-
matrix. The rows depict true
labels and the columns depict
predicted labels.
Lie Stand Walk
Lie 888 1 2
Stand 5 886 0
Walk 1 5 885
(c) Top 10 selected features.
max(x), mean(x), min(x), kurt(x), asm( ), var(x), std(x), pse(x),
max(y), min(y)
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Figure 5.3: The mean cross-validated test-set accuracies achieved utilising optimal features and
logistic regression evaluated on the rhinoceros dataset. The error-bars indicate the maximum
and minimum test-set accuracies achieved for the specific number of features.
Table 5.4 shows the cross-validated results of LR using 10 optimal features. From the table
we see that a LR classifier is able to distinguish between the three behaviours with high-
precision, recall and F1 score. The confusion-matrix shows very little confusion between
classes. A peak classification accuracy of 99.51 % was achieved using the 10 features listed in
Table 5.4c. Figure 5.3 depicts that by using only the first five features will also result in good
model performance.
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Table 5.5: The performance of a k-nearest neighbour classifier (with 8-nearest neighbours),
utilising seven optimal features, evaluated on the rhinoceros dataset.
(a) The per-class precision, recall and F1
score.
Pr Re F1 Class NF
0.998 0.981 0.989 Lie 7
0.987 0.998 0.992 Stand 7
0.994 1.0 0.997 Walk 7
(b) The per-class confusion-
matrix. The rows depict true
labels and the columns depict
predicted labels.
Lie Stand Walk
Lie 874 12 5
Stand 2 889 0
Walk 0 0 891
(c) Top 10 selected features.
max(x), mean(x), asm( ), var(x), std(x), max(y), min(x), var(y),
mean(y), std(y)
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Figure 5.4: The mean cross-validated test-set accuracies achieved utilising optimal features
for a k-nearest neighbour classifier with 8-nearest neighbours evaluated on the rhinoceros
dataset. The error-bars indicate the maximum and minimum test-set accuracies achieved for
the specific number of features.
Table 5.5 shows the cross-validated results of a k-NN classifier with 8-nearest neighbours using
seven optimal features. From the table we see that the k-NN classifier is able to discriminate
between the three behaviours with high- precision, recall and F1 score. The confusion-matrix
shows very little confusion between classes and in particular, no confusion exists for walking
behaviour. A peak classification accuracy of 99.41 % was achieved using the following 7 fea-
tures: max(x), mean(x), asm( ), var(x), std(x), max(y) and min(x). Figure 5.4 shows that by
using only the first three features will also result in good model performance.
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Table 5.6: The performance of a random forest classifier (with a maximum tree depth of
three), utilising 47 optimal features, evaluated on the rhinoceros dataset.
(a) The per-class precision, recall and F1
score.
Pr Re F1 Class NF
0.949 0.996 0.972 Lie 47
0.997 0.999 0.998 Stand 47
0.998 0.946 0.971 Walk 47
(b) The per-class confusion-
matrix. The rows depict true
labels and the columns depict
predicted labels.
Lie Stand Walk
Lie 887 2 2
Stand 1 890 0
Walk 47 1 843
(c) Top 10 selected features.
max(x), mean(x), asm( ), var(x), std(x), skew(x), kurt(x), en(x),
pse(x), min(y)
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Figure 5.5: The mean cross-validated test-set accuracies achieved utilising optimal features and
a random forest with a maximum tree-depth of three evaluated on the rhinoceros dataset. The
error-bars indicate the maximum and minimum test-set accuracies achieved for the specific
number of features.
Table 5.6 shows the cross-validated results of a RF classifier with a maximum tree-depth of
three using 47 optimal features. From the table we see that the RF classifier is able to discrim-
inate between the three behaviours with high- precision, recall and F1 score. The confusion-
matrix shows very little confusion between classes. A peak classification accuracy of 96.91 %
was achieved using 47 features, of which the first 10 is shown in Table 5.6c. However, from
Figure 5.5 it is clear that similar results can be obtained with two and more features and
specifically by using only the max(x) and mean(x) features.
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Table 5.7: The performance of a decision tree classifier (with a maximum tree depth of two),
utilising 38 optimal features, evaluated on the rhinoceros dataset.
(a) The per-class precision, recall and F1
score.
Pr Re F1 Class NF
0.949 0.996 0.972 Lie 38
0.994 0.998 0.996 Stand 38
0.998 0.945 0.971 Walk 38
(b) The per-class confusion-
matrix. The rows depict true
labels and the columns depict
predicted labels.
Lie Stand Walk
Lie 887 3 1
Stand 1 889 1
Walk 47 2 842
(c) Top 10 selected features.
max(x), mean(x), asm( ), var(x), std(x), skew(x), kurt(x), en(x),
en(x), min(y)
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Figure 5.6: The mean cross-validated test-set accuracies achieved utilising optimal features and
a decision tree with a maximum tree depth of two evaluated on the rhinoceros dataset. The
error-bars indicate the maximum and minimum test-set accuracies achieved for the specific
number of features.
Table 5.7 shows the cross-validated results of a DT classifier with amaximum tree depth of two
using 38 optimal features. From the table we see that the DT classifier is able to discriminate
between the three behaviours with high- precision, recall and F1 score. The confusion-matrix
shows very little confusion between classes, however, there is a 5.27 % confusion between
walking and lying down. A peak classification accuracy of 96.83 % was achieved using 38
features, of which the first 10 is shown in Table 5.7c. Figure 5.6 depicts that similar results
can be obtained with two and more features and specifically by using the max(x) and mean(x)
features.
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Table 5.8: The performance of a naive Bayes classifier, utilising one feature, evaluated on the
rhinoceros dataset.
(a) The per-class precision, recall and F1
score.
Pr Re F1 Class FN
0.901 0.954 0.927 Lie 1
0.963 0.888 0.924 Stand 1
0.980 1.0 0.99 Walk 1
(b) The per-class confusion-
matrix. The rows depict true
labels and the columns depict
predicted labels.
Lie Stand Walk
Lie 850 30 11
Stand 93 791 7
Walk 0 0 891
(c) Top 10 selected features.
max(x), mean(x), min(y), mean(y), var(y), std(y), en(y), var(x),
std(x), max(y)
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Figure 5.7: The mean cross-validated test-set accuracies achieved utilising optimal features
and a naive Bayes classifier evaluated on the rhinoceros dataset. The error-bars indicate the
maximum and minimum test-set accuracies achieved for the specific number of features.
Table 5.8 shows the cross-validated results of a NB classifier using max(x) as the only feature.
From the table we see that the NB classifier is able to discriminate between the three be-
haviours with a reasonable- precision, recall and F1 score. The confusion-matrix shows that
some extent of confusion exists between classes. When the actual class label is lying down
3.37 % of labels are wrongly classified as standing and similarly when predicting standing be-
haviour 10.44 % of samples are classified as lying down. A peak classification accuracy of
92.78 % was achieved using the single feature. Figure 5.7 shows that no other combination of
features achieved good results for this classifier.
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Table 5.9: The performance of quadratic discriminant analysis, utilising one feature, evaluated
on the rhinoceros dataset.
(a) The per-class precision, recall and F1
score.
Pr Re F1 Class NF
0.901 0.954 0.927 Lie 1
0.963 0.888 0.924 Stand 1
0.980 1.0 0.990 Walk 1
(b) The per-class confusion-
matrix. The rows depict true
labels and the columns depict
predicted labels.
Lie Stand Walk
Lie 850 30 11
Stand 93 791 7
Walk 0 0 891
(c) Top 10 selected features.
max(x), asm( ), min(y), corr(x,z), kurt(x), mean(x), skew(y), corr(y,z),
mean(y), en(y)
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Figure 5.8: The mean cross-validated test-set accuracies achieved utilising optimal features and
quadratic discriminant analysis evaluated on the rhinoceros dataset. The error-bars indicate
the maximum and minimum test-set accuracies achieved for the specific number of features.
Table 5.9 shows the cross-validated results of QDA using max(x) as the only feature. From the
table it is clear that the QDA classifier is able to discriminate between the three behaviours
with a reasonable- precision, recall and F1 score. The confusion-matrix shows that some
extent of confusion exists between classes. When the actual class label is lying down 3.37 %
of labels are wrongly classified as standing and similarly when predicting standing behaviour
10.44 % of samples are classified as lying down. A peak classification accuracy of 92.78 %
was achieved using the single feature. Figure 5.8 shows that no other combination of features
achieved good results for this classifier. We note that the results presented in Tables 5.8 and 5.9
are exactly the same. This is no coincidence, in fact, if we consider the mathematical models
of QDA and NB provided in Chapter 3, we see that if only one feature is present, QDA and
NB are exactly the same when assuming the class-conditional distributions are Gaussian.
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5.2 Results for the sheep dataset
A summary of the results obtained for the sheep dataset is provided in Table 5.10. The table
shows the accuracy ACC achieved for each classification model employed C(α) at the optimal
hyper-parameter setting α and the optimal number of features FN .
Table 5.10: Mean cross-validated accuracies achieved at the optimal number of features and op-
timal hyper-parameter setting for each classification technique evaluated on the sheep dataset.
Classifier C(α) FN ACC (%)
LR 34 89.59
LSVM 45 88.23
QDA 48 88.04
k-NN (4) 49 88.01
DT (6) 54 87.83
RF (10) 53 87.38
NB 27 87.33
LDA 28 85.02
From the table it is evident that all the classification techniques achieved good classifica-
tion accuracies. The logistic regression classifier, with 34 selected features, achieved the high-
est classification accuracy of 89.59 %. The other models achieved accuracies between 85.02 %
and 88.23 % with the number of features ranging from 27 to 54. Further details for the best
performing model is provided in Table 5.11. Table 5.11a shows the precision, recall and F1
scores achieved with the LR model for the individual classes. Table 5.11b shows the confu-
sion matrix for the LR model. The confusion matrix demonstrates some degree of confusion
between classes. The main confusion exists between grazing behaviour and lying down. Ta-
ble 5.11c lists the 10 most informative features, starting with the most important feature, the
skewness of the y-axis. Furthermore, Figure 5.9 shows the results obtained from the sequen-
tial feature selection process. From the figure it is clear how the model progressively achieved
higher accuracies as more features are added. From these results we also note that discrimi-
nating between the five behaviours in the sheep dataset is a harder problem than that of the
rhinoceros. Tables 5.12 through 5.18 show detailed results for the remaining classification
models evaluated.
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Table 5.11: The performance of logistic regression, utilising 34 optimal features, evaluated on
the sheep dataset.
(a) The per-class precision, recall and F1
score.
Pr Re F1 Class NF
0.802 0.844 0.822 Lie 34
0.958 0.974 0.966 Stand 34
0.925 0.923 0.924 Walk 34
0.994 0.986 0.990 Run 34
0.793 0.746 0.769 Graze 34
(b) The per-class confusion-matrix. The rows depict
true labels and the columns depict predicted labels.
Lie Stand Walk Run Graze
Lie 842 0 1 0 155
Stand 0 967 22 0 4
Walk 0 36 917 6 34
Run 0 0 13 979 1
Graze 208 6 38 0 741
(c) Top 10 selected features.
skew(y), bin3(x), var(x), min(z), min(y), var(z), var(y), mean(y),
std(y), std(x)
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Figure 5.9: The mean cross-validated test-set accuracies achieved utilising optimal features and
logistic regression evaluated on the sheep dataset. The error-bars indicate the maximum and
minimum test-set accuracies achieved for the specific number of features.
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Table 5.12: The performance of a linear support vector machine, utilising 45 optimal features,
evaluated on the sheep dataset.
(a) The per-class precision, recall and F1
score.
Pr Re F1 Class NF
0.800 0.772 0.786 Lie 45
0.967 0.966 0.966 Stand 45
0.930 0.930 0.930 Walk 45
0.987 0.982 0.984 Run 45
0.748 0.779 0.763 Graze 45
(b) The per-class confusion-matrix. The rows depict
true labels and the columns depict predicted labels.
Lie Stand Walk Run Graze
Lie 770 1 1 0 226
Stand 0 959 28 0 6
Walk 1 28 923 13 28
Run 3 0 14 975 1
Graze 188 4 27 0 774
(c) Top 10 selected features.
bin3(x), skew(y), bin4(z), min(y), var(z), mean(y), min(z), skew(z),
var(y), min(x)
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Figure 5.10: The mean cross-validated test-set accuracies achieved utilising optimal features
and a linear support vector machine evaluated on the sheep dataset. The error-bars indicate
the maximum and minimum test-set accuracies achieved for the specific number of features.
Table 5.12 shows the cross-validated results of a LSVM using 45 optimal features. The table
shows that the LSVM is able to discriminate between the five behaviours with a good preci-
sion, recall and F1 score. The confusion-matrix shows little confusion between classes other
than lying down and grazing. A peak classification accuracy of 88.23 % was achieved using 45
features, of which the first 10 is shown in Table 5.12c. From Figure 5.10 it is clear that only
using the first seven features will also result in good model performance.
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Table 5.13: The performance of quadratic discriminant analysis, utilising 48 optimal features,
evaluated on the sheep dataset.
(a) The per-class precision, recall and F1
score.
Pr Re F1 Class NF
0.871 0.737 0.799 Lie 48
0.964 0.912 0.937 Stand 48
0.869 0.927 0.897 Walk 48
0.974 0.997 0.986 Run 48
0.742 0.829 0.783 Graze 48
(b) The per-class confusion-matrix. The rows depict
true labels and the columns depict predicted labels.
Lie Stand Walk Run Graze
Lie 736 0 0 6 256
Stand 0 906 79 1 7
Walk 0 32 921 17 23
Run 0 0 3 990 0
Graze 109 2 57 2 823
(c) Top 10 selected features.
min(z), corr(x,z), en(x), min(x), min(y), skew(x), skew(y), mean(y),
asm( ), mean(z)
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Figure 5.11: The mean cross-validated test-set accuracies achieved utilising optimal features
and quadratic discriminant analysis evaluated on the sheep dataset. The error-bars indicate
the maximum and minimum test-set accuracies achieved for the specific number of features.
Table 5.13 shows the cross-validated results of QDA using 48 optimal features. From the table
it is clear that QDA is able to discriminate between the five behaviours with a good precision,
recall and F1 score. The confusion-matrix shows little confusion between classes other than
lying down and grazing. A peak classification accuracy of 88.04 % was achieved using 48
features, of which the first 10 is shown in Table 5.13c. Figure 5.11 shows that only using the
first 11 features will also result in good model performance.
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Table 5.14: The performance of a k-nearest neighbour classifier (with 4-nearest neighbours),
utilising 49 optimal features, evaluated on the sheep dataset.
(a) The per-class precision, recall and F1
score.
Pr Re F1 Class NF
0.839 0.763 0.799 Lie 49
0.913 0.962 0.937 Stand 49
0.940 0.876 0.907 Walk 49
0.998 0.981 0.989 Run 49
0.724 0.814 0.767 Graze 49
(b) The per-class confusion-matrix. The rows depict
true labels and the columns depict predicted labels.
Lie Stand Walk Run Graze
Lie 761 1 0 0 236
Stand 1 955 11 0 26
Walk 1 75 870 2 45
Run 0 0 19 974 0
Graze 144 15 26 0 808
(c) Top 10 selected features.
min(y), min(z), var(x), std(x), var(y), en(z), max(z), asm( ),
std(y), var(z)
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Figure 5.12: The mean cross-validated test-set accuracies achieved utilising optimal features
and a k-nearest neighbours classifier (with 4-nearest neighbours) evaluated on the sheep
dataset. The error-bars indicate the maximum and minimum test-set accuracies achieved for
the specific number of features.
Table 5.14 shows the cross-validated results of a k-NN classifier with 4-nearest neighbours
using 49 optimal features. The table shows that the k-NN classifier is able to distinguish be-
tween the five behaviours with a good precision, recall and F1 score. The confusion-matrix
shows little confusion between classes other than lying down and grazing. A peak classifi-
cation accuracy of 88.01 % was achieved using 49 features, of which the first 10 is shown in
Table 5.14c. Figure 5.12 depicts that only using the first 23 features will also result in good
model performance.
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Table 5.15: The performance of a decision tree classifier (with a maximum tree depth of six),
utilising 54 optimal features, evaluated on the sheep dataset.
(a) The per-class precision, recall and F1
score.
Pr Re F1 Class NF
0.884 0.768 0.821 Lie 54
0.949 0.906 0.927 Stand 54
0.872 0.875 0.874 Walk 54
0.978 0.983 0.980 Run 54
0.722 0.844 0.778 Graze 54
(b) The per-class confusion-matrix. The rows depict
true labels and the columns depict predicted labels.
Lie Stand Walk Run Graze
Lie 766 0 0 0 232
Stand 0 898 61 6 28
Walk 2 53 864 14 60
Run 0 0 18 975 0
Graze 101 3 50 0 839
(c) Top 10 selected features.
dist(x,y), asm( ), min(y), var(y), min(x), en(y), skew(y), corr(x,z),
var(x), mean(z)
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Figure 5.13: The mean cross-validated test-set accuracies achieved utilising optimal features
and a decision tree classifier (with amaximum tree depth of six) evaluated on the sheep dataset.
The error-bars indicate the maximum and minimum test-set accuracies achieved for the spe-
cific number of features.
Table 5.15 shows the cross-validated results of a DT classifier with a maximum tree depth of 6
using 54 optimal features. From the table it is clear that the DT classifier is able to distinguish
between the five behaviours with a good precision, recall and F1 score. The confusion-matrix
shows little confusion between classes other than lying down and grazing. A peak classifica-
tion accuracy of 87.83 % was achieved using 54 features, of which the first 10 is shown in
Table 5.15c. Figure 5.13 depicts that only using the first 18 features will also result in good
model performance.
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Table 5.16: The performance of a random forest classifier (with a maximum tree depth of 10),
utilising 53 optimal features, evaluated on the sheep dataset.
(a) The per-class precision, recall and F1
score.
Pr Re F1 Class NF
0.852 0.734 0.789 Lie 53
0.945 0.921 0.933 Stand 53
0.890 0.883 0.887 Walk 53
0.986 0.993 0.989 Run 53
0.709 0.826 0.763 Graze 53
(b) The per-class confusion-matrix. The rows depict
true labels and the columns depict predicted labels.
Lie Stand Walk Run Graze
Lie 733 0 0 0 265
Stand 0 915 59 8 11
Walk 0 49 877 6 61
Run 0 0 7 986 0
Graze 127 4 42 0 820
(c) Top 10 selected features.
min(y), asm( ), en(x), var(y), mean(x), var(x), max(x), max(z),
min(z), mean(z)
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Figure 5.14: The mean cross-validated test-set accuracies achieved utilising optimal features
and a random forest classifier (with a maximum tree depth of 10) evaluated on the sheep
dataset. The error-bars indicate the maximum and minimum test-set accuracies achieved for
the specific number of features.
Table 5.16 shows the cross-validated results of a RF classifier with a maximum tree depth of 10
using 53 optimal features. The table demonstrates that the RF classifier is able to distinguish
between the five behaviours with a good precision, recall and F1 score. The confusion-matrix
shows little confusion between classes other than lying down and grazing. A peak classifica-
tion accuracy of 87.38 % was achieved using 53 features, of which the first 10 is shown in
Table 5.16c. From Figure 5.14 we see that only using the first 43 features will also result in
good model performance.
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Table 5.17: The performance of a naive Bayes classifier, utilising 27 optimal features, evaluated
on the sheep dataset.
(a) The per-class precision, recall and F1 score.
Pr Re F1 Class NF
0.784 0.8170 0.802 Lie 27
0.920 0.937 0.928 Stand 27
0.886 0.880 0.883 Walk 27
0.984 0.998 0.991 Run 27
0.771 0.716 0.743 Graze 27
(b) The per-class confusion-matrix. The rows depict
true labels and the columns depict predicted labels.
Lie Stand Walk Run Graze
Lie 818 2 1 4 173
Stand 0 930 58 0 5
Walk 0 76 874 10 33
Run 0 0 2 991 0
Graze 225 3 52 2 711
(c) Top 10 selected features.
skew(y), min(z), min(y), en(x), max(z), mean(x), asm( ), skew(x),
max(x), std(y)
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Figure 5.15: The mean cross-validated test-set accuracies achieved utilising optimal features
and a naive Bayes classifier evaluated on the sheep dataset. The error-bars indicate the maxi-
mum and minimum test-set accuracies achieved for the specific number of features.
Table 5.17 shows the cross-validated results of a NB classifier using 27 optimal features. The
table shows that the NB classifier is able to distinguish between the five behaviours with a
good precision, recall and F1 score. The confusion-matrix shows little confusion between
classes other than lying down and grazing. A peak classification accuracy of 87.33 % was
achieved using 27 features, of which the first 10 is shown in Table 5.17c. Figure 5.15 shows
that only using the first 24 features will also result in good model performance.
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Table 5.18: The performance of linear discriminant analysis, utilising 28 optimal features,
evaluated on the sheep dataset.
(a) The per-class precision, recall and F1
score.
Pr Re F1 Class NF
0.748 0.973 0.846 Lie 28
0.869 0.898 0.883 Stand 28
0.867 0.779 0.821 Walk 28
0.997 0.987 0.992 Run 28
0.779 0.603 0.680 Graze 28
(b) The per-class confusion-matrix. The rows depict
true labels and the columns depict predicted labels.
Lie Stand Walk Run Graze
Lie 971 2 0 0 25
Stand 18 892 28 0 55
Walk 3 124 774 3 89
Run 0 0 12 980 1
Graze 306 9 79 0 599
(c) Top 10 selected features.
min(z), en(z), skew(y), skew(z), kurt(z), bin3(x), kurt(x), bin6(x),
var(z), min(x)
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Figure 5.16: The mean cross-validated test-set accuracies achieved utilising optimal features
and linear discriminant analysis evaluated on the sheep dataset. The error-bars indicate the
maximum and minimum test-set accuracies achieved for the specific number of features.
Table 5.18 shows the cross-validated results of LDA using 28 optimal features. From the table
we see that LDA is able to discriminate between the five behaviours with amoderate precision,
recall and F1 score. The confusion-matrix exhibits some extent of confusion between the
previously noted classes, lying down and grazing, and also between walking and standing. A
peak classification accuracy of 85.02 % was achieved using 28 features, of which the first 10 is
shown in Table 5.18c.
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5.3 Conclusion
This chapter presented the mean cross-validated results for the different oﬄine automatic be-
haviour classification techniques considered for both the sheep and rhinoceros datasets. For
the rhinoceros dataset a linear support vector machine with 11 selected features, achieved the
highest classification accuracy of 99.61 %. For the sheep dataset a logistic regression classifier,
with 34 selected features, achieved the highest classification accuracy of 89.59 %. Further-
more, the precision, recall and F1-scores were provided for these top-preforming models and
also for the other models considered. For each classification model, the top 10 selected fea-
tures were presented and the sequential addition of features affecting the model performance
demonstrated. The top performing models for both the sheep and rhinoceros datasets will
subsequently be used in the next chapter to achieve real-time embedded behaviour classifica-
tion.
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Chapter 6
Real-time embedded behaviour
classification
This chapter explains how real-time automatic behaviour classification is achieved by imple-
menting the optimal classification models, for both sheep and rhinoceros, on the tags itself.
This allows real-time behavioural updates to be calculated and transmitted to a receiver sta-
tion where it is available for further analysis. This chapter is based on our earlier work as
presented in [2].
6.1 Procedure overview
In short, real-time embedded behaviour classification is achieved by implementing a trained
statistical classifier on the biotelemetry tag itself to enable immediate feature calculation and
prediction of different behaviours. This is in contrast with the classical approach where the
data is first collected or transmitted and later processed at a remote station. For this purpose,
the tag periodically fills a data buffer with tri-axial accelerometer measurements sampled at
a fixed frequency. This buffer of measurements is subsequently used for feature extraction,
where a number of different informative metrics are calculated. The extracted features are
then used as the input to a trained statistical classifier which discriminates between a number
of behavioural classes. The resulting predicted behaviour is subsequently transmitted to a
receiver station. The GPS coordinates are also acquired and transmitted at a slower interval.
This provides real-time insights on what the animals are doing and also where they show
particular behavioural patterns.
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6.2 Embedded rhinoceros behaviour classification model
For the rhinoceros dataset the best classification model is a linear support vector machine
with 11 features. From Chapter 5 we saw that this model achieves a classification accuracy
of 99.61 % among three behavioural classes. The 11 features extracted from each frame of
raw measurements are max(x), mean(x), asm( ), min(x), kurt(x), var(x), std(x), en(x), pse(x),
max(y) andmin(y). The embedded implementation requires data sampling, feature extraction
and the subsequent classification. Classification is achieved by evaluating the implemented de-
cision boundary of the LSVMmodel. A linear support vectormachine assigns a d-dimensional
input feature vector x = {x1, ..., xd} to one of k classes ω1, ω2, ..., ωk using a linear decision
boundary as shown in Chapter 3. Classification is achieved by means of a linear machine
which divides the feature space into k decision regions R1,R2, ...,Rk using k linear discrim-
inant functions gi(x) as shown in Equation 6.1. The vectors vi and the intercept terms vi0
indicate the decision boundaries between the k classes and the maximum discriminant indi-
cates the region within which x falls. Accordingly, we assign x to ωi when gi(x) > gj(x) for
all i 6= j.
gi(x) = v
T
i x + vi0 i = 1, ..., k (6.1)
For the presented model we have a feature vector with dimension d = 11 and since the
model is discriminating between three classes, k = 3. The decision boundaries are learned
during training which produce the weight values of vi and vi0. We can combine the latter into
a weight matrix V and intercept vector v0 and conveniently write Equation 6.1 as,
g(x) = xVT + v0. (6.2)
In Equation 6.2, the dimensions of x and VT is 1 × 11 and 11 × 3, respectively. Their
product results in a 1 × 3 dimensional vector. And similarly a 1 × 3 dimensional vector is
produced after adding the bias terms. The index of the maximum discriminant in the result-
ing vector corresponds to the class label. Algorithm 2 provides the details of our firmware
implementation of the classifier. In the algorithm v represents an array (or row vector) of the
elements of VT where each vector vTi is followed by the other such that v = [vT1 vT2 vT3 ] and
similarly the intercept terms are combined to provide v0 = [v10 v20 v30].
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Algorithm 2: Support vector machine embedded classification implementation.
1: procedure Support Vector Machine Classification(x)
2: v← [1× 33] # floating point weight values expressed as a vector
3: v0 ← [1× 3] # floating point bias values
4: g← {0, 0, 0}
5: l← 0
6: for i← 0; i < 3 do
7: for j ← 0; j < 11 do
8: g[i]← g[i] + x[j] · v[l++]
9: end for
10: g[i]← g[i] + v0[i]
11: end for
12: max← g[0]
13: for i← 0; i < 3 do
14: if g[i] ≥ max then
15: max← g[i]
16: class← i
17: end if
18: end for
19: return class
20: end procedure
6.3 Embedded sheep behaviour classification model
For the sheep dataset the best classification model is a logistic regression classifier, with 34
features. From Chapter 5 we saw that this model achieves a classification accuracy of 89.59 %.
The 34 features extracted from each frame of raw measurements are skew(y), bin3(x), var(x),
min(z), min(y), var(z), var(y), mean(y), std(y), std(x), max(z), mean(z), asm( ), bin5(x),
bin7(x), dist(y,z), min(x), dist(x,y), bin9(x), max(y), mean(x), bin8(x), bin4(z), kurt(y), std(z),
skew(z), max(x), bin4(x), corr(x,z), bin6(x), bin5(y), dist(x,z), kurt(x) and pse(z). The em-
bedded implementation similarly requires data sampling, feature extraction and the subse-
quent classification. The classification is achieved by evaluating the implemented decision
boundary of the logistic regression model. Logistic regression combines the input values
linearly whereafter a sigmoid function is applied to produce a binary output as shown in
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 6. REAL-TIME EMBEDDED BEHAVIOUR CLASSIFICATION 64
Chapter 3. Logistic regression utilises k discriminant functions as shown in Equation 6.3.
Once again, the maximum discriminant indicates the region,R1,R2, ...,Rk, within which x
falls and we assign x to ωi when gi(x) > gj(x) for all i 6= j.
gi(x) =
ev
T
i x+vi0
1 + ev
T
i x+vi0
i = 1, ..., k (6.3)
For the presented model we have a feature vector with dimension d = 34 and since the
model is discriminating between five classes k = 5. The decision boundaries are learned dur-
ing training which produce the weight values of vi and vi0. The weight vectors and intercept
terms can be combined and expressed as VT and v0. The dimensions of x and VT is 1 × 34
and 34× 5, respectively. Their product results in a 1× 5 dimensional vector. And similarly,
a 1× 5 dimensional vector is produced after adding the bias terms. After applying a sigmoid
function the index of the maximum discriminant in the resulting vector corresponds to the
class label. Algorithm 3 provides the details of our firmware implementation of the classifier.
In the algorithm v represents an array (or row vector) of the elements of VT where each vec-
tor vTi is followed by the other such that v = [vT1 vT2 vT3 vT4 vT5 ] and similarly the intercept
terms are combined to provide v0 = [v10 v20 v30 v40 v50].
Algorithm 3: Logistic regression embedded classification implementation.
1: procedure Logistic Regression Classification(x)
2: v← [1× 170] # floating point weight values expressed as a vector
3: v0 ← [1× 5] # floating point bias values
4: g← {0, 0, 0, 0, 0}
5: l← 0
6: for i← 0; i < 5 do
7: for j ← 0; j < 34 do
8: g[i]← g[i] + x[j] · v[l++]
9: end for
10: g[i]← sigmoid(g[i] + v0[i])
11: end for
12: max← g[0]
13: for i← 0; i < 5 do
14: if g[i] ≥ max then
15: max← g[i]
16: class← i
17: end if
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18: end for
19: return class
20: end procedure
6.4 Firmware flow diagram
The details of the embedded firmware implementation is shown in Figure 6.1. The figure
shows a flow diagram of the firmware routine implemented on the biotelemetry tags. From
the flow diagram we see that the routine begins by initialising the system and setting all vari-
ables to appropriate values. Next, two timers are started. The first corresponds to the desired
accelerometer sampling frequency of 20 Hz for both sheep and rhinoceros. The second corre-
sponds to the desired GPS sampling interval. The routine then enters the main loop, in which
it waits for the read-accelerometer timer to trigger an interrupt. The corresponding interrupt
service routine samples the accelerometer and stores the raw x, y, and z acceleration values
in a data buffer. This process is repeated until 128 samples have been obtained. Feature ex-
traction is subsequently performed on the frame stored in the data buffer. The feature vector
is subsequently passed to the onboard classifier which performs classification as explained in
Algorithms 2 and 3 for rhinoceros and sheep datasets, respectively. The classification result is
subsequently transmitted and optionally also stored onboard. At this stage, if the GPS timer
was triggered, the GPS location can be obtained, transmitted and stored. The loop completes
by clearing the data buffer. An additional delay can be introduced at this point during which
the system enters a low-power state for a set duration. This is useful when behavioural updates
are required less frequently. However, the system was configured for continuous behavioural
updates, hence no delay was introduced. With this software implementation behavioural up-
dates are available approximately every 6.5 s for sheep and rhinoceros, since the sampling is
done at constant interval of 20 Hz and 128 samples are stored in the data buffer before classi-
fication and transmission.
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Figure 6.1: Software flow diagram of the real-time embedded behaviour classification system.
Accelerometer sampling is controlled by a timer to ensure a constant sampling frequency of
20 Hz for both sheep and rhinoceros. The GPS acquisition interval is determined by a second
timer.
6.5 Real-time behavioural updates
The embedded behaviour classification provides real-time behavioural updates andwhen com-
binedwith other information such asGPS locations it provides enhanced levels of information
previously not achievable in real-time with conventional techniques. For example, when the
real-time embedded behaviour classification system was deployed on rhinoceros, behavioural
updates and GPS locations were transmitted to a the receiver station approximately every
3 min for a 24 h period [90]. Figure 6.2 shows the collected information. For security pur-
poses the GPS coordinates and terrain data are not provided in the figure. We see that both the
behaviour and location of the rhinoceros are available in real-time. The figure depicts where
the rhinoceros was lying down (blue), where it stood (red) and where it walked (black). The
analysis of the spatial and temporal relationship of animal behaviour holds great potential in
fields such as behavioural ecology, nature conservation and precision farming.
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Figure 6.2: Rhinoceros behaviour and movement collected in real-time. Since the behaviour
is classified on the biotelemetry tag it can be combined with GPS location to produce infor-
mation on what, where and when the animal is exhibiting specific behaviours. This figure
shows where the rhinoceros was lying down (blue), where it stood (red) and where it walked
(black).
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6.6 Conclusion
This chapter explained the embedded firmware implementation of the real-time behaviour
classification system. Detailed algorithms were provided for a linear support vector machine
model implemented for rhinoceros behaviour classification. In the case of sheep a logistic
regression model was implemented for the behaviour classification. A firmware flow diagram
details the specific implementations. The implemented models were optimised for classifica-
tion accuracy as shown in Chapter 5, however, the energy cost of feature extraction and classi-
fication did not form part of the optimisation. The next chapter shows how the classification
models can be optimised both in terms of classification accuracy and energy consumption.
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Chapter 7
Energy-aware feature and model
optimisation
This chapter presents an energy-aware feature- and model selection technique for low-power
embedded behaviour classification systems. A greedy sequential feature selection algorithm
was utilised to minimise a cost function. This function incorporates a linear weighting of the
energy expense of adding specific features and the change in classification error afforded by
the added features. In addition, the energy expense of different classification algorithms was
considered in selecting the optimal models.
7.1 Hardware
For this specific optimisation problem a measurement board was designed to enable the ac-
curate measurement of the power consumed while calculating individual features and per-
forming classification. The measurement board only includes a MSP430FR5739 low-power
mixed signal microcontroller, a 24 MHz crystal oscillator and some passive components. The
hardware layout is shown in Figure 7.1. The measurement board is based on the same micro-
controller utilised in the biotelemetry tags as described in Chapter 4.1. However, this min-
imalistic design eliminates all energy consumption not related to the feature extraction and
classification steps. All power measurements were carried out using a benchtop Textronic
Digital Multimeter DMM 4020. First, the selection of the supply voltage and clock frequency
that will result in the lowest energy consumption is described. Followed by the presentation
of the optimisation technique.
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Figure 7.1: The MSP430FR5739 microcontroller board used for energy consumption mea-
surements.
The power requirements of a CMOS processor are given by the following equation [91].
P = CeV
2
ccf + ILVcc (7.1)
In Equation 7.1, Ce is the effective switching capacitance, which can be considered con-
stant. Vcc is the MCU supply voltage, f is the clock frequency and IL denotes the leakage
current. From the equation we see that reducing Vcc to the minimum allowable voltage while
keeping f constant significantly reduces P . Vcc is therefore selected to be 2 V, which is the
minimum operational voltage of the MSP430FR5739. At any particular supply voltage the
power consumption increases with the clock frequency, but instructions are also executed
more quickly. The energy consumed to complete a specific task is therefore considered. Since
E = P
f
, from Equation 7.1 we obtain,
E = CeV
2
cc +
ILVcc
f
. (7.2)
The power consumption of the MSP430FR5739 was measured at different clock frequen-
cies while keeping Vcc at 2 V. Figure 7.2 shows the observed energy consumption of the
MSP430FR5739 per clock cycle for different values of f , determined by dividing the mea-
sured power consumption by the clock frequency. For example, with f = 20 MHz the power
consumption P is 2.35 mW and the clock period 1
f
= 50 ns, resulting in the consumption of
0.118 nJ per clock cycle. Figure 7.2 exhibits the inverse proportionality predicted by Equa-
tion 7.2, and it is clear that selecting the highest clock frequency will result in the lowest
energy consumption for a given task. Note that selecting the highest clock frequency does
not always result in the lowest energy consumption since on some MCU architectures not
all clock frequencies are available at the lowest supply voltage. In such a case, the reader is
referred to the work of Dudacek et al. which suggests selecting the highest available clock fre-
quency associated with the lowest operating voltage [91]. All measurements in the remainder
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of this chapter were considered at Vcc = 2 V and f = 23.722 MHz.
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Figure 7.2: The energy consumed during each clock cycle of the MSP430FR5739 for various
clock frequencies with Vcc set to 2 V.
7.2 Optimisation method
The aim is to explicitly and systematically balance the classification accuracy and energy con-
sumption of different feature extraction- and classification techniques. The desired result is the
optimal classification model and associated feature set for the rhinoceros and sheep datasets.
In the following, the steps followed to achieve this goal are described. First we measure the
energy expense of calculating each feature listed in Table 4.2 individually on the physical hard-
ware. Subsequently, for each classification technique, a greedy sequential forward selection
procedure, as described in Chapter 4.7, is employed to consider many different combinations
of features while minimising a cost function given by Equation 7.3.
J(λ,Ef , Err) = λEf + (1− λ)Err (7.3)
Here, Ef is the energy expense of calculating a specific set of features, Err is the clas-
sification error achieved with that set of features and λ is a constant weight balancing the
contributions of Ef and Err to the cost J . The cost function minimisation is performed for
each classification technique and hyper-parameter combination listed in Chapter 3 and for
all considered values of λ ∈ {0.0, 0.2, 0.5, 0.8, 1.0}. In each case, the feature combination
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that result in the lowest cost J for each considered value of λ is recorded. A single baseline
is selected by identifying the model with the lowest classification error for λ = 0.0. This
baseline represents the best classification model that can be achieved using the conventional
SFS approach. A shortlist is subsequently compiled by selecting those models with the lowest
energy expense Ef for each classification technique whose classification error falls within a
predefined margin of the baseline. Finally, the energy expense of classification, Ec, is mea-
sured for all models on the shortlist. The model with the lowest total energy expenditure,
given by Equation 7.4, is selected as the final result.
Et = Ef + Ec (7.4)
7.3 Step 1: Per-feature energy measurement
Each of the features listed in Table 4.2 was individually programmed onto theMSP430FR5739
using the C programming language. For each feature, the computation time, the number
of clock cycles and the current consumption were measured and the energy consumption
calculated. Table 7.1 shows these measured values. This table is used in the subsequent op-
timisation step to calculate the energy expense of extracting different combinations of fea-
tures Ef . For example, extracting the max(x), max(z), var(y) and en(x) would result in
Ef = 0.606 + 0.606 + 66.274 + 105.175 = 172.661 µJ.
Although other metrics could be used to quantify the computational complexity of each
feature, such as the number of clock cycles required during computation, the measured en-
ergy consumption will be used since it is independent of hardware specific characteristics. A
more theoretical approach based on computational complexity of each feature expressed as
the number of operations required for its calculation, would be affected by how differences
in MCU architectures and their inherent executional routines. Direct energy measurements
were found to be both quicker and guaranteed to reflect true energy expenditure.
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Table 7.1: The energy consumed during the calculation of individual features on the
MSP430FR5739 with Vcc = 2 V and f = 23.722 MHz.
Feature Time Clock Current Ef
(ms) Cycles (mA) (µJ)
Max 0.142 3377 2.129 0.606
Min 0.147 3496 2.068 0.609
Mean 1.322 31368 2.143 5.666
Mean distance between axes 1.960 46501 2.077 8.141
Standard deviation 8.254 195792 2.005 33.093
Variance 16.518 391844 2.006 66.274
Skewness 19.365 459381 1.938 75.063
Kurtosis 20.927 496435 1.840 77.011
Energy in 1 Hz bins 28.118 667021 1.793 100.818
Energy in the whole signal 29.170 691977 1.803 105.175
Pairwise correlation between axes 26.086 618818 2.082 108.617
Average signal magnitude 34.989 830016 2.094 146.534
Spectral entropy 58.287 1382696 1.958 228.287
7.4 Step 2: Optimisation algorithm
The optimisation algorithm is presented in Algorithm 4. The algorithm is similar to the one
presented in Algorithm 1, however, to achieve energy-aware feature selection, a cost function
is employed which weighs the energy expense of adding a feature against the change in error
afforded by the additional feature, as given by Equation 7.3. Model optimisation and evalua-
tion is done within a grouped, nested and repeated cross-validation framework, as explained
in Chapter 4.7.1.
Algorithm 4: Optimisation Algorithm within a Grouped, Nested and Repeated Cross-
Validation Procedure
1: procedure Optimisation Algorithm(D, C(α))
2: Divide the datasetD into K-folds: T = {T1,T2, ...,TK}
3: Err ← ∅ # place-holder for test-set classification error
4: for λ in {0.0, 0.2, 0.5, 0.8, 1.0} do # the set of λ to be considered
5: for Ti in T do
6: DefineOtrain asD without the fold Ti
7: DefineOtest as the fold Ti
8: Fstore ← ∅ # place-holder for selected feature vectors
9: for Nin ← 1 to 10 do
10: DivideOtrain randomly into (K-1)-folds: V = {V1,V2, ...,VK−1}
11: forVj in V do
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12: Define Itrain asOtrain without the foldVj
13: Define Ival as the foldVj
14: # Sequential feature selection starts here
15: fsel ← ∅ # place-holder for features selected for iterationVj
16: feval ← fall = {f1, f2, ..., fd} # all available features
17: for n← 1 to d do
18: Jmin ← 1000 # some large value
19: for feval in feval do # consider each feature in turn
20: Define I′train as Itrain selecting only the features, fsel + feval
21: Define I′val as Ival selecting only the features, fsel + feval
22: Build a statistical modelm′ = m(I′train, C(α))
23: Applym′ to I′val and determine the classification error Err
24: Calculate Ef , from Table 7.1, for the selected features, fsel + feval
25: Evaluate the cost function J = λEf + (1− λ)Err
26: if J < Jmin then
27: Jmin ← J
28: fbest ← feval
29: end if
30: end for
31: Append fbest to fsel
32: Remove fbest from feval
33: end for
34: Append fsel to Fstore # store optimal set of features for iterationVj
35: # Sequential feature selection ends here
36: end for
37: end for
38: # This results in (Nin) ∗ (K − 1) stored sets of features in
the matrix Fstore. # Hence Fstore has the dimension
((Nin) ∗ (K − 1))× d
39: Merge Fstore to produce a single optimal set of features fi = {fˆ1, fˆ2, ..., fˆd} for fold Ti
40: ftest ← ∅
41: erri ← ∅
42: # Determine classification error for fold Ti
43: for fi in fi do
44: Append fi to ftest
45: DefineO′train asOtrain with only the features ftest selected
46: DefineO′test as the setOtest with only the features ftest selected
47: Build a statistical modelm′ = m(O′train, C(α))
48: Applym′ toO′test and append the error to erri
49: end for
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50: Append erri to Err # store the test-set results of fold Ti
51: end for
52: Average the values in Err to produce the overall average cross-validated error err
53: # err represents the average cross-validated classification er-
ror achieved using different number of features.
54: FN ← argmini(e(i)rr ) # i = 1, 2, ..., d
55: err = e
(FN )
rr
56: # err is the lowest cross-validated classification error
achieved with the optimal number of features FN .
57: end for
58: end procedure
Optimisation is performed as follows. For each dataset DS and DR the algorithm is
executed for all the classification models C(α) and for each value of λ. The sheep dataset
is split into 15 outer-folds, since data were collected from 15 individual sheep, resulting in
T = {T1,T2, ...,TK=15}. Similarly, the rhinoceros data is split into three outer-folds with
T = {T1,T2,TK=3}. Lines 14 to 35 describe the SFS process and shows how the cost func-
tion J is used to sort the features into an order of diminishing utility. Line 22 shows how
a statistical model is trained using Itrain which consists of a subset of the full set of features.
This trained modelm′ is subsequently used to calculate performance on the validation-set Ival
using the same subset of features, as shown in line 23. The cost function J is used to order the
features with the aim of maximising the model performance at every step, as shown in lines
25 to 28. Subsequently, a feature vector fsel is produced for each inner fold Vj and for every
inner-loop iterationNin. These feature vectors are merged, using the average rank of each fea-
ture, to produce a single feature vector fi for fold Ti, as shown in line 39. The test-set error is
subsequently determined by evaluating the trained model on the held-out data partitionOtest,
as shown in lines 42 to 50. As a final step, the mean cross-validated error err is calculated by
averaging over all the individual results obtained from each test-set partition. We report the
average rank of the top performing features, the optimal number of selected features FN and
the lowest cross-validated error err achieved with the optimal number of features FN for each
dataset and classification model evaluated.
To illustrate the optimisation process and the trade-off between classification error and
energy consumption let us consider a logistic regression classifier applied to the sheep dataset,
as an example. Figure 7.3 shows the dependence of the cost function given in Equation 7.3
on the value of λ when features are added sequentially using SFS. The greedy nature of SFS
adds features in a way that minimises the cost of each additional feature. Initially, the cost is
high due to the high error associated with a small number of features. The cost decreases to
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a minimum (indicated with a dot on the graph) as more features are added and subsequently
increases again as a result of the higher energy consumption. Different values of λ lead to a
different compromise between accuracy and energy expenditure and also in general lead to
different selections of features. The effect of λ is further illustrated in Figure 7.4, in which Ef
and Err are plotted separately for the minimum cost J in Figure 7.3. Low values of λ lead to
classifiers with low classification error but high energy consumption, whereas high values of
λ lead to classifiers with low energy consumption but poor classification performance. Fig-
ure 7.3 also shows that for a specific classifier we obtain an optimal point for each value of λ.
The results obtained at these optimal points of J are reported for each classification technique
and each value of λ.
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Figure 7.3: The cost function values achieved using a logistic regression classifier applied to
the sheep dataset for different number of features and each value of λ.
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 7. ENERGY-AWARE FEATURE AND MODEL OPTIMISATION 77
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.5
1
1.5
2
λ
E
f
(m
J
)
10
20
30
40
50
60
E
r
r
(%
)
Ef
Err
Figure 7.4: The relationship between Ef , Err and λ for a logistic regression classifier trained
on the sheep dataset.
The results obtained for the rhinoceros and sheep datasets are shown in Tables 7.2 and 7.3,
respectively. The tables list the different classification models and associated model hyper-
parameters (in parentheses), the optimal-number of selected features FN , the lowest cross-
validated error err achieved at the optimal number of features and the energy consumed Ef
when calculating these features.
7.5 Step 3: Energy-aware classifier selection
The procedure described in Chapter 7.4 results in a set of features that is optimal in terms of
Equation 7.3 for a each classification technique, hyper-parameter combination and value of λ.
However, this only considers the energy expense of feature extraction and does not include
the energy expense of the classification algorithm employed. To take the energy expense of
the classification algorithm into account, we proceed as follows. First, using the results ob-
tained for λ = 0.0, the classification technique that achieves the lowest overall classification
error is identified and highlighted (in dark grey) in Tables 7.2 and 7.3. This represents the
minimum error that can be achieved by classical SFS with J = Err, when the energy cost
of computing features is not considered. Next, an acceptable margin of deviation from this
baseline is specified. A shortlist is then compiled for further consideration by selecting mod-
els that achieve classification accuracies within this margin while also achieving the lowest
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Table 7.2: Energy-aware feature selection results for the rhinoceros dataset. The rows depict
the result of optimising J by SFS for each considered classifier and hyper-parameter combina-
tion, as identified in the first column. The remaining columns indicate the number of features
at this optimum, the classification error achieved using the selected features and the energy
cost of computing the features for the considered values of λ.
Classifier λ = 0.0 λ = 0.0 λ = 0.0 λ = 0.2 λ = 0.2 λ = 0.2 λ = 0.5 λ = 0.5 λ = 0.5 λ = 0.8 λ = 0.8 λ = 0.8 λ = 1.0 λ = 1.0 λ = 1.0
C(α) FN err (%) Ef (uJ) FN err (%) Ef (uJ) FN err (%) Ef (uJ) FN err (%) Ef (uJ) FN err (%) Ef (uJ)
LSVM 11 0.39 664.47 7 0.53 9.31 7 0.53 9.31 7 0.53 9.31 1 5.52 0.61
LDA 6 0.49 373.40 8 1.03 14.98 5 0.93 8.10 7 0.99 9.31 1 7.08 0.61
QDA 1 7.22 0.61 1 7.22 0.61 1 7.22 0.61 2 6.10 1.22 1 7.22 0.61
DT (1) 2 35.29 152.20 7 38.12 9.31 7 38.12 9.31 1 38.51 0.61 1 38.51 0.61
DT (2) 38 3.17 2675.44 6 3.20 8.70 5 3.20 8.09 3 0.83 1.82 1 5.66 0.61
DT (3) 2 3.20 6.27 2 3.20 6.27 2 3.20 6.27 4 0.35 2.43 1 5.60 0.61
DT (4) 2 3.20 6.27 2 3.20 6.27 2 3.20 6.27 4 0.35 2.43 1 5.53 0.61
DT (5) 2 3.20 6.27 2 3.20 6.27 2 3.20 6.27 4 2.13 2.43 1 5.70 0.61
DT (6) 2 3.20 6.27 2 3.20 6.27 2 3.20 6.27 4 2.13 2.43 1 8.51 0.61
DT (7) 2 3.20 6.27 2 3.20 6.27 2 3.20 6.27 4 2.13 2.43 1 6.74 0.61
DT (8) 2 3.20 6.27 2 3.20 6.27 2 3.20 6.27 4 2.13 2.43 1 6.91 0.61
DT (9) 2 3.20 6.27 2 3.20 6.27 2 3.20 6.27 4 2.13 2.43 1 6.98 0.61
DT (10) 2 3.20 6.27 2 3.20 6.27 2 3.20 6.27 4 2.13 2.43 1 7.02 0.61
DT (∞) 2 3.20 6.27 2 3.20 6.27 2 3.20 6.27 4 2.13 2.43 1 6.93 0.61
k-NN (1) 2 2.07 1.22 3 0.34 1.82 3 0.34 1.82 3 0.34 1.82 1 6.93 0.61
k-NN (2) 14 1.07 728.65 3 0.67 1.82 3 0.67 1.82 3 0.67 1.82 1 7.98 0.61
k-NN (3) 2 2.08 6.27 3 0.49 1.82 3 0.49 1.82 3 0.49 1.82 1 6.01 0.61
k-NN (4) 7 1.24 253.39 5 0.94 8.09 5 0.94 8.09 4 1.92 2.43 1 7.85 0.61
k-NN (5) 7 1.28 253.39 4 0.41 7.49 4 0.41 7.49 4 1.80 2.43 1 6.39 0.61
k-NN (6) 7 0.67 253.39 5 0.58 8.09 5 0.58 8.09 4 1.28 2.43 1 7.82 0.61
k-NN (7) 7 0.75 253.39 5 0.64 8.09 5 0.64 8.09 4 1.31 2.43 1 6.91 0.61
k-NN (8) 7 0.59 253.39 5 0.56 8.09 5 0.56 8.09 4 0.88 2.43 1 7.39 0.61
k-NN (9) 5 1.85 252.17 5 0.61 8.09 5 0.61 8.09 4 0.88 2.43 1 7.00 0.61
k-NN (10) 9 0.91 325.33 5 0.58 8.09 5 0.58 8.09 4 0.86 2.43 1 7.45 0.61
RF (1) 33 13.92 2373.83 9 4.48 38.19 9 4.48 38.19 8 4.48 30.05 1 28.70 0.61
RF (2) 6 3.17 371.15 5 3.12 8.09 5 3.12 8.09 2 0.67 1.22 1 5.66 0.61
RF (3) 47 3.09 3582.08 5 3.12 8.09 5 3.12 8.09 4 0.34 2.43 1 5.78 0.61
RF (4) 40 3.12 2877.07 5 3.12 8.09 5 3.12 8.09 4 0.34 2.43 1 5.90 0.61
RF (5) 30 3.15 2139.12 5 3.12 8.09 5 3.12 8.09 4 0.38 2.43 1 5.74 0.61
RF (6) 30 3.15 2139.12 5 3.12 8.09 5 3.12 8.09 4 0.50 2.43 1 6.10 0.61
RF (7) 30 3.15 2139.12 5 3.12 8.09 5 3.12 8.09 4 0.50 2.43 1 6.30 0.61
RF (8) 30 3.15 2139.12 5 3.12 8.09 5 3.12 8.09 4 0.50 2.43 1 6.25 0.61
RF (9) 30 3.15 2139.12 5 3.12 8.09 5 3.12 8.09 4 0.50 2.43 1 6.36 0.61
RF (10) 30 3.15 2139.12 5 3.12 8.09 5 3.12 8.09 4 0.50 2.43 1 6.39 0.61
RF (∞) 30 3.15 2139.12 5 3.12 8.09 5 3.12 8.09 4 0.50 2.43 1 6.37 0.61
LR 10 0.49 559.30 5 0.45 8.09 5 0.45 8.09 5 1.11 3.04 1 5.53 0.61
NB 1 7.22 0.61 1 7.22 0.61 1 7.22 0.61 1 7.22 0.61 1 7.22 0.61
energy expense of feature computation Ef . The selected classifiers and their feature sets are
then individually implemented on the microcontroller and the energy consumption of each
measured. The measured classification energy expenditure Ec is then added to Ef to deter-
mine the total energy, Et = Ef + Ec, of a single classification decision for each classification
technique. The model with the lowest total energy consumption Et is the final result.
The reader might wonder why this grid-search step, of compiling a shortlist, is performed
manually and why it is not included in the optimisation algorithm. This is because it is not
known before-hand which feature will be selected as optimal for each classification technique.
The energy consumption associated with that specific classification technique and feature set
is therefore also unknown. To find these values would require energy measurements for each
combination of features, for each classification technique and hyper-parameter combination.
This will result in a multitude of measurements which is time consuming and not feasible
when a large number of features and classifiers are considered. However, by compiling and
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Table 7.3: Energy-aware feature selection results for the sheep dataset. The rows depict the
result of optimising J by SFS for each considered classifier and hyper-parameter combination,
as identified in the first column. The remaining columns indicate the number of features at
this optimum, the classification error achieved using the selected features and the energy cost
of computing the features for the considered values of λ.
Classifier λ = 0.0 λ = 0.0 λ = 0.0 λ = 0.2 λ = 0.2 λ = 0.2 λ = 0.5 λ = 0.5 λ = 0.5 λ = 0.8 λ = 0.8 λ = 0.8 λ = 1.0 λ = 1.0 λ = 1.0
C(α) FN err (%) Ef (uJ) FN err (%) Ef (uJ) FN err (%) Ef (uJ) FN err (%) Ef (uJ) FN err (%) Ef (uJ)
LDA 28 14.98 2288.20 7 16.96 457.25 7 22.47 83.77 5 27.02 8.10 1 67.09 0.61
QDA 48 11.96 3773.72 14 12.73 420.83 10 15.03 28.79 8 15.27 14.98 1 68.44 0.61
DT (1) 7 65.07 339.19 4 63.16 12.55 4 63.16 12.55 3 65.50 1.82 1 66.45 0.61
DT (2) 19 41.90 1554.49 8 41.27 30.05 8 41.27 30.05 2 42.58 1.22 1 65.29 0.61
DT (3) 24 20.05 1929.32 14 23.65 318.30 9 25.13 35.71 5 25.13 8.10 1 69.44 0.61
DT (4) 18 13.94 3582.08 16 19.14 63.14 9 20.5 25.6 5 19.28 10.57 1 68.46 0.61
DT (5) 47 13.39 1549.76 9 19.12 103.11 9 18.23 36.93 5 17.11 14.98 1 68.22 0.61
DT (6) 54 12.17 4183.44 14 17.49 143.74 5 17.10 10.58 5 17.46 10.57 1 67.16 0.61
DT (7) 61 12.74 5015.92 15 17.03 144.35 8 18.04 22.51 5 16.77 10.57 1 68.16 0.61
DT (8) 47 12.99 3478.42 28 12.03 1258.60 11 17.79 44.46 6 17.99 11.18 1 66.31 0.61
DT (9) 64 12.94 5294.57 13 18.85 135.60 10 18.56 36.32 4 19.25 2.43 1 66.67 0.61
DT (10) 59 14.17 4686.81 24 16.26 905.60 4 20.05 2.43 6 21.21 3.65 1 67.44 0.61
DT (∞) 64 19.35 5294.57 17 20.07 311.44 5 23.40 8.10 5 23.53 8.10 1 68.44 0.61
k-NN (1) 23 14.70 1019.73 17 16.16 311.44 9 18.66 28.18 10 18.22 28.79 1 68.43 0.61
k-NN (2) 46 12.86 3565.89 19 14.02 443.99 11 16.73 36.93 9 17.60 23.12 1 69.71 0.61
k-NN (3) 48 13.29 3767.53 19 14.44 443.99 11 16.77 36.93 7 17.26 14.37 1 67.73 0.61
k-NN (4) 49 11.99 3868.35 19 13.61 443.99 10 15.20 36.32 9 15.94 20.65 1 68.08 0.61
k-NN (5) 27 13.04 1549.76 13 15.52 103.11 11 15.56 36.93 8 15.82 14.98 1 66.76 0.61
k-NN (6) 13 12.81 748.74 18 13.95 377.71 10 15.34 28.79 8 15.19 14.98 1 67.47 0.61
k-NN (7) 27 13.04 748.74 13 15.52 377.71 11 15.56 28.79 8 15.82 14.98 1 66.76 0.61
k-NN (8) 13 12.81 1650.06 18 13.95 144.35 10 15.34 10.57 8 15.19 10.57 1 67.47 0.61
k-NN (9) 27 12.67 1549.76 10 15.60 88.70 11 15.36 36.93 7 15.69 9.31 1 67.00 0.61
k-NN (10) 27 12.77 1549.76 18 13.78 377.71 11 15.60 36.93 7 15.57 9.31 1 67.40 0.61
RF (1) 8 53.23 567.48 14 54.45 424.40 10 54.45 118.31 5 56.96 13.15 1 65.66 0.61
RF (2) 34 32.43 2660.41 19 37.32 718.09 9 39.64 88.09 2 42.51 1.22 1 64.73 0.61
RF (3) 60 16.67 4892.01 15 18.90 372.09 8 24.04 89.44 3 26.34 1.82 1 71.07 0.61
RF (4) 16 13.75 1122.36 12 17.41 171.90 6 19.35 11.18 5 18.70 10.57 1 70.90 0.61
RF (5) 58 13.58 4690.37 10 17.91 38.80 5 17.46 10.57 5 17.47 10.57 1 70.76 0.61
RF (6) 25 13.03 5294.57 15 16.51 111.26 5 16.13 10.57 5 16.09 10.57 1 71.06 0.61
RF (7) 64 14.26 3906.74 14 15.97 245.17 5 15.87 16.84 5 15.56 17.45 1 69.11 0.61
RF (8) 51 12.66 4410.11 16 12.60 529.79 7 15.69 44.46 8 16.16 1.82 1 67.54 0.61
RF (9) 56 13.01 4259.65 20 13.15 529.79 11 16.99 2.43 3 19.38 3.65 1 66.78 0.61
RF (10) 53 12.62 5294.57 20 13.77 386.5 4 20.29 1.82 6 19.51 2.43 1 67.03 0.61
RF (∞) 64 15.48 5294.57 18 17.56 386.50 3 21.08 1.82 4 21.03 2.43 1 68.11 0.61
LR 34 10.41 2037.40 16 12.56 287.14 13 13.01 145.89 8 14.99 14.98 1 64.78 0.61
LSVM 45 11.77 3293.83 9 11.60 300.47 8 15.09 17.45 9 15.20 23.12 1 66.42 0.61
NB 27 12.67 1768.54 8 15.69 116.86 6 16.35 78.10 5 20.63 3.04 1 68.40 0.61
shortlist of optimal models, our technique drastically reduces the number of physical mea-
surements that need to be performed without compromising model performance.
7.5.1 Shortlist for the rhinoceros dataset
Table 7.2 shows that, for the rhinoceros dataset, when λ = 0.0, the lowest cross-validated
classification error err is 0.39 % and is achieved by a LSVM using 11 features. Using this
as baseline, we determine the lowest energy consumption Ef that can be achieved by each
classification technique while maintaining classification performance within a 0.75 % margin
of this error. This identified a shortlist of seven models highlighted (in light grey) in Table 7.2
for consideration, namely: LSVM (λ = 0.0), LSVM (λ = 0.2), LDA (λ = 0.5), k-NN (1)
(λ = 0.8), DT (2) (λ = 0.8), RF (2) (λ = 0.8) and LR (λ = 0.8). Table 7.4 reveals the specific
features selected for each of the seven models shortlisted by the optimisation. We note that
the baseline includes the largest number of selected features, and that these include both low
and high energy cost features, for example, max(x) and pse(x) respectively. In contrast, RF (2)
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(λ = 0.8) selects only two low-cost features while maintaining excellent model performance,
with err = 0.67 % which is 0.28 % of the baseline, while consuming 664.471.22 = 528 times less
energy.
Table 7.4: The optimal feature set selected for each of the seven classification techniques short-
listed from Table 7.2 for the rhinoceros dataset. The rows are ordered in ascending Ef and
the baseline system is highlighted.
Classifier FN err(%) Ef Selected features in order of importance
RF (2) 2 0.67 1.22 max(x), min(x)
DT (2) 3 0.83 1.82 max(x), min(x), max(y)
K-NN (1) 3 0.34 1.82 max(x) min(x) max(y)
LR 5 1.11 3.04 max(x), min(x), min(y), max(z), max(y)
LDA 5 0.93 8.10 max(x), min(y), min(x), mean(x), min(z)
LSVM 7 0.53 9.31 max(x), max(y), mean(x), min(x), max(z), min(y),
min(z)
LSVM 11 0.39 664.47 max(x), mean(x), asm( ), min(x), kurt(x), var(x),
std(x), en(x), pse(x), max(y), min(y)
7.5.2 Shortlist for the sheep dataset
For the sheep dataset, Table 7.3 shows that when λ = 0.0 the lowest cross-validated classifica-
tion error err is 10.41 % and is achieved by logistic regression using 34 features. With this as
baseline, we determine the lowest energy consumption Ef that can be achieved while main-
taining a classification accuracy within a 2.25 %margin of this error. This identified a shortlist
of five models for further consideration and is highlighted in Table 7.3 (in light grey), namely:
LR (λ = 0.0), LR (λ = 0.2), DT (8) (λ = 0.2), RF (8) (λ = 0.2) and LSVM (λ = 0.2). Ta-
ble 7.5 shows the specific features selected for each of the shortlisted models. We again note
that the baseline uses the largest number of features, and that these again include both low and
high energy cost features. In contrast, LSVM (λ = 0.2) selected nine fairly low-cost features,
which results in a 1.19 % drop in classification performance while consuming 2037.40
300.47
= 6.78
times less energy than the baseline.
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Table 7.5: The optimal feature set selected for each of the five classification techniques short-
listed from Table 7.3 for the sheep dataset. The ordering is in ascending Ef and the baseline
system is highlighted.
Classifier FN err(%) Ef Selected features in order of importance
LR 16 12.56 287.14 min(z), min(y), max(y), min(x), max(x), mean(y),
dist(x,y), dist(y,z), mean(z), max(z), dist(x,z),
mean(x), bin3(x), skew(y), std(y), std(x)
LSVM 9 11.60 300.47 mean(y), min(y), min(z), bin4(z), bin3(x), skew(y),
max(y), dist(y,z), dist(x,z)
RF (8) 16 12.60 529.79 min(y), max(z), max(x), mean(z), mean(x), min(z),
dist(x,z), std(y), dist(x,y), std(x), dist(y,z), mean(y),
min(x), max(y), std(z), bin3(x)
DT (8) 28 12.03 1258.60 min(y), dist(x,y), mean(x), mean(x), min(x),
max(x), min(z) std(x), dist(y,z), mean(y), dist(x,z),
max(z), std(y), std(z), max(y), var(z), var(x),
skew(z), kurt(z), bin0(x), var(y), bin9(x), corr(x,z),
kurt(x), bin9(y), skew(y), bin1(x), bin3(x)
LR 34 10.41 2037.40 skew(y), bin3(x), var(x), min(z), min(y), var(z),
var(y), mean(y), std(y), std(x), max(z), mean(z),
asm( ), bin5(x), bin7(x), dist(y,z), min(x), dist(x,y),
bin9(x), max(y), mean(x), bin8(x), bin4(z), kurt(y),
std(z), skew(z), max(x), bin4(x), corr(x,z), bin6(x),
bin5(y), dist(x,z), kurt(x), pse(z)
7.5.3 Final Classifier Selection
Finally, the energy required by the classification algorithm itself is included in the optimisa-
tion for the seven rhinoceros models and the five sheep models on the respective shortlists.
Each of these 12 trained classifiers were implemented on the hardware described earlier in
order to accurately measure the energy Ec they consume. Table 7.6 depicts Ec for each of the
seven models identified for the rhinoceros dataset. From the table we see that the DT classifier
has the lowest energy consumption, while the k-NN classifier consumes three orders of mag-
nitude more energy than the other candidates. Table 7.7 shows the corresponding measured
energy consumption for the sheep dataset. In this case, the DT classifier also has the lowest
energy consumption.
The total energy consumption is given by the sum of the energy consumed during fea-
ture extraction and during the classification process, as given by Equation 7.4. Conventional
optimisation models only consider the energy expense of feature extraction Ef and does not
include the cost of the classifier itself. As a result, models that are popular and easy to im-
plement are often selected. For example, the k-NN classifier is a popular model and is often
used as shown in Chapter 2. From Table 7.4 it is clear that if the k-NN classifier is selected, it
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 7. ENERGY-AWARE FEATURE AND MODEL OPTIMISATION 82
Table 7.6: The energy consumed by each shortlisted classification technique for the rhinoceros
dataset. Measurements were performed on the MSP430FR5739 with Vcc = 2 V and f =
23.722 MHz. The rows are ordered in ascending Ec and the baseline system is highlighted.
Classifier FN err Time Clock I Ec
C(α) (%) (us) Cycles (mA) (µJ)
DT (2) 3 0.83 21.76 516 2.19 0.095
LDA 5 0.93 96.82 2297 2.24 0.434
LSVM 7 0.53 124.17 2946 2.26 0.561
RF (2) 2 0.67 140.20 3326 2.16 0.606
LSVM 11 0.39 181.82 4314 2.24 0.815
LR 5 1.11 371.03 177985 2.14 1.588
K-NN (1) 3 0.34 1033600 24519059 2.03 4196
Table 7.7: The energy consumed by each shortlisted classification technique for the sheep
dataset. Measurements were performed on the MSP430FR5739 with Vcc = 2 V and f =
23.722 MHz. The rows are ordered in ascending Ec and the baseline system is highlighted.
Classifier FN err Time Clock I Ec
C(α) (%) (us) Cycles (mA) (µJ)
DT (8) 28 12.03 78.62 1865 2.19 0.344
LSVM 9 11.60 251.49 5966 2.25 1.132
RF (8) 16 12.60 1040.54 24684 2.19 4.556
LR 16 12.56 1522.00 36105 2.12 6.453
LR 34 10.41 2891.40 68590 2.15 12.433
would have resulted in a significant reduction inEf and also achieved a very low classification
accuracy. However, when the energy cost of classification Ec is additionally considered, we
will later see from Table 7.8 that the k-NN is actually the worst model that can be selected.
It is therefore important to select the model with the lowest total energy consumption Et as
the final result.
7.5.4 Optimal model for the rhinoceros dataset
Table 7.8 lists this total energy expenditure Et for each classification model, as well as the
cross-validated error err, the change in error ∆err and the factor by which the total energy
consumption has been reduced relative to the baseline for each of the shortlisted models eval-
uated on the rhinoceros dataset. The model with the lowest energy consumption is selected as
the final result. For the rhinoceros, a random forest classifier with a maximum tree depth of
two, achieves an overall classification accuracy of 99.33 % between three behavioural classes.
This must be compared with the non-energy-aware baseline, which achieves a classification
accuracy of 99.61 %. However, the RF (2) classifier consumes 363 times less energy than the
baseline LSVM, while only sacrificing 0.28 % in terms of classification accuracy.
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Table 7.8: Total energy consumption of both feature extraction and classification, for each
classification technique shortlisted for the rhinoceros dataset. The rows are ordered in as-
cending Et and the baseline system is highlighted.
C(α) FN Et (µJ) err(%) ∆err(%) E Ratio
RF (2) 2 1.83 0.67 0.28 363.6
DT (2) 3 1.92 0.83 0.44 346.5
LR 5 4.63 1.11 0.72 143.7
LDA 5 8.53 0.93 0.54 78.0
LSVM 7 9.87 0.53 0.14 67.4
LSVM 11 665.29 0.39 0.00 1.0
KNN (1) 3 4197.82 0.34 -0.05 0.2
Table 7.9a shows the precision, recall and F1 scores achieved with the optimal RF (2)
model for the individual classes. Table 7.9b shows the confusion matrix for the model. From
the confusion matrix we see that a very small degree of confusion exists between classes.
Table 7.9c lists the two features selected for this model. Furthermore, Figure 7.5 shows the
results obtained from the sequential feature selection process. In the figure, the solid line
indicates the mean cross-validated accuracy and the error bars depict the range of test-set
accuracies achieved for a specific number of features. Selecting the first two features result in
high classification accuracy and there are no other alternatives that will achieve similar results
with a lower number of features, as is the case for most classifiers presented in Chapter 5,
when optimising for accuracy alone.
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Table 7.9: The performance of a random forest classifier with a maximum tree depth of two,
utilising two optimal features, evaluated on the rhinoceros dataset.
(a) The per-class precision, recall and F1
score.
Pr Re F1 Class FN
0.948 0.992 0.970 Lie 2
0.994 0.999 0.997 Stand 2
0.995 0.945 0.969 Walk 2
(b) The per-class confusion-
matrix. The rows depict true
labels and the columns depict
predicted labels.
Lie Stand Walk
Lie 884 3 4
Stand 1 890 0
Walk 47 2 842
(c) The 2 optimally selected features.
max(x), min(x)
0 5 10 15 20 25 30 35 40 45 50 55 60 65
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Number of Features
A
C
C
(%
)
Figure 7.5: The mean cross-validated test-set accuracies achieved utilising optimal features
and a random forest classifier evaluated on the rhinoceros dataset. The error-bars indicate the
maximum and minimum test-set accuracies achieved for the specific number of features.
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7.5.5 Optimal model for the sheep dataset
Table 7.10 similarly list this total energy expenditure Et for each classification model, as well
as the cross-validated error err, the change in error ∆err and the factor by which the total en-
ergy consumption has been reduced relative to the baseline for each of the respective models
evaluated on the sheep dataset. The model with the lowest energy consumption is selected as
the final optimal model. In the case of sheep, a LR classifier with 16 features can result in a
6.98 times reduction in the total energy consumptionwith a classification accuracy of 87.44 %.
Although this is a 2.15 % drop from the 89.59 % achieved by the baseline, it emphasises the
care that needs to be taken by the system designer to consider the particular constraints of the
application. If accuracy is of overwhelmingly importance, Table 7.10 shows that the drop in
classification accuracy can be narrowed to 1.19 % by choosing a LSVM, while still achieving
a 6.8-fold reduction in consumed energy. For this reason the latter LSVM was chosen as the
final result.
Table 7.10: Total energy consumption of both feature extraction and classification, for each
classification technique shortlisted for the sheep dataset. The rows are ordered in ascending
Et and the baseline system is highlighted.
C(α) FN Et (µJ) err(%) ∆err(%) E Ratio
LR 16 293.59 12.56 2.15 7.0
LSVM 9 301.60 11.60 1.19 6.8
RF (8) 16 534.35 12.60 2.19 3.8
DT (8) 28 1258.94 12.03 1.62 1.6
LR 34 2049.83 10.41 0.00 1.0
Table 7.11a shows the precision, recall and F1 scores achieved with the optimal LSVM
model for the individual classes. Table 7.11b shows the confusionmatrix for the LSVMmodel.
From the confusion matrix we see that a small degree of confusion exists between classes.
Table 7.11c lists the nine features selected for this model. Furthermore, Figure 7.6 contains
the results obtained from the sequential feature selection process.
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Table 7.11: The performance of a linear support vector machine, utilising nine optimal fea-
tures, evaluated on the sheep dataset.
(a) The per-class precision, recall and F1
score.
Pr Re F1 Class FN
0.748 0.903 0.818 Lie 9
0.916 0.960 0.938 Stand 9
0.817 0.808 0.813 Walk 9
0.992 0.994 0.993 Run 9
0.737 0.557 0.635 Graze 9
(b) The per-class confusion-matrix. The rows depict
true labels and the columns depict predicted labels.
Lie Stand Walk Run Graze
Lie 901 0 1 0 96
Stand 3 953 36 1 0
Walk 0 83 802 7 101
Run 0 0 6 987 0
Graze 300 4 136 0 553
(c) The 9 optimally selected features.
mean(y), min(y), min(z), bin4(z), bin3(x), skew(y), max(y),
dist(y,z), dist(x,z)
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Figure 7.6: The mean cross-validated test-set accuracies achieved utilising optimal features and
a linear support vector machine evaluated on the sheep dataset. The error-bars indicate the
maximum and minimum test-set accuracies achieved for the specific number of features.
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7.6 Conclusion
This chapter presented an energy-aware feature- and model selection technique for real-time
embedded behaviour classification. A greedy sequential feature selection algorithmwas utilised
to minimise a cost function. This function incorporates a linear weighting of the energy ex-
pense of adding specific features and the change in classification error afforded by the added
features. In addition, the energy expense of different classification algorithms was considered
in selecting the optimal models. Optimal models were identified for both the rhinoceros and
sheep datasets. A comparison of the energy and memory requirements of biotelemetry de-
vices are presented in the next chapter which compares classical techniques to the proposed
real-time embedded behaviour classification system.
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Chapter 8
Reduced energy and memory
requirements
In this chapter the energy and memory requirements of the biotelemetry tags when perform-
ing real-time embedded behaviour classification are compared to the classical technique of
processing the data at a later stage. This is achieved by configuring the biotelemetry tags in
four different ways and subsequently measuring the energy consumption and memory utili-
sation of each configuration. This chapter is based on our earlier work as presented in [3].
8.1 Device configuration
The biotelemetry tags were configured in four different manners as shown in Table 8.1. Con-
figurations 1 and 2 involve the storage and/or transmission of the raw data, while Configura-
tions 3 and 4 involve the storage and/or transmission of the classification result.
Table 8.1: The four hardware configurations used in power measurements.
Configuration Description
1 Sample and store raw accelerometer data.
2 Sample and transmit raw accelerometer data.
3 Sample accelerometer data, classify behaviour and store the classification re-
sult.
4 Sample accelerometer data, classify behaviour and transmit the classification
result.
Configurations 1 corresponds to the classical bio-logging case, where all rawmeasurements
are stored on the device and later downloaded after retrieving the collar. This configuration is
commonly implemented in many applications, since storing the measurements requires less
energy than transmitting it, and results in longer deployment times. However, this configu-
ration is constrained by the available onboard memory and does not provide real-time infor-
88
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mation. Configuration 2 involves the transmission of raw measurements to a receiver station
enabling real-time data processing and subsequent behaviour classification. This technique
was only recently implemented for the first time in accordance with the growing demand for
real-time information, as explained in Chapter 2. Intuitively, we can see that this approach is
energy demanding as it requires the transmission of large volumes of unprocessed data to en-
able real-time data processing. It is suggested that embedded real-time behaviour classification
can be used to reduce both the energy consumption and memory requirements of the tags,
thereby increasing the operational lifetime of the tags and the immediacy of the data. For this
investigation Configurations 3 and 4 are presented. In Configuration 3, raw accelerometer
measurements are classified and stored onboard. This should be compared to Configuration
1 and we will later see that it significantly reduces the memory utilisation of the tags. In Con-
figuration 4, raw accelerometer measurements are classified and subsequently transmitted to
a receiver station where the behavioural updates can be analysed in real-time. This should
be compared with Configuration 2 and it is subsequently proved to significantly reduce the
energy consumed by the tags while providing real-time behavioural updates.
8.2 Firmware implementation
The firmware implementations for both Configurations 1 and 2 are straightforward and in-
volves the periodic sampling of 128 accelerometer measurements whereafter these samples are
either stored (Configuration 1) or transmitted to a receiver station (Configuration 2). Config-
urations 3 and 4 additionally include feature extraction and classification steps before storing
or transmitting the result. For both Configurations 3 and 4 the optimal classification mod-
els as presented in Chapter 7 were implemented on the tags. The firmware flowdiagram for
the real-time embedded behaviour classification system is shown in Figure 6.1 in Chapter 6.
For the rhinoceros dataset, the optimal model is a random forest classifier with two selected
features. From Chapter 7 we see that this model achieved a classification accuracy of 99.33 %
among three behavioural classes. The two features are max(x), min(x). The algorithm for this
classifier is shown in Algorithm 5. The algorithm indicates a number of 10 trees in the forest,
comprising three identical and seven unique decision trees.
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Algorithm 5: Random forest embedded classification implementation.
1: procedure RF Classification(x)
2: class← -1
3: number_classes← 3
4: countClass[3] ← {0}
5: i← 0
6: max← 0
7: max_x← x[0]
8: min_x← x[1]
9: if min_x ≤ 0.1205 then
10: countClass[0] ← countClass[0] + 3
11: else if max_x ≤ 1.3061 then
12: countClass[1] ← countClass[1] + 3
13: else
14: countClass[2] ← countClass[2] + 3
15: end if
16: if min_x ≤ 0.1394 then
17: countClass[0] ← countClass[0] + 1
18: else if max_x ≤ 1.3061 then
19: countClass[1] ← countClass[1] + 1
20: else
21: countClass[2] ← countClass[2] + 1
22: end if
23: if min_x ≤ 0.1205 then
24: countClass[0] ← countClass[0] + 1
25: else if max_x ≤ 1.2517 then
26: countClass[1] ← countClass[1] + 1
27: else
28: countClass[2] ← countClass[2] + 1
29: end if
30: if min_x ≤ 0.123 then
31: countClass[0] ← countClass[0] + 1
32: else if max_x ≤ 1.3061 then
33: countClass[1] ← countClass[1] + 1
34: else
35: countClass[2] ← countClass[2] + 1
36: end if
37: if min_x ≤ 0.1229 then
38: countClass[0] ← countClass[0] + 1
39: else if max_x ≤ 1.2517 then
40: countClass[1] ← countClass[1] + 1
41: else
42: countClass[2] ← countClass[2] + 1
43: end if
44: if min_x ≤ 0.1205 then
45: countClass[0] ← countClass[0] + 1
46: else if max_x ≤ 1.124 then
47: countClass[1] ← countClass[1] + 1
48: else
49: countClass[2] ← countClass[2] + 1
50: end if
51: if min_x ≤ 0.123 then
52: countClass[0] ← countClass[0] + 1
53: else if max_x ≤ 1.1784 then
54: countClass[1] ← countClass[1] + 1
55: else
56: countClass[2] ← countClass[2] + 1
57: end if
58: if min_x ≤ 0.123 then
59: countClass[0] ← countClass[0] + 1
60: else if max_x ≤ 1.2517 then
61: countClass[1] ← countClass[1] + 1
62: else
63: countClass[2] ← countClass[2] + 1
64: end if
65: max← countClass[0]
66: for i← 0; i ≤ number_classes do
67: if countClass[i] ≥ max then
68: class← i
69: max← countClass[i]
70: end if
71: end for
72: return class
73: end procedure
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For the sheep dataset the optimal model is a linear support vector machine with nine fea-
tures. Chapter 7 recorded that this model achieved a classification accuracy of 88.40 % among
five behavioural classes. The nine features are mean(y), min(y), min(z), bin4(z), bin3(x),
skew(y), max(y), dist(y,z) and dist(x,z). The same procedure is followed to perform classifi-
cation as explained in Chapter 6.2. Algorithm 6 provides the details of the firmware imple-
mentation of the classifier.
Algorithm 6: Support vector machine embedded classification implementation.
1: procedure Support Vector Machine Classification(x)
2: v← [1× 45] # floating point weight values expressed as a vector
3: v0 ← [1× 5] # floating point bias values
4: g← {0, 0, 0}
5: l← 0
6: for i← 0; i < 5 do
7: for j ← 0; j < 9 do
8: g[i]← g[i] + x[j] · v[l++]
9: end for
10: g[i]← g[i] + v0[i]
11: end for
12: max← g[0]
13: for i← 0; i < 5 do
14: if g[i] ≥ max then
15: max← g[i]
16: class← i
17: end if
18: end for
19: return class
20: end procedure
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8.3 Power measurement
For each of the four different configurations, the power consumption was measured using
an INA118 precision instrumentation amplifier circuit (Burr-Brown, Tucson, Arizona, US
[92]), as shown in Figure 8.1.
INA118
RGAIN
VIN−
VIN+
V−
RGAIN
V+
VOUT
Ref
R2
R1
iload
−
+ 6V
−
+
6V
Figure 8.1: Instrumentation amplifier circuit diagram. Decoupling capacitors are not shown.
The system was configured such that the current drawn by the biotelemetry tag flows
through R1 shown in Figure 8.1. The voltage drop across R1 is amplified using the instru-
mentation amplifier. Three different gains were used in order to measure the dynamic current
consumption with high resolution. This was achieved by using values of 4121.0 Ω, 234.25 Ω
and 33.28 Ω for R2, resulting in gains of 13.13, 214.45 and 1503.40 respectively. The output
of the instrumentation amplifier VOUT was recorded using an Agilent Technologies MSO-X
3014A mixed signal oscilloscope. These measurements were averaged per biotelemetry tag
state, to ease the comparative analysis as presented in the remainder of this chapter.
8.4 Results
8.4.1 Configuration 1: Sample and store raw accelerometer data
At a sample rate of 20 Hz, 128 tri-axial accelerometer measurements are captured in the space
of 6.4 s. When these 128 samples are simply stored onboard using the packet format shown
in Table 8.2, the current consumption is 1.69 mA on average and the data occupy 1408 bytes
of onboard memory. This results in a memory utilisation rate of 1760 bits/s.
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Table 8.2: Packet format for raw data (11 bytes).
Bytes 1 2 3 4 5 6 7 8 9 10 11
Description Packet ID Time stamp x-axis y-axis z-axis
8.4.2 Configuration 2: Sample and transmit raw accelerometer data
At a sample rate of 20 Hz, 128 tri-axial accelerometer measurements are captured in the space
of 6.4 s. During this period the average current consumption is 1.69 mA, shown in Figure 8.2.
The data is subsequently transmitted to a receiver station for further processing. From Fig-
ure 8.2 it is clear that, in addition to the 6.4 s required to sample and store the raw data, a
further 5.22 s is required for the transmission of this raw information. During transmission
the current consumption is 32.56 mA.
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Figure 8.2: Current consumption as a function of time for Configuration 2 (sample and trans-
mit raw data).
8.4.3 Configuration 3: Sample accelerometer data, classify behaviour
and store the classification result
As before, 128 tri-axial accelerometer measurements are sampled and temporarily stored. In
Configuration 3, this sequence of acceleration measurements is subsequently processed by
the onboard classifier to yield a classification result, encoded as a single byte. In the case of
rhinoceros, Algorithm 5 was implemented. Figure 8.3 illustrates that, apart from the 6.4 s
required to acquire the raw data, the microcontroller spends 7.94 ms to load the data, extract
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the features, classify the behaviour and store the result, while consuming 2.08 mA. A classi-
fication result is thus available every 6.41 s. For each 6.41 s cycle, a single 6 byte data packet,
as described in Table 8.3, is stored. This results in a memory utilisation rate of 7.49 bits/s.
Table 8.3: Packet format for classified data (6 bytes).
Bytes 1 2 3 4 5 6
Description Packet ID Time stamp Behavioural class
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0
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6.4 s
1.69mA
7.94ms
2.08mA
Figure 8.3: Current consumption as a function of time for Configuration 3 (sample, classify
and store decision) for the rhinoceros dataset.
In the case of sheep, Algorithm 6 was implemented. From Figure 8.4 it can be seen that,
apart from the 6.4 s required to acquire the raw data, the microcontroller spends 89.46 ms to
load the data, extract the features, classify the behaviour and store the result, while consuming
2.08 mA. A classification result is thus available every 6.49 s. For each 6.49 s cycle, a single
6 byte data packet, as described in Table 8.3, is stored. This results in a memory utilisation
rate of 7.40 bits/s.
8.4.4 Configuration 4: Sample accelerometer data, classify behaviour
and transmit the classification result
In this configuration, the same procedure is followed as in Configuration 3. This results in
the same power consumption and timing requirements described in Configuration 3 for both
the sheep and rhinoceros classifiers. However, in addition, the classification result is subse-
quently transmitted. This requires an additional 55.4 ms, as shown in Figures 8.5 and 8.6 for
rhinoceros and sheep, respectively. As before, the current consumption during transmission
is 32.56 mA. Behavioural updates are therefore available every 6.47 s and 6.55 s for rhinoceros
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Figure 8.4: Current consumption as a function of time for Configuration 3 (sample, classify
and store decision) for the sheep dataset.
and sheep respectively. Furthermore, since the transmission period of the classified data is
shorter than in the case of the raw data, as per Configuration 2, the periods during which
no data are recorded are shortened from 5.22 s to 63.34 ms for rhinoceros and 144.86 ms for
sheep, respectively.
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Figure 8.5: Current consumption as a function of time for Configuration 4 (sample, classify,
temporarily store and transmit decision) for the rhinoceros dataset.
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Figure 8.6: Current consumption as a function of time for Configuration 4 (sample, classify,
temporarily store and transmit decision) for the sheep dataset.
8.5 Discussion
Tables 8.4 and 8.5 summarises the measurements obtained from the four experimental con-
figurations for the rhinoceros and sheep, respectively. The tables indicate the average current
consumption required to process each frame of 128 successive acceleration measurements, the
energy (in Joules) required per frame, the number of bytes stored per frame, and the time
required to process one frame.
Table 8.4: Summary of the per frame energy consumption and memory usage for each con-
figuration of the rhinoceros dataset.
Average Joules Memory Time
current per usage per per
(mA) frame (mJ) frame (bytes) frame (s)
Configuration 1 1.690 35.693 1408 6.40
Configuration 2 15.557 596.568 0 11.62
Configuration 3 1.691 35.747 6 6.41
Configuration 4 1.955 41.67 0 6.46
8.5.1 Analysis of data storage options
Tables 8.4 and 8.5 show that performing behaviour classification onboard and storing the
result takes approximately 10 ms longer for rhinoceros and 90 ms longer for sheep, than sim-
ply saving the raw data. Performing the classification has a very small effect on the power
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Table 8.5: Summary of the per frame energy consumption and memory usage for each con-
figuration of the sheep dataset.
Average Joules Memory Time
current per usage per per
(mA) frame (mJ) frame (bytes) frame (s)
Configuration 1 1.690 35.693 1408 6.40
Configuration 2 15.557 596.568 0 11.62
Configuration 3 1.695 36.304 6 6.49
Configuration 4 1.957 42.260 0 6.54
consumption, which increases by 0.15 % and 1.71 % for rhinoceros and sheep, respectively.
However, storing the classification result rather than the raw acceleration measurements sig-
nificantly reduces memory usage and thereby increasing the operational life of the device. For
both rhinoceros and sheep, we calculate that 1408
6
≈ 234 times less memory is occupied per
frame.
8.5.2 Analysis of data transmission options
Tables 8.4 and 8.5 clearly illustrates that performing behaviour classification onboard before
transmission requires 597
42
≈ 14 times less power per frame than transmission of the raw mea-
surements. This is especially advantageous in applications where the transmission of data can-
not be avoided when, for example, real-time updates are essential. To illustrate the benefits of
onboard behaviour classification, we recall the study presented in [31], where raw accelerom-
eter measurements were sampled and transmitted at 50 Hz to a receiver station, and subse-
quently classified. The battery lifetime of this configuration was reported to be approximately
two days. The presented system achieves a similar battery lifetime when raw accelerometer
measurements are sampled at 20 Hz and transmitted to a receiver station. Specifically, from
Table 8.4, the battery lifetime of Configuration 2 can be calculated as 1800mAh
15.557mA∗24h = 4.8 days.
However, onboard behaviour classification extends the battery life to 1800mAh
1.956mA∗24h = 38.34
days with an 15.56 s
6.5 s
≈ 2.4 times higher update interval. The reduced energy consumption
afforded by onboard classification will, therefore, substantially increase the lifetime of the
biotelemetry tag.
8.5.3 Reduced update frequency
The data storage and transmission techniques (described in Configurations 1 to 4) continu-
ously store and/or transmit raw or classified information. For example, Configuration 4 will
continuously transmit behavioural updates every 6.54 s. However, in many applications be-
havioural updates are required less frequently. In this case, the lifespan of the biotelemetry
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tags can be further increased by utilising the tag’s low-power sleep mode (in this case consum-
ing 6.065 µA) between updates. By entering the low-power mode between updates, the user
can balance data resolution and power consumption for a specific application. The average
current consumption iavg for a specific update interval is given by Equation 8.1, where, ttot
is the desired update interval, tactive is the period required to process each frame provided by
Tables 8.4 and 8.5, iactive is the average current consumed during tactive, also contained in the
tables, and isleep is the sleep mode current consumption of the device.
iavg =
tactive
ttot
∗ iactive + ttot − tactive
ttot
∗ isleep (8.1)
For example, when live behavioural update are transmitted every five minutes using Con-
figuration 4 for sheep, the tags consume an average current of 48.59 µA:
iavg =
6.54 s
300 s
∗ 1.9566mA+ 300 s− 6.54 s
300 s
∗ 6.065 µA = 48.59 µA
Similarly, transmitting raw information every five minutes using Configuration 2 results
in an average current consumption of 608.40 µA:
iavg =
11.62 s
300 s
∗ 15.557mA+ 300 s− 11.62 s
300 s
∗ 6.065 µA = 608.40 µA
Using these values the battery life can be estimated as approximately four months when
raw data is transmitted, as opposed to approximately four years when onboard behaviour
classification is performed.
8.6 Informed power management
Embedded behaviour classification provides the current behavioural state of the animal in real-
time, which is advantageous since these insights can be used to develop new informed power
management techniques. The latter will enable the effective management of power hungry
components such as GPS modules and radio frequency transmitters. Depending on the appli-
cation, various data acquisition strategies can be followed to obtain optimal data resolution
and deployment times. For example, the system can be configured to transmit behavioural
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updates only when the behavioural state changes. Alternatively, it can alter the data transmis-
sion rate between different behavioural states. The latter approach will allow longer update
intervals when the animal is immobile and shorter update intervals when the animal is mov-
ing. It is also possible to only broadcast information about a particular behaviour. This has
the potential to enable long term studies of specific behaviours such as resting or migratory
patterns.
8.7 Conclusion
This chapter has considered the effect on power and memory requirements of performing sta-
tistical classification of tri-axial accelerometer measurements into behavioural classes directly
on a biotelemetry tag, as opposed to processing at a receiver station after wireless transmission
of the rawmeasurements. Statistical classifiers for both rhinoceros and sheep behaviour imple-
mented on low-power biotelemetry tags, achieved a 14-fold reduction in energy consumption
when compared with a system in which the raw acceleration data was transmitted. Further-
more, when data is stored, real-time embedded classification led to a 234-fold reduction in
the memory utilised. It can be concluded that real-time embedded behaviour classification
is highly advantageous from a power consumption and memory usage viewpoint. This ap-
plies especially to applications where the transmission of data cannot be avoided when, for
example, real-time updates are essential.
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Conclusion
This dissertation presented a complete design and optimisation technique for a real-time em-
bedded animal behaviour classification system. The proposed technique offers significant ad-
vantages over conventional techniques by increasing data immediacy while simultaneously
reducing both the energy consumption and memory requirements of the system. This en-
ables long-term real-time behavioural studies, which are advantageous in fields such as nature
conservation, behavioural ecology and precision farming.
A novel embedded automatic behaviour classification system which captured and auto-
matically classified three-dimensional accelerometer data in real-time was first presented. All
computations occurred on specially designed biotelemetry tags while still attached to the an-
imal. This allows the probable behaviour to be transmitted continuously, thereby providing
an enhanced level of detailed real-time information. Applying the principle to rhinoceros be-
haviour monitoring, a linear support vector machine with 11 features achieves an accuracy of
99.61 % among three behavioural classes (standing, walking and lying down). In the case of
sheep, logistic regression with 34 features achieves a classification accuracy of 89.59 % among
five behavioural classes (standing, walking, grazing, running and lying down). The animal
behaviour was estimated approximately every 6.5 s for both rhinoceros and sheep and trans-
mitted to a receiver station.
Secondly, a novel energy-aware feature and model selection technique was presented. A
greedy sequential feature selection algorithm was utilised to minimise a cost function. This
function incorporates a linear weighting of the energy expense of adding specific features
and the change in classification error afforded by the added features. The energy expense
of different classification algorithms was incorporated to select the optimal model configura-
tion. The technique, therefore, favours classifiers and features which in combination are less
energy expensive to compute during runtime. For the rhinoceros dataset, a random forest
100
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classifier with two features is selected as optimal and achieved an overall classification accu-
racy of 99.33 %. Extracting the features and performing classification consumes 363 times
less energy, while only sacrificing 0.28 % in accuracy when compared to the 99.61 % achieved
with the unconstrained system. For the sheep dataset, a linear support vector machine with
9 features achieves an 88.40 % classification accuracy. Extracting the features and perform-
ing classification consumes 6.8 times less energy, at a cost of 1.19 % in accuracy against the
89.59 % achieved with the unconstrained system.
Finally, the project considered the reduced energy requirements and memory usage bene-
fits of the real-time embedded behaviour classification system as a whole. Experiments using
the biotelemetry tags demonstrated a 14-fold reduction in energy consumption and a 234-fold
reduction in memory usage when classification was performed on the tag, relative to raw data
transmission with subsequent processing. It is concluded that real-time behavioural updates
can be achieved by means of embedded behaviour classification. The technique furthermore
significantly reduces the total energy consumption and memory requirements of the device.
This enables long-term behavioural studies in applications such as the conservation of criti-
cally endangered species, such as rhinoceros. The technique can also be applied in precision
farming applications as well as general embedded machine learning applications implemented
on mobile platforms such as smart phones or smart watches or in sensors within the internet
of things.
9.1 Project outcomes and contributions
The primary contributions of the work as set out in this dissertation are:
• A novel real-time embedded behaviour classification system for both rhinoceros and
sheep as previously presented in [2].
• A novel energy-aware feature and classification model selection technique that utilises a
greedy sequential feature selection algorithm tominimise a cost function. This function
incorporates a linear weighting of the energy expense of adding specific features and the
change in classification error afforded by the added features. In addition, the energy
expense of different classification algorithms was considered in selecting the optimal
models, which is currently neglected in the literature. The presented technique, there-
fore, favours classifiers and features which in combination are less energy expensive to
compute at runtime.
• The significant reduction of energy and memory requirements of biotelemetry devices
by means of real-time embedded behaviour classification, as previously set out in [3].
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This is generally a very significant obstacle in most electronic devices utilised for on-
animal behavioural studies.
The secondary contributions of the work are:
• A grouped nested and repeated cross-validation algorithm developed to perform model
optimisation, validation and evaluation. Although cross-validation is common prac-
tice, details regarding accurate implementation are hard to find. The complete algo-
rithm presented in this dissertation ensures model reproducibility for machine learning
applications in general and is not limited to animal behaviour classification.
• An automatic behaviour classification systems for both rhinoceros and sheep which
achieve high classification performance among common behaviours such as standing,
grazing, walking, running and lying down. Furthermore, datasets of rhinoceros and
sheep acceleration measurements are compiled in order to perform experimental eval-
uation.
9.2 Future research
Possible future research and expansions on this work include:
• A new hardware design revision of the biotelemetry tags. With the increased industrial
demand for low-power wireless sensor applications, rapid advances have been made
in terms of low-power hardware solutions. Researchers must continue to redesign
biotelemetry tags and include the latest low-power integrated circuits. Furthermore,
the size of the biotelemetry tags can be reduced to ensure comfort when attached to
animals.
• The design of the collar used to enclose and attach the biotelemetry tags to animals. The
collar design should providemaximum comfort for the animalwhile ensuring durability
in long-term deployments. Furthermore, an automatic-release mechanism should be
employed to detach the collar from the animal when the battery is almost depleted.
• The integration of energy harvesting techniques that utilise potential energy sources
such as kinetic energy or solar energy to further extend the lifetime of these devices.
• The design, optimisation and evaluation of a low-power energy-aware wireless commu-
nication routing protocol that ensures robust data delivery while minimising the energy
requirements of the tags.
• The design, optimisation and evaluation of repeater stations for receiving and relaying
information to a control room.
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