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We prove that all the finite complete biprefix codes are obtainable by realizing certain 
coverings of graphs of homogeneous synchronized automata by permutation groups. 
A subset C of the free monoid A* is called a prefix code (resp. a suffix code) if 
C does not contain any proper left factor (resp. right factor) of a word in C. A 
code is called biprefix if it is simultaneously a prefix and a suffix code. We say that 
a code (prefix, suffix, or biprefix) is complete if it is maximal in its own class, 
under the usual inclusion of sets. By considering appropriate order relations on 
A”, the construction of all prefix or suffix codes is quite simple. In contrast, 
biprefix codes, even under the additional requirement that they be finite, are 
much more difficult to construct. The first nontrivial construction algorithm of all 
finite complete biprefix codes is due to Y. Cesari [l]. This algorithm, based on the 
fact that all these codes can be obtained from the uniform codes (codes of the 
form A”, n EN) by a succession of derivations, has the disadvantage that the same 
biprefix code might be obtained several times. A more recent construction [2] 
shows how to obtain unambiguously every biprefix code of average length n + 1 
from a code of average length n. 
In the present paper we give a graph-theoretical construction of all finite 
complete biprefix codes, generalizing the concept of team tournament [4] intro- 
duced to construct all elementary codes. We show that every biprefix code of 
average length n is obtainable from a special covering of the directed graph of a 
“free” synchronized homogeneous A*-automation by a permutation group of 
degree n, thereby avoiding the step by step algorithm on the average length of 
Cesari’s second construction. Our algorithm is more directly related to 
Schiitzenberger’s construction [7] of pairs of matrices M, N such that MP = PN 
where P is the sandwich matrix of the minimal ideal of M(C*), the syntactic 
monoid of C*. 
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1. The construction 
We first recall the covering space construction of graphs due to J.L. Gross and 
T.W. Tucker [3]. This construction will be applied later to the state graphs of 
certain automata. 
Let r be a directed pseudograph (i.e. a graph where loops and multiple lignes 
are allowed), let S be the set of vertices of r and W its set of arrows (directed 
edges). For a fixed set N, let 7~ be a mapping from W into the symmetric group 
EJ~. The covering graph f = TX* N is the pseudograph having S x N as vertex 
set, and there is an arrow (s, i) += (t, i) labelled (w, i) in r if and only if w is the 
label of an arrow s + t in r and i = iv(w). This construction (which, according to 
Gross and Tucker gives all the covering spaces of r) can be applied to the state 
graph of any A”-automaton. Recall that a deterministic A*-automaton B = (S, f) 
is a pair consisting of a set S (set of states) and a mapping f : S x A + S (next 
state mapping) defining an action of the free monoid A* on S. The state graph of 
?I is the directed graph having S as a vertex set, and there is an arrow labelled a 
from s to t E S if and only if f(s, a) = t. In order to make this state graph into a 
directed pseudograph r it suffices to modify the labels of the arrows: s % r is 
replaced by s % t. Any covering r = TX, N yields then a pseudograph with 
arrows labelled as follows: 
(5, i) 
(a,, i) 
if and only if 
ii) 
I . 
a 
s t 
and in(a,) = j 
It is quite clear that the pseudograph r just obtained is naturally associated 
with the state graph of an A”-automaton % = 9I x~N whose next state mapping is 
obtained by replacing the labels (a,, i) of r by a E A. Formally we have: 
Definition 1.1. Let $?I = (S, f) be an Ax-automaton and let rr : S x A + 6, be a 
mapping of S XA into the symmetric group on a set N. The covering automaton 
% = !?l x,N is the A*-automaton % = (S x N, f) where f[(s, i), a] = [f(s, a), ir(s, a)]. 
As usual, we shall denote f(s, a) by sa, use the notation a, for the elements of 
S x A when convenient, and write the action of A on S x N defined by f simply as 
(s, i)a = [sa, im(a,)] for every s E S, i E N, a E A. 
Example 1.2. If ?.I is given by the state graph r below (see Fig. l), with 
N = (0, 1,2} and ~(a,) = m(b,) = v(b,) = (012), IT = (01) we obtain ‘$I with state 
graph i? 
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Fig. 1 
In the covering automaton ‘?I a subset T x (i} of the set S x N of states is said to 
consist of k-identifiable states if (t, i)w = (t’, i)w for all t, t’ E T and w E A k. For 
example the states (s, 0) and (t, 0) in f above are l-identifiable, but (s, l), (t, 1) are 
not. It is clear that if two states (t, i) and (t’, i) are k-identifiable, they are also 
k’-identifiable for any k’s k and for every a E A the states (t, i)a and (t’, i)u are 
(k - l)-identifiable. 
An A*-automaton ‘u = (S, f) is called homogeneous if ‘3 is transitive and if 
there exists an integer n such that all words of A* of length 2 n define 
transformations of S having the same rank. The smallest integer d having the 
preceding property is called the depth of VI. In case all words of length 2 d define 
transformations of rank 1, 2I is called homogeneous and sychronized. 
Example 1.3. $8 = (Ad, f) with f(a,az * * * ad, a) = u2 . * * ada is a homogeneous 
and sychronized automaton of depth d. Given any homogeneous synchronized 
A*-automaton ‘8 with state set S and depth <d, the mapping cp : Ad + S 
defined by q(w) = s with (s} = SW gives a morphism from ‘?I onto 23. We shall call 
‘2 the free h.s. A*-automaton of depth d. 
For any complete finite prefix code C, the transition monoid M(P) of the 
minimal automaton B(C”) recognizing C* admits a Suschkewitsch group G(C*) 
(maximal subgroup of the minimal ideal of M(C*)) called the group of the code. 
G(C*) is in fact a permutation group acting transitively on the image of its 
elements viewed as transformations of the set of states of ‘U(C*). When we refer 
to the degree of G(C*), it is understood as its degree as a permutation group. In 
case C is biprefix the degree of G(C”) is also the average length of the words in C 
with respect to any probability distribution on A (see [7], [5]). It is also known in 
case C is biprefix that B(C*) is a homogeneous automaton whose depth will be 
called the depth of C. The main result of this paper is: 
Theorem 1.4. Let ‘u=(S,f) be the free h.s. A*-automaton of deprh d. Construct 
~=21xx,{0, 1,. . . , n - l}, a covering automaton of ‘3, satisfying the following two 
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conditions : 
(a) S X(O) is a set of d-identifiable states; 
(b) All the circuits (closed paths) in the graph r of ‘8 musr contain a state (s, 0) 
for some s E S. 
Let r” be the graph obtained from r by merging all the states in S x (0) into a single 
state so. Then the set of all words representing minimal parhs from s0 to so in the 
graph r* is a finite complete biprejix code of average length n and depth cd. 
Conversely, any such code is obtainable by this construction. 
The graph r of Example 1.2 is the graph of the free A*-automaton of depth 1, 
and f is a covering graph satisfying the conditions (a) and (b) of Theorem 1.4. 
Observe that the free h.s. A*-automaton of depth d has an arrow with label a 
around the state ad for every a E A. Condition (b) above imposes that for s = ad, 
the permutation ~(a,) be an n-cycle. Since the names of the states of ‘21 (distinct 
from those in S x (0)) do not matter, we may assume that for each a E A, s = ad, 
we have rr(a,)=(O,l,..., n-l). 
Another convention, translating condition (a) of Theorem 1.4 can be made: Let 
us assume, for example that we wish to construct a graph r with n = 4 and d = 2, 
over an alphabet A ={a, b}. The graph of the free h.s. A*-automaton ‘$l of depth 
2 is shown on the left in Fig. 2. A portion of the graph r (with the convention 
above concerning ~(a), n(b)) appears on the right. Since the states (a*, O), (ba, 0), 
(ab, 0), (b’, 0) must be 2-identifiable, this imposes in particular that (ba, O)a* = 
(a*, Ob*, hence (ba, 0)~ = (a*, 1). Similarly (ab, 0)b = (b’, 1). Also (ba, O)b* = 
(b*, O)b* = (b*, 2) forces (ba, 0)b = (ab, i) to be mapped by b on (b*, 2). Note that 
for the purpose of obtaining codes, the names of intermediate points is irrelevant, 
hence we may assume that (ba, 0)b = (ab, 1) (i.e. i = 1). Similarly we put (ab, 0)~ = 
(ba, 1). Finally the states (ba, 1) and (ab, 1) should be mapped on states (ab, i) and 
(ba, j> by b and a respectively (we have chosen i = 3, j = 2 but these are 
determined by r). Thus the consequence of condition (a) in Theorem 1.4 is that 
the states (a*, 0), (ba, 0) are mapped onto the same states by a and b respectively. 
The same is true for the pairs {(ab, O), (b*, 0)}, {(a*, l), (ba, l)}, {(ab, l), (b*, 1)). 
(a’, 0) (a2, 1) (a’, 2) 
.- 
(a*,31 
-. 
(ba, 3) 
lb*, 0) b2, 1) 
Fig. 2. 
(b’, 2) 
t. 
lb’, 3) 
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In general with A, d, n arbitrary the same conventions can be adopted. In terms 
of the mapping rr, they are: For every a EA, w gAd we have T(G) = 
(0,172,. . ., n - 1) in case w = ad, 7r(&) = (0, 1,2, . . . i + 1, . . .) * * * ( * * * ) in case 
w # ad and i is the largest power of a which is a right factor of w. 
Furthermore when constructing the graph f the successive images of (w, 0) 
must be k-identifiable (da k 2 1). This can be easily achieved by labelling 
identically identifiable states (see Example 1.5 below). Finally, since the graph r* 
is obtained from r by merging all the states (w, 0) we can systematically decide 
not to represent the arrows having a state (w, 0) as a source or target, and read off 
immediately on the simplified graph of r* the biprefix code corresponding to it. 
Example 1.5. In Fig. 3 below (completing the graph of the preceding page) we 
have relabelled the vertices, to show the correspondence with the usual tree 
0 
0 0 
Fig. 3. 
representation of the code (arrows going up are labelled a, arrows going down are 
labelled b) 
C = {a4, a3b, a*ba, a2b2a3, a*b*a*b, a*b*ab, a2b3, aba3, 
aba*b, abab, ab*, ba*, baba, bab2a3, bab*a*b, bab*ab, 
bab3, b*a, b3a3, b3a2b, b3ab, b4} (22 words) 
The minimal automaton recognizing C* can be obtained from the graph above 
by identifying the states having the same images under a and b (e.g. the states 6 
and 10 should be identified). 
1 2 3 
! 7 
I 
8. 
2ff?Y 
4 10 
6 
I 
4 5 T, 
Fig. 4. 
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The problem of the l-l correspondence between the graphs and the biprefix 
codes is equivalent to the isomorphism problem for the central parts of the 
graphs. For example, the graph in Fig. 4 produces the same biprefix code as the 
graph r* of Example 1.5 because the central parts of the two graphs, namely 
I&f :x?xf 
4 i l-0 4 ii l-0 
are isomorphic directed graphs, under an isomorphism (9 f, 10) that extends to 
the whole graphs. Once a representatlve of each isomorphism class of the central 
parts has been chosen, there is a l-l correspondence between the graphs and the 
codes. Here one must keep in mind that the construction process gives not only all 
the codes of degree n and depth d, but also those of depth < d. In case one wishes 
to construct all the codes with a given underlying homogeneous synchronized 
automaton (homomorphic image of the free h.s. automaton), the construction can be 
adapted as Fig. 5 (d = 2, n = 4) shows 
Cl 
b 
h.s. automaton Vi 
2. Proofs 
tree of C 
Fig. 5. 
The direct part of Theorem 1.4 follows immediately from 
Lemma 2.1. Let Cc A* be a complete prefix rational code and let sO be the state 
stabilized by C* in any finite transitive A*-automaton recognizing C”. Then C is 
biprefix if and only if SUE Im w for all w E A*. 
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Proof. If C is a complete biprefix code, for every w E A* there exists u E A* such 
that uw E C*. Hence souw = sO, showing that s0 E Im w. Conversely if s0 E Im w for 
all WE A”, we prove that in any transitive automaton recognizing C*, SW = sow 
implies s = so. Let W’E A* be such that sww’= s, and let n be such that (ww’)” 
defines an idempotent transformation on the set of states. Then s(ww’)~ = s = 
s”(ww’)” = s0 (the last equality follows from the fact that so is in the image of the 
idempotent (ww’)“). Now if sOuu = sOu = so, then sou = so. This shows that LUJ E C*, 
u E C* imply u E C*, or equivalently that C is a suffix code. Cl 
Corollary 2.2. Let 2l* be the automaton obtained by merging all the states (s, 0) 
into a single state s0 in the covering automaton ‘?l satisfying the conditions of 
Theorem 1.4. The set C of a11 words representing minimal paths from s0 to s0 in the 
graph TX of ?I* is a finite complete biprefix code of average length n and depth sd. 
Proof. Assume that w = a1a2. . * ak with ai E A, 1 <i c k. With the notation of 
Section 1 let f(a”, ala2 * * . ai)=si for lsis k -1. There exists a unique sequ- 
ence iO, i,, . . . , i,-,E{O, 1,. . . , n - 1) such that iOr(ad, a,) = i,, i,n(s,, a*) = 
12, . . . 1 ik-l+rr(sk-lr ak) = 0. Then f[(ad, i,,), w]= [f(ad, w), 01, showing that the 
image of (ad, iO) under w in 2I* is sO. By Lemma 2.1, C is biprefix. The average 
length of a complete biprefix code C is the smallest integer 1 such that a’ E C for 
every a E A. This integer is precisely n since n(ad, a) = (0, 1,2,. . . , n - 1). 
Finally, for every s E S, i E (0, 1, . . . , n - 1) and a,, a2, . . . , ad E A we have 
This shows that all words of length d define transformations of the same rank n. 
Hence the depth of C is <d. Cl 
The converse of Theorem 1.4 follows from some properties of transitive (finite) 
automata and biprefix codes (see [6]). Given a transitive A*-automaton ‘3 = (S, f), 
let M be its transition monoid. We denote by 9 the set of all the minimal images 
of elements of M considered as transformation on S, and by X the set of all 
maximal kernels of elements of M. For every I E 4 and p E X, I is a cross-section 
of p and all IE 9 have the same number of elements called the degree of ?l. 
Furthermore for I and p fixed, the set 
G(‘?I)={xEM:Imx=I, Kerx=p) 
is a permutation group acting transitively on I called the Suschkewitsch group of 
5X. We define the minimal images automaton of ‘3 as the A”-automaton 5I.3 having 
4 as set of states, the action of a E A being given by I . a = f(I, a). 
Lemma 2.3. Every transitive A*-automaton ‘21 with state set S is a homomorphic 
image of a covering automaton B =!I3 x,I, where 58 is the minimal images 
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automaton of % and rr : 4 x A + G1, is a mapping in the permutation group on a 
fixed minimal image IO. 
Proof. Let pO be an equivalence relation on S admitting every set ZE 4 as a 
cross-section (for example, p. = Ker w with Im w E .%). Define n : 9 X A + G,,, as 
follows: 
i 
i = i’ (mod pO), 
ir(Z,a)=j e i’EZ and i’a=j’, 
j = j’ (mod p,,) 
for every iEZo, ZEN, SEA. 
The mapping cp : 9 X IO -+ S defined by 
cp(Z, i) = s with s E Z and s = i (mod pO) 
is a homomorphism from ‘i-8 = % x,ZO to %!l since cp(Z, i)a = sa with s as above and 
cp[(Z, i)a] = cp[Zu, in(Z, a)] = t with t E Zu, t = iv(Z, a) (mod pO); by definition of rr, 
t = sa. Furthermore, the transitivity of $21 implies that for every s E S there exists 
J E 9 such that s E J. Taking i E IO with i = s (mod pO) we have cp(J, i) = s, showing 
that cp is surjective. Cl 
Lemma 2.4. Let Cc A” be a finite complete biprejix code, ‘u(C”) the minimal 
A*-automaton recognizing C*, and sO the state stabilized by C* in the set S of 
stales of 5YI(C”). Then 
(a) ‘u(P) is a homogeneous automaton of depth d. 
(b) For any covering automaton !8 = 93 x,Z,, of the minimal images automaton !8 
of WC*) constructed as in Lemma 2.3, we have 
C*={~EA*:(Z,~~)~=(Z~,S~)} 
and all the states (Z, so) of 8 are d-identifiable. 
Proof. (a) Let A = MaxcEc l(c) and let w E A” be any word of length A. In order 
to show that the rank of w is minimal, assume that swz = twz for s, t E S, z E A*. 
Since the set of states S correspond to left factors of words of C, the fact that 
l(w)=h implies that w = uz, with su = sg for some u CA*. It follows that 
souz = suz)z = swz = twz = (tu)uz. But, as in the proof of Lemma 2.1, the fact that 
so is in Im uz yields that so = tu, hence SW = sou = tuu = tw, proving that w has 
minimal rank. This shows that %(C*) is homogeneous of depth d G A. 
(b) With the notation of Lemma 2.3, for every I E.% and w E A* we have 
sOm(Z, w) = j where j is the unique element in IO such that sow = j (mod p,,). This 
follows, by an easy induction on the length of w, from the fact that sO is in all the 
images (Lemma 2.1). In particular (Z, sO)w = [Zw, sO~(Z, w)] = (Zw, so) if and only if 
so= sow (mod pO). Since p. admits any Z = Im z(Z E 9) as a cross-section this 
implies soz = sowt, thus sO = sow. Consequently C” = (w E A*: (Z, sO)w = (Zw, so)}. 
Finally for every word w E Ad, and Z, J E 4 we have (Z, sO)w = (Zw, j), (J, sO)w = 
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(Jw, j) with j = sow (mod po) and Zw = Jw because !B is homogeneous syn- 
chronized of depth d (i.e. words of length d define transformations of rank 1 on 
4). Cl 
The converse of Theorem 1.4 follows directly from Lemma 2.4. In this Lemma 
it is clear that the minimal images automaton ‘8 can be replaced by 3 the free h.s. 
A*-automaton of depth d, and ‘8 by 3 = 8 x,, IO with rri(w, a) = rr(Im w, a) for 
every w E Ad. 
It must be pointed out that the permutation group generated by the permuta- 
tions +rr(w, a), w E Ad, contains, in general strictly, the group G(C*) of the biprelix 
code C as the following example shows: 
The graph above is a team tournament giving the permutations ~(a, a) = 
(01234) = ~(b, b); ~(a, b) = (0134), ~(b, a) = (0123). These permutations corres- 
pond to the representation of A* by row-monomial matrices 
obtained as in Lemma 2.3 with Z. ={O, 1,2,3} and po= 0(15)26(37(48. The group 
G(C*) is generated by the nonzero entries of the right Schiitzenberger represen- 
tation (+ of M(C*) using, for example IO = Im a ={O, 1,2,3} and po= Ker Q = 
0)15126)38147 in Lemma 2.3. This gives the representation 
G(C*) is the alternating group 215 and the permutations m generate E&. 
In order to obtain the generators of the group G(C*) of the code, it suffices in 
the proof of Lemma 2.3 to replace p. by an equivalence pi which is a maximal 
kernel for ‘u(C*). We denote by o. the representation of A* by row-monomial 
matrices over Gr,, U (0) deduced from Lemma 2.3 and u1 the similar representa- 
tion using pi instead of po. For every a E A, v = 0, 1 
7rv(Z, a) 
[~“vu)l,, =I0 
if .Z= la, 
otherwise 
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and krV((I, a) = j if and only if i = i’ (mod p,), i’ E I, j = j’ (mod p,), i’a = j’. For 
every IE.% define x1 EGO,, by 
i% = j ~3 i = i’ (mod pl), i’ E I, i’ = j (mod pO). 
Let x be the 9 X 4 diagonal matrix over E&, U (0) having x, in position (I, I). 
Property 2.5. u1 = xcrOx-‘. 
Proof. We show that xao(a) =alx(a) for every a E A. The entry in position 
(I, la) of X~T&U) is xrmO(l, a), while the entry in the same position in a,x(a) is 
7TlU, u)xra. Assume that for i, jc I,, we have i,ypJI, a) = j. Then ia = k, 
km& a) = j. Hence i = i’ (mod pl), i’E I, i’= k (mod pO) and k = i’ (mod pO) with 
i’E I, i’u = j’E la, and j” j (mod pO). Then it follows that iml(I, a) = jl with 
j1 = j’ (mod pl); furthermore jlxr, = j since j1 = j’ (mod pl), j’ E Ia, and 1 j’ = 
j (mod pO); hence irl(Z, a)~*, = j. Since ,Q~F,J(I, a) and ?r,(I, a)x,, are permuta- 
tions, this is enough to ensure xrrro(I, a) = ml(I, a)&,. 0 
When constructing the automaton %* obtained from $i (Theorem 1.4) by 
merging all the states (s, 0) into a single state we construct simultaneously the 
permutations mO(s, a) for s eAd, a E A and the equivalence pO. We have 
iro(s, a) = j if and only if there is an arrow labelled a from (s, i) to (sa, j) in the 
graph TX. The minimal images of ti are 1, = {(s, i): i = 0, 1, . . . , n - l} and if I0 is 
chosen to be the image of ad for some fixed letter a E A we have (s, i)p,(t, j) if 
and only if i = j. Indeed, if 7~ is the permutation on Im ad defined as in Lemma 
2.3 (using p0 above) we have 
(ad, i)r(&, b) = (ad, j) with (ad, i) = (s, i) (mod PO), 
(s, i)b = (sb, iro(I,., b)) and (sb, iro(lS, b))= (ad, imo(lS, b)) 
Hence j = iro(IS, b), showing that (s, i)p,(t, j) iff i = j. 
Using p1 = Ker ud as equivalence we obtain: (s, i)p,(t, j) if and only if (s, i)ud = 
(t, j)ud or equivalently 
i’rro(s, ad) = jro(t, ad) 
Computing x1, we obtain 
xr, = robd, adhob, adll-‘, 
and applying Property 2.5 gives the generators of the group G(C*) 
TICS, b) = no(ud, ud)[q,(s, ad)]-‘m,(s, bh,(sb, ad)[mJad, ad)]-’ 
Note that ro(ad, ad)= (0, 1,2,. . . , n-l)d. 
In conclusion, we recall that the number of codes of a given length is finite (see 
[2], for example). Hence the depth d is bounded by a function of n. As long as 
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d G 5 we have d 6 n, however we have constructed a code of length 10 and depth 
14. The determination of the nature of f such that d <f(n) seems to be a difficult 
problem. 
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