ABSTRACT Kong et al. introduced the concept of normal parameter reduction in fuzzy soft sets. However, due to entries of fuzzy soft sets belonging to the unit interval [0, 1], it is nearly impossible to obtain the normal parameter reduction of fuzzy soft sets in the real applications. At the same time, this method involves a great amount of computation. In order to solve these problems, in this paper, we propose a distancebased parameter reduction of fuzzy soft set, which has much higher applicability and involves much less computation compared with the method of normal parameter reduction of fuzzy soft sets. Two case studies and twenty synthetic generated datasets show our contributions.
I. INTRODUCTION
The problems of uncertain, fuzzy, not clearly defined data often arise in many fields. Uncertainties may be handled by those traditional mathematical tools such as probability theory, fuzzy sets [8] , rough sets [2] , intuitionistic fuzzy sets [3] , vague sets [4] and interval mathematics [5] . However, these methods have their inherent difficulties which are indicated in [6] . Aiming to overcome these difficulties, Molodtsov initiated soft set theory [7] as a new mathematical tool for handling uncertainties. Soft set is free from the inadequacy of the parameterization tools, therefore, which can be applied into practice easily. Soft sets can be employed to highlight the essentials of soft set based decision-making [9] - [11] , [13] - [15] , [42] . Some researches [16] - [18] focus on the soft set based data mining approach. The issues about data analysis of incomplete soft sets are given some efforts [19] - [21] , [51] .
Furthermore, the soft set model can also be combined with other mathematical models and new models are formed such as fuzzy soft set, intuitionistic fuzzy soft sets [22] - [27] , interval-valued fuzzy soft set [28] - [30] , intuitionistic fuzzy parameterized soft set [31] , intervalvalued intuitionistic fuzzy soft set theory [32] , lattice ordered soft sets [33] , bijective soft set [34] , [35] , vague soft sets [36] , [37] , trapezoidal interval type-2 fuzzy soft sets [38] , [39] , probabilistic soft sets. [52] , [53] , soft rough set [54] - [56] , rough soft set [57] , [58] .
Development of the fuzzy soft set is one of the important branches of the soft set. Maji et al. [41] firstly combined soft set and fuzzy set and then proposed the concept of fuzzy soft sets, which has been further generalized in [12] . So far, the theory of fuzzy soft set mainly applied into the field of decision making and the combined forecasting [48] . Maji and Roy [43] described a new approach of object recognition from an imprecise multi-observer data in order to handle decision making based on fuzzy soft sets, which was improved in the document of [44] . Feng et al. [45] employs level soft sets to describe an adjustable decision making approach for fuzzy soft set. A balanced decision making solution was proposed in [40] by means of the concept of mean potentiality approach. The paper of [49] introduces the object-parameter approach which can be used to predict unknown data in incomplete fuzzy soft set, which is revised by [50] . According to grey relational analysis and Dempster-Shafer theory of evidence, Tang [47] gives a novel solution of decision making for fuzzy soft set. The document of [46] introduces a novel algorithm for fuzzy soft set based decision making from multi observer input parameter data set. An adjustable parameter reduction approach for fuzzy soft sets based on the three-way decision was given in [59] . Some redundant parameters are not necessary to the decision making process. A parameter reduction after deleting some redundant parameters provides the same descriptive or decision ability as the entire set of parameters, which is a minimum subset of parameters. Parameter reduction is of importance to promote the development of decision making. Kong et al. [42] gave the normal parameter reduction of fuzzy soft sets. However, as a matter of fact, because of entries of fuzzy soft sets belonging to the unit interval [0, 1], achieving the normal parameter reduction is very difficult. Therefore success rate of finding the normal parameter reduction is very low. At the same time, this method involves a great amount of computation. Aiming to get a more useful and applicable parameter reduction of fuzzy soft set and reduce computation complexity, in this paper, we propose a distancebased parameter reduction of fuzzy soft set. Two case studies and twenty synthetic generated datasets show the proposed algorithm has much higher applicability and involves relatively less computation compared with the method of normal parameter reduction of fuzzy soft sets.
The rest of this paper is organized as follows. Section II reviews the basic notions of fuzzy soft set theory. Section III analyses the normal parameter reduction of fuzzy soft set put forward in [42] . Section IV gives two definitions of distance between two parameters and distance matrix and then proposes a distance-based parameter reduction of fuzzy soft set. Section V compares the proposed algorithm with the algorithm of [42] in terms of algorithms' complexity and the reduction results on two cases: Web site evaluation and Company Recruitment and twenty synthetic generated datasets, aiming to demonstrate our contribution. Finally Section VI presents the conclusion from our study.
II. THEORETICAL BACKGROUND
In this section, some basic notions with regard to soft sets and fuzzy soft set are recalled.
Definition 2.1 (See [6] ): Let U be a non-empty initial universe of objects, E be a set of parameters in relation to objects in U, P (U ) be the power set of U, and A be a subset of E. A pair (F, A) is called a soft set over U, where F is a mapping given by F : A → P (U ).
From this definition 2.1, we can see that a soft set over U is a parameterized family of subsets of the universe U.
Soft set can be extended as fuzzy soft set, which is defined as follows. [26] ): Let U be an initial universe of objects, E be a set of parameters in relation to objects in U, ξ (U ) be the set of all fuzzy subsets of U. A pair F , E is called a fuzzy soft set over ξ (U ), whereF is a mapping given byF : E → ξ (U ).
Definition 2.2. (See
Fuzzy soft set can be represented as a data table, in which entries belonging to the unit interval [0, 1]. The following example explicitly clarifies this point.
Example 2.1: 4 , h 5 } be the set of five objects and E = {e 1, e 2 , e 3 , e 4 , e 5 be the five parameters. The fuzzy soft set (F, E) is illustrated by a tabular representation in Table 1 . 
FIGURE 1.
Normal parameter reduction algorithm of fuzzy soft set in [42] .
III. ANALYSIS OF THE NORMAL PARAMETER REDUCTION OF FUZZY SOFT SETS (NPR)
In this section, we briefly discuss the normal parameter reduction of fuzzy soft sets which were presented by Kong et al. [42] .
Suppose
is a fuzzy soft set with tabular representation. Define r E (h i ) = j h ij , where h ij (h ij ∈ [0, 1]) are the entries in the fuzzy soft set table of (F, E). Definition 3.1 (See [42] ): For fuzzy soft set (F, E),
is dispensable, otherwise, A is indispensable. That is, B ⊂ E is a normal parameter reduction of E, if (1)B is indispensable and (2) e
In order to illustrate this algorithm in Figure 1 , we will try to find the normal parameter reduction of fuzzy soft set in Example 2.2.
Here, maximum subset is referred to as the subset in which the maximum parameters are reduced.
Example 2.2:
} is the set of five objects and E = {e 1, e 2 , e 3 , e 4 is the four parameters. The fuzzy soft set (H, E) is given by a tabular representation in Table 2 .
We can obtain that A = {e 1 , 4 } is the normal parameter reduction of the fuzzy soft set. But, no finding the normal parameter reduction is an indisputable fact in most cases, on account of the special entries of fuzzy soft sets. For example, it is clear that in Example 2.1 we can not obtain one VOLUME 6, 2018 subset A, in which e k ∈A h 1k = e k ∈A h 2k = e k ∈A h 3k = e k ∈A h 4k = e k ∈A h 5k , so the normal parameter reduction of Example 2.1 can not be achieved. This approach leads to a very low applicability. At the same time, this method involves a great amount of computation. Aiming to get a more useful and applicable parameter reduction of fuzzy soft set and reduce computation complexity, we propose a distancebased parameter reduction of fuzzy soft set below.
IV. DISTANCE-BASED PARAMETER REDUCTION OF FUZZY SOFT SET
is a fuzzy soft set with tabular representation. h ij (h ij ∈ [0, 1]) are the entries in the fuzzy soft set table of (F, E). Distance between two parameters is referred to as the dissimilarity between two parameters. In our algorithm, we adopt Euclidean distance as the distance measure. 
Definition 4.1 (Distance Between Two Parameters): Distance between parameter i and j is defined as:
d e i , e j = (h 1i − h 1j ) 2 + (h 2i − h 2j ) 2 + · · · + (h ni − h nj ) 2
Definition 4.2 (Distance Matrix): This structure stores a collection of distances that are available for all pairs of m parameters. It is often represented by an m-by-m table shown in Figure 2:
Based on above definitions, we give our algorithm as follows in Figure3: Threshold r depends on the users. Threshold r is a measure of similarity for two columns. If we set a high threshold (the value r is small), users are strict with the parameter similarity. In order to illustrate our algorithm, we can go back to Example 2.1.
Step 1: Input the fuzzy soft set (F, E), E = {e 1, e 2 , e 3 , e 4 , e 5 } and threshold r=0.2.
Step 2: Calculate distances all pairs of five parameters shown in Figure 4 and fill in the distance matrix given in Figure 5 .
Step 3: Here threshold r=0.2, we scan the distance matrix. It is found that d (e 2 , e 1 ) = 0.17 < 0.2, d (e 3 , e 4 ) = 0.14 < 0.2.
We consider e 2 is similar with e 1 ; e 3 is similar with e 4 . Hence we keep e 1 (or e 2 ) and e 3 (or e 4 ).
Step 4: we get the new fuzzy soft set after parameter reduction shown in Table 3 .
Compared with our proposed algorithm, it is clear that in Example 2.1 we can not obtain one subset A, in which
, so the normal parameter reduction of Example 2.1 can not be achieved.
V. THE COMPARISON RESULT
In this section, we compare the proposed algorithm with the algorithm of [42] . Firstly, we compare them in terms of algorithms' complexity. Further, a comparison for capturing the parameterization reduction is elaborated through two cases and twenty synthetic generated datasets.
A. THE COMPARISON OF COMPLEXITY
We analyze and compare the computational complexity of the two algorithms by counting the number of basic operation. The basic operation maybe varies with different implementation of the algorithm, hence, we regard element access here as the basic operation. Suppose U = {h 1 , h 2 , · · · , h n }, E = {e 1 , e 2 , · · · , e m }, (F, E) is a fuzzy soft set with tabular representation. Define r E (h i ) = j h ij , where h ij (h ij ∈ [0, 1]) are the entries in the fuzzy soft set table of (F, E). For simplicity, we define the combination that consists of k parameter columns as combination-k.
1) THE ALGORITHM OF [42]
We should find the subset A = e 1 , e 2 , · · · , e p ⊂ E satisfying e k ∈A h 1k = e k ∈A h 2k = . . . = e k ∈A h nk , in order to get the normal parameter reduction of the fuzzy soft set. So we test all of the combinations from combination-1 to combination-(m-1), which is equal to m−1 i=1 C i m = 2 m . Taking big O notation, the computation complexity of this algorithm is is O(2 m n).
2) OUR ALGORITHM
In our proposed algorithm, we need to calculate distances all pairs of m parameters and fill in the distance matrix. Hence, we only need to test the combination-2. Taking big O notation, the computation complexity of this proposed algorithm is O(m 2 n). It is clear that our algorithm outperforms the algorithm in [42] in terms of computation complexity.
B. A COMPARISON ON CAPTURING THE PARAMETER REDUCTION 1) CASE STUDY 1: WEB SITE EVALUATION
One book store held a contest about web site creation for the staffs, aiming to effectively promote sales. Cham-VOLUME 6, 2018 pion, runner-up, third place would be awarded by the company. There are ten competitive teams for this contest. Nine assessment criteria are applied, as diverse as ''clear purpose'', ''friendly'', ''good communication'', ''ideal typefaces'', ''contrasting colors'', ''right images'', ''effective navigation'', ''good layouts'', and ''load time''. On account of no restrictions of approximate descriptions, fuzzy soft set is very convenient and easily applicable in practice. As a result, we can apply for any parametrization as diverse as words, sentences and functions so on. Here we use words such as ''clear purpose'', ''friendly'', ''good communication'' and so on to represent this evaluation of web site design.
Let
, h 10 } be the set of ten web sites designed by ten competitive teams and E = {e 1 , e 2 , e 3 , e 4 , e 5 , e 6 , e 7 , e 8 , e 9 } be the nine parameters, where e i (i = 1, 2, . . . , 9) stand for ''clear purpose'', ''friendly'', ''good communication'', ''ideal typefaces'', ''contrasting colors'', ''right images'', ''effective navigation'', ''good layouts'', and ''load time'' respectively. The fuzzy soft set F , E is illustrated by a tabular representation in Table 4 .
a: THE RESULTS FROM THE PROPOSED ALGORITHM
Step 1: Input the fuzzy soft set for the web sites evaluation, nine related parameters and threshold r=0.25.
Step 2: Calculate Euclidean distances all pairs of nine parameters and generate the distance matrix as follows in Figure 6 .
Step 3: We traverse the distance matrix and discover that d (e 3 , e 2 ) = 0.22 < 0.25d (e 6 , e 5 ) = 0.22 < 0.25.
From above results, we draw conclusions that e 3 and e 2 are similar, e 6 and e 5 are similar, respectively. Therefore, e 3 (or e 2 ) and e 6 (or e 5 ) are deleted.
Step 4: Finally, The new fuzzy soft set after parameter reduction shown in Table 5 is obtained.
From this case, fuzzy soft set is very flexible to make the parameters. We can set any parametrization we prefer. However, in practice, some parameters are similar. We can use Euclidean distances to measure this similarity. It is more feasible to only choose one parameter among them to describe web site evaluation. This process is helpful for decision making, adjusts and normalizes the design of parameters. Next time we only need select ''clear purpose'', ''friendly'', ''ideal typefaces'', ''contrasting colors'', ''effective navigation'', ''good layouts'', and ''load time'' as assessment criteria. [42] Besides, we have to mention that we can not get the normal parameter reduction of this case. In other words, in this case we can not obtain one subset A, in which e k ∈A h 1k = e k ∈A h 2k = . . . = e k ∈A h 9k = e k ∈A h 10k .
b: THE RESULTS FROM THE ALGORITHM IN

c: COMPARISON
We make comparison between the proposed algorithm and the algorithm in [42] from the result of parameter reduction and computational complexity which is shown in Table 6 . From this case, we find we can get the parameter reduction by our method while the method in [42] can not work. And it is evident that our algorithm reduces computation greatly. 
2) CASE STUDY 2: COMPANY RECRUITMENT
One IT company plans to recruit an excellent manager to manage one new branch, due to the enterprise scale expansion. The personnel department interviews twenty candidates in order to find a distinguished manager. Fifteen attributes are selected as measures as follows [1] .
Calmness: As the manager, if you meet the emergency, can you keep calm and solve problem? The ability to remain calm when pressure builds up is crucial as an excellent manager.
Optimism: An optimistic attitude can encourage and inspire your partners to work efficiently.
Self-Motivation: The ability to motivate yourself to work hard, as a result, and inspire your partners to work effectively with you.
Flexibility: When situations are changed, a good manager is able to adapt to this new condition as soon as possible. Know When to Delegate: A good manager should notice that when and how to divide tasks and allocate tasks to staffs who will fulfill the task successfully.
Industry Knowledge: An outstanding manager should know well of the culture and background of the enterprise. Understanding the related industry knowledge can help managers perform your work more effectively and communicate with your customers.
Basic Money Management: The ability to understand basic financial concepts can help managers take charge of money of the project.
Written Communication: The ability to write professionally with correct grammar, clear ideas is significant for a good manager when writing email, memos and reports.
Customer Service: How to provide services of high quality for customers is worth considering for a manager. Public Speaking: A manager has chance to face up to many important social events or ceremonies. Firstclass managers know how to make the presentation publicly with good pronunciation, precise manners and proper expression.
Organize Your Presentations: How to organize and make your presentations is the important ability for a good manager.
Mediator: Dealing with the conflicts between workers, between a worker and a client, or between a superior and a worker, a manager should act as a good mediator.
Team Player: Team work is essential in our business process. Make sure that you are willing to work and have a cordial working relationship with others as a team member.
Constructive Feedback: How to provide feedback and make decision according to the feedback is worth learning as a good manager.
Collaboration: An outstanding manager should collaborate with your team members, realize how to integrate ideas, and then act as a good team leader.
Propose that U = {h 1 , h 2 , h 3 , h 4 , h 5 , h 6 , h 7 , . . . , h 19 , h 20 } is the set of twenty candidates and E = {e 1 , e 2 , e 3 , e 4 , e 5 , e 6 , . . . , e 14 , e 15 } is the fifteen parameters, where e i (i = 1, 2, . . . , 15) stand for ''Calmness'', ''Optimism'', ''SelfMotivation'', ''Flexibility'', ''Know When to Delegate'', ''Industry Knowledge'', ''Basic Money Management'', and ''Written Communication'', ''Customer Service'', ''Public Speaking'', ''Organize Your Presentations'', ''Mediator'', ''Team Player'', ''Constructive Feedback'', ''Collaboration'', respectively. The fuzzy soft set F , E is illustrated by a tabular representation in Table 7 . 
a: THE RESULTS FROM THE PROPOSED ALGORITHM
Step 1: Input the fuzzy soft set for the company recruitment, fifteen related parameters and threshold r=0.20.
Step 2: Calculate Euclidean distances all pairs of fifteen parameters and generate the distance matrix as Figure 7 .
Step 3: We traverse the distance matrix and discover that d (e 4 , e 5 ) = 0.13 < 0.20, d (e 10 , e 11 ) = 0.1 < 0.2, d (e 13 , e 15 ) = 0.1 < 0.2.
From above results, we find that e 4 and e 5 are similar, e 10 and e 11 are similar, e 13 and e 15 are similar, respectively. Therefore, e 4 (or e 5 ), e 13 (or e 15 ) and e 10 (or e 11 ) are deleted.
Step 4: Finally, The new fuzzy soft set after parameter reduction shown in Table 8 is obtained. [42] It is pity that the normal parameter reduction by the method of [42] can not be obtained. In other words, in this case we can not obtain one subset A, in which e k ∈A h 1k = e k ∈A h 2k = . . . = e k ∈A h 19k = e k ∈A h 20k .
b: THE RESULTS FROM THE ALGORITHM IN
c: COMPARISON
We compare the proposed algorithm with the algorithm in [42] from the result of parameter reduction and computational complexity which is depicted in Table 9 . From this table, we find we can get the parameter reduction by our method while the method in [42] can not obtain the related parameter reduction. In regard to computational complexity, our improvement is up to 99.31%. 
3) EXPERIMENTAL RESULTS ON TWENTY SYNTHETIC GENERATED DATASETS
Twenty synthetic generated datasets for fuzzy soft sets are adopted to test our algorithm and the algorithm in [42] . Here VOLUME 6, 2018
we set threshold r=0.50 for our algorithm. We name our algorithm (distance-based parameter reduction) as DBPR, the algorithm in [42] is termed as NPR. We get the parameter reduction results on twelve datasets, therefore success rate is up to 60%; the normal parameter reduction results by the algorithm in [42] can not be achieved on all the twenty synthetic generated datasets, success rate is 0%. Comparsion on success rate of finding reduction is shown in Figure 8 .
VI. CONCLUSION
Success rate of discovering the normal parameter reduction of fuzzy soft sets almost is close to zero which results in the very low applicability. At the same time, this method involves a great amount of computation. In order to solve these problems, in this paper, we propose a distance-based parameter reduction of fuzzy soft set. From two cases and and twenty synthetic generated datasets, we can draw conclusions that our proposed algorithm has much higher applicability and involves much less computation compared with the method of normal parameter reduction of fuzzy soft sets.
