Abstract Partial least squares regression (PLSR), spectral residual augmented classical least squares (SRACLS) and support vector regression (SVR) are three different chemometric models. These models are subjected to a comparative study that highlights their inherent characteristics via applying them to analysis of bisacodyl in the presence of its reported degradation products monoacetyl bisacodyl (I) and desacetyl bisacodyl (II), in raw material. For proper analysis, a 3 factor 3 level experimental design was established resulting in a training set of 9 mixtures containing different ratios of the interfering species. A linear test set consisting of 6 mixtures was used to validate the prediction ability of the suggested models. To test the generalisation ability of the models, some extra mixtures were prepared that are outside the concentration space of the training set. To test the ability of models to handle nonlinearity in spectral response, another set of nonlinear samples was prepared. The paper highlights model transfer to other labs under other conditions as well. This paper aims to manifest the advantages of SRACLS and SVR over PLSR model, where SRACLS can tackle future changes without the need for tedious recalibration, while SVR is a more robust and general model, with high ability to model nonlinearity in spectral response, though like PLSR is needing recalibration. The results presented indicate the ability of the three models to analyse bisacodyl in the presence of its degradation products in raw material with high accuracy and precision; where SVR gives the best results at all tested conditions compared to other models.
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Introduction
Bisacodyl (BISA); 4,4 0 -(2-pyridylmethylene)-bisphenol diacetate, is a stimulant laxative.
1 Fig. 1 shows the chemical structure, molecular weight, and molecular formula of BISA. BISA has been determined by various pharmacopeial and nonpharmacopeial methods. The pharmacopeial methods include nonaqueous titration 1 for BISA suppositories, spectrophotometry 1 for enteric coated tablets, and high-performance liquid chromatography (HPLC) 2 for both suppositories and enteric coated tablets. The non pharmacopeial methods for BISA determination include spectrophotometry for combinations with piribedil 3 ; colorimetry in the presence of desacetyl bisacodyl (II) degradation product 4 ; high-performance thin-layer chromatography (HPTLC) 5, 6 ; gas chromatography (GC) in pharmaceutical tablets 7 ; GC in urine, serum, and stool in the presence of II metabolite 8, 9 ; HPLC in suppositories and tablets 10, 11 ; and HPLC in the presence of both degradation products monoacetyl bisacodyl (I) and II in pharmaceutical formulations. 12, 13 BISA was analysed in enteric coated tablets and suppositories by spectrodensitometric and chemometric methods (CLS, PCR and PLS) in the presence of I and II. 14 It was analysed as well by adsorptive square-wave voltammetry in pharmaceutical preparation and biological fluids. 15 The aim of the presented work is to establish a comparison among PLSR, SRACLS and SVR chemometric models through the analysis of different mixtures of Bisa and its degradation products (I and II) as a case study; highlighting the advantage and disadvantage of each of the models, how far it is practical to transfer these multivariate models from lab to lab under different conditions, generalisation ability of these models and which of them can handle nonlinearities in spectral response best. In addition, the work aims to highlight the importance of considering a proper experimental design and the advantages of the SRACLS and SVR models compared to the previously published chemometric models. 14 Finally, the introduced models can offer selective and accurate stability-indicating analysis of BISA without interference from its degradation products I and II, which can be used for its quality control analysis in raw materials.
Materials and methods

Apparatus
(a) Spectrophotometer UV-Vis 1601 PC with 1 cm quartz cells (Shimadzu Scientific Instruments, Japan). (b) Spectrophotometer UV-Vis with 1 cm quartz cells (Jasco, V-530, Japan). Figure 1 Chemical structure and molecular weight of BISA, I and II.
Authentic samples
Preparation and separation of the degradation products
The literature was followed up for the preparation of I and II, 14 where bisacodyl powder was dissolved in 0.1 M HCl, and left at room temperature for 24 h. The solution was further neutralized with 1 M NaOH solution to pH 6 and filtered. The collected precipitate contained a mixture of bisacodyl, I, and II from which I and II could be separated in a pure form by preparative normal phase column chromatography.
Standard solutions
Stock solutions for each of BISA, I, and II were prepared by weighing accurately 100 mg pure powder of each, transferring into 100-ml volumetric flasks. Absolute ethanol (75-ml) was added, and the flasks were shaken well and diluted to volume with absolute ethanol to prepare 1000 lg/ml stock solutions. Working solutions for each of them were prepared by transferring accurately measured 10 ml of the stock solution into 100-ml volumetric flasks. The volume was completed with absolute ethanol to prepare 100 lg/ml working solutions.
Linearity and absorptivity coefficients
BISA exhibited linearity between 2 and 18 lg/ml at its k max at 223 nm. Extinction coefficients for BISA at every nanometer ranging from 211 to 310 [100 data points] were calculated according to Beer-Lambert's law based on the average of 3 spectra of different concentrations. The superimposed spectra of 10 lg/ml of BISA, I and II are shown in Fig. 2. 2.7. Experimental design 2.7.1. Linear calibration set A 3 level 3 factor calibration design was performed using 3 concentration levels coded from +1 to À1 for each of the 3 components to be analysed, including the main drug and the 2 degradates mentioned before. The design aims to span the mixture space fairly well; where there are 3 mixtures for each compound at each concentration level, resulting in 9 mixtures for the training set. 16 The central level of the design was 8 lg/ ml for BISA. The concentrations of the degradates in the design were based on the fact that we involve them in more than 10% calculated on molar basis to cover a wide range of possibilities in future analysis. Table 1 represents the concentration design matrix. The 2D Scores plot (Fig. 3) for the first two PCs of the mean centred concentration matrix was obtained to confirm the well position of the mixtures in space, orthogonality, symmetry and rotatability. 16 Mean centring of the data proved to be the best preprocessing method for getting the optimum results for PLSR and SRACLS method.
Linear test sets
To test the validity and predictive ability of the developed multivariate models, a set of independent test set mixtures was prepared by repeating the preparation of six of the mixtures in the training set, Table 1 . To test the generalisation ability of the models, some extra mixtures were prepared that are outside the concentration space of the training set. Table 1 shows the in space and out of space test samples' concentrations.
The training set samples were prepared using the Jasco spectrophotometer and ethanol HPLC grade, while the test set samples were prepared using the Shimadzu spectrophotometer and absolute ethanol (El-Nasr) in another lab in order to test for model transferability. Fig. 3 shows the scores plot of the first 2 PCs of the mean centred out of concentration space test samples (diamonds) overlaid to the corresponding linear training set samples (circles), where we can notice that 4 samples are out of space.
Nonlinear calibration set
Sometimes designing an experiment for pharmaceutical analysis is restricted by lots of factors like the drugs' ratios in the market formulae, the calibration range for each drug. . .etc, which control the zero level in the coded design and the skipping factor of Figure 2 Zero order spectrum of BISA (solid line), (I) (long dashed line) and (II) (dotted line) of 10 lg/ml each in absolute ethanol. the concentration levels. In some cases, especially with higher numbers of components in a given mixture, this may force some combinations in the designed mixtures to have spectral response that is not linearly related to one or more of the drugs, hence considering the presence of possible nonlinearities in spectral response is a must for proper choice of the best predictive model.
To challenge our models and manifest their inherent characteristics, another type of calibration set was prepared in which high concentrations of BISA were deliberately included in order to let the spectral response be nonlinear in relation to the corresponding concentration. The same experimental design of the linear calibration set was followed using a 3 level 3 factor design. The Shimadzu apparatus was used for the preparation of the nonlinear training set using ethanol HPLC grade, and Table 2 shows the concentration design matrix.
Nonlinear test set
To test for model transferability, to validate the predictive ability of the different models adopted and test their ability to handle nonlinearity in spectral response, another nonlinear test set was prepared on a different day using absolute ethanol (El-Nasr) and the Jasco spectrophotometer by repeating the preparation of six of the mixtures in the nonlinear training set; numbers 1, 2, 3, 4, 6 and 7 as shown in Table 2 . With the nonlinear dataset testing, we use the spectrum from 216 to 310 nm [95 data points] to avoid the last extremely noisy part of the spectrum.
Note: A separate blank spectrum of the solvent used in preparation of the test set samples (whether for linear or nonlinear test set preparation) was obtained that reflects the fluctuations in instrumental response and temperatures from day to day, hence would be used for the PACLS approach together with SRACLS model in the prediction step.
Software
Codes for PLSR (PLS1 algorithm 17 ), cross validation, grid search and SRACLS were written in lab using Matlab Ò 7.1.0.246 (R14). The codes for the SVR algorithm were downloaded from the internet website http://onlinesvr.altervista.org/. All calculations were performed using a Pentium (R) 4 CPU, 3.00 GHz, 1.00 GB of RAM under Microsoft Windows XP.
Chemometric methods
Partial least squares regression (PLSR)
Mathematically in PLSR, the predictor matrix X and the response vector c are decomposed using a given number of PLS components (latent variables LVs), [18] [19] [20] [21] according to Equations:
T and P are, respectively, the scores and loadings for X, q is the loading vector for c, and E and f are the residuals for X and c, respectively.
PLSR is considered the de-facto standard in chemometrics since it has mostly been reported to outperform principle component regression PCR in several applications and is usually used in industry. Accordingly, we will restrict ourselves to PLSR in this study. Table 1 The 3 level 3 factor experimental design of the linear 9 training set mixtures, together with the test set mixtures of the linear in space and linear out of space test sets shown as concentrations of the mixture components in lg/ml.
Linear training set
Linear test set (in space) Linear test set (out of space)
BISA (lg/ml) I (lg/ml) II (lg/ml) BISA (lg/ml) I (lg/ml) II (lg/ml) BISA (lg/ml) I (lg/ml) II (lg/ml) Note: underlined figures represent concentrations of BISA in the out of space samples. 3.1.1. Optimisation of number of latent variables for the PLSR model Cross validation CV 22, 23 was applied to predict how many are the optimum number of PLS components. Leave one out (LOO) CV was used in our study for optimising the number of PLS components, by building the model using I À 1 samples set (8 training set samples) to predict the one sample left (validation sample). The root mean square error of CV (RMSECV) is calculated as
where I is the number of objects in the calibration set, c i is the known concentration for sample i andĉ A i cv is the predicted concentration of sample i using A PLS components. Mean centring was performed on the training set each time successive samples were left out.
Spectral residual augmented classical least squares (SRACLS)
The classical least-squares (CLS) model is typically written as
where X is an I · J matrix of the measured UV absorbance values for the J variables (e.g., wavelengths) and the I samples, C is a matrix of dimensions I · M of the concentration values for the M components, K is the M · J matrix of the pure component signals (e.g., spectra at unit concentrations) and E x is the residual error matrix.
For establishing the CLS model, an estimate of the unknown pure component contribution b K matrix is obtained by least squares solution
The residual error E x matrix can be obtained by
In the most direct augmented classical least squares ACLS methods, the rows of the b K can be augmented directly with all or selected rows of E x to correct the CLS model for unmodelled spectral components. 24 The augmented b K (K) can then be used in the prediction step to calculate b e C as follows:
where the '$' symbol indicates an augmented matrix. The SRACLS method adopts a more elaborate approach, where E x is first decomposed by principal component analysis (PCA), resulting in scores T and loadings P, where the rows of the b K can be augmented by one or more of the P rows to improve the prediction ability during the CLS prediction step, where the first few loadings vectors should be spanning the majority of unmodelled information that was in E x . 24 The method adopted in our work is SRACLS improved by the recent extension described by Saeys et al., 25 where the pure component spectra of the components of interest (spectra at unit concentration K p ) together with their corresponding concentrations (C p ) and pure component spectra of the interferants (spectra at unknown concentration K I ) are available beforehand.
Mathematically, it can be described by the following steps:
(1) The contribution of C P K P is removed from the main residual matrix E x
(1) The residual error matrix E X 1 is used to predict the concentrations of the interferantsĈ Î
(1) The new residual error matrix E X 2 is obtained after removal of the contribution of the interferantsĈ
(1) E X 2 (still contains information about unmodelled components other than K p and K I , e.g., instrumental deviation, temperature fluctuation. . .etc) is decomposed by PCA and the effects of unmodelled components can be minimized by using one or more of the rows of the new loadings P new for augmentation of the b K matrix together with the pure component spectra K p and K I to give a new augmented pure component contribution b e K new as followŝ
(1) b e K new is additionally augmented by a vector of ones to remove the baseline offset. 25 Eventually, the new predicted concentration will be calculated as followŝ
SRACLS; like all the ACLS methods, has the advantage of being easy to make robust by combining the prediction augmented classical least squares PACLS approach to model future changes during the prediction step without the need for recalibration, 24 where b K is augmented by extra spectra of the solvent used as blank during the prediction step that represent the change in temperature, spectral fluctuations. . .etc.
Support vector regression (SVR)
Consider a data set X (I · J) with an output vector c. The objective is to find a multivariate regression function f(x) based on X to predict a desired output property (e.g., the concentration of a chemical compound) from a sample (e.g., a spectrum). The 
where a i and a Ã i are the Lagrange multipliers satisfying the constraint 0 6 a i , a Ã i 6 C. C is an additional parameter called the penalty error or regularisation constant which determines the trade-off between the training error and model simplicity. The higher the value of C the more complex the boundary, and the more closely it fits samples, hence the lower the number of samples outside the margins. An infinite value of C tries to fit all samples inside the margins.
A more detailed description of Eq. (13) and the parameters a and C are given in literature. 26, 28, 29 The parameter b is the offset of the regression function f(x).
The mapping term <u(x i ).u(x j )> in Eq. (13) can be replaced by a kernel function as follows
This kernel transformation allows handling non-linear relationships in the data in an easier way. Several nonlinear kernel functions have been proposed, 30 however in this paper we will be restricted to the Gaussian Radial Basis Function (RBF) which can be written as
where r is known as the kernel parameter (radial width). The Gaussian RBF is particularly attractive as only one parameter needs to be optimised and so is commonly employed in chemometrics. Vapnik proposed e-insensitive loss function 30 which is commonly applied for SVR and will be employed in our study. 31 The validity of the optimum model is tested in the prediction step, where an unknownĉ value can be obtained as follows 32 :
While, for nonlinear SVR prediction (i.e., using the kernel functions)
Optimisation of the SVR model parameters
The optimum values for e, C (and r in case of using RBF kernel) were obtained by running a grid search based on leave one out cross validation to give the lowest RMSECV. The primary range of values for e was (0.01-1), for C (30-1000), and for r (0.1-10). The grid search was performed in two stages, the first using a wide grid followed by a fine search. With every set of SVR parameters, one sample (N = 1) was removed, an SVR model is built on the remaining 8 (I À N) samples remaining, predicting the RMSECV for the N samples that have been removed, and then the average of RMSECV after all samples have been removed is computed as follows
where c i is the true concentration for sample n andĉ i is the corresponding predicted concentration.
Results
PLSR and SVR parameters
The optimum number of PLS components selected for establishing the calibration model on the training set by LOO-CV was 3 for BISA (Fig. 4) . For optimum SVR parameters, the grid search that resulted in the lowest RMSECV (Eq. (18)) resulted in e = 0.005 and C = 940 for the linear SVR model, while e = 0.01, C = 470 and r = 1.7 for the nonlinear model using RBF kernel.
Analysis results
In this paper, three different multivariate calibration methods are compared; namely PLSR, SRACLS and SVR. The methods were applied to predict the concentration of BISA in the linear training set (Table 3) and to predict the concentrations in the independent in space and out of space linear test samples that were prepared on a different day with a different instrument and different solvent grade (Table 4) . SRACLS followed by PACLS (augmentation during the prediction step with solvent spectra representing the new spectral features present in the new test samples) was implemented in a separate approach to highlight its importance compared to using SRACLS only (Table 4 ). The methods were tested for modelling nonlinearity as well by autopredicting the nonlinear training set (Table 5 ) and model transferability was checked by testing the nonlinear test samples that were prepared on a different day with a different instrument and different solvent grade (Table 6 ). The root mean square error of prediction RMSEP was used as a parameter to assess the models' abilities and the RMSEP comparative bar plot for the prediction of the linear test samples is shown in Fig. 5 , while that for the nonlinear test samples is shown in Fig. 6 .
Discussion
This work is concerned with comparing PLSR, SRACLS and SVR chemometric models through the analysis of different mixtures of Bisa and its degradation products (I and II) as a case study, where their UV spectra highly overlap due to similarity in chemical structure (Fig. 2) , which creates difficulty in analysis of such mixtures by the traditional univariate approaches of handling UV data and favours the use of multivariate approaches to analyse this mixture. The comparison highlights the generalisation characters and model transferability of the presented chemometric tools and how far they can tackle nonlinearity in UV data. Comparison of PLSR Table 4 Analysis results for the prediction of the linear independent test set (in space and out of space sets) by the proposed chemometric methods for validation. and SVR was presented before in the literature, 32 hence SRACLS is added to the comparison in the presented work.
From the tables and figures we can observe and conclude lots of points. For the autoprediction results of the linear model (Table 3) , SVR shows the lowest S.D and root mean square error of calibration RMSEC compared to others, reflecting higher precision and accuracy. The S.D and RMSEC of the SRACLS model is better than the PLSR model.
For the independent linear test set (Table 4 ) two types of samples were prepared to check the generalisation ability of our models, i.e., their ability to tackle unplanned future changes like mixing components in ratios and concentrations that were not planned before. The general theme of results for the out of space samples reflects that models lose a bit of their predictive abilities when samples are not planned in advance, however, the SVR model gives the best R% and RMSEP whether for the in space or out of space samples compared to others reflecting higher accuracy and extra generalisation ability. The SRACLS model outperforms the PLSR model when the PACLS approach is applied for future predictions ( Table 4) , especially that the test set samples were prepared under different conditions to those of the training set (different day, instrument and solvent grade).
In Fig. 5 , the RMSEP bar plot for the prediction of the linear in space test samples; (the black series), shows that SRACLS coupled with augmentation at the prediction step of the independent test set gives lower RMSEP compared to SRACLS without the PACLS implementation, and lower than RMSEP of the PLSR model as well; indicating competing efficiency. Linear SVR model gives the lowest RMSEP compared to all of them.
RMSEP bar plot for the prediction of the linear out of space test samples; (the white series), shows that SVR still gives the lowest RMSEP values reflecting higher robustness and ability to handle future unplanned samples compared to others, i.e., a more general model. SRACLS being based on the CLS principles finds difficulty to tackle the unplanned changes, yet giving comparable results to PLSR model. Finally, when the white series bar plot is compared to the black one, we can notice that the presence of out of space samples generally (compared to well planned in space test samples) results in higher prediction errors which is quite clear with PLSR, SVR and SRACLS (coupled with PACLS), hence well planned experimental designs that span all possible future probabilities are more welcome while designing an experiment.
In Fig. 6 , the SVR model with RBF kernel gives the lowest prediction error in case of nonlinearities compared to others. SRACLS (with PACLS implementation) gives better results than PLSR referring to better modelling of nonlinearity by adopting the augmentation step.
From the above discussion and the literature we can highlight a group of conclusions. PLSR is considered the de-facto standard in chemometrics and it has often been reported to outperform PCR and multivariate linear regression MLR in several applications and is usually used in industry. It is also conceptually and computationally simpler compared to SVR. However, many cases have been reported where indirect prediction models (PCR and PLS) lose their predictive power due to systematic changes in the measured signals which can be attributed to several reasons 25 (e.g., change in the vendor's specifications of a given additive (i.e., new impurities background), change in the solvent quality used, instrumental deviation due to model transfer between spectrophotometers, etc.).
SRACLS shows comparable results to PLSR and SVR, besides being easy to make robust by combining the prediction augmented classical least squares PACLS approach to model future changes without the need for recalibration as the case in PLSR and SVR. In addition it is able to retain the improved qualitative spectral information of the CLS algorithm. This confirms the ability of SRACLS methods to be used for daily analysis, having an advantage over PLSR and SVR where recalibration is necessary for the later models to be valid when there are future changes in the system. SVR is efficient in modelling nonlinearity of data, by adopting kernels. However, it is difficult to optimise if kernels are used, where there are three potential parameters (e.g., when RBF kernel is used) that need optimisation; making the method computationally intense and time consuming.
In contrast, SVR being a more general model, shows higher robustness and greater predictive ability for future samples. 33 The liability of SVR to overfitting is less than the PLSR model.
From above, we can generally conclude that the proposed methods can be applied for the stability indicating analysis of BISA in raw material, and the SVR model has the highest generalisation ability, better modelling of nonlinearity and is more robust than others.
Conclusion
SVR shows the best predictive abilities at all circumstances compared to PLSR and SRACLS, whether using a linear SVR model for prediction of linear in space or out of space test samples or using a nonlinear kernel (e.g., RBF) in modelling nonlinearities. SVR is more robust and general than others when unplanned out of concentration space future samples are encountered. However, SVR shows some difficulty in its Nonlinear test set prediction Figure 6 RMSEP plots for the prediction of the nonlinear test samples: 1 -PLSR; 2 -SRACLS and 3 -SVR models.
optimisation being with three potential parameters to adjust (e.g., when RBF is used) which is computationally intense and time consuming. SRACLS shows an edge over PLSR when the prediction augmented method is implemented during prediction of future samples, where it shows better prediction results in case of linear and nonlinear test samples, hence SRACLS is a robustifiable model that doesn't need recalibration to correctly predict unplanned future changes, where augmentation with spectral features of the new conditions is enough to give good results. However, SRACLS is still based on the linear principles of the CLS algorithm and thus less efficient than SVR in modelling nonlinearity.
PLSR still gives acceptable results and is simple and fast to implement with several software packages provided that makes it more available to use than others.
The presented study reflects the ability of the proposed three models to be applied with model transfer from lab to lab with another instrument and solvent grade, where SVR gives the best results compared to others. The study as well highlights the importance of proper designing of experiments and taking all possible future samples into account in advance.
