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Zusammenfassung
In den Naturwissenschaften mu¨ssen immer wieder große vollbesetzte Matrizen behan-
delt werden. Die Approximation von Integraloperatoren mit einer Standard-Galerkin-
Diskretisierung fu¨hrt typischerweise genau auf solche Matrizen. Um die quadratische
Komplexita¨t zu vermeiden, die es braucht um eine vollbesetzte Matrix zu berechnen
und zu speichern, sind bereits einige Ansa¨tze eingefu¨hrt worden, inklusive hierarchis-
cher Matrizen. Dieses kann erreicht werden, indem die Matrix partitioniert und in ein-
er hierarchischen Repra¨sentation gespeichert wird, in der gewisse Matrixblo¨cke durch
Niedrigrangmatrizen approximiert werden.
Das analytische Herangehen besteht dabei in einer Approximation der Kernfunktion
durch eine separierte Funktion, die dann auf eine Niedrigrangmatrix fu¨hrt. Es gibt auch
einen algebraischen Ansatz, der sich bestimmter Matrixeintra¨ge bedient, um die Niedrig-
rangapproximation zu berechnen.
In dieser Arbeit stelle ich eine neue Methode vor, um Niedrigrangmatrizen fu¨r hierar-
chischer Matrizen zu konstruieren. Ich bediene mich dabei des Beispiels von Integralop-
eratoren, um unsere Algorithmen einzufu¨hren.
Diese neue Methode baut eine entartete Kernfunktion auf, indem sie Quadratur auf
die durch die Green’sche Formel dargestellte Kernfunktion anwendet. Dieses fu¨hrt zu
einem Algorithmus, fu¨r den exponentielle Konvergenz bewiesen wird.
Obwohl die theoretischen Betrachtungen vielversprechend aussehen, kann der Algo-
rithmus sich im dreidimensionalen Fall nicht gegenu¨ber anderen ga¨ngigen Verfahren
behaupten aufgrund der hohen lokalen Ra¨nge, die dabei produziert werden.
Das Verfahren kann aber noch weiter verbessert werden, indem diese analytische kern-
basierte Methode mit der Kreuzapproximation kombiniert wird, um die hohen lokalen
Ra¨nge zu reduzieren. Mit einem zusa¨tzlichen Interpolationsansatz ergibt sich ein sehr
effizienter und zu ga¨ngigen Verfahren konkurrenzfa¨higer Algorithmus.
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Abstract
In the natural sciences there are often large densely populated matrices to be handled.
Approximating integral operators by a standard Galerkin discretisation typically leads
to this kind of matrices. To avoid the quadratic complexity it takes to compute and
store a dense matrix, several approaches have been introduced including hierarchical
matrices. This is achieved by partitioning the matrix in a hierarchical representation,
where certain matrix blocks are approximated by low rank matrices.
The analytic approach is to approximate the kernel function by a separable function
which leads to a low rank matrix. There is also the algebraic approach that uses certain
entries of the matrix itself to compute a low rank approximation.
In this thesis I present a new method of low rank approximation to construct hierar-
chical matrices. I use the example of integral operators to introduce our algorithms.
This new method builds a degenerated kernel function by using quadrature on the
kernel function represented with Green’s formula. It leads to an algorithm for which
rigorous proofs yield exponential convergence.
Although the theoretical results are very promising, the algorithm cannot compete
with other currently used methods in the three-dimensional case due to high local ranks.
The method can be further enhanced by combining this analytic kernel-based algo-
rithm with cross approximation to reduce the local ranks. With an additional interpo-
lation ansatz the resulting hybrid algorithm is very efficient and on a competitive basis
with currently used methods.
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1 Einleitung
In den Naturwissenschaften treten immer wieder Probleme auf, die das Lo¨sen sehr großer
Gleichungssysteme erfordern, also das Speichern und Rechnen mit sehr großen Matrizen.
Wenn diese in herko¨mmlicher Art und Weise als zweidimensionales Array gespeichert
werden, wa¨chst die Gro¨ße der Matrizen quadratisch mit der Problemgro¨ße, so dass es
schnell zu Speicherproblemen und zu enorm langen Berechnungszeiten kommen kann.
Daher ist es wichtig nach Mo¨glichkeiten zu suchen, diese Speicherprobleme und die langen
Berechnungszeiten zu vermeiden.
Das Ziel dieser Arbeit ist, große vollbesetzte Matrizen, wie sie zum Beispiel bei der
Diskretisierung von Randintegraloperatoren entstehen, so zu approximieren, dass sie
hinreichend genau sind, man sie gu¨nstig speichern und effizient mit ihnen rechnen kann.
Mit Hilfe von H-Matrizen wird dieses erreicht, indem die Matrix partitioniert und
in hierarchischer Repra¨sentation abgespeichert wird, in der bestimmte Teilblo¨cke durch
Niedrigrangmatrizen approximiert werden.
Es sind bisher diverse Mo¨glichkeiten bekannt, diese Niedrigrangapproximationen zu
berechnen (siehe Abschnitt 1.1). Einige davon nutzen aus, dass der Matrix eine Kernfunk-
tion zugrunde liegt und fu¨hren die eigentliche Approximation auf dem Kern aus. Andere
wiederum benutzen direkt die Matrixeintra¨ge der Matrix ohne Kenntnis daru¨ber, woraus
diese aufgebaut wird.
Im Rahmen dieser Arbeit wird eine weitere Methode zur Niedrigrangapproximation
u¨ber die Kernfunktion vorgestellt, die auf der Green’schen Formel und Quadratur beruht.
1.1 Handhabung großer vollbesetzter Matrizen
Sehr große vollbesetzte Matrizen, die bei der Simulation von Vielko¨rpersystemen oder
der Diskretisierung von Differential- und Integraloperatoren auftauchen, sind numerisch
schwer handhabbar. Daher wurden bereits etliche Ansa¨tze entworfen, um die quadra-
tische Komplexita¨t zu vermeiden, die das Abspeichern und die Berechnung einer in
u¨blicher Art und Weise als zweidimensionales Array mit sich bringen wu¨rde.
Ein Ansatz besteht darin, eine Diskretisierung mit Wavelets durchzufu¨hren, so dass die
resultierende Matrix als schwach besetzte Matrix abgespeichert werden kann [32, 6, 13,
12]. Allerdings ist es keine einfache Aufgabe, auf komplexeren Gebieten Wavelet-Basen
zu konstruieren, was die Nu¨tzlichkeit dieser Methode einschra¨nkt.
Die Approximationsalgorithmen, die den effizienten Umgang mit großen vollbesetzten
Matrizen erlauben, kann man in zwei Kategorien und Mischformen daraus, die sogenann-
ten hybriden Verfahren, aufteilen. In der ersten Kategorie befinden sich die analytischen
Methoden, die auf der Approximation der Kernfunktion basieren.
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Dazu geho¨ren das Panel-Clustering-Verfahren, das eine Taylor-Entwicklung zur
Approximation benutzt [23, 24] und die weit verbreitete Multipol-Methode [30, 20],
die auf einer speziellen optimierten Multipol-Entwicklung beruht und im Laufe dieser
Arbeit noch etwas genauer betrachtet wird.
Ein Spezialfall davon ist die Multipol-Methode ohne Multipole [1, 25, 35], bei der Punk-
te entlang von Hilfskurven um das Approximationsgebiet herum benutzt werden, um die
Matrixapproximation zu konstruieren.
Ein weiteres Verfahren in dieser Kategorie der kernbasierten Verfahren ist die Inter-
polation, mit der Niedrigrangapproximationen zum Aufbau einer hierarchischen Matrix
berechnet werden [9]. Dieses Verfahren wird noch eine gro¨ßere Rolle im Laufe dieser
Arbeit spielen und spa¨ter genau erkla¨rt werden.
Neuerdings gibt es neben der Kategorie mit den analytischen Verfahren auch eine
zweite Kategorie mit algebraischen Verfahren. Die Algorithmen in dieser zweiten Kate-
gorie bedienen sich direkt der Matrixeintra¨ge fu¨r die Approximation anstatt u¨ber die
Kernfunktion zu gehen, wie die Algorithmen der ersten Kategorie.
So werden bei den Mosaic-Skeleton-Methoden und den Kreuzapproximations-
Verfahren eine kleine Anzahl an Matrixeintra¨gen nach heuristischen Methoden aus-
gesucht und damit dann Niedrigrangapproximationen von bestimmten Matrixblo¨cken
aufgebaut [16, 17, 34, 2, 4].
Es gibt auch Verfahren, die versuchen die Vorteile beider Kategorien zu kombinieren.
Dabei entstehen Mischformen, die als hybride Verfahren bezeichnet werden, so wie etwa
die hybride Kreuzapproximation [10].
In der vorliegenden Arbeit wird eine neue Methode zur Konstruktion von Niedrig-
rangapproximationen fu¨r hierarchische Matrizen vorgestellt. Diese basiert auf der
Green’schen Formel und Quadratur und fu¨hrt zu einem flexiblen und eleganten Algo-
rithmus, fu¨r den eine exponentielle Konvergenz bewiesen wird. Der Algorithmus geho¨rt
dabei in die erste Kategorie der kernapproximierenden Verfahren.
Eine Weiterentwicklung des Green-Quadratur-Verfahrens stellt dann das Green-
Hybrid-Verfahren dar. Es bedient sich an Methoden aus beiden Kategorien und ist im
Grunde eine geschickte Verknu¨pfung der Green-Quadratur-Methode und der Kreuz-
approximation, die aber auch noch einen Interpolations-Ansatz entha¨lt.
Fu¨r dieses Hybrid-Verfahren existieren ebenso beweisbare Konvergenzaussagen und
es ist absolut konkurrenzfa¨hig gegenu¨ber den altbewa¨hrten Verfahren, wie anhand von
numerischen Experimenten deutlich gemacht wird.
1.2 Aufbau dieser Arbeit
Die Idee der Green-Quadratur und die beiden daraus entstandenen Algorithmen werden
anhand der Anwendung auf Integraloperatoren vorgestellt. Dazu wird in Kapitel 2 das
Modellproblem formuliert, auf das in der gesamten Arbeit Bezug genommen wird. An-
sonsten bietet Kapitel 2 noch eine knappe U¨bersicht u¨ber weitere Anwendungsbeispiele.
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Da die Konstruktionen sowie die Beweise zu den neuen Algorithmen eine eingehende
Kenntnis der Theorie der hierarchischen Matrizen erfordern, werden H-Matrizen und
H2-Matrizen und ihr Umfeld in Kapitel 3 definiert und ihre Anwendung auf Integral-
operatoren erkla¨rt.
Um die neue Methode gut einordnen zu ko¨nnen und die Verfahren, mit denen sie
verglichen wird, zu verstehen, bietet Kapitel 4 eine kleine Einfu¨hrung in die Interpola-
tion, die Multipol-Methode und die Kreuzapproximation als drei der aktuell wichtigsten
Verfahren.
In Kapitel 5 wird dann die Idee der neuen Green-Quadratur-Methode vorgestellt und
beschrieben, wie daraus ein anwendbarer Algorithmus entsteht.
Die Fehlerabscha¨tzungen dazu werden in Kapitel 6 bewiesen und eine praxisnahe
Untersuchung des Algorithmus anhand numerischer Experimente ist in Kapitel 7 zu
finden.
Die Weiterentwicklung der Green-Quadratur-Idee zu dem effizienten Green-Hybrid-
Verfahren fu¨r H-Matrizen und auch die Anwendung fu¨r H2-Matrizen ist in Kapitel 8
erkla¨rt.
Die zugeho¨rige Fehleranalyse fu¨r beide Fa¨lle folgt dann in Kapitel 9.
Numerische Experimente mit Vergleichen zu anderen Verfahren zur Belegung der
Konkurrenzfa¨higkeit des Green-Hybrid-Verfahrens sind in Kapitel 10 beschrieben.
Den Abschluss dieser Arbeit bildet Kapitel 11 mit einer Zusammenfassung und einem
Ausblick auf mo¨gliche Ansa¨tze zur weiteren Erforschung dieses Themas.
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2 Problemstellung
In diesem Kapitel wird zuna¨chst die zugrundeliegende Problemstellung in Form eines
Modellproblems erla¨utert und danach noch kurz ein weiteres Anwendungsbeispiel
vorgestellt.
2.1 Modellproblem: Laplace-Gleichung
Die Methode, die im Rahmen dieser Arbeit entwickelt und untersucht wurde, wird an-
hand des folgenden einfachen Modellproblems, der Laplace-Gleichung, vorgestellt. Dazu
wird ein Gebiet Ω ⊂ Rd mit d ∈ {2, 3} und das wie folgt lautende Dirichlet-Problem
∆u(x) = 0 fu¨r alle x ∈ Ω, (2.1)
u(x) = f(x) fu¨r alle x ∈ Γ := ∂Ω
mit gegebenen Dirichlet-Werten in Form der stetigen Funktion f : Γ→ R auf dem Rand
von Ω betrachtet. Gesucht ist dabei die Funktion u : Ω→ R.
Mit Anwendung der Randelementmethode erha¨lt man einen Fredholm Integralopera-
tor der Form
G[u](x) =
∫
Γ
g(x, y)u(y) dΓ(y) (2.2)
u¨ber dem Rand Γ von Ω. Dabei ist g : Ω× Ω→ R die Fundamentallo¨sung des Laplace-
Operators und gegeben durch
g(x, y) =
{ − 12pi log ‖x− y‖ fu¨r d = 2
1
4pi‖x− y‖−1 fu¨r d = 3
(2.3)
mit x, y ∈ Ω und x 6= y.. Eine Standard-Galerkin-Diskretisierung von G fu¨r eine Basis
(ϕi)i∈I mit einer Indexmenge I fu¨hrt zu einer Matrix G ∈ RI×I mit den Eintra¨gen
Gi,j :=
∫
Γ
∫
Γ
ϕi(x)g(x, y)ϕj(y) dΓ(x) dΓ(y) . (2.4)
Im Standardfall ergibt sich fu¨r G eine vollbesetzte Matrix.
Um nun die quadratische Komplexita¨t zu vermeiden, die das Berechnen und Speichern
dieser vollbesetzten Matrix erfordern wu¨rde, soll eine geeignete speichergu¨nstigere Ap-
proximation gefunden werden. Diese wird im Rahmen der vorliegenden Arbeit in Form
einer hierarchischen Matrix erarbeitet.
Durch den engen Zusammenhang zwischen der Matrix G und der Kernfunktion g ist
es sinnvoll, dazu den analytischen Weg u¨ber eine Kernapproximation zu gehen. Dieses
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Vorgehen wird in Abschnitt 3.3.2 genau beschrieben, nachdem hierarchische Matrizen
im Allgemeinen im vorangehenden Teil von Kapitel 3 eingefu¨hrt werden.
Die spezielle, in dieser Arbeit vorgestellte, Kernapproximation ist gestu¨tzt auf die
zweite Green’sche Formel [18, 2. art 3.]
u(x) =
∫
Γ
g(x, z)
∂u
∂nz
(z) dΓ(z) −
∫
Γ
∂g
∂nz
(x, z)u(z) dΓ(z) , (2.5)
und leitet daraus eine sogenannte entartete Kernfunktion, wie in Abschnitt 3.3.2
beschrieben, ab. Die genaue Beschreibung des resultierenden Algorithmus findet sich in
Kapitel 5.
2.2 Weitere Anwendungsbeispiele
Auch wenn die hier vorgestellten Algorithmen alle nur fu¨r das Problem (2.1) erka¨rt und
untersucht werden, so ist dies durchaus nicht die einzige Anwendungsmo¨glichkeit. Sobald
es eine Darstellungsformel in der Art von (2.5) gibt, kann diese fu¨r die Kernapproxima-
tion der hier gezeigten Verfahren genutzt werden.
In Abschnitt 2.2.1 werden zwei hier relevante Lo¨sungen des Modellproblems (2.1)
kurz beschrieben und in Abschnitt 2.2.2 ein anderes Problem als weitere Anwen-
dungsmo¨glichkeit skizziert, das jedoch im Verlauf dieser Arbeit nicht weiter betrachtet
wird.
2.2.1 Einfachschicht- und Doppelschichtpotential
Im Rahmen der numerischen Experimente in Kapitel 7 werden sowohl Resultate fu¨r
das Einfachschichtpotential als auch fu¨r das Doppelschichtpotential vorgefu¨hrt. Daher
sollen diese Begriffe an dieser Stelle formal definiert werden und in den Kontext des
Modellproblems gebacht werden. So bekommt der zuvor erwa¨hnte Integraloperator (2.2)
noch einen weiteren Namen:
Definition 2.1 (Einfachschichtpotential) Der Integraloperator V : H− 12 (Γ) →
H
1
2 (Γ) mit
V[u](x) :=
∫
Γ
g(x, y)u(y) dΓ(y) fu¨r alle u ∈ H− 12 (Γ)
wird Einfachschichtpotential (single layer potential) genannt oder abgeku¨rzt durch SLP
entsprechend der englischen Bezeichnung.
Fu¨r die Diskretisierung mit dem Galerkin-Verfahren wird hier immer davon ausge-
gangen, dass sich Γ = ∂Ω durch einen geeigneten Polygonzug im zweidimensionalen
Fall oder eine geeignete Triangulierung im dreidimensionalen Fall approximieren la¨sst,
so dass daru¨ber dann stu¨ckweise konstante Basisfunktionen (ϕi)i∈I u¨ber jedem der i
Elemente der Zerlegung gewa¨hlt werden ko¨nnen.
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2.2 Weitere Anwendungsbeispiele
Die Algorithmen in dieser Arbeit sind genauso auch fu¨r die Wahl von stu¨ckweise
linearen Basisfunktionen ohne gro¨ßere Probleme durchfu¨hrbar, es wird jedoch der Ein-
fachheit halber die Theorie anhand der konstanten Basisfunktionen aufgespannt.
Die Galerkin-Diskretisierung liefert schließlich die Matrix mit den Eintra¨gen, die be-
reits in (2.4) zu sehen waren:
Definition 2.2 (Matrix des Einfachschichtpotentials) Die Galerkin-Diskretisie-
rung von V fu¨r Basisfunktionen (ϕi)i∈I liefert die Matrix des Einfachschichtpotentials
V ∈ RI×I mit Vi,j :=
∫
Γ
ϕi(x)
∫
Γ
g(x, y)ϕj(y) dΓ(y) dΓ(x) , (2.6)
die auch kurz SLP-Matrix genannt wird.
Um die Kernapproximation zu konstruieren, kann man jetzt die Green’sche Formel
(2.5) auf x 7→ g(x, y) anwenden und bekommt die folgende Gleichung:
g(x, y) =
∫
Γ
g(x, z)
∂g
∂nz
(z, y) dΓ(z) −
∫
Γ
∂g
∂nz
(x, z)g(z, y) dΓ(z) . (2.7)
Das genaue Vorgehen dazu wird ausfu¨hrlich in Kapitel 5 und den folgenden Kapiteln
behandelt.
Es soll noch ein weiterer Integraloperator zur Laplace-Gleichung definiert werden:
Definition 2.3 (Doppelschichtpotential) Der Integraloperator K : H 12 (Γ)→ H 12 (Γ)
mit
K[u](x) :=
∫
Γ
∂g
∂ny
(x, y)u(y) dΓ(y)
wird Doppelschichtpotential (double layer potential) genannt oder abgeku¨rzt durch DLP
entsprechend der englischen Bezeichnung.
Nach analogem Vorgehen zur Diskretisierung des Einfachschichtpotentials erha¨lt man
auch fu¨r das Doppelschichtpotential eine Matrix:
Definition 2.4 (Matrix des Doppelschichtpotentials) Die Galerkin-Diskretisie-
rung von K fu¨r Basisfunktionen (ϕi)i∈I liefert die Matrix des Doppelschichtpotentials
K ∈ RI×I mit Ki,j :=
∫
Γ
ϕi(x)
∫
Γ
∂g
∂ny
(x, y)ϕj(y) dΓ(y) dΓ(x) , (2.8)
die auch kurz DLP-Matrix genannt wird.
Im Falle des Doppelschichtpotentials kann man die Green’sche Formel (2.5) anstatt
auf x 7→ g(x, y), wie in (2.7), diesmal auf x 7→ ∂g∂ny (x, y) anwenden und die Gleichung
∂g
∂ny
(x, y) =
∫
Γ
g(x, z)
∂2g
∂nz∂ny
(z, y) dΓ(z) −
∫
Γ
∂g
∂nz
(x, z)
∂g
∂ny
(z, y) dΓ(z) (2.9)
erhalten, mit der man dann ebenso weiter verfa¨hrt, wie mit Gleichung (2.7).
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2.2.2 Lame´ Gleichung
Nur um aufzuzeigen, dass die hier vorgestellten Algorithmen nicht auf die Problem-
stellung der Laplace-Gleichung (2.1) beschra¨nkt sind, sondern dass es durchaus mehr
Anwendungsmo¨glichkeiten gibt, wird hier als Beispiel kurz die Problemstellung der li-
nearen Elastostatik herangezogen. Um das zugeho¨rige System partieller Differentialglei-
chungen dazu zu bekommen, muss in (2.1) die Laplace-Gleichung ∆u(x) = 0 durch die
Lame´-Gleichung
−µ∆u(x)− (λ+ µ) grad div u(x) = 0 fu¨r alle x ∈ Ω
ersetzt werden, wobei es sich bei λ und µ um die sogenannten Lame´schen Elasti-
zita¨tskonstanten handelt. Diese sind definiert durch
λ =
Eν
(1 + ν)(1− 2ν) und µ =
E
2(1 + ν)
mit dem Elastizita¨tsmodul E > 0 und der Poissonzahl ν ∈ (0, 12).
Gesucht ist dabei die vektorwertige Funktion u : Ω→ Rd, die auch Verschiebungsfeld
genannt wird. Die matrixwertige Fundamentallo¨sung H : Rd × Rd → Rd×d dazu ist
gegeben durch
Hk,l(x, y) =
1
2E
1 + ν
1− ν
[
(3− 4ν) g(x, y) δkl + (xk − yk)(xl − yl)‖x− y‖d
]
fu¨r k, l ∈ {1, . . . , d}, wobei δkl das Kronecker-Delta-Symbol ist und g(x, y) wie in (2.3)
definiert ist.
Auch fu¨r dieses Problem la¨sst sich eine Darstellungsformel finden:
u(x) =
∫
Γ
H(x, y)γint1 u(y) dΓ(y) −
∫
Γ
γint1,yH(x, y)u(y) dΓ(y) (2.10)
wobei der Randspannungsoperator γint1 die Rolle der Normalenabbildung in (2.7) ein-
nimmt.
Eine ausfu¨hrliche Beschreibung des Randwertproblems zur linearen Elastostatik ist
zum Beispiel nachzulesen in [33].
Mit der Darstellungsformel (2.10) wa¨re also das geeignete Gegenstu¨ck zur Green’schen
Formel (2.5) gefunden und damit der Ansatzpunkt fu¨r eine Kernapproximation mit Hilfe
der hier vorgestellten Algorithmen geschaffen.
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Die grundlegende Idee hinter dem Format der hierarchischen Matrizen ist, sehr gro-
ße vollbesetzte Matrizen speichergu¨nstig aber mo¨glichst gut zu approximieren und
damit Rechenoperationen wie die Matrix-Vektor-Multiplikation, Matrix-Addition und
-Multiplikation oder auch die Inversion der Matrix mit geringem Rechenaufwand
durchfu¨hren zu ko¨nnen.
Um dieses zu erreichen, werden geeignete Untermatrizen durch Niedrigrangmatrizen
approximiert, die sehr speichergu¨nstig abgelegt werden ko¨nnen. Die Unterteilung der Ma-
trix in disjunkte Untermatrizen, also die Bereitstellung einer Blockpartition der Matrix,
wird u¨ber eine Partition ihrer Indexmengen erreicht, die hierarchisch in Baumstrukturen
organisiert sind. So werden die Zeilenindexmenge und die Spaltenindexmenge jeweils in
sogenannten Clusterba¨umen angeordnet, die dann zu einem Blockclusterbaum zusam-
mengefu¨gt werden.
Mit Hilfe einer Zula¨ssigkeitsbedingung wird dann entschieden, welche Blo¨cke der Ma-
trix durch Niedrigrangmatrizen approximiert werden ko¨nnen.
Diese Matrixpartition wird in Abschnitt 3.1 genauer behandelt, um damit in Abschnitt
3.2 und 3.4 hierarchische Matrizen definieren zu ko¨nnen.
Eine ausfu¨hrliche Behandlung der Theorie hierarchischer Matrizen ist zu finden in [22]
und [7].
Abschließend wird in Abschnitt 3.3 dieses Kapitels die Anwendung der Technik der
hierarchischen Matrizen auf Integraloperatoren aufgezeigt.
3.1 Matrixpartition
Im Folgenden werden die hierarchischen Strukturen der Cluster- und Blockclusterba¨ume
vorgestellt. Sei dazu M ∈ RI×J eine Matrix mit endlichen Indexmengen I und J .
Notationen und Aufbau dieses Abschnitts richten sich gro¨ßtenteils nach dem Buch von
Steffen Bo¨rm [7].
3.1.1 Clusterba¨ume
Um den Begriff des Clusterbaums einfu¨hren zu ko¨nnen, werden zuna¨chst grundlegende
Notationen zu allgemeinen Ba¨umen beno¨tigt, die in den folgenden Definitionen gegeben
werden.
Definition 3.1 (Baum) Das Tripel T = (V, S, %) bestehend aus einer endlichen Menge
V , einer Abbildung S : V → P(V ) und einem Element % ∈ V heißt Baum genau dann,
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wenn fu¨r jedes t ∈ V genau ein Tupel (t0, t1, . . . , tl) existiert mit ti ∈ S(ti−1) fu¨r alle
i ∈ {1, . . . , l} und t0 = % und tl = t.
Notation 3.2 (zu Ba¨umen) Sei T = (V, S, %) ein Baum. Dann wird V als Knoten-
menge und jedes t ∈ V als Knoten bezeichnet. Es wird auch abku¨rzend t ∈ T fu¨r einen
Knoten t des Baumes T geschrieben.
S wird auch als Sohnabbildung bezeichnet, S(t) als Menge der So¨hne von t und s ∈
S(t) als Sohn von t. Falls S(t) = ∅, so wird t Blatt des Baumes genannt. Die Menge
aller Bla¨tter von T wird mit L(T ) bezeichnet.
Das Element % = root(T ) heißt Wurzel des Baumes T , und das Tupel (t0, t1, . . . , tl)
mit ti ∈ S(ti−1) fu¨r alle i ∈ {1, . . . , l} ist der Pfad von t0 nach tl.
Definition 3.3 (Nachfahren eines Knotens) Sei T = (V, S, %) ein Baum und t ∈ V
ein Knoten. Dann ist durch
sons(t) := S(t)
die Menge der So¨hne von t bezeichnet. Die Menge der Nachfahren sons∗(t) von t wird
induktiv u¨ber die So¨hne von t definiert:
sons∗(t) :=
{ {t} ∪⋃t′∈sons(t) sons∗(t′) falls sons(t) 6= ∅
{t} sonst .
Von besonderem Interesse sind hier bewertete Ba¨ume, bei denen jedem Knoten noch
zusa¨tzliche Informationen als Bewertung zugeordnet werden. Sei B eine Menge solcher
Bewertungen.
Definition 3.4 (Bewerteter Baum) Sei T = (V, S, %) ein Baum und λ : V → B
eine Abbildung, die jedem t ∈ V eine Bewertung tˆ := λ(t) ∈ B zuordnet. Dann ist
T = (V, S, %, λ,B) ein bewerteter Baum.
Bemerkung 3.5 (Bewertungen) Oft wird auf die Unterscheidung zwischen einem
Knoten t und seiner Bewertung tˆ verzichtet und beide werden synonym verwendet.
Mit Hilfe dieser Notationen kann nun die Definition eines Clusterbaums formuliert
werden.
Definition 3.6 (Clusterbaum) Sei T ein bewerteter Baum. T ist genau dann ein
Clusterbaum fu¨r die Indexmenge I, wenn folgendes erfu¨llt ist:
• Fu¨r die Wurzel % ∈ T gilt %ˆ = I.
• Fu¨r t ∈ T mit t /∈ L(T ) gilt: ⋃
t′∈sons(t)
tˆ ′ = tˆ .
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• Fu¨r So¨hne t′, s′ ∈ sons(t) von t mit t′ 6= s′ gilt
tˆ ′ ∩ sˆ ′ = ∅ .
Notation 3.7 (zu Clusterba¨umen) Ein Clusterbaum T zur Indexmenge I wird mit
TI bezeichnet. Ein Knoten t ∈ TI heißt Cluster und die Menge aller Bla¨tter eines Clus-
terbaums TI wird als LI geschrieben.
Mit Hilfe von Clusterba¨umen lassen sich die Zeilenindexmenge I und die Spaltenindex-
menge J einer Matrix M ∈ RI×J hierarchisch gliedern, so dass immer die Bewertungen
der So¨hne innerhalb der Ba¨ume disjunkte Partitionen der Bewertungen der Va¨ter bilden.
3.1.2 Blockclusterba¨ume
Mit den im letzten Abschnitt 3.1.1 definierten Clusterba¨umen ko¨nnen die Zeilen- und
Spaltenindizes einer MatrixM ∈ RI×J hierarchisch in TI und TJ organisiert werden. Um
die Teilmatrizen M |tˆ×sˆ mit t ∈ TI und s ∈ TJ mit einer einzigen Struktur hierarchisch
ordnen zu ko¨nnen, wird die Definition der Blockclusterba¨ume herangezogen.
Definition 3.8 (Blockclusterbaum) Sei T ein bewerteter Baum und seien TI und
TJ Clusterba¨ume. Dann ist T genau dann ein Blockclusterbaum fu¨r TI und TJ , wenn
folgendes erfu¨llt ist:
• Fu¨r die Wurzel % ∈ T gilt % = (root(TI), root(TJ )) .
• Fu¨r jeden Knoten b ∈ T existieren Cluster t ∈ TI und s ∈ TJ mit b = (t, s) und
fu¨r deren Bewertungen gilt bˆ = tˆ× sˆ .
• Fu¨r b = (t, s) ∈ T mit sons(b) 6= ∅ gilt
sons(b) =

{t} × sons(s) falls sons(t) = ∅, sons(s) 6= ∅
sons(t)× {s} falls sons(t) 6= ∅, sons(s) = ∅
sons(t)× sons(s) sonst
.
Notation 3.9 (zu Blockclusterba¨umen) Ein Blockclusterbaum T fu¨r die Cluster-
ba¨ume TI und TJ wird mit TI×J bezeichnet. Ein Knoten b = (t, s) ∈ TI×J heißt
Blockcluster und t ∈ TI Zeilencluster und s ∈ TJ Spaltencluster von b. Die Menge
aller Bla¨tter eines Blockclusterbaums TI×J wird als LI×J geschrieben.
Die Rechtfertigung fu¨r die Notation TI×J fu¨r einen Blockclusterbaum liefert das fol-
gende Lemma.
Lemma 3.10 (Blockclusterbaum als Clusterbaum) Sei TI×J ein Blockcluster-
baum fu¨r t ∈ TI und s ∈ TJ . Dann ist TI×J selbst auch wieder ein Clusterbaum fu¨r die
Indexmenge I × J .
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Beweis. [7, Corollary 3.14]
Mit Hilfe des na¨chsten Lemmas ist das Zwischenziel einer hierarchisch aufgebauten
Matrixpartition von M ∈ RI×J u¨ber eine Partition ihrer Indexmenge I × J erreicht.
Lemma 3.11 (Blattpartition) Die Bewertungen der Bla¨tter eines Blockclusterbaums
TI×J bilden eine disjunkte Zerlegung der Indexmenge I × J , das heißt
•⋃
b∈LI×J
bˆ = I × J .
Beweis. [7, Corollary 3.15]
Jetzt wird noch entschieden werden mu¨ssen, welche Teilmatrizen, also welche durch
den Blockclusterbaum TI×J definierten Matrixblo¨cke M |tˆ×sˆ mit b = (t, s) ∈ TI×J ,
als zula¨ssige und welche als unzula¨ssige Blo¨cke gekennzeichnet werden. Die zula¨ssigen
Matrixblo¨cke sollten sich spa¨ter durch Niedrigrangmatrizen gut approximieren lassen,
wa¨hrend die unzula¨ssigen Blo¨cke mo¨glichst klein sein sollten, da sie als vollbesetzte
Matrizen in herko¨mmlicher Weise gespeichert werden sollen.
Ein Kriterium, das diese Entscheidung trifft, nennt man Zula¨ssigkeitsbedingung.
Definition 3.12 (Zula¨ssigkeitsbedingung) Eine Abbildung
Adm : TI × TJ → {zula¨ssig, nicht zula¨ssig}
wird als Zula¨ssigkeitsbedingung bezeichnet.
Definition 3.13 (Zula¨ssiger Blockclusterbaum) Sei TI×J ein Blockclusterbaum
und Adm eine Zula¨ssigkeitsbedingung. Falls fu¨r alle b = (t, s) ∈ LI×J
b zula¨ssig oder sons(t) = ∅ oder sons(s) = ∅
gilt, heißt TI×J zula¨ssig bezu¨glich Adm. Ansonsten heißt TI×J nicht zula¨ssig oder un-
zula¨ssig bezu¨glich Adm.
Falls fu¨r alle b = (t, s) ∈ LI×J
b zula¨ssig oder sons(t) = ∅ = sons(s)
gilt, heißt TI×J streng zula¨ssig bezu¨glich Adm. Ansonsten heißt TI×J nicht streng
zula¨ssig bezu¨glich Adm.
Fu¨r die Mengen der zula¨ssigen und unzula¨ssigen Bla¨tter eines Blockclusterbaums sind
folgende Bezeichnungen u¨blich:
Definition 3.14 (Nahfeld und Fernfeld) Sei TI×J ein Blockclusterbaum fu¨r die
Clusterba¨ume TI und TJ . Sei Adm eine Zula¨ssigkeitsbedingung auf TI×J . Die Menge
aller zula¨ssigen Bla¨tter von TI×J
L+I×J := {b = (t, s) ∈ LI×J : b zula¨ssig bzgl. Adm}
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wird auch Fernfeld genannt, wa¨hrend die Menge aller unzula¨ssigen Bla¨tter von TI×J
L−I×J := {b = (t, s) ∈ LI×J : b nicht zula¨ssig bzgl. Adm}
als Nahfeld bezeichnet wird.
Die Begriffe des Nah- und Fernfeldes sind motiviert durch Begriffe aus der Physik,
wo sie im Zusammenhang mit elektrischen und magnetischen Feldern die Auswirkun-
gen in unterschiedlichen Entfernungen von der Quelle beschreiben. Diese Quelle ist im
Zusamenhang mit den H-Matrizen zum Beispiel als die Singularita¨t zu verstehen, in
deren Na¨he eine Niedrigrangapproximation nicht mo¨glich ist, weiter davon entfernt, also
im Fernfeld, jedoch schon.
3.2 H-Matrizen
Mit Hilfe der im vorherigen Abschnitt 3.1 definierten Matrixpartition mittels eines
zula¨ssigen Blockclusterbaums kann nun die Struktur einer hierarchischen Matrix definiert
werden. Dabei sollen die Teilmatrizen, die den zula¨ssigen Bla¨ttern des Blockcluster-
baums entsprechen, durch Niedrigrangmatrizen approximiert und als solche abgespei-
chert werden, wa¨hrend die Teilmatrizen, die den nicht zula¨ssigen Bla¨ttern entsprechen,
in herko¨mmlicher Weise als vollbesetzte Matrizen gespeichert werden.
Niedrigrangmatrizen mit einem Rang von ho¨chstens k werden in der Definition der
Rang-k-Matrizen zusammengefasst.
Definition 3.15 (Rang-k-Matrix) Sei k ∈ N0. Seien t ∈ TI und s ∈ TJ . Eine Matrix
M ∈ Rtˆ×sˆ heißt Rang-k-Matrix, falls Matrizen
A ∈ Rtˆ×k und B ∈ Rsˆ×k
existieren, so dass sich M in der faktorisierten Weise
M = AB∗ (3.1)
schreiben la¨sst. B∗ bezeichnet dabei die adjungierte Matrix von B. Die Menge aller Rang-
k-Matrizen zu tˆ× sˆ wird mit R(k, t, s) oder kurz mit R(k) bezeichnet.
Damit hat jede Rang-k-Matrix ho¨chstens den Rang k und jede Matrix mit einem Rang
≤ k kann als Rang-k-Matrix geschrieben werden.
Definition 3.16 (Rang-k-Darstellung) Sei M ∈ R(k) eine Rang-k-Matrix. Dann
wird das Matrixpaar (A,B) aus (3.1) auch faktorisierte Rang-k-Darstellung genannt.
Wenn eine Rang-k-Matrix M durch ihre Rang-k-Darstellung, also in Form der Ma-
trizen A und B, repra¨sentiert wird, mu¨ssen nur k(#tˆ + #sˆ) Koeffizienten gespeichert
werden gegenu¨ber der u¨blichen Darstellung als vollbesetzte Matrix mit (#tˆ) · (#sˆ) Ko-
effizienten. Offensichtlich ist die Rang-k-Darstellung wesentlich effizienter, wenn k 
min{#tˆ,#sˆ} gilt.
Mit Hilfe der Rang-k-Matrizen und einem zula¨ssigen Blockclusterbaum lassen sich nun
hierarchische Matrizen formal einfu¨hren.
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Definition 3.17 (H-Matrix) Sei k ∈ N0 und sei TI×J ein zula¨ssiger Blockcluster-
baum. Eine Matrix M ∈ RI×J heißt H-Matrix, falls fu¨r alle Blockcluster des Fernfeldes
b = (t, s) ∈ L+I×J die entsprechende Teilmatrix M |tˆ×sˆ ∈ R(k, t, s) eine Rang-k-Matrix
ist. Dann wird k als lokaler Rang von M bezeichnet.
Die Menge aller H-Matrizen mit lokalem Rang k zum Blockclusterbaum TI×J wird als
H(k, TI×J ) oder kurz H(k) geschrieben, wenn der zugrundeliegende Blockclusterbaum
eindeutig ist.
Damit la¨sst sich eine speichergu¨nstige Repra¨sentation im Rechner fu¨r die H-Matrizen
formulieren:
Definition 3.18 (H-Matrix-Darstellung) Sei M ∈ H(k, TI×J ) eine hierarchische
Matrix mit lokalem Rang k ∈ N0. Dann existieren Familien von Matrizen
(Ab)b∈L+I×J mit Ab ∈ R
tˆ×k und (Bb)b∈L+I×J mit Bb ∈ R
sˆ×k
so, dass sich die Matrizen des Fernfeldes effizient darstellen lassen durch
M |tˆ×sˆ = AbB∗b fu¨r alle b = (t, s) ∈ L+I×J .
Die Matrizen des Nahfeldes werden in der Familie (Nb)L−I×J von vollbesetzten Matrizen
zusammengefasst:
Nb := M |tˆ×sˆ fu¨r alle b = (t, s) ∈ L−I×J .
Damit ist die H-Matrix-Darstellung von M gegeben durch das Tripel
((Ab)b∈L+I×J , (Bb)b∈L+I×J , (Nb)b∈L−I×J ) .
Die genaue Untersuchung des Speicherbedarfs einer hierarchischen Matrix soll hier
nicht weiter ausgefu¨hrt werden, kann jedoch in [7, Abschnitt 3.4] nachgelesen werden. An
dieser Stelle sei nur die folgende grobe Aussage u¨ber den Speicheraufwand festgehalten:
Bemerkung 3.19 (Speicherbedarf) Unter den u¨blichen Voraussetzungen liegt der
Speicherbedarf fu¨r eine hierarchische Matrix M ∈ H(k, TI×J ) mit lokalem Rang k und
max{#I,#J } ≤ n ∈ N in der Komplexita¨tsklasse
O(nk log n) .
3.3 Anwendung auf Integraloperatoren
Die Technik der hierarchischen Matrizen soll nun auf das in Kapitel 2.1 vorgestellte
Problem der Integraloperatoren angewendet werden. Dazu wird die vollbesetzte Matrix
aus (2.4) mit den Koeffizienten
Gi,j :=
∫
Γ
∫
Γ
ϕi(x)g(x, y)ϕj(y) dΓ(x) dΓ(y)
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durch eine hierarchische Matrix approximiert. Um dieses zu erreichen, muss zuna¨chst
entschieden werden, welche Teilmatrizen von G sich gut durch Niedrigrangmatrizen ap-
proximieren lassen, also wie man in diesem Fall zu einem zula¨ssigen Blockclusterbaum
kommt, so wie er in Abschnitt 3.1.2 eingefu¨hrt wurde. Der folgende Abschnitt 3.3.1
bescha¨ftigt sich mit dieser Fragestellung.
Die na¨chste Aufgabe besteht dann darin, die zu den zula¨ssigen Bla¨ttern des Blockclus-
terbaums geho¨rigen Teilmatrizen durch Rang-k-Matrizen, wie in Definition 3.15 definiert,
zu approximieren. Durch die enge Verbindung zwischen der Matrix G und der Kernfunk-
tion g aus (2.3) kann dieses u¨ber eine Kernapproximation bewerkstelligt werden.
Um dieses Vorgehen der Kernapproximation mo¨glichst klar zu machen, wird in Ab-
schnitt 3.3.2 vorerst in allgemeiner Form auf die Konstruktion einer sogenannten ent-
arteten Kernfunktion eingegangen, die die Grundlage fu¨r die Interpolations-Methode in
Abschnitt 4.1 und spa¨ter auch fu¨r unser auf der Green’schen Formel basierendes Ver-
fahren bildet, das in den Kapiteln 5 und 8 ausfu¨hrlich behandelt wird.
3.3.1 Clusterung und Zula¨ssigkeit
Die Basis (ϕi)i∈I fu¨r die Galerkin-Diskretisierung aus Kapitel 2 wird in der Praxis meist-
ens so gewa¨hlt, dass der Tra¨ger supp(ϕi) der Basisfunktionen
supp(ϕi) := {x ∈ Γ : ϕi(x) 6= 0} fu¨r alle i ∈ I
relativ klein ist. Um nun Clusterba¨ume konstruieren zu ko¨nnen, eignet sich die Wahl
von charakteristischen Punkten xi ∈ supp(ϕi) fu¨r alle i ∈ I innerhalb der Tra¨ger.
Definition 3.20 (Familie charakteristischer Punkte) Eine Familie (xi)i∈I im Rd
mit xi ∈ supp(ϕi) heißt Familie charakteristischer Punkte fu¨r die Indexmenge I.
Mit Hilfe dieser Punkte la¨sst sich eine Clusterung vornehmen: Jedem Cluster t ∈ TI
wird dabei eine Menge dieser charakteristischen Punkte {xi : i ∈ tˆ } ⊆ Rd zugeordnet.
Falls diese Menge noch zu groß ist, wird sie disjunkt in Teilmengen zerlegt. Dadurch
entstehen dann die So¨hne des Clusters. Diese Zerlegung wird rekursiv weiter fortgefu¨hrt
bis die Cluster eine bestimmte Gro¨ße erreicht oder unterschritten haben. Diese Gro¨ße
sei wie folgt definiert:
Definition 3.21 (Maximale Blattgro¨ße) Seien TI und TJ Clusterba¨ume und TI×J
der zugeho¨rige Blockclusterbaum. Dann wird die Gro¨ße nL(TI) ∈ N mit
nL(TI) := max
t∈LI
{#tˆ }
als maximale Blattgro¨ße bezeichnet. Auf den Blockclusterbaum TI×J u¨bertragen, ergibt
sich dann
nL(TI×J ) := max{nL(TI), nL(TJ )}
als maximale Blattgro¨ße.
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Um nun eine Zula¨ssigkeitsbedingung auf dem so konstruierten Blockclusterbaum for-
mulieren zu ko¨nnen, werden die folgenden beiden Mengen eingefu¨hrt:
τ :=
⋃
i∈tˆ
supp(ϕi) fu¨r alle t ∈ TI
und
σ :=
⋃
i∈sˆ
supp(ϕi) fu¨r alle s ∈ TJ .
Zula¨ssigkeitsbedingungen werden u¨blicherweise u¨ber den Durchmesser und den Abstand
dieser Mengen definiert. Da es aufwa¨ndiger Berechnungen bedarf, diese Werte fu¨r alle
Cluster zueinander zu berechnen, werden diese Mengen in achsenparallele Quader
”
ver-
packt“, fu¨r die diese Werte, Durchmesser und Abstand, wesentlich einfacher zu berechnen
sind. Diese Quader erhalten die englische Bezeichnung der Bounding Box.
Definition 3.22 (Bounding Box) Seien ai, bi ∈ R mit ai < bi fu¨r alle i ∈ {1, . . . , d}.
Ein achsenparalleler Quader Bτ ⊂ Rd mit
Bτ = [a1, b1]× · · · × [ad, bd]
und der u¨berdeckenden Eigenschaft
τ ⊆ Bτ
wird Bounding Box genannt.
Fu¨r diese Bounding Boxen lassen sich verschiedene Abstands- und Durchmesser-
Begriffe formulieren. Im weiteren Verlauf dieser Arbeit wird von den zwei folgenden
Definitionen dazu Gebrauch gemacht.
Definition 3.23 (Abstand und Durchmesser) Seien Bτ = [a1, b1]×· · ·×[ad, bd] und
Bσ = [c1, d1] × · · · × [cd, dd] Bounding Boxen im Rd. Dann sind folgende Durchmesser
dazu definiert:
diam2(Bτ ) := sup{‖x− y‖2 : x, y ∈ Bτ}
=
(
d∑
i=1
diam([ai, bi])
2
) 1
2
und
diammax(Bτ ) := sup{‖x− y‖∞ : x, y ∈ Bτ}
= max{|bi − ai| : i ∈ {1, . . . , d}} .
Die Absta¨nde zwischen Bounding Boxen sind entsprechend definiert durch
dist2(Bτ ,Bσ) := inf{‖x− y‖2 : x ∈ Bτ , y ∈ Bσ}
=
(
d∑
i=1
dist([ai, bi], [ci, di])
2
) 1
2
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und
distmax(Bτ ,Bσ) := inf{‖x− y‖∞ : x ∈ Bτ , y ∈ Bσ}
= max{dist([ai, bi], [ci, di]) : i ∈ {1, . . . , d}} .
Mit Hilfe dieser Definition sind typische Zula¨ssigkeitsbedingungen wie zum Beispiel
diam(Bτ ) ≤ dist(Bτ ,Bσ)
sowohl fu¨r diam2 und dist2 als auch fu¨r diammax und distmax einfach zu pru¨fen. Die
genaue Formulierung einer Zula¨ssigkeitsbedingung ist dabei allerdings abha¨ngig von der
Art des gewa¨hlten Approximationsverfahrens, wie im weiteren Verlauf dieser Arbeit
ersichtlich wird.
Eine wichtige Eigenschaft der Kernfunktion, die spa¨ter vor allem in Fehleranalysen
eine entscheidende Rolle spielt, soll an dieser Stelle noch genannt werden:
Definition 3.24 (Asymptotische Glattheit) Eine Kernfunktion g : Rd × Rd → R
ist asymptotisch glatt, falls es Konstanten Cas > 0 und c0 ≥ 1, sowie einen Singu-
larita¨tsgrad σ ∈ N so gibt, dass fu¨r alle n ∈ N0, alle x, y ∈ Rn mit x 6= y und alle
Richtungen p ∈ Rd × Rd die Ungleichung
|∂np g(x, y)| ≤ Cas
(σ − 1 + n)!cn0‖p‖n
‖x− y‖σ+n (3.2)
erfu¨llt ist.
Die Funktion heißt ebenso asymptotisch glatt, falls (3.2) fu¨r σ = 0 und alle n ∈ N,
alle x, y ∈ Rn mit x 6= y und alle Richtungen p ∈ Rd × Rd gilt. σ = 0 entspricht dabei
logarithmischen Singularita¨ten.
Mit dem, wie hier beschrieben, konstruierten zula¨ssigen Blockclusterbaum kann nun
die Frage nach der Niedrigrangapproximation u¨ber die Kernfunktion fu¨r die zula¨ssigen
Blockcluster im na¨chten Abschnitt 3.3.2 gekla¨rt werden.
3.3.2 Entartete Kernfunktion
Das Ziel der Kernapproximation ist hier die Trennung der Variablen so, dass fu¨r die
zula¨ssigen Blattcluster b = (t, s) ∈ LI×J Rang-k-Darstellungen gefunden werden
ko¨nnen, deren Matrizen Ab ∈ Rtˆ×k und Bb ∈ Rsˆ×k mit
G|tˆ×sˆ ≈ AbB∗b
u¨ber die approximierte Kernfunktion definiert werden ko¨nnen.
Definition 3.25 (Entartete Kernfunktion) Es sei eine Kernfunktion g˜ : Ω×Ω→ R
gegeben. Falls es Funktionen aν : τ → R und bν : σ → R fu¨r alle ν ∈ {1, . . . , k} gibt mit
g˜(x, y) =
k∑
ν=1
aν(x)bν(y) fu¨r alle x ∈ τ, y ∈ σ ,
so heißt g˜ entartete Kernfunktion.
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Wenn man die Kernfunktion g aus (2.3) durch eine entartete Kernfunktion g˜ approx-
imieren kann, also
g(x, y) ≈ g˜(x, y) fu¨r alle x ∈ τ, y ∈ σ , (3.3)
so folgt fu¨r die Matrix G|tˆ×sˆ mit
Gi,j :=
∫
Γ
∫
Γ
ϕi(x)g(x, y)ϕj(y) dΓ(x) dΓ(y)
dank der entscheidenden Eigenschaft der Variablentrennung
Gi,j ≈
∫
Γ
∫
Γ
ϕi(x)g˜(x, y)ϕj(y) dΓ(x) dΓ(y)
=
k∑
ν=1
∫
Γ
ϕi(x)aν(x) dΓ(x)
∫
Γ
ϕj(y)bν(y) dΓ(y)
fu¨r alle i ∈ tˆ und j ∈ sˆ. Mit den durch
Ai,ν :=
∫
Γ
ϕi(x)aν(x) dΓ(x) fu¨r alle i ∈ tˆ, ν ∈ {1, . . . , k}
und
Bj,ν :=
∫
Γ
ϕj(y)bν(y) dΓ(y) fu¨r alle j ∈ sˆ, ν ∈ {1, . . . , k}
definierten Matrizen A ∈ Rtˆ×k und B ∈ Rsˆ×k ist die gewu¨nschte Rang-k-Matrix
G|tˆ×sˆ ≈ AB∗
erreicht. Fu¨r die eigentliche Kernapproximation (3.3) gibt es verschiedene Verfahren,
wie zum Beispiel die Interpolation, die in Abschnitt 4.1 vorgestellt wird oder natu¨rlich
der Algorithmus, der im Zentrum dieser Arbeit steht und in den spa¨teren Kapiteln
beschrieben und untersucht wird.
3.4 H2-Matrizen
Die Motivation hinter den H2-Matrizen besteht darin, einen noch geringeren Speicherbe-
darf als fu¨r die einfachen H-Matrizen bei sehr großskaligen Problemen zu erhalten und
gleichzeitig damit auch noch effizienter rechnen zu ko¨nnen. Dabei bleiben die Cluster-
strategien gro¨ßtenteils dieselben wie im H-Matrix-Fall, nur die Zula¨ssigkeit der Block-
clusterba¨ume muss etwas verscha¨rft werden. Ansonsten besteht der Unterschied nur in
einer modifizierten Niedrigrang-Darstellung fu¨r die Matrizen des Fernfeldes. Um diese
Darstellung definieren zu ko¨nnen, muss zuna¨chst der Begriff der Clusterbasis eingefu¨hrt
werden.
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Definition 3.26 (Clusterbasis) Sei TI ein Clusterbaum. Eine Familie von Matrizen
V = (Vt)t∈TI mit Vt ∈ Rtˆ×k fu¨r alle t ∈ TI
heißt Clusterbasis vom Rang k fu¨r den Clusterbaum TI . Falls noch eine weitere Familie
von Matrizen (Et)t∈I existiert mit der Eigenschaft
Vt|tˆ′×k = Vt′Et′ fu¨r alle t ∈ TI und t′ ∈ sons(t),
so nennt man V eine geschachtelte Clusterbasis und die Matrizen (Et)t∈TI sind die
korrespondierenden Transfermatrizen.
Nach dieser Definition lassen sich bei geschachtelten Clusterbasen alle Vt fu¨r Nicht-
Blattcluster t ∈ TI \ LI mit Hilfe der Transfermatrizen aus den Nachfahren rekonstru-
ieren. Also mu¨ssen nur fu¨r die Blattcluster t ∈ LI die Matrizen Vt ∈ Rtˆ×k gespeichert
werden und ansonsten nur die kleineren Matrizen Et ∈ Rk×k fu¨r t ∈ TI . Es ergibt sich
damit folgende Darstellung:
Definition 3.27 (Geschachtelte Clusterbasis-Darstellung) Sei V = (Vt)t∈TI eine
geschachtelte Clusterbasis. Dann ist die geschachtelte Clusterbasis-Darstellung von V
gegeben durch das Paar
((Vt)t∈LI , (Et)t∈TI ) .
Mit dem Begriff der geschachtelten Clusterbasis und mit einem streng zula¨ssigen
Blockclusterbaum im Sinne von Definition 3.13 kann jetzt eine H2-Matrix definiert wer-
den.
Definition 3.28 (H2-Matrix) Sei k ∈ N0 und sei TI×J ein streng zula¨ssiger Block-
clusterbaum. Seien V und W geschachtelte Clusterbasen vom Rang k fu¨r die Clus-
terba¨ume TI und TJ . Eine Matrix M ∈ RI×J heißt H2-Matrix mit Zeilenbasis V und
Spaltenbasis W , falls fu¨r alle Blockcluster des Fernfeldes b = (t, s) ∈ L+I×J eine Matrix
Sb ∈ Rk×k existiert, so dass die entsprechende Teilmatrix M |tˆ×sˆ in faktorisierter Weise
dargestellt werden kann als
M |tˆ×sˆ = VtSbW ∗s .
Dann wird k als lokaler Rang von M bezeichnet und die (Sb)b∈L+I×J werden Kopplungs-
matrizen genannt.
Die Menge aller H2-Matrizen mit Zeilenbasis V , Spaltenbasis W und lokalem Rang k
wird als H2(k, TI×J , V,W ) geschrieben.
Auch hier kann man wieder eine speichergu¨nstige Darstellung formulieren:
Definition 3.29 (H2-Matrix-Darstellung) Sei M ∈ H2(k, TI×J , V,W ). Dann exis-
tiert eine Familie von Matrizen
(Sb)b∈L+I×J mit Sb ∈ R
k×k
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und geschachtelte Clusterbasis Darstellungen
((Vt)t∈LI , (Et)t∈TI ) fu¨r die Clusterbasis V
und
((Ws)s∈LJ , (Fs)s∈TJ ) fu¨r die Clusterbasis W
so, dass sich die Matrizen des Fernfeldes effizient darstellen lassen durch
M |tˆ×sˆ = VtSbW ∗s fu¨r alle b = (t, s) ∈ L+I×J .
Die Matrizen des Nahfeldes werden in der Familie (Nb)L−I×J von vollbesetzten Matrizen
zusammengefasst:
Nb := M |tˆ×sˆ fu¨r alle b = (t, s) ∈ L−I×J .
Damit ist die H2-Matrix-Darstellung von M gegeben durch das Tupel
((Vt)t∈LI , (Et)t∈TI , (Ws)s∈LJ , (Fs)s∈TJ , (Sb)b∈L+I×J , (Nb)L−I×J ) .
Wie bereits bei den H-Matrizen soll auch hier keine detailierte Untersuchung des Spei-
cherbedarfs stattfinden, sondern wie zuvor verwiesen werden auf [7, Abschnitte 3.5 und
3.6]. Und wieder soll nur eine grobe Angabe u¨ber den Speicheraufwand zitiert werden:
Bemerkung 3.30 (Speicherbedarf) Der Speicherbedarf fu¨r eine H2-Matrix M ∈
H2(k, TI×J , V,W ) mit lokalem Rang k und max{#I,#J } ≤ n ∈ N liegt in der
Komplexita¨tsklasse
O(nk) .
Der Speicher wa¨chst also nur linear mit der Anzahl der Unbekannten und ist daher von
optimaler Ordnung.
Bemerkung 3.31 (uniforme H-Matrizen) Es existiert noch eine Art Vorstufe der
H2-Matrizen, die sogenannten uniformen H-Matrizen. Diese Matrizen sind aufgebaut
wie H2-Matrizen, jedoch mit dem Unterschied, dass ihre Clusterbasen nicht geschachtelt
sind. Dadurch ist der Vorteil des wesentlich geringeren Speicherbedarfs gegenu¨ber H-
Matrizen hinfa¨llig, da fu¨r uniforme H-Matrizen jedes der (Vt)t∈TI gespeichert werden
muss, weil es in diesem Fall keine Transfermatrizen gibt.
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Wie bereits in Kapitel 1 erwa¨hnt, existiert eine Vielzahl an Verfahren, die sich damit
bescha¨ftigt, die quadratische Komplexita¨t von vollbesetzten Matrizen zu vermeiden.
In Kapitel 3 wurde nun eine ma¨chtige Struktur dazu vorgestellt, mit der so etwas
mo¨glich ist. Aber auch im Kontext von hierarchischen Matrizen gibt es verschiedene
Methoden, die Niedrigrangmatrizen fu¨r die zula¨ssigen Blockcluster des Fernfeldes zu
konstruieren.
In diesem Kapitel werden drei der bedeutendsten dieser Methoden erkla¨rt. Diese Ver-
fahren finden zur Zeit auch in der Praxis Anwendung und bieten sich daher ideal fu¨r
numerische Vergleichsrechnungen zu dem in Kapitel 5 und 8 neu eingefu¨hrten Verfahren
an.
Das erste analytische Verfahren, das in Abschnitt 4.1 beschrieben wird, arbeitet wie
spa¨ter auch die Green-Quadratur-Methode in Kapitel 5 mit einer Kernapproximation
und zwar basierend auf einer Lagrange-Interpolation.
In Abschnitt 4.2 wird dann die, ebenfalls analytische und altbewa¨hrte, Multipol-
Methode erkla¨rt.
Neuere algebraische Verfahren wie die in Abschnitt 4.3 vorgestellte Kreuzapproxima-
tion nutzen direkt die Matrixeintra¨ge fu¨r eine Approximation, anstatt u¨ber die Kern-
funktion zu gehen.
Die Vorteile von matrixbasierten Verfahren und Kernapproximations-Verfahren ver-
einigen die sogenannten Hybrid-Verfahren wie die hybride Kreuzapproximation, die hier
nicht na¨her ausgefu¨hrt wird, oder auch das in Kapitel 8 vorgestellte Green-Hybrid-
Verfahren.
4.1 Interpolation
Ein robustes und oft verwendetes Verfahren zur Konstruktion der Niedrigrangmatrizen
fu¨r die hierarchischen Matrizen ist die Interpolation. Dabei gelangt man mit Hilfe von
Lagrange-Tensor-Interpolationsoperatoren zu den gewu¨nschten, wie in Abschnitt 3.3.2
definierten, entarteten Kernfunktionen. Diese Interpolations-Technik in ihrer Anwen-
dung auf Integraloperatoren wurde vorgestellt in [9].
4.1.1 Tensor-Interpolationsoperatoren
Das Ziel ist es, eine Lagrange-Interpolation auf mehrdimensionalen Gebieten, wie den
Bounding Boxen Bτ aus Definition 3.22, durchfu¨hren zu ko¨nnen.
Da Bτ = [a1, b1] × · · · × [ad, bd] mit ai < bi fu¨r alle i ∈ {1, . . . , d} als Tensorgebiet
definiert ist, liegt es nahe, auch auf diese Weise den Interpolationsoperator darauf zu
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konstruieren. Dazu wird zuna¨chst ein Interpolationsoperator I auf dem Referenzintervall
[−1, 1] definiert. Die Interpolations-Stu¨tzstellen seien dabei mit (ξν)mν=0 bezeichnet, so
dass die Lagrange-Polynome gegeben sind durch
Lν(x) :=
m∏
µ=0,µ6=ν
x− ξµ
ξν − ξµ fu¨r alle x ∈ [−1, 1]. (4.1)
Dann ist I definiert durch
I : C([−1, 1])→ Πm , f 7→
m∑
ν=0
f(ξν)Lν , (4.2)
wobei Πm der Raum der Polynome eines Grades von ho¨chstens m ist. Mit der Transfor-
mation
Φ[a,b] : [−1, 1]→ [a, b], x 7→
b− a
2
x+
b+ a
2
kann mit I ein Operator I[a,b] auf beliebigen Intervallen [a, b] definiert werden mit
I[a,b] : C([a, b])→ Πm , f 7→ (I[f ◦ Φ[a,b]]) ◦ Φ−1[a,b] .
Mit ξ[a,b],ν := Φ[a,b](ξν) und
L[a,b],ν(x) :=
m∏
µ=0,µ 6=ν
x− ξ[a,b],µ
ξ[a,b],ν − ξ[a,b],µ
fu¨r alle x ∈ [a, b]
sowie der Tatsache, dass
Lν(ξν) = δνµ = L[a,b],ν(ξ[a,b],ν) fu¨r alle ν, µ ∈ {0, . . . ,m} ,
kann I[a,b] wieder in der aus (4.2) vertrauten Form
I[a,b][f ] =
m∑
ν=0
f(ξ[a,b],ν)L[a,b],ν fu¨r alle f ∈ C[a, b]
geschrieben werden.
Als weiterer Zwischenschritt sei der Operator IBτ ,ι auf der Bounding Box Bτ definiert
durch
IBτ ,ι : C(Bτ )→ C(Bτ ), f 7→
m∑
ν=0
f(x1, . . . , xι−1, ξ[aι,bι],ν , xι+1, . . . , xd)L[aι,bι],ν(xι) .
Durch Kombination solcher Operatoren erha¨lt man schließlich den gesuchten Tensor-
Interpolationsoperator
IBτ := IBτ ,1 ◦ · · · ◦ IBτ ,d .
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Mit der Multiindexmenge M = {0, . . . ,m}d ko¨nnen die transformierten d-dimensionalen
Stu¨tzstellen geschrieben werden als
ξτ,ν := (ξ[a1,b1],ν1 , . . . , ξ[ad,bd],νd) fu¨r alle ν ∈M
und die entsprechenden Lagrange-Polynome nehmen die Gestalt
Lτ,ν(x) := L[a1,b1],ν1(x1) . . .L[ad,bd],νd(xd) fu¨r alle ν ∈M,x ∈ Bτ
an, so dass die vertraute Darstellung auch fu¨r IBτ formuliert werden kann:
IBτ [f ] :=
∑
ν∈M
f(ξτ,ν)Lτ,ν fu¨r alle f ∈ C(Bτ ) .
4.1.2 Kernapproximation
Um mit den in Abschnitt 4.1.1 eingefu¨hrten Tensor-Interpolationsoperatoren eine ent-
artete Kernfunktion zu erhalten, muss garantiert werden, dass sich die Kernfunktion
auf dem entsprechenden Gebiet auch vernu¨nftig approximieren la¨sst. Wie schon in Ab-
schnitt 3.3 beschrieben wurde, kann man dieses mit Hilfe einer Zula¨ssigkeitsbedingung
erreichen, die dafu¨r sorgt, dass die Funktion auf den entsprechenden Teilgebieten hin-
reichend glatt ist. Im Falle der Interpolation sieht die konkrete Zula¨ssigkeitsbedingung
fu¨r zwei Bounding Boxen Bτ und Bσ, wie in [9] beschrieben, wie folgt aus:
min{diam(Bτ ),diam(Bσ)} ≤ 2η dist(Bτ ,Bσ) (4.3)
mit einem Parameter η > 0, der dieser Art von Zula¨ssigkeit auch die Bezeichnung η-
Zula¨ssigkeit verleiht.
Die Kernapproximation g˜(x, y) fu¨r x ∈ τ und y ∈ σ wird nun abha¨ngig von den
Durchmessern der Bounding Boxen Bτ und Bσ definiert:
g˜(x, y) :=
{ IBτ [g(·, y)](x) falls diam(Bτ ) ≤ diam(Bσ)
IBσ [g(x, ·)](y) sonst .
Das bedeutet im ersten Fall diam(Bτ ) ≤ diam(Bσ), dass die Kernapproximation durch
g˜(x, y) = IBτ [g(·, y)](x) gegeben ist, welche eine entartete Kernfunktion
g˜(x, y) =
∑
ν∈M
g(ξτ,ν , y)Lτ,ν(x) (4.4)
im Sinne von Definition 3.25 ist.
Wenn man nun fu¨r η-zula¨ssige Blo¨cke b = (t, s) ∈ L+I×J den Matrixblock G|tˆ×sˆ mit g˜
anstelle der Kernfunktion aufstellt, erha¨lt man
Gi,j ≈ G˜i,j :=
∫
Γ
∫
Γ
ϕi(x)g˜(x, y)ϕj(y) dΓ(x) dΓ(y)
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und mit
Ai,ν :=
∫
Γ
ϕi(x)Lτ,ν(x) dΓ(x) und Bj,ν :=
∫
Γ
ϕj(y)g(ξτ,ν , y) dΓ(y)
fu¨r alle i ∈ tˆ, j ∈ sˆ und ν ∈M die Niedrigrangapproximation
G|tˆ×sˆ ≈ G˜ = AB∗ .
Damit hat G˜ einen Rang von ho¨chstens der Ma¨chtigkeit der Multiindexmenge M , also
rank(G˜) ≤ #M = md . (4.5)
Auf analoge Weise kommt man auch im Falle von diam(Bσ) < diam(Bτ ) u¨ber
g˜(x, y) =
∑
ν∈M
g(x, ξσ,ν)Lσ,ν(y)
zu einem Rang von ho¨chstens md fu¨r G˜.
4.1.3 Interpolationsfehler
An dieser Stelle soll eine kurze U¨bersicht u¨ber die Fehleranalyse fu¨r diese Art der Kern-
approximation dargelegt werden. Dazu sei zuna¨chst ein wichtiger Begriff eingefu¨hrt:
Definition 4.1 (Stabilita¨tskonstante) Falls fu¨r ein Λ ∈ R
‖I[f ]‖∞,[−1,1] ≤ Λ‖f‖∞,[−1,1] fu¨r alle f ∈ C[−1, 1]
gilt, so wird Λ Stabilita¨tskonstante des Interpolationsoperators I genannt.
Die beste Stabilita¨tskonstante fu¨r einen Lagrange-Interpolationsoperator ist durch die
Lebesgue-Zahl gegeben.
Lemma 4.2 (Lebesgue-Zahl) Die Lebesgue-Zahl des Interpolationsoperators I ist
definiert durch
Λ := max
x∈[−1,1]
{
m∑
ν=0
|Lν(x)|
}
und stellt die kleinstmo¨gliche Stabilita¨tskonstante von I dar.
Beweis. [8, Lemma 3.6]
Fu¨r die Tschebyscheff-Interpolationsoperatoren erha¨lt man eine besonders kleine
Lebesgue-Zahl. Daher wird der Interpolationsfehler auch fu¨r diesen Fall hier beschrieben.
Zur Definition der Tschebyscheff-Interpolation werden erst einmal die Tschebyscheff-
Polynome beno¨tigt.
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Definition 4.3 (Tschebyscheff-Polynome) Sei n ∈ N0 und x ∈ R. Dann ist das
n-te Tschebyscheff-Polynom definiert durch
Tn(x) :=

1 falls n = 0
x falls n = 1
2xTn−1(x)− Tn−2(x) sonst .
Zur Definition der Tschebyscheff-Interpolation sind die folgenden Eigenschaften der
Tschebyscheff-Polynome interessant.
Lemma 4.4 (Eigenschaften der Tschebyscheff-Polynome) Sei n ∈ N0. Fu¨r das
n-te Tschebyscheff-Polynom gilt
Tn(x) = cos(n arccos(x)) fu¨r alle x ∈ [−1, 1]
und damit ‖Tn(x)‖∞,[−1,1] = 1.
Tn besitzt n reelle einfache Nullstellen tν , die im Intervall [−1, 1] liegen und von fol-
gender Form sind:
tν := cos
(
pi
2ν + 1
2n
)
fu¨r alle ν ∈ {0, . . . , n− 1} .
Beweis. folgt aus den Additionstheoremen und den Eigenschaften des Cosinus.
Wenn man die Nullstellen des (m + 1)-ten Tschebyscheff-Polynoms Tm+1 als
Stu¨tzstellen ξν = cos(pi
2ν+1
2m ) mit ν ∈ {0, . . . ,m} fu¨r die Interpolation wa¨hlt, spricht
man von Tschebyscheff-Interpolationspunkten und mit so gewa¨hlten Stu¨tzstellen heißt
I dann auch Tschebyscheff-Interpolationsoperator.
Wie bereits erwa¨hnt und in [28] gezeigt, erha¨lt man fu¨r diesen Operator eine besonders
kleine Lebesgue-Zahl
Λ :=
2
pi
log(m+ 1) fu¨r alle m ∈ N ,
die sich durch
Λ ≤ m+ 1 fu¨r alle m ∈ N (4.6)
leicht abscha¨tzen la¨sst. Andere Interpolationspunkte ko¨nnen nur zu unwesentlich
kleineren Stabilita¨tskonstanten fu¨hren, womit die Tschebyscheff-Interpolationspunkte
nahe an der Optimalita¨t liegen.
Damit kann nun der Fehler fu¨r die Tensor-Tschebyscheff-Interpolation zitiert werden:
Satz 4.5 (Fehler der Tensor-Interpolation) Sei I der Tschebyscheff-Interpola-
tionsoperator, sei I[a,b] der zugeho¨rige transformierte Interpolationsoperator auf dem
Intervall [a, b] und sei IBτ der d-dimensionale Interpolationsoperator
IBτ := IBτ ,1 ◦ · · · ◦ IBτ ,d .
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Dann gilt fu¨r den Approximationsfehler
‖f − IBτ [f ]‖∞,Bτ ≤ 2
d∑
ι=1
Λι−1
(
bι − aι
4
)m+1 ‖∂m+1ι f‖∞,Bτ
(m+ 1)!
(4.7)
fu¨r alle f ∈ Cm+1(Bτ ) und fu¨r die Stabilita¨t
‖IBτ [f ]‖∞,Bτ ≤ Λd‖f‖∞,Bτ .
Beweis. [8, Lemma 3.9]
Wenn die Zula¨ssigkeitsbedingung (4.3) fu¨r Bounding Boxen Bτ und Bσ greift und
diam(Bτ ) ≤ diam(Bσ) gilt, kann die Kernfunktion g dort wie in (4.4) approximiert
werden. Mit der asymptotischen Glattheit (3.2) von g und der Fehlerabscha¨tzung fu¨r die
Tensor-Interpolation (4.7) folgt fu¨r den Fehler der Kernapproximation
‖g − g˜‖∞,Bτ×Bσ ≤ 2
d∑
ι=1
Λι−1
(
bι − aι
4
)m+1 1
(m+ 1)!
Cas
(σ − 1 +m+ 1)!cm+10
‖x− y‖σ+m+1
≤ 2Cas (m+ σ)!
(m+ 1)!
d∑
ι=1
Λι−1
(
diam(Bτ )
4
)m+1 cm+10
dist(Bτ ,Bσ)σ+m+1
=
2Cas
dist(Bτ ,Bσ)σ
(m+ σ)!
(m+ 1)!
(
c0 diam(Bτ )
4 dist(Bτ ,Bσ)
)m+1 d∑
ι=1
Λι−1 .
Mit (4.6) und der Definition
P (m) := 2Cas
(m+ σ)!
(m+ 1)!
d (m+ 1)d−1
folgt weiter
‖g − g˜‖∞,Bτ×Bσ ≤
P (m)
dist(Bτ ,Bσ)σ
(
c0 diam(Bτ )
4 dist(Bτ ,Bσ)
)m+1
und mit der η-Zula¨ssigkeit (4.3) schließlich
‖g − g˜‖∞,Bτ×Bσ ≤
P (m)
dist(Bτ ,Bσ)σ
(
c0 2 η dist(Bτ ,Bσ)
4 dist(Bτ ,Bσ)
)m+1
=
P (m)
dist(Bτ ,Bσ)σ
(c0η
2
)m+1
.
Mit der Wahl von η < 2c0 dominiert damit die exponentielle Konvergenz u¨ber das poly-
nomielle Wachstum von P (m).
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4.2 Multipol-Methode
Im Gegensatz zur Interpolation aus Abschnitt 4.1 und der Kreuzapproximation aus
Abschnitt 4.3 ist die Multipol-Methode kein Bestandteil eines der hier neu vorgestellten
Algorithmen, sondern wird lediglich zu numerischen Vergleichen herangezogen. Als eines
der bekanntesten Verfahren sollte die Multipol-Methode in einer U¨bersicht wie in diesem
Kapitel nicht fehlen, wird allerdings nur kurz und speziell auf das hier relevante Problem
zugeschnitten vorgestellt und fu¨r den interessierten Leser wird auf die entsprechende
Literatur verwiesen.
Wie die bereits vorgestellte Interpolations-Methode und spa¨ter die Green-basierten
Methoden beruht auch die Multipol-Methode auf der Konstruktion einer entarteten
Kernfunktion. Dazu werden Ba¨ume benutzt, die im Prinzip genauso aufgebaut werden,
wie die in Abschnitt 3.1.1 kennengelernten Clusterba¨ume. Wie in der eng verwandten
Panel Clustering Methode [23, 24, 31, 15] findet das Erstellen dieser Ba¨ume u¨ber soge-
nannte Panels statt, also Geradenstu¨cke im zweidimensionalen und Dreiecke im dreidi-
mensionalen auf dem Rand des betrachteten Gebiets.
Das Ziel der Clusterung ist dasselbe, wie bei den anderen vorgestellten Verfahren:
Es soll eine Partitionierung der Indexmenge und eine Aufteilung in Nah- und Fernfeld-
Blockcluster erreicht werden. Damit wird garantiert, dass die Kernfunktion auf dem
Fernfeld hinreichend glatt ist und damit, im Kontext der Multipol Methode, gut approxi-
mierbar durch eine abgebrochene Taylorreihe.
Urspru¨nglich wurde die Multipol-Methode fu¨r die Simulation von Vielteilchen-
Systemen vorgestellt [20, 21], woher auch die Beobachtung stammt, dass in einiger
Entfernung von der Quelle das Gravitationsfeld glatt ist und sich dadurch gut in einer
komprimierteren Form darstellen lassen sollte. Diese Beobachtung fu¨hrte schließlich zu
der Unterteilung in die Begriffe Nah- und Fernfeld, die urspru¨nglich aus der Elektrody-
namik stammen.
Es existiert aber auch eine Vielzahl an Arbeiten, welche die Anwendung der Multipol-
Methode auf die hier relevanten Integralgleichungen behandeln, allen voran [30, 26, 19].
Weitere Abarten des Verfahrens, die unter der Bezeichnung multipole methods without
multipoles zusammengefasst werden ko¨nnen, sind beschrieben in [1, 25, 35, 36] und seien
hier nur am Rande erwa¨hnt.
Wie bereits angeku¨ndigt, wird das Multipol-Verfahren an dieser Stelle nur anhand des
zweidimensionalen Falls des Modellproblems aus Abschnitt 2.1 erkla¨rt. Die zu approxi-
mierende Kernfunktion ist also gegeben durch
g(x, y) = − 1
2pi
log ‖x− y‖ fu¨r alle x, y ∈ R2 .
In Abschnitt 4.2.1 wird die Multipol-Entwicklung dazu vorgestellt, in Abschnitt 4.2.2
die Clusterung der in Kapitel 10 genutzten Vergleichs-Implementierung beschrieben und
in Abschnitt 4.2.3 wird kurz die Fehlerabscha¨tzung skizziert.
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4.2.1 Multipol-Entwicklung
Die Multipol-Entwicklung ist im Grunde eine Taylor-Entwicklung und der U¨bergang zur
Approximation findet durch ein Abschneiden der Taylorreihe an ihrem k-ten Glied statt.
Um zu dieser abgebrochenen Taylorreihe zu gelangen, wird zuna¨chst die Kernfunk-
tion ins Komplexe u¨bertragen. Genauer werden die Punkte x und y aus der reellen
Zahlenebene R2 als komplexe Zahlen aus C aufgefasst in folgender Weise:
x := (x1, x2)
> ∈ R2  zx := x1 + ix2 ∈ C
y := (y1, y2)
> ∈ R2  zy := y1 + iy2 ∈ C
so, dass die Kernfunktion g die Form
g(x, y) := − 1
2pi
Re(log(zx − zy)) (4.8)
mit dem komplexen Logarithmus annimmt. Da g translationsinvariant ist, kann das
Problem so verschoben werden, dass das Zentrum des Zeilenclusters im Ursprung liegt,
um damit eine Taylor-Entwicklung zu ermo¨glichen. Dazu werden die Notationen aus
Kapitel 3 verwendet: Seien x ∈ τ und y ∈ σ und der Mittelpunkt der Bounding Box
Bτ = [a1, b1]× · · · × [ad, bd] sei definiert durch
center(Bτ ) :=

b1+a1
2
...
bd+ad
2
 . (4.9)
Die Verschiebung findet nun um ct := center(Bτ ) statt. Dann kann fu¨r |zx − ct| <
|zy−ct| die Taylor-Entwicklung von zx 7→ log(zx−zy) im Entwicklungspunkt ct angegeben
werden durch
log(zx − zy) = log(ct − zy)−
∞∑
ν=1
1
ν
(
zx − ct
zy − ct
)ν
. (4.10)
Wenn man diese Entwicklung beim k-ten Glied abschneidet und dann in (4.8) einsetzt,
erha¨lt man die gewu¨nschte Kernapproximation
g(x, y) ≈ g˜(x, y) := 1
2pi
Re
(
(−1) log(ct − zy) +
k−1∑
ν=1
(zx − ct)ν
ν
1
(zy − ct)ν
)
,
die mit den Definitionen
aν(zx) :=
{ −1 falls ν = 0
(zx−ct)ν
ν sonst
und bν(zy) :=
{
log(ct − zy) falls ν = 0
1
(zy−ct)ν sonst
die kompaktere Form
g˜(x, y) =
1
2pi
Re
(
a0(zx)b0(zy) +
k−1∑
ν=1
aν(zx)bν(zy)
)
=
k−1∑
ν=0
Re(aν(zx)bν(zy))
2pi
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annimmt. Die Matrixapproximation von G|tˆ×sˆ mit den Koeffizienten aus (2.4) ist dem-
nach
Gi,j ≈ G˜i,j :=
k−1∑
ν=0
∫
Γ
∫
Γ
ϕi(x)
Re(aν(zx)bν(zy))
2pi
ϕj(y) dx dy (4.11)
fu¨r alle i, j ∈ I. Da fu¨r zwei komplexe Zahlen u := u1 + iu2 und v := v1 + iv2
Re(u · v) = Re((u1 + iu2)(v1 + iv2))
= Re(u1v1 + iu2v1 + iu1v2 − u2v2)
= u1v1 − u2v2
=
(
u1 u2
)( v1
−v2
)
gilt, also
Re(aν(zx)bν(zy)) =
(
Re(aν(zx)) Im(aν(zx))
)( Re(bν(zy))
− Im(bν(zy))
)
ist, muss die Niedrigrang-Darstellung fu¨r G˜ etwas anders definiert werden als bei der
Interpolation in Abschnitt 4.1.2. Mit
Ai,ν :=
{
1
2pi
∫
Γ ϕi(x) Re(aν(zx))dx fu¨r ν ∈ {0, . . . , k − 1}
1
2pi
∫
Γ ϕi(x) Im(aν−k(zx))dx fu¨r ν ∈ {k, . . . , 2k − 1}
und
Bj,ν :=
{ ∫
Γ Re(bν(zy))ϕj(y)dy fu¨r ν ∈ {0, . . . , k − 1}
− ∫Γ Im(bν−k(zy))ϕj(y)dy fu¨r ν ∈ {k, . . . , 2k − 1}
folgt dann G˜ = AB∗, wobei durch die komplexe Sichtweise eine Rangverdoppelung
stattgefunden hat, so dass A ∈ Rtˆ×2k und B ∈ Rsˆ×2k gelten, also G|tˆ×sˆ durch eine
Rang-2k-Matrix approximiert wird.
4.2.2 Clusterung
Wie bereits am Anfang dieses Kapitels 4.2 erwa¨hnt wurde, geschieht die Clusterung
fu¨r die Multipol-Methode im Wesentlichen genauso, wie fu¨r die bereits vorgestell-
ten Verfahren fu¨r hierarchische Matrizen. Der Unterschied besteht in der benutzten
Zula¨ssigkeitsbedingung.
Da das Multipol-Verfahren durch die Taylor-Entwicklung mit kreisfo¨rmigen Gebieten
arbeitet, ist es naheliegend, die Kreis-Zula¨ssigkeitsbedingung zu nutzen, die definiert ist
durch
max{diam2(Bτ ), diam2(Bσ)} ≤ distcenter(Bτ ,Bσ)− 1
2
(diam2(Bτ ) + diam2(Bσ)) (4.12)
wobei
distcenter(Bτ ,Bσ) := ‖ center(Bτ )− center(Bσ)‖2
mit center(Bτ ) dem Mittelpunkt der Bounding Box Bτ wie in (4.9) definiert. In der fol-
genden Abbildung sind nochmal die Gro¨ßen aus der Zula¨ssigkeitsbedingung verdeutlicht.
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4.2.3 Fehlerbetrachtung
Der Fehler des Multipol-Verfahrens leitet sich direkt aus dem Fehler der Taylor-
Entwicklung ab. Fu¨r die Entwicklung aus (4.10), abgebrochen beim k-ten Glied, ist das
Taylor-Restglied Rk−1(zx) gegeben duch
Rk−1(zx) =
1
k
(
zx − ct
zy − ξ
)k
fu¨r ein ξ ∈ C mit |ξ − ct| ≤ 12 diam(Bτ ). Da x ∈ τ , gilt auch |zx − ct| ≤ 12 diam(Bτ ).
Und da y ∈ σ, ist |ξ − zy| ≥ distcenter(Bτ ,Bσ) − 12(diam(Bτ ) + diam(Bσ)). Durch die
Zula¨ssigkeitsbedingung (4.12) folgt damit
|zx − ct| ≤ 1
2
diam(Bτ )
≤ 1
2
(
distcenter(Bτ ,Bσ)− 1
2
(diam(Bτ ) + diam(Bσ))
)
≤ 1
2
|ξ − zy| ,
womit die exponentielle Konvergenz des Restgliedes klar wird.
Fu¨r Genaueres zur Fehleranalyse der Multipol-Methode sei verwiesen auf [20].
4.3 Kreuzapproximation
Bisher wurden hier nur analytische Verfahren zur Berechnung von Niedrigrangapproxi-
mationen fu¨r hierarchische Matrizen vorgestellt. Alle diese Verfahren beruhen auf der
Konstruktion einer entarteten Kernfunktion. Es existiert aber auch eine ju¨ngere Klasse
an algebraischen Verfahren, die auf der sogenannten Kreuzapproximation aufbauen und
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die nur mit den Eintra¨gen der Matrix selbst arbeiten, um daraus eine Niedrigrang-
approximation zu berechnen.
Diese Kreuzapproximations-Verfahren ko¨nnen im Prinzip ohne spezielle Kenntnis der
Kernfunktion angewendet werden. Dabei wird die Matrix wieder, wie in Abschnitt 3.1,
in Blo¨cke partitioniert und jeder Block unabha¨ngig von den u¨brigen behandelt.
Aus k Zeilen und k Spalten eines zula¨ssigen Matrixblocks wird dann eine Rang-k-
Matrix konstruiert. Entscheidend dabei ist allerdings, wie diese Zeilen und Spalten aus-
gewa¨hlt werden. Fu¨r einigermaßen sinnvolle Pivot-Strategien wird die Kenntnis beno¨tigt,
dass die Matrix aus einer asymptotisch glatten Kernfunktion entstanden ist.
Es gibt verschiedene Mo¨glichkeiten fu¨r die Pivotierung, wobei in den meisten Fa¨llen
mit zunehmender Effizienz die Zuverla¨ssigkeit immer weniger garantiert ist.
Diesen Effekt kann man vermeiden, indem man von dem rein algebraischen Ver-
fahren zu einem hybriden Verfahren u¨bergeht, das dann wieder auf die Kernfunktion
zuru¨ckgreift. Die Rede ist von der hybriden Kreuzapproximation [10], welche aus ei-
ner Kombination aus Interpolation und Kreuzapproximation besteht und damit die Zu-
verla¨ssigkeit der Interpolation mit der Effizienz der Kreuzapproximation verbindet. Diese
hybride Version soll nur der Vollsta¨ndigkeit halber erwa¨hnt werden und wird hier nicht
na¨her betrachtet.
Das Kreuzapproximations-Verfahren, das in dieser Arbeit von Bedeutung ist, ist die
adaptive Kreuzapproximation, kurz mit ACA bezeichnet (aus der englischen Bezeichnung
adaptive cross approximation) [2, 4, 3].
Dieses Verfahren ist nicht nur Teil des in Kapitel 8 vorgestellten Green-Hybrid-
Verfahrens, sondern dient auch als Vergleichs-Verfahren in den numerischen Experi-
menten in Kapitel 7 und 10. Im Folgenden wird daher in Abschnitt 4.3.1 eine kurze
Bemerkung zur Matrixstruktur gemacht, in Abschnitt 4.3.2 das Verfahren erkla¨rt und
in Abschnitt 4.3.3 eine kurze Zusammenfassung zur Fehleranalyse angegeben.
4.3.1 Matrixstruktur
Da die Kreuzapproximation direkt fu¨r hierarchische Matrizen gedacht ist, findet die Par-
titionierung der Matrix mit Hilfe von Cluster- und Blockclusterba¨umen u¨ber die Index-
mengen exakt so statt, wie in Kapitel 3 beschrieben wurde. Im Rahmen dieser Arbeit
wird fu¨r die adaptive Kreuzapproximation die max-Zula¨ssigkeitsbedingung verwendet,
die auch fu¨r die Green-basierten Verfahren genutzt wird und die definiert ist durch
max{diammax(Bτ ),diammax(Bσ)} ≤ distmax(Bτ ,Bσ) (4.13)
mit diammax(Bτ ) und distmax(Bτ ,Bσ) aus Definition 3.23. Diese Zula¨ssigkeitsbedingung
ist nicht die optimale Wahl, fu¨hrt jedoch zu besseren Ergebnissen als die Kreiszu-
la¨ssigkeitsbedingung 4.12, die der Bedingung [29, (3.15)] entspricht. In den numerischen
Experimenten in [29] verwenden die Autoren eine Zula¨ssigkeitsbedingung, die der Opti-
malita¨t na¨her kommt, die allerdings noch unvero¨ffentlicht ist.
Auch hier sollen nochmal die Gro¨ßen aus der Zula¨ssigkeitsbedingung in der folgenden
Abbildung verdeutlicht werden.
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4.3.2 Adaptive Kreuzapproximation
Die Idee bei der adaptiven Kreuzapproximation ist, einen Fehlerwert vorzugeben und
dann ausgehend von einem Rang von 1 eine Folge von Approximationen mit zunehmen-
dem Rang zu konstruieren, die dann abgebrochen wird, wenn der verbleibende Fehler
dem vorgegebenem Wert entspricht oder ihn unterschreitet.
Sei G|tˆ×sˆ mit b = (t, s) ∈ L+I×J der durch eine Rang-k-Matrix zu approximierende
Matrixblock. In jedem Schritt k mu¨ssen zuna¨chst Pivot-Indizes ik ∈ tˆ und jk ∈ sˆ gewa¨hlt
werden. Diese ko¨nnen durch das betragsgro¨ßte Element des Matrixblocks
|Gik,jk | = max
i∈tˆ,j∈sˆ
|Gi,j |
bestimmt werden. Dazu mu¨sste allerdings der gesamte Block im Speicher vorliegen und
durchsucht werden. Diese Art der Pivotsuche nennt man daher vollsta¨ndige Pivotierung.
Da aber fu¨r eine Rang-k-Approximation des Matrixblocks eigentlich nur k Zeilen und
k Spalten beno¨tigt werden, wird hier die sogenannte partielle Pivotierung benutzt. Dazu
wird der Pivot-Index ik ∈ tˆ zum Beispiel als Index der ersten Zeile gewa¨hlt, und davon
abha¨ngig dann jk ∈ sˆ durch
|Gik,jk | = max
j∈sˆ
|Gik,j |
bestimmt. Fu¨r Strategien zur Wahl von ik sei zum Beispiel auf [3] verwiesen.
Mit den Pivot-Indizes ik und jk ko¨nnen nun die Eintra¨ge der Matrizen A ∈ Rtˆ×k und
B ∈ Rsˆ×k fu¨r die Rang-k-Darstellung
G|tˆ×sˆ ≈ AB∗
berechnet werden durch
Ai,k =
Âi,k
Âik,k
mit Âi,k = Gi,jk −
k−1∑
l=1
Ai,lBjk,l fu¨r alle i ∈ tˆ
und
Bj,k = Gik,j −
k−1∑
l=1
Bj,lAik,l fu¨r alle j ∈ sˆ .
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Die folgende Abbildung zeigt ein Schema fu¨r die ersten drei Schritte der Berechnung.
i1
i2
i3
j1 j2 j3
 
A B∗
Bei vollsta¨ndiger Pivotierung werden jeweils die Pivot-Zeilen und Spalten zu der Rang-
k-Matrix hinzugefu¨gt und der Restfehler berechnet, indem die Rang-k-Matrix von der
bisherigen Matrix abgezogen wird. Da dieses so lange wiederholt wird, bis der Restfehler
dem vorgegebenem entspricht, ist der letztendliche Rang k nicht von vornherein bekannt.
Vorteil an diesem Verfahren ist aber, dass so garantiert ist, dass der Restfehler klein
genug ist.
Bei partieller Pivotierung liegt der Fehler nicht mehr explizit vor, da nur die fu¨r die
Approximation beno¨tigten Zeilen und Spalten berechnet werden, der gesamte originale
Matrixblock aber gar nicht vorliegt. In diesem Fall muss der Fehler abgescha¨tzt werden.
4.3.3 Fehlerabscha¨tzung
Um die Darstellung des Fehlers mo¨glichst einfach zu halten, seien, ohne Beschra¨nkung
der Allgemeinheit, die Pivot-Indizes der Reihe nach in den ersten Zeilen beziehungsweise
Spalten angesiedelt. Genauer heißt das fu¨r die Pivot-Indizes il = jl = l fu¨r l = 1, . . . , k.
Sei die Matrix G := G|tˆ×sˆ in vier Teilmatrizen aufgeteilt
G =
(
G11 G12
G21 G22
)
mit G11 ∈ Rk×k,
wobei nur G11, G12 und G21 von der Kreuzapproximation benutzt wurden, die Teilma-
trix G22 jedoch bisher nicht angefasst wurde. Durch die Wahl der Pivot-Elemente als
betragsgro¨ßte Eintra¨ge kann davon ausgegangen werden, dass G11 invertierbar ist. Also
kann folgende Zerlegung gemacht werden
G =
(
I 0
G21G
−1
11 I
)(
G11 G12
0 G22 −G21G−111 G12
)
.
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Mit dem Schurkomplement S := G22 −G21G−111 G12 gilt dann
G =
(
I 0
G21G
−1
11 I
)(
G11 G12
0 S
)
=
(
I
G21G
−1
11
)(
G11 G12
)
+
(
0 0
0 S
)
.
Unter den gemachten Annahmen sollte im ersten Summanden das Ergebnis der Kreuz-
approximation nach k Schritten stehen und folglich im zweiten Summanden der Rest-
fehler.
Bei der vollsta¨ndigen Pivotierung ist die gesamte Matrix bekannt und der Fehler kann
in Form der Matrix S direkt ausgerechnet werden und mit dem vorgegebenem Fehlerwert
ε verglichen werden.
In der Implementierung von ACA mit vollsta¨ndiger Pivotierung, die Teil des hybriden
Algorithmus aus den Kapiteln 8, 9 und 10 ist, wurde das Abbruchkriterium wie folgt
realisiert: Sobald das betragsgro¨ßte Element der Restmatrix, also G22, kleiner oder gleich
dem betragsgro¨ßten Element der Originalmatrix G|tˆ×sˆ skaliert mit der Toleranz ε ist,
wird abgebrochen, also wenn
max
i,j
{|Si,j |} ≤ ε · max
i∈tˆ,j∈sˆ
|Gi,j |
oder mit Hilfe der Maximumsnorm
‖A‖max := max
i,j
|Ai,j | fu¨r A ∈ Rm×n
ausgedru¨ckt, wenn
‖S‖max ≤ ε‖G‖max (4.14)
gilt. Als zusa¨tzliche Sicherheitsmaßnahme wird kontrolliert, ob k < min{#tˆ,#sˆ} ist, da
nur dann eine Approximation Sinn macht.
Bei der partiellen Pivotierung werden nur die fu¨r die Rang-k-Approximation
beno¨tigten Zeilen und Spalten der Ausgangsmatrix berechnet, das heißt, dass die Teil-
matrix G22 nicht nur vom Algorithmus bisher unangetastet ist, sondern auch gar nicht
im Speicher vorliegt. Damit ist natu¨rlich auch der Restfehler in S := G22 −G21G−111 G12
nicht direkt zu berechnen.
Um dennoch eine sinnvolle Abbruchbedingung formulieren zu ko¨nnen, mu¨ssen Ab-
scha¨tzungen fu¨r die unbekannten Komponenten herangezogen werden. Dazu wird fol-
gende Annahme gemacht: Das mit der partiellen Pivotsuche ermittelte Element unter-
scheide sich nur in einer Konstante c von dem Pivot-Element, das eine vollsta¨ndige
Pivotierung gefunden ha¨tte, also
c |Gik,jk | ≥ ‖S‖max . (4.15)
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Damit la¨sst sich S zum Beispiel in der Frobeniusnorm gut abscha¨tzen durch
‖S‖2F =
#tˆ−k∑
i=1
#sˆ−k∑
j=1
|Si,j |2
≤
#tˆ−k∑
i=1
#sˆ−k∑
j=1
c |Gik,jk |2
= (#tˆ− k)(#sˆ− k) c |Gik,jk |2 .
In der Implementierung von ACA mit partieller Pivotierung, die in Kapitel 10 zu Ver-
gleichszwecken herangezogen wird, wurde im Prinzip dasselbe Abbruchkriterium (4.14)
wie fu¨r die vollsta¨ndige Pivotsuche genutzt, mit dem Unterschied, dass ‖S‖max und
‖G‖max nur abgescha¨tzt werden ko¨nnen. Dazu ist wieder eine Annahme wie (4.15)
notwendig.
Die Norm der Ausgangsmatrix wird hier durch das Produkt der euklidischen Vek-
tornormen der ersten Spalten der Matrizen A und B der Rang-k-Approximation
abgescha¨tzt:
‖G‖max ≈
∥∥∥∥∥∥∥
 A1,1...
Am,1

∥∥∥∥∥∥∥
2
∥∥∥∥∥∥∥
 B1,1...
Bn,1

∥∥∥∥∥∥∥
2
mit m := #tˆ und n := #sˆ .
Da man jedesmal davon ausgeht, ungefa¨hr das betragsgro¨ßte Element der Restmatrix
zu bestimmen, ist dies durchaus sinnvoll. Auf diesselbe Art kann auch die Norm der
Restmatrix in jedem Schritt abgescha¨tzt werden
‖S‖max ≈
∥∥∥∥∥∥∥
 A1,k+1...
Am,k+1

∥∥∥∥∥∥∥
2
∥∥∥∥∥∥∥
 B1,k+1...
Bn,k+1

∥∥∥∥∥∥∥
2
und so wieder auf (4.14) zuru¨ckgegriffen werden.
Natu¨rlich funktioniert eine solche Vorgehensweise nicht fu¨r jede Matrix gleichermaßen
zuverla¨ssig. Es gibt durchaus Matrizen, die mit der Kreuzapproximation und einer par-
tiellen Pivotsuche nicht gut approximiert werden ko¨nnen. Diese Tatsache erkla¨rt sich
damit, dass die gesamte Fehlerabscha¨tzung auf einer unbewiesenen Annahme (4.15)
beruht.
Die Zuverla¨ssigkeit von ACA ist also nur mit vollsta¨ndiger Pivotierung zu erreichen,
die Effizienz allerdings nur mit partieller Pivotierung, was wiederum bereits am Anfang
dieses Abschnitts 4.3 als Balanceakt zwischen Effizienz und Zuverla¨ssigkeit angedeutet
wurde.
Detailliertere Fehleranalysen und Ansa¨tze zur Kombination von Effizienz und Zu-
verla¨ssigkeit fu¨r ACA ko¨nnen nachgelesen werden in [3, 2, 4].
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5 Die Green-Quadratur-Methode
Die Green-Quadratur-Methode, die in diesem Kapitel anhand des in Kapitel 2.1
beschriebenen Modellproblems ausfu¨hrlich vorgestellt werden soll, beruht auf der
Konstruktion einer entarteten Kernfunktion und ist damit der Klasse der analy-
tischen Verfahren zuzuordnen, wie zuvor die Interpolation aus Abschnitt 4.1 und die
Multipol-Methode aus Abschnitt 4.2. Allerdings sollte dieses neue Verfahren eine klare
U¨berlegenheit gegenu¨ber dem Interpolations-Verfahren zeigen: Fu¨r ein Problem im
d-dimensionalen Raum muss bei der Interpolation in jede Raumdimension mit m Inter-
polationspunkten interpoliert werden, was zu einer Komplexita¨t in der Gro¨ßenordnung
von md fu¨hrt. Das Green-Quadratur-Verfahren dagegen benutzt Quadratur anstatt
Interpolation, angewendet auf die durch die Green’sche Formel dargestellte Kernfunk-
tion und fu¨hrt zu einer Komplexita¨t in der Gro¨ßenordnung von md−1. Die Ersparnis
von einem Faktor m ist darauf zuru¨ckzufu¨hren, dass durch die Darstellung u¨ber die
Green’sche Formel nur Approximationen u¨ber den Rand anstatt u¨ber das gesamte
Gebiet wie bei der Interpolation gebraucht werden.
Leider muss diese vermeintlich klare U¨berlegenheit spa¨ter noch etwas relativiert wer-
den, wie auch die numerischen Experimente in Kapitel 7 zeigen.
In diesem Kapitel wird die neue Methode der Einfachheit halber zuna¨chst nur fu¨r
den zweidimensionalen Fall des Modellproblems betrachtet. Wie die Kernfunktion durch
die Green’sche Formel repra¨sentiert werden kann, wird in Abschnitt 5.1 erla¨utert. In
Abschnitt 5.2 wird die Quadratur darauf erkla¨rt und die Gestalt der Niedrigrangmatrizen
beschrieben. Abschließend wird in Abschnitt 5.3 unter Anderem auf die U¨bertragung
der Methode auf den dreidimensionalen Fall eingegangen. Die entscheidenden Punkte
aus diesem Kapitel 5 und den folgenden Kapiteln 6 und 7 sind zusammengefasst in [11].
5.1 Anwendung der Green’schen Formel auf die Kernfunktion
Die Kernfunktion fu¨r das zweidimensionale Modellproblem aus Abschnitt 2.1 ist gegeben
durch
g(x, y) = − 1
2pi
log ‖x− y‖ . (5.1)
Im weiteren Verlauf dieser Arbeit werden oft die Normalenableitungen der Kernfunk-
tion beno¨tigt. Diese berechnen sich im zweidimensionalen Fall wie folgt:
∂g
∂nx
(x, y) = 〈n(x),∇x g(x, y)〉 , (5.2)
37
5 Die Green-Quadratur-Methode
wobei der Gradient fu¨r x 6= y
∇x g(x, y) =
(
∂g
∂x1
(x, y) ,
∂g
∂x2
(x, y)
)>
=
(
∂g
∂x1
(
− 1
2pi
log ‖x− y‖
)
,
∂g
∂x2
(
− 1
2pi
log ‖x− y‖
))>
= − 1
2pi
(
∂g
∂x1
log
√
‖x− y‖2 , ∂g
∂x2
log
√
‖x− y‖2
)>
= − 1
2pi
(
1
2
∂g
∂x1
log ‖x− y‖2 , 1
2
∂g
∂x2
log ‖x− y‖2
)>
= − 1
2pi
(
1
2
2(x1 − y1)
‖x− y‖2 ,
1
2
2(x2 − y2)
‖x− y‖2
)>
= − x− y
2pi‖x− y‖2
ist und mit (5.2)
∂g
∂nx
(x, y) =
〈
n(x),− x− y
2pi‖x− y‖2
〉
= −〈n(x) , x− y〉
2pi‖x− y‖2
folgt. Mit analoger Rechnung kommt man auf
∂g
∂ny
(x, y) = −〈n(y) , y − x〉
2pi‖x− y‖2 . (5.3)
Nun sind alle Gro¨ßen bekannt, um den folgenden Satz zu formulieren. Er basiert
auf der zweiten Green’schen Identita¨t [18, 2. art 3.] und beinhaltet die fu¨r die neuen
Verfahren so wichtige Formel, die im Folgenden nur noch Green’sche Formel genannt
wird. Der Satz wird hier nur angegeben, aber nicht bewiesen. Fu¨r den Beweis sei auf die
Originalarbeit [18] von George Green aus dem Jahre 1828 verwiesen.
Satz 5.1 (Green’sche Formel) Sei Θ ⊆ Rd ein Normalengebiet mit seinem Rand
Ξ = ∂Θ und bezeichne n : Ξ → Rd die normierte a¨ußere Normale. Falls u ∈ C2(Θ)
die Potentialgleichung ∆u = 0 erfu¨llt, gilt
u(x) =
∫
Ξ
g(x, z)
∂u
∂nz
(z) dΞ(z)−
∫
Ξ
∂g
∂nz
(x, z)u(z) dΞ(z) (5.4)
fu¨r alle x ∈ Θ.
Beweis. [18, art. 7]
Ziel ist es, die Green’sche Formel auf die Kernfunktion selbst anzuwenden. Dazu wird y
festgehalten, so dass gy(x) := g(x, y) eine Funktion in x ist. Dann kann folgende Tatsache
festgestellt werden:
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Lemma 5.2 (Lo¨sung der Potentialgleichung) Fu¨r ein festes y ∈ R2 erfu¨llt die
Kernfunktion gy(x) := g(x, y) die Potentialgleichung ∆gy(x) = 0 im R2\{y}.
Beweis. Seien x, y ∈ R2 mit x 6= y. Dann gilt
∆xg(x, y) = ∆x
(
− 1
2pi
log ‖x− y‖
)
= − 1
2pi
∆x log
√
‖x− y‖2
= − 1
4pi
(
∂2
∂x21
log ‖x− y‖2 + ∂
2
∂x22
log ‖x− y‖2
)
= − 1
4pi
(
∂
∂x1
2(x1 − y1)
‖x− y‖2 +
∂
∂x2
2(x2 − y2)
‖x− y‖2
)
= − 1
4pi
(
2
‖x− y‖2 −
4(x1 − y1)2
‖x− y‖4 +
2
‖x− y‖2 −
4(x2 − y2)2
‖x− y‖4
)
= − 1
pi‖x− y‖2
(
1− (x1 − y1)
2 + (x2 − y2)2
‖x− y‖2
)
= − 1
pi‖x− y‖2 (1− 1)
= 0 .
Damit ist die Vorraussetzung gegeben, so dass die Green’sche Formel (5.4) auf die
Kernfunktion selbst mittels u(x) := g(x, y) angewendet werden kann. Fu¨r x, y ∈ R2
ergibt sich dann die Formel
g(x, y) =
∫
Ξ
g(x, z)
∂g
∂nz
(z, y) dz −
∫
Ξ
∂g
∂nz
(x, z)g(z, y) dz . (5.5)
Bis hierher ist diese Formel eine exakte Darstellung der Kernfunktion. Die Approxima-
tion der Kernfunktion findet erst statt, wenn die Wegintegrale u¨ber Ξ durch Quadratur
berechnet werden. Der folgende Abschnitt befasst sich anhand des zweidimensionalen
Problems anschaulich und ausfu¨hrlich mit diesem Vorgehen.
5.2 Approximation durch Quadratur
Die Tatsache, dass die Kernfunktion selbst die Laplace-Gleichung erfu¨llt, reicht noch
nicht ganz, um die Green’sche Formel hier anwenden zu du¨rfen: Es fehlt noch das Nor-
malengebiet Θ ⊂ R2 mit seinem Rand Ξ = ∂Θ.
Die naheliegende Wahl dafu¨r wa¨re ein Kreis oder ein Rechteck um das relevante Gebiet
herum. Da die Fehleranalyse in Kapitel 6 im Falle eines Rechtecks gut handhabbar ist,
fa¨llt die Wahl an dieser Stelle auf ein Rechteck als Normalengebiet Θ.
Fu¨r diesen Fall wird, wie bereits bei der Kreuzapproximation in Abschnitt 4.3, die max-
Zula¨ssigkeitsbedingung (4.13) benutzt. Und wie schon bei der Interpolation in Abschnitt
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4.1, wird die Approximation abha¨ngig von den Durchmessern der Bounding Boxen Bτ
und Bσ gewa¨hlt.
Es wird nachfolgend zuna¨chst das Verfahren fu¨r den Fall diammax(Bτ ) ≥ diammax(Bσ)
ausfu¨hrlich beschrieben fu¨r die Bounding Boxen Bτ = [a1, b1]×[a2, b2] und Bσ = [c1, d1]×
[c2, d2]. Dazu wird ein Normalengebiet Θ als Rechteck um die Bounding Box Bτ gewa¨hlt,
also mit Bτ ⊂ Θ und zwar so, dass der Rand Ξ = ∂Θ in einem δ-Abstand zu Bτ liegt.
Dabei garantiert die Wahl
δ :=
1
2
diammax(Bτ ) , (5.6)
dass δ ≤ 12 distmax(Bτ ,Bσ) gilt und damit der Rand Ξ zwischen den Bounding Boxen
liegt.
An diesem Punkt sind alle Voraussetzungen gegeben, um die Formel (5.5) anzuwen-
den. Die praktische Berechnung, also die Approximation der Wegintegrale u¨ber Ξ durch
Quadratur, erfordert die Konstruktion einer Parametrisierung von Ξ. In diesem zweidi-
mensionalen Fall wird die Parametrisierung noch explizit angegeben.
Sei dazu Ξ =
⋃4
ι=1 Ξι das Rechteck mit der folgenden vierteiligen Parametrisierung:
Bτ
Bσ
-ﬀ
distmax(Bτ , Bσ)ppppp p
pppp
? -
6
ﬀ
Ξ1
Ξ2
Ξ3
Ξ4
-ﬀ δ -ﬀ δ
6
?
δ
6
?
δ
ξ1 : [−1, 1]→ Ξ1 ⊆ R2, ξ1(t) =
(
b1+a1
2 +
b1−a1+2δ
2 t
a2 − δ
)
,
ξ2 : [−1, 1]→ Ξ2 ⊆ R2, ξ2(t) =
(
b1 + δ
b2+a2
2 +
b2−a2+2δ
2 t
)
,
ξ3 : [−1, 1]→ Ξ3 ⊆ R2, ξ3(t) =
(
b1+a1
2 − b1−a1+2δ2 t
b2 + δ
)
,
ξ4 : [−1, 1]→ Ξ4 ⊆ R2, ξ4(t) =
(
a1 − δ
b2+a2
2 − b2−a2+2δ2 t
)
.
(5.7)
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Es wird nun zusammengesetzte Gauß-Quadratur verwendet: Fu¨r ein Integral
I : C([−1, 1])→ R, f 7→
∫ 1
−1
f(x) dx
ist die m-te Quadraturformel Qm gegeben durch
Qm : C([−1, 1])→ R, f 7→
m∑
ν=1
wνf(xν) , (5.8)
wobei x1, . . . , xm ∈ [−1, 1] die Quadraturpunkte und w1, . . . , wm ∈ R die zugeho¨rigen
Quadraturgewichte sind. Die Gewichte werden dabei u¨ber die Lagrange-Polynome (4.1)
definiert:
wν :=
∫ 1
−1
Lν(x) dx fu¨r alle ν ∈ {1, . . . ,m} .
Die Polynome Lm ∈ Πm\{0} mit der Eigenschaft∫ 1
−1
Lm(x)p(x) dx = 0 fu¨r alle p ∈ Πm−1
heißen Legendre-Polynome. Ein Legendre-Polynom Lm besitzt genau m Nullstellen, die
alle in [−1, 1] liegen. Wenn nun die Quadraturpunkte x1, . . . , xm gerade als diese Null-
stellen gewa¨hlt werden, so spricht man von Gauß-Quadraturpunkten und (5.8) heißt
dann m-te Gauß-Quadraturformel .
Fu¨r die zusammengesetzte Quadratur sei ` die Anzahl der a¨quidistant verteilten Teil-
intervalle des Intervalls [−1, 1]. Um eine kompakte Schreibweise zu ermo¨glichen, wer-
den die Quadraturpunkte und Gewichte in ihrer Gesamtheit durchnummeriert: Seien
t1, . . . , tm` ∈ [−1, 1] die Gauß-Quadraturpunkte und w1, . . . , wm` ∈ R die zugeho¨rigen
Quadraturgewichte.
Diese Quadratur angewendet auf g(x, y) in der Repra¨sentation durch die Green’sche
Formel (5.5) ergibt die Approximation g˜(x, y) ≈ g(x, y) mit
g˜(x, y) =
4∑
ι=1
m∑`
ν=1
(
‖ξ′ι(tν)‖wν g(x, ξι(tν))
∂g
∂nz
(ξι(tν), y)
− ‖ξ′ι(tν)‖wν
∂g
∂nz
(x, ξι(tν)) g(ξι(tν), y)
)
.
(5.9)
Damit ist eine Trennung der Variablen erreicht und mit g˜ ist die gesuchte entartete
Kernfunktion gefunden.
Nun kann die Kernapproximation genutzt werden, um einen zula¨ssigen Matrixblock
G|tˆ×sˆ mit b = (t, s) ∈ L+I×J und den Eintra¨gen aus (2.4) durch eine Niedrigrangmatrix
G˜|tˆ×sˆ zu approximieren. Dazu sei G˜ definiert durch
G˜ij :=
∫
Γ
∫
Γ
ϕi(x)g˜(x, y)ϕj(y) dx dy fu¨r i ∈ tˆ, j ∈ sˆ.
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Mit (5.9) folgt
G˜i,j =
4∑
ι=1
m∑`
ν=1
(∫
Γ
‖ξ′ι(tν)‖wν g(x, ξι(tν))ϕi(x) dx
∫
Γ
∂g
∂nz
(ξι(tν), y)ϕj(y) dy
−
∫
Γ
‖ξ′ι(tν)‖wν
∂g
∂nz
(x, ξι(tν))ϕi(x) dx
∫
Γ
g(ξι(tν), y)ϕj(y) dy
)
,
welches sich mit Hilfe der Definitionen der Matrizen Aˇ, Aˆ ∈ Rtˆ×m` und Bˇ, Bˆ ∈ Rsˆ×m`
durch
(Aˇι)iν = ‖ξ′ι(tν)‖wν
∫
Γ
g(x, ξι(tν))ϕi(x) dx
(Aˆι)iν = ‖ξ′ι(tν)‖wν
∫
Γ
∂g
∂nz
(x, ξι(tν))ϕi(x) dx
(Bˇι)jν =
∫
Γ
∂g
∂nz
(ξι(tν), y)ϕj(y) dy
(Bˆι)jν =
∫
Γ
g(ξι(tν), y)ϕj(y) dy
(5.10)
fu¨r i ∈ tˆ, j ∈ sˆ und ν ∈ {1, . . . ,m`}, kurz als
G˜|tˆ×sˆ =
4∑
ι=1
AˇιBˇ
∗
ι − AˆιBˆ∗ι
schreiben la¨sst. Wenn man die Matrizen Aˇι und Aˆι sowie die Matrizen Bˇι und Bˆι fu¨r
alle ι = 1, . . . , 4 zusammenfasst, ergibt sich mit
G˜|tˆ×sˆ = [Aˇ1 . . . Aˇ4 Aˆ1 . . . Aˆ4][Bˇ1 . . . Bˇ4 −Bˆ1 . . . −Bˆ4]∗
=: AB∗ .
(5.11)
wieder die gewohnte Rang-k-Darstellung. Allerdings gilt nach Definition der Einzelma-
trizen Aˇι, Aˆι, Bˇι und Bˆι mit ihren Ra¨ngen von je m`, das A ∈ Rtˆ×k und B ∈ Rsˆ×k mit
k := 8m`.
Im Fall von diammax(Bτ ) < diammax(Bσ) wird das Normalengebiet Θ als Rechteck
um Bσ, also Bσ ⊂ Θ gewa¨hlt. Mit analogem Vorgehen erha¨lt man in dem Fall auch eine
Rang-k-Darstellung mit k = 8m`.
Bemerkung 5.3 (Komplexita¨tsvergleich) Die Approximation eines Matrixblocks
G|tˆ×sˆ zu einem zula¨ssigen Block b = (t, s) ∈ L+I×J erfordert mit dem Green-Quadratur-
Verfahren O((#tˆ + #sˆ)8m`) Operationen. Im Vergleich dazu beno¨tigt die Interpolation
hier O((#tˆ+ #sˆ)m2) Operationen.
Also liegt der Aufbau der gesamten H-Matrix in O(nm` log n), wenn die Green-
Quadratur benutzt wird und in O(nm2 log n), wenn die Interpolation verwendet wird.
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Dieser Komplexita¨tsvergleich legt nahe, dass man fu¨r d-dimensionale Probleme eine
Komplexita¨t von md−1 fu¨r das Green-Quadratur-Verfahren gegenu¨ber md fu¨r die Inter-
polation erwarten darf.
Die Begru¨ndung dafu¨r liegt darin, dass in der Repra¨sentation durch die Green’sche
Formel nur u¨ber den Rand integriert werden muss, anstatt u¨ber das gesamte Gebiet,
womit sich die Ersparnis von einer Raumdimension, also einem Faktor m erkla¨rt.
5.3 Verallgemeinerungen
Das Green-Quadratur-Verfahren wurde hier fu¨r den zweidimensionalen Fall und mit einer
Rechtecksparametrisierung vorgestellt. Es ist jedoch auch im dreidimensionalen Fall und
fu¨r andere Normalengebiete Θ mit entsprechenden Parametrisierungen anwendbar, wie
die folgenden Abschnitte 5.3.1 und 5.3.2 verdeutlichen.
Dann wurde bisher nur die Matrix des Einfachschichtpotentials (2.6) approximiert,
obwohl das Verfahren genauso gut auch zur Berechnung der Matrix des Doppelschicht-
potentials (2.8) genutzt werden kann, wie in Abschnitt 5.3.3 dargelegt wird.
Außerdem wurden fu¨r dieses Verfahren auch schon U¨berlegungen angestellt, wie es
fu¨r H2-Matrizen aussehen wu¨rde. Einer dieser ersten Schritte in diese Richtung wird in
Abschnitt 5.3.4 skizziert.
5.3.1 3D-Fall
Die Kernfunktion im dreidimensionalen Fall des Modellproblems ist
g(x, y) =
1
4pi
‖x− y‖−1 .
Auch hier kann das folgende Lemma formuliert werden:
Lemma 5.4 (Lo¨sung der Potentialgleichung) Fu¨r ein festes y ∈ R3 erfu¨llt die
Kernfunktion gy(x) := g(x, y) die Potentialgleichung ∆gy(x) = 0 im R3\{y}.
Beweis. Seien x, y ∈ R3 mit x 6= y. Dann gilt
∆xg(x, y) =
1
4pi
∆x ‖x− y‖−1
=
1
4pi
(
∂2
∂x21
‖x− y‖−1 + ∂
2
∂x22
‖x− y‖−1 + ∂
2
∂x23
‖x− y‖−1
)
=
1
4pi
(
∂
∂x1
y1 − x1
‖x− y‖3 +
∂
∂x2
y2 − x2
‖x− y‖3 +
∂
∂x3
y3 − x3
‖x− y‖3
)
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=
1
4pi
( −1
‖x− y‖3 +
3(x1 − y1)2
‖x− y‖5 +
−1
‖x− y‖3 +
3(x2 − y2)2
‖x− y‖5
+
−1
‖x− y‖3 +
3(x3 − y3)2
‖x− y‖5
)
=
1
4pi
( −3
‖x− y‖3 +
3‖x− y‖2
‖x− y‖5
)
=
−3 + 3
4pi‖x− y‖3
= 0 .
Damit kann die Green’sche Formel (5.4) auf u(x) := g(x, y) angewendet werden. Es
ergibt sich fu¨r x, y ∈ R3
g(x, y) =
∫
Ξ
g(x, z)
∂g
∂nz
(z, y) dΞ(z) −
∫
Ξ
∂g
∂nz
(x, z)g(z, y) dΞ(z) ,
wobei die Integrale u¨ber ∂Θ = Ξ nun keine Wegintegrale wie im zweidimensionalen
Fall, sondern Oberfla¨chenintegrale sind. Das Normalengebiet Θ wird als Quader mit
δ-Abstand um die Bounding Box Bτ = [a1, b1]× [a2, b2]× [a3, b3] gewa¨hlt mit
δ :=
1
2
diammax(Bτ )
wie schon im zweidimensionalen Fall. Ebenso wird analog eine Parametrisierung fu¨r Ξ
aufgestellt. Im dreidimensionalen Fall besteht diese aus sechs Teilen Ξ :=
⋃6
ι=1 Ξι, wobei
jedes Ξι eine der Seitenfla¨chen des Quaders beschreibt, wie die Grafik verdeutlicht.
  
  Bτ
  
  Bσ
-ﬀ distmax(Bτ , Bσ)
ppppppp
p
ppppppp
p
ppppppp
p
ppppppp
p
ppppppp
p
pppp
 
  
 
  
 
  
 
  
-ﬀ
δ
-ﬀ
δ
6
?
δ
6
?
δ
 	δ
 	δ
Ξ
Ξ1: Vorderseite
Ξ2: rechte Seite
Ξ3: Ru¨ckseite
Ξ4: linke Seite
Ξ5: Unterseite
Ξ6: Oberseite
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Die sechs Parametrisierungsteile ξι sehen dabei wie folgt aus:
ξ1 : [−1, 1]× [−1, 1]→ Ξ1 ⊆ R3, ξ1(t, s) =
 b1+a12 − b1−a1+2δ2 tb2+a2
2 +
b2−a2+2δ
2 s
a3 − δ
 ,
ξ2 : [−1, 1]× [−1, 1]→ Ξ2 ⊆ R3, ξ2(t, s) =
 b1 + δb2+a2
2 +
b2−a2+2δ
2 t
b3+a3
2 +
b3−a3+2δ
2 s
 ,
ξ3 : [−1, 1]× [−1, 1]→ Ξ3 ⊆ R3, ξ3(t, s) =
 b1+a12 + b1−a1+2δ2 tb2+a2
2 +
b2−a2+2δ
2 s
b3 + δ
 ,
ξ4 : [−1, 1]× [−1, 1]→ Ξ4 ⊆ R3, ξ4(t, s) =
 a1 − δb2+a2
2 − b2−a2+2δ2 t
b3+a3
2 +
b3−a3+2δ
2 s
 ,
ξ5 : [−1, 1]× [−1, 1]→ Ξ5 ⊆ R3, ξ5(t, s) =
 b1+a12 − b1−a1+2δ2 ta2 − δ
b3+a3
2 +
b3−a3+2δ
2 s
 ,
ξ6 : [−1, 1]× [−1, 1]→ Ξ6 ⊆ R3, ξ6(t, s) =
 b1+a12 + b1−a1+2δ2 tb2 + δ
b3+a3
2 +
b3−a3+2δ
2 s
 .
(5.12)
Es soll wieder die zusammengesetzte Gauß-Quadratur der Ordnung m mit ` Teil-
intervallen angewendet werden. Dazu sind fu¨r jede der zwei Richtungen m` Gauß-
Quadraturpunkte t1, . . . , tm` ∈ [−1, 1] mit zugeho¨rigen Gewichten w1, . . . , wm` ∈ R
no¨tig. Die Kernapproximation g˜(x, y) ≈ g(x, y) durch Quadratur sieht damit wie folgt
aus:
g˜(x, y) =
6∑
ι=1
m∑`
ν1=1
m∑`
ν2=1
(
cιwν1wν2g(x, ξι(tν1 , tν2))
∂g
∂nz
(ξι(tν1 , tν2), y)
− cιwν1wν2
∂g
∂nz
(x, ξι(tν1 , tν2))g(ξι(tν1 , tν2), y)
)
,
wobei cι := ‖∂ξ∂t (t, s)× ∂ξ∂s(t, s)‖ wieder die Gramsche Determinante ist.
Natu¨rlich kann dabei auch fu¨r die eine Richtung eine andere Quadraturordnungm oder
eine andere Anzahl an Teilintervallen ` als fu¨r die andere Richtung gewa¨hlt werden.
Durch Einsetzen in (2.4) erha¨lt man die Approximation G˜|tˆ×sˆ des zula¨ssigen Ma-
trixblocks G|tˆ×sˆ mit b = (t, s) ∈ L+I×J und kann mit dem Zusammenfassen von ν1 =
1, . . . ,m` und ν2 = 1, . . . ,m` zu ν = 1, . . . ,m
2`2 , also auch tν := (tν1 , tν2) und
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wν := wν1wν2 , die Matrizen Aˇ, Aˆ ∈ Rtˆ×m
2`2 und Bˇ, Bˆ ∈ Rsˆ×m2`2 definieren durch
(Aˇι)iν = cιwν
∫
Γ
g(x, ξι(tν))ϕi(x) dΓ(x)
(Aˆι)iν = cιwν
∫
Γ
∂g
∂nz
(x, ξι(tν))ϕi(x) dΓ(x)
(Bˇι)jν =
∫
Γ
∂g
∂nz
(ξι(tν), y)ϕj(y) dΓ(y)
(Bˆι)jν =
∫
Γ
g(ξι(tν), y)ϕj(y) dΓ(y)
(5.13)
fu¨r i ∈ tˆ, j ∈ sˆ und ν ∈ {1, . . . ,m2`2}. Damit ist die Matrixapproximation gegeben durch
G˜|tˆ×sˆ =
6∑
ι=1
AˇιBˇ
∗
ι − AˆιBˆ∗ι
und entsprechend ist
G˜|tˆ×sˆ = [Aˇ1 . . . Aˇ6 Aˆ1 . . . Aˆ6][Bˇ1 . . . Bˇ6 −Bˆ1 . . . −Bˆ6]∗
=: AB∗
(5.14)
die Rang-k-Darstellung mit k := 12m2`2.
Der Fall mit dem Normalengebiet um die andere Bounding Box, also Bσ ⊂ Θ, geht
wieder analog.
Bemerkung 5.5 (Komplexita¨tsvergleich) Die Approximation eines Matrixblocks
G|tˆ×sˆ zu einem zula¨ssigen Block b = (t, s) ∈ L+I×J erfordert mit dem Green-Quadratur-
Verfahren im dreidimensionalen Fall O((#tˆ + #sˆ)12m2`2) Operationen. Im Vergleich
dazu beno¨tigt die Interpolation hier O((#tˆ+ #sˆ)m3) Operationen.
Also liegt der Aufbau der gesamten H-Matrix in O(nm2`2 log n), wenn die Green-
Quadratur benutzt wird und in O(nm3 log n), wenn die Interpolation verwendet wird.
Auch wenn dieser Komplexita¨tsvergleich auf den ersten Blick nicht viel schlechter
aussieht, als der fu¨r den zweidimensionalen Fall in Bemerkung 5.3, macht sich die ho¨here
Konstante von 12 und das quadratische Eingehen der Teilintervalle ` in praktischen An-
wendungen bemerkbar. So ist das Verfahren im dreidimensionalen Fall auch bei einer
Einschra¨nkung auf ` = 1 der Interpolation nicht vorzuziehen, wie die numerischen Ex-
perimente in Abschnitt 7.2 belegen.
Aus dieser Erkenntnis ist die Notwendigkeit einer Verbesserung des Green-Quadratur-
Ansatzes entstanden, die schließlich zur Entwicklung des Green-Hybrid-Verfahrens
gefu¨hrt hat, das in Kapitel 8 vorgestellt wird.
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5.3.2 Kreis-Parametrisierung
Das Gebiet Θ fu¨r die Green’sche Formel (5.4) kann theoretisch beliebig gewa¨hlt wer-
den, solange es sich um ein Normalengebiet handelt und die ausgewa¨hlte Bounding Box
umschließt.
In der Wahl von Θ ist man aber durch die numerische Handhabbarkeit der
Parametrisierung u¨ber den Rand Ξ := ∂Θ eingeschra¨nkt. Da die einfache und schnelle
numerische Berechnung von zentraler Bedeutung ist, bietet sich neben dem in Abschnitt
5.2 behandelten Rechteck noch ein Kreis fu¨r Ξ an.
Sei dazu erneut Bτ die Bounding Box, die von Θ u¨berdeckt werden soll. Mit den zuvor
definierten Gro¨ßen ct := center(Bτ ) aus (4.9) und diam2(Bτ ) aus Definition 3.23 la¨sst
sich eine Kreisparametrisierung ξ von Ξ in δ-Abstand zur Bounding Box Bτ definieren:
ξ : [−1, 1]→ Ξ ⊆ R2, ξ(t) = (rt + δ)
(
cos(tpi)
sin(tpi)
)
+ ct ,
wobei rt :=
1
2 diam2(B)τ der Radius der Bounding Box Bτ ist. Damit ergibt sich fu¨r
g˜(x, y) ≈ g(x, y)
g˜(x, y) =
m∑`
ν=1
(
‖ξ′(tν)‖wν g(x, ξ(tν)) ∂g
∂nz
(ξ(tν), y)
− ‖ξ′(tν)‖wν ∂g
∂nz
(x, ξ(tν))g(ξ(tν), y)
)
,
wobei es bei der Kreisparametrisierung sinnvoller ist, die Quadraturpunkte tν a¨quidistant
auf dem Kreis Ξ zu verteilen, als wieder auf Gauß-Quadraturpunkte zuru¨ckzugreifen.
Ebenso sollte die Wahl von δ an diese Parametrisierung angepasst werden. Numerische
Experimente haben gezeigt, dass hier δ = 0.4 · diammax(Bτ ) eine geeignete Wahl ist.
Mit der Kreisparametrisierung gelangt man fu¨r die Matrixapproximation G˜|tˆ×sˆ ≈
G|tˆ×sˆ auf analoge Weise wie in Abschnitt 5.2 schließlich zu der Rang-k-Darstellung
G˜|tˆ×sˆ = AˇBˇ∗ − AˆBˆ∗ = [AˇAˆ][BˇBˆ]∗ =: AB∗
mit Aˇ, Aˆ ∈ Rtˆ×m` und Bˇ, Bˆ ∈ Rsˆ×m` wie zuvor bei der Rechtecksparametrisierung, aber
mit A ∈ Rtˆ×k und B ∈ Rsˆ×k mit nur k := 2m`.
Der offensichtliche Vorteil der Kreisparametrisierung auf einen lokalen Rang von
nur 2m` anstatt 8m` bei der Rechtecksparametrisierung zu fu¨hren, macht sich auch
in numerischen Experimenten bemerkbar (siehe Abschnitt 7.1). Dennoch soll diese
Parametrisierung, aus den folgenden Gru¨nden, hier nur am Rande erwa¨hnt sein: Zum
Einen ist damit nur im zweidimensionalen Fall gut zu rechnen, da man im dreidimen-
sionalen Fall, also bei einem Kreis und einer Spha¨renparametrisierung, zuna¨chst vor
der nicht-trivialen Aufgabe steht, Quadraturpunkte a¨quidistant auf der Kugeloberfla¨che
zu verteilen. Zum Anderen werden die Fehlerabscha¨tzungen fu¨r die Rechtecks- bzw.
Quaderparametrisierungen sehr viel handlicher.
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5.3.3 Anwendung auf SLP und DLP
Bisher wurde das Green-Quadratur-Verfahren nur auf Matrizen des Einfachschichtpo-
tentials, also SLP-Matrizen wie in Definition 2.2 angewendet. Es geht aber genauso auch
fu¨r Matrizen des Doppelschichtpotentials, also DLP-Matrizen wie in Definition 2.4.
Wie bereits in (2.9) vorweggenommen, kann auch hier die Green’sche Formel (5.4)
angewendet werden, und zwar auf u(x) := ∂g∂ny (x, y). Es ergibt sich
∂g
∂ny
(x, y) =
∫
Γ
g(x, z)
∂2g
∂nz∂ny
(z, y) dΓ(z) −
∫
Γ
∂g
∂nz
(x, z)
∂g
∂ny
(z, y) dΓ(z) .
Die gleiche Parametrisierung wie im SLP-Fall kann genutzt werden und damit die
Quadratur wie bisher durchgefu¨hrt werden.
Die einzige noch offene Frage ist, ob ∂g∂ny (x, y) im zwei- wie auch im dreidimensionalen
Fall ebenso die Potentialgleichung erfu¨llt, wird mit folgendem Lemma beantwortet.
Lemma 5.6 (Lo¨sung der Potentialgleichung) Sei d ∈ {2, 3}. Fu¨r ein festes y ∈ Rd
erfu¨llt die Kernfunktion
∂gy
∂ny
(x) := ∂g∂ny (x, y) die Potentialgleichung ∆
∂gy
∂ny
(x) = 0 im
Rd\{y}.
Beweis. Es bezeichne ni(y) mit i = 1, . . . , d die i-te Komponente des Normalenvektors.
Sei d = 2, also seien x, y ∈ R2 mit x 6= y. Nach (5.3) gilt
∂g
∂ny
(x, y) = −〈n(y) , y − x〉
2pi‖x− y‖2 .
Die partiellen Ableitungen berechnen sich fu¨r i = 1, 2 durch
∂2
∂2xi
∂g
∂ny
(x, y) = − 1
2pi
∂2
∂2xi
(〈n(y) , y − x〉
‖x− y‖2
)
= − 1
2pi
∂
∂xi
(
2(yi − xi)〈n(y) , y − x〉
‖x− y‖4 −
ni(y)
‖x− y‖2
)
= − 1
2pi
(
8(yi − xi)2〈n(y) , y − x〉
‖x− y‖6
+
−2ni(y)(yi − xi)− 2〈n(y) , y − x〉
‖x− y‖4
+
−2ni(y)(yi − xi)
‖x− y‖4
)
= − 1
pi‖x− y‖4(
4(yi − xi)2〈n(y) , y − x〉
‖x− y‖2 − 〈n(y) , y − x〉 − 2ni(y)(yi − xi)
)
.
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Also folgt
∆x
∂g
∂ny
(x, y) =
∂2
∂2x1
∂g
∂ny
(x, y) +
∂2
∂2x2
∂g
∂ny
(x, y)
= − 1
pi‖x− y‖4
(
4(y1 − x1)2〈n(y) , y − x〉+ 4(y2 − x2)2〈n(y) , y − x〉
‖x− y‖2
− 2〈n(y) , y − x〉 − 2n1(y)(y1 − x1) − 2n2(y)(y2 − x2))
= − 2
pi‖x− y‖4
(
2〈n(y) , y − x〉‖x− y‖2
‖x− y‖2 − 2〈n(y) , y − x〉
)
= −2〈n(y) , y − x〉
pi‖x− y‖4 (2− 2)
= 0 .
Sei nun d = 3, also seien x, y ∈ R3 mit x 6= y. Es gilt
∇yg(x, y) =
(
∂g
∂x1
(x, y) ,
∂g
∂x2
(x, y) ,
∂g
∂x3
(x, y)
)>
=
1
4pi
(
∂
∂x1
‖x− y‖−1 , ∂
∂x2
‖x− y‖−1 , ∂
∂x3
‖x− y‖−1
)>
=
1
4pi
(
y1 − x1
‖x− y‖3 ,
y2 − x2
‖x− y‖3 ,
y3 − x3
‖x− y‖3
)>
=
y − x
4pi‖x− y‖3
und damit
∂g
∂ny
(x, y) =
〈n(y) , y − x〉
4pi‖x− y‖3 .
Die partiellen Ableitungen berechnen sich fu¨r i = 1, 2, 3 durch
∂2
∂2xi
∂g
∂ny
(x, y) =
1
4pi
∂2
∂2xi
(〈n(y) , y − x〉
‖x− y‖3
)
=
1
4pi
∂
∂xi
(
3(yi − xi)〈n(y) , y − x〉
‖x− y‖5 −
ni(y)
‖x− y‖3
)
=
1
4pi
(
15(yi − xi)2〈n(y) , y − x〉
‖x− y‖7
+
−3ni(y)(yi − xi)− 3〈n(y) , y − x〉
‖x− y‖5
+
−3ni(y)(yi − xi)
‖x− y‖5
)
=
3
4pi‖x− y‖5
(
5(yi − xi)2〈n(y) , y − x〉
‖x− y‖2
− 〈n(y) , y − x〉 − 2ni(y)(yi − xi)) .
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Also folgt
∆x
∂g
∂ny
(x, y) =
∂2
∂2x1
∂g
∂ny
(x, y) +
∂2
∂2x2
∂g
∂ny
(x, y) +
∂2
∂2x3
∂g
∂ny
(x, y)
=
3
4pi‖x− y‖5
(
5〈n(y) , y − x〉‖x− y‖2
‖x− y‖2 − 5〈n(y) , y − x〉
)
=
3〈n(y) , y − x〉
4pi‖x− y‖5 (5− 5)
= 0 .
Damit sind alle Voraussetzungen erfu¨llt, um das Green’sche Lemma auch im Falle des
Doppelschichtpotentials anwenden zu ko¨nnen.
5.3.4 Ansatz fu¨r uniforme H-Matrizen
Ein erster Versuch, das Green-Quadratur-Verfahren aufH2-Matrizen anzuwenden, fu¨hrte
zuna¨chst nur zu einen Algorithmus fu¨r uniforme H-Matrizen wie in Bemerkung 3.31.
Die Idee fu¨r diesen Algorithmus wird hier nur kurz angedeutet. Sie besteht darin,
die Green’sche Formel zweimal hintereinander, erst in der x-Variablen, dann in der
y-Variablen, anzuwenden. Dabei werden Normalengebiete um beide Bounding Boxen
gelegt, etwa Bτ ⊂ Θτ und Bσ ⊂ Θσ, und Parametrisierungen fu¨r ∂Θτ =: Ξτ und
∂Θσ =: Ξσ konstruiert.
Zuna¨chst wird die Green’sche Formel auf u(x) := g(x, y) angewendet, um die bereits
aus (5.5) bekannte Formel
g(x, y) =
∫
Ξτ
g(x, z)
∂g
∂nz
(z, y) dz −
∫
Ξτ
∂g
∂nz
(x, z)g(z, y) dz (5.15)
zu erhalten. Danach wird die Green’sche Formel auf die Teilterme von (5.15) angewendet,
die noch von y abha¨ngen, also auf u(y) := ∂g∂nz (z, y), welches
∂g
∂nz
(z, y) =
∫
Ξσ
g(ω, y)
∂2g
∂nz∂nω
(z, ω) dω −
∫
Ξσ
∂g
∂nω
(ω, y)
∂g
∂nz
(z, ω) dω
ergibt, und auf u(y) := g(z, y), welches dann
g(z, y) =
∫
Ξσ
g(ω, y)
∂g
∂nω
(z, ω) dω −
∫
Ξσ
∂g
∂nω
(ω, y)g(z, ω) dω
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ergibt. Diese Formeln eingesetzt in (5.15) liefern schließlich die Formel
g(x, y) =
∫
Ξτ
g(x, z)
∫
Ξσ
g(ω, y)
∂2g
∂nz∂nω
(z, ω) dω dz
−
∫
Ξτ
g(x, z)
∫
Ξσ
∂g
∂nω
(ω, y)
∂g
∂nz
(z, ω) dω dz
−
∫
Ξτ
∂g
∂nz
(x, z)
∫
Ξσ
g(ω, y)
∂g
∂nω
(z, ω) dω dz
+
∫
Ξτ
∂g
∂nz
(x, z)
∫
Ξσ
∂g
∂nω
(ω, y)g(z, ω) dω dz .
An dieser Stelle kann wie zuvor mit der Gauß-Quadratur approximiert werden, um
die Niedgrigrangdarstellung zu erhalten. Dabei werden die von x abha¨ngigen Terme
in der Clusterbasis V und die von y abha¨ngenden in der Clusterbasis W verarbeitet. Die
restlichen Terme werden zu den Kopplungsmatrizen (Sb)b∈L+I×J .
Eine ausfu¨hrliche Beschreibung und Fehleranalysen zu diesem Algorithmus sind in der
Diplomarbeit von Julia Falke [14] zu finden.
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6 Fehleranalyse der
Green-Quadratur-Methode
Dieses Kapitel bescha¨ftigt sich mit der Fehleranalyse des Verfahrens aus Kapitel 5. Da die
Darstellung (5.5) mit der Green’schen Formel exakt ist und die Approximation erst mit
der Quadratur stattfindet, kann hier auch von dem Quadraturfehler gesprochen werden.
Im ersten Abschnitt 6.1 dieses Kapitels wird fu¨r den zweidimensionalen Fall ein
pra¨ziser Beweis durchgefu¨hrt, der auf den in Abschnitt 6.1.1 untersuchten Eigenschaften
der Parametrisierung beruht. Abschnitt 6.2 bietet einen alternativen Beweis, der auf
Eigenschaften der Gauß-Quadratur aufbaut und den zwei- wie auch den dreidimension-
alen Fall gleichermaßen abdeckt.
6.1 Fehlerabscha¨tzung im zweidimensionalen Fall
Der zentrale Beweis in diesem Abschnitt nutzt direkt die Eigenschaften der Rechteck-
Parametrisierung (5.7). Daher werden zuna¨chst die spa¨ter beno¨tigten Eigenschaften in
Abschnitt 6.1.1 bewiesen.
Auch wenn es hier wie eine Einschra¨nkung auf eine ganz spezielle Parametrisierung
aussieht, so funktioniert diese Art der Abscha¨tzung des Quadraturfehlers, sobald Lemma
6.5 erfu¨llt ist, also sobald eine Parametrisierung genutzt wird, fu¨r die die zweite Ableitung
verschwindet.
6.1.1 Eigenschaften der Parametrisierung
Im Folgenden seien ξ1, . . . , ξ4 die vier Teile der Rechteck-Parametrisierung aus (5.7) mit
δ := 12 diammax(Bτ ) wie in (5.6). Dann gelten die folgenden Aussagen.
Lemma 6.1 (Abscha¨tzung der Ableitungen) Sei ι ∈ {1, . . . , 4}. Dann gilt
‖ξ′ι(t)‖ ≤ diammax(Bτ ) .
Beweis. Sei ι = 1. Dann gilt
ξ′ι(t) =
(
b1−a1+2δ
2
0
)
und mit (5.6) folgt
‖ξ′ι(t)‖ =
b1 − a1 + 2δ
2
=
b1 − a1 + diammax(Bτ )
2
≤ 2 diammax(Bτ )
2
= diammax(Bτ ) .
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Fu¨r ι = 2, 3, 4 geht der Beweis analog.
Lemma 6.2 (Abstandsabscha¨tzung) Sei die max-Zula¨ssigkeitsbedingung aus (4.13)
erfu¨llt und sei Ξ =
⋃4
ι=1 Ξι das durch ξ1, . . . , ξ4 parametrisierte Rechteck. Dann gilt
δ ≤ min{ dist(x,Ξ), dist(Ξ, y) : x ∈ Bτ , y ∈ Bσ} .
Beweis. Sei y ∈ Bσ und wa¨hle z ∈ Ξ so, dass ‖y − z‖∞ minimal ist. Nach Konstruktion
der Parametrisierung gilt fu¨r alle x ∈ Bτ , dass dist(x,Ξ) ≥ δ. Wa¨hle jetzt x ∈ Bτ so,
dass ‖x− z‖∞ minimal ist, also ‖x− z‖∞ = δ. Dann gilt
‖y − z‖2 ≥ ‖y − z‖∞
≥ ‖y − x‖∞ − ‖x− z‖∞
≥ distmax(Bτ ,Bσ)− δ .
Mit der max-Zula¨ssigkeitsbedingung folgt schließlich
‖y − z‖2 ≥ distmax(Bτ ,Bσ)− δ = distmax(Bτ ,Bσ)− 1
2
diammax(Bτ )
≥ 1
2
diammax(Bτ ) = δ .
Also gilt auch dist(Ξ, y) = ‖y − z‖2 ≥ δ.
Mit der Einschra¨nkung, dass das gesamte Gebiet Ω einen Durchmesser von nicht mehr
als 1 hat, also diam(Ω) ≤ 1, kann die folgende Abscha¨tzung fu¨r die Hintereinander-
ausfu¨hrung von Kernfunktion und Parametrisierung formuliert werden.
Lemma 6.3 (Abscha¨tzung der Kernfunktion) Sei diam(Ω) ≤ 1. Gelte die max-
Zula¨ssigkeitsbedingung fu¨r Bτ und Bσ. Seien x ∈ Bτ , y ∈ Bσ und ξ1, . . . , ξ4 und δ wie
zuvor. Dann gilt fu¨r alle ι ∈ {1, . . . , 4}
|g(x, ξι(t))| ≤ 1
2pi
| log δ| und |g(ξι(t), y)| ≤ 1
2pi
| log δ| .
Beweis. Sei ι ∈ {1, . . . , 4}. Dann gilt
‖x− ξι(t)‖2 ≥ dist(x,Ξ)
und mit Lemma 6.2 folgt daraus
‖x− ξι(t)‖2 ≥ δ .
Mit der Einschra¨nkung diam(Ω) ≤ 1 ist nach der Zula¨ssigkeitsbedingung diammax(Bτ ) ≤
1
2 und damit δ ≤ 14 . Also ist ‖x−ξι(t)‖2 ∈ (0, 1). Da die Funktion | log | auf dem Intervall
(0, 1) monoton fallend ist, folgt
|g(x, ξι(t))| =
∣∣∣∣− 12pi log ‖x− ξι(t)‖2
∣∣∣∣ = 12pi |log ‖x− ξι(t)‖2|
≤ 1
2pi
| log δ| .
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Mit analoger Argumentation folgt auch
|g(ξι(t), y)| ≤ 1
2pi
| log δ| .
Ebenso ist es mo¨glich, eine Abscha¨tzung fu¨r die Normalenableitung anzugeben.
Lemma 6.4 (Abscha¨tzung der Normalenableitung) Gelte die max-Zula¨ssigkeits-
bedingung fu¨r Bτ und Bσ. Sei y ∈ Bσ und ξ1, . . . , ξ4 und δ wie zuvor. Dann gilt fu¨r alle
ι ∈ {1, . . . , 4} ∣∣∣∣ ∂g∂nz (ξι(t), y)
∣∣∣∣ ≤ 12piδ .
Beweis. Sei ι ∈ {1, . . . , 4}. Dann gilt∣∣∣∣ ∂g∂nz (ξι(t), y)
∣∣∣∣ = ∣∣∣∣−〈n(ξι(t)), ξι(t)− y〉2pi‖ξι(t)− y‖2
∣∣∣∣ = |〈n(ξι(t)), ξι(t)− y〉|2pi‖ξι(t)− y‖2
und mit der Cauchy-Schwarz-Ungleichung folgt dann∣∣∣∣ ∂g∂nz (ξι(t), y)
∣∣∣∣ ≤ ‖n(ξι(t))‖‖ξι(t)− y‖2pi‖ξι(t)− y‖2 = ‖n(ξι(t))‖2pi‖ξι(t)− y‖ .
Da ‖n(ξι(t))‖ = 1 und nach Lemma 6.2 ‖ξι(t)− y‖ ≥ dist(Ξ, y) ≥ δ gilt, ist schließlich∣∣∣∣ ∂g∂nz (ξι(t), y)
∣∣∣∣ ≤ 12piδ .
Die fu¨r die Quadraturfehler-Abscha¨tzung wichtigste Eigenschaft der Parametrisierung
ist das Verschwinden ihrer zweiten Ableitung, damit das folgende Lemma anwendbar ist.
Lemma 6.5 (n-te Ableitungen) Sei Θ ⊆ Rd ein Gebiet mit d ∈ {2, 3} und ∂Θ = Ξ
und sei U ⊆ R. Sei u ∈ Cn(Θ) eine Funktion und sei ξ : U → Ξ eine Funktion mit
∂2
∂xi∂xj
ξ(x) = 0 fu¨r alle x = (x1, . . . , xd−1). Dann gilt
∂n
∂xni
u(ξ(x)) =
(
∂n∂
∂xi
ξ(x)
u
)
(ξ(x))
fu¨r alle i = 1, . . . , d− 1.
Beweis. Da ∂
2
∂xi∂xj
ξ(x) = 0 gilt, muss
∂
∂xi
ξ(x) = ∂eiξ(x) = Dξ(x)ei =: q
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eine Konstante sein, also unabha¨ngig von x. Zeige zuna¨chst
∂n
∂tn
(u(ξ(x+ tei))) =
(
∂nq u
)
(ξ(x+ tei)) (6.1)
durch Induktion u¨ber n. Fu¨r n = 0 ist die Aussage 6.1 trivial.
Gelte nun die Aussage 6.1 fu¨r ein n ∈ N0. Fu¨r n+ 1 gilt mit der Induktionsvorausset-
zung
∂n+1
∂tn+1
u(ξ(x+ tei)) =
∂
∂t
∂n
∂tn
u(ξ(x+ tei))
=
∂
∂t
(
∂nq u
)
(ξ(x+ tei))
= D
(
∂nq u
)
(ξ(x+ tei))Dξ(x+ tei)ei .
Da die erste Ableitung von ξ eine Konstante ist, gilt Dξ(x + tei)ei = Dξ(x)ei und es
folgt weiter
∂n+1
∂tn+1
u(ξ(x+ tei)) = D
(
∂nq u
)
(ξ(x+ tei))Dξ(x)ei
= D
(
∂nq u
)
(ξ(x+ tei))q
= ∂q
(
∂nq u
)
(ξ(x+ tei))
=
(
∂n+1q u
)
(ξ(x+ tei))
womit die Aussage 6.1 bewiesen ist.
Schließlich gilt fu¨r v := u ◦ ξ
∂n
∂xni
u(ξ(x)) = ∂neiu(ξ(x))
= ∂neiv(x)
=
∂n
∂tn
v(x+ tei)|t=0
=
∂n
∂tn
u(ξ(x+ tei))|t=0
=
(
∂nq u
)
(ξ(x+ tei))|t=0
=
(
∂nq u
)
(ξ(x))
=
(
∂n∂
∂xi
ξ(x)
u
)
(ξ(x)) .
Mit diesem Lemma gilt dann fu¨r alle ι ∈ {1, . . . , 4}
dn
dtn
g(x, ξι(t)) = ∂
n
ξ′ι(t)
g(x, ξι(t)) ,
wodurch es in der Quadraturfehler-Abscha¨tzung mo¨glich wird, die asymptotische
Glattheit der Kernfunktion g direkt zu nutzen.
56
6.1 Fehlerabscha¨tzung im zweidimensionalen Fall
6.1.2 Quadraturfehler-Abscha¨tzung
Bevor die eigentliche Fehlerabscha¨tzung bewiesen werden kann, ist noch eine weitere
technische Aussage und die Erinnerung an Eigenschaften der Gauß-Quadratur no¨tig.
Lemma 6.6 (Polynom) Sei σ ∈ N. Dann ist fu¨r alle x ∈ N
x∑
k=0
(k + σ − 1)!(x− k + σ)!
k!(x− k)! ≤ p(x)
wobei p ∈ Π2σ.
Beweis. Es gilt
(k + σ − 1)!
k!
=
k+σ−1∏
l=k+1
l ≤ (k + σ − 1)σ−1
und
(x− k + σ)!
(x− k)! =
x−k+σ∏
l=x−k+1
l ≤ (x− k + σ)σ .
Damit folgt
x∑
k=0
(k + σ − 1)!(x− k + σ)!
k!(x− k)! ≤
x∑
k=0
(k + σ − 1)σ−1(x− k + σ)σ
≤
x∑
k=0
(x+ σ − 1)σ−1(x+ σ)σ
= (x+ 1)︸ ︷︷ ︸
∈Π1
(x+ σ − 1)σ−1︸ ︷︷ ︸
∈Πσ−1
(x+ σ)σ︸ ︷︷ ︸
∈Πσ
.
Also ist p(x) := (x+ 1)(x+ σ − 1)σ−1(x+ σ)σ ein Polynom aus Π2σ.
Zur Erinnerung sind wichtige Eigenschaften der Quadratur in den folgenden Aussagen
zusammengefasst, die hier jedoch nicht bewiesen werden sollen.
Lemma 6.7 (Exaktheit der Gauß-Quadratur) Seien n,m ∈ N0. Eine Quadratur-
formel Q heißt exakt fu¨r Polynome n-ten Grades oder auch Quadraturformel n-ten
Grades, falls sie fu¨r Polynome n-ten Grades das exakte Integral berechnet.
Damit ist eine Gauß-Quadraturformel Qm der Ordnung m exakt fu¨r Polynome des
Grades n = 2m− 1.
Beweis. [27, Lemma 6.37]
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Lemma 6.8 (Stabilita¨tskonstante der Gauß-Quadratur) Sei Qm eine Quadra-
turformel der Ordnung m mit Gewichten w1, . . . , wm. Dann heißt
CQm :=
m∑
ν=1
|wν |
Stabilita¨tskonstante von Qm.
Ist Qm eine Gauß-Quadraturformel, so gilt wν > 0 fu¨r alle ν ∈ {1, . . . ,m} und die
Stabilita¨tskonstante ist mit
CQm =
m∑
ν=1
wν = 2
die kleinstmo¨gliche Stabilita¨tskonstante fu¨r eine Quadraturformel.
Beweis. [27, Bemerkung 6.6]
Die wichtigste Aussage ist hier die Fehlerabscha¨tzung fu¨r zusammengesetzte
Quadraturformeln n-ten Exaktheitsgrades.
Satz 6.9 (Genauigkeit der zusammengesetzten Quadraturformel) Sei Q eine
Quadraturformel n-ten Grades auf dem Intervall [−1, 1] mit ` Teilintervallen. Dann gilt
|I(f)−Q(f)| ≤ 2(2 + CQ)
(
1
2`
)n+1 ‖f (n+1)‖∞
(n+ 1)!
. (6.2)
Beweis. folgt fu¨r Gauß-Quadratur aus [27, Theorem 6.12]
Fu¨r die Abscha¨tzung des Quadraturfehlers wird das exakte Integral weiter mit
I : C[−1, 1]→ R, f 7→
∫ 1
−1
f(x) dx
bezeichnet, wa¨hrend die m-te Gauß-Quadraturformel Qm fu¨r ` Teilintervalle zusam-
mengefasst als Qm,` geschrieben wird mit
Qm,` : C[−1, 1]→ R, f 7→
m∑`
ν=1
wνf(xν) .
Weiterhin wird die asymptotische Glattheit aus Definition 3.24 der Kernfunktion g
ausgenutzt. Der folgende Hauptsatz behandelt zuna¨chst den Fall einer Kernfunktion g
mit Singularita¨tsgrad σ ∈ N. Der Fall σ = 0 wird separat betrachtet.
Satz 6.10 (Quadraturfehler der Green-Quadratur-Methode) Sei diam(Ω) ≤ 1.
Sei g(x, y) asymptotisch glatt mit Singularita¨tsgrad σ ∈ N. Seien damit ∇xg(x, y) und
∇yg(x, y) asymptotisch glatt in jeder Komponente mit Singularita¨tsgrad σ + 1. Der
Quadraturfehler fu¨r die zusammengesetzte Gauß-Quadratur n-ten Grades mit ` Teil-
intervallen mit je m Quadraturpunkten wie in Formel (5.9) la¨sst sich abscha¨tzen durch
|g(x, y)− g˜(x, y)| ≤ 8 C p(n+ 1)
(c0
`
)n+1
(6.3)
fu¨r alle x ∈ Bτ und y ∈ Bσ mit c0 ≥ 1, C > 0 und einem Polynom p.
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Beweis. Sei ι ∈ {1, . . . , 4} fest. Sei der Term unter dem ersten Integral in Formel 5.5 mit
f bezeichnet; genauer sei
f(t) := g(x, ξι(t))
∂g
∂nz
(ξι(t), y) (6.4)
mit dem exakten Integral
I(f) =
∫ 1
−1
g(x, ξι(t))
∂g
∂nz
(ξι(t), y) dt .
Um den Fehler |g(x, y)− g˜(x, y)| zu berechnen, wird die Fehlerabscha¨tzung (6.2) auf die
Quadraturformel
Qm`(f) =
m∑`
ν=1
wν g(x, ξι(tν))
∂g
∂nz
(ξι(tν), y)
angewendet. Zuna¨chst wird daher f (n+1) berechnet. Dazu sollen die beiden Faktoren von
f etwas genauer betrachtet werden:
g(x, z) ist nach Voraussetzung asymptotisch glatt mit Singularita¨tsgrad σ und Kon-
stanten Cas,g und c0,g.
Um eine solche Aussage u¨ber den zweiten Faktor machen zu ko¨nnen, definiere
h(z, y) :=
∂g
∂nz
(z, y) .
Da ‖n(z)‖ = 1 ist, folgt fu¨r eine Richtung p mit der Cauchy-Schwarz-Ungleichung∣∣∂np h(z, y)∣∣ = ∣∣∂np 〈n(z),∇z g(z, y)〉∣∣
=
∣∣〈n(z), ∂np∇z g(z, y)〉∣∣
≤ ‖n(z)‖ ∥∥∂np∇z g(z, y)∥∥
=
∥∥∂np∇z g(z, y)∥∥ ,
so dass auch hier die Definition 3.24 der asymptotischen Glattheit zutrifft mit Konstanten
Cas,h, c0,h und Singularita¨tsgrad σ + 1, da nach Voraussetzung ∇xg(x, y) asymptotisch
glatt mit σ + 1 in jeder Komponente ist.
Da ξ′′ι (t) ≡ 0 fu¨r alle ι ∈ {1, . . . , 4} ist, gilt nach Lemma 6.5
dn
dtn
g(x, ξι(t)) =
(
∂nξ′ι(t) g
)
(x, ξι(t)) und
dn
dtn
h(ξι(t), y) =
(
∂nξ′ι(t) h
)
(ξι(t), y) (6.5)
fu¨r alle ι ∈ {1, . . . , 4}. Mit dieser Erkenntnis (6.5) und mit Hilfe der Leibniz-Formel kann
|f (n+1)| folgendermaßen abgescha¨tzt werden
|f (n+1)(t)| =
∣∣∣∣ dn+1dtn+1
(
g(x, ξι(t))
∂g
∂nz
(ξι(t), y)
)∣∣∣∣
≤
n+1∑
k=0
(
n+ 1
k
) ∣∣∣(∂kξ′ι(t) g) (x, ξι(t))∣∣∣ ∣∣∣(∂n+1−kξ′ι(t) h) (ξι(t), y)∣∣∣ ,
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worauf hin dann die asymptotische Glattheit (3.2) der Kernfunktion g sowie der Funktion
h ausgenutzt werden kann:
|f (n+1)(t)| ≤
n+1∑
k=0
(
n+ 1
k
)
Cas,g
(σ − 1 + k)!ck0,g‖ξ′ι(t)‖k
‖x− ξι(t)‖σ+k
Cas,h
(σ + 1 + n− k)!cn+1−k0,h ‖ξ′ι(t)‖n+1−k
‖ξι(t)− y‖σ+n+2−k .
Definiere Cas := Cas,gCas,h und c0 := max{c0,g, c0,h} . Dann gilt weiter
|f (n+1)(t)| ≤ Cas
n+1∑
k=0
(
n+ 1
k
)
cn+10 ‖ξ′ι(t)‖n+1(σ − 1 + k)!(σ + 1 + n− k)!
‖x− ξι(t)‖σ+k‖ξι(t)− y‖σ+n+2−k .
Da ‖x− ξι(t)‖ ≥ dist(x,Ξ) und ‖ξι(t)− y‖ ≥ dist(Ξ, y) gilt, und da
δ ≤ min{dist(x,Ξ),dist(Ξ, y)}
nach Lemma 6.2 gilt, folgt
|f (n+1)(t)| ≤ Cas
n+1∑
k=0
(
n+ 1
k
)
cn+10 ‖ξ′ι(t)‖n+1(σ − 1 + k)!(σ + 1 + n− k)!
δ2σ+n+2
=
Cas
δ 2σ+1
(
c0‖ξ′ι(t)‖
δ
)n+1 n+1∑
k=0
(
n+ 1
k
)
(σ − 1 + k)!(σ + 1 + n− k)!
=
Cas
δ 2σ+1
(
c0‖ξ′ι(t)‖
δ
)n+1
(n+ 1)!
n+1∑
k=0
(k + σ − 1)!(n+ 1− k + σ)!
(n+ 1− k)!k!
≤ Cas
δ 2σ+1
(
c0‖ξ′ι(t)‖
δ
)n+1
(n+ 1)! p(n+ 1) ,
wobei p ∈ Π2σ nach Lemma 6.6 ist. Es ist δ = 12 diammax(Bτ ), und nach Lemma 6.1 gilt
‖ξ′ι(t)‖ ≤ diammax(Bτ ), also ergibt sich
|f (n+1)(t)| ≤ Cas
δ 2σ+1
(
c0 diammax(Bτ )
1
2 diammax(Bτ )
)n+1
(n+ 1)! p(n+ 1)
=
Cas
δ 2σ+1
(2co)
n+1 (n+ 1)! p(n+ 1) .
Dieser Ausdruck fu¨r |f (n+1)(t)| kann nun in die Fehlerabscha¨tzung (6.2) fu¨r die zusam-
mengesetzte Quadratur eingesetzt werden, und dann folgt
|I(f)−Q(f)| ≤ 2(2 + CQ)
(
1
2`
)n+1 1
(n+ 1)!
Cas
δ 2σ+1
(2c0)
n+1 (n+ 1)! p(n+ 1)
≤ 2(2 + CQ)Cas
δ 2σ+1
(c0
`
)n+1
p(n+ 1) .
(6.6)
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Wenn der Term unter dem zweiten Integral aus (5.5) als f in (6.4) gewa¨hlt wird, kommt
man zu einem a¨hnlichen Ergebnis, so dass es zu zweimal dem Fehler (6.6) fu¨r jedes der
Ξ1, . . . ,Ξ4 kommt.
Wenn der Fehler fu¨r die Kernapproximation insgesamt betrachtet wird, kommt dann
noch die Gram’sche Determinante, also in diesem Fall ‖ξ′ι(t)‖ ≤ diammax(Bτ ) hinzu, so
dass es schließlich auf einen Fehler
|g(x, y)− g˜(x, y)| ≤ 4 · 2 · diammax(Bτ ) · 2(2 + CQ)Cas
δ 2σ+1
(c0
`
)n+1
p(n+ 1)
≤ 8 · 2δ · 2(2 + CQ)Cas
δ 2σ+1
(c0
`
)n+1
p(n+ 1)
≤ 8 4(2 + CQ)Cas
δ 2σ
(c0
`
)n+1
p(n+ 1)
hinausla¨uft. Mit C :=
4(2+CQ)Cas
δ 2σ
folgt die Behauptung.
Der Satz 6.9 besagt also, dass bei einer Wahl von ` > c0 die gewu¨nschte exponentielle
Konvergenz mit ho¨heren n erreicht wird. Fu¨r hinreichend hohe Quadraturordnungen
m, also auch ho¨heren n = 2m − 1, kann das polynomielle Wachstum des Terms, der
im Satz mit p zusammengefasst wird, im Gegensatz zur exponentiellen Konvergenz bei
asymptotischen Betrachtungen vernachla¨ssigt werden.
Wie bereits angedeutet, deckt der Satz 6.10 zwar die Fehlerbetrachtung bei Kernfunk-
tionen mit Singularita¨tsgrad σ > 0 ab, aber die Kernfunktion (5.1) aus dem zweidi-
mensionalen Modellproblem (2.1) besitzt einen Singularita¨tsgrad von σ = 0, was dem
logarithmischen Fall entspricht. Daher soll mit dem folgenden Satz nun auch dieser
Spezialfall abgehandelt werden.
Satz 6.11 (Quadraturfehler fu¨r den Spezialfall σ = 0) Sei diam(Ω) ≤ 1. Sei
g(x, y) asymptotisch glatt mit Singularita¨tsgrad σ = 0. Seien damit ∇xg(x, y) und
∇yg(x, y) asymptotisch glatt in jeder Komponente mit Singularita¨tsgrad σ = 1. Der
Quadraturfehler fu¨r die zusammengesetzte Gauß-Quadratur n-ten Grades mit ` Teil-
intervallen mit je m Quadraturpunkten wie in Formel (5.9) la¨sst sich abscha¨tzen
durch
|g(x, y)− g˜(x, y)| ≤ 8 C
( | log δ|
2pi(n+ 1)
+ C1 + C2 log(n+ 1)
)(c0
`
)n+1
(6.7)
fu¨r alle x ∈ Bτ und y ∈ Bσ mit c0 ≥ 1, C > 0 und C1, C2 > 0.
Beweis. Der Anfang des Beweises ist genau wie im Beweis des Satzes 6.10 bis zur An-
wendung der Leibniz-Formel.
Da in der Definition der asymptotischen Glattheit 3.24 im Fall σ = 0 ein n = 0
ausgeschlossen wird, muss der erste Summand, der durch die Leibniz-Formel entsteht,
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separat betrachtet werden. Daher ist erst nach der Umformung
|f (n+1)(t)| ≤
n+1∑
k=0
(
n+ 1
k
) ∣∣∣∂kξ′ι(t) g(x, ξι(t))∣∣∣ ∣∣∣∂n+1−kξ′ι(t) h(ξι(t), y)∣∣∣
=
(
n+ 1
0
)
|g(x, ξι(t))|
∣∣∣∂n+1ξ′ι(t) h(ξι(t), y)∣∣∣
+
n+1∑
k=1
(
n+ 1
k
) ∣∣∣∂kξ′ι(t) g(x, ξι(t))∣∣∣ ∣∣∣∂n+1−kξ′ι(t) h(ξι(t), y)∣∣∣
die asymptotische Glattheit anwendbar. Da g asymptotisch glatt mit σ = 0 und h
asymptotisch glatt mit σ = 1 ist, folgt
|f (n+1)(t)| ≤ |g(x, ξι(t))| Cas,h
(1− 1 + n)!cn+10,h ‖ξ′ι(t)‖n+1
‖ξι(t)− y‖1+n+1
+
n+1∑
k=1
(
n+ 1
k
)
Cas,g
(−1 + k)!ck0,g‖ξ′ι(t)‖k
‖x− ξι(t)‖k
Cas,h
(1− 1 + n+ 1− k)!cn+1−k0,h ‖ξ′ι(t)‖n+1−k
‖ξι(t)− y‖1+n+1−k .
Mit c0 := max{c0,g, c0,h} sowie
δ ≤ min{‖x− ξι(t)‖, ‖ξι(t)− y‖} ,
wie im Beweis zu Satz 6.10, folgt weiter
|f (n+1)(t)| ≤ Cas,h
(
|g(x, ξι(t))| n!c
n+1
0 ‖ξ′ι(t)‖n+1
δn+2
+ Cas,g
n+1∑
k=1
(
n+ 1
k
)
(k − 1)!(n+ 1− k)!cn+10 ‖ξ′ι(t)‖n+1
δn+2
)
=
Cas,h
δ
(
c0‖ξ′ι(t)‖
δ
)n+1
(
|g(x, ξι(t))|n! + Cas,g
n+1∑
k=1
(n+ 1)!(k − 1)!(n+ 1− k)!
(n+ 1− k)!k!
)
=
Cas,h
δ
(
c0‖ξ′ι(t)‖
δ
)n+1
(n+ 1)!
(
|g(x, ξι(t))|
n+ 1
+ Cas,g
n+1∑
k=1
1
k
)
.
Mit Lemma 6.1 und der Definition von δ in (5.6) sowie der Abscha¨tzung aus Lemma 6.3
kann dies weiter abgescha¨tzt werden durch
|f (n+1)(t)| ≤ Cas,h
δ
(2c0)
n+1 (n+ 1)!
(
|log δ|
2pi(n+ 1)
+ Cas,g
n+1∑
k=1
1
k
)
≤ Cas,h
δ
(2c0)
n+1 (n+ 1)!
( |log δ|
2pi(n+ 1)
+ Cas,g( log(n+ 1) + c˜ )
)
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mit einer Konstanten c˜ ∈ O( 1n) aus der Abscha¨tzung der Harmonischen Reihe. Einsetzen
in die Quadraturfehler-Abscha¨tzung 6.9 liefert schließlich
|I(f)−Q(f)| ≤ 2(2 + CQ))
(
1
2`
)(n+1) 1
(n+ 1)!
Cas,h
δ
(2c0)
n+1(n+ 1)!( |log δ|
2pi(n+ 1)
+ Cas,g( log(n+ 1) + c˜ )
)
=
2(2 + CQ)Cas,h
δ
(c0
`
)(n+1)( |log δ|
2pi(n+ 1)
+ Cas,g c˜+ Cas,g log(n+ 1)
)
.
Auch hier gilt, dass dieser Fehler ebenso bei der Approximation des zweiten Integrals
aus (5.5) auftritt und das dann fu¨r jedes der vier Teile des Rechtecks Ξ. Fu¨r die gesamte
Kernapproximation kommt erneut die Gram’sche Determinante ‖ξ′ι(t)‖ ≤ diammax(Bτ )
hinzu, so dass mit den Konstanten C1 := Cas,g c˜ und C2 := Cas,g der Fehler wie folgt
aussieht:
|g(x, y)− g˜(x, y)| ≤ 4 · 2 · diammax(Bτ ) · 2(2 + CQ)Cas,h
δ
(c0
`
)(n+1)
( |log δ|
2pi(n+ 1)
+ C1 + C2 log(n+ 1)
)
= 8 · 4(2 + CQ)Cas,h
(c0
`
)(n+1)( |log δ|
2pi(n+ 1)
+ C1 + C2 log(n+ 1)
)
.
Mit C := 4(2 + CQ)Cas,h folgt die Behauptung.
Auch hier erha¨lt man fu¨r ` > c0 die gewu¨nschte exponentielle Konvergenz und die
logarithmischen Terme sind dagegen bei asymptotischer Betrachtung vernachla¨ssigbar.
Mit den Sa¨tzen 6.10 und 6.11 ist die Fehleranalyse fu¨r speziell den zweidimensionalen
Fall mit der in Kapitel 5.2 vorgestellten Parametrisierung ausgefu¨hrt.
Im folgenden Abschnitt 6.2 wird eine alternative Fehlerbetrachtung gezeigt, die den
dreidimensionalen Fall auch gleich mit einschließt.
6.2 Alternative Fehlerabscha¨tzung
In diesem Abschnitt soll eine alternative Fehlerabscha¨tzung vorgestellt werden. Dabei
wird der zwei- und der dreidimensionale Fall gleichzeitig betrachtet, das heißt, im Rd
hat die Rechteck- beziehungsweise Quader-Parametrisierung 2d Teile.
Da auch hier wieder die Eigenschaften der Parametrisierung eine Rolle spielen und
diese bisher fu¨r den dreidimensionalen Fall nicht untersucht wurden, soll dieses im fol-
genden Abschnitt 6.2.1 nachgeholt werden, so dass die Eigenschaften der zwei- und
dreidimensionalen Parametrisierungen in den Beweis zur alternativen Fehlerabscha¨tzung
eingehen ko¨nnen, der in Abschnitt 6.2.2 gefu¨hrt wird.
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6.2.1 Eigenschaften der Parametrisierung im dreidimensionalen Fall
Im Folgenden seien ξ1, . . . , ξ6 die sechs Teile der Quader-Parametrisierung aus (5.12) mit
δ := 12 diammax(Bτ ) wie in (5.6) zuvor. Dann gelten die folgenden Aussagen.
Lemma 6.12 (Abscha¨tzung der Ableitungen) Sei ι ∈ {1, . . . , 6}. Dann gilt∥∥∥∥ ∂∂tξι(t, s)
∥∥∥∥ ≤ diammax(Bτ ) und ∥∥∥∥ ∂∂sξι(t, s)
∥∥∥∥ ≤ diammax(Bτ ) .
Beweis. Sei ι = 1. Dann gilt
∂
∂t
ξι(t, s) =
 − b1−a1+2δ20
0
 und ∂
∂s
ξι(t, s) =
 0b2−a2+2δ
2
0

und mit (5.6) folgt∥∥∥∥ ∂∂tξι(t, s)
∥∥∥∥ = b1 − a1 + 2δ2 = b1 − a1 + diammax(Bτ )2
≤ 2 diammax(Bτ )
2
= diammax(Bτ )
und ∥∥∥∥ ∂∂sξι(t, s)
∥∥∥∥ = b2 − a2 + 2δ2 = b2 − a2 + diammax(Bτ )2
≤ 2 diammax(Bτ )
2
= diammax(Bτ ) .
Fu¨r ι = 2, 3, 4, 5, 6 geht der Beweis analog.
Die Abstandsabscha¨tzung aus Lemma 6.2 gilt im dreidimensionalen Fall genauso:
Folgerung 6.13 (Abstandsabscha¨tzung) Sei die max-Zula¨ssigkeitsbedingung aus
(4.13) erfu¨llt und sei Ξ =
⋃6
ι=1 Ξι der durch ξ1, . . . , ξ6 parametrisierte Rand des
Quaders. Dann gilt
δ ≤ min{ dist(x,Ξ), dist(Ξ, y) : x ∈ Bτ , y ∈ Bσ} .
Beweis. Analog zum Beweis von Lemma 6.2.
Die Abscha¨tzungen fu¨r die Hintereinanderausfu¨hrung von Kernfunktion und Para-
metrisierung wie auch fu¨r die Normalenableitung davon mu¨ssen im dreidimensionalen
Fall neu formuliert werden.
Lemma 6.14 (Abscha¨tzung der Kernfunktion) Gelte die max-Zula¨ssigkeitsbe-
dingung fu¨r Bτ und Bσ. Seien x ∈ Bτ , y ∈ Bσ und ξ1, . . . , ξ6 und δ wie zuvor. Dann
gilt
|g(x, ξι(t, s))| ≤ 1
4piδ
und |g(ξι(t, s), y)| ≤ 1
4piδ
.
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Beweis. Sei ι ∈ {1, . . . , 6}. Es gilt mit Folgerung 6.13
‖x− ξι(t, s)‖2 ≥ dist(x,Ξ) ≥ δ .
Also folgt
|g(x, ξι(t, s))| =
∣∣∣∣ 14pi‖x− ξι(t, s)‖−1
∣∣∣∣ = 14pi‖x− ξι(t, s)‖ ≤ 14piδ .
Mit analoger Argumentation folgt auch
|g(ξι(t, s), y)| ≤ 1
4piδ
.
Lemma 6.15 (Abscha¨tzung der Normalenableitung) Gelte die max-Zula¨ssig-
keitsbedingung fu¨r Bτ und Bσ. Sei y ∈ Bσ und ξ1, . . . , ξ6 und δ wie zuvor. Dann
gilt ∣∣∣∣ ∂g∂nz (ξι(t, s), y)
∣∣∣∣ ≤ 14piδ2 .
Beweis. Sei ι ∈ {1, . . . , 6}. Dann gilt fu¨r die dreidimensionale Kernfunktion g
∂g
∂zi
(z, y) =
∂
∂zi
(
1
4pi
‖z − y‖−1
)
=
1
4pi
∂
∂zi
‖z − y‖−1 = yi − zi
4pi‖z − y‖3
fu¨r alle i = 1, . . . , 3. Damit gilt∣∣∣∣ ∂g∂nz (ξι(t, s), y)
∣∣∣∣ = |〈n(ξι(t, s)),∇zg(ξι(t, s), y)〉| = ∣∣∣∣〈n(ξι(t, s)), y − ξι(t, s)〉4pi‖ξι(t, s)− y‖3
∣∣∣∣
=
|〈n(ξι(t, s)), y − ξι(t, s)〉|
4pi‖ξι(t, s)− y‖3
und mit der Cauchy-Schwarz-Ungleichung folgt dann∣∣∣∣ ∂g∂nz (ξι(t, s), y)
∣∣∣∣ ≤ ‖n(ξι(t, s))‖‖ξι(t, s)− y‖4pi‖ξι(t, s)− y‖3 = ‖n(ξι(t, s))‖4pi‖ξι(t, s)− y‖2 .
Da ‖n(ξι(t, s))‖ = 1 und nach Folgerung 6.13 ‖ξι(t, s) − y‖ ≥ dist(Ξ, y) ≥ δ gilt, ist
schließlich ∣∣∣∣ ∂g∂nz (ξι(t, s), y)
∣∣∣∣ ≤ 14piδ2 .
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6.2.2 Allgemeinere Quadraturfehler-Abscha¨tzung
Vor der alternativen Beweisfu¨hrung ist noch einmal ein Lemma u¨ber eine Polynomab-
scha¨tzung und zusa¨tzlich ein technisches Lemma zur Abscha¨tzung des Quadraturfehlers
in etwas allgemeinerer Form notwendig.
Lemma 6.16 (Polynomabscha¨tzung) Sei d ∈ {2, 3}. Seien σ ∈ N0 und c1, c2 > 0.
Dann existiert fu¨r alle x ∈ N ein Polynom p ∈ Πσ+(d−2) mit
c1
(σ + x+ 1)!
(x+ 1)!
(x+ 1)d−2 + c2
(σ + x− 1)!
x!
(x+ 1)d−1 ≤ p(x) .
Beweis. Durch Induktion u¨ber σ. Sei σ = 0. Da x ≥ 1 gilt dann fu¨r d = 2
c1
(x+ 1)!
(x+ 1)!
(x− 1)0 + c2 (x− 1)!
x!
(x+ 1)1 = c1 + c2
x+ 1
x
≤ c1 + c2 + c2
x
≤ c1 + 2c2 ∈ Π0 = Πσ+(d−2)
und fu¨r d = 3 kann man damit dann folgern, dass
c1(x− 1) + c2 (x− 1)
2
x
=
(
c1 + c2
x− 1
x
)
(x− 1)
≤ (c1 + c2)(x− 1) ∈ Π1 = Πσ+(d−2) .
Sei σ = 1. Dann gilt fu¨r d = 2
c1
(x+ 2)!
(x+ 1)!
+ c2
x!
x!
(x+ 1) = c1(x+ 2) + c2(x+ 1)
= (c1 + c2)x+ 2c1 + c2 ∈ Π1 = Πσ+(d−2)
und damit fu¨r d = 3
c1(x+ 2)(x+ 1) + c2(x+ 1)
2 = ((c1 + c2)x+ 2c1 + c2) (x+ 1) ∈ Π2 = Πσ+(d−2) .
Gelte die Behauptung fu¨r ein σ ∈ N0. Fu¨r σ + 1 gilt
c1
(σ + x+ 2)!
(x+ 1)!
(x+ 1)d−2 + c2
(σ + x)!
x!
(x+ 1)d−1
= c1
(σ + x+ 1)!
(x+ 1)!
(σ + x+ 2)(x+ 1)d−2 + c2
(σ + x− 1)!
x!
(σ + x)(x+ 1)d−1
≤
(
c1
(σ + x+ 1)!
(x+ 1)!
(x+ 1)d−2 + c2
(σ + x− 1)!
x!
(x+ 1)d−1
)
(σ + x+ 2) .
Da nach Induktionsvoraussetzung ein p ∈ Πσ+(d−2) existiert, das gro¨ßer gleich dem ersten
Faktor ist, folgt schließlich
c1
(σ + x+ 2)!
(x+ 1)!
(x+ 1)d−2 + c2
(σ + x)!
x!
(x+ 1)d−1 ≤ p(x) · (σ + x+ 2) ∈ Πσ+1+(d−2) .
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Lemma 6.17 (Quadraturfehler fu¨r Produkte) Sei U = [−1, 1]d−1 und M :=
{1, . . . , `}d−1. Sei U := ⋃j∈M Uj eine disjunkte Zerlegung von U mit
Uj =
d−1⊗
ι=1
[
2
`
(jι − 1)− 1 , 2
`
jι − 1
]
(6.8)
wobei jι ∈ [0, 1]. Seien f1 : U → R und f2 : U → R zwei Funktionen aus Cm(U) und
f := f1f2. Sei mit
I(f) =
∫
U
f(z) dz
das exakte Integral von f bezeichnet und sei
Q(f) =
∑
j∈M
QUj (f) =
∑
j∈M
∑
ν
wνf(zν)
die Tensor-Gauß-Quadraturformel fu¨r die Quadraturordnung m mit ` Teilintervallen.
Sei mit Λ die Stabilita¨tskonstante der Tschebyscheff-Interpolation bezeichnet. Dann gilt
|I(f)−Q(f)| ≤ 4
m!
(
diammax U
4`
)m
∑
j∈M
|Uj |
(
‖f1‖∞,Uj
diammax U
4`(m+ 1)
d∑
i=1
Λi−1‖∂m+1i f2‖∞,Uj
+ Λ‖f2‖∞,Uj
d∑
i=1
Λi−1‖∂mi f1‖∞,Uj
)
.
Beweis. Es gilt
|I(f)−Q(f)| = |I(f1f2)−Q(f1f2)| =
∣∣∣∣∣∣
∑
j∈M
IUj (f1f2)−QUj (f1f2)
∣∣∣∣∣∣ .
Da QUj exakt fu¨r Polynome vom Grad 2m−1 ist nach Lemma 6.7, gilt IUj (p) = QUj (p)
fu¨r p ∈ Π2m−1 und es folgt
|I(f)−Q(f)| =
∣∣∣∣∣∣
∑
j∈M
IUj (f1f2)− IUj (p) +QUj (p)−QUj (f1f2)
∣∣∣∣∣∣
≤
∑
j∈M
∣∣IUj (f1f2 − p)∣∣+ ∣∣QUj (p− f1f2)∣∣ .
Wegen
|IUj (f1f2 − p)| =
∣∣∣∣∣
∫
Uj
f1f2(z)− p(z) dz
∣∣∣∣∣ ≤
∫
Uj
|f1f2(z)− p(z)| dz
≤
∫
Uj
‖f1f2 − p‖∞,Uj dz = |Uj | ‖f1f2 − p‖∞,Uj
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und
|QUj (p− f1f2)| =
∣∣∣∣∣∑
ν
wν(p(zν)− f1f2(zν))
∣∣∣∣∣ ≤ ∑
ν
|wν | |p(zν)− f1f2(zν))|
≤
∑
ν
|wν | ‖p− f1f2‖∞,Uj = CQUj ‖p− f1f2‖∞,Uj
und da die Gauß-Quadratur genutzt wird mit CQUj = |Uj |, folgt weiter
|I(f)−Q(f)| ≤
∑
j∈M
2|Uj | ‖f1f2 − p‖∞,Uj . (6.9)
Um eine Abscha¨tzung fu¨r ‖f1f2 − p‖∞,Uj mit p ∈ Π2m−1 zu erhalten, werden f1 und
f2 durch Polynome p1 ∈ Πm−1 und p2 ∈ Πm mit Hilfe der Tschebyscheff-Interpolation
approximiert mit p := p1p2.
Mit der Abscha¨tzung des Interpolationsfehlers aus Satz 4.5 und da diammax Uj =
diammax U
` ist, gilt
‖f1 − p1‖∞,Uj ≤ 2
d∑
i=1
Λi−1
(
diammax Uj
4
)m ‖∂mi f1‖∞,Uj
m!
≤ 2
m!
(
diammax U
4`
)m d∑
i=1
Λi−1‖∂mi f1‖∞,Uj
(6.10)
und ebenso
‖f2 − p2‖∞,Uj ≤
2
(m+ 1)!
(
diammax U
4`
)m+1 d∑
i=1
Λi−1‖∂m+1i f2‖∞,Uj . (6.11)
Damit folgt nun
‖f1f2 − p‖∞,Uj = ‖f1f2 − p1p2‖∞,Uj
= ‖f1f2 − p2f1 + p2f1 − p1p2‖∞,Uj
≤ ‖f1f2 − p2f1‖∞,Uj + ‖p2f1 − p1p2‖∞,Uj
≤ ‖f1‖∞,Uj‖f2 − p2‖∞,Uj + ‖p2‖∞,Uj‖f1 − p1‖∞,Uj .
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Mit (6.10) und (6.11) und der Tatsache, dass ‖p2‖ ≤ Λ‖f2‖ ist, kann dies weiter
abgescha¨tzt werden zu
‖f1f2 − p‖∞,Uj ≤ ‖f1‖∞,Uj
(
2
(m+ 1)!
(
diammax U
4`
)m+1 d∑
i=1
Λi−1‖∂m+1i f2‖∞,Uj
)
+ Λ‖f2‖∞,Uj
(
2
m!
(
diammax U
4`
)m d∑
i=1
Λi−1‖∂mi f1‖∞,Uj
)
=
2
m!
(
diammax U
4`
)m(
‖f1‖∞,Uj
diammax U
4`(m+ 1)
d∑
i=1
Λi−1‖∂m+1i f2‖∞,Uj
+Λ‖f2‖∞,Uj
d∑
i=1
Λi−1‖∂mi f1‖∞,Uj
)
.
Einsetzen in (6.9) liefert schließlich die Behauptung.
Mit diesen Vorbereitungen kann nun die alternative Fehlerabscha¨tzung formuliert wer-
den.
Satz 6.18 (Alternative Abscha¨tzung des Quadraturfehlers) Sei diam(Ω) ≤ 1
mit der Dimension d ∈ {2, 3}. Sei U = [−1, 1]d−1 und sei f := f1f2 die Funktion mit
f1 : U → R, t 7→ g(x, ξι(t)) und f2 : U → R, t 7→ ∂g
∂nz
(ξι(t), y) ,
wobei fu¨r d = 3 und U ⊆ R2 gilt: t := (t1, t2)>. Seien ξι : U → Ξι mit ∂2∂t2i ξ ≡ 0 fu¨r
i = {1, . . . , d − 1} die ι = 1, . . . , 2d Teile der Parametrisierung. Sei M := {1, . . . , `}d−1
und U :=
⋃
j∈M Uj die disjunkte Zerlegung von U aus (6.8). Dann gilt fu¨r den Quadratur-
fehler der zusammengesetzten Gauß-Quadratur mit m Quadraturpunkten und ` Teilin-
tervallen
|g(x, y)− g˜(x, y)| ≤ 4 d C p(m)
(c0
`
)m
fu¨r alle x ∈ Bτ und y ∈ Bσ mit c0 ≥ 1, C > 0 und einem Polynom p.
Beweis. Nach Lemma 6.17 gilt
|I(f)−Q(f)| ≤ 4
m!
(
diammax U
4`
)m ∑
j∈M
|Uj |(
‖f1‖∞,Uj
diammax U
4`(m+ 1)
d−1∑
i=1
Λi−1
∥∥∥∥ ∂m+1∂tm+1i f2
∥∥∥∥
∞,Uj
+ Λ‖f2‖∞,Uj
d−1∑
i=1
Λi−1
∥∥∥∥ ∂m∂tmi f1
∥∥∥∥
∞,Uj
)
.
Sei wieder h(z, y) := ∂g∂nz (z, y) wie im Beweis von 6.10. Dann gilt nach Lemma 6.5 fu¨r
i = {1, . . . , d− 1}
∂m
∂tmi
g(x, ξι(t)) =
(
∂m∂
∂ti
ξι(t)
g
)
(x, ξι(t)) und
∂m
∂tmi
h(ξι(t), y) =
(
∂m∂
∂ti
ξι(t)
h
)
(ξι(t), y)
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und es folgt
|I(f)−Q(f)| ≤ 4
m!
(
2
4`
)m ∑
j∈M
|Uj |(
‖g(x, ξι(t))‖∞,Uj
2
4`(m+ 1)
d−1∑
i=1
Λi−1
∥∥∥∥(∂m+1∂
∂ti
ξι(t)
h
)
(ξι(t), y)
∥∥∥∥
∞,Uj
+ Λ‖h(ξι(t), y)‖∞,Uj
d−1∑
i=1
Λi−1
∥∥∥∥(∂m∂
∂ti
ξι(t)
g
)
(x, ξι(t))
∥∥∥∥
∞,Uj
)
.
Nun kann die asymptotische Glattheit von g mit Singularita¨tsgrad σ und von h mit
Singularita¨tsgrad σ + 1 angewendet werden:
|I(f)−Q(f)| ≤ 4
m!
(
1
2`
)m ∑
j∈M
|Uj |(
‖g(x, ξι(t))‖∞,Uj
1
2`(m+ 1)
d−1∑
i=1
Λi−1Cas,h
(σ +m+ 1)!cm+10,h ‖ ∂∂ti ξι(t)‖m+1
‖ξι(t)− y‖σ+m+2
+ Λ‖h(ξι(t), y)‖∞,Uj
d−1∑
i=1
Λi−1Cas,g
(σ − 1 +m)!cm0,g‖ ∂∂ti ξι(t)‖m
‖x− ξι(t)‖σ+m
)
.
Mit c0 := max{c0,g, c0,h}, Cas := max{Cas,g, Cas,h} und wegen δ ≤ ‖x− ξι(t)‖, ‖ξι(t)−y‖
folgt daraus
|I(f)−Q(f)| ≤ 4Cas
m!
( c0
2δ`
)m ∑
j∈M
|Uj |(
‖g(x, ξι(t))‖∞,Uj
c0
2δσ+2`(m+ 1)
d−1∑
i=1
Λi−1(σ +m+ 1)!
∥∥∥∥ ∂∂ti ξι(t)
∥∥∥∥m+1
+
Λ
δσ
‖h(ξι(t), y)‖∞,Uj
d−1∑
i=1
Λi−1(σ − 1 +m)!
∥∥∥∥ ∂∂ti ξι(t)
∥∥∥∥m
)
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und da nach Lemma 6.1 und Lemma 6.12
∥∥∥ ∂∂ti ξι(t)∥∥∥ ≤ diammax(Bτ ) = 2δ fu¨r i =
1, . . . , d− 1} gilt, ergibt sich
|I(f)−Q(f)| ≤ 4Cas
δσ
(
2δc0
2δ`
)m∑
j∈M
|Uj |
(
‖g(x, ξι(t))‖∞,Uj
2δc0
2δ2`
(σ +m+ 1)!
(m+ 1)!
d−1∑
i=1
Λi−1
+ Λ‖h(ξι(t), y)‖∞,Uj
(σ − 1 +m)!
m!
d−1∑
i=1
Λi−1
)
≤ 4Cas
δσ
(c0
`
)m ∑
j∈M
|Uj |
(
‖g(x, ξι(t))‖∞,Uj
c0
δ`
(σ +m+ 1)!
(m+ 1)!
(d− 1)Λd−2
+ ‖h(ξι(t), y)‖∞,Uj
(σ − 1 +m)!
m!
(d− 1)Λd−1
)
.
Nach [7, Example 4.12] kann die Stabilita¨tskonstante der Tschebyscheff-Interpolation
einfach abgescha¨tzt werden durch Λ ≤ m+ 1, also folgt
|I(f)−Q(f)| ≤ 4Cas(d− 1)
δσ
(c0
`
)m∑
j∈M
|Uj |
(
‖g(x, ξι(t))‖∞,Uj
c0
δ`
(σ +m+ 1)!
(m+ 1)!
(m+ 1)d−2
+ ‖h(ξι(t), y)‖∞,Uj
(σ − 1 +m)!
m!
(m+ 1)d−1
)
.
An dieser Stelle ist eine Fallunterscheidung nach der Dimension d erforderlich. Nach
Lemma 6.3 und Lemma 6.14 gilt
‖g(x, ξι(t))‖∞,Uj ≤
{ | log δ|
2pi fu¨r d = 2
1
4piδ fu¨r d = 3
.
Ebenso gilt nach Lemma 6.4 und Lemma 6.15
‖h(ξι(t), y)‖∞,Uj ≤
{
1
2piδ fu¨r d = 2
1
4piδ2
fu¨r d = 3
.
Damit folgt fu¨r d = 3 und mit der vorausgesetzten Definition der Uj als disjunkte
Partition von U , dass
|I(f)−Q(f)| ≤ 4Cas(d− 1)
δσ
|U |
(c0
`
)m( c0
4piδ2`
(σ +m+ 1)!
(m+ 1)!
(m+ 1)d−2
+
1
4piδ2
(σ − 1 +m)!
m!
(m+ 1)d−1
)
=
Cas(d− 1)
piδσ+2
|U |
(c0
`
)m(c0
`
(σ +m+ 1)!
(m+ 1)!
(m+ 1)d−2
+
(σ − 1 +m)!
m!
(m+ 1)d−1
)
≤ C3d(δ)
(c0
`
)m
q1(m)
(6.12)
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nach Lemma 6.16 mit einem Polynom q1 ∈ Πσ+(d−2) und mit C3d(δ) := Cas(d−1)piδσ+2 |U |.
Fu¨r d = 2 folgt
|I(f)−Q(f)| ≤ 4Cas(d− 1)
δσ
|U |
(c0
`
)m(c0| log δ|
2piδ`
(σ +m+ 1)!
(m+ 1)!
(m+ 1)d−2
+
1
2piδ
(σ − 1 +m)!
m!
(m+ 1)d−1
)
=
2Cas(d− 1)
piδσ+1
|U |
(c0
`
)m(c0| log δ|
`
(σ +m+ 1)!
(m+ 1)!
(m+ 1)d−2
+
(σ − 1 +m)!
m!
(m+ 1)d−1
)
.
Wegen diam(Ω) ≤ 1 und δ = 12 diammax(Bτ ) ist δ ≤ 12 und damit gilt
1 =
1∣∣log 12 ∣∣
∣∣∣∣log 12
∣∣∣∣ ≤ 1∣∣log 12 ∣∣ |log δ| ,
so dass sich die Gleichung weiter abscha¨tzen la¨sst durch
|I(f)−Q(f)| ≤ 2Cas(d− 1)| log δ|
piδσ+1
|U |
(c0
`
)m(c0
`
(σ +m+ 1)!
(m+ 1)!
(m+ 1)d−2
+
1∣∣log 12 ∣∣ (σ − 1 +m)!m! (m+ 1)d−1
)
≤ C2d(δ)
(c0
`
)m
q2(m)
(6.13)
nach Lemma 6.16 mit einem Polynom q2 ∈ Πσ+(d−2) und mit C2d(δ) := 2| log δ|δC3d(δ).
Der Fehler (6.13) beziehungsweise (6.12) tritt ebenso bei der Quadratur fu¨r das zweite
Integral aus (5.5) auf, und das dann fu¨r jeden der 2d Teile der Parametrisierung. Fu¨r
die gesamte Kernapproximation kommt dann noch die Gram’sche Determinante
Gdet :=
{ ∥∥ ∂
∂tξι(t)
∥∥ ≤ diammax(Bτ ) fu¨r d = 2∥∥∥ ∂∂t1 ξι(t)× ∂∂t2 ξι(t)∥∥∥ ≤ (diammax(Bτ ))2 fu¨r d = 3
≤ (diammax(Bτ ))d−1
= 2δd−1
hinzu, so dass schließlich mit C˜(δ) := max{C2d(δ), C3d(δ)}, C := 2δd−1C˜(δ) und mit
einem Polynom p ∈ Πσ+(d−2) mit p(m) ≥ max{q1(m), q2(m)}
|g(x, y)− g˜(x, y)| ≤ 2d · 2 · 2δd−1C˜(δ)
(c0
`
)m
p(m)
= 4d C
(c0
`
)m
p(m)
folgt, womit die Behauptung bewiesen ist.
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Green-Quadratur-Verfahren
Nachdem im vorangegangenen Kaptitel 6 das Green-Quadratur-Verfahren von der Theo-
rie her analysiert wurde, soll dieses Kapitel dazu dienen, das Verfahren in der praktischen
Anwendung zu untersuchen.
Die Implementierung der Green-Quadratur-Methode ist im Rahmen der Programm-
bibliothek H2Lib der Arbeitsgruppe von Steffen Bo¨rm entstanden. Die H2Lib ist
in der Sprache C geschrieben und greift auf Funktionen der BLAS- und LAPACK-
Softwarebibliotheken zuru¨ck.
Als Testsystem fu¨r die folgenden Experimente diente eine Maschine mit NUMA-
Architektur und AMD Opteron Prozessoren mit 48 CPU-Kernen zu je 2,4 GHz und
mit 512 GB Arbeitsspeicher.
Im folgenden Abschnitt 7.1 wird der durchaus vorzeigbare zweidimensionale Fall des
Verfahrens in ausfu¨hrlicher Weise betrachtet und der eher weniger konkurrenzfa¨hige
dreidimensionale Fall getrennt davon in Abschnitt 7.2.
7.1 2D-Fall
Um dieses neue Verfahren in der Anwendung etwas kennenzulernen, wird in Abschnitt
7.1.1 zuna¨chst der Einfluss der verschiedenen Parameter auf die Effizienz des Algorith-
mus untersucht und erst danach in Abschnitt 7.1.2 das Verfahren anderen analytischen
Methoden gegenu¨bergestellt.
7.1.1 Verfahrensanalysen
Fu¨r die numerischen Experimente in diesem Abschnitt 7.1.1 und auch fu¨r die ersten
Experimente in Abschnitt 7.1.2 sei ein Randintegral-Operator betrachtet, diskretisiert
durch das Galerkin-Verfahren mit stu¨ckweise konstanten Basisfunktionen auf einer
polygonalen Approximation des Kreises Ω. Die Dimension der resultierenden Matrix ist
mit n bezeichnet.
Im ersten Experiment geht es um einen Vergleich der verschiedenen Parametrisierun-
gen. Die Anzahl der Freiheitsgrade ist dabei n = 65 536. Die in Abschnitt 5.2 ausfu¨hrlich
beschriebene Rechteck-Parametrisierung und die Kreis-Parametrisierung aus Abschnitt
5.3.2 werden in Abbildung 7.1 fu¨r unterschiedlich viele Teilintervalle ` und fu¨r ver-
schiedene Quadraturordnungen m in der linken Teilabbildung und fu¨r verschiedene
Ra¨nge k in der rechten Teilabbildung verglichen.
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Abbildung 7.1: Kreis-Geometrie, n = 65 536: Green-Quadratur-Methode, δ = 0.5 diam
fu¨r die Rechteck-Parametrisierung und δ = 0.4 diam fu¨r die Kreis-
Parametrisierung, maximale Blattgro¨ße clf = 2k, Vergleich der
Quadraturordnungen m (links) und der entstehenden Ra¨nge k (rechts)
Dass in der rechten Teilabbildung die Kurven fu¨r die Kreis-Parametrisierung fu¨r
verschiedene ` alle u¨bereinander verlaufen, liegt an der a¨quidistanten Verteilung der
Quadraturpunkte auf dem Kreis, wa¨hrend auf dem Rechteck Gauß-Quadraturpunkte
gewa¨hlt werden. Es ist in dem Fall gleich, ob beim Kreis m oder ` erho¨ht wird.
Auch wenn die Kreis-Parametrisierung im zweidimensionalen Fall in der Praxis
Vorteile hat, wird im Folgenden nur die Rechteck-Parametrisierung eingehender un-
tersucht. Die Gru¨nde dafu¨r wurden schon am Ende von Abschnitt 5.3.2 erwa¨hnt:
Die rechenintensive a¨quidistante Verteilung der Quadraturpunkte auf der Kugelober-
fla¨che im dreidimensionalen Fall und die Tatsache, dass die Fehlerabscha¨tzungen hier
fu¨r die Rechteck-Parametrisierung ausgefu¨hrt wurden und sie im Falle der Kreis-
Parametrisierung unhandlicher werden.
n m = 4 m = 5 m = 6 m = 7 m = 8 m = 9 m = 10 Faktor
1024 1.66−06 4.30−07 8.21−08 3.53−08 1.01−08 2.68−09 1.12−09 3.38
2048 1.11−06 2.86−07 7.00−08 2.93−08 9.82−09 2.87−09 9.82−10 3.23
4096 7.02−07 1.87−07 5.55−08 2.13−08 7.52−09 2.37−09 7.85−10 3.10
8192 3.64−07 9.52−08 2.82−08 1.20−08 4.31−09 1.31−09 4.49−10 3.05
16384 1.89−07 5.20−08 1.51−08 6.33−09 2.09−09 7.32−10 2.53−10 3.01
32768 9.41−08 2.58−08 7.52−09 3.17−09 1.17−09 3.64−10 1.23−10 3.02
65536 4.86−08 1.34−08 3.66−09 1.65−09 6.18−10 1.90−10 6.24−11 3.03
131072 2.86−08 8.68−09 2.47−09 1.00−09 3.67−10 1.17−10 3.95−11 3.00
Tabelle 7.1: Approximationsfehler: ‖G− G˜‖2 fu¨r ` = 1 (SLP)
In den folgenden Tabellen sind die Matrix-Approximationsfehler ‖G − G˜‖2 fu¨r ver-
schiedene Quadraturordnungen m und verschiedene Freiheitsgrade n dargestellt. Die
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mit “Faktor” bezeichnete Spalte in den Tabellen gibt das geometrische Mittel der Fehler-
reduktion mit ho¨her werdendem m fu¨r ein bestimmtes n an.
Tabelle 7.1 zeigt die Fehlerentwicklung fu¨r ` = 1. Der Fehler verha¨lt sich in etwa wie
5 · 10−5 · qm mit q ≈ e−1 ≈ 0, 37. In Tabelle 7.2 ist der Fehler fu¨r ` = 2 zu sehen und der
entwickelt sich wie 10−5 · qm mit q ≈ e−1,8 ≈ 0, 17. Fu¨r ` = 3 sind die Fehler in Tabelle
7.3 aufgefu¨hrt mit in etwa 5 · 10−6 · qm mit q ≈ e−2,5 ≈ 0, 08.
n m = 4 m = 5 m = 6 m = 7 m = 8 m = 9 m = 10 Faktor
1024 2.92−08 4.44−09 3.30−10 5.30−11 − − − 8.20
2048 1.89−08 2.66−09 3.41−10 5.32−11 8.34−12 1.32−12 2.10−13 6.69
4096 1.32−08 1.88−09 2.31−10 3.62−11 5.71−12 9.11−13 1.28−13 6.85
8192 7.90−09 1.15−09 1.60−10 2.50−11 3.97−12 6.14−13 9.61−14 6.59
16384 4.11−09 6.00−10 9.06−11 1.43−11 2.27−12 3.58−13 5.65−14 6.46
32768 2.10−09 3.09−10 4.74−11 7.46−12 1.18−12 1.88−13 3.00−14 6.42
65536 1.08−09 1.58−10 2.43−11 3.82−12 6.03−13 9.63−14 1.55−14 6.41
131072 5.76−10 8.57−11 1.31−11 2.07−12 3.28−13 5.26−14 8.49−15 6.39
Tabelle 7.2: Approximationsfehler: ‖G− G˜‖2 fu¨r ` = 2 (SLP)
n m = 4 m = 5 m = 6 m = 7 m = 8 m = 9 m = 10 Faktor
1024 5.55−10 4.36−11 − − − − − 12.73
2048 5.42−10 4.48−11 3.03−12 1.28−13 8.14−15 8.76−16 7.64−17 13.86
4096 4.54−10 3.57−11 2.61−12 1.04−13 5.41−15 7.60−16 7.18−17 13.60
8192 3.06−10 2.40−11 1.71−12 6.36−14 5.72−15 5.88−16 5.01−17 13.52
16384 1.81−10 1.38−11 9.66−13 5.13−14 4.91−15 4.88−16 4.12−17 12.80
32768 9.66−11 7.20−12 4.99−13 3.24−14 3.20−15 3.12−16 2.61−17 12.44
65536 5.10−11 3.76−12 2.60−13 1.66−14 1.75−15 1.71−16 1.42−17 12.38
131072 2.90−11 2.15−12 1.54−13 1.04−14 1.02−15 9.64−17 7.86−18 12.43
Tabelle 7.3: Approximationsfehler: ‖G− G˜‖2 fu¨r ` = 3 (SLP)
n m = 4 m = 5 m = 6 m = 7 m = 8 m = 9 m = 10
1024 0.1 0.2 0.2 0.2 0.2 0.2 0.2
2048 0.3 0.4 0.5 0.5 0.5 0.5 0.6
4096 0.7 0.8 1.1 1.2 1.3 1.3 1.5
8192 1.6 2.0 2.4 2.6 2.8 3.1 3.3
16384 3.7 4.4 5.3 6.0 6.5 7.2 7.8
32768 8.2 9.9 11.7 13.1 14.5 16.0 17.5
65536 18.2 22.0 25.9 29.2 32.5 36.2 39.2
131072 39.6 47.8 56.3 63.7 70.9 78.3 85.8
Tabelle 7.4: Aufbau der H-Matrix in Sekunden fu¨r ` = 1 (SLP)
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Die Laufzeiten, die zum Aufbau der H-Matrix-Struktur in diesen drei Fa¨llen no¨tig
sind, ko¨nnen in Tabelle 7.4 (fu¨r ` = 1), Tabelle 7.5 (fu¨r ` = 2) und Tabelle 7.6 (fu¨r
` = 3) nachgelesen werden. Man kann daran ein Verhalten ∼ O(nk log n) erkennen, wie
die Theorie der H-Matrizen vorhersagt.
n m = 4 m = 5 m = 6 m = 7 m = 8 m = 9 m = 10
1024 0.2 0.2 0.3 0.3 0.3 0.3 0.3
2048 0.5 0.6 0.7 0.7 0.8 0.8 0.8
4096 1.2 1.5 1.8 1.9 2.0 2.1 2.3
8192 2.8 3.3 4.2 4.6 4.9 5.4 5.9
16384 6.5 7.7 9.4 10.4 11.3 12.4 13.6
32768 14.4 17.3 20.8 23.3 25.6 28.2 30.9
65536 32.1 38.8 46.2 52.0 57.5 63.5 69.4
131072 69.8 84.9 100.7 114.0 126.7 139.9 153.6
Tabelle 7.5: Aufbau der H-Matrix in Sekunden fu¨r ` = 2 (SLP)
n m = 4 m = 5 m = 6 m = 7 m = 8 m = 9 m = 10
1024 0.3 0.3 0.3 0.3 0.3 0.3 0.3
2048 0.7 0.7 0.8 0.8 1.0 1.0 1.1
4096 1.9 2.1 2.2 2.4 2.8 2.9 3.0
8192 4.3 4.8 5.4 6.5 7.6 7.9 8.2
16384 9.5 11.0 12.5 15.2 16.9 18.0 19.0
32768 21.1 24.8 28.5 33.2 37.6 40.7 43.4
65536 47.2 55.9 64.5 74.3 84.1 91.9 99.0
131072 103.2 122.9 142.5 164.0 184.4 205.4 218.4
Tabelle 7.6: Aufbau der H-Matrix in Sekunden fu¨r ` = 3 (SLP)
In Abschnitt 5.3.3 wurde argumentiert, dass die Green-Quadratur-Methode nicht
nur auf das Einzelschichtpotential (SLP) angewendet werden kann, sondern ebenso
fu¨r das Doppelschichtpotential (DLP). Dazu kann dieselbe Rechteck- oder Kreis-
Parametrisierung verwendet werden, wie zuvor fu¨r SLP.
Die Tabelle 7.7 zeigt die Fehlerentwicklung fu¨r DLP mit ` = 1. Es ist zu beobachten,
dass der Fehler etwas ho¨her ist als im SLP-Fall unter denselben Umsta¨nden, sich aber
ansonsten sehr a¨hnlich verha¨lt.
Einen direkten Vergleich zwischen SLP- und DLP-Fehlerwerten fu¨r relevante
Quadraturordnungen m und erneut fu¨r n = 65 536 liefert die Abbildung 7.2. Dabei
zeigt die linke Teilabbildung den Vergleich zwischen der Methode fu¨r SLP und DLP
bei ` = 1 und die rechte Teilabbildung bei ` = 2 Teilintervallen in der Quadratur.
Um noch deutlicher zu machen, dass sich in beiden Teilabbildungen der Fehler wie
O(qm) verha¨lt (wie bereits anhand der Tabellen gesehen), ist zur Orientierung noch eine
weitere O(qm)-Kurve eingezeichnet. Natu¨rlich ist zusa¨tzlich wieder zu beobachten, dass
die Kurven bei ` = 2 deutlich steiler verlaufen als bei ` = 1.
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n m = 4 m = 5 m = 6 m = 7 m = 8 m = 9 m = 10 Faktor
1024 3.56−05 1.27−05 2.27−06 1.03−06 4.22−07 1.53−07 6.27−08 2.88
2048 6.68−05 2.08−05 2.90−06 1.33−06 5.47−07 2.17−07 8.40−08 3.04
4096 5.71−05 1.73−05 4.16−06 2.00−06 7.33−07 2.31−07 9.44−08 2.91
8192 3.85−05 1.14−05 3.85−06 1.83−06 6.56−07 2.09−07 8.84−08 2.75
16384 2.52−05 7.67−06 2.45−06 1.15−06 4.05−07 1.18−07 5.12−08 2.81
32768 1.58−05 4.64−06 1.57−06 7.40−07 2.53−07 7.14−08 3.27−08 2.80
65536 9.76−06 2.83−06 1.03−06 4.71−07 1.61−07 4.69−08 2.10−08 2.78
131072 6.04−06 1.70−06 6.36−07 2.90−07 9.88−08 2.78−08 1.24−08 2.81
Tabelle 7.7: Approximationsfehler: ‖G− G˜‖2 fu¨r ` = 1 (DLP)
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Abbildung 7.2: Kreis-Geometrie, n = 65 536: Green-Quadratur-Methode mit Rechteck-
Parametrisierung und δ = 0.5 diam, maximale Blattgro¨ße clf = 2k, l = 1
(links) und l = 2 (rechts)
Die Zeit, die no¨tig ist, eine H-Matrix fu¨r DLP mit dem Verfahren aufzubauen
fu¨r ` = 1, ist in Tabelle 7.8 festgehalten. Die Zeiten sind deutlich besser, weil die
aufwa¨ndige Berechnung des Logarithmus im Gegensatz zur Berechnung der SLP-
Matrixapproximation entfa¨llt.
Als letztes Experiment vor dem Vergleich der Green-Quadratur-Methode mit anderen
Verfahren im na¨chsten Abschnitt 7.1.2 wird noch der zeitliche Aufwand fu¨r gro¨ßer wer-
dende Probleme betrachtet. Dazu sei eine Quadraturordnung m festgehalten. Es wurde
hier eine mittlere Ordnung von m = 7 gewa¨hlt und Freiheitsgrade von n = 256 bis hin
zu n = 131 072 getestet.
Abbildung 7.3 zeigt die Zeit in Sekunden, die das Verfahren pro einzelnem Freiheits-
grad beno¨tigt bei einer wachsenden Problemgro¨ße. Die Teilabbildung links zeigt die Kur-
ven fu¨r das Einzelschichtpotential mit ` = 1 und ` = 2 und die rechte Teilabbildung zeigt
die Kurven fu¨r das Doppelschichtpotential, ebenfalls fu¨r ` = 1 und ` = 2. Es ist sofort zu
sehen, dass eine ho¨here Anzahl von Teilintervallen ` auch mehr Rechenzeit in Anspruch
nimmt und dass die Kurven fu¨r SLP sta¨rker steigen, als fu¨r DLP. Letzteres Verhalten ist
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n m = 4 m = 5 m = 6 m = 7 m = 8 m = 9 m = 10
1024 0.1 0.1 0.1 0.1 0.1 0.1 0.1
2048 0.2 0.2 0.2 0.2 0.2 0.3 0.3
4096 0.4 0.5 0.5 0.6 0.6 0.7 0.7
8192 1.0 1.1 1.3 1.5 1.6 1.7 1.9
16384 2.3 2.7 3.0 3.4 3.8 4.2 4.5
32768 5.1 6.0 6.9 7.8 8.7 9.6 10.4
65536 11.4 13.6 15.6 17.8 19.9 21.9 23.9
131072 25.3 30.2 34.7 39.5 44.2 48.7 53.0
Tabelle 7.8: Aufbau der H-Matrix in Sekunden fu¨r ` = 1 (DLP)
bei der zweidimensionalen Kernfunktion in dem zu berechnenden logarithmischen Term
beim Einfachschichtpotential zu erkla¨ren.
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Abbildung 7.3: Kreis-Geometrie: Green-Quadratur-Methode mit Rechteck-Parametri-
sierung und δ = 0.5 diam, maximale Blattgro¨ße clf = 2k, Zeit pro Frei-
heitsgrad fu¨r ein festes m = 7 fu¨r SLP (links) und DLP (rechts)
Viel wichtiger jedoch ist, dass man durch die logarithmische x-Achse sehr deutlich das
logarithmische Wachstum der Kurven in beiden Teilabbildungen erkennen kann; in etwa
∼ log n, wie die Theorie vorhersagt.
Alle diese Experimente besta¨tigen die theoretischen Analysen aus Kapitel 6 und zeigen
die exponentielle Konvergenz des Verfahrens. Es kann somit jede gewu¨nschte Genauigkeit
erreicht werden.
7.1.2 Vergleiche mit anderen analytischen Verfahren
Nachdem nun gekla¨rt ist, dass das Green-Quadratur-Verfahren sich in der Praxis so
verha¨lt, wie die Theorie angeku¨ndigt hat, bleibt noch der Vergleich mit anderen Me-
thoden. Da es sich bei dem Green-Quadratur-Verfahren um ein analytisches Verfahren
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handelt, wird es in diesem Abschnitt auch nur mit anderen analytischen Verfahren ver-
glichen, genauer, mit der in Abschnitt 4.1 vorgestellten Interpolation und dem Multipol-
Verfahren aus Abschnitt 4.2.
Um zu sehen, wie sich der zuvor in Bemerkung 5.3 gemachte Komplexita¨tsvergleich
zwischen dem Green-Quadratur-Verfahren und der Interpolation in der Praxis auswirkt,
soll sich zuna¨chst auf die Interpolation als Vergleichsverfahren beschra¨nkt werden.
Zur Erinnerung, wie sich die lokalen Ra¨nge berechnen, hier nochmal eine kurze Zusam-
menfassung: Fu¨r den Interpolations-Ansatz, der auf der Tensorprodukt-Interpolation
beruht, erha¨lt man bei m Interpolationspunkten einen lokalen Rang von k = m2.
Bei der Green-Quadratur-Methode mit m Quadraturpunkten und ` Teilintervallen
kommt man mit der vierteiligen Rechteck-Parametrisierung auf einen lokalen Rang von
k = 8m` und mit der Kreis-Parametrisierung auf k = 2m`.
Auch fu¨r diese ersten Experimente wurde fu¨r Ω die Kreis-Geometrie mit n = 65 536
Freiheitsgraden gewa¨hlt.
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Abbildung 7.4: Kreis-Geometrie, n = 65 536: maximale Blattgro¨ße clf = 2k, SLP,
Green-Quadratur-Methode mit Rechteck-Parametrisierung und δ =
0.5 diam und Green-Quadratur-Methode mit Kreis-Parametrisierung
und δ = 0.4 diam im Vergleich zu Interpolation in Bezug auf die lokalen
Ra¨nge
In Abbildung 7.4 wird die Green-Quadratur-Methode im Falle des Einfachschichtpo-
tentials in drei Varianten mit der Interpolation verglichen. Neben der Kurve fu¨r die
Interpolation sind die Kurven fu¨r die Rechteck-Parametrisierung mit ` = 1 und ` = 2 zu
sehen, sowie die fu¨r die Kreis-Parametrisierung mit ` = 4 (welche dem Vergleichswert
gegenu¨ber der Rechteck-Parametrisierung mit ` = 1 entspricht).
Es ist zu erwarten, dass der Fehler fu¨r die Green-Quadratur-Methode mit
(
c0
`
)n
=(
c0
`
)2m−1
konvergiert, wa¨hrend er fu¨r die Interpolation mit (c0η)
m+1 konvergiert nach
[9]. Damit spielt 1` hier die selbe Rolle, wie der Zula¨ssigkeits-Parameter η in Bezug auf
die Konvergenzgeschwindigkeit.
In der linken Teilabbildung von Abbildung 7.4 sind die Ra¨nge zu sehen, die fu¨r einen
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bestimmten Fehler beno¨tigt werden und in der rechten Teilabbildung entsprechend die
Zeit in Sekunden.
Es ist zu erkennen, dass das Green-Quadratur-Verfahren fu¨r ho¨here Genauigkeiten
nicht nur kleinere Ra¨nge beno¨tigt, sondern auch schneller als die Interpolation ist. Sehr
deutlich ist es in diesem Experiment bei dem Green-Quadratur-Verfahren mit der Kreis-
Parametrisierung, die hier besonders gut abschneidet.
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Abbildung 7.5: Kreis-Geometrie, n = 65 536: maximale Blattgro¨ße clf = 2k, DLP,
Green-Quadratur-Methode mit Rechteck-Parametrisierung und δ =
0.5 diam im Vergleich zu Interpolation in Bezug auf die lokalen Ra¨nge
In Abbildung 7.5 sind die Ergebnisse desselben Experiments fu¨r das Doppelschicht-
potential dargestellt, nur ohne Kurve fu¨r die Kreis-Parametrisierung. Der Vorteil der
Green-Quadratur-Methode ist hier auch noch zu erkennen, besonders anhand des viel
geringeren zeitlichen Aufwands.
Diese Experimente zeigen, dass bei gro¨ßeren Ra¨ngen und ho¨heren Genauigkeiten, das
Green-Quadratur-Verfahren der Interpolation vorzuziehen ist.
In einem letzten Experiment zum zweidimensionalen Fall wird eine etwas kompli-
ziertere Geometrie zu Grunde gelegt, um unrealistische Effekte zu vermeiden, die im
Vergleich der Methoden durch die zu simple Kreis-Geometrie unter Umsta¨nden auftreten
ko¨nnten.
Daher ist das Gebiet Ω hier die Hilbert-Kurve der Ordnung 8, also mit n = 216 − 1 =
65 535 Freiheitsgraden. Zur Veranschaulichung sind in Abbildung 7.6 die ersten sechs
Ordnungen von Hilbertkurven dargestellt.
Wie zuvor sollen die Green-Quadratur-Methode, einmal mit Rechteck-Parametri-
sierung und einmal mit Kreis-Parametrisierung, und die Interpolation verglichen
werden, aber diesmal zusa¨tzlich mit einem Vergleich zu der anderen in Abschnitt 4.2
vorgestellten analytischen Methode, dem Multipol-Verfahren.
Der Vergleich ist in Abbildung 7.7 dargestellt und geht in diesem Fall u¨ber die Gro¨ße
der entstandenen H-Matrix im Speicher gegenu¨ber dem relativen Fehler in der ersten
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Abbildung 7.6: Hilbertkurven der Ordnungen 1 bis 6
Teilabbildung, da ein Vergleich der lokalen Ra¨nge wie zuvor im Kontext der Multipol-
Methode nicht zu sinnvollen Vergleichen fu¨hren wu¨rde. In der zweiten Teilabbildung ist
die beno¨tigte Zeit zum Aufstellen der H-Matrix in Sekunden fu¨r den jeweiligen relativen
Fehler zu sehen.
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Abbildung 7.7: Hilbertkurven-Geometrie, n = 65 535: maximale Blattgro¨ße clf =
2k, SLP, Green-Quadratur-Methode mit Rechteck-Parametrisierung und
δ = 0.5 diam und Green-Quadratur-Methode mit Kreis-Parametrisierung
und δ = 0.4 diam im Vergleich zu Interpolation und dem Multipol-
Verfahren in Bezug auf die Gro¨ße der Matrix im Speicher
Die Ergebnisse zeigen auch auf der Hilbertkurve einen leichten Vorteil des Green-
Quadratur-Verfahrens bei ho¨heren Genauigkeiten gegenu¨ber der Interpolation, beson-
ders in Bezug auf die Laufzeit. Das Multipol-Verfahren allerdings produziert speicher-
gu¨nstigere H-Matrizen und dazu noch in sehr viel geringerer Zeit und steht damit fu¨r
das analytische Green-Quadratur-Verfahren noch außer Konkurrenz.
Diese Tatsache und auch die Ergebnisse, die im folgenden Abschnitt 7.2 fu¨r den drei-
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dimensionalen Fall vorgestellt werden, haben es zur Notwendigkeit gemacht, das Green-
Quadratur-Verfahren zu verbessern und zu erga¨nzen, um mit dem daraus resultierenden
Green-Hybrid-Verfahren ein konkurrenzfa¨higes, aber noch immer beweisbares Verfahren
zu erhalten.
7.2 3D-Fall
Im dreidimensionalen Fall entspricht die Effizienz des Green-Quadratur-Verfahrens nicht
den Erwartungen. Wie bereits in Abschnitt 5.3.1 beschrieben, funktioniert das Verfahren
ebenso zuverla¨ssig auch fu¨r den dreidimensionalen Fall, liefert allerdings bei der H-
Matrixapproximation zu hohe lokale Ra¨nge von k = 12m2`2 bei m Quadraturpunkten
und ` Teilintervallen mit der Quader-Parametrisierung.
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Abbildung 7.8: Kugel-Geometrie, n = 156 800: maximale Blattgro¨ße clf = 2k,
SLP, Green-Quadratur-Methode mit Quader-Parametrisierung und δ =
0.5 diam, Fehler fu¨r verschieden Quadraturordnungen m (links) und
zugeho¨rige Zeiten (rechts)
Fu¨r die numerischen Experimente in diesem Abschnitt ist Ω die Approximation einer
Kugeloberfla¨che mit n = 156 800. Abbildung 7.8 zeigt in der linken Teilabbildung den
abnehmenden Fehler fu¨r wachsende Quadraturordnungen m bei ` = 1 und l = 2 und in
der rechten Teilabbildung die entsprechenden Zeiten in Sekunden.
Die Kurven zeigen auch hier deutlich die gewu¨nschte Konvergenz, aber obwohl eben-
so wie im zweidimensionalen Fall jede Genauigkeit erreicht werden kann, beno¨tigt das
Verfahren nicht nur erheblich mehr Speicher, sondern auch wesentlich la¨ngere Laufzeiten.
An einem Vergleich mit der Interpolation u¨ber die lokalen Ra¨nge und die entsprechen-
den Zeiten, wie in Abbildung 7.9 zu sehen ist, ist dieses ebenso zu beobachten. Es
gilt zwar auch hier, dass das Green-Quadratur-Verfahren fu¨r hohe Genauigkeiten mit
k = m2`2 gegenu¨ber der Interpolation mit k = m3 geringere lokale Ra¨nge produziert,
aber der zeitliche Aufwand dafu¨r liegt deutlich u¨ber dem der Interpolation.
Also ist das Green-Quadratur-Verfahren in der bisherigen Form im dreidimensionalen
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Abbildung 7.9: Kugel-Geometrie, n = 156 800: maximale Blattgro¨ße clf = 2k,
SLP, Green-Quadratur-Methode mit Quader-Parametrisierung und δ =
0.5 diam im Vergleich mit Interpolation
Fall nicht konkurrenzfa¨hig.
Das in den na¨chsten Kapiteln behandelte Green-Hybrid-Verfahren allerdings gleicht
das Problem mit den hohen Ra¨ngen ebenso aus, wie es die beno¨tigte Geschwindigkeit
liefert, um nicht nur mit den analytischen Verfahren wie der Interpolation und der
Multipol-Methode konkurrieren zu ko¨nnen, sondern auch mit der algebraischen Kreuz-
approximation.
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8 Das effiziente Green-Hybrid-Verfahren
Die vorangegangenen Kapitel haben gezeigt, dass das Green-Quadratur-Verfahren
eine robuste und vor allem beweisbare Methode zur Konstruktion von Niedrigrang-
Approximationen ist. Allerdings ist auch klar geworden, dass insbesondere im praxis-
relevanten dreidimensionalen Fall bereits etablierte algebraische Verfahren wie die
Kreuzapproximation zu besseren numerischen Resultaten fu¨hren.
Da sich die Grundidee, mit der Green’schen Formel eine Raumdimension bei der Inte-
gration einzusparen, bewa¨hrt hat, ist nun die Frage, wie darauf ein effizienter Algorith-
mus aufgebaut werden kann.
Das gro¨ßte Problem, das die Green-Quadratur-Methode mitbringt, ist der hohe lokale
Rang, der produziert wird. Die Idee ist nun, auf die mit der Green-Quadratur-Methode
konstruierten Niedrigrangmatrizen die adaptive Kreuzapproximation anzuwenden, um
den Rang noch weiter zu reduzieren.
Mit einer zusa¨tzlichen Modifikation, die auf dem Interpolations-Ansatz beruht, wird
der daraus entstandene Algorithmus dann noch effizienter. Die Beschreibung dieser Kom-
bination der Verfahren zu einem schnellen, robusten und dabei weiterhin beweisbaren
Algorithmus ist im folgenden Abschnitt 8.1 zu finden.
Dieser effiziente Green-Hybrid-Algorithmus ist zudem noch so konstruiert, dass er
sehr gut fu¨r H2-Matrizen erweiterbar ist. Damit ist nicht nur eine effiziente Version der
Green-Quadratur-Methode entstanden, sondern das eigentliche Ziel, ebensoH2-Matrizen
konstruieren zu ko¨nnen, ist mit dem Green-Hybrid-Verfahren erreicht.
Die Anwendung des Algorithmus auf H2-Matrizen wird in Abschnitt 8.2 erkla¨rt.
8.1 Kombination der Green-Quadratur mit ACA und
Interpolation
Die Bezeichnung als hybrides Verfahren verdient das Green-Hybrid-Verfahren dadurch,
dass analytische Methoden, wie die Green-Quadratur und die Interpolation, mit der
algebraischen Kreuzapproximation kombiniert werden.
Wie zuvor bei der reinen Green-Quadratur-Methode, wird bei diesem Verfahren mit
Hilfe der Green-Quadratur durch eine Niedrigrangmatrix approximiert. Dann wird
auf diese die adaptive Kreuzapproximation (ACA) wie in Abschnitt 4.3 angewendet,
damit der Rang noch weiter reduziert werden kann. Um dabei die Beweisbarkeit nicht
einzubu¨ßen, muss hier auf ACA mit vollsta¨ndiger Pivotsuche zuru¨ckgegriffen werden.
Dieses Vorgehen wird in Abschnitt 8.1.1 beschrieben.
Die Effizienzsteigerung durch einen Interpolations-Ansatz, der gleichzeitig die spa¨tere
Erweiterung auf H2-Matrizen ermo¨glicht, wird dann in Abschnitt 8.1.2 vorgestellt.
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8.1.1 Rangreduzierung im Green-Quadratur-Verfahren mit ACA
Es wird erneut das Modellproblem aus Kapitel 2.1 auf Ω ⊆ Rd mit d ∈ {2, 3} betrachtet.
Sei G|tˆ×sˆ ein zula¨ssiger Matrixblock, also mit b = (t, s) ∈ L+I×J , mit den Eintra¨gen aus
(2.4), der durch eine Niedrigrangmatrix G˜|tˆ×sˆ approximiert werden soll.
Dazu wird als erstes die Green-Quadratur-Methode wie in Kapitel 5 beschrieben
angewendet. Dadurch erha¨lt man wie in den Formeln (5.11) und (5.14) die Rang-q-
Matrix G˜|tˆ×sˆ mit
G|tˆ×sˆ ≈ G˜|tˆ×sˆ := AtB∗t,s , (8.1)
wobei
q :=
{
8m` fu¨r d = 2
12m2`2 fu¨r d = 3
(8.2)
fu¨r den Rang gilt. Dabei ist die Matrix At ∈ Rtˆ×q wie in (5.10) und (5.13) durch
At := [Aˇ1 . . . Aˇ2d Aˆ1 . . . Aˆ2d] (8.3)
mit
(Aˇι)iν = Gdet(t) wν
∫
Γ
g(x, ξι(tν))ϕi(x) dΓ(x)
(Aˆι)iν = Gdet(t) wν
∫
Γ
∂g
∂nz
(x, ξι(tν))ϕi(x) dΓ(x)
(8.4)
fu¨r i ∈ tˆ, ν ∈ {1, . . . ,md−1`d−1} und ι = 1, . . . , 2d definiert. Dabei ist mit
Gdet(t) :=
{ ∥∥ ∂
∂tξι(t)
∥∥ fu¨r d = 2∥∥∥ ∂∂t1 ξι(t)× ∂∂t2 ξι(t)∥∥∥ fu¨r d = 3 (8.5)
die Gramsche Determinante bezeichnet.
Da die Parametrisierung durch die ξι mit ι = 1, . . . , 2d nur u¨ber die Daten der Bound-
ing Box Bτ konstruiert wird und x ∈ Bτ ist, ha¨ngt damit die Matrix At nur von dem
Cluster t ab.
Die Matrix Bt,s ∈ Rsˆ×q allerdings ha¨ngt von beiden Clustern t und s ab. Sie ist
definiert durch
Bt,s := [Bˇ1 . . . Bˇ2d −Bˆ1 . . . −Bˆ2d] (8.6)
mit
(Bˇι)jν =
∫
Γ
∂g
∂nz
(ξι(tν), y)ϕj(y) dΓ(y)
(Bˆι)jν =
∫
Γ
g(ξι(tν), y)ϕj(y) dΓ(y)
(8.7)
fu¨r j ∈ sˆ, ν ∈ {1, . . . ,md−1`d−1} und ι = 1, . . . , 2d. Dabei ha¨ngen die ξι von der Bounding
Box Bτ und damit vom Cluster t ab und durch y ∈ Bσ ist die Abha¨ngigkeit vom Cluster
s erkla¨rt.
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Diese Abha¨ngigkeiten werden spa¨ter in der Effizienzsteigerung und fu¨r die Anwendung
auf H2-Matrizen eine wichtige Rolle spielen.
Der na¨chste Schritt ist nun, auf die Matrix (8.1) die adaptive Kreuzapproximation
anzuwenden, um den Rang q weiter zu reduzieren. Dazu reicht es aus, nur auf die Matrix
At die Kreuzapproximation anzuwenden.
Wie bereits erwa¨hnt, muss hier auf ACA mit vollsta¨ndiger Pivotsuche (siehe dazu Ab-
schnitt 4.3.2) zuru¨ckgegriffen werden, um wieder ein robustes und beweisbares Verfahren
zu erhalten. Da die Matrix At vollsta¨ndig im Speicher vorliegt und mit ihrem Rang von
q schon relativ klein ist, bedeutet dies allerdings keinen allzu großen Mehraufwand.
Die fu¨r ACA festgelegte Fehlerschranke sei hier mit εaca bezeichnet, so dass das Ergeb-
nis der Approximation durch ACA mit voller Pivotierung gegeben ist durch
At ≈ CtD∗t mit ‖At − CtD∗t ‖2 ≤ εaca (8.8)
mit den Matrizen Ct ∈ Rtˆ×k und Dt ∈ Rq×k, die einen kleineren Rang k ≤ q haben.
Eingesetzt in (8.1) folgt dann
G˜|tˆ×sˆ := AtB∗t,s ≈ CtD∗tB∗t,s =: AtB
∗
t,s (8.9)
mit At := Ct und B
∗
t,s := B
∗
t,sDt. Damit wurde also die vom Green-Quadratur-
Verfahren berechnete Rang-q-Matrix AtB
∗
t,s weiter komprimiert durch ACA zu einer
rangreduzierten Rang-k-Matrix AtB
∗
t,s.
Auf diese Weise werden die relativ hohen lokalen Ra¨nge, die das reine Green-
Quadratur-Verfahren liefert, vermieden, ohne viel an Genauigkeit einzubu¨ßen und ohne
viel zusa¨tzlichen Rechenaufwand zu beno¨tigen, da ACA nur auf kleine Niedrigrangma-
trizen At angewendet wird.
Damit ist das gro¨ßte Problem des Green-Quadratur-Verfahrens behoben.
Aber es geht noch besser: Mit der im na¨chsten Abschnitt 8.1.2 beschriebenen
Verbesserung kann nicht nur die Genauigkeit noch erho¨ht und gleichzeitig Speicher-
und Rechenaufwand reduziert werden, sondern auch der Weg bereitet werden, um den
Algorithmus auf H2-Matrizen erweitern zu ko¨nnen.
8.1.2 Effizienz durch eine interpolierende Matrix
Zur Konstruktion der Rang-k-Matrix-Approximation aus (8.8) durch ACA werden in
jedem der k Schritte Zeilen-Pivotelemente µk des betragsgro¨ßten Eintrags ausgewa¨hlt.
Mit den sich daraus ergebenden Zeilen-Pivot-Indizes µ1, . . . , µk ∈ tˆ wird eine lineare
Abbildung Rt ∈ Rk×tˆ definiert durch
Rt x =
 xµ1...
xµk
 ∈ Rk
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fu¨r alle x ∈ Rtˆ. Diese Abbildung angewendet auf die Matrix Ct ∈ Rtˆ×k aus (8.8) ergibt
die Matrix
RtCt ∈ Rk×k ,
die nach Definition von Rt u¨ber die Zeilen-Pivot-Indizes von ACA eine untere Dreiecks-
matrix ist. (Der erste Zeilen-Pivot-Index µ1 entspricht dem ersten ACA-Schritt und
liefert den einen Eintrag in der ersten Zeile, µ2 entspricht dem zweiten ACA-Schritt und
liefert zwei Eintra¨ge in der zweiten Zeile, usw.)
Im Algorithmus geht man nun so vor, dass nach der Berechnung von (8.8) durch ACA
die Matrix Ct und die Zeilen-Pivot-Indizes µ1, . . . , µk ∈ tˆ gespeichert werden. Anstatt
sich ebenso die Matrix Dt ∈ Rq×k zu merken, wird aber nur die kleinere Dreiecksmatrix
RtCt ∈ Rk×k abgespeichert und Dt verworfen.
Die Matrix Bt,s kann so zwar nicht mehr durch Dt und Bt,s berechnet werden, aber
durch die Dreiecksgestalt von RtCt kann Bt,s durch Vorwa¨rtseinsetzen berechnet werden:
Im Grunde wird dabei eine Matrix B˜t,s gesucht mit
G|tˆ×sˆ ≈ Ct B˜∗t,s (8.10)
wie in (8.9). Wenn dabei nur die Zeilen der Pivot-Indizes µ1, . . . , µk ∈ tˆ, die Rt auswa¨hlt,
betrachtet werden, also
RtG|tˆ×sˆ ≈ RtCt B˜∗t,s , (8.11)
ist dies nicht nur ein durch die Dreiecksgestalt von RtCt durch Vorwa¨rtseinsetzen
leicht zu lo¨sendes Problem, sondern es spart gegenu¨ber (8.10) auch Speicher- und
Rechenaufwand. Die Aufwandsersparnis liegt daran, dass k klein genug ist und somit
nur wenige Eintra¨ge von G|tˆ×sˆ direkt berechnet werden mu¨ssen. Diese Idee geht nicht zu
Lasten der Genauigkeit, da hier die relevanten, von ACA gewa¨hlten, Zeilen betrachtet
werden.
Formal la¨sst sich dieser Ansatz u¨ber einen Interpolationsoperator It beschreiben, der
Ct exakt interpoliert: Mit der Definition
It := Ct(RtCt)−1Rt (8.12)
gilt offensichtlich ItCt = Ct. Angewendet auf G|tˆ×sˆ ergibt sich
G|tˆ×sˆ ≈ ItG|tˆ×sˆ = Ct(RtCt)−1RtG|tˆ×sˆ .
Nach (8.10) wa¨re damit B˜t,s gefunden mit
B˜∗t,s := (RtCt)
−1RtG|tˆ×sˆ , (8.13)
welches umgeformt gerade (8.11), also
(RtCt)B˜
∗
t,s ≈ RtG|tˆ×sˆ ,
entspricht.
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An dieser Stelle ist nun festzustellen, dass mit diesem Interpolations-Ansatz nicht
einfach eine weitere Approximation nach der Green-Quadratur und ACA stattfind-
et, sondern sogar eine Verbesserung der Genauigkeit erreicht wird, indem B˜t,s durch
Vorwa¨rtseinsetzen anstatt durch Bt,sDt berechnet wird. Das liegt allein schon daran,
dass Bt,s und Dt aus Approximationen stammen (Bt,s aus der Green-Quadratur und
Dt aus ACA), wa¨hrend beim Vorwa¨rtseinsetzen außer auf Ct nur auf direkt berechnete
Eintra¨ge von G|tˆ×sˆ zuru¨ckgegriffen wird.
Im Vergleich zum reinen Green-Quadratur-Verfahren produziert das Green-Hybrid-
Verfahren deutlich kleinere lokale Ra¨nge durch ACA und verschafft zusa¨tzliche
Genauigkeit durch die Interpolation.
Dadurch, dass At nur von dem Cluster t abha¨ngt, mu¨ssen zudem At, Ct und Rt nur fu¨r
die Cluster, nicht aber fu¨r alle Blo¨cke b = (t, s) neu berechnet werden. Letzteres bedeutet
dabei nicht nur einen geringeren Aufwand, sondern ermo¨glicht auch die Anwendung auf
H2-Matrizen, wie im kommenden Abschnitt 8.2 gezeigt wird.
8.2 Anwendung auf H2-Matrizen
In diesem Abschnitt geht es um das Green-Hybrid-Verfahren fu¨r H2-Matrizen. Die
grundlegende Idee dabei, die Green’sche Formel fu¨r beide zu einem Block geho¨renden
Bounding Boxen anzuwenden, wird erst einmal am Beispiel von uniformenH-Matrizen in
Abschnitt 8.2.1 skizziert. Wie dann der U¨bergang zuH2-Matrizen, also zu geschachtelten
Clusterbasen funktioniert, wird in Abschnitt 8.2.2 entwickelt.
In Abschnitt 8.2.3 werden dann die Vorbereitungen aus den Abschnitten 8.2.1 und
8.2.2 genutzt, um die endgu¨ltige H2-Matrix-Approximation zu formulieren.
8.2.1 Idee anhand uniformer H-Matrizen
Wie bereits am Ende von Abschnitt 8.1.2 angedeutet, la¨sst die spezielle Struktur der
Green-Quadratur und der Aufbau des Green-Hybrid-Verfahrens eine deutliche Effizienz-
steigerung zu, indem die Cluster-Abha¨ngigkeiten genauer betrachtet werden.
Die Kreuzapproximation im Green-Hybrid-Verfahren wird nur auf Cluster, nicht aber
auf Blockcluster angewendet. Ebenso werden die Interpolationsoperatoren It fu¨r jeden
individuellen Cluster konstruiert.
Das bedeutet, dass es mo¨glich ist, Rechenzeit einzusparen, indem die aufwa¨ndigen
Berechnungen der Quadraturpunkte und von ACA mit vollsta¨ndiger Pivotierung in ei-
ner vorbereitenden Phase (Setup-Phase) abgehandelt werden. Jeder Cluster wird in der
Setup-Phase vorbehandelt, bevor die Blockcluster betrachtet werden.
In Abschnitt 5.2 wurde schon darauf hingewiesen, dass man ebenso gut das Nor-
malengebiet Θ fu¨r die Green’sche Formel und damit die Parametrisierung Ξ := ∂Θ auch
um die Bounding Box Bσ legen kann, anstatt um Bτ . Also wird dann fu¨r das Green-
Hybrid-Verfahren die Approximation u¨ber den Cluster s gemacht.
Zumindest im Falle des Einfachschichtpotentials ist die Matrix G symmetrisch, so dass
es keinen Grund gibt, warum ItG|tˆ×sˆ gegenu¨ber G|tˆ×sˆI∗s vorgezogen werden sollte.
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Wenn nun von beiden Seiten der Interpolationsoperator angewendet wird, la¨uft dieses
auf die symmetrische Darstellung
G|tˆ×sˆ ≈ ItG|tˆ×sˆ I∗s
hinaus. Mit der Definition des Interpolationsoperators aus (8.12) bedeutet das
G|tˆ×sˆ ≈ Ct(RtCt)−1︸ ︷︷ ︸
=:Vt
RtG|tˆ×sˆR∗s︸ ︷︷ ︸
=:Sb
((RsCs)
−1)∗C∗s︸ ︷︷ ︸
=:W ∗s
= Vt SbW
∗
s ,
(8.14)
welches bereits der Faktorisierung bei der Niedrigrangapproximation fu¨r H2-Matrizen
entspricht. Die kleine Matrix Sb := RtG|tˆ×sˆR∗s ∈ Rk×k ist dabei die Kopplungsmatrix
wie in Definition 3.28. Mit Vt := Ct(RtCt)
−1 Rtˆ×k und Ws := Cs(RsCs)−1 Rsˆ×k sind
dann die Clusterbasen (Vt)t∈TI und (Ws)s∈TJ beschrieben.
Auch wenn die Speicherung in der Niedrigrangapproximation (8.14) effizient ist, so
ist gegenu¨ber der H-Matrix-Approximation aber noch nicht viel gewonnen. Dadurch,
dass bis hierhin noch keine Schachtelung der Clusterbasen vorliegt, ist noch keine echte
H2-Matrix-Struktur erreicht, sondern lediglich die einer uniformen H-Matrix wie in Be-
merkung 3.31.
Mit der Konstruktion von geschachtelten Clusterbasen bescha¨ftigt sich der folgende
Abschnitt 8.2.2, so dass dieser Ansatz dann doch noch zu H2-Matrizen und damit zu
einer erheblichen Effizienzsteigerung im Vergleich zu H-Matrizen fu¨hrt.
8.2.2 Geschachtelte Clusterbasen
In Abschnitt 8.2.1 wurde bereits beschrieben, wie Clusterbasen (Vt)t∈TI und (Ws)s∈TJ
mit dem Green-Hybrid-Verfahren konstruiert werden ko¨nnen.
Um den Schritt zu H2-Matrizen machen zu ko¨nnen, mu¨ssen diese jedoch geschachtelt
sein, das heißt nach Definition 3.26, dass Transfermatrizen (Et)t∈TI und (Fs)s∈TJ exis-
tieren mit
Vt|tˆ′×kt = Vt′Et′ fu¨r alle t ∈ TI und t′ ∈ sons(t)
und
Ws|sˆ′×ks = Ws′Fs′ fu¨r alle s ∈ TJ und s′ ∈ sons(s) .
Wenn diese Matrizen existieren, mu¨ssen nur noch fu¨r die Bla¨tter t ∈ LI und s ∈ LJ die
Vt beziehungsweise die Ws gespeichert werden, da die restlichen Vt und Ws mit t ∈ TI\LI
und s ∈ TJ \ LJ mit Hilfe der Transfermatrizen berechnet werden ko¨nnen. Damit wa¨re
eine H2-Matrix-Darstellung nach Definition 3.29 ermo¨glicht.
In diesem Abschnitt soll daher ausfu¨hrlich auf die Konstruktion der geschachtel-
ten Clusterbasen (((Vt)t∈LI , (Et)t∈TI ) und ((Ws)s∈LJ , (Fs)s∈TJ ) mit dem Green-Hybrid-
Verfahren eingegangen werden.
Zuna¨chst wird im Folgenden die Clusterbasis Vt eingehend betrachtet und dann die
analoge Konstruktion der Clusterbasis Ws kurz vorgefu¨hrt.
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Clusterbasis V
Als erstes werden die Vt auf Blattebene konstruiert. Sei also t ∈ LI ein Blattcluster.
Die Kernapproximation findet wie zuvor statt. Genauer heißt das, dass ein Nor-
malengebiet Θτ in Quaderform um die Bounding Box Bτ gelegt wird und die Green’sche
Formel auf u(x) := g(x, y) angewendet wird, so dass
g(x, y) =
∫
Ξτ
g(x, z)
∂g
∂nz
(z, y) dΞτ (z) −
∫
Ξτ
∂g
∂nz
(x, z)g(z, y) dΞτ (z)
mit Ξτ := ∂Θτ heraus kommt.
Bτ
Bσ
? -
6
ﬀ
Ξτ
Dann wird eine Parametrisierung fu¨r die 2d Teile von Ξτ :=
⋃2d
ι=1(Ξτ )ι durch ξτ :
U → (Ξτ )ι mit U := [−1, 1]d−1 definiert und dafu¨r die m Gauß-Quadraturpunkte auf `
Teilintervallen berechnet.
Die Green-Quadraturordnung q ist dabei wie in (8.2) und das Ergebnis der Quadratur
ist gegeben durch
G|tˆ×sˆ ≈
2d∑
ι=1
AˇιBˇ
∗
ι − AˆιBˆ∗ι
mit den Aˇι, Aˆι aus (8.4) und den Bˇι, Bˆι aus (8.7), so dass die Niedrigrangapproximation
von G|tˆ×sˆ durch die Green-Quadratur
G|tˆ×sˆ ≈ AtB∗t,s
ist, wobei At ∈ Rtˆ×q und Bt,s ∈ Rsˆ×q wie in (8.3) und (8.6).
Wie zuvor bei dem Green-Hybrid-Verfahren fu¨r einfache H-Matrizen, wird ACA mit
vollsta¨ndiger Pivotsuche auf die Matrix At wie in (8.8) angewendet mit dem Ergebnis
At ≈ CtD∗t
mit Ct ∈ Rtˆ×kt und Dt ∈ Rq×kt , wobei kt ≤ q der Rang ist, den die Kreuzapproximation
produziert. Es werden die Pivotindizes ξ1, . . . , ξkt , die Matrix Ct und die Dreiecksmatrix
RtCt ∈ Rkt×kt gespeichert, wie bereits im Abschnitt 8.1.2 erkla¨rt wurde. Die Matrix Dt
wird verworfen.
Mit dem Interpolationsoperator It aus (8.12) ergibt sich dann die Niedrigrangapproxi-
mation
G|tˆ×sˆ ≈ ItG|tˆ×sˆ = Ct(RtCt)−1︸ ︷︷ ︸
=:Vt
RtG|tˆ×sˆ︸ ︷︷ ︸
=:B˜∗t,s
= Vt B˜
∗
t,s ,
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wobei anders, als bei dem Verfahren fu¨r H-Matrizen, hier fu¨r die H2-Matrizen
Vt := Ct(RtCt)
−1 ∈ Rtˆ×kt (8.15)
definiert wird, wodurch die Clusterbasis auf Blattebene bestimmt wird. Außerdem la¨sst
sich der Interpolationsoperator nun schreiben als
It = VtRt . (8.16)
Damit ist der erste Teil der geschachtelten Clusterbasis konstruiert und es fehlt noch
der zweite Teil mit den Transfermatrizen.
Sei also t ∈ TI \ LI und t1, t2 ∈ sons(t).
Genauso wie im Fall t ∈ LI wird auch fu¨r t /∈ LI als erstes die Green-Quadratur
durchgefu¨hrt, so dass
G|tˆ×sˆ ≈ AtB∗t,s
mit At ∈ Rtˆ×q und Bt,s ∈ Rsˆ×q berechnet wird.
Da die Clusterbasis von der Blattebene ausgehend aufgebaut wird und von dort aus
die u¨brigen Cluster aus ihren Sohnclustern konstruiert werden, kann davon ausgegangen
werden, dass fu¨r die So¨hne t1, t2 ∈ sons(t) bereits Ct1 , Ct2 , Rt1 , Rt2 , Vt1 , Vt2 sowie die
Interpolationsoperatoren It1 und It2 vorliegen. Fu¨r letztere gilt
It1 = Vt1Rt1 und It2 = Vt2Rt2 .
Da tˆ = tˆ1 ∪ tˆ2 nach Definition 3.6, kann die Matrix At geschrieben werden als
At =
(
At|tˆ1×q
At|tˆ2×q
)
. (8.17)
Dazu sei eine Einschra¨nkung auf die Pivotzeilen, die ACA im Schritt fu¨r die Sohncluster
t1 und t2 ausgewa¨hlt hat, definiert. Die dort produzierten Ra¨nge seien mit kt1 fu¨r den
Rang, den ACA fu¨r den Sohn t1 geliefert hat und mit kt2 fu¨r den Rang, den ACA fu¨r
den Sohn t2 geliefert hat, bezeichnet. Die aus der Einschra¨nkung resultierende Matrix
sei mit Ât benannt, genauer:
Ât =
(
Rt1At|tˆ1×q
Rt2At|tˆ2×q
)
∈ R(k1+k2)×q . (8.18)
Anstatt wie auf der Blattebene die Kreuzapproximation auf At anzuwenden, wird hier
Ât mit ACA komprimiert zu
Ât ≈ ĈtD̂∗t
mit Ĉt ∈ R(k1+k2)×q und D̂t ∈ Rq×kt , wobei kt der von ACA gelieferte Rang ist. Erneut
werden davon Ĉt und die Pivotindizes ξˆ1, . . . , ξˆkt sowie die untere Dreiecksmatrix R̂tĈt ∈
Rkt×kt anstelle von D̂t gespeichert.
92
8.2 Anwendung auf H2-Matrizen
Aus diesen Matrizen kann analog zu (8.12) ein Interpolationsoperator
Ît := Ĉt(R̂tĈt)−1R̂t
definiert werden.
Nun fehlt noch der Schritt hin zu der eigentlichen Schachtelung, um die Transferma-
trizen definieren zu ko¨nnen. Dazu werden die Interpolationsoperatoren It1 und It2 der
Sohncluster auf die Matrix At angewendet:
At =
(
At|tˆ1×q
At|tˆ2×q
)
≈
( It1
It2
)(
At|tˆ1×q
At|tˆ2×q
)
=
(
Vt1Rt1
Vt2Rt2
)(
At|tˆ1×q
At|tˆ2×q
)
=
(
Vt1
Vt2
)(
Rt1At|tˆ1×q
Rt2At|tˆ2×q
)
=
(
Vt1
Vt2
)
Ât .
Mit dem Dazwischenschieben des Interpolationsoperators Ît folgt
At ≈
(
Vt1
Vt2
)
Ât
≈
(
Vt1
Vt2
)
Ît
(
Rt1At|tˆ1×q
Rt2At|tˆ2×q
)
=
(
Vt1
Vt2
)
Ĉt(R̂tĈt)
−1R̂t
(
Rt1At|tˆ1×q
Rt2At|tˆ2×q
)
=
(
Vt1
Vt2
)(
(Ĉt(R̂tĈt)
−1)|kt1×kt
(Ĉt(R̂tĈt)
−1)|kt2×kt
)
R̂t
(
Rt1
Rt2
)(
At|tˆ1×q
At|tˆ2×q
)
und mit der Definition von Rt fu¨r t /∈ LI mit t1, t2 ∈ sons(t) durch
Rt := R̂t
(
Rt1
Rt2
)
∈ Rkt×tˆ (8.19)
kann dieses geschrieben werden als
At ≈
(
Vt1
Vt2
)(
Ĉt(R̂tĈt)
−1|kt1×kt
Ĉt(R̂tĈt)
−1|kt2×kt
)
RtAt . (8.20)
An dieser Stelle sind alle Informationen verfu¨gbar, die eine sinnvolle Definition der
Transfermatrizen erlauben durch(
Et1
Et2
)
:=
(
Ĉt(R̂tĈt)
−1|kt1×kt
Ĉt(R̂tĈt)
−1|kt2×kt
)
∈ R(kt1+kt2 )×kt (8.21)
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fu¨r t1, t2 ∈ sons(t). Die Berechnung der Vt fu¨r t ∈ TI \ LI sieht damit wie folgt aus:
Vt :=
(
Vt1
Vt2
)(
Et1
Et2
)
:=
(
Vt1Et1
Vt2Et2
)
∈ Rtˆ×kt .
Nun kann (8.20) in noch kompakterer Form geschrieben werden als
At ≈ VtRtAt = ItAt
mit dem Interpolationsoperator It, wie bereits fu¨r t ∈ LI , auch fu¨r t ∈ TI \ LI definiert
durch
It := VtRt . (8.22)
Zusammengefasst ist die geschachtelte Clusterbasis ((Vt)t∈LI , (Et)t∈TI ) also gegeben
durch
Vt = Ct(RtCt)
−1 fu¨r t ∈ LI
Vt =
(
Vt1Et1
Vt2Et2
)
fu¨r t /∈ LI (8.23)
mit den in (8.21) definierten Et1 und Et2 .
Clusterbasis W
Die Konstruktion der Ws erfolgt analog zu der der Vt, dennoch werden hier die wichtig-
sten Schritte noch einmal vorgefu¨hrt.
Sei s ∈ LJ zuna¨chst ein Blattcluster. Es wird ein Normalengebiet Θσ in Quader-
form um die Bounding Box Bσ gelegt und die Green’sche Formel auf u(y) := g(x, y)
angewendet, so dass
g(x, y) =
∫
Ξσ
g(z, y)
∂g
∂nz
(x, z) dΞσ(z) −
∫
Ξσ
∂g
∂nz
(z, y)g(x, z) dΞσ(z)
mit Ξσ := ∂Θσ heraus kommt.
Bτ
Bσ
? -
6
ﬀ
Ξσ
Die Parametrisierung ξσ : [−1, 1]d−1 → (Ξσ)ι fu¨r die 2d Teile von Ξσ :=
⋃2d
ι=1(Ξσ)ι
wird definiert und die m Gauß-Quadraturpunkte auf ` Teilintervallen berechnet. Die
Green-Quadraturordnung q ist erneut wie in (8.2) und das Ergebnis der Quadratur ist
G|tˆ×sˆ ≈
2d∑
ι=1
AˇιBˇ
∗
ι − AˆιBˆ∗ι
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mit
(Aˇι)iν = Gdet(t) wν
∫
Γ
∂g
∂nz
(x, ξι(tν))ϕi(x) dΓ(x)
(Aˆι)iν = Gdet(t) wν
∫
Γ
g(x, ξι(tν))ϕi(x) dΓ(x)
und
(Bˇι)jν =
∫
Γ
g(ξι(tν), y)ϕj(y) dΓ(y)
(Bˆι)jν =
∫
Γ
∂g
∂nz
(ξι(tν), y)ϕj(y) dΓ(y) ,
also
G|tˆ×sˆ ≈ At,sB∗s (8.24)
mit At,s ∈ Rtˆ×q und Bs ∈ Rsˆ×q. ACA angewendet auf Bs liefert
Bs ≈ CsD∗s
mit Cs ∈ Rsˆ×ks und Ds ∈ Rq×ks mit dem Rang ks ≤ q. Es werden wieder Cs, die Pivot-
indizes, die damit entstehende Abbildung Rs ∈ Rks×sˆ, sowie die untere Dreiecksmatrix
RsCs ∈ Rks×ks gespeichert. Mit dem Interpolationsoperator Is, definiert durch
Is := Cs(RsCs)−1Rs ,
ergibt sich die Niedgrigrangapproximation
G|tˆ×sˆ ≈ G|tˆ×sˆI∗s = G|tˆ×sˆR∗sW ∗s
mit
Ws = Cs(RsCs)
−1 ∈ Rsˆ×ks
und es ist
Is = WsRs .
Damit ist der erste Teil der Clusterbasis ((Ws)s∈LJ , (Fs)s∈TJ ) definiert und es fehlen
noch die Transfermatrizen.
Seien also s ∈ TJ \ LJ und s1, s2 ∈ sons(s). Die Green-Quadratur liefert wieder
G|tˆ×sˆ ≈ At,sB∗s
mit At,s ∈ Rtˆ×q und Bs ∈ Rsˆ×q. Analog zu (8.18) sei die Einschra¨nkung
B̂s :=
(
Rs1Bs|tˆ1×q
Rs2Bs|tˆ2×q
)
∈ R(ks1+ks2 )×q
auf Bs definiert. Die Kreuzapproximation liefert
B̂s ≈ ĈsD̂∗s
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mit Ĉs ∈ R(ks1+ks2 )×ks , D̂s ∈ Rq×ks und den Rang ks. Mit Hilfe der durch die Pivotin-
dizes von ACA definierten Matrix R̂s ∈ Rks×(ks1+ks2 ) wird analog zu (8.19) die Matrix
Rs definiert durch
Rs := R̂s
(
Rs1
Rs2
)
∈ Rks×sˆ
fu¨r s1, s2 ∈ sons(s). Analog zu (8.21) ko¨nnen die Transfermatrizen nun definiert werden
als (
Fs1
Fs2
)
:=
(
Ĉs(R̂sĈs)
−1|ks1×ks
Ĉs(R̂sĈs)
−1|ks2×ks
)
∈ R(ks1+ks2 )×ks , (8.25)
womit die Schachtelung der Ws gegeben ist durch
Ws :=
(
Ws1
Ws2
)(
Fs1
Fs2
)
:=
(
Ws1Fs1
Ws2Fs2
)
∈ Rsˆ×ks (8.26)
und der zugeho¨rige Interpolationsoperator ist
Is := WsRs .
Zusammengefasst ist die geschachtelte Clusterbasis ((Ws)s∈LJ , (Fs)s∈TJ ) also gegeben
durch
Ws = Cs(RsCs)
−1 fu¨r s ∈ LJ (8.27)
Ws =
(
Ws1Fs1
Ws2Fs2
)
fu¨r s /∈ LJ (8.28)
mit den in (8.25) definierten Fs1 und Fs2 .
8.2.3 H2-Matrix-Approximation
Es bleibt abschließend noch das Aufstellen der Niedrigrangapproximationen zu
beschreiben. Sei dazu G|tˆ×sˆ mit b = (t, s) ∈ L+I×J ein zula¨ssiger Matrixblock der
Matrix G mit den Eintra¨gen aus (2.4).
Bevor die Blockcluster betrachtet werden, ko¨nnen in einer vorbereitenden Phase, einem
Setup, die Clusterbasen ((Vt)t∈LI , (Et)t∈TI ) und ((Ws)s∈LJ , (Fs)s∈TJ ), wie in Abschnitt
8.2.2 beschrieben wurde, berechnet werden, ebenso wie die Interpolationsoperatoren It
und Is. Dieses ist mo¨glich, da die Clusterbasen jeweils nur von einem Cluster und seinen
So¨hnen abha¨ngen und keine Daten der Blockcluster beno¨tigt werden.
Erst in der eigentlichen Berechnung der Niedrigrangapproximation des Matrixblocks
G|tˆ×sˆ kommen die Blockcluster ins Spiel. Dabei sieht die Approximation ebenso aus,
wie bereits im Fall von uniformen H-Matrizen in Abschnitt 8.2.1 gesehen: Die Interpo-
lationsoperatoren It und Is werden von beiden Seiten auf G|tˆ×sˆ angewendet mit dem
Ergebnis
G|tˆ×sˆ ≈ It G|tˆ×sˆ I∗s
= VtRtG|tˆ×sˆR∗sW ∗s .
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Mit der Definition der Kopplungsmatrix Sb durch
Sb = RtG|tˆ×sˆR∗s ∈ Rkt×ks
ergibt sich dann die typische H2-Matrix-Niedrigrangapproximation
G|tˆ×sˆ ≈ Vt SbW ∗s .
Damit sind in der Berechnungsphase nur noch Kopplungsmatrizen (Sb)b∈L+I×J aufzu-
stellen. Diese bestehen aus kt Zeilen und ks Spalten von G|tˆ×sˆ, die durch die Matrizen
Rt und Rs ausgewa¨hlt werden. Dabei kommen Rt und kt aus der ACA-Anwendung zur
Konstruktion von Et, analog Rs und ks aus der von Fs.
Das Green-Hybrid-Verfahren vermeidet also die relativ hohen lokalen Ra¨nge, die die
Green-Quadratur liefert, es kann ebenso gut auch fu¨r H2-Matrizen genutzt werden und
kann sehr effizient angewendet werden.
Damit bleiben noch zwei offene Fragen:
Die erste Frage ist, ob auch das Green-Hybrid-Verfahren beweisbar ist. Die Antwort
ist ja, da hier die vollsta¨ndige Pivotierung fu¨r ACA genutzt wird. Die genaueren
Aufwandsabscha¨tzungen befinden sich im folgenden Kapitel 9.
Die zweite Frage ist, wie das Green-Hybrid-Verfahren in numerischen Experimenten
abschneidet. Die Ergebnisse zu einigen vergleichenden Experimenten mit dem Green-
Quadratur-Verfahren, der Kreuzapproximation, der Interpolation und der Multipol-
Methode werden dazu in Kapitel 10 pra¨sentiert.
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9 Fehleranalyse des
Green-Hybrid-Verfahrens
In diesem Kapitel werden Fehlerabscha¨tzungen fu¨r das Green-Hybrid-Verfahren
hergeleitet. Im Abschnitt 9.1 wird zuna¨chst der Fehler des Green-Hybrid-Verfahrens fu¨r
H-Matrizen untersucht und in Abschnitt 9.2 die Ergebnisse davon fu¨r die Abscha¨tzungen
fu¨r das Verfahren fu¨r H2-Matrizen genutzt.
9.1 Fehlerabscha¨tzung fu¨r das Hybrid-Verfahren
Im Folgenden wird eine Fehlerschranke fu¨r das Green-Hybrid-Verfahren fu¨r die Niedrig-
rangapproximation eines zula¨ssigen Matrixblocks G|tˆ×sˆ mit b = (t, s) ∈ L+I×J fu¨r eine
H-Matrix gesucht.
Da das Green-Hybrid-Verfahren in jedem Schritt auf der Green-Quadratur-Methode
aufbaut, wird der Fehler dieser Methode in der Fehlerabscha¨tzung des Hybrid-Verfahrens
wieder auftauchen. Dazu werden die in Kapitel 6 gefundenen Fehlerschranken fu¨r die
Green-Quadratur-Methode in der Variabeln εgreen zusammengefasst, so dass fu¨r die
Niedrigrangapproximation mit der Green-Quadratur
G|tˆ×sˆ ≈ AtB∗t,s
die Abscha¨tzung
‖G|tˆ×sˆ −AtB∗t,s‖2 ≤ εgreen (9.1)
gilt. Fu¨r die Anwendung von ACA auf At wurde bereits in (8.8) die Fehlerschranke mit
εaca bezeichnet, so dass fu¨r
At ≈ CtD∗t
die Abscha¨tzung
‖At − CtD∗t ‖2 ≤ εaca (9.2)
gilt.
Um eine Abscha¨tzung fu¨r die Kombination der Green-Quadratur und ACA zu erhal-
ten, wird noch das folgende Lemma beno¨tigt.
Lemma 9.1 (Abscha¨tzung von Bt,s) Sei diam(Ω) ≤ 1. Die Menge der Gauß-
Quadraturpunkte auf den ` Teilintervallen sei mit M bezeichnet. Sei b = (t, s) ∈ L+I×J
und sei Bt,s die Matrix aus (8.6). Dann gibt es C > 0 und Cϕ > 0 unabha¨ngig von t, s
und M so, dass
‖Bt,s‖2 ≤ C
δσ+1
Cϕ
√
#sˆ
√
#M .
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Beweis. Da die Kernfunktion g asymptotisch glatt mit Singularita¨tsgrad σ ist, la¨sst sich
eine Konstante Cg > 0 finden, so dass mit Lemma 6.2 und Folgerung 6.13
‖g‖∞,Ξ×Bσ ≤
Cg
‖z − y‖σ ≤
Cg
dist(Ξ, y)σ
≤ Cg
δσ
fu¨r z ∈ Ξ und y ∈ Bσ gilt. Ebenso kann man Ch > 0 fu¨r die Normalenableitung von g
finden, da diese asymptotisch glatt mit Singularita¨tsgrad σ + 1 ist, so dass∥∥∥∥ ∂g∂nz
∥∥∥∥
∞,Ξ×Bσ
≤ Ch‖z − y‖σ+1 ≤
Ch
dist(Ξ, y)σ+1
≤ Ch
δσ+1
fu¨r z ∈ Ξ und y ∈ Bσ gilt. Da diam(Ω) ≤ 1, ist auf jeden Fall auch δ ≤ 1 und es gilt mit
C := max{Cg, Ch}
‖g‖∞,Ξ×Bσ ≤
Cg
δσ
≤ C
δσ+1
und
∥∥∥∥ ∂g∂nz
∥∥∥∥
∞,Ξ×Bσ
≤ Ch
δσ+1
≤ C
δσ+1
,
so dass eine gemeinsame Abscha¨tzung der Matrixeintra¨ge von Bt,s aus (8.6) mit (8.7)
mo¨glich ist. Es gilt
|(Bt,s)jν | ≤
∣∣∣∣∫
Γ
C
δσ+1
ϕj(y) dΓ(y)
∣∣∣∣ ≤ Cδσ+1
∫
Γ
|ϕj(y)| dΓ(y) (9.3)
fu¨r alle j ∈ sˆ und ν ∈ {1, . . . ,md−1`d−1} wobei d ∈ {2, 3}. Es kann angenommen werden,
dass ein Cϕ > 0 existiert, so dass∫
Γ
|ϕj(y)| dΓ(y) ≤ Cϕ (9.4)
fu¨r alle j ∈ J ist. Mit (9.4) folgt fu¨r (9.3) dann
|(Bt,s)jν | ≤ C
δσ+1
Cϕ .
Damit gilt schließlich
‖Bt,s‖2 = max
x,y 6=0
{ |〈Bt,sx , y〉|
‖x‖2‖y‖2
}
≤ max
x,y 6=0
{ |∑j∈sˆ∑ν∈M (Bt,s)jν xν yj |
‖x‖2‖y‖2
}
≤ max
x,y 6=0
{
C
δσ+1
Cϕ
∑
j∈sˆ
∑
ν∈M |xν | |yj |
‖x‖2‖y‖2
}
≤ C
δσ+1
Cϕ max
x,y 6=0
{√
#sˆ
√
#M‖x‖2‖y‖2
‖x‖2‖y‖2
}
=
C
δσ+1
Cϕ
√
#sˆ
√
#M .
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Mit Hilfe dieses Lemmas kann nun die Fehlerabscha¨tzung fu¨r die Kombination aus
Green-Quadratur und ACA, die im Green-Hybrid-Verfahren genutzt wird, formuliert
werden.
Satz 9.2 (Fehler der Green-Quadratur in Kombination mit ACA) Sei diam(Ω)
≤ 1. Sei M die Menge der Quadraturpunkte der Green-Quadratur. Sei b = (t, s) ∈ L+I×J
und At und Bt,s wie in (8.9). Dann gilt mit C,Cϕ > 0 aus Lemma 9.1
‖G|tˆ×sˆ −AtB
∗
t,s‖2 ≤ εgreen + εaca
C
δσ+1
Cϕ
√
#sˆ
√
#M .
Beweis. Es gilt
‖G|tˆ×sˆ −AtB
∗
t,s‖2 = ‖G|tˆ×sˆ − CtD∗tB∗t,s‖2
= ‖G|tˆ×sˆ −AtB∗t,s +AtB∗t,s − CtD∗tB∗t,s‖2
≤ ‖G|tˆ×sˆ −AtB∗t,s‖2 + ‖AtB∗t,s − CtD∗tB∗t,s‖2 .
Mit (9.1) la¨sst sich dieses weiter abscha¨tzen zu
‖G|tˆ×sˆ −AtB
∗
t,s‖2 ≤ εgreen + ‖(At − CtD∗t )B∗t,s‖2
≤ εgreen + ‖At − CtD∗t ‖2‖B∗t,s‖2
und mit (9.2) folgt
‖G|tˆ×sˆ −AtB
∗
t,s‖2 ≤ εgreen + εaca‖B∗t,s‖2 .
Mit Lemma 9.1 folgt schließlich die Behauptung
‖G|tˆ×sˆ −AtB
∗
t,s‖2 ≤ εgreen + εaca
C
δσ+1
Cϕ
√
#sˆ
√
#M .
Damit ist eine Fehlerschranke fu¨r die kombinierte Ausfu¨hrung der Green-Quadratur
und ACA beschrieben. Um den Gesamtfehler des Green-Hybrid-Verfahrens fassen zu
ko¨nnen, muss noch der Einfluss des Interpolationsoperators It aus (8.12) beru¨cksichtigt
werden.
Wie bereits im Falle der Fehleranalyse der Interpolation in Abschnitt 4.1.3 mit der
Stabilita¨tskonstante aus Definition 4.1, kann der Gesamtfehler formuliert werden, indem
die Abscha¨tzung aus Satz 9.2 mit einer Stabilita¨tseigenschaft von It kombiniert wird.
Eine solche Eigenschaft wird aus der Definition von It u¨ber das Ergebnis von ACA
gefunden. Denn fu¨r adaptive Kreuzapproximations-Methoden kann nach [5, Lemma 1]
angenommen werden, dass eine Zahl Λt existiert, die nur logarithmisch mit εaca wa¨chst,
so dass
‖It‖2 = ‖Ct(RtCt)−1Rt‖2 ≤ Λt (9.5)
gilt. Mit dieser Stabilita¨tskonstante kann schließlich der folgende Satz formuliert werden.
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Satz 9.3 (Fehlerschranke fu¨r das Green-Hybrid-Verfahren) Sei diam(Ω) ≤ 1.
Sei M die Menge der Quadraturpunkte der Green-Quadratur. Sei Λt wie in (9.5). Sei
b = (t, s) ∈ L+I×J und B˜t,s wie in (8.13). Dann gilt fu¨r die mit dem Green-Hybrid-
Verfahren berechnete Niedrigrangapproximation
G|tˆ×sˆ ≈ Ct B˜∗t,s
die Abscha¨tzung
‖G|tˆ×sˆ − Ct B˜∗t,s‖2 ≤ (1 + Λt)(εgreen + εaca
C
δσ+1
Cϕ
√
#sˆ
√
#M)
mit C,Cϕ > 0 aus Lemma 9.1.
Beweis. Es gilt mit (8.13)
‖G|tˆ×sˆ − Ct B˜∗t,s‖2 = ‖G|tˆ×sˆ − Ct(RtCt)−1RtG|tˆ×sˆ‖2
= ‖G|tˆ×sˆ − ItG|tˆ×sˆ‖2 .
Da ItCt = Ct und At = Ct gilt, folgt weiter
‖G|tˆ×sˆ − Ct B˜∗t,s‖2 = ‖G|tˆ×sˆ − CtB
∗
t,s + ItCtB∗t,s − ItG|tˆ×sˆ‖2
≤ ‖G|tˆ×sˆ −AtB
∗
t,s‖2 + ‖It(AtB∗t,s −G|tˆ×sˆ)‖2 .
Mit (9.5) und Satz 9.2 folgt schließlich
‖G|tˆ×sˆ − Ct B˜∗t,s‖2 ≤ ‖G|tˆ×sˆ −AtB
∗
t,s‖2 + Λt‖AtB∗t,s −G|tˆ×sˆ‖2
= (1 + Λt)‖G|tˆ×sˆ −AtB
∗
t,s‖2
≤ (1 + Λt)(εgreen + εaca C
δσ+1
Cϕ
√
#sˆ
√
#M) .
Der Satz 9.3 la¨sst den Schluss zu, dass jede gewu¨nschte Genauigkeit erreicht werden
kann, wenn die Green-Quadraturordnung aus m und ` sowie die Fehlertoleranz εaca
entsprechend gewa¨hlt werden.
9.2 Fehlerabscha¨tzung im H2-Fall
Fu¨r die Fehlerabscha¨tzung des Green-Hybrid-Verfahrens im H2-Matrizen-Fall mu¨ssen
zuna¨chst einige Eigenschaften der Konstruktion aus Abschnitt 8.2.2 untersucht werden.
Als erstes wird die Abscha¨tzung, die in Lemma 9.1 fu¨r Bt,s aus (8.6) gemacht wurde,
auch fu¨r At,s aus (8.24) beno¨tigt.
Lemma 9.4 (Abscha¨tzung von At,s) Sei diam(Ω) ≤ 1. Die Menge der Quadratur-
punkte der Green-Quadratur sei mit M bezeichnet. Sei b = (t, s) ∈ L+I×J und sei At,s
die Matrix aus (8.24). Dann gibt es C˜ > 0 und Cϕ > 0 unabha¨ngig von t, s und M so,
dass
‖At,s‖2 ≤ C˜
δσ+1
Cϕ
√
#tˆ
√
#M .
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Beweis. Wie im Beweis von Lemma 9.1 gilt mit der asymptotischen Glattheit
‖g‖∞,Bτ×Ξ ≤
Cg
‖x− z‖σ ≤
Cg
δσ
≤ C
δσ+1
und ∥∥∥∥ ∂g∂nz
∥∥∥∥
∞,Bτ×Ξ
≤ Ch‖x− z‖σ+1 ≤
Ch
δσ+1
≤ C
δσ+1
fu¨r z ∈ Ξ, x ∈ Bτ mit Cg, Ch > 0 und C := max{Cg, Ch}, so dass die Matrixeintra¨ge
von At,s abzuscha¨tzen sind durch
|(At,s)iν | ≤
∣∣∣∣Gdet(t)wν ∫
Γ
C
δσ+1
ϕi(x) dΓ(x)
∣∣∣∣
≤ Gdet(t)wν C
δσ+1
∫
Γ
|ϕi(x)| dΓ(x)
=
C˜
δσ+1
∫
Γ
|ϕi(x)| dΓ(x)
mit C˜ := Gdet(t)wνC. Mit demselben Argument wie in (9.4) existiert Cϕ > 0, so dass
|(At,s)iν | ≤ C˜
δσ+1
Cϕ
gilt. Damit folgt dann analog zum Beweis von Lemma 9.1
‖At,s‖2 ≤ C˜
δσ+1
Cϕ
√
#tˆ
√
#M .
Eine weitere Eigenschaft der Clusterbasen-Konstruktion ist von Interesse, die Gegen-
stand des folgenden Lemmas ist.
Lemma 9.5 (Identita¨t) Seien V und W die durch das Green-Hybrid-Verfahren
berechneten Clusterbasen. Dann gilt
RtVt = I fu¨r alle t ∈ TI und
RsWs = I fu¨r alle s ∈ TJ ,
wobei mit I die Einheitsmatrix bezeichnet sei.
Beweis. Zuna¨chst wird die Behauptung fu¨r Vt durch Induktion u¨ber die Anzahl aller
So¨hne inklusive des Clusters selbst, also u¨ber # sons∗(t) bewiesen.
Sei # sons∗(t) = 1, also sons∗(t) = {t} und damit t ∈ LI . Dann gilt fu¨r Vt mit t ∈ LI
aus (8.15)
RtVt = RtCt(RtCt)
−1 = I .
Gelte die Behauptung fu¨r # sons∗(t) ≤ n.
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Sei # sons∗(t) = n+1, also t /∈ LI . Fu¨r t1, t2 ∈ sons(t) gilt # sons∗(t1),# sons∗(t2) ≤ n.
Es gilt nach (8.23) und mit (8.21)
Vt :=
(
Vt1
Vt2
)
Ĉt(R̂tĈt)
−1
und mit (8.19)
Rt := R̂t
(
Rt1
Rt2
)
,
so dass
RtVt = R̂t
(
Rt1
Rt2
)(
Vt1
Vt2
)
Ĉt(R̂tĈt)
−1
= R̂t
(
Rt1Vt1
Rt2Vt2
)
Ĉt(R̂tĈt)
−1
folgt. Nach Induktionsvoraussetzung gilt Rt1Vt1 = I und Rt2Vt2 = I und es folgt
schließlich
RtVt = R̂tĈt(R̂tĈt)
−1 = I .
Nach analoger Argumentation erha¨lt man ebenso
RsWs = I .
Um weitere Abscha¨tzungen zuzulassen, muss a¨hnlich wie in (9.5) die Annahme
gemacht werden, dass Stabilita¨tskonstanten Λt und Λs fu¨r die Interpolationsoperatoren
It und Is existieren, so dass
‖It‖2 ≤ Λt fu¨r alle t ∈ TI und
‖Is‖2 ≤ Λs fu¨r alle s ∈ TJ
(9.6)
gilt.
Es la¨sst sich folgende Aussage u¨ber die Clusterbasen beweisen, die diese damit auch
gleich in Verbindung mit den Stablitita¨tskonstanten bringt.
Lemma 9.6 (Gleichheit unter der Norm) Seien V und W die durch das Green-
Hybrid-Verfahren berechneten Clusterbasen und It und Is die entsprechenden Interpola-
tionsoperatoren. Dann gilt
‖Vt‖2 = ‖It‖2 fu¨r alle t ∈ TI und
‖Ws‖2 = ‖Is‖2 fu¨r alle s ∈ TJ .
Beweis. Es gilt nach (8.16) und (8.22)
‖It‖2 = ‖VtRt‖2 ≤ ‖Vt‖2‖Rt‖2
104
9.2 Fehlerabscha¨tzung im H2-Fall
und da ‖Rt‖2 ≤ 1, folgt
‖It‖2 ≤ ‖Vt‖2 . (9.7)
Definiere den Vektor xˆ ∈ Rtˆ zu x ∈ Rk u¨ber die Zeilen-Pivot-Indizes µ1, . . . , µk ∈ tˆ
von ACA, u¨ber die Rt definiert ist. Die Komponenten von xˆ seien
xˆi :=
{
xj falls i = µj
0 sonst
fu¨r alle i ∈ tˆ. Damit gilt ‖xˆ‖2 = ‖x‖2 und Rtxˆ = x und es folgt
‖Vt‖2 = sup
x
{‖Vtx‖2
‖x‖2
}
= sup
x
{‖VtRtxˆ‖2
‖x‖2
}
= sup
x
{‖Itxˆ‖2
‖x‖2
}
≤ sup
x
{‖It‖2‖xˆ‖2
‖x‖2
}
= sup
x
{‖It‖2‖x‖2
‖x‖2
}
= ‖It‖2 .
Zusammen mit (9.7) folgt also
‖Vt‖2 = ‖It‖2 .
Auf analoge Weise kann man auch
‖Ws‖2 = ‖Is‖2
zeigen.
Aus diesem Lemma folgt sofort, dass sich Vt und Ws auch durch die Stabilita¨ts-
konstanten abscha¨tzen lassen, denn es gilt
‖Vt‖2 = ‖It‖2 ≤ Λt fu¨r alle t ∈ TI und
‖Ws‖2 = ‖Is‖2 ≤ Λs fu¨r alle s ∈ TJ .
(9.8)
Mit dem na¨chsten Lemma wird gezeigt, dass ebenso die Transfermatrizen auf diese Weise
behandelt werden ko¨nnen.
Lemma 9.7 (Abscha¨tzung der Transfermatrizen) Seien V und W die durch das
Green-Hybrid-Verfahren berechneten Clusterbasen mit den durch (8.21) und (8.25)
definierten Transfermatrizen. Dann gilt∥∥∥∥( Et1Et2
)∥∥∥∥
2
≤ Λt fu¨r alle t ∈ TI \LI und∥∥∥∥( Fs1Fs2
)∥∥∥∥
2
≤ Λs fu¨r alle s ∈ TJ \LJ .
Beweis. Mit Lemma 9.5 gilt∥∥∥∥( Et1Et2
)∥∥∥∥
2
=
∥∥∥∥( I Et1I Et2
)∥∥∥∥
2
=
∥∥∥∥( Rt1Vt1Et1Rt2Vt2Et2
)∥∥∥∥
2
.
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Da ∥∥∥∥( Rt1 Rt2
)∥∥∥∥
2
≤ 1
folgt weiter∥∥∥∥( Rt1 Rt2
)(
Vt1Et1
Vt2Et2
)∥∥∥∥
2
≤
∥∥∥∥( Rt1 Rt2
)∥∥∥∥
2
‖Vt‖2 ≤ ‖Vt‖2
und mit (9.6) gilt dann die Behauptung∥∥∥∥( Et1Et2
)∥∥∥∥
2
≤ ‖Vt‖2 ≤ Λt .
Analog folgt ∥∥∥∥( Fs1Fs2
)∥∥∥∥
2
≤ ‖Ws‖2 ≤ Λs .
Mit diesen vorbereitenden Lemmas ko¨nnen die entscheidenden Aussagen zur Fehler-
analyse des Green-Hybrid-Verfahrens bewiesen werden. Wieder wird nur der Fehler be-
trachtet, der auf jeweils einem Matrixblock durch die Niedrigrangapproximation mit dem
Verfahren entsteht.
Da hier die Schachtelungseigenschaft der Clusterbasen und damit auch die hierar-
chische Struktur der Clusterba¨ume eine große Rolle spielen, wird der besseren Lesbarkeit
halber fu¨r die Beweise eine weitere Bezeichnung eingefu¨hrt: Definiere den Teilbaum Tt
des Clusterbaums TI mit Wurzel t ∈ TI , so dass durch sons∗(t) genau alle Cluster aus Tt
beschrieben sind, also #Tt = # sons∗(t) gilt. Mit Lt seien die Bla¨tter von Tt bezeichnet.
Satz 9.8 (Fehlerabscha¨tzung fu¨r It) Seien V und W die durch das Green-Hybrid-
Verfahren berechneten Clusterbasen und It und Is die entsprechenden Interpolations-
operatoren mit den Stabilita¨tskonstanten Λt und Λs. Dann gilt fu¨r b = (t, s) ∈ L+I×J
‖G|tˆ×sˆ − ItG|tˆ×sˆ‖2 ≤
∑
t∈Lt
(1 + Λt)(εgreen + εaca‖Bt,s‖2)
+
∑
t∈Tt\Lt
(1 + Λt)
 ∑
t′∈sons(t)
Λt′
 (εgreen + εaca‖Bt,s‖2) .
Beweis. Durch Induktion u¨ber # sons∗(t), also #Tt.
Sei # sons∗(t) = 1, also sons∗(t) = {t} und somit t ∈ LI . Da ItCt = Ct gilt
‖G|tˆ×sˆ − ItG|tˆ×sˆ‖2 = ‖G|tˆ×sˆ − CtD∗tB∗t,s + ItCtD∗tB∗t,s − ItG|tˆ×sˆ‖2
≤ ‖G|tˆ×sˆ − CtD∗tB∗t,s‖2 + ‖It(CtD∗tB∗t,s −G|tˆ×sˆ)‖2 .
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Mit (9.6) folgt
‖G|tˆ×sˆ − ItG|tˆ×sˆ‖2 ≤ ‖G|tˆ×sˆ − CtD∗tB∗t,s‖2 + Λt ‖CtD∗tB∗t,s −G|tˆ×sˆ‖2
= (1 + Λt)‖G|tˆ×sˆ − CtD∗tB∗t,s‖2
= (1 + Λt)‖G|tˆ×sˆ −AtB∗t,s +AtB∗t,s − CtD∗tB∗t,s‖2
≤ (1 + Λt)(‖G|tˆ×sˆ −AtB∗t,s‖2 + ‖(At − CtD∗t )B∗t,s‖2) .
Nach (9.1) und (9.2) gilt dann
‖G|tˆ×sˆ − ItG|tˆ×sˆ‖2 ≤ (1 + Λt)(εgreen + εaca‖Bt,s‖2) .
Da fu¨r sons∗(t) = {t} hier Tt \ Lt = ∅ und Lt = {t} gilt, ist damit der Induktionsanfang
bewiesen.
Gelte die Behauptung fu¨r # sons∗(t) ≤ n.
Sei # sons∗(t) = n+1, also t /∈ LI . Fu¨r t1, t2 ∈ sons(t) gilt # sons∗(t1),# sons∗(t2) ≤ n,
sowie Tt = Tt1 ∪ Tt2 ∪ {t} und Lt = Lt1 ∪ Lt2 . Es gilt:
‖G|tˆ×sˆ − ItG|tˆ×sˆ‖2 =
∥∥∥∥( G|tˆ1×sˆG|tˆ2×sˆ
)
−
( It1G|tˆ1×sˆ
It2G|tˆ2×sˆ
)
+
( It1G|tˆ1×sˆ
It2G|tˆ2×sˆ
)
− ItG|tˆ×sˆ
∥∥∥∥
2
≤ ‖G|tˆ1×sˆ − It1G|tˆ1×sˆ‖2 + ‖G|tˆ2×sˆ − It2G|tˆ2×sˆ‖2
+
∥∥∥∥( It1G|tˆ1×sˆIt2G|tˆ2×sˆ
)
− ItG|tˆ×sˆ
∥∥∥∥
2
.
(9.9)
Fu¨r den dritten Summanden davon gilt weiter∥∥∥∥( It1G|tˆ1×sˆIt2G|tˆ2×sˆ
)
− ItG|tˆ×sˆ
∥∥∥∥
2
=
∥∥∥∥( Vt1Rt1G|tˆ1×sˆVt2Rt2G|tˆ2×sˆ
)
− VtRtG|tˆ×sˆ
∥∥∥∥
2
=
∥∥∥∥(Vt1 Vt2
)(
Rt1G|tˆ1×sˆ
Rt2G|tˆ2×sˆ
)
−
(
Vt1
Vt2
)(
Et1
Et2
)
RtG|tˆ×sˆ
∥∥∥∥
2
≤
∥∥∥∥( Vt1 Vt2
)∥∥∥∥
2
∥∥∥∥( Rt1G|tˆ1×sˆRt2G|tˆ2×sˆ
)
−
(
Et1
Et2
)
RtG|tˆ×sˆ
∥∥∥∥
2
.
Mit (9.8) folgt∥∥∥∥( It1G|tˆ1×sˆIt2G|tˆ2×sˆ
)
− ItG|tˆ×sˆ
∥∥∥∥
2
≤ (Λt1 + Λt2)
∥∥∥∥( Rt1G|tˆ1×sˆRt2G|tˆ2×sˆ
)
− Ĉt(R̂tĈt)−1RtG|tˆ×sˆ
∥∥∥∥
2
≤ (Λt1 + Λt2)
[∥∥∥∥( Rt1G|tˆ1×sˆRt2G|tˆ2×sˆ
)
− ÂtB∗t,s
∥∥∥∥
2
+
∥∥∥ÂtB∗t,s − Ĉt(R̂tĈt)−1RtG|tˆ×sˆ∥∥∥
2
]
= (Λt1 + Λt2)
[∥∥∥∥(Rt1 Rt2
)(
G|tˆ×sˆ −AtB∗t,s
)∥∥∥∥
2
+
∥∥∥ÂtB∗t,s − Ĉt(R̂tĈt)−1RtG|tˆ×sˆ∥∥∥
2
]
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und da ∥∥∥∥( Rt1 Rt2
)∥∥∥∥
2
≤ 1
und mit (9.1) gilt∥∥∥∥( It1G|tˆ1×sˆIt2G|tˆ2×sˆ
)
− ItG|tˆ×sˆ
∥∥∥∥
2
≤ (Λt1 + Λt2)
[∥∥G|tˆ×sˆ −AtB∗t,s∥∥2 + ∥∥∥ÂtB∗t,s − Ĉt(R̂tĈt)−1RtG|tˆ×sˆ∥∥∥2]
≤ (Λt1 + Λt2)
[
εgreen +
∥∥∥ÂtB∗t,s − ĈtD̂∗tB∗t,s∥∥∥
2
+
∥∥∥ĈtD̂∗tB∗t,s − Ĉt(R̂tĈt)−1RtG|tˆ×sˆ∥∥∥
2
]
≤ (Λt1 + Λt2)
[
εgreen +
∥∥∥Ât − ĈtD̂∗t ∥∥∥
2
‖Bt,s‖2
+
∥∥∥Ĉt(R̂tĈt)−1R̂tĈtD̂∗tB∗t,s − Ĉt(R̂tĈt)−1RtG|tˆ×sˆ∥∥∥
2
]
.
Darauf kann dann (9.2) angewendet werden und es folgt∥∥∥∥( It1G|tˆ1×sˆIt2G|tˆ2×sˆ
)
− ItG|tˆ×sˆ
∥∥∥∥
2
≤ (Λt1 + Λt2)
[
εgreen + εaca ‖Bt,s‖2
+
∥∥∥Ĉt(R̂tĈt)−1R̂t∥∥∥
2
∥∥∥∥ĈtD̂∗tB∗t,s − ( Rt1G|tˆ1×sˆRt2G|tˆ2×sˆ
)∥∥∥∥
2
]
≤ (Λt1 + Λt2)
[
εgreen + εaca ‖Bt,s‖2
+
∥∥∥∥( Et1Et2
)∥∥∥∥
2
∥∥∥R̂t∥∥∥
2
∥∥∥∥ĈtD̂∗tB∗t,s − ÂB∗t,s + ÂB∗t,s − ( Rt1G|tˆ1×sˆRt2G|tˆ2×sˆ
)∥∥∥∥
2
]
,
welches mit Lemma 9.7 und wegen ‖R̂t‖2 ≤ 1 weiter abzuscha¨tzen ist durch∥∥∥∥( It1G|tˆ1×sˆIt2G|tˆ2×sˆ
)
− ItG|tˆ×sˆ
∥∥∥∥
2
≤ (Λt1 + Λt2)
[
εgreen + εaca ‖Bt,s‖2
+ Λt
(∥∥∥ĈtD̂∗t − Â∥∥∥
2
‖Bt,s‖2 +
∥∥∥∥( Rt1 Rt2
)∥∥∥∥
2
∥∥AtB∗t,s −G|tˆ×sˆ∥∥2)]
und mit (9.1) und (9.2) folgt schließlich∥∥∥∥( It1G|tˆ1×sˆIt2G|tˆ2×sˆ
)
− ItG|tˆ×sˆ
∥∥∥∥
2
≤ (Λt1 + Λt2)
[
εgreen + εaca ‖Bt,s‖2
+ Λt (εgreen + εaca ‖Bt,s‖2)
]
= (Λt1 + Λt2)(1 + Λt)(εgreen + εaca ‖Bt,s‖2) .
Dieses Ergebnis eingesetzt in (9.9) fu¨hrt zu∥∥G|tˆ×sˆ − ItG|tˆ×sˆ∥∥2 = ∥∥G|tˆ1×sˆ − It1G|tˆ1×sˆ∥∥2 + ∥∥G|tˆ2×sˆ − It2G|tˆ2×sˆ∥∥2
+ (Λt1 + Λt2)(1 + Λt)(εgreen + εaca ‖Bt,s‖2)
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und mit Anwendung der Induktionsvoraussetzung auf die ersten beiden Summanden
folgt
‖G|tˆ×sˆ − ItG|tˆ×sˆ‖2 ≤
∑
r∈Lt1
(1 + Λr)(εgreen + εaca‖Br,s‖2)
+
∑
r∈Tt1\Lt1
(1 + Λr)
 ∑
r′∈sons(r)
Λr′
 (εgreen + εaca‖Br,s‖2)
+
∑
r∈Lt2
(1 + Λr)(εgreen + εaca‖Br,s‖2)
+
∑
r∈Tt2\Lt2
(1 + Λr)
 ∑
r′∈sons(r)
Λr′
 (εgreen + εaca‖Br,s‖2)
+ (1 + Λt)(Λt1 + Λt2)(εgreen + εaca ‖Bt,s‖2) .
Da Lt1∪Lt2 = Lt und Tt1\Lt1∪Tt2\Lt2∪{t} = Tt\Lt gilt, la¨sst sich dies zusammenfassen
zu
‖G|tˆ×sˆ − ItG|tˆ×sˆ‖2 ≤
∑
t∈Lt
(1 + Λt)(εgreen + εaca‖Bt,s‖2)
+
∑
t∈Tt\Lt
(1 + Λt)
 ∑
t′∈sons(t)
Λt′
 (εgreen + εaca‖Bt,s‖2) .
Wie zu erwarten war, beinhaltet diese Fehlerschranke die Fehler der Green-Quadratur
εgreen, die Fehlertoleranz von ACA εaca und die Stabilita¨tskonstanten der Interpolations-
operatoren It. Die Norm von Bt,s kann dabei durch Konstanten abgescha¨tzt werden, wie
in Lemma 9.1 gezeigt wurde, so dass die Steuerung der Konvergenz an εgreen und εaca
festgemacht werden kann.
Analog zu Satz 9.8 kann auch der entsprechende Satz fu¨r Is formuliert werden.
Satz 9.9 (Fehlerabscha¨tzung fu¨r Is) Seien V und W die durch das Green-Hybrid-
Verfahren berechneten Clusterbasen und It und Is die entsprechenden Interpolationsop-
eratoren mit den Stabilita¨tskonstanten Λt und Λs. Dann gilt fu¨r b = (t, s) ∈ L+I×J
‖G|tˆ×sˆ −G|tˆ×sˆI∗s‖2 ≤
∑
s∈Ls
(1 + Λs)(εgreen + εaca‖At,s‖2)
+
∑
s∈Ts\Ls
(1 + Λs)
 ∑
s′∈sons(s)
Λs′
 (εgreen + εaca‖At,s‖2) .
Beweis. Analog zum Beweis von Satz 9.8.
Der Gesamtfehler setzt sich einfach aus den Fehlerschranken aus den Sa¨tzen 9.8 und
9.9 zusammen.
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Satz 9.10 (Gesamtfehler des Green-Hybrid-Verfahrens) Seien V und W die
durch das Green-Hybrid-Verfahren berechneten Clusterbasen und It und Is die
entsprechenden Interpolationsoperatoren mit den Stabilita¨tskonstanten Λt und Λs.
Dann gilt fu¨r alle b = (t, s) ∈ L+I×J∥∥G|tˆ×sˆ − ItG|tˆ×sˆI∗s∥∥2 ≤ ∥∥G|tˆ×sˆ − ItG|tˆ×sˆ∥∥2 + Λt ∥∥G|tˆ×sˆ −G|tˆ×sˆI∗s∥∥2 .
Beweis. Es gilt mit (9.6)∥∥G|tˆ×sˆ − ItG|tˆ×sˆI∗s∥∥2 = ∥∥G|tˆ×sˆ − ItG|tˆ×sˆ + ItG|tˆ×sˆ − ItG|tˆ×sˆI∗s∥∥2
≤ ∥∥G|tˆ×sˆ − ItG|tˆ×sˆ∥∥2 + ‖It‖2 ∥∥G|tˆ×sˆ −G|tˆ×sˆI∗s∥∥2
≤ ∥∥G|tˆ×sˆ − ItG|tˆ×sˆ∥∥2 + Λt ∥∥G|tˆ×sˆ −G|tˆ×sˆI∗s∥∥2 .
Wie bereits erwa¨hnt, ha¨ngt die Konvergenz im wesentlichen an εgreen und εaca und
damit daran, wie geschickt die einzelnen Eingabeparameter fu¨r den Algorithmus ge-
setzt werden. Wie genau sich die Wahl der verschiedenen Parameter m, `, δ der Green-
Quadratur und die Wahl der Fehlertoleranz εaca in der praktischen Anwendung auf die
Konvergenz auswirkt, wird in Kapitel 10 untersucht.
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Hybrid-Verfahren
In diesem Kapitel wird die theoretische Analyse des Green-Hybrid-Verfahrens aus dem
vorangegangenen Kapitel 9 um Analysen der praktischen Anwendung erga¨nzt.
Wie zuvor die Green-Quadratur-Methode ist auch das Green-Hybrid-Verfahren im
Rahmen der Programm-Bibliothek H2Lib implementiert worden.
Zur Anwendung fu¨r H-Matrizen gibt es in Abschnitt 10.1 eine Analyse im zweidimen-
sionalen sowie im dreidimensionalen Fall und ein paar relevante Vergleiche mit anderen
Verfahren. Dasselbe behandelt Abschnitt 10.2 im Falle der Anwendung auf H2-Matrizen.
Alle Experimente zum Hybrid-Verfahren wurden unter denselben technischen Rah-
menbedingungen wie die Experimente zum Green-Quadratur-Verfahren durchgefu¨hrt.
10.1 Hybrid-Verfahren fu¨r H-Matrizen
In Abschnitt 10.1.1 wird der Einfluss der verschiedenen Parameter des Hybrid-Verfahrens
auf seine Effizienz im zweidimensionalen Fall untersucht, um mit einer geeigneten Wahl
der Parameter Vergleiche zu anderen Verfahren anzustellen in Abschnitt 10.1.2.
Ein a¨hnliches Vorgehen fu¨r den dreidimensionalen Fall findet sich in den Abschnitten
10.1.3 mit der Effizienz-Analyse und 10.1.4 mit dem Vergleich zu anderen Methoden.
10.1.1 2D-Fall Analyse
In den folgenden Experimenten zum zweidimensionalen Fall wird zuna¨chst wie bereits
in Abschnitt 7.1.1, die Galerkin-Approximation der Kreis-Geometrie Ω behandelt.
Im ersten grundlegenden Experiment wird der Einfluss der wichtigsten Parameter der
beiden Einzel-Verfahren betrachtet: die Green-Quadraturordnung m und die Fehlertoler-
anz εaca der adaptiven Kreuzapproximation.
Abbildung 10.1 zeigt dazu die Ergebnisse auf dem Kreis mit n = 65 536 Freiheits-
graden. In der linken Teilabbildung werden fu¨r verschiedene εaca die Quadraturordnun-
gen m erho¨ht, wa¨hrend anders herum in der rechten Teilabbildung fu¨r verschiedene m die
Toleranz εaca erho¨ht wird. Dabei wird deutlich, dass das Variieren der Fehlertoleranz εaca
einen wesentlich sta¨rkeren Einfluss auf den vom Green-Hybrid-Verfahren produzierten
Fehler hat, als die Vera¨nderung der Green-Quadraturordnung m.
Außerdem kann man sehen, dass eine Quadraturordnung von m = 4 ausreicht, um
gute Genauigkeiten zu erreichen, und dass mit einer weiteren Erho¨hung von m nur
unwesentlich mehr erreicht werden kann.
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Abbildung 10.1: Kreis-Geometrie, n = 65 536: Green-Hybrid-Verfahren, δ = 0.5 diam,
` = 1, Rechteck-Parametrisierung, maximale Blattgro¨ße clf = 64, Ver-
gleich der Quadraturordnungen m (links) und der Fehlertoleranzen fu¨r
ACA εaca (rechts)
Aus diesem Grund ist fu¨r die folgenden Tabellen der Parameter m = 4 fest gewa¨hlt.
Die Tabellen zeigen die Entwicklung des Matrixapproximationsfehlers ‖G − G˜‖2 fu¨r
verschiedene ACA-Fehlertoleranzen εaca oder die fu¨r den Aufbau derH-Matrix beno¨tigte
Zeit bei verschiedenen Freiheitsgraden n.
εaca εaca εaca εaca εaca εaca εaca
n = 10−2 = 10−4 = 10−6 = 10−8 = 10−10 = 10−12 = 10−14
1024 4.68−07 1.33−08 1.41−10 4.93−13 8.72−15 2.57−16 2.64−18
2048 3.07−07 7.18−09 1.01−10 1.72−12 1.29−14 2.02−16 3.51−18
4096 2.06−07 5.71−09 8.91−11 9.93−13 9.15−15 1.32−16 3.03−18
8192 1.10−07 3.24−09 4.61−11 5.53−13 5.95−15 8.62−17 2.37−18
16384 6.16−08 1.62−09 3.42−11 4.60−13 3.62−15 5.31−17 1.18−18
32768 2.86−08 8.18−10 1.35−11 1.42−13 3.65−15 4.13−17 5.82−19
65536 1.49−08 4.60−10 8.38−12 8.71−14 1.63−15 2.52−17 3.18−19
131072 7.20−09 2.27−10 4.37−12 4.50−14 1.44−15 1.83−17 1.67−19
Tabelle 10.1: Approximationsfehler: ‖G− G˜‖2 fu¨r m = 4 und ` = 1 (SLP)
Tabelle 10.1 zeigt dabei die Fehlerentwicklung fu¨r das Einfachschichtpotential fu¨r ` = 1
und Tabelle 10.2 fu¨r ` = 2. Die jeweils zugeho¨rigen Zeiten sind in den Tabellen 10.3 und
10.4 zu finden.
Anhand dieser Tabellen kann bereits im zweidimensionalen Fall ein Vorteil gegenu¨ber
dem einfachen Green-Quadratur-Verfahren erkannt werden: Um eine bestimmte
Genauigkeit zu erreichen, ist eine deutlich ku¨rzere Berechnungszeit no¨tig. Dieser
Vorteil sowie der geringere Speicherbedarf im Vergleich zur Green-Quadratur wird in
Abschnitt 10.1.2 wieder aufgegriffen.
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εaca εaca εaca εaca εaca εaca εaca
n = 10−2 = 10−4 = 10−6 = 10−8 = 10−10 = 10−12 = 10−14
1024 1.91−07 2.55−09 1.08−11 1.16−13 6.92−15 8.28−18 4.25−19
2048 1.83−07 1.50−09 1.20−11 4.21−13 3.97−15 3.18−17 3.33−19
4096 1.06−07 8.66−10 8.63−12 1.57−13 1.96−15 2.31−17 1.69−19
8192 5.99−08 4.29−10 3.90−12 1.61−13 1.10−15 1.41−17 1.68−19
16384 3.14−08 2.29−10 2.10−12 7.62−14 7.09−16 1.31−17 1.03−19
32768 1.56−08 1.16−10 1.00−12 2.37−14 3.01−16 5.71−18 8.63−20
65536 8.00−09 6.26−11 4.79−13 9.69−15 1.56−16 2.12−18 5.38−20
131072 4.43−09 3.21−11 2.54−13 5.38−15 9.99−17 2.42−18 2.64−20
Tabelle 10.2: Approximationsfehler: ‖G− G˜‖2 fu¨r m = 4 und ` = 2 (SLP)
εaca εaca εaca εaca εaca εaca εaca
n = 10−2 = 10−4 = 10−6 = 10−8 = 10−10 = 10−12 = 10−14
1024 0.1 0.1 0.1 0.2 0.2 0.2 0.2
2048 0.3 0.3 0.3 0.4 0.4 0.4 0.5
4096 0.5 0.6 0.7 0.8 0.9 1.0 1.1
8192 1.2 1.5 1.7 1.9 2.2 2.4 2.6
16384 2.5 3.2 3.7 4.3 4.8 5.4 5.8
32768 5.6 7.2 8.3 9.6 10.9 12.2 13.0
65536 12.0 15.3 18.0 21.2 23.7 26.5 28.8
131072 26.2 33.7 39.1 46.0 50.8 57.1 62.3
Tabelle 10.3: Aufbau der H-Matrix in Sekunden fu¨r m = 4 und ` = 1 (SLP)
εaca εaca εaca εaca εaca εaca εaca
n = 10−2 = 10−4 = 10−6 = 10−8 = 10−10 = 10−12 = 10−14
1024 0.1 0.2 0.2 0.2 0.2 0.2 0.2
2048 0.3 0.4 0.4 0.5 0.5 0.6 0.6
4096 0.7 0.8 1.0 1.1 1.2 1.3 1.5
8192 1.5 1.9 2.2 2.5 2.8 3.1 3.4
16384 3.4 4.2 5.1 5.7 6.4 7.1 7.8
32768 7.5 9.7 11.5 12.8 14.3 16.0 17.4
65536 25.4 21.2 25.7 28.5 32.1 35.6 38.6
131072 36.2 46.2 56.9 63.5 71.7 79.9 87.1
Tabelle 10.4: Aufbau der H-Matrix in Sekunden fu¨r m = 4 und ` = 2 (SLP)
Das Hybrid-Verfahren ist natu¨rlich ebenso vorteilhaft auch auf das Doppelschichtpo-
tential anwendbar. Die entsprechende Fehlerentwicklung fu¨r ` = 1 ist in Tabelle 10.5
dargestellt und die zugeho¨rigen Zeiten in Tabelle 10.6.
Den direkten Vergleich zwischen SLP und DLP u¨ber die Green-Quadraturordnungen
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εaca εaca εaca εaca εaca εaca εaca
n = 10−2 = 10−4 = 10−6 = 10−8 = 10−10 = 10−12 = 10−14
1024 1.83−06 3.73−08 3.53−10 1.37−12 3.19−14 6.07−16 3.96−17
2048 9.24−07 1.88−08 1.82−10 1.71−12 4.27−14 1.11−15 5.08−17
4096 4.67−07 1.00−08 1.00−10 7.76−13 2.29−14 2.26−15 2.74−17
8192 2.28−07 4.98−09 5.14−11 4.67−13 1.34−14 5.12−16 2.59−17
16384 1.29−07 2.56−09 2.76−11 2.47−13 6.85−15 4.67−16 1.61−17
32768 5.69−08 1.28−09 1.31−11 1.69−13 3.28−15 2.26−16 1.03−17
65536 2.84−08 6.37−10 6.61−12 5.40−14 2.24−15 1.83−16 7.30−18
131072 1.46−08 3.38−10 3.38−12 4.11−14 8.78−16 6.72−17 9.07−18
Tabelle 10.5: Approximationsfehler: ‖G− G˜‖2 fu¨r m = 4 und ` = 1 (DLP)
εaca εaca εaca εaca εaca εaca εaca
n = 10−2 = 10−4 = 10−6 = 10−8 = 10−10 = 10−12 = 10−14
1024 0.1 0.1 0.1 0.1 0.1 0.1 0.1
2048 0.1 0.1 0.1 0.2 0.2 0.2 0.2
4096 0.2 0.3 0.3 0.3 0.4 0.4 0.4
8192 0.5 0.6 0.7 0.8 0.9 0.9 1.0
16384 1.3 1.4 1.6 1.7 2.1 2.3 2.3
32768 2.5 3.0 3.5 3.9 4.4 4.8 5.0
65536 5.8 6.7 7.9 8.7 9.7 10.7 11.1
131072 12.4 14.9 17.1 19.1 21.3 23.7 24.6
Tabelle 10.6: Aufbau der H-Matrix in Sekunden fu¨r m = 4 und ` = 1 (DLP)
m fu¨r n = 65 536 Freiheitsgrade zeigt Abbildung 10.2. Wie bei dem a¨hnlich aufgebauten
Vergleich, der fu¨r das einfache Green-Quadratur-Verfahren in Kapitel 7 angestellt wurde
und in Abbildung 7.2 dargestellt ist, zeigt die linke Teilabbildung der Abbildung 10.2
die Fehlerkurven fu¨r ` = 1 u¨ber verschiedene Quadraturordnungen m und die rechte
Teilabbildung entsprechend fu¨r ` = 2.
Anders als bei der Green-Quadratur ist hier zu beobachten, dass die Kurven nur
anfangs bei sehr kleinen Quadraturordnungen stark abfallen, spa¨ter jedoch eine ho¨here
Quadraturordnung kaum noch zu einer Verbesserung des Fehlers beitra¨gt. Wie bereits
festgestellt, reicht auf der Kreis-Geometrie eine Quadraturordnung von m = 4 bis m = 5
aus.
Abbildung 10.3 zeigt die Zeit in Sekunden, die das Green-Hybrid-Verfahren bei wach-
sender Problemgro¨ße auf der Kreis-Geometrie pro einzelnem Freiheitsgrad beno¨tigt.
Dabei ist in der linken Teilabbildung die Kurve zu SLP und im rechten die zu DLP,
jeweils fu¨r ` = 1, dargestellt.
Wie schon bei dem Green-Quadratur-Verfahren ist auch hier bei dem Hybrid-
Verfahren zu sehen, dass die Kurve zum Einfachschichtpotential sta¨rker ansteigt, als die
zum Doppelschichtpotential. Das liegt daran, dass bei SLP sich der zeitaufwa¨ndig zu
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Abbildung 10.2: Kreis-Geometrie, n = 65 536: Green-Hybrid-Verfahren mit Rechteck-
Parametrisierung und δ = 0.5 diam, maximale Blattgro¨ße clf = 64,
l = 1 (links) und l = 2 (rechts) und der Fehlertoleranz εaca = 10
−12
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Abbildung 10.3: Kreis-Geometrie: Green-Hybrid-Verfahren mit Rechteck-Parametri-
sierung und δ = 0.5 diam, maximale Blattgro¨ße clf = 64, Zeit pro
Freiheitsgrad fu¨r ein festes m = 4 und ein festes εaca = 10
−12 fu¨r SLP
(links) und DLP (rechts)
berechnende logarithmische Term in der zweidimensionalen Kernfunktion auch in dem
hybriden Verfahren bemerkbar macht.
Daru¨ber hinaus ist in diesen Teilabbildungen durch die logarithmisch dargestellten x-
Achsen auch das logarithmische Wachstum der Kurven deutlich zu erkennen. Es verha¨lt
sich in etwa ∼ log n und besta¨tigt damit noch einmal die theoretischen Vorhersagen.
Ein Parameter des Hybrid-Verfahrens verdient noch genauere Untersuchung, und zwar
δ. Der Abstand δ zwischen der jeweiligen Bounding Box Bτ und dem Rand Ξ des darum
gelegten Normalengebiets Θ wurde fu¨r das Green-Quadratur-Verfahren am besten auf
δ = 12 diammax(Bτ ) festgelegt.
Im Fall des hybriden Verfahrens jedoch kann man beobachten, dass mit einem gro¨ßeren
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Abbildung 10.4: Kreis-Geometrie, n = 65 536: Green-Hybrid-Verfahren mit Rechteck-
Parametrisierung, maximaler Blattgro¨ße clf = 64 fu¨r ein festes m = 4,
` = 1 sowie ein festes εaca = 10
−12 und verschiedene Delta δ :
Genauigkeit (links) und Matrixgro¨ße (rechts)
δ bessere Ergebnisse erzielt werden. In Abbildung 10.4 sind die Fehlerverla¨ufe und der
Speicherbedarf fu¨r SLP und DLP auf der Kreis-Geometrie mit n = 65 536 fu¨r variierende
δ zu sehen. Dabei fa¨llt auf, dass Fehler und Speicherbedarf bei δ = diammax(Bτ ) fu¨r das
Einfach- wie auch das Doppelschichtpotential minimal wird.
Anschaulich wu¨rde das bedeuten, dass der Rand des Normalengebiets, u¨ber den in-
tegriert wird, die jeweils andere Bounding Box Bσ beru¨hren du¨rfte. Das kommt daher,
dass die Zula¨ssigkeitsbedingung (4.13) genutzt wird und damit δ = diammax(Bτ ) ≤
distmax(Bτ ,Bσ) gilt.
Erstaunlicherweise kann man in einzelnen Fa¨llen sogar mit einem noch gro¨ßeren δ gute
Resultate erzielen. Wie diese Tatsache jedoch in die in dieser Arbeit vorgestellte Theorie
passt, ist bisher nicht ganz klar und damit Gegenstand weiterer Forschung auf diesem
Gebiet.
Nach dem letzten numerischen Experiment in diesem Abschnitt ist also δ =
diammax(Bτ ) fu¨r das Hybrid-Verfahren die optimale Wahl. Daher wird δ fu¨r die
restlichen Experimente im zweidimensionalen Fall mit diesem Wert getestet, so dass die
Vergleiche im Abschnitt 10.1.2 mit den jeweils bestmo¨glichen Ergebnissen der Verfahren
durchgefu¨hrt werden.
10.1.2 2D-Fall Vergleiche
Die Auswirkungen der einzelnen Parameter des Green-Hybrid-Verfahrens auf dessen
Konvergenzverhalten im zweidimensionalen Fall sind ausreichend untersucht worden.
In diesem Abschnitt geht es nun um die Vergleichbarkeit mit anderen Verfahren. Nahe-
liegend ist dabei, zuna¨chst mit dem einfachen Green-Quadratur-Verfahren zu verglei-
chen.
Abbildung 10.5 zeigt das Resultat eines solchen Vergleichs auf der Kreis-Geometrie
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Abbildung 10.5: Kreis-Geometrie, n = 65 536: Green-Quadratur-Methode im Vergleich
zum Hybrid-Verfahren, beides mit Rechteck-Parametrisierung, maxi-
maler Blattgro¨ße clf = 64 fu¨r ` = 1, ein festes m = 4 fu¨r die Hybrid-
Methode und verschiedene δ : Speicherbedarf (links) und Zeiten (rechts)
mit n = 65 536 Freiheitsgraden. Getestet wurde das Green-Quadratur-Verfahren mit
δ = 12 diammax(Bτ ) und das Hybrid-Verfahren einmal ebenfalls mit δ = 12 diammax(Bτ )
und einmal mit δ = diammax(Bτ ). Die linke Teilabbildung der Abbildung 10.5 zeigt
den Speicherbedarf und die rechte Teilabbildung die beno¨tigte Zeit, um eine gewisse
Genauigkeit zu erreichen.
Es ist sofort erkennbar, dass das Hybrid-Verfahren dem einfachen Green-Quadratur-
Verfahren weit u¨berlegen ist, ganz besonders in Hinblick auf die Gro¨ße der ent-
standenen H-Matrix im Speicher. Außerdem ist erneut zu sehen, dass die Wahl von
δ = diammax(Bτ ) fu¨r das Hybrid-Verfahren zu noch besseren Resultaten fu¨hrt.
Also besta¨tigen die praktischen Tests die theoretischen Erwartungen, dass mit dem
Green-Hybrid-Verfahren der Ansatz der Green-Quadratur zu einem sehr viel effizienteren
Verfahren gemacht wird.
Wie gut dieses effizientere Hybrid-Verfahren gegen die ga¨ngigen Verfahren wie Inter-
polation, Kreuzapproximation oder die Multipol-Methode aussieht, ist Gegenstand des
na¨chsten Experiments.
Wie bereits in Abschnitt 7.1.2 wird dafu¨r die kompliziertere zweidimensionale Geo-
metrie der Hilbertkurve der Ordnung 8 genutzt, das heißt mit n = 216−1 = 65 535
Freiheitsgraden.
Abbildung 10.6 zeigt die Gro¨ße der aufgebauten H-Matrix gegenu¨ber dem relativen
Fehler in der linken Teilabbildung und die dazu beno¨tigte Zeit in der rechten Teilabbil-
dung.
Es sind die Kurven fu¨r das Hybrid-Verfahren mit einmal der Quadraturordnung m = 4
und einmal mit m = 8 zu sehen, so wie die Kurven fu¨r die Interpolation, die adaptive
Kreuzapproximation mit partieller Pivotierung und der Multipol-Methode.
Einerseits ist dabei zu beobachten, dass, wa¨hrend m = 4 auf der Kreis-Geometrie
ausreichte, auf der komplizierteren Geometrie m = 8 no¨tig ist, damit das Green-Hybrid-
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Abbildung 10.6: Hilbertkurven-Geometrie, n = 65 535: Green-Hybrid-Verfahren mit
Rechteck-Parametrisierung, maximaler Blattgro¨ße clf = 64 fu¨r einmal
ein festes m = 4 und einmal ein festes m = 8, ` = 1 und δ = diam im
Vergleich zur Interpolation, zu ACA mit partieller Pivotierung und der
Multipol-Methode: Speicherbedarf (links) und Zeiten (rechts)
Verfahren die volle Genauigkeit erreichen kann.
Andererseits kann das Hybrid-Verfahren mit m = 8 mit dem speichergu¨nstigsten Ver-
fahren ACA mithalten, ist dabei aber ein klein wenig langsamer. Dabei sei wieder betont,
dass es sich bei dem Green-Hybrid-Verfahren um ein beweisbares Verfahren handelt,
welches bei ACA mit partieller Pivotierung nicht der Fall ist.
Gegenu¨ber der Multipol-Methode hat das Hybrid-Verfahren einen wesentlichen Spei-
chervorteil, ist dafu¨r aber nur in etwa halb so schnell.
Das Hybrid-Verfahren ist in Speicherbedarf sowie Zeit der Interpolation weit
u¨berlegen.
Damit wurde das gewu¨nschte Ziel erreicht, mit dem Green-Hybrid-Verfahren ein
konkurrenzfa¨higes, effizientes Verfahren zu konstruieren.
Ob sich diese Eigenschaften auch im dreidimensionalen Fall zeigen, ist Gegenstand der
folgenden Abschnitte 10.1.3 und 10.1.4.
10.1.3 3D-Fall Analyse
Die Analyse fu¨r das Green-Hybrid-Verfahren im dreidimensionalen Fall wird analog zur
Vorgehensweise im zweidimensionalen Fall durchgefu¨hrt.
Dazu wird als erstes der Einfluss der Parameter der Green-Quadraturordnung m und
der Fehlertoleranz εaca auf der Kugel-Geometrie Ω mit n = 131 072 Freiheitsgraden un-
tersucht. In der linken Teilabbildung von Abbildung 10.7 ist dargestellt, wie die Ergeb-
niskurven fu¨r verschiedene Toleranzen εaca sich bei Variation der Quadraturordnung m
verhalten. In der rechten Teilabbildung wird andersherum fu¨r die Kurven zu verschiede-
nen m das εaca variiert.
Diese Teilabbildungen besta¨tigen, dass auch im dreidimensionalen Fall der Einfluss von
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Abbildung 10.7: Kugel-Geometrie, n = 131 072: Green-Hybrid-Verfahren, δ = 0.5 diam,
` = 1, Quader-Parametrisierung, maximale Blattgro¨ße clf = 128, Ver-
gleich der Quadraturordnungen m (links) und der Fehlertoleranzen fu¨r
ACA εaca (rechts)
εaca auf die Konvergenz des Hybrid-Verfahrens ein gro¨ßerer ist als der von m. Daru¨ber
hinaus ist zu erkennen, dass hier eine Quadraturordnung von m = 8 ausreicht, um gute
Genauigkeiten zu erhalten.
Also ist m = 8 festgesetzt und εaca variiert in den folgenden Tabellen. Es wird zuna¨chst
wieder mit δ = 12 diammax(Bτ ) getestet, um den theoretischen U¨berlegungen gerecht zu
werden.
εaca εaca εaca εaca εaca εaca εaca
n = 10−2 = 10−4 = 10−6 = 10−8 = 10−10 = 10−12 = 10−14
2048 1.07−06 1.00−08 8.47−11 − − − −
4608 4.98−07 5.45−09 4.07−11 2.50−13 4.90−16 − −
8192 5.87−07 4.94−09 4.66−11 2.57−13 2.39−15 9.31−17 2.24−18
18432 3.09−07 2.75−09 2.91−11 2.29−13 2.32−15 1.63−16 3.90−18
32768 2.04−07 1.88−09 1.81−11 1.54−13 2.04−15 7.59−17 3.21−18
73728 9.48−08 8.42−10 9.52−12 8.81−14 1.16−15 3.06−17 1.29−18
131072 5.98−08 4.85−10 5.53−12 6.06−14 6.87−16 1.84−17 8.16−19
156800 4.77−08 4.27−10 4.94−12 5.32−14 5.04−16 1.50−17 7.40−19
Tabelle 10.7: Approximationsfehler: ‖G− G˜‖2 fu¨r m = 8 und ` = 1 (SLP)
Tabelle 10.7 zeigt die Entwicklung des Matrixapproximationsfehlers ‖G− G˜‖2 fu¨r das
Einfachschichtpotential und ` = 1 und Tabelle 10.8 liefert die zugeho¨rigen Zeiten.
Es wird an dieser Stelle auf weitere Tests mit ` = 2 oder mehr verzichtet. In vorange-
gangenen Experimenten hat sich ` = 1 als die beste Wahl herausgestellt, obwohl die
Theorie nach Satz 6.10 forderte, dass ` > c0 ≥ 1 fu¨r die exponentielle Konvergenz no¨tig
ist und damit zu vermuten war, dass ` = 2 vorteilhafter ausfallen mu¨sste.
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εaca εaca εaca εaca εaca εaca εaca
n = 10−2 = 10−4 = 10−6 = 10−8 = 10−10 = 10−12 = 10−14
2048 2.4 2.7 2.9 − − − −
4608 10.2 12.1 14.2 15.0 15.2 − −
8192 21.7 29.4 38.0 43.8 46.4 47.9 40.0
18432 67.6 95.1 132.8 166.1 191.1 209.0 219.7
32768 139.7 213.4 306.5 401.8 484.1 547.4 600.9
73728 394.5 630.7 920.8 1257.2 1572.7 1883.8 2187.2
131072 840.6 1387.7 2038.7 2857.2 3667.0 4404.1 5040.8
156800 1047.0 1728.9 2558.7 3609.8 4643.9 5627.0 6587.9
Tabelle 10.8: Aufbau der H-Matrix in Sekunden fu¨r m = 8 und ` = 1 (SLP)
εaca εaca εaca εaca εaca εaca εaca
n = 10−2 = 10−4 = 10−6 = 10−8 = 10−10 = 10−12 = 10−14
2048 1.04−06 2.24−08 − − − − −
4608 7.57−07 7.86−09 3.82−11 5.56−13 − − −
8192 6.68−07 7.85−09 6.62−11 1.75−11 8.53−13 2.23−13 3.94−15
18432 3.10−07 3.92−09 3.68−11 2.65−12 2.66−12 2.33−12 1.27−12
32768 2.02−07 2.60−09 2.69−11 9.75−13 1.00−12 1.17−12 7.80−13
73728 1.00−07 1.08−09 2.07−11 1.98−13 7.90−14 7.65−14 8.26−14
131072 4.91−08 7.83−10 1.66−11 1.45−13 2.36−14 2.45−14 3.00−14
156800 4.29−08 6.13−10 1.49−11 1.29−13 1.42−14 2.27−14 2.91−14
Tabelle 10.9: Approximationsfehler: ‖G− G˜‖2 fu¨r m = 8 und ` = 1 (DLP)
Die na¨chsten beiden Tabellen zeigen die Resultate, die das Green-Hybrid-Verfahren
im dreidimensionalen Fall fu¨r das Doppelschichtpotential liefert. In Tabelle 10.9 ist der
Approximationsfehler zu sehen und in Tabelle 10.10 die entsprechenden Zeiten.
Dabei ist ein weiteres Mal zu beobachten, dass fu¨r DLP mit derselben Wahl der
Quadraturordnung m = 8 nicht die gleichen Genauigkeiten wie fu¨r SLP erreicht werden
ko¨nnen. Um fu¨r DLP auf a¨hnlich gute Fehlerwerte wie bei SLP in Tabelle 10.7 zu kom-
men, wa¨re eine ho¨here Quadraturordnung von etwa m = 10 notwendig. Dadurch wu¨rden
dann aber auch die Berechnungszeiten steigen.
In der na¨chsten Abbildung 10.8 ist die bei wachsender Problemgro¨ße ansteigende
Berechnungszeit des Hybrid-Verfahrens pro Freiheitsgrad dargestellt, links fu¨r das Ein-
fachschichtpotential und rechts fu¨r das Doppelschichtpotential.
Im dreidimensionalen Fall steigen die Kurven steiler an als im zweidimensionalen Fall.
Wa¨hrend zuvor ein Wachstum von ∼ log n zu beobachten war, verhalten sich hier die
Kurven eher ∼ (log n)2, welches aber durch die Konstruktion des Verfahrens zu erwarten
war.
Zuletzt in diesem Abschnitt wird der Einfluss des Parameters δ nun auch fu¨r den
dreidimensionalen Fall untersucht. Auch in diesem Fall wurde δ zuvor fu¨r die Theorie auf
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εaca εaca εaca εaca εaca εaca εaca
n = 10−2 = 10−4 = 10−6 = 10−8 = 10−10 = 10−12 = 10−14
2048 2.7 3.1 − − − − −
4608 11.8 14.6 16.1 16.5 − − −
8192 25.4 37.4 45.3 49.3 51.2 52.5 53.2
18432 80.2 125.8 166.0 198.4 219.6 233.8 242.2
32768 168.0 285.6 397.0 494.5 571.9 629.0 681.7
73728 474.8 847.1 1221.7 1592.9 1919.4 2227.7 2480.8
131072 1011.7 1866.0 2764.4 3712.1 4529.0 5277.6 5910.1
156800 1265.0 2320.3 3475.4 4663.5 5749.0 6865.2 7851.6
Tabelle 10.10: Aufbau der H-Matrix in Sekunden fu¨r m = 8 und ` = 1 (DLP)
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Abbildung 10.8: Kugel-Geometrie: Green-Hybrid-Verfahren mit Quader-Parametri-
sierung, δ = 0.5 diam, maximale Blattgro¨ße clf = 128, Zeit pro Frei-
heitsgrad fu¨r ein festes m = 8 und ein festes εaca = 10
−12 fu¨r SLP
(links) und DLP (rechts)
δ = 12 diammax(Bτ ) festgelegt. Abbildung 10.9 zeigt jedoch, dass auch hier ein gro¨ßeres
δ zu besseren Resultaten fu¨hrt.
So ist der Matrixapproximationsfehler fu¨r SLP bei δ = 910 diammax(Bτ ) am kleinsten,
wa¨hrend es bei DLP aber keinen großen Unterschied macht, solange δ nicht kleiner als
1
10 diammax(Bτ ) ist, wie in der linken Teilabbildung der Abbildung 10.9 erkennbar ist.
Beim Speicherbedarf macht die Wahl von δ einen großen Unterschied fu¨r SLP und DLP
aus. Sehr deutlich zu sehen ist in der rechten Teilabbildung der Abbildung, dass sowohl
die Kurve zum Einfach- als auch die zum Doppelschichtpotential bei δ = diammax(Bτ )
ihr Maximum erreicht.
Damit wird auch im dreidimensionalen Fall fu¨r die im na¨chsten Abschnitt 10.1.4 fol-
genden vergleichenden Experimente δ = diammax(Bτ ) festgelegt als optimale von der
Theorie unterstu¨tzte Wahl des Parameters.
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Abbildung 10.9: Kugel-Geometrie, n = 131 072: Green-Hybrid-Verfahren mit Quader-
Parametrisierung, maximaler Blattgro¨ße clf = 128 fu¨r ein festes m = 8,
` = 1 sowie ein festes εaca = 10
−12 und verschiedene δ : Genauigkeit
(links) und Matrixgro¨ße (rechts)
10.1.4 3D-Fall Vergleiche
Nach der Analyse des Green-Hybrid-Verfahrens in Bezug auf den Einfluss seiner Parame-
ter auf das Konvergenzverhalten folgt nun auch im dreidimensionalen Fall der Vergleich
zu anderen Verfahren.
Ein weiteres Mal wird zuerst mit dem einfachen Green-Quadratur-Verfahren ver-
glichen. Getestet wurden beide Verfahren auf der Kugel-Geometrie als Ω mit n = 131 072
Freiheitsgraden.
Die Resultate sind in Abbildung 10.10 zu sehen, die Matrixgro¨ßen im Speicher in der
linken Teilabbildung und die entsprechenden Zeiten des Matrixaufbaus in der rechten
Teilabbildung.
Wie bereits im zweidimensionalen Fall stellt das Hybrid-Verfahren eine erhebliche
Verbesserung gegenu¨ber dem Green-Quadratur-Verfahren dar. Da gerade der drei-
dimensionale Fall das Problem bei dem einfachen Verfahren war, ist dieses Ergebnis
recht bemerkenswert.
Ob die Verbesserung jedoch ausreicht, um das Ziel der Konkurrenzfa¨higkeit gegenu¨ber
der Kreuzapproximation und der Interpolation auch im dreidimensionalen Fall zu er-
reichen, ist Gegenstand des na¨chsten Experiments.
Dazu wurde eine komplexere Geometrie bemu¨ht, um unrealistische Effekte zu vermei-
den, die bei einem Vergleich der Verfahren auf der eventuell zu simplen Kugel-Geometrie
auftreten ko¨nnten.
Das Gebiet Ω ist hier als die Kurbelwelle gewa¨hlt, wie sie in Abbildung 10.11
dargestellt ist. In der Abbildung ist diese allerdings der Anschaulichkeit wegen mit nur
25 744 Dreiecken abgebildet, wa¨hrend die Anzahl der Freiheitsgrade im Experiment auf
n = 102 976 verfeinert ist. Das Gitter der Kurbelwelle wurde mit dem Paket netgen von
Joachim Scho¨berl erzeugt.
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Abbildung 10.10: Kugel-Geometrie, n = 131 072: Green-Hybrid-Verfahren mit Quader-
Parametrisierung, maximaler Blattgro¨ße clf = 128 fu¨r ein festes
m = 8, ` = 1, δ = 1.0 u¨ber verschiedene εaca gegenu¨ber dem Green-
Quadratur-Verfahren mit : clf = 2k, ` = 1, δ = 0.5 u¨ber verschiedene
m: Genauigkeit (links) und Zeit (rechts)
Abbildung 10.11: Kurbelwelle, Darstellung mit 25 744 Dreiecken
Die Resultate fu¨r das Green-Hybrid-Verfahren mit den Quadraturordnungen m = 8
und m = 12, der Interpolation und der adaptiven Kreuzapproximation mit partieller
Pivotierung auf dieser Kurbelwellen-Geometrie sind in Abbildung 10.12 zu sehen.
Dabei zeigt sich zuna¨chst, dass hier die Quadraturordnung m = 8 fu¨r das Hybrid-
Verfahren eine gute Wahl ist. Die Vermutung, dass auf einer komplizierteren Geometrie
eine ho¨here Quadraturordnung notwendig wird, als im zweidimensionalen Fall anhand
der Hilbertkurven-Geometrie zu beobachten war, trifft hier nicht zu. Eine Erho¨hung der
Quadraturordnung auf m = 12 bringt zwar ein wenig mehr Genauigkeit, jedoch zu dem
Preis einer deutlich la¨ngeren Berechnungszeit.
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Abbildung 10.12: Kurbelwellen-Geometrie, n = 102 986: Green-Hybrid-Verfahren mit
Quader-Parametrisierung, maximaler Blattgro¨ße clf = 128 einmal fu¨r
ein festes m = 8 und einmal fu¨r ein festes m = 12, ` = 1, δ = 1.0
im Vergleich zur Interpolation und ACA mit partieller Pivotierung:
Speicherbedarf (links) und Zeit (rechts)
Mit welcher Quadraturordnung auch immer, die Hoffnung an ACA mit partieller Pi-
votierung heran zu kommen, erfu¨llt sich bei dem Hybrid-Verfahren fu¨r gewo¨hnliche H-
Matrizen leider nicht. ACA beno¨tigt nur in etwa die Ha¨lfte des Speichers und ist dazu
noch wesentlich schneller.
An dieser Stelle kann man dem Green-Hybrid-Verfahren zugute halten, dass es auf
recht elegante Weise aufH2-Matrizen zu u¨bertragen ist, wie in Kapitel 8.2 gezeigt wurde.
Dieses ist fu¨r ACA aber nicht ohne Weiteres mo¨glich.
Gegen die Interpolation hingegen kann sich das Green-Hybrid-Verfahren gut be-
haupten. Es beno¨tigt weniger als die Ha¨lfte an Speicher und ist dabei (zumindest fu¨r
m = 8) sogar noch ein klein wenig schneller als die Interpolation.
Insgesamt sehen die Ergebnisse fu¨r das Green-Hybrid-Verfahren aber auch im dreidi-
mensionalen Fall zufriedenstellend aus.
Es ist eine große Verbesserung gegenu¨ber dem einfachen Green-Hybrid-Verfahren zu
erkennen, das ja im dreidimensionalen Fall eher als entta¨uschend einzustufen war. Viel
wichtiger ist jedoch, dass es in einem vergleichbaren Rahmen mit anderen ga¨ngigen
Verfahren liegt.
Weitere Verbesserungen des Verfahrens, wie zum Beispiel die Ausnutzung der engen
Verbindung zwischen Neumann- und Dirichlet-Werten, ko¨nnten dazu beitragen, dass das
Verfahren auch mit der Kreuzapproximation gleichziehen oder sogar noch besser werden
ko¨nnte.
Diese Weiterentwicklungen des Green-Quadratur-Ansatzes sind jedoch nicht mehr
Gegenstand dieser Arbeit.
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10.2 Hybrid-Verfahren fu¨r H2-Matrizen
Dass sich das Green-Hybrid-Verfahren ohne gro¨ßere Probleme aufH2-Matrizen erweitern
la¨sst, wurde in Kapitel 8.2 vorgefu¨hrt. Die Implementierung in der H2Lib wurde dem-
entsprechend angepasst, so dass das Hybrid-Verfahren auch fu¨r H2-Matrizen getestet
werden kann.
Mit den Erkenntnissen aus dem vorangegangenen Abschnitt 10.1 u¨ber die Auswirkun-
gen der einzelnen Parameter auf die Konvergenz des Verfahrens, kann fu¨r diesen Ab-
schnitt hier sofort δ = diammax(Bτ ) fest gesetzt werden. Außerdem wird auf zusam-
mengesetzte Quadratur verzichtet und nur noch ` = 1 betrachtet.
Es folgen numerische Experimente zum zweidimensionalen Fall in Abschnitt 10.2.1
und danach zum dreidimensionalen Fall in Abschnitt 10.2.2.
10.2.1 2D-Fall
Die numerischen Tests fu¨r das Verfahren fu¨rH2-Matrizen im zweidimensionalen Fall wer-
den auf den bereits verwendeten Geometrien fu¨r Ω, also den Kreis und die Hilbertkurve,
durchgefu¨hrt.
Als Erstes ist natu¨rlich interessant, wieviel besser das Green-Hybrid-Verfahren fu¨r
H2-Matrizen gegenu¨ber dem fu¨r H-Matrizen ist.
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Abbildung 10.13: Kreis-Geometrie, n = 65 536: Green-Hybrid-Verfahren mit Rechtecks-
Parametrisierung, maximaler Blattgro¨ße clf = 64 fu¨r ein festes m =
4, ` = 1, δ = 1.0 im Vergleich zu dem Green-Hybrid-Verfahren auf
H2-Matrizen mit denselben Parametern und ACA mit partieller Pi-
votierung: Speicherbedarf (links) und Zeit (rechts)
Dazu wurde das Verfahren auf der Kreis-Geometrie mit n = 65 536 Freiheitsgraden
einmal fu¨r H2-Matrizen und einmal fu¨r H-Matrizen laufen gelassen. Zum Vergleich wird
noch einmal die adaptive Kreuzapproximation mit partieller Pivotsuche dagegen gehal-
ten.
Abbildung 10.13 zeigt die Resultate zu diesem Vergleich. In der linken Teilabbildung
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der Abbildung sind die Matrixgro¨ßen im Speicher dargestellt und in der rechten Teilab-
bildung die zugeho¨rigen Zeiten des Matrixaufbaus.
Es ist zu erkennen, dass das Hybrid-Verfahren fu¨r H2-Matrizen nur etwa ein Viertel
des Speichers beno¨tigt, den das Verfahren fu¨r H-Matrizen braucht und nur ein Drittel
des Speicherbedarfs von ACA mit partieller Pivotierung. Dabei ist es auch noch in etwa
doppelt so schnell wie ACA.
Dieses erfreuliche Ergebnis zugunsten des Hybrid-Verfahrens fu¨rH2-Matrizen soll auch
nochmal in Form von Tabellen festgehalten werden.
So zeigt Tabelle 10.11 den Approximationsfehler ‖G − G˜‖2 fu¨r das Einfachschicht-
potential fu¨r eine feste Quadraturordnung m = 4 und Tabelle 10.12 die zugeho¨rigen
Berechnungszeiten.
εaca εaca εaca εaca εaca εaca εaca
n = 10−2 = 10−4 = 10−6 = 10−8 = 10−10 = 10−12 = 10−14
1024 5.59−07 2.44−09 2.92−11 1.91−13 2.01−15 5.14−17 5.69−19
2048 5.70−07 1.83−09 2.56−11 1.20−13 2.02−15 1.97−17 1.69−19
4096 3.64−07 1.35−09 1.36−11 1.01−13 1.16−15 4.45−17 1.75−19
8192 2.23−07 9.91−10 9.46−12 5.03−14 8.73−16 2.38−17 1.77−19
16384 1.29−07 6.34−10 5.37−12 3.42−14 4.87−16 1.45−17 1.15−19
32768 6.72−08 3.51−10 2.48−12 2.04−14 2.69−16 7.14−18 6.75−20
65536 3.43−08 1.94−10 1.62−12 1.15−14 1.36−16 3.98−18 3.77−20
131072 1.77−08 9.90−11 8.15−13 6.93−15 8.41−17 2.19−18 1.98−20
Tabelle 10.11: Approximationsfehler der H2-Matrix: ‖G− G˜‖2 fu¨r m = 4, ` = 1 (SLP)
εaca εaca εaca εaca εaca εaca εaca
n = 10−2 = 10−4 = 10−6 = 10−8 = 10−10 = 10−12 = 10−14
1024 0.1 0.1 0.1 0.1 0.1 0.1 0.1
2048 0.2 0.3 0.2 0.2 0.2 0.2 0.2
4096 0.3 0.3 0.3 0.3 0.3 0.4 0.4
8192 0.6 0.6 0.6 0.7 0.7 0.8 0.8
16384 1.1 1.2 1.2 1.3 1.4 1.5 1.6
32768 2.3 2.4 2.5 2.7 2.8 3.1 3.3
65536 4.5 4.8 5.0 5.5 5.7 6.1 6.5
131072 9.6 9.7 10.2 10.9 11.5 12.7 13.2
Tabelle 10.12: Aufbau der H-Matrix in Sekunden fu¨r m = 4 und ` = 1 (SLP)
Die Ergebnisse fu¨r das Doppelschichtpotential sind in den Tabellen 10.13 (Approxi-
mationsfehler) und 10.14 (Berechnungszeit) zu finden. Diese sehen ebenso gut aus, wie
die zum Einfachschichtpotential.
Es bleibt noch eine Gegenu¨berstellung mit einem Verfahren, das ebenfalls fu¨r H2-
Matrizen anwendbar ist, na¨mlich der Interpolation.
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εaca εaca εaca εaca εaca εaca εaca
n = 10−2 = 10−4 = 10−6 = 10−8 = 10−10 = 10−12 = 10−14
1024 1.70−06 1.48−08 1.66−10 1.74−12 2.45−14 2.95−16 3.40−18
2048 1.13−06 8.38−09 9.52−11 1.25−12 9.75−15 1.43−16 1.99−18
4096 6.31−07 6.72−09 6.78−11 8.27−13 7.82−15 1.35−16 1.50−18
8192 3.96−07 4.39−09 3.30−11 4.77−13 7.51−15 8.09−17 1.11−18
16384 2.10−07 2.70−09 2.05−11 2.31−13 8.07−15 7.35−17 1.01−18
32768 1.16−07 1.50−09 1.09−11 1.35−13 4.25−15 4.23−17 7.73−19
65536 5.67−08 7.51−10 5.54−12 8.26−14 1.69−15 2.65−17 4.72−19
131072 3.07−08 4.16−10 3.36−12 4.37−14 8.82−16 1.59−17 3.17−19
Tabelle 10.13: Approximationsfehler der H2-Matrix: ‖G− G˜‖2 fu¨r m = 4, ` = 1 (DLP)
εaca εaca εaca εaca εaca εaca εaca
n = 10−2 = 10−4 = 10−6 = 10−8 = 10−10 = 10−12 = 10−14
1024 0.0 0.0 0.0 0.0 0.0 0.0 0.0
2048 0.1 0.1 0.1 0.1 0.1 0.1 0.1
4096 0.1 0.1 0.1 0.1 0.1 0.2 0.2
8192 0.2 0.2 0.2 0.3 0.3 0.3 0.3
16384 0.4 0.5 0.5 0.5 0.6 0.6 0.7
32768 0.8 0.9 1.0 1.0 1.1 1.3 1.4
65536 1.7 1.8 2.0 2.1 2.3 2.5 2.9
131072 3.8 3.7 4.0 4.4 4.7 5.3 6.0
Tabelle 10.14: Aufbau der H-Matrix in Sekunden fu¨r m = 4 und ` = 1 (DLP)
Erneut wird fu¨r dieses Vergleichsexperiment die Hilbertkurven-Geometrie der Ord-
nung 8, also mit n = 216−1 = 65 535 Freiheitsgraden fu¨r Ω genutzt.
Abbildung 10.14 zeigt die Kurven zum Green-Hybrid-Verfahren fu¨r H2-Matrizen fu¨r
die Quadraturordnungen m = 4 und m = 8 und die der Interpolation fu¨r H2-Matrizen.
In der linken Teilabbildung sind dabei die Speicheranforderungen und in der rechten
Teilabbildung die entsprechenden Berechnungszeiten zu sehen.
Zuna¨chst ist zu erkennen, dass eine Quadraturordnung von m = 4 auf der Hilbertkurve
nicht ausreicht, wie auch schon fru¨here Experimente gezeigt haben. Mit der Quadratur-
ordnung m = 8 sind jedoch sehr gute Resultate zu erzielen: So gut, dass ab einer
Genauigkeit von etwa 10−7 das Hybrid-Verfahren um ein Vielfaches (zwei- bis fu¨nf-
faches) besser als die Interpolation ist. Es beno¨tigt wesentlich weniger Speicher und ist
deutlich schneller, als die Interpolation.
Also kann die Anwendung des Green-Hybrid-Verfahrens auf H2-Matrizen zumindest
im zweidimensionalen Fall als Erfolg gewertet werden. Im na¨chsten Abschnitt 10.2.2
zeigt sich dann, ob das auch im praxisrelevanteren dreidimensionalen Fall so ist.
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Abbildung 10.14: Hilbertkurven-Geometrie, n = 65 535: Green-Hybrid-Verfahren auf
H2-Matrizen mit Rechtecks-Parametrisierung, maximaler Blattgro¨ße
clf = 64, ` = 1, δ = 1.0, einmal fu¨r ein festes m = 4 und einmal fu¨r
ein festes m = 8, im Vergleich zur Interpolation auf H2-Matrizen mit
clf = 2m3: Speicherbedarf (links) und Zeit (rechts)
10.2.2 3D-Fall
Auch die numerischen Experimente im dreidimensionalen Fall werden auf schon ver-
wendeten Geometrien fu¨r Ω durchgefu¨hrt: Das sind hier die Kugel-Geometrie und die
Kurbelwellen-Geometrie.
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Abbildung 10.15: Kugel-Geometrie, n = 156 800: Green-Hybrid-Verfahren mit Quader-
Parametrisierung, maximaler Blattgro¨ße clf = 128 fu¨r ein festes
m = 8, ` = 1, δ = 1.0 im Vergleich zu dem Green-Hybrid-Verfahren
auf H2-Matrizen mit denselben Parametern und ACA mit partieller
Pivotierung: Speicherbedarf (links) und Zeit (rechts)
Im ersten Test in diesem Abschnitt ist Ω die Kugel-Geometrie mit n = 156 800 Frei-
heitsgraden und es werden darauf das Green-Hybrid-Verfahren fu¨r H2-Matrizen und das
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fu¨r H-Matrizen, jeweils mit der Quadraturordnung m = 8, und die adaptive Kreuz-
approximation mit partieller Pivotierung gegenu¨ber gestellt.
Die Kurven dazu sind in Abbildung 10.15 zu sehen, die jeweiligen Matrixgro¨ßen im
Speicher sind dabei in der linken Teilabbildung zu finden und die zugeho¨rige Zeit, die
zum Aufstellen der Matrizen no¨tig war, in der rechten Teilabbildung.
Auch anhand dieser Teilabbildungen sieht man sofort, dass das Hybrid-Verfahren fu¨r
H2-Matrizen gegenu¨ber dem fu¨r H-Matrizen enorme Speicher- und Zeiteinsparungen
zu verbuchen hat. Leider reichen diese Einsparungen nicht aus, um fu¨r jede beliebige
Genauigkeit auch einen Vorteil gegenu¨ber ACA mit partieller Pivotsuche zu erreichen.
So ist das Hybrid-Verfahren fu¨r H2-Matrizen der Kreuzapproximation im Speicherbedarf
bis zu einer Genauigkeit von etwa 10−10 u¨berlegen und zeitlich nur bis etwa 10−8. Bei
ho¨heren Genauigkeiten ist ACA sowohl speichergu¨nstiger als auch schneller.
Auch wenn der Vergleich zur Kreuzapproximation im dreidimensionalen Fall nur einen
Teilerfolg darstellt, ist der Gewinn des Hybrid-Verfahrens fu¨r H2-Matrizen gegenu¨ber
dem fu¨r H-Matrizen sehr groß.
εaca εaca εaca εaca εaca εaca εaca
n = 10−2 = 10−4 = 10−6 = 10−8 = 10−10 = 10−12 = 10−14
2048 1.50−06 4.92−09 4.77−11 1.00−13 − − −
4608 6.23−07 3.51−09 6.49−11 3.10−13 1.10−15 8.71−18 −
8192 8.31−07 3.88−09 6.65−11 2.72−13 2.15−15 3.25−17 3.19−18
18432 4.27−07 2.82−09 4.05−11 2.14−13 1.25−15 3.14−17 3.06−18
32768 4.05−07 1.92−09 2.20−11 1.44−13 9.25−16 1.88−17 1.51−18
73728 2.22−07 1.09−09 9.80−12 8.31−14 6.09−16 9.00−18 7.60−19
131072 1.40−07 7.21−10 5.76−12 5.52−14 4.00−16 4.95−18 3.33−19
156800 1.38−07 6.08−10 4.97−12 4.73−14 3.62−16 4.81−18 2.27−19
Tabelle 10.15: Approximationsfehler der H2-Matrix: ‖G − G˜‖2 fu¨r m = 8 und ` = 1
(SLP)
εaca εaca εaca εaca εaca εaca εaca
n = 10−2 = 10−4 = 10−6 = 10−8 = 10−10 = 10−12 = 10−14
2048 2.3 3.0 4.6 6.9 − − −
4608 6.2 7.9 11.8 18.1 24.3 30.2 −
8192 12.0 15.0 22.7 35.6 49.4 60.8 71.0
18432 27.4 34.6 53.2 87.9 128.0 165.8 201.4
32768 52.9 65.6 98.2 162.0 240.9 322.5 399.0
73728 114.7 144.7 222.8 373.4 556.3 763.2 971.0
131072 221.5 273.3 398.6 663.1 1010.1 1390.2 1775.2
156800 262.9 327.1 480.8 787.5 1203.8 1668.9 2136.9
Tabelle 10.16: Aufbau der H2-Matrix in Sekunden fu¨r m = 8 und ` = 1 (SLP)
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Konkrete Zahlen, die dieses besta¨tigen, sind in den Tabellen gegeben. Tabelle 10.15
zeigt den Matrixapproximationsfehler ‖G − G˜‖2 der H2-Matrix fu¨r SLP und Tabelle
10.16 zeigt die zugeho¨rige Berechnungszeit, die no¨tig ist, um die Matrix aufzustellen.
Fu¨r DLP sind die entsprechenden Daten in den Tabellen 10.17 und 10.18 zu finden.
εaca εaca εaca εaca εaca εaca εaca
n = 10−2 = 10−4 = 10−6 = 10−8 = 10−10 = 10−12 = 10−14
2048 9.46−07 6.29−09 8.37−11 3.12−13 − − −
4608 1.00−06 5.61−09 9.09−11 4.33−13 5.89−15 5.93−17 −
8192 8.49−07 5.49−09 8.39−11 5.64−13 9.77−15 2.15−16 1.76−17
18432 5.73−07 3.36−09 4.72−11 3.00−13 4.05−15 2.64−16 1.98−17
32768 3.41−07 2.60−09 2.20−11 1.73−13 2.56−15 1.48−16 1.51−17
73728 1.86−07 1.40−09 1.01−11 8.32−14 1.06−15 6.77−17 5.85−18
131072 1.21−07 9.20−10 6.57−12 5.95−14 6.07−16 3.85−17 3.73−18
156800 1.10−07 8.13−10 5.84−12 5.34−14 7.03−16 3.24−17 2.98−18
Tabelle 10.17: Approximationsfehler der H2-Matrix: ‖G − G˜‖2 fu¨r m = 8 und ` = 1
(DLP)
εaca εaca εaca εaca εaca εaca εaca
n = 10−2 = 10−4 = 10−6 = 10−8 = 10−10 = 10−12 = 10−14
2048 2.7 3.8 5.8 8.2 − − −
4608 6.8 9.7 15.2 22.0 28.0 33.6 −
8192 13.6 18.8 29.6 44.2 58.2 69.6 80.4
18432 30.1 42.4 70.2 111.7 155.2 195.1 231.2
32768 59.6 80.65 129.7 207.6 297.4 384.3 465.8
73728 129.5 178.2 294.8 477.6 692.3 927.1 1150.6
131072 248.3 327.6 523.3 862.7 1260.8 1686.9 2117.8
156800 302.5 397.6 628.9 1024.6 1517.0 2040.4 2563.7
Tabelle 10.18: Aufbau der H2-Matrix in Sekunden fu¨r m = 8 und ` = 1 (DLP)
In einem allerletzten Experiment wird auch im dreidimensionalen Fall das Green-
Hybrid-Verfahren fu¨r H2-Matrizen mit der Interpolation fu¨r H2-Matrizen verglichen.
Dazu sei Ω ein weiteres Mal die Kurbelwellen-Geometrie mit n = 102 976 Freiheits-
graden. Das Hybrid-Verfahren wird wieder fu¨r zwei verschiedene Quadraturordnun-
gen m = 8 und m = 12 durchgefu¨hrt und der Interpolation gegenu¨ber gestellt. Die
entsprechenden Kurven sind in Abbildung 10.16 dargestellt, erneut der Speicherbedarf
in der linken Teilabbildung und die Berechnungszeit in der rechten Teilabbildung.
Die ho¨here Quadraturordnung m = 12 bei dem Hybrid-Verfahren liefert etwas mehr
Genauigkeit, la¨sst das Verfahren aber deutlich la¨nger laufen, als bei m = 8, so dass man
entscheiden muss, ob einem die relative Genauigkeit von knapp 10−13 ausreicht, oder ob
man bereit ist, die la¨ngere Berechnungszeit fu¨r eine relative Genauigkeit von 10−14 in
Kauf zu nehmen, die fast auf Maschinengenauigkeit exakt ist.
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Abbildung 10.16: Kurbelwellen-Geometrie, n = 102 976: Green-Hybrid-Verfahren auf
H2-Matrizen mit Quader-Parametrisierung, maximaler Blattgro¨ße
clf = 128 fu¨r ein festes m = 8, ` = 1, δ = 1.0 im Vergleich zur In-
terpolation auf H2-Matrizen mit mit clf = 2k: Speicherbedarf (links)
und Zeit (rechts)
Fu¨r welche Quadraturordnung man sich auch entscheiden mag, in jedem Fall ist
das Green-Hybrid-Verfahren der Interpolation weit u¨berlegen was den Speicherbedarf
angeht. So braucht die Interpolation vier bis fu¨nf mal soviel Speicher wie das Hybrid-
Verfahren.
Auch in der beno¨tigten Zeit fu¨r den Aufbau der jeweiligen H2-Matrix schneidet das
Hybrid-Verfahren deutlich besser ab als die Interpolation. Nur wenn hohe Quadratur-
ordnungen gewa¨hlt werden, um an die Maschinengenauigkeit zu stoßen, ist das Hybrid-
Verfahren nur noch wenig schneller als die Interpolation.
Diese erfreulichen Daten zum Green-Hybrid-Verfahren fu¨r H2-Matrizen sind ein guter
Abschluss dieses Kapitels.
Anhand der hier gezeigten numerischen Experimente kann man den Fortschritt von
der theoretischen Idee der Green-Quadratur, die in dem einfachen Green-Quadratur-
Verfahren ihre erste Anwendung fand, u¨ber die Weiterentwicklung zum Green-Hybrid-
Verfahren bis hin zum Green-Hybrid-Verfahren auf H2-Matrizen gut verfolgen.
An weiteren Verbesserungen des Verfahrens wurde bereits gearbeitet, welche aber nicht
mehr Teil dieser Arbeit sind.
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Dieses Abschlusskapitel fasst noch einmal die wichtigsten Erkenntnisse und Ergebnisse
zusammen und gibt eine kurze U¨bersicht u¨ber noch offene Fragen und Ansa¨tze zur
weiteren Erforschung und Verbesserung der Green-Quadratur-Idee.
Im Rahmen dieser Arbeit wurde eine neue Methode zur Niedrigrangapproximation fu¨r
hierarchische Matrizen am Beipiel von Randintegralgleichungen vorgestellt.
Die Niedrigrangapproximation wird dabei durch die Konstruktion einer entarteten
Kernfunktion erreicht, indem Gauß-Quadratur auf die durch die Green’sche Formel
dargestellte Kernfunktion angewendet wird. Das danach benannte Green-Quadratur-
Verfahren hat fu¨r m Quadraturpunkte im d-dimensionalen Raum eine Komplexita¨t in
der Gro¨ßenordnung von md−1, da durch die Darstellung in der Green’schen Formel nur
u¨ber den Rand integriert werden muss anstatt u¨ber das gesamte Gebiet und damit ein
Faktor m fu¨r eine eingesparte Raumdimension entfa¨llt. Damit hat das Verfahren auf
jeden Fall einen theoretischen Vorteil gegenu¨ber der Interpolation, der sich praktisch
jedoch erst bei sehr großen Problemen und hohen Genauigkeiten zeigt.
Das Verfahren konvergiert exponentiell, wie durch Beweise belegt wurde.
Was jedoch in der Theorie so gut ausgesehen hatte, konnte die Erwartungen in praxis-
nahen Anwendungen nicht erfu¨llen. Wa¨hrend es im zweidimensionalen Fall noch ganz
gute Ergebnisse lieferte, entpuppte es sich in der Anwendung im dreidimensionalen Fall
als nicht konkurrenzfa¨hig zu anderen ga¨ngigen Verfahren, welches auch durch numerische
Experimente belegt wurde. Das Problem bei dem Green-Quadratur-Verfahren sind die
hohen lokalen Ra¨nge, die der Algorithmus im praxisrelevanten dreidimensionalen Fall
mit sich bringt.
Aus der Notwendigkeit heraus, den Green-Quadratur-Ansatz zu verbessern, ist das
Green-Hybrid-Verfahren entstanden.
Um die hohen lokalen Ra¨nge zu reduzieren, wird die adaptive Kreuzapproximation auf
die vom Green-Quadratur-Verfahren konstruierten Niedrigrangmatrizen angewendet, so
dass ein hybrides Verfahren daraus entsteht. Eine zusa¨tzliche Modifikation mit einem
Interpolations-Ansatz ergibt dann den effizienten Green-Hybrid-Algorithmus.
Ein weiterer bedeutender Vorteil des Green-Hybrid-Verfahrens ist seine Anwend-
barkeit auf H2-Matrizen, welche mit dem urspru¨nglichen Verfahren so nicht mo¨glich
ist.
Wenn innerhalb des Verfahrens die adaptive Kreuzapproximation mit vollsta¨ndiger
Pivotierung gewa¨hlt wird, ko¨nnen auch hier gute Fehlerabscha¨tzungen zum H-Matrizen-
Fall und zum H2-Matrizen-Fall bewiesen werden.
Die numerischen Experimente zum Green-Hybrid-Verfahren haben vor allem fu¨r die
H2-Matrizen gute und konkurrenzfa¨hige Ergebnisse geliefert, so dass das Ziel, einen
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Algorithmus zu entwerfen, der mit den gela¨ufigen Verfahren mithalten und sie sogar
u¨bertreffen kann, damit vollsta¨ndig erreicht wurde.
Allerdings wurden mit der Einfu¨hrung der Green-Quadratur-Idee sehr viel mehr Fra-
gen aufgeworfen als in dieser Arbeit beantwortet werden konnten. Auch wenn hier am
Ende der Ausfu¨hrungen ein effizienter, zuverla¨ssiger und konkurrenzfa¨higer Algorithmus
steht, muss dies noch lange nicht das endgu¨ltige Ergebnis sein.
So besteht zum Beispiel noch die Mo¨glichkeit, das Green-Hybrid-Verfahren fu¨r H2-
Matrizen zu einem Green-Hybrid-Kern-Verfahren zu modifizieren, das mit zusa¨tzlicher
Interpolation dafu¨r sorgt, dass die Kopplungsmatrizen derH2-Matrizen statt Nahfeldein-
tra¨ge nur noch Punktauswertungen der Kernfunktion sind. Dadurch kann nochmal Zeit
eingespart werden.
Außerdem wurden die Green-basierten Verfahren in dieser Arbeit ausschließlich fu¨r das
Modellproblem der Laplace-Gleichung betrachtet und nur die Mo¨glichkeit aufgezeigt,
dass sie auch in anderen Fa¨llen anwendbar sind. Damit wa¨re die Anwendbarkeit auf
andere Randelement-Probleme wie zum Beispiel die Helmholtz-Differentialgleichung,
Stokes, die Maxwell-Gleichungen oder auch, wie in Abschnitt 2.2.2 schon angedeutet,
die Lame´-Gleichung, in Zukunft noch weiter zu erforschen.
Jedoch sollten die ersten Bemu¨hungen u¨ber diese Arbeit hinaus in die Entwicklung
eines effizienten Parameter-Scha¨tzers investiert werden.
Um die Nu¨tzlichkeit eines solchen Scha¨tzers zu motivieren, soll zuna¨chst an die nu-
merischen Experimente aus Kapitel 7 und besonders an die aus Kapitel 10 erinnert
werden.
Einige Parameter wurden dabei von Anfang an festgehalten, wie zum Beispiel die
Anzahl der Quadraturpunkte q der inneren Quadratur, die dazu dient, die Integrale
aus (5.10) beziehungsweise aus (5.13) zu lo¨sen. Da es in den Experimenten nur um die
Approximationsgu¨te der Matrizen durch den jeweils betrachteten Algorithmus geht, war
q = 2 festgesetzt.
Andere Parameter wurden nach den Ergebnissen der Tests festgelegt: Es stellt sich
zum Beispiel heraus, dass im Zwei- wie auch im Dreidimensionalen die Anzahl der Teil-
intervalle bei ` = 1 und die Wahl des Abstands-Parameters δ = diammax(Bτ ) immer zu
den besten Resultaten fu¨hren.
Aber es gibt auch Parameter, fu¨r die es keine allgemeingu¨ltige beste Wahl gibt. So
genu¨gt dem Green-Hybrid-Verfahren auf der Kreis-Geometrie eine Quadraturordnung
vonm = 4, um gute Approximationen zu erreichen. Sobald die zugrunde liegende Geome-
trie komplizierter ist, also zum Beispiel die Hilbertkurven-Geometrie, muss eine ho¨here
Quadraturordnung von m = 8 gewa¨hlt werden, um zu a¨hnlich guten Ergebnissen zu
gelangen. Im Dreidimensionalen sieht es auch so aus: Auf der Kugel-Geometrie ist m =
8 ausreichend, auf der komplizierteren Kurbelwellen-Geometrie braucht es aber eine
Quadraturordnung von m = 12 fu¨r ebenso gute Resultate.
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Diese Beispiele sind bisher alle nur durch das Aufstellen derH-Matrix beziehungsweise
der H2-Matrix gegeben. Wenn man nun zum Lo¨sen des Gleichungssystems u¨bergeht, um
aus gegebenen Dirichlet-Werten die Neumann-Werte zu berechnen, muss die Wahl der
Parameter erneut u¨berdacht werden.
Gemeint ist damit das Gleichungssystem
V x =
(
K +
1
2
M
)
y
mit der Matrix V ∈ RI×I des Einfachschichtpotentials, der Matrix K ∈ RI×J des
Doppelschichtpotentials, der Massematrix M ∈ RI×J und den Koeffizientenvektoren
x ∈ RI und y ∈ RJ .
Ohne na¨her auf dieses Problem einzugehen, sollen hier nur die Parameter-Werte
angegeben werden, die no¨tig sind, um brauchbare Resultate zu erzielen. Es bleibt
bei ` = 1 und δ = diammax(Bτ ). Diese beiden Werte sind auch hier die optimale
Wahl. Die anderen empirisch ermittelten Werte sind in der folgenden Tabelle 11.1
zusammengefasst.
Kugel-Geometrie Kurbelwellen-Geometrie
q = 3 q = 6
(q = 5 fu¨r singula¨re Fa¨lle) (q = 8 fu¨r singula¨re Fa¨lle)
m = 2 bis n = 219 = 524 288 m = 3
m = 3 bis n = 221 = 2 097 152
εaca = 5 · 10−4 fu¨r n = 211 = 2 048 εaca = 1 · 10−5 fu¨r n = 25 744
εaca = 1 · 10−4 fu¨r n = 213 = 8 192 εaca = 1 · 10−6 fu¨r n = 102 976
εaca = 1 · 10−5 fu¨r n = 215 = 32 768 εaca = 1 · 10−7 fu¨r n = 411 904
εaca = 5 · 10−6 fu¨r n = 217 = 131 072
εaca = 1 · 10−6 fu¨r n = 219 = 524 288
εaca = 5 · 10−7 fu¨r n = 221 = 2 097 152
Tabelle 11.1: Empirisch ermittelte Parameter-Werte
Man ist also auf empirische Daten zur Parameterwahl fu¨r das Green-Hybrid-Verfahren
angewiesen, wenn man das volle Potential des Verfahrens nutzen will.
Daher ist die Entwicklung eines guten Parameter-Scha¨tzers ein sinnvoller na¨chster
Schritt im Ausbau den Green-Hybrid-Verfahrens. Mit einem solchen wa¨re die optimale
Leistung des Verfahrens auch fu¨r noch unbekannte Geometrien und Problemstellungen
garantiert.
Diese Ansa¨tze zur weiteren Erforschung des Green-Hybrid-Verfahrens haben das Po-
tential das bereits konkurrenzfa¨hige Verfahren noch weiter zu verbessern, ohne die Be-
weisbarkeit in Frage zu stellen.
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