Network's resilience to the malfunctionof its components has been of great concern. The goal of this work is to determine the network design guidelines, which maximizes the network efficiency while keeping the cost of the network (that is the average connectivity) constant. With a simple iterative algorithm, we get the optimal network structure with the approximately best efficiency. We analyze the statistical characters of the network and find that a network with a small quantity of hub nodes, high degree of clustering may be much more resilient to perturbations than a random network. And the results strongly suggest that the networks of higher efficiency are more robust to random failures. In addition, we propose a simple model to describe the statistical properties of the optimal networks and investigate the synchronizability of this model.
Introduction
Complex networks arisen in natural and manmade systems play an essential role in modern society. Many real complex networks were found to be heterogeneous with power-law degree distributions: p(k) ∼ k −γ , such as the Internet, the metabolic networks, the scientific citation networks, and so on [1, 2, 3, 4] . Because of the ubiquity of scale-free networks in natural and manmade systems, the security of these networks, i.e., how well these networks work under failures or attacks, has been of great concern.
Recently, a great deal of attention has been devoted to the analysis of error and attack resilience of both artificially generated topologies and real world networks [5, 6, 7, 8, 9, 10, 11, 12, 13] . Also some researchers use the optimization methods to improve the network's robustness with percolation theory or information theory [14, 15, 16, 17, 18, 19] . There are various ways in which nodes and links can be removed, and different networks exhibit different levels of resilience to such disturbances. It has been pointed out by a number of authors [5, 6, 7, 8, 9 ] that scale-free networks are resilient to random failures, while fragile to intentional attacks. That is, intentional attack on the largest degree (or betweeness) node will increase the average shortest path length greatly. While random networks show similar performance to random failures and intentional attacks.
The network robustness is usually measured by the average node-node distance, the size of the largest connected subgraph, or the average inverse geodestic length named efficiency as a function of the percentage of nodes removed. Efficiency has been introduced in the studies of small world networks [20] and used to evaluate how well a system works before and after the removal of a set of nodes [8] .
The network structure and function strongly rely on the existence of paths between pairs of nodes. Different connectivity pattern between pairs of nodes makes the network different performance to attacks. Rewiring edges between different nodes may improve the network performance. As an example, consider the simple five nodes network shown in Fig. 1 . The efficiency of Fig.  1(a) is equal to 8/25, while it is improved to 7/20 in Fig. 1(b) by rewiring. And we know that Fig. 1(b) is more robust than Fig. 1(a) to random failures. A natural question is addressed how to optimize the robustness of a network when the cost of the network is given. That is, the number of links remains constant while the nodes are connected in a different way. Does the network have any particular statistical characters? This question motivates us to use a simple iterative algorithm to optimize the network structure.
The paper is organized as follows: we firstly present the iterative algorithm in Section 2 and the numerical results are shown in Section 3. Then we construct a simple model to describe the optimal network and discuss one of the important dynamic processes happening on the network, synchronization, in Section 4. Finally, we give some insightful indications in Section 5.
The algorithm
A network is usually described as a generic unweighted, undirected graph G. Such a graph can be presented by an adjacency binary matrix A = {a ij }. a ij = 1 if and only if there is an edge between node i and j. Another concerned matrix D = {d ij }, named distance matrix, is consisted of the elements denoting the shortest path length between any two different nodes. Then the efficiency ε ij between nodes i and j can be defined to be inversely proportional to the shortest distance: ε ij = 1/d ij [20] . The global efficiency of the network is defined as the average of the efficiency over all couples of nodes.
With the above robustness criterion in mind, we can define the optimization problem as follows:
We use a simple iterative algorithm to solve the above optimization problem. The iterative steps are as follows: (i) Initialization. Start from a random graph G 0 with N nodes and M edges, Compute the network efficiency denoted by E 0 . Set t := 0.
(ii) Rewire the present edges of graph G t . Select node i from the network randomly and rewire the edge a ij , where j is an arbitrary neighbor node of i. Set a ij = 0 and a ik = 1, where k is an arbitrary node unconnected with i. Compute the efficiency E t+1 of the present network G t+1 .
(iii) Terminal condition. If t > T (denoting the designed total iteration steps), output the present graph G t+1 ; Otherwise, if E t+1 > E t , G t := G t+1 , else G t := G t , t := t + 1, return to step (ii).
Numerical results
We start from a random graph with N=100 nodes and < k >= 2.7. The terminal condition is the maximal iteration step reaching 500. The statistical properties of a network mainly include the degree distribution, the average path length, the clustering coefficient, the modularity, and the degree correlation coefficient, which are clearly described in Refs [21, 22, 23, 24, 25] . A typical time of statistical results are shown in Figs. 2 and 3. From Fig. 2 , one can see that with the increase of efficiency E, the average shortest path length L becomes shorter and the maximal degree becomes larger, indicating that hub nodes develop to be present with the evolving process. With the increase of the efficiency, the hub node develops to be the most important one to connect almost all of the other nodes in the network, that is, the maximal degree can arrive at N − 1. For degree correlation coefficient r, it decreases in the whole process from zero to negative, which indicates that the nodes with higher degree connect to the ones with lower degree. The clustering coefficient C increases from a lower value 0.018 to a higher value 0.467. The network gets to be a highly clustering network. The modularity value of the network varies irregularly in the initial steps, but in all, it becomes larger in the anaphase of the evolving process. For the degree distribution, we show the cumulative degree distribution in Fig. 3 . From Fig. 3 , we can find that the optimal network's degree distribution is almost the same as the initial one in the range of small degree, but in the tail of the degree distribution, there exists some nodes with larger degree in the optimal network.
To verify the optimal network's tolerance of errors being improved, we show the network efficiency versus number of nodes being deleted in Fig. 4 . Compared with the initial random network, the robustness to random failures of the optimal network is greatly improved.
Model and synchronization of the network
Firstly, we consider to construct the optimal network simply and directly. With a nongrowing network model it can be constructed in the following way.
(a) Start from a random network of N nodes, which can be implemented by rewiring edges of a regular graph with probability p = 1.
(b) Choose q nodes as hub nodes randomly from the whole network with equal probability. from the q hub nodes and the other is chosen randomly from the network.
In such a way, the network evolves to possess the statistical properties of the optimal network. This can be seen from Fig. 5 . The primary goal of our simulation is to understand how the statistical properties of the network change with the process of adding edges. The construction of the model is similar to the two-layer model introduced by Nishikawa et. al in Ref [26] . The main difference is that the initial network in our model is a random network different from that of a regular network.
To show the effect of the parameter q, we also present simulation results versus q in Fig. 6 . With the increase of the parameter q, the network becomes less heterogeneous and more homogeneous, it's natural to observe that the efficiency of the network and the maximal degree reduce. So both the average path length L and the correlation coefficient r increase in the homogeneous phase compared with the values in the heterogeneous phase. The optimal network shows a strong heterogeneity because the maximal degree of the network is large, which produces the short path length. So a small parameter q is reasonable. We know that most of the real world networks have the character of small-world effect and show some degree of heterogeneity. So these networks are robust to random failures and they also show high global efficiency of information exchange.
Then, we consider the synchronization of the network model, how does the network's ability to synchronize change with the adding of edges? Synchronization has been observed in diverse natural, social and biological systems. Consider a network consisting of N identical oscillators coupled through the edges of the network. The dynamics of each individual oscillator is controlled byẋ i = f(x i ) and h(x j ) is the output function. Thus, the equations of motion are as follows:
where σ is the coupling strength, and L = {L ij } is the Laplacian matrix of the network. It has been shown that the eigenratio R =
is an essential measure of the network, the smaller the eigenratio R, the easier the network to synchronize [27] .
To discuss the synchronization of the network model, we show the eigenratio R versus the number of adding edges m and the number of adding hub nodes q in Fig. 5 (g) and Fig. 6 (g) respectively. Note that in Fig. 5 (g) , the case for q = 1 corresponds the highest heterogeneity. The eigenratio R increases with m greatly, which means that the network becomes more difficult to synchronize with stronger heterogeneity, even for shorter path length. In Fig. 6 (g) , the network synchronizability is improved with the increase of q. This can all be explained as the network with strong heterogeneity reduces its synchronizability, which is consistent with Nishikawa et. al who has pointed out that networks with a homogeneous distribution are more synchronizable than heterogeneous ones [26] .
We can conclude that with the introduction of heterogeneity, though the network robustness to random failures and the efficiency of information exchange on the network are greatly improved, the network's ability to synchronize is reduced.
Conclusions
How to improve the network performance to errors? What characters do the robust networks should have? This problem motivates us to explore the structure of the optimal network and get some insightful conclusions.
By optimizing the network structure to improve the performance of the network resilience, we obtain the optimal network and do some statistics of the optimal network. We find that during the optimizing process, the average shortest path length L becomes shorter. The increase of the maximal degree of the network indicates the hub nodes' appearance. The degree correlation coefficient r decreases and is always less than zero, which indicates that nodes with higher degree prefer to connect with the lower degree ones. The clustering coefficient C increases in the whole process and arrives to a high level. The network shows a high degree of clustering. Modularity shows irregular fluctuations in the initial steps and then increases with the evolving process. As we all know that most of the real-world networks in social networks show high clustering, short path length, strong modularity and heterogeneity of degree distributions, which may indicate their good performance to random failures and high efficiency of information exchange. Then we present a nongrowing network model to try to describe the statistical properties of the optimal network and analyze the synchronizability of the network. And we find that although the network's robustness to random failures and the efficiency of information exchange are greatly improved (for the average distance of the network becoming small), the ability to synchronize is really reduced for the network's strong heterogeneity.
In summary, we try an alternative point of view to analyze the robustness of the network from its efficiency. By optimizing the network efficiency we find that a network with a small quantity of hub nodes, high degree of clustering may be much more resilient to perturbations. And the results strongly suggest that the networks with higher efficiency are more robust to random failures, though the ability to synchronize being reduced greatly.
