Abstract-In this paper we present a probabilistic approach for mobile robot localization using an incomplete topological world model. The method, which we have termed multi-hypothesis localization (MHL), uses multi-hypothesis Kalman filter based pose tracking combined with a probabilistic formulation of hypothesis correctness to generate and track Gaussian pose hypotheses online. Apart from a lower computational complexity, this approach has the advantage over traditional grid based methods that incomplete and topological world model information can be utilized. Furthermore, the method generates movement commands for the platform to enhance the gathering of information for the pose estimation process. Extensive experiments are presented from two different environments, a typical office environment and an old hospital building.
I. INTRODUCTION
T HE PROBLEM of global localization-or "the kidnapped robot problem"-is that of, from little or no a priori pose 1 information, estimating the correct pose of a mobile robot with respect to some global reference frame. This is fundamentally different from the pose tracking problem, i.e., maintaining an estimate of the robot's pose as the robot moves. With pose estimation we will denote the general problem of determining where the robot is.
Pose estimation is essential to mobile robot navigation and as a consequence, a substantial amount of work has been performed in this area [1] . However, the large majority of this work has been concentrated on the pose tracking problem whereas global localization has received less attention. This is due to the fact that many robot systems get their initial pose supplied directly or indirectly from the user which means that global positioning may be omitted. However, for the general problem of autonomous navigation, initialization is crucial. This is relevant not only at startup, but also during operation for recovery in case of pose tracking failure. Publisher Item Identifier S 1042-296X(01)09740-3.
The general approach to global localization (when not using GPS or "artificial" beacons such as bar codes and transponders) is to compare information-or features in the widest sense-extracted from sensor readings with an a priori map associated with the global reference frame. Each comparison carries some evidence about where the robot may be, and the challenge is then, as efficiently as possible, to find the correct pose. The efficiency thus depends on two factors: 1) the amount of evidence acquired with each feature/map comparison and 2) the efficiency of the evidence fusion (relative to the effort of performing these operations). It is evident that this strongly depends on the chosen framework and the representation of maps, "pose space" and pose hypotheses.
Our approach is based on topological world models [2] , extended with landmarks and visibility information (for more details, see Fig. 5 and [3] ). However, it cannot be guaranteed that the models are complete or that the world cannot look differently at some later point in time when the robot is navigating autonomously in the environment. Except for mobile robot systems navigating in extremely controlled environments this is a general problem. Therefore the framework should be able to handle incomplete and partially incorrect world models.
In our system, we use a Kalman filtering technique to represent and update the pose of the robot. As this is a standard and well-proven approach [4] used in many mobile robot systems we would like to keep it and have a seamless integration with the global localization scheme. We want to explicitly represent and treat model errors, which we think is best done using a probabilistic framework. We have, therefore, developed a hybrid localization method using Kalman filtering to track a number of pose hypotheses and probability theory for evidence fusion. Furthermore, to optimize the amount of new evidence gathered by the perception system, the pose hypotheses and the world model information are used to generate movement commands for the robot, thus making the localization process active.
In Section II we outline other work done on the global localization problem. In Section III the generation and tracking of pose hypotheses is described, followed by a description of how we estimate the correctness of each hypothesis in Section IV. In Section VII it is explained how movement commands for the robot are generated in order for it to gather new information. The experiments conducted are presented in Section VIII and finally in Section IX, the results are discussed and conclusions are drawn.
II. RELATED WORK
Most of the pose estimation literature has concentrated on the pose tracking problem. Often this is not stated explicitly but 1042-296X/01$10.00 © 2001 IEEE assumed implicitly in the sense that either the pose estimation problem is simply defined as being the pose tracking problem or the methods assume a good initial estimate of the robot pose.
An early example of addressing the global localization problem is [2] where, in the context of topological map building, the rehearsal procedure is introduced. This consists in testing a global pose hypothesis by examining if the robot can move in the environment as predicted by the topological graph.
In [5] the global localization problem is addressed as a case of the general object recognition problem. The basic observation is that the localization problem is solved if the robot can recognize some place (a room, a hallway, etc.), represented as a 2-D object, and determine the relative pose to it. This is done efficiently using geometric hashing [6] . A similar approach is taken in [7] where PCA analysis is used to generate pose hypotheses which are tracked with Kalman filters until a unique "match" is determined. Common to these approaches is that they require a relatively complete model of the environment, but in return they are robust toward a certain degree of sensor noise and model uncertainty.
However, most recently approaches explicitly dealing with sensing, model and movement uncertainty have appeared [8] - [12] . Common to these approaches is that they use a probabilistic formulation to represent and update the pose of the robot. This has the advantage of enabling them to handle uncertainty in a natural and convenient manner. These approaches, also known as Markovian methods, use a spatially discretized representation of the environment where each cell holds the probability that the robot occupies the area represented by the cell. They use a two-step procedure to update this representation, namely (using their nomenclature) the move step where the fact that the robot moves is accounted for by shifting probability mass between cells according to the robot movement, and the sense step where Bayesian updating is used to incorporate new evidence stemming from a feature/map comparison. In general, the sense step concentrates probability mass in some areas and the move step disperses it. This "blurring" is due to the fact that the probability mass is not only shifted but also smeared to account for robot movement inaccuracies. For the global localization to "converge," it is important that the evidence achieved in the sense step more than compensates for the additional pose uncertainty introduced by the move step. This fact stresses the importance of having an efficient movement/sensing strategy, i.e., to do active sensing, since moving randomly in general does guarantee gaining evidence efficiently enough. In [13] the movement strategy of the robot is determined by minimizing the expected entropy.
The approaches described in [8] - [10] and in [11] , [12] , respectively, mainly differ in the pose representation. The former approaches use a coarse, topological representation (cell size approx. 1 m) whereas the latter ones use a fine-grained grid (cell size approx. 0.1 m) representation similar to the well-known occupancy grids for representing obstacles and free-space. The advantage of the grid representation is that they facilitate the use of low level ("raw") sensor data for updating the cell probabilities whereas topological models require the extraction of abstract features such as T-junctions, walls, and other landmarks. The disadvantage of the grid representation of the pose space is the large number of cells which results in an increased computational complexity and makes the calculation of optimal sensing/movement strategies very challenging. This, on the other hand, is the advantage of the topological representations which are very nicely suited for the generation of optimal sensing/movement policies using the framework of partially observable Markov decision processes (POMDP's) and Bayesian decision theory [14] .
In [15] a new version of the Markov localization method is presented, called Monte Carlo localization (MCL). By representing the probability distribution using a set of samples, almost arbitrary distributions can be represented and no discretization has to be done. The computational complexity is also reduced significantly. The sample based representation has also successfully been applied to the map building problem [16] .
For most of the above mentioned works, the representation of pose state space and the a priori given world models are tightly matched. Topological world models are used in [8] - [10] , whereas [11] and [12] use occupancy grid type world models. This is a natural approach, since it eliminates the need for mappings between the estimated pose and the world model and facilitates easy feature/map comparisons. Following this reasoning, we might have chosen a discrete, topological representation of the pose space. We were, however, interested in a seamless integration with our existing systems which use a continuous representation of pose in the form of a Kalman filter doing the pose tracking. In [17] it is concluded that the Kalman filter methods provide high accuracy and efficiency.
The typical argument against using a continuous pose representation is that only a restricted set of distribution types, typically unimodal ones, can be represented this way [8] , [10] , [15] . Unimodal distributions are particularly unsuited for global localization since they cannot represent the case where the pose is ambiguous, i.e., the case where the robot might as well be at one place as at another. This criticism, however, ignores that fact that multiple unimodal distributions can be used to represent the overall probability distribution. In [18] a set of Gaussians was used, each Gaussian representing one pose hypothesis. The advantage of this is that a standard Kalman based pose tracking module can be used to independently update each hypothesis in a simple scheme, commonly known as multiple hypothesis tracking (MHT) or multiple target tracking [19] , [20] . The multi-Gaussian representation has also been used in [21] and [22] . The main difference to the work presented in this paper is that they do not explicitly consider world modeling aspects and active sensing strategies.
A further advantage of using a set of Gaussians is that it enables us to explicitly reason about each hypothesis whereas with discrete representations, in principle all cells (and their probabilities) have to be taken into account before acting which is computationally challenging and is therefore often circumvented by performing a thresholding on the probabilities. As a matter of fact, in [12] the grid representation is thresholded and approximated with a set of Gaussians.
A drawback of using a set of Gaussians is that the hypotheses per se do not carry any information about their correctness (apart from the fact that hypotheses with small variances may tend to be the correct ones) since they all have "probability mass" 1.
It is, therefore, necessary to explicitly estimate the correctness confidence of each hypothesis. For this we have chosen to use a probabilistic approach since it seems to be the most adequate framework due to the explicit and elegant handling of sensing and model uncertainties.
III. POSE HYPOTHESIS GENERATION AND TRACKING
The idea behind the multiple pose hypotheses generation and tracking technique presented in this paper is best illustrated with a figure. Fig. 1 shows a situation where the true position of the robot is given by the solid square in the middle of the room in the figure.
A door is detected slightly to the right in front of the robot. Matching this feature to the map, consisting of four door in one room, results in eight likely robot poses. These eight poses give rise to eight hypotheses regarding the pose of the robot. The idea is that by making more observations of features in the environment and matching these to the hypotheses, the hypothesis corresponding to the true pose of the robot will gain most evidence, making it distinguishable from the other, false, hypotheses.
It is obvious that the amount of information that can be extracted from a certain observation will depend on the feature type and the uncertainty associated with map and feature detection. The latter factor will be taken care of in Section IV where the probability of a hypothesis being true is discussed. The first factor will lead us to introduce the concept of creative and supportive features.
A. Features
The features are extracted from sensor data by recognizers. Each recognizer is specialized in detecting a certain feature type. The recognizers will only report the occurrence of a new feature in the sensor data once. This is possible by storing the location of each detected feature and comparing the newly extracted features with the stored ones [3] .
Some features (e.g., doors) are full rank features, i.e., they constrain all three degrees of freedom, others (e.g., walls) will in the general case only determine the pose to be somewhere along a manifold. We have chosen to divide the features into two sets of features, namely creative ( ) and supportive ( ). A creative feature carries enough pose evidence to initiate a new hypothesis, whereas the supportive ones can only support already existing hypotheses. It is obvious that , i.e., a creative feature can of give support to an already existing hypothesis.
B. Pose Hypotheses
Let the true pose of the robot be given by . The pose is modeled to evolve according to (1) where is the odometric information. We assume the noise, , associated with the odometric model, to be a zero-mean, white, and Gaussian noise process with covariance matrix . Each hypothesis,
, is an estimate of the true pose, based on some assumptions regarding the association of extracted features to the features in the world model. The hypotheses are updated using a Kalman filter. A hypothesis is represented by a pose estimate with an associated covariance matrix, , and information about the probability of the hypothesis being the correct one . The pose estimates and their covariance matrices are driven by the odometric information according to the "time-update formula": (2) where and are the Jacobians of with respect to and respectively. should be interpreted as the predicted pose, given by hypothesis at time , using measurements up to and until time .
Each detected feature creates a set of possible poses for the robot (compare with Fig. 1 ). Let us call these possible poses, pose candidates, . The representation for these pose candidates consists of a pose , a covariance matrix , and information about what feature created it. Let us also extend the concept of creative and supportive to include the pose candidates, i.e., a creative feature gives a creative pose candidate.
The pose candidates can be seen as measurements of the pose, generated by detected feature (3) where contains the map of the environment and the characteristics of the recognizers and is measurement noise. These pose candidates will be used to update the pose information of the pose hypotheses and also potentially initiate new hypotheses.
We make the assumption that all pose candidates can be represented with a mean value and a covariance matrix . This will limit the kind of features that can be used, or alternatively make the degree of approximation higher for some features.
C. Data Association and Pose Hypotheses Update
It is crucial that the data association problem is solved, i.e., to determine the correspondence between pose candidates and pose hypotheses. For each pair of pose candidate and pose hypothesis, the innovation and its corresponding covariance can be defined as (4) To be able to determine if a pose candidate matches a pose hypothesis, a validation gate is used. A pose candidate, , is successfully matched against a pose hypothesis, , if the following criterion is fulfilled: (5) where is the gate threshold.
Assuming that we have found a match between pose candidate and pose hypothesis , the pose candidate can be seen as a measurement of the robot's pose. Let denote the pose of the robot, given that is the correct hypothesis. Then is modeled as being generated by (6) The pose hypothesis is updated using the "measurement-update formula" (7) Each unmatched, creative pose candidate, , will initiate a new pose hypothesis , according to (8) It is evident that this simple matching scheme in general would be likely to produce false matches since no attempt is made to find an "optimal" feature-hypothesis association across all features and pose hypotheses. However, the fact that creative features and so the corresponding pose hypotheses tend to be located relatively far apart significantly reduces the risk of making false associations. Furthermore, to cope with this problem, should a mismatch occur anyway, track splitting is employed (see Section V).
IV. HYPOTHESIS PROBABILITY ESTIMATION
In this section we develop a formulation for probability that a given hypothesis is correct.
If describes the probability of the th hypothesis being correct, the new probability after the receipt of some sensor report, , indicating that a new feature of type has been detected, can-using Bayes's inversion formula-be written as: (9) where can be calculated as: (10) where is the number of hypotheses. It is clear that is effectively a scale factor which ensures that the 's sum to 1. This implicitly assumes that one of the hypotheses is correct which is true only under a closed world assumption. 2 In our case, however, this is not generally true, since it cannot be ensured that at any point in time a correct, modeled feature was seen and thus a correct pose hypothesis was generated. To overcome this problem, we "close the world" by defining a hypothesis , which is the hypothesis accounting for the fact that hypothesis might be incorrect. The introduction of also has the advantage of generalizing the framework since we at initialization, when no hypotheses have yet been generated, can account for all the probability mass by setting . Therefore, instead of calculating we simply normalize so that (11) The term expresses the probability of receiving the report, , given that the robot is at the position described by . This is normally estimated using a map of the environment and can be rewritten as (12) where is the probability that a report of type is generated given that a feature of type is seen by a sensor and is the probability that a feature of type can be seen given that the robot is at the position described by . In other words, is a model of the reliability of the recognizer extracting feature from sensor data and is a "map" of the environment. Thus the first term in equation (12) expresses the probability that a feature is actually detected given that it exists in the world. The second term expresses the probability that a feature is detected although there is no such feature present, i.e., the probability of a false positive, or a "phantom" feature. Again, however, (12) normally assumes a closed world in the sense that it is often assumed that is fully specified by the map of the world. 3 To explicitly distinguish between what is modeled and what is not we expand as follows:
where expresses the probability that a modeled feature of type can be seen from the position described by and the probability that a nonmodeled feature of type can be seen. Substituting this into equation (12) we get (14) From this expression it is seen how accounting for unmodeled features adds an "in-flux" of probability-mass to . This has the effect that when a feature is seen where none was predicted according to some hypothesis and the map, this hypothesis will not be completely ruled out since the feature could simply be unmodeled (or a phantom). The advantage of using expression (13) is that it enables the updating to account for the fact that not all feature types may be equally completely modeled.
Note that we do not explicitly treat the case where modeled features for some reason no longer exist in the world (either because they were removed or because they are occluded). This is because our approach is data driven, i.e., something only happens when a feature has been seen, and thus nonexisting but modeled features only influence the framework by causing some extra hypotheses to be generated.
For the calculation of we exploit the fact that we have a finite number of well-defined hypotheses. If a match between and a candidate, , generated from has been established, we make the assumption that and use the fact that the likelihood of being generated from an observation of given is given as [23] (15) To get an estimate of we normalize
When a has not been matched to any generated by we use which in our system is a constant given a priory and depending on the type of feature.
We can now formulate an expression for , i.e., the probability that none of the hypotheses are correct. Since a correct hypothesis is generated as soon as a modeled, creative feature is detected, the probability that no correct hypothesis exists is the probability that only nonmodeled and phantom features have so far been detected, thus if if (17) where is the number of creative features detected. The problem with the sum in this equation is that it is extremely difficult to assess the relevant probabilities, especially for the term with since the hypothesis is not Gaussian. In the implementation, we have therefore omitted the conditioning on and simply used some conservative constants as estimates for and . The decrease in upon the receipt of the th creative feature, , is exactly the amount of probability mass, the hypotheses generated on the basis of the th feature carry. When has decreased below some limit, , no new hypotheses are spawned.
Furthermore, in order to keep the number of hypotheses low, we delete hypotheses for which [and return the probability mass to ]. In an ideal case, this may eventually lead to the situation where only one hypothesis exists thus automatically changing the approach from localization to pure pose tracking.
V. TRACK SPLITTING Each time a pose candidate is used to update a pose hypothesis, there is a risk of making an association error. This risk grows with the degree of uncertainty in hypothesis and candidate. In order not to loose the true pose hypothesis by updating it incorrectly, each hypothesis is split in two identical copies before the update is done. Each hypothesis receives half of the probability mass of the original one. The updating, according to equation (7), is performed only on the original hypothesis. This procedure is in the literature of target tracking termed track splitting [19] , [20] . To keep the number of hypotheses low, we merge hypotheses if they have not moved significantly away from each other (in a Mahalanobis distance sense) after having been split apart. This is identical to testing whether a pose candidate and a pose hypothesis match [equation (5)]. When merging, the s are simply added and the position of the updated copy is used.
VI. OVERALL ALGORITHM
The overall algorithm for the update of the hypotheses, including the probabilistic update of the s, can be formulated as follows.
if else if
where is the number of new hypotheses generated from a detected creative feature.
VII. GENERATION OF MOVEMENT COMMANDS
As previously established it is important that the robot has an active exploration strategy since it is doubtful that it may be able to resolve ambiguities and gather information efficiently enough to compensate for odometry drift by mere coincidence.
We have implemented a simple strategy based on the following heuristics.
• Moving on the edges of the topological graph makes it likely that the robot will move on a path that is free from obstacles.
• Avoid going to the same position twice as it is unlikely to provide any new information. • Try to go to a place where a maximum of new features can be seen. At startup, when no hypotheses exist, we use a simple exploration strategy to move the robot. When at least one pose hy-pothesis has been generated, we choose the one with the highest (in case of a draw we simply select the one that happens to be first in the list) and search the topological graph from the current location of this hypothesis to find the one of the neighboring nodes not previously visited and providing the largest number of features. This node is then selected as the next node to go to.
When the robot fails to move to the next selected node this corresponds to one of Kuipers' rehearsal procedures failing, indicating that the robot is not where it assumes to be. Accordingly, we scale the probability of the currently best hypothesis, on the basis of which the move was planned, with a factor which is the probability that a move fails although the current hypothesis represents the true pose of the robot.
It is clear that this greedy strategy is not optimal and one of the next steps will be to improve this with either POMDP style planning or along the lines described in [12] where the actions are selected so as to minimize the expected entropy after moving and sensing. An alternative strategy is to exploit the fact that we have a well-defined set of hypotheses and then select the action that the best discriminates the two most likely hypotheses. While being much simpler and computationally efficient, new research indicates that this may lead to equally good results [25] .
VIII. EXPERIMENTAL RESULTS
The framework developed in this work has been tested on two mobile robots in two different environments; at DaimlerChrysler Research and Technology, Berlin, Germany, and at the Centre for Autonomous Systems at the Royal Institute of Technology, Stockholm, Sweden. We performed 20 runs in each place where the robot was positioned at starting points throughout the environment. The starting points were not chosen at random but so as to investigate the strengths and weaknesses of the localization method.
The constants , and where in both places chosen to 0.05 and 0.001, respectively. The probabilities of detecting resp. not detecting a feature were found by making experiments with the recognizers. Therefore these values were not identical at DaimlerChrysler and at the Centre for Autonomous Systems. However, at both places the experiments performed to determine the appropriate values were very simple which is an indication of the fact that this method (similar to many other probabilistic algorithms) is quite insensitive toward small parameter variations.
A. Features
The features used in the experiments were the following: 1) Door Features: A door specifies all three degrees of freedom for the robot, that is it gives full pose information. Fig. 2 illustrates the idea behind the calculation of a door based pose candidate.
2) Line Features: Contrary to doors, a line only constrains two of the degrees of freedom for the robot. As Fig. 3 shows, the pose of the robot is given to be at a certain distance from the detected line and with a certain orientation. The last degree of freedom has a large uncertainty associated with it. A feature map match is deemed possible if the length, , of the detected feature is shorter than or equal to the length, , of a map feature (i.e.,
). The larger the difference in length ( ), the larger the uncertainty along the line. The pose candidate is assumed to correspond to a match in the middle of the map line. Alternatively, for long lines it may make sense to generate several hypotheses along the line. This has not been done in this work, though.
3) Point Pair Features: Single point features on their own cannot be used, pairs of points, though, give two possible poses only (see Fig. 4 ). Even though the true uncertainty is not Gaussian, we make this simplifying assumption. The point pair features were not used in the experiments at DaimlerChrysler. 
B. Experiments at DaimlerChrysler Research and Technology (DC)
The mobile robot, Clever (see Fig. 5 ), used for the experiments at DC is using a Sick laser scanner as sensor. The features used were doors and line segments, being creative and supportive features, respectively.
The topological world model contained 30 doors, 139 line segments (generally corresponding to walls), and 33 nodes. The model was taught in simulation, i.e., by leading the robot around in a simulated world based on a coarse CAD model of our office environment. This kind of model generation has the advantage that we can teach large models without having problems with odometry error and corresponding model inconsistencies. However, using CAD data also means that the model is inherently uncertain and incomplete since the real building does not correspond exactly to the blueprints and since all the inventory is not modeled. In Fig. 5 a part of a model including pose hy-Fig. 6 . World model used for the experiments at DC. Grid size is 1 meter. The trajectories followed by the correct hypothesis are plotted (the platform pose during the experiments was unknown). Some trajectories have been omitted to keep the plot intelligible. The start and end points have been labeled with the experiment number followed by an "S" and an "E," respectively. potheses is shown. The entire model used for the experiments is shown in Fig. 6 .
Typical data for a global localization attempt is shown in Table I . The data from all of the 20 experiments are listed in Table II . An experiment is ended when the probability of the strongest hypothesis exceeds 0.8 or when the exploration strategy is unable to find any creative features so that no hypotheses are created (failure). A successful run is defined as one where the estimated position, i.e., the centre of the Gaussian hypothesis, is so close to the true position that the normal pose tracking algorithm of the robot can take over. We set that limit to 50 cm and 10 deg, but it is estimated that the pose in all successful runs was within 20 cm and 5 deg. From Table II it is seen that the robot successfully localized in 90% of the trials. On average, the robot used 2 min and traveled 17.5 m to perform the localization. The longer and more time consuming runs were typically those where the robot was started somewhere in the semi-circular hallway (or one of the adjacent offices). This is due to the highly uniform structure of this hallway and the difficulties involved with extracting reliable (straight) line segments. It however turned out that the robot would correctly localize itself as soon as it made it to the end of the hallway where the environment is no longer uniform. In run no. 3, the robot was placed in a cluttered office and the initial exploration strategy failed to take the robot to a position where a creative feature (i.e., a door) could be seen. This shows one weakness of feature based localization which is that there might be areas of the environment where there is no information and where an active strategy thus cannot take over the information gathering. It is, however, doubtful whether a nonfeature based localization strategy would have been able to take the rather large, nonholonomic robot out of the office and subsequently localize it.
In run no. 13 the robot was put in a hallway (on the upper right in Fig. 6 ) which has several nonmodeled doors leading to rooms with technical equipment where the robot should never go. These doors have been left out in the model which was created for office delivery tasks. In reality, this hallway looks very much like the other one running parallel to it, but due to the left out doors, this is not the case in the model. The effect of this is that the robot thought that is was located in the hallway with all doors modeled. What this shows is that although model incompleteness has been accounted for in the probabilistic formulation, this cannot cope with the case where a number of features have systematically been excluded from the model.
C. Experiments at the Centre for Autonomous Systems (CAS)
At CAS the robot Asterix, a Nomad200, was used to carry out the 20 experiments. Asterix is also equipped with a Sick laser scanner which is mainly used for feature extraction (lines and doors). A ring of sonar sensors provides information for local navigation as well as extraction of features (point landmarks). Fig. 7 shows the world model that covers 900 m and consists of 136 lines, 108 doors, and 738 point landmarks. The point landmarks have been combined in pairs to give a total of 9578 point landmark pairs (see Section VIII-A-3). It should be pointed out that a physical door is represented by one door from each direction it can be observed. The 108 doors in the world model correspond to approximately physical 70 doors (the difference corresponds to the number of doors leading to unmapped area). As can be seen from Fig. 7 each room is modeled as a rectangle, even though many of the rooms in reality are highly nonrectangular. The rectangles and the positions of the doors have been measured by hand. The sonar point landmarks on the other hand were collected by driving the robot through the environment with a joystick.
The world map was not, like the one at DC, built around a graph with nodes and arcs. It does however contain a set of goalpoints which the robot can be directed to during missions. A simple algorithm was therefore designed to join nearby goalpoints with arcs to generate a graph. Information about what features can be seen from where was approximated using the distance to the features and the angle at which it was observed (doors). Table III summarizes the results from the experiments at CAS. The robot localized successfully in 95% of the runs. Localization at CAS took on average 4.5 min under which the robot on average traveled 19 m. As we can see there is a significant difference in the time it took to localize in the two environments, which can be explained by a higher density of features (mainly doors) at DC and a faster moving robot. In Fig. 7 the trajectories that the robot followed during exploration are shown. In run no. 4 the robot was placed in a small office on the lower floor (see Fig. 7 ). This office is very cluttered, leaving the robot very limited room to maneuver, thus making the initial exploration very slow. To be able to disambiguate the office from the office next to it, the robot must reach the corridor, which in this experiment took 330 seconds.
In run no. 10 the experiment was performed in the room lying on its own on the upper region on the lower floor. This room is identical in size to the room a bit further down on the map, where the robot reported being. The true hypothesis successfully matched 0 pairs out of 20, 6 lines out of 14 and 2 doors out of 3. The winning, false, hypothesis matched 3 out of 20 pairs, 12 out of 14 lines and 1 out of 3 doors. The reason for the bad matching result for the true hypothesis is that this room has been completely restructured since the map was constructed. The furniture has been rearranged completely which effects the point landmark pairs and a wall that was previously covered with cupboards have now been uncovered, resulting in one of the sides in the rectangular line model not matching anymore. This is similar to what happened in run no. 13 at DC.
In run no. 15 the robot started on the lower end in the map on the upper floor and travelled upwards, not being able to detect any of the (at the time) closed doors on the left hand side of the corridor. It was not until the robot went into the kitchen in the middle of the corridor that the true pose could be singled out. In the last experiment, run no. 20, the robot was placed in the almost feature-less left hand side corridor on the lower floor, only being able to detect one of the doors in this corridor (the others were closed). Acting according to the greedy exploration strategy the robot traveled upwards in the map to the region were no new features were found. It was not until it had been all the way up to the last node that it went back and localized close to the turn to the other corridor bit. The ten strongest hypotheses all matched the same number of lines and doors, highlighting the high degree of symmetry. However, the point landmark pairs eventually singled out the true hypothesis. Had the robot initially travelled down toward the other corridor, it would have been able to localize faster and with less ambiguity.
IX. DISCUSSION, CONCLUSION, AND FURTHER WORK
In this paper we have presented a hybrid approach to global localization for a mobile robot based on Bayesian probability theory and multiple hypothesis tracking using Kalman filtering of Gaussian pose hypotheses, for short Multi Hypothesis Localization (MHL).
The reason for choosing a continuous pose representation in the form of Gaussians versus the common discretized representations used by other probabilistic approaches were multiple:
• Standard Kalman filtering, already present in our and many other robot systems, can be used to track and update the pose hypotheses.
• There is no trade-off between representation accuracy and size, i.e., we maintain high accuracy with a very low demand for memory.
• Having a few (typically 100) hypotheses it is possible to on-line generate a sensible (active) movement/sensing strategy.
• It is computationally efficient since the computational demand grows linearly with the number of hypotheses and is independent of the size of the environment. The drawbacks of using MHL is that it is necessary to solve the data association problem, i.e., to explicitly match measurements and hypotheses and that it is not possible to represent an arbitrary probability distribution of robot pose (with a finite number of hypotheses). We believe the latter problem to be of purely theoretical importance and the former was solved using standard techniques from MHT such as track splitting and matching using the Mahalanobis distance.
An important issue that has to be addressed when using MHT for global localization, though, is that of assessing the likeliness of each hypothesis being the correct one. It was chosen to do this using Bayesian probability theory since this offers an elegant framework for evidence fusion and an explicit treatment of model and sensing uncertainty.
The drawback of using hybrid approaches is normally that two or more techniques have to be implemented and applied in parallel. However, the Kalman representation of pose hypotheses as Gaussians directly gives a solution to one of the traditionally hard problems in the Markov/Bayesian approaches, namely to estimate the probability of a measurement given some pose hypothesis [equation (11) ]. So apart from using the frameworks we find to be the most suitable for hypothesis update and assessment, respectively, we have in addition gained a synergistic effect between them. This clearly eases the formulation and implementation of the latter, which, as a further benefit resulting from the fact that only a few pose hypotheses need to be treated, can be implemented very easily without the optimization "tricks" otherwise necessary for the grid based approaches.
A comparison between MHL and the recent MCL technique [15] , [26] is also warranted. MCL is easier to implement, but MHL provides a more intuitive representation with a small number of pose hypotheses. It is not as easy to employ active exploration strategies for MCL as it is for MHL. MCL has the advantage of being able to incorporate all kinds of data, whereas MHL requires that a Gaussian approximation is possible. MHL is better at taking advantage of strong features. In the initial phase MCL must explicitly model the global uncertainty by distributing samples throughout the environment thereby spending massive amount of computations, whereas the zero-hypothesis of MHL takes care of this effortlessly.
The MHL method was implemented and tested on two real mobile robots and was found to work according to the expectations. When the localization failed it was due to the simple exploration strategy not being able to take the robot to a point where a creative feature could be seen or due to the fact that the model in terms of its features looked significantly different than the real world. It is however important to point out that the feature based approach is very robust toward "random" changes which is exemplified by the fact that no furniture whatsoever was present in the model used for the DC experiments and that the rooms in the CAS model were approximated with rectangles.
On the basis of these experiments it is however not possible to say much about the lower limit for the number of (modeled) features that have to be present in the environment, and how densely these have to be placed. This will in general depend on how symmetric the environment is and on the quality of the platform's odometry. What matters is that the robot does not have to travel so far between recognizing new features that the uncertainty on the pose hypotheses makes them all good candidates for a match. In a sparsely but uniformly populated environment this may not be a problem since the pose hypotheses will also be far apart, but if there are distant "clusters" of features this might lead to erroneous results.
The MHT and the Bayesian evidence fusion has been found to work flawlessly, using very limited computational resources. We believe that it is important to have an exploration strategy since moving randomly is not likely to lead to a successful localization due to the odometry drift of the platform. Not being the focus of this work we implemented a quite simple, greedy-type exploration strategy which however turned out to be sufficient for the purpose. The important point here is that due to the fact that we have a limited number of well-defined hypotheses, many methods proposed in the literature become computationally tractable and thus easy to employ.
The feature based approach used in this work was partly motivated by the fact that our navigation systems are based on symbolic models. We, however, do not think that the MHL method is restricted to systems using such high level models. Using a grid based world model it should also be possible to extract pose candidates from laser scans or sonar readings, although it is obvious that the formulation of model uncertainty has to be modified. His research interests also include outdoor robotics and large scale and long term operation of robotic systems.
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