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Abstract
The overall approach I take in the thesis falls into the category of multiscale finite
element methods(MsFEM). I work to identify a new class of local approximation
spaces with good approximation properties. This is carried out for the equilibrium
problem of linear elasticity. The choice of local approximation spaces is motivated
by the kolmogorov n-width. Part of my thesis work develops an estimate to show
that it is possible to achieve a local approximation error of τ with respect to the
energy norm using at most lnd+1( 1
τ
) local basis functions. The global approxima-
tion error τ is controlled by the local approximation error and I recover a global




A broad range of scientific and engineering problems involve multi-scale phenom-
ena. Large disparities in spatial and temporal scales appear in all areas of modern
science and engineering, for example, composite materials. The dispersed particles
or fibers, which usually are randomly distributed in the matrix, may cause fluc-
tuations in the electrical conductivity or elastic property; moreover, the material
properties are usually discontinuous across the phase boundaries.
A complete analysis of these problems is extremely hard. Finding the direct
numerical solution of multiple scale problems is computationally expensive and
time consuming, even with the advent of supercomputers. A large amount of com-
puter memory and CPU time are required, and this can easily exceed the limit
of today’s computing resources. In this thesis we take a domain decomposition
approach. Hence we seek to carry out local computations in parallel. The results
of these local computations are combined through a global computation involving
significantly smaller degrees of freedom than the original discrete problem.
The overall approach we take in the thesis falls into the category of multiscale
finite element methods (MsFEM). The scheme behind (MsFEM) is to use a finite
dimensional space of local solutions to the problem over each element of the coarse
mesh instead of using linear or polynomial FE basis functions.
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This method has two components to it. The first is to create a local approxima-
tion space over each coarse element of the mesh. The second step is to “combine”
these elements together. This idea is suggested by the Partition of Unity Method
(PUM) for combining local approximations. This approach is analyzed in one di-
mension in [10] and for higher dimensional problems it is carried out using special
local solutions, in [7]. It was generalized broadly in [11], [31], [47], [21] and the
citations given there. To fix ideas, let ω be a triangular or quadrilateral element.
We have the following three basic choices to for constructing the local function
space inside ω.
1. Linear boundary data. Here we generate local shape functions as solutions of
the homogeneous multiscale equation inside the element with boundary conditions
on ∂ω associated with linear or bilinear FE. There is a loss of accuracy in this
approach because the trace of the exact solution over the boundary of the element
is not well approximated by a linear function when modeling heterogeneous media.
2. Improved boundary approximation. In order to improve the boundary ap-
proximation over ∂ω one can first solve a one dimensional problem on every edge
of ω with boundary condition on the vertices taken to be the nodal values of FE
functions. Typically the equation on each edge of the element is the restriction of
the two dimensional problem to that edge. When modeling heterogeneous media,
this approach has better accuracy than the first approach.
3. The oversampling method. Let ω∗ be a triangle or quadrilateral element and
take ω ∈ ω∗ to be a concentric element. Here the diameter of ω∗ is taken to be
twice that of ω. We solve the local problem over ω∗ with boundary data prescribed
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as traces of the linear FE shape functions on the boundary of ω∗. The local ap-
proximation is then obtained on restricting these solutions to ω. This oversampling
approach of constructing local bases is presented in [21]. Several variants of these
ideas have been applied and developed for multiscale problems and an overview of
recent literature is given in [21].
MsFEM can also be interpreted as a domain decomposition method. Here the el-
ements ω appearing in the MsFEM can be understood as a domain decomposition
of the computational domain Ω, over which the problem is formulated. The meth-
ods 1) and 2) listed above are domain decomposition without overlap. While 3) has
overlaps between neighboring domains. Further developments of this approach to
multiscale problems and significant generalizations along these lines are given in [2].
We now consider the domain decomposition given by a partition of unity. Here
Ω is covered with domains ωi such that ∪iωi = Ω. On each ωi we define functions
∇φi ≥ 0 with support inside ωi. Here we suppose that φi and ωi are chosen to
give the partition of unity 1 =
∑
φi(x) for x in Ω. We now describe the multi-
scale approach based on domain decomposition using the partition of unity. The
multiscale approach has two components:
1. Local Approximation. On every ωi we introduce m dimensional spaces Vi ⊂
H1(ωi) such that the exact solution u for the multiscale problem can be well
approximated by a function vi ∈ Vi such that ‖u− vi‖ε(ωi) ≤ εi.
2. Construction of an H1(Ω) global approximation from local approximations.
Here we paste the functions vi together to construct a “continuous” function









‖u− v‖2ε(ωi) ≤ C
∑
ε2i (1.2)
where ‖ · ‖ε(ωi) is the energy norm over the element ωi and C is independent
of u and vi.
As in the case of MsFEM one must also address the dual issues of finding accurate
local approximations and the problem of combining these in an appropriate way
to obtain a global approximation to the solution u. Here the local functions are




The Generalized Finite Element Method (GFEM) described above can be thought
of as an overlapping domain decomposition method. Here global approximation
are obtained by pasting together local approximations through a partition of
unity. Partition of Unity Methods (PUM) originated in [7] and were further ex-
tended and analyzed in [5],[31],[11],[3]. It was applied to multiscale problems in
[4],[47],[44],[42],[24]. As described above the GFEM basis is constructed by par-
titioning the computational domain Ω into to a collection of preselected patches
ωi, i = 1, 2, ...m and constructing finite dimensional approximation spaces Ψi over
each patch using local information. Since each space Ψi is computed independently,
the full “global” solution is obtained by solving a global (macro) system which is
an order of magnitude smaller than the system corresponding to a direct applica-
tion the finite element method to the full structure. This provides an opportunity
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for the significant reduction of the computational work involved in the numeri-
cal modeling of large heterogeneous problems appearing in composite materials.
Several advantages for applying this strategy including structural composites are
listed below:
1. Solution of a global problem with drastically reduced degrees of freedom.
2. Independent local mesh generation versus the generation of a globally defined
mesh.
3. Completely independent parallel computation of local problems.
4. Ability to handle multiple right hand sides.
Crucial to the success of this method is the ability to construct a low dimensional
local approximation space with good approximation properties.
In this thesis, we work to identify a new class of local approximation spaces
with good approximation properties. This is carried out for the equilibrium prob-
lem of linear elasticity. The choice of local approximation spaces is motivated by
the Kolmogorov n-width see, e.g., [6]. Consider any finite dimensional subspace
S(n) of a Banach Space B. The Kolmogorov n-width measures the relative error
in approximating functions from the Banach Space by elements of S(n) see, e.g.,
[38]. The results of this thesis provide a generalization of the results presented in
[6] to linear elastic systems. The work reported here has been published in [9].
Here this concept is applied to identify and prove the existence of spectrally de-
fined optimal local approximation spaces. In doing so, an explicitly defined optimal
5
local approximation space can be developed for this problem. Part of my thesis
work develops an estimate to show that it is possible to achieve a local approxi-
mation error of τ with respect to the energy norm over the patch ωi using at most
(ln τ−1)d+1 local basis functions. In fact since GFEM is a Galerkin method, the
global approximation error τ is controlled by the local approximation error and we
recover a global approximation to the actual solution with exponential accuracy.
This type of approach is called Multiscale Spectral GFEM. See [6], [9].
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Chapter 2
Mathematical Formulation for the
GFEM
The over all methodology formulated here is quite general and applies to math-
ematical formulations of linear elasticity described by measurable tensor valued
coefficients. Such generality is required for the development of mathematically
rigorous solution strategies. On the other hand the machine computation of dis-
placement fields inside engineering materials requires a precise description of the
heterogeneous material properties. We begin with the general formulation of the
equilibrium problem for an anisotropic heterogeneous linearly elastic medium and
then specialize our treatment to two dimensional plane strain problems for uni-
directional fiber reinforced composites.
Let Ω ∈ Rd, d = 2, 3 be a bounded domain with Lipschitz boundary ∂Ω. We
start by formulating the problem for the system of linear elasticity used for the
determination of elastic displacement fields u : Ω 7→ Rd. The equilibrium equation
of linear elasticity is given by
−div(A(x)e(u(x))) = f(x), x ∈ Ω (2.1)
Where e(u) is the elastic strain and is the symmetric part of the gradient of the
displacement ∇u given by e(u) = (∇u + ∇uT )/2. The elasticity tensor of an
anisotropic heterogeneous medium is characterized by a measurable tensor valued
field Aijkl(x) ∈ L∞(Ω) for i, j, k, l = 1, d. Aijkl = Aijlk = Ajikl = Aklij. We suppose
the tensor satisfies the standard coercivity and boundedness conditions for any
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symmetric d× d matrix e
α|e|2 ≤ Ae : e ≤ β|e|2,x ∈ Ω (2.2)
where Ae : e = Aijkleijekl, and |e|2 =
∑
e2ij. For this choice of elasticity coefficient
the solution is sought in the Sobolev space H1(Ω;Rd) and the right-hand side (the
body force) lies in the dual space H1(Ω;Rd)∗.
The problem formulation is completed on prescribing traction and (or) displace-
ment conditions on the boundary of the domain ∂Ω. The traction boundary con-
dition is given by
n · Ae(u) = g, x ∈ ∂Ω (2.3)




and the weak solution u ∈ H1(Ω;Rd) exists and is unique up to a rigid motion.
Here the linear space of rigid motions is given by
R = {a + b ∧ x; a and b, in Rd}. (2.4)
If in addition a displacement boundary condition is prescribed on part of the
boundary Γ ⊂ ∂Ω, i.e., u = U ∈ H1/2(Γ;Rd) then the solution exists and is
uniquely specified.
The solution of a particular physical problem requires the specialization of the
general formulation to the case at hand. Here we focus on the physical problem
of calculating stresses and strains inside a uni-directional carbon fiber epoxy resin
composite. This type of structural composite is commonly used in commercial air-
craft and wind turbines primarily due to its high specific stiffness and strength.
The principle objective of this paper is to describe the problem of machine compu-
tation of local fields inside engineering composite systems. The goal is to highlight
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the issues and problems related to machine computation of local fields inside struc-
tural composites typically requiring 108 degrees of freedom per square centimeter
of fibrous composite material.
To fix ideas we formulate a deterministic two dimensional elasticity problem for
a uni-directional fiber reinforced composite.
In the two dimensional formulation we make the idealization and assume that
the fiber cross sections are circular. See Figure 2.1. In actuality the fibers are more
like deformed cylinders.
FIGURE 2.1. Composite cross section
Here we emphasize that the fiber distribution is not periodic, so that the theory
and computational analysis based on the assumption of a periodicity or almost
periodicity characterized by an elastic tensor field of the type A(x,x/ε) where the
tensor field A is smooth in the first variable periodic and oscillatory in the second
variable cannot be used.
We will consider the square domain Ω = (−κ, κ)× (−κ, κ) where κ is dimension
in meters denoted by m. The boundary of Ω is denoted ∂Ω. We have | Ω |= 4κ2[m]2.
We assume that the fiber volume fraction is W'50% . The fiber cross sections are
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circular with diameters given by d = 5µm. Here 1µm = 10−6m. The fibers provide
structural stiffness and their stiffness greatly exceeds the matrix. The domain Ω
contains approximately (2.105κ)2 fibers. As indicated we assume that the locations
and the diameters of the fibers are known from image data. Last we assume that
no fiber is touching the boundary of the sample ∂Ω.







{δilδjl + δilδjk − δijδkl} (2.5)
where
E(x) = 24Gpa for x in the fibers, 3.6Gpa for x in the epoxy matrix
ν(x) = 0.24 for x in the fibers, 0.3 for x in the epoxy matrix (2.6)
The mathematical formulation of the two dimensional plane strain problem is
given by boundary value problem for the Lame differential equation
L(u(x)) = −div(A(x)e(u(x))) = f(x), (2.7)
with boundary conditions given by traction in units of GPa or displacement in
units of meters m. Here x = (x1, x2), u = (u1, u2), where both quantities are ex-
pressed in units of meters m. The elasticity tensor field A(x) defines the isotropic
elastic properties of the matrix and the fibers. It is evident that the tensor A(x) is
varies rapidly across the structure and hence is very “rough”. The two dimensional
problem of plane strain is intended to model a section of cylindrical fiber compos-
ite of unit thickness d = 1 m. The assumption that the fibers are represented by
cylinders is an idealization. However it serves to illustrate the ideas and challenges
behind machine computation of fields inside complex media.
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Remark 2.1. Here we will assume that the location of the fibers are known exactly.
Although the position of the fibers shown in Figure 1 are determined from image
data, it is not possible to map the position of all the fibers in a typical structural
composite. Instead the image data may be used in a stochastic characterization
of the fiber distribution within the structural composite. However in this paper we
consider a deterministic description of fiber positions and view it as necessary
preparation for stochastic formulations of local structure in heterogeneous media.
The mathematical formulation of our physical problem is a boundary value prob-
lem for the strongly elliptic system given by the Lame equation 2.7. The weak





Ae(u) : e(v)dx,u,v ∈ H1(Ω;R2), (2.8)
and the energy norm
‖u‖E(Ω) = (B(u,u))1/2 = E(u)1/2, in the units [GPa]1/2[m]3/2 (2.9)
where E(u,u) is the energy. We define the energy space given by the quotient
space H1(Ω;Rd)/R equipped with the energy norm E(Ω). In what follows we will








be the load functional. We assume that the natural consistency condition between
F1 and F2 given by
F1(v) + F2(v) = 0, for all v ∈ R (2.10)
is satisfied.
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The elastic displacement field u0 in Ω is the solution of the problem, u0 ∈
H1(Ω;Rd)/R,
B(u0,v) = F (v) =F1(v) + F2(v),∀v ∈ H1(Ω;Rd), (2.11)
and is uniquely specified up to a rigid motion.
If additionally on Γ ⊂ ∂Ω the boundary condition is u = uΓ then the unique
solution u0 ∈ E(Ω),u0 = uΓ satisfies B(u0,v) = F (v), ∀v ∈ H1(Ω;Rd), v = 0 on
Γ.
If F2 = 0 then u0 is the A-harmonic function satisfying B(u0,v) =0,∀v ∈C∞0 (Ω)
The basic goal of this paper is to formulate and develop a multi-scale and
highly parallelisable numerical method for obtaining approximate solutions u0,appr
to elastic deformations inside composite structures that satisfy ‖u0−u0,appr‖E(Ω) ≤
τ‖u0‖E(Ω) where τ is a given tolerance.
12
Chapter 3
An application: The mathematical
formulation of the fiber composite
problem
Let V N,m be the N ×m dimensional subspace of H10 (Ω;Rd) given by






φi = 1, ξi ∈ Vωi} (3.1)
where φi is a partition of unity subordinate to the covering ∪mi=1ωi = Ω, and Vωi is
the finite dimensional span of the N−width functions on ωi.
Let ω∗i ⊃ ωi be domains containing ωi such that for interior ωi We have ω∗i ⊃⊃ ωi
and for ωi such that ∂ωi ∩ ∂Ωi 6= ∅ : ω∗i ⊃ ωi, ∂ω∗i ∩ ∂Ω ⊃⊃ ∂ωi ∩ ∂Ω and
dist(∂ωi ∩ Ω, ∂ω∗i ∩ Ω) > α > 0, see figure 4.1.
For ωi within the interior of Ω, the N− width functions are defined by Theorem
4.11.
For the case of boundary domains ωi. i.e ∂ωi ∩ ∂Ωi 6= ∅ then the boundary N−
width functions are zero on ∂ωi ∩ ∂Ω and defined by Theorem 4.17.
Consider the local solutions χi of
−div(Ae(χi)) = f, on ωi (3.2)
and χi|∂ω∗i = 0.
We form up =
∑m
i=1 φiχi. And introduce the convex set given by
KN,m = V N,m + up ⊂ H10 (Ω;R). (3.3)
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Elements of KN,m are written as vGN and we seek a Galerkin solution u
G
N ∈ KN,m
of the variational problem
(uGN ,v
G
N − uGN)E(Ω) ≡
∫
Ω
Ae(uGN) : e(vGN − uGN) dx (3.4)
(uGN ,v
G
N − uGN)E(Ω) =
∫
Ω
f · (vGN − uGN), ∀vGN ∈ KN,m (3.5)
note here that vGN − uGN ∈ VN,m.
The theory of variational inequalities and convex analysis guarantees the exis-
tence and uniqueness of solution expressed in the following theorems.
Theorem 3.2. There exists a unique solution uGN ∈ KN,m of problem (3.5).





f · v, ∀v ∈ H10 (Ω;Rd) . (3.6)
Next we have a version of Cea’s Lemma for Galerkin approximations.
Theorem 3.4.
‖u− uGN‖E(Ω) ≤ inf
vGN∈KN,m
‖u− vGN‖E(Ω). (3.7)
Proof. 1st note vGN − uGN ∈ V N,m ⊂ H10 (Ω;Rd).
So from Theorem 3.3 we have
(u,vGN − uGN)E(Ω) =
∫
Ω
f · (vGN − uGN), ∀vGN ∈ KN,m . (3.8)
Now subtract 3.8 from 3.5 to get
(uGN − u,vGN − uGN)E(Ω) = 0, ∀vGN ∈ KN,m . (3.9)
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Now we write
‖vGN − u‖2E(Ω) = ‖vGN − uGN + uGN − u‖2E(Ω) (3.10)
= ‖vGN − uGN‖2E(Ω) + ‖uGN − u‖2E(Ω) (3.11)
+ 2(vGN − uGN ,uGN − u)E(Ω). (3.12)
From 3.9 and 3.10 we conclude
‖vGN − u‖2E(Ω) = ‖vGN − uGN‖2E(Ω) + ‖uGN − u‖2E(Ω) (3.13)
≥ ‖uGN − u‖2E(Ω). (3.14)
And Theorem 3.4 is proved.
Remark 3.5. More generally, Theorems 3.2 and 3.4 apply for convex sets KN,m ⊂
H10 (Ω;Rd) of the form KN,m = V N,m + up where up ∈ H10 (Ω;Rd)
Consider now the Neumann problem and the construction of an appropriate
convex set KN,m ⊂ H1(Ω;Rm). Here we consider boundary domains ωi of the
partition of unity that satisfy ∂ωi ∩ ∂Ω 6= ∅. The local particular solutions χNi
satisfy
−div(Ae(χNi )) = 0, on ω∗i (3.15)
n · Ae(χNi )|∂ω∗i = g (3.16)
χNi |∂ω∗i ∩Ω = 0 (3.17)
Here (3.15) and (3.16) are equivalent to
∫
ω∗i
Ae(χNi ) : e(φ) dx =
∫
∂ω∗i ∩∂Ω
g · φ ds (3.18)
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∀φ ∈ H1(ω∗i ;R) s.t φ|∂ω∗i ∩Ω = 0
Now consider the convex set given by KN,m = V N,m + up, here up ∈ H1(Ω;Rd)
Again the theory of variational inequalities and convex analysis guarantees the
existence and uniqueness of solution expressed in the following theorem.




N − uGN)E(Ω) =
∫
∂Ω
g · (vGN − uGN) ds, ∀vGN ∈ KN,m (3.19)
Theorem 3.7. Given g ∈ H−1/2(∂Ω;Rd) such that
∫
∂Ω
g · v ds = 0 for v being a




g · v ds, ∀v ∈ H1(Ω;Rd) (3.20)
And as before we have the analogue of Cea’s Lemma given by
Theorem 3.8.
‖u− uGN‖E(Ω) ≤ inf
vGN∈KN,m
‖u− vGN‖E(Ω) (3.21)
Theorem 3.9 (GFEM Approximation Theorem [2]). Given u and KN,m as ele-
ments (resp. subsets) of H10 (Ω;Rd) and H1(Ω;Rd). Then for uGN ∈ KN,m












where local approximation is
‖u− (up|ωi + ξi)‖L2(ωi) ≤ εi (3.23)
‖u− (up|ωi + ξi)‖E(ωi) ≤ εi (3.24)
16




Optimal Local Approximation Space
1 Introduction to Optimal Local Approximation Spaces
In this section we introduce optimal local approximation spaces for use in the
multi-scale scheme. These spaces are distinguished by their exponential approxi-
mation properties. Given the solution u0 to the global problem and a prescribed
tolerance τ we seek to find a local approximation on the patch ωj. In this section
we show that is is possible to find a local approximation w from the optimal local
space Ψj of dimension (ln τ
−1)d+1, d = 2, 3 for which the error satisfies
‖u0 −w‖E(ωj) ≤ τ. (4.1)
In what follows we will establish the optimal local approximation properties in
the general context of heterogeneous media for two and three dimensional elas-
ticity problems characterized by measurable elasticity tensors A(x) satisfying the
coercivity and boundedness conditions 2.2. We will also develop approximation
properties for local domains that border the boundary of Ω. Here we will establish
exponential approximation results when Ω has reentrant corners and for general
Lipschitz domains.
2 Local approximation on the interior
To fix ideas we will assume that the patch ω is a cube of a given side length
surrounded by a larger cube ω∗. We will distinguish two cases depending on if the
set ω, lies within the interior of Ω or if it intersects the boundary, i.e., ω ∩ ∂Ω 6= ∅.
It will be shown that the overall approach to constructing optimal local approxi-
mation spaces for these two cases is the same. We consider concentric cubes ω ⊂ ω∗
18
with side lengths given by σ and σ∗ = (1 + ρ)σ respectively. In order to introduce
the ideas I suppose first that ω lies in the interior of Ω so that ω ⊂ ω∗ ⊂ Ω.
We shall utilize ω∗ to construct a finite dimensional approximation space over ω.
For any open subset S of the computational domain Ω we introduce the space of
functions HA(S;Rd) defined to be the functions in H1(S;Rd) that are A-harmonic




Ae(v) : e(ϕ) dx, ∀ϕ ∈ C∞0 (S;Rd). (4.2)
Here HA(ω;Rd) and HA(ω∗;Rd) contain local information on the heterogeneities
and will be used in the construction of the optimal local basis. Let R = {a + b ∧
x; a and b, in Rd} be the linear space of rigid motions. We introduce the quotient
of HA(ω
∗;Rd)/R with respect to R denoted by HA(ω∗;Rd)/R. It is clear that the
solution u lies in this space. We also introduce the subspace H0A(ω
∗;Rd) given by
elements of HA(ω
∗;Rd) perpendicular to R with respect to the L2(ω∗;Rd) inner
product. Here we recall that HA(ω
∗;Rd)/R equipped with the energy inner product
is isometric to H0A(ω
∗;Rd). The closure of smooth functions with compact support
in the energy norm is denoted by H10 (ω
∗;Rd) and for future reference we introduce
the decomposition of H1(ω∗;Rd) given by
H1(ω∗;Rd) = H0A(ω∗;Rd)⊕H10 (ω∗;Rd)⊕R.
Here H0A(ω
∗;Rd) and H10 (ω∗;Rd) are orthogonal with respect to the energy inner
product on ω∗.
In this method we choose to approximate elements in the space of functions
HA(ω
∗;Rd)/R restricted to ω. Let T : HA(ω∗;Rd)/R → HA(ω;Rd)/R be the re-
striction operator such that T (u)(x) = u(x) for all x ∈ ω and u ∈ HA(ω∗;Rd)/R.
19
We will show that this operator T is compact in the Appendix B. For the scalar
problems, this follows immediately from an application of the the Caccioppoli in-
equality Lemma 4.13 together with the Rellich Kondrachov embedding theorem
on ω∗ see [6].
Now we approximate by “n” dimensional subspaces S(n) ⊂ HA(ω;Rd)/R. The
accuracy of a particular increasing sequence {S(n)}∞n=1 of local approximation
spaces is measured by







A sequence of approximation spaces Ŝ(n) is said to be optimal if it has an accuracy
d(Ŝ(n), ω) that satisfies d(Ŝ(n), ω) ≤ d(S(n), ω), n = 1, 2, . . ., when compared to
any other sequence of approximation spaces S(n). The problem of finding the




















The quantity dn(ω, ω
∗) is known as the Kolmogorov n-width of the compact oper-
ator T , see [38].
The optimal local approximation space Ψn(ω) for GFEM follows from gen-
eral considerations. We introduce the adjoint operator T ∗ : HA(ω;Rd)/R →
HA(ω
∗;Rd)/R and the operator T ∗T is a compact, self adjoint, non-negative op-
erator mapping HA(ω
∗;Rd)/R into itself. We denote the eigenfunctions and eigen-
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values of the problem
T ∗T u = λu (4.6)
by {ϕi} and {λi} and the optimal subspace Ψn is given by the following theorem.
Theorem 4.10. The optimal approximation space is given by Ψn(ω) = span{ψ1, . . . , ψn},
where ψi = T ϕi and dn(ω, ω∗) =
√
λn+1.
For the case considered here the definitions of T and T ∗ show that the optimal
subspace and eigenvalues are given by the following explicit eigenvalue problem.
Theorem 4.11. The optimal approximation space is given by Vω = Ψn(ω) =
span{ψ1, . . . , ψn} where ψi = T ϕi and ϕi and λi are the first n eigenfunctions and
eigenvalues that satisfy
(ϕi, δ)E(ω) = λi(ϕi, δ)E(ω∗), ∀δ ∈ HA(ω∗;Rd)/R. (4.7)
The next theorem provides an upper bound on the rate of convergence for the
optimal local approximation.
Theorem 4.12. Exponential convergence for interior approximations.






The index Nε is constructed explicitly in the proof of Theorem 4.12 given in the
next section. Theorem 4.12 shows that the asymptotic convergence rate associated
with the optimal approximation space is nearly exponential for the general class
of L∞(Ω) coefficients satisfying the coercivity and boundedness conditions 2.2.
3 Proof of exponential decay for interior subdomains
In this section we give the proof of Theorem 4.12. The construction of the local
approximation space is done iteratively. We start by introducing the the first n
eigenfunctions vi ∈ H1(ω∗;Rd), that are orthogonal to R, in the L2(ω∗;Rd) inner




vi ·w dx, ∀ w ∈ H1(ω∗;Rd)
posed over ω∗, i = 1, . . . , n. The subspace spanned by these functions is denoted
by Sn(ω
∗). Next we introduce the span of A harmonic functions given by
Wn(ω
∗) = span{wi ∈ HA(ω∗;Rd) : wi = vi, on ∂ω∗, i = 1, . . . n}. (4.9)
The orthogonal projection from H1(ω∗;Rd) onto H0A(ω∗;Rd) is denoted by PA.
And one readily checks that Wn(ω
∗) = PASn(ω∗).
We define the family of approximation spaces Fn(ω, ω∗) given by the restriction
of the elements of Wn(ω
∗) to ω. In what follows we first show that Fn(ω, ω∗) is
a family of local approximation spaces with a rate of convergence on the order
of n−1/d, d = 2, 3. To show this I introduce a suitable version of the Cacciappoli
inequality that bounds functions in the energy norm over any measurable subset
O ⊂ ω∗ for which dist(∂O, ∂ω∗) > δ > 0 in terms of the L2 norm over ω∗.
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Lemma 4.13. Let u be A-harmonic in ω∗ and belong to L2(ω∗;Rd)∩H1loc(ω∗;Rd).
Then
‖u‖E(O) ≤ (2β1/2/δ)‖u‖L2(ω∗;Rd). (4.10)
where β is defined by equation (2.2).
The proof is given in the Appendix A.
Next we introduce the approximation theorem associated with the space Wn(ω
∗)
given by
Lemma 4.14. Let u ∈ H0A(ω∗;Rd) then there exists a vu ∈ Wn(ω∗) such that
‖u− vu‖L2(ω∗;Rd) = inf
v∈Wn(ω∗)
‖u− v‖L2(ω∗;Rd) (4.11)
≤ Cnσ∗θdα−1/2‖u‖E(ω∗) d = 2, 3 (4.12)
where σ∗ is the side length of the cube ω∗, Cn = n
−1/d(1 + o(1)), d = 2, 3. For
d = 2, θ2 =
√
2/(3π) and for d = 3, θ3 = [(1 + 4
√
2)/(6π2)]1/3.








Fix u ∈ H0A(ω∗;Rd) and denote the projection of u onto Wn(ω∗) with respect to
the energy norm ‖ · ‖E(ω∗) by PEu. Choosing w = PEu and noting that ‖(I −











∗) = PASn(ω∗) it follows that
{u ∈ H0A(ω∗;Rd) ⊥ PASn(ω∗)} = {u ∈ H0A(ω∗;Rd) ⊥ Sn(ω∗)},
{u ∈ H0A(ω∗;Rd) ⊥ Sn(ω∗)} ⊂ {u ∈ H1(ω∗;Rd)2 ⊥L2 (Sn(ω∗)⊕R)}, (4.15)
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where µn+1 is the largest eigenvalue associated with Sn+1(ω
∗). One has the ele-




e(vn+1) : e(w) dx = νn+1
∫
ω∗
vn+1w dx, ∀w ∈ H1(ω∗;Rd). Here we








1)2/3(1 + o(1)) for d = 3. The required upper bound on T now follows and the
theorem is proved.
Now we apply Lemma 4.13 together with Lemma 4.14 to obtain the following
convergence rate associated with the family of approximation spaces Fn(ω, ω∗)
given by
Theorem 4.15. Let u ∈ HA(ω∗;Rd)/R then there exists an approximation vu ∈
Fn(ω, ω∗) for which
‖u− vu‖E(ω) = inf
v∈Fn(ω,ω∗)
‖u− v‖E(ω) ≤ I(ω, ω∗)Cn‖u‖E(ω∗) (4.18)
where
I(ω, ω∗) = 4 θd
1 + ρ
ρ
(β/α)1/2 and Cn = n
−1/d(1 + o(1)), d = 2, 3.(4.19)
Proof of Theorem 4.12.
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Next we proceed iteratively to construct a family of local approximation spaces
with a rate of convergence that is nearly exponential. For any pair of two concentric
cubes Q ⊂ Q∗ we define Fn(Q,Q∗) to be the space given by the restriction of
Wn(Q
∗) on Q. We suppose that ω∗ is of side length σ∗. Let N > 1 be an integer
and we suppose that ω is of side length σ and σ∗ = σ(1+ρ). Choose ωj, j = 1, 2, ...N
to be the nested family of concentric cubes with side length σ(1 +ρ(N + 1− j)/N)
for which ω = ωN+1 ⊂ ωN ⊂ ωN−1 ⊂ · · · ⊂ ω1 = ω∗. We introduce the local
spaces, Fn(ω, ωN), Fn(ω, ωN−1),...,Fn(ω, ω1). Put m = N × n and we define the
approximation space given by
T (m,ω, ω∗) = Fn(ω, ω1)⊕ · · · ⊕ Fn(ω, ωN). (4.20)
Theorem 4.16. Let u ∈ HA(ω∗)/R and N be an integer such that 1 ≤ N ≤ nγ,
with 0 < γ < 1/d. Then there exists zu ∈ T (m,ω, ω∗) such that
‖u− zu‖E(ω) ≤ ςN‖u‖E(ω∗) (4.21)
and ς = 4 θd
1+ρ
ρ
N(β/α)1/2Cn, d = 2, 3.
Proof. In what follows we make the identification ω1 = ω
∗ and ωN+1 = ω. From
Theorem 4.15 we have that there exists v1 ∈ Fn(ω2, ω∗) such that
‖u− v1‖E(ω2) ≤ ς‖u‖E(ω∗) (4.22)





vm‖E(ωj+1) ≤ ςj‖u‖E(ω∗) (4.23)









and the induction step goes through. Choosing zu =
∑N
m=1 vm delivers
‖u− zu‖E(ω) ≤ ςN‖u‖E(ω∗) (4.25)
and the theorem follows noting that zu belongs to T (m,ω, ω∗).
To finish the proof of Theorem 4.12 we choose N to be the largest integer
less than or equal to nγ. Thus m ≤ nγ+1 and m
1





d(γ+1) , and N ≤ m
γ





































for ` > (Ke)(γ+1)/(1/2−γ) and Theorem 4.12 is proved.
3.1 Optimal Local Approximation Spaces at the Boundary
We present optimal local approximation spaces for domains bordering the bound-
ary of Ω. These results hold for domains Ω of general shape including bounded
Lipschitz regions. The essential assumption is that the Rellich Kondrachov em-
bedding theorem holds in Ω. To fix ideas we consider the L shaped domain Ω with
a reentrant corner and introduce optimal local approximation spaces for domains
that intersect the boundary ∂Ω. To illustrate the method consider concentric L
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shaped subdomains ω ⊂ ω∗ of Ω containing the reentrant corner. See Figure 4.1.
The arguments presented here naturally apply to other choices of ω and ω∗ that
touch the boundary. The outer domain is denoted by ω∗ and the concentric inner
domain is denoted by ω. The side lengths of ω ⊂ ω∗ ⊂ σ are given by σ and
σ∗ = (1 + ρ)σ respectively. For future reference we set δ = 1
2
ρσ.
Given a function u ∈ HA(Ω;Rd), d = 2, 3, the goal is to provide a approxi-
mation to u in ω. To this end we form a local particular solution up given by the
A-harmonic function that satisfies Ae(up)n = g on ∂ω∗∩∂Ω and up = 0 on ∂ω∗∩Ω.
Writing u = up+u0 we see that Ae(u0)n = 0 on ∂ω∗∩∂Ω and u0 = u on ∂ω∗∩Ω.
The objective of this section is to find the optimal family of local approximation
spaces that give the best approximation to u0 = u − up in the energy norm over
the set ω.
We introduce the space of functions HA,0(ω
∗;Rd) given by all functions v ∈
H1(ω∗,Rd) that are A-harmonic on ω∗ and for which ∂νv ≡ Ae(v)n = 0 on
∂ω∗ ∩ ∂Ω. The analogous space of functions defined on ω is denoted HA,0(ω;Rd).
Since we approximate functions with respect to the energy norm we introduce the
quotient space of HA,0(ω
∗;Rd) to the subspace of rigid translations R denoted by
HA,0(ω
∗;Rd)/R.
Now we introduce T : HA,0(ω∗;Rd)/R → HA,0(ω;Rd)/R given by the restriction
operator defined by T (u)(x) = u(x) for all x ∈ ω and u ∈ HA,0(ω∗;Rd)/R. The
operator T is compact. As before this follows immediately from an application of
a suitable Caccioppoli inequality (Lemma 4.20) together with the Rellich Kondra-
chov embedding theorem on ω∗. Let S(n) be any finite dimensional subspace of
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HA,0(ω;Rd)/R and the problem of finding the family of optimal local approxima-





















The quantity dn(ω, ω
∗) is known as the Kolmogorov n-width of the compact
operator T , see [38].
FIGURE 4.1. Local domains
Proceeding as before we introduce the adjoint operator P ∗ : HA(ω;Rd)/R →
HA(ω
∗)/R and the operator T ∗T is a compact operator mapping HA,0(ω∗)/R into
itself. The optimal approximating spaces are described in the following theorem.
Theorem 4.17. The optimal approximation space is given by Vω = Ψn(ω) =
span{ψ1, . . . , ψn} where ψi = T ϕi and ϕi ∈ HA,0(ω∗;Rd)/R and λi are the first n
eigenfunctions and eigenvalues that satisfy






The next theorem provides an upper bound on the rate of convergence for the
optimal local boundary approximation.
Theorem 4.18. Exponential convergence at the boundary.





Theorem 4.18 shows that the asymptotic convergence rate associated with the
optimal boundary approximation space is nearly exponential for the general class
of L∞(ω∗) coefficients A(x) satisfying the coercivity and boundedness conditions
(2.2).
3.2 Proof of exponential decay for boundary subdomains
The subspace of A harmonic functions defined on ω∗ orthogonal in the L2(ω∗;Rd)
inner product to rigid motions is denoted by H0A(ω
∗;Rd) and the subspace of el-
ements belonging to HA,0(ω
∗;Rd), orthogonal in the L2(ω∗;Rd) inner product, to
rigid motions is denoted by H0A,0(ω
∗;Rd). We introduce the L2(ω∗;Rd) norm clo-
sure of H0A,0(ω
∗;Rd) denoted by H
0
A,0(ω
∗;Rd). It is shown in Lemma 6.25 of the
Appendix that v ∈ H0A,0(ω∗;Rd) satisfies the boundary condition ∂νv = 0 on any
compact subset of ∂ω∗ ∩ ∂Ω and the orthogonality condition v ⊥L2 R.
To construct a local basis we first introduce the first n eigenfunctions vi ∈




viw dx, ∀ w ∈ H1(ω∗,Rd)),
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i = 1, . . . , n. The subspace spanned by these functions is denoted by Sn(ω
∗). Next
we introduce the span of A harmonic functions given by
Wn(ω
∗) = span{wi ∈ H0A(ω∗;Rd) : wi = vi, on ∂ω∗ ∩ Ω ∪ ∂ω∗ ∩ ∂Ω, i = 1, . . . n}
(4.33)
For future reference we introduce the decomposition of H1(ω∗;Rd) given by
H1(ω∗;Rd) = H0A(ω∗;Rd)⊕H10 (ω∗;Rd)⊕R.
The spaces H0A(ω
∗;Rd) and H10 (ω∗,Rd) are orthogonal with respect to the energy
inner product (·, ·)E(ω∗). We recall that the spacesHA(ω∗;Rd)/R andH0,A(ω∗;Rd)/R
equipped with the energy inner product are isomorphic toH0A(ω
∗;Rd) andH00,A(ω∗;Rd)
respectively.
The orthogonal projection from H1(ω∗;Rd) onto H0A(ω∗;Rd) is denoted by PA.
One readily checks that Wn(ω
∗) = PASn(ω∗). Next we construct a subspace satisfy-





∗). The projection operator is denoted by P0 and
‖v − P0v‖L2(ω∗;Rd) = inf
w∈H0A,0(ω∗)




L2(ω∗;Rd) + ‖(I − P0)v‖
2
L2(ω∗;Rd) (4.34)
In what follows the local approximations will be chosen from the local function
space P0Wn(ω∗) restricted to the set ω. Next we introduce the approximation
theorem associated with the space P0Wn(ω) given by
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Lemma 4.19. Let u ∈ H0A,0(ω∗;Rd) then there exists a vu ∈ P0Wn(ω∗) such that
‖u− vu‖L2(ω∗;Rd) = inf
v∈P0Wn(ω∗)
‖u− v‖L2(ω∗);Rd ≤ Cnσ∗θdα−1/2‖u‖E(ω∗) (4.35)
where σ∗ is the side length of the cube ω∗ and Cn = n
−1/d(1 + o(1)) for d = 2, 3
and θd is as in Lemma 4.14.








Fix u ∈ H0A,0(ω∗;Rd) and for every w ∈ P0Wn(ω∗) one has g ∈ Wn(ω∗) such that

















Denote the projection of u onto Wn(ω
∗) with respect to the energy norm ‖·‖E(ω∗)















∗) = PASn(ω∗) it follows that
{u ∈ H0A(ω∗;Rd) ⊥ PASn(ω∗)} = {u ∈ H0A(ω∗;Rd) ⊥ Sn(ω∗)},
{u ∈ H0A(ω∗;Rd) ⊥ Sn(ω∗)} ⊂ {u ∈ H1(ω∗;Rd) ⊥L2 (Sn(ω∗)⊕R)}, (4.42)
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where the ⊥L2 in the second line of (4.42) is orthogonality with respect to the















where µn+1 is the largest eigenvalue associated with Sn+1(ω
∗). One has the elemen-




e(vn+1) : e(w) dx = νn+1
∫
ω∗
vn+1w dx, ∀w ∈ H1(ω∗;Rd). And




for d = 2 and νn+1 = [6π
2/(1 + 4
√
2)(σ∗)3/]1/3(n+ 1)2/3(1 + o(1)) for d = 3.
Motivated by Lemma 4.19 we define the family of approximation spaces Fn(ω, ω∗)
given by the restriction of the elements of P0Wn(ω∗) to ω. In what follows we show
that Fn(ω, ω∗) is a family of local approximation spaces with a rate of convergence
on the order of n−1/d, d = 2, 3.
To proceed we introduce a suitable Caccioppoli inequality for boundary domains.
Suppose ω ⊂ ω∗ satisfy ∂ω∩ ∂ω∗ ∩ ∂Ω 6= ∅ and dist(∂ω∗ ∩Ω, ∂ω∩Ω) = δ > 0, see,
e.g., Figure 4.1. Then we have the following lemma.




‖u‖E(ω) ≤ (2β1/2/δ)‖u‖L2(ω∗;Rd). (4.45)
where β is defined in equation (2.2).
The proof is given in the Appendix A.
32
Application of Lemma 4.20 to u − vu on ω ⊂ ω∗ together with Lemma 4.19
delivers the following convergence rate associated with the family of approximation
spaces Fn(ω, ω∗) given by
Theorem 4.21. Let u ∈ HA,0(ω∗;Rd)/R then there exists an approximation vu ∈
Fn(ω, ω∗) for which
‖u− vu‖E(ω) = inf
v∈Fn(ω,ω∗)
‖u− v‖E(ω) ≤ I(ω, ω∗)Cn‖u‖E(ω∗) (4.46)
where
I(ω, ω∗) = 4 θd
1 + ρ
ρ
(β/α)1/2 and Cn = n
−1/d(1 + o(1)), (4.47)
Now we proceed as before to construct a family of local approximation spaces
with a rate of convergence that is nearly exponential. For any pair of two concentric
L-shaped domains Q ⊂ Q∗ we define ∂Fn(Q,Q∗) to be the space given by the
restriction of P0Wn(Q∗) on Q. Let N > 1 be an integer and consider the nested
family of concentric L-shaped domain Qj, j = 1, 2, ...N + 1 with Qj+1 ⊂ Qj and
Q1 = ω
∗ and QN+1 = ω. The longest side lengths of Qj are given by σ(1 + ρ(N +
1 − j)/N). Set ωj = Qj to obtain ω = ωN+1 ⊂ ωN ⊂ ωN−1 ⊂ · · · ⊂ ω1 = ω∗. We
introduce the local spaces ∂Fn(ω, ωN), ∂Fn(ω, ωN−1),...,∂Fn(ω, ω1). Put m = N×n
and we define the approximation space given by
∂T (m,ω, ω∗) = ∂Fn(ω, ω1) + · · ·+ ∂Fn(ω, ωN). (4.48)
We now proceed as before to estimate convergence rate associated with the local
approximation space ∂T (m,ω, ω∗) and Theorem 4.18 follows.
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Chapter 5
Application of optimal local
approximation to GFEM
Recall GFEM Approximation Theorem in Chpater2.
Theorem 5.22 (GFEM Approximation Theorem [2]). Given u0 the unique global
solution and KN,m as elements (resp. subsets) of H10 (Ω;Rd) and H1(Ω;Rd). Then
for uGN ∈ KN,m












where local approximation is
‖u0 − (up|ωi + ξi)‖L2(ωi) ≤ εi (5.2)
‖u0 − (up|ωi + ξi)‖E(ωi) ≤ εi (5.3)
This theorem shows that control of local error can be used to the control of
global error. Here up|ωi is a particular solution on ωi and u0−up|ωi is A-harmonic
function on ωi, i = 1, 2, ...,m.
In the previous chapter, we have proved the following exponential convergence
theorem for both interior approximations and the boundary approximations.





So if we choose ξi to be local optimal local approximation to u0 − up|ωi , then





‖ u0 − (up|ωi + ξi) ‖E(ωi)≤ e−n
( 1d+1−ε)
(5.6)
Suppose ζi(x) = up|ωi + ξi, then we can summarize our results in the following
theorem
Theorem 5.23 (Nearly exponential approximation for GFEM). For ε > 0 there
is an Nε > 0 such that for all N > Nε, there exist ζi and a constant K independent















Homogenization of local bases for
multiscale problems in random media
1 Introduction
FIGURE 6.1. Voronoi diagram of a large sample of composite
In general it is not possible to completely know the coefficient of elasticity de-
scribing a composite structure. Instead we suppose we have image data for a typical
subdomain of the composite structure. Here we use the image data to construct a
random medium that captures the variation of the local fiber configuration across
the structure. It is carried out as follows:
1. Take image data from a representative large sample of material and identify
the coordinate of the centers of the cross sections of the fibers.
2. Construct a Voronoi tessellation from the centers of the fiber cross sections
see, Figure 6.1.
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FIGURE 6.2. Voronoi subdomain
FIGURE 6.3. Voronoi cell and subdomain
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3. The variation in the location of the centers of the fiber cross sections across
large samples is approximated by jiggling the centers about a subdomain of
each cell of the Voronoi tessellation, see Figure 6.2. A particular subdomain of
each Voronoi cell is constructed such that the disk with center jiggled in the
subdomain will never cross the boundary of the Voronoi cell. The centers are
jiggled according to the uniform probability distribution over the subdomain
see, Figure 6.3.
Remark 6.24. Here disks are distributed inside the voroni cells so there are no
overlaps between neighboring spheres. This is a method for generating high concen-
tration random suspensions of nonoverlapping disks from image data. This algo-
rithm is implemented by programming in Matlab. The matlab code and explanation
is given in the next section.
The Voronoi tessellation for a large sample is given in Figure 6.1. A “close up”
of a typical subset of the sample shown in Figure 6.1 is presented in Figure 6.2.
There each Voronoi cell is visible together with its subdomain and its disks. Every
disk is located in its Voronoi cell and has no overlaps with other disks. The poly-
gon within each Voronoi cell is the subdomain where we can jiggle the centers of
disks such that the boundaries of disks would not cross the boundary of the cell.
The choice of center within the subdomain is taken from a uniform distribution. A
particular Voronoi cell with subdomain and realization of particle center is shown
in Figure 6.3.
We replace the details of the disk configuration over the subset given by A(x)
with its effective elasticity tensor Ah coming from the theory of homogenization.
Our approach is motivated by the work provided in [13] for particles inside hexag-
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onal cells.
We use the effective elasticity tensors evaluated over each typical subdomain to
calculate the solution of the macroscopic or global homogenized problem. The fine
scale field fluctuations are recovered using the optimal approximation space for a
given realization of coefficients of A(x) over the subdomain.
For each realization of the random medium we can solve the Boundary value
problem. To determine quantities of interest like local strength and strains inside
the medium. The goal would be to understand the variation of the local strength
and strain over the ensemble of realizations. The goal of future work is to numeri-
cally implement these ideas.
2 Construction of generating Voronoi cells and nonoverlapping disks
from image data using Matlab
Firstly, the coordinates of the centers of the cross sections of the fibers are used
as Voronoi seeds and we construct the Voronoi diagram.
Secondly, we construct a polygon inside each Voronoi cell such that disks with
radius r and with centers on the boundary of this polygon can only touch the
boundary of the Voronoi cell. This makes sure that when disks are generated with
centers selected randomly in the subdomain of each voronoi cell there will be no
overlaps between neignboring disks.
In the third step, for each voronoi cell, we select a center within subdomain from
a uniform distribution and generate a circle.
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Appendix A: Proof of Cacciappoli
Inequality
We provide a proof of the Cacciappoli inequality given in Lemma (4.13). We
introduce the cut off function η ∈ (ω∗) such that 0 ≤ η ≤ 1, η = 1 for points inside
O and |∇η| ≤ 1/δ for points in ω∗. Given the function u ∈ HA(ω∗;Rd) We see that
η2u belongs to H10 (ω
∗;Rd) hence∫
ω∗
Ae(u) : e(η2u)dx = 0. (6.1)
Expanding (6.1) gives∫
ω∗


















η2Ae(u) : e(u)dx · (6.5)√∫
ω∗
A∇η  u : ∇η  udx (6.6)
where ∇η  u = (∂iηuj+∂jηui
2
). Now we have√∫
ω∗
η2Ae(u) : e(u)dx ≤ 2
√∫
ω∗


























and Lemma 4.13 follows.
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We now establish the Caccioppoli inequality, Lemma 4.20 for boundary domains.
We begin by establishing the inequality for functions u belonging to H0A,0(ω
∗;Rd).
We introduce the cut off function η ∈ C1(ω∗) such that 0 ≤ η ≤ 1 and η = 1 for
x ∈ ω, supp(η) ⊂ ω∗, supp(η) ∩(Ω∩ ∂ω∗) = ∅ and ‖ ∇η ‖≤ 1
δ
for points in ω∗. For
functions u ∈ HA,0(ω∗;Rd) we claim that∫
ω∗
Ae(u) : e(η2u) dx = 0.
To see this integrate by parts to find∫
ω∗
Ae(u) : e(η2u) dx =
∫
∂ω∗








Ae(u)n · η2u ds (6.14)
= 0 (6.15)
Here the first term vanishes since the support of η does not intersect with ∂ω∗ ∩
Ω. The second term vanishes since u ∈ HA,0(ω∗;Rd) implies Ae(u)n = 0 on
supp(η) ∩ ∂Ω. The proof then proceeds as for the case of interior domains and
the Caccioppoli inequality (4.45) holds for u in HA,0(ω
∗;Rd), hence it also holds
for u ∈ H0A,0(ω∗;Rd).
The Caccioppoli inequality is also evident for u ∈ H0A,0(ω∗;Rd) once we establish
the following Lemma.
Lemma 6.25. A function u belonging to the subspace H
0
A,0(ω
∗;Rd) has the follow-
ing properties.
1. u is A-harmonic on ω∗.
2. u is orthogonal to the space of rigid motions with respect to the L2(ω∗;Rd)
inner product.
3. For any set O ⊂ ω∗ for which ∂O ∩ ∂ω∗ ∩ Ω = ∅ and ∂O ∩ ∂ω∗ ∩ ∂Ω 6= ∅
and ∂O ∩ ∂Ω ⊂ ∂ω∗ ∩ ∂Ω, then Ae(u)n = 0 on ∂O ∩ ∂ω∗ ∩ ∂Ω.
Proof. Given u ∈ H0A,0(ω∗ ∩ Ω) then there is a sequence un ∈ H0A,0(ω∗;Rd) such
that un → u in L2(ω∗;Rd). We show first that u is A-harmonic on ω∗ and belongs
to H1loc(ω
∗;Rd). To see this pick any ball B(x0, r) ⊂⊂ ω∗ centered at x0 of radius
r. We apply the basic Cacciappoli inequality Lemma 4.13 to deduce that un is
Cauchy with respect to the energy norm in B(x0, r/2). From the completeness of
H1(B(x0, r/2) we see that there is a limit u∞ ∈ H1(B(x0, r/2)) and un → u∞
in H1(B(x0, r/2)). From this we conclude that u∞ ∈ H1loc(ω∗;Rd) and u∞ = u.
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The weak formulation of the boundary value problem together with the strong
convergence of the sequence shows that u is A-harmonic in ω∗ and u is orthogonal
to the space of rigid motions with respect to the L2(ω∗;Rd) inner product.
Next consider any open subset O ⊂ ω∗ as in (3). Given u ∈ H0A,0(ω∗ ∩ Ω) then
there is a sequence un ∈ H0A,0(ω∗;Rd) such that un → u in L2(ω∗;Rd). From
the Cacciappoli inequality for H0A,0(ω
∗;Rd) functions we see that un is a Cauchy
sequence in H1(O) with respect to the energy norm. From completeness there is
a limit u∞ ∈ H1(O) and un converges strongly to u∞ = u in the energy norm on
O. Observe that since ∂νun ≡ Ae(un)n vanishes on ∂O ∩ ∂ω∗ we can write
‖∂νu‖H−1/2(∂O∩∂ω∗) = ‖∂νun − ∂νu‖H−1/2(∂O)∩∂ω∗)
≤ C‖un − u‖H1(O) (6.16)
where C is independent of n. Property (3) now follows on noting that
lim
n→∞
‖un − u‖H1(O) = 0. (6.17)
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Appendix B: Proof that T is a Compact
Operator
We now show that the restriction operator T introduced in Chapter 4 is com-
pact. The restriction operator T : HA(ω∗;Rd)/R → HA(ω;Rd)/R is defined by
T (u)(x) = u(x) for all x ∈ ω and u ∈ HA(ω∗;Rd)/R.
Lemma 6.26. Given any sequence {un}∞n=1 ∈ HA(ω∗;Rd)/R that is bounded in
the energy norm over ω∗. One can extract a subsequence that converges in H1(ω)
to an element of HA(ω;Rd)/R
Proof. We apply the Poincare inequality first and get that {un}∞n=1 is also bounded
in H1(ω∗) norm. So there exists a subsequence {ukn}∞n=1 converging weakly to an
element u ∈ HA(ω∗;Rd)/R with respect to H1(ω∗) norm. In fact this subsequence
{ukn}∞n=1 is convergent to u in L2(ω∗) with the Rellich compactness theorem. From
Caccioppoli inequality Lemma, ‖ukn−u‖E(O) ≤ (2β1/2/δ)‖ukn−u‖L2(ω∗;Rd).So this
subsequence is Cauchy with respect to the energy norm over ω, and the convergence
in H1(ω) follows. The lemma is proved.
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Appendix C: Sample Matlab Code
1. Generate Voronoi cells
load FIBERS16275.mat
% Load the image data coordinates file.
X_whole=A(:,1); Y_whole=A(:,2);radius=sqrt(A(:,3)/pi);
% X_whole and Y_whole are coordinates of centers of disks from the image.
voronoi(X_whole,Y_whole);
% Construct Vonoroi cells.
r=min(radius);
% Suppose radius is the same for every disks.
[Vertices,R] = voronoin([X_whole(:) Y_whole(:)]);
%[Vertices,R] returns Voronoi vertices and the Voronoi cells of the Voronoi
%diagram of image data.
%Each row of "Vertices" corresponds to a Voronoi vertex.
%R is a vector cell array where each element contains the indices into
%Vertices of the vertices of the corresponding Voronoi cell.
2. Construct Subdomains of centers inside Voronoi cells
vx1=Vertices(R{In(i)},1); vy1=Vertices(R{In(i)},2);
% vx1 is the matrix of x-coordinates of the ith Voronoi cell.
% vy1 is the matrix of y-coordinates of the ith Voronoi ceel.
[vx2,vy2]=poly2ccw(vx1,vy1);
% Arranges the vertices in the polygonal contour (vx1, vy1)










% vx1 is the matrix of x-coordinates of the ith Voronoi cell.
% vy1 is the matrix of y-coordinates of the ith Voronoi ceel.
[vx2,vy2]=poly2ccw(vx1,vy1);
% Arranges the vertices in the polygonal contour (vx1, vy1)

















































vx=vx_double(h:h+n-1,:);% vertices of voronoi cell after reorder











































ts = [dx12 -dx34; dy12 -dy34] \ [-dx24; -dy24];
v(j,:)=ts(1)*[l1_x1; l1_y1] + (1-ts(1))*[l1_x2; l1_y2];









%returns the 2-D convex hull of the points (x,y), where x and y are column
%vectors. The convex hull K is expressed in terms of a vector of point





%V_center is matrix of the subdomain vertices inside the ith Voronoi cell.
plot (V_center(:,1),V_center(:,2),’r-’);
% Draw subdomains.




















% Draw circle in the ith cell.
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