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ABSTRACT OF THESIS

ISSUES RELATED TO THE NUMERICAL IMPLEMENTATION OF A SPARSE
METHOD FOR THE SOLUTION OF VOLUME INTEGRAL EQUATIONS AT
LOW FREQUENCIES
Computational electromagnetic modeling involves generating system
matrices by discretizing integral equations and solving the resulting system of
linear equations. Many methods of solving the system of linear equations exist
and one such method is the factorization of the matrix using the so called localglobal solution (LOGOS) modes. Computer codes to perform the discretization of
the integral equations, filling of the matrix, and the subsequent LOGOS
factorization have previously been developed by others. However, these codes
are limited to complex double precision arithmetic only.
This thesis extends and expands the existing computer by creating a more
general implementation that is able to analyze a problem not only in complex
double precision but also in real double precision and both complex and real
single precision. The existing code is expanded using “templates” in Fortran 90
and the resulting generic code is used test the performance of the LOGOS (both
OL- and NL-LOGOS) factorization on matrices generated by discretization of the
volume integral equation. As part of this effort, we demonstrate for the first time
that the LOGOS factorization provides an O(N log N) complexity solution to the
volume integral equation formulation of low-frequency electromagnetic problems.
KEYWORDS: Computational Electromagnetics, Volume Integral Equations,
Templates in Fortran 90, Local-Global Solution Modes, Matrix Solver
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1
1.1

Introduction

Basic Review
Frequency domain computational electromagnetic modeling (CEM)

usually involves solving a linear system of equations in the form

Zx  F i
where Z is known as the system matrix,

x

(1.1)

is known as solution vector and F i is

known as the excitation vector. The NxN system matrix Z can be generated
using (a) Integral Equation based methods (IE) or (b) Finite Element based
methods (FEM). The unknown vector

x

is either field coefficients or the current

coefficients and the excitation vector F i is determined by sampling an incident
source over some spatial points. System matrices generated using IE methods
are dense whereas those generated using FEM are sparse [1]. Solving (1.1) to
obtain the

x

vector usually requires employing either direct matrix solvers to

obtain the inverse of the system matrix or iterative matrix solvers to estimate the
solution vector

x.

The strategy of direct solvers given (1.1), involves obtaining the inverse of
the system matrix, Z 1 , and subsequently the solution vector by using

Z 1 Zx  Z 1 F i

(1.2)

The product of Z 1 and Z is an identity matrix and it follows that

x  Z 1 F i

1

(1.3)

One of the most popular methods to obtain Z 1 is to decompose the system
matrix Z in to lower and upper triangular matrices, L and U , respectively,
where

Z 1  U 1L1

(1.4)

Freely available software libraries such as LAPACK (Linear Algebra PACKage)
[2], SuperLU [3] and MUMPS (MUltifrontal Massively Parallel sparse direct
Solver) [4] obtain the inverse of an NxN matrix efficiently and quickly. Sparse,
direct matrix solvers like MUMPS use properties such as symmetry, sparsity and
definiteness of the matrix to control the “fill-in” during the factorization to achieve
high computational and memory efficiency. In general, direct solvers that do not
make use of any special properties of the matrices have a CPU complexity of

O( N 3 ) and a memory complexity of O ( N 2 ) [1]. Software libraries that do take
advantage of the special properties achieve significantly lower complexities. The
system matrices that are generated using FEM based methods are always
sparse and the solvers such as MUMPS are designed to take advantage of this
sparseness when solving (1.1). However, the same sparse solvers provide no
computational advantage for solving (1.1) when the system matrix is generated
using IE based methods as a consequence of the matrix being dense.
The strategy of iterative solvers given (1.1) typically involves seeking an
estimate of the solution vector in the form of

xn  xn1  pn

2

(1.5)

where x n 1 is the previous estimate and p n is a correction vector. In broad terms,
all iterative solvers begin with an initial guess of

x0 , and calculate the residual

vector

rn  Zx n  F i

(1.6)

by performing the Zx n matrix-vector multiplication [5]. Based on rn a new solution
vector

x n 1 is estimated and the matrix-vector multiplication is carried out again.

This process continues until the residual error falls below a required threshold. A
few of the iterative algorithms that estimate the solution vector are conjugate
gradient, biconjugate gradient and generalized minimal residual (GMRES). The
efficiency of the iterative methods is dependent on the efficiency of the matrixvector multiplication. If the matrix vector product is very efficient and the matrix is
well conditioned then the solution converges very quickly. But iterative solvers
can suffer from slow convergence or no convergence at all for poorly conditioned
matrices [5]. This lack of robustness on the part of iterative solvers makes direct
solvers more appealing in solving (1.1). But that is not to say iterative solvers do
not have a place in solving linear equations. Direct solvers may be used as
preconditioners to improve the condition number of the system matrix and then
an iterative solver may be used to obtain a rapidly converging solution vector.

3

1.2

Motivation
The system matrix generated by using IE methods is always a dense

matrix and therefore sparse direct solvers that compute Z 1 using LU
factorization are either too slow or too memory intensive to be directly applied in
solving (1.1). However, it has been shown that there exist sparse approximations
of the dense matrices generated by IE methods by Canning and Rogovin [6]. In
this thesis, the sparse representation of the system matrix is known as Multi
Level Simply Sparse Matrix (MLSSM) [6-8]. Sparse direct solvers based on the
sparse representation of the dense matrices can and have been developed by
Adams et. al. in [9]. The direct solver uses the concept of local-global solution
(LOGOS) modes to factor the MLSSM representation of the system matrix. The
LOGOS modes are derived from the MLSSM data structure and can be classified
in to two categories (a) overlapping and (b) non-overlapping based on whether
the source modes have overlapping or non-overlapping support. The LOGOS
modes are also classified as localizing or non-localizing based on whether the
modes localize the associated scattered fields to regions outside a specified
region.
The system matrix generated using the volume integral equation is a
prime candidate to test the performance of the LOGOS factorization. The system
matrix can be approximated using the MLSSM and thereafter LOGOS
factorization can be applied. Both overlapping and non-overlapping LOGOS
factorizations can be tested to verify that the overlapping factorization provides
an asymptotically better complexity compared to non-overlapping factorization.

4

1.3

Objective and Scope
The objective of this work is to extend the existing single data type code to

a more generic code and compare the performance of overlapping and nonoverlapping factorizations of the matrices generated using the volume integral
equation. As part of this thesis, the existing code is extended to work with any of
the four Fortran 90 intrinsic data types viz., Complex Double (CD), Complex
Single (CS), Real Double (RD) and Real Single (RS). After the extension of the
code the factorization performances are tested in real single precision. Given
below is an outline of the thesis.
Chapter two reviews the general background that is required in
understanding CEM problems. In this chapter a brief summary of Maxwell‟s
equations and the volumetric equivalence principle are given. Additionally, the
chapter also reviews the Nyström method for discretizing volume integral
equations. Also discussed are the structure of the MLSSM and the LOGOS
factorization.
Chapter three discusses the current code structure and describes the
rigidity in the code. Two options, Fortran 2003 features and “templating in
Fortran90”, are described for the extension of the existing code in making the
code less rigid and more generic. Furthermore, reasons for choosing “templates”
for the extension of the code are discussed. Code snippets are given to explain
how the code was modified using the elegant solution of “templates”.
Chapter four provides numerical results in comparing overlapping and
non-overlapping LOGOS factorization in real single precision for volume integral

5

equations at low frequencies. To be specific, memory and time complexities of
the overlapping and the non-overlapping factorizations are compared. Bi-static
RCS plots computed using the two factorization methods are compared against
the analytical solution for thin dielectric shells.
Chapter five summarizes the purpose of this project and the limitations of
the LOGOS factorization. Finally, remarks are made about future work.

6

2
2.1

Background

Maxwell’s Equations
Maxwell‟s equations are the pillars on which all of the macroscopic

electromagnetic theory is built. They are a set of equations that dictate the
interactions among the electric and magnetic fields, the charge and current
distributions and the constitutive material properties. These partial differential
equations with space and time variables can describe the field vectors and their
relationships with charge and current distributions at anyplace and anytime. Any
material discontinuities in the region where the problem is defined give rise to
discontinuities in the charge and current distributions, which in turn dictate the
behavior of the fields. The relationships between the fields, material parameters
and the charge and current distributions are usually known as the boundary
conditions. These equations along with boundary conditions are used to solve
electromagnetic boundary value problems.
The set of four Maxwell‟s equations in time harmonic form for a linear
medium are given by






  E   j u H  M






  H  j  E  J


E  e



H  m
u
and the continuity equations are given by
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(2.1)
(2.2)
(2.3)

(2.4)



  J   j e

(2.5)



  M   j m

(2.6)

The “-“ symbol on top of the variables in (2.1)-(2.6), and also in equations from








here on, indicates that the variable is a vector quantity. E , H , M , J ,  e ,  m , 
and u are electric field (V/m), magnetic field (A/m), magnetic current density
(V/m2), electric current density (A/m2), electric charge density (C/m3), magnetic
charge density (Wb/m3), electric permittivity (F/m) and magnetic permeability
(H/m), respectively. The general boundary conditions at the interface of two
regions, region 1 and region 2, with different material parameters are



n H  H   J
n D  D   
n B  B   

^

n E 2  E1  M s

(2.7)

^

2

1

s

(2.8)

^

2

1

es

(2.9)

2

1

ms

(2.10)

^

Where M S , J S , are the magnetic and electric surface current densities,
respectively.  es ,  ms are the electric and the magnetic surface charge densities,
respectively, and D 2 is the electric flux density (Coloumbs/m2) in region 2 and
D1 is the electric flux density in region 1. Similarly, B ‟s are the magnetic flux
^

densities (Webers/m2) in regions 1 and 2. Finally, n is the unit normal vector
pointing from region 1 in to region 2.
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2.2

General Scattering Problem [1]
Consider a homogeneous or an inhomogenous (scatterer) object with

permittivity (  r ) and permeability ( r ) different from the free space permittivity
and permeability illuminated by an electromagnetic field as shown in Figure 2.1.
^

In the figure k is known as the wavenumber of the medium (free space in this
inc

case). E , H

inc

are the electric and the magnetic fields of the incident wave,

which are produced by sources located far away from the scatterer. These fields
s

are the ones that would exist in the absence of the scattering object. E and H

s

are the scattered electric and magnetic fields due to induced currents on the
surface or in the volume of the scattering object. Let E and H be the total fields
that are present due to the presence of the scatterer in free space. The totals
fields can then be denoted as

EE

inc

H H

inc

E

s

H

s

(2.11)
(2.12)

These totals fields are typically the quantities that are of interest in a general
scattering problem.
E

E

inc

 o , o

H
^

s

   o r
  o r

k

H

s

inc

Figure 2.1: An object illuminated by an incident electromagnetic field in free space
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2.3

Volume Equivalence Principle [1, 10]
To solve the scattering problem one can use the volume equivalence

principle which in general terms can be stated as: a scatterer can be replaced by
equivalent induced volume currents that radiate in free space [1]. Equations
(2.1)-(2.4) can be rewritten as










  E   j uo H  M


  H  j  o E  J
e
o


 H  m
uo

(2.13)
(2.14)



 E 

(2.15)
(2.16)

where


M  j o ( r  1) H


M 

(  r  1)

r

 E

(2.17a)
(2.17b)



J  j o ( r  1) E

(  1)
J r
 H

r

1


 r
 1 
 m   o  r H   
 r 

 e   o r E  



(2.18a)
(2.18b)

(2.19)
(2.20)



The volume currents J and M now radiate in free space and solving for fields
radiated in free space is much simpler that solving for fields in inhomogeneous
media. The currents are still unknown at this point and the introduction of these
currents has not solved the original problem.
10

2.4

Scattering Problem Solution [1]
At this point we know we can replace the scatterer with equivalent

currents. We also know that E

inc

and H

inc

, when away from the original sources,

must satisfy the vector Helmholtz equations

2 E

inc

 k2E

inc

0

(2.20)

 H

inc

k H

inc

0

(2.21)

2

and the scattered fields E

s

2

s

and H , are the solutions to the vector wave

equations given by
s

s

s

s

 2 E  k 2 E  j o J 

  J
M
j o

(2.22)

  M
 J
j o

(2.23)

 2 H  k 2 H  j o M 




where J and M are the equivalent volume sources from (2.17) and (2.18).
2.4.1

Vector Potentials [1, 10]
One method to solve for the scattered fields in (2.22) and (2.23) is using

vector potentials. Vector potentials ( A , F ) are merely mathematical tools that aid
in the solution process of obtaining the fields. In a source free region the
magnetic flux density is always solenoidal (divergence is zero), and thus can be
represented as a curl of a vector quantity as
s

s

BA  o H A    A
where A is the magnetic vector potential.
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(2.24)

The scattered magnetic field can be represented as
S

HA 

 A

(2.25)

o

Substituting (2.25) in (2.13) assuming source free region results in


  E A   j  A

(2.26)

 S

   E A  j A  0



(2.27)

    e   0

(2.28)

E A   j A  e

(2.29)

s

or

Using the identity,

we set
s

where  e is known as the scalar electrical potential. Next, we take the curl of
(2.25) to obtain

o  H A S      A

(2.30)



(2.31)

Using the vector identity



    A     A  2 A
in (2.30) and equating the result to (2.14) gives





 o J  j o  oE A s     A   2 A

(2.32)

Substituting (2.29) in (2.32) and rearranging a few terms leads to





 2 A  k 2 A     A  ( j o  o e )   o J
where k 2 =  2  o  o . Rearranging terms in (2.33) results in

12

(2.33)

 2 A  k 2 A  (  A  j o  o e )   o J

(2.34)

We are free to define the divergence of A and here we define it as

  A   j o  o e

(2.35)

This is known as the Lorentz gauge. From (2.35)

e 

 A
j o  o

(2.36)

Substituting (2.36) in (2.34) leads to

 2 A  k 2 A   o J

(2.37)

Using (2.36) in (2.29) results in

E A   j A 
s





j   A

 o  o

(2.38)

From (2.25) and (2.38), it is clear that we now have the scattered fields only in
terms of the magnetic vector potential.
Starting with the electric flux density as solenoidal and following a
procedure similar to the one described above, we can derive the scattered fields
in terms of the electric vector potential ( F ). The total scattered fields are then
obtained from superposition of the fields due to the magnetic vector potential ( A )
and fields due to the electrical vector potential ( F ). The fields resulting from the
electric vector potential are given by
s

EF 

 F

o

and
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(2.39)

s

H F   j F 



j   F

 o  o



(2.40)

Finally, the equation for the electric vector potential is given by

 2 F  k 2 F   o M

(2.41)

The total scattered electric field is the superposition of (2.38) and (2.39) and the
total scattered magnetic field is the superposition of (2.25) and (2.40). The total
fields can then be written as

E s  E As  E Fs   j A 



  F

(2.42)



  A

(2.43)

j   A

 o  o

and

H s  H As  H Fs   j F 

2.4.2

j   F

 o o

o

o

Vector Potentials Solutions [1]
It seems counterproductive to introduce additional unknown vector

potentials to solve a scattering problem. Fortunately, solutions to (2.37) and
(2.41) that satisfy the radiation condition for the scattered fields maybe written as

A  o J  G

(2.44)

F  o M G

(2.45)

where G is the Green‟s function and the * symbol indicates three dimensional
convolution. The well-known Green‟s function is given by

e  jk|r|
G
4 | r |
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(2.46)

and the three-dimensional convolution for the magnetic vector potential may be
written as



e  jk|r r '|
A(r )   o  J r '
dr'
4 | r  r ' |

(2.47)

and the convolution for the electric vector potential may be written as



e  jk|r r '|
F (r )   o  M r '
dr'
4 | r  r ' |

(2.48)

where r is the observation coordinate and r’ is the source coordinate. Therefore,
(2.47) and (2.48) can be substituted in (2.42) and (2.43) to make the equations
relatively simpler and in terms of the equivalent currents J and M .
2.4.3

Volume Integral Equations [1]
Integral equations, more precisely integro-differential equations, are

constructed to describe the interactions between electromagnetic fields and the
scaterrers that are composed of dielectric or magnetic materials. We can
rearrange terms in equations (2.11) and (2.12) to obtain

E
H

inc
inc

EE

s

H H

s

(2.49)
(2.50)

Substituting (2.42) and (2.43) in (2.49) and (2.50), respectively, results in

E

inc

H

  A   F
r   E r   j A  j




inc

o

o

o

o

  F    A
r   H r   j F  j
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(2.51)

o

o

(2.52)

These equations are known as the volume integral equations. To reiterate, ( A ,

F ) are the vector potentials and are given by (2.47) and (2.48). In equations
(2.51) and (2.52) we not only have the vector potentials that are in terms of the
unknown equivalent currents, but also have the unknown total fields. As an
alternative, one could pose the problem only in terms of the unknown total fields
by using equations (2.17)-(2.18). Doing so will make it possible for (2.51) to be
expressed entirely in terms of the unknown E field and (2.52) to be expressed
entirely in terms of the unknown H field. If the scattering objects are composed
of only dielectric material, then the last term of the (2.51) may be dropped
because there will be no magnetic currents induced in the volume of the object.
Similarly, if the scattering object is composed of only magnetic material, then the
last term in (2.52) maybe dropped because there will be no electric currents
induced in the volume of the object.
2.5

Discretization of the Volume Integral Equation
In the previous sections, volume integral equations were derived by using

Maxwell‟s equations and the volume equivalence principle. Solving (2.51) and
(2.52) for either the total fields or the volume currents is non-trivial. There exist
only a few scatterer geometries such as dielectric solid spheres and dielectric
spherical shells, for which the volume currents maybe computed analytically. For
any other geometries, (2.51) and (2.52) have to be solved using numerical
techniques. To that end, matrix equations are generated by discretizing the
volume integral equation and the subsequent system of linear equations is
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solved using matrix solvers such as LU factorization, LOGOS modes etc. One
such method that discretizes integral equations is the Method of Weighted
Residuals or the Method of Moments (MoM), and it is briefly explained below.
2.5.1

Method of Moments
Consider a scatterer composed of only dielectric material, and expand

(2.51) completely and in terms of the electric currents J to give

E

inc







e  jk|r  r '|
r 
 j o  J r '
dv'
j o  r  1
4

|
r

r
'
|
V
J r'



e  jk|r  r '|

   J r'
dv'
 o 
4 | r  r ' |
V
j

(2.53)

In this equation the LHS is known and the equation needs to be solved for J .
Using the MoM, currents inside the scatterer are approximated in the scatterer.
The general steps in solving (2.53) for the currents using the MoM are
(a)

Discretization – Determine a discrete representation of the
geometry

(b) Basis Functions – Choose a set of functions to represent the
unknown quantities on the discretized geometry
(c) Testing Functions – Impose the underlying equation (VIE) with
respect to a discrete set of testing functions
(d) Matrix Equation – The result of this process is a matrix equation
for the unknown coefficients J .
Let‟s first write the integral equation in a simplified form as [11]

f  x

(2.54)

where  is the integral operator, f is the known forcing function (excitation
vector) and x is the unknown function (current density) distributed throughout the
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scatterer. Step (a) requires that the volume of the scatterer be approximated by
using smaller blocks such as hexahedral or tetrahedral cells. Step (b) calls for the
expansion of the unknown x as a set of known pN-functions  n weighted by
unknown coefficients  n , giving
N

x    n n

(2.55)

n 1

where  n spans a function space of linearly independent functions that have
support on volume V and interpolate x to some polynomial order p. These
functions are known as basis functions. Expanding (2.55) in (2.54) results in
pN

f    n  n 

(2.56)

n 1

Step (c) requires the introduction of another set of N-testing functions,  n , that
are linearly independent and have support on volume V. Next, define an inner
product



f , g   f r g r dv

(2.57)

V

Perform the inner product of (2.54) with each of the N testing functions
pN

 m , f    n  m , K n

(2.58)

n 1

This leads to a pN x pN linear system of matrix equations represented as

f  Z

(2.59)

Finally, step (d) requires solving (2.59) to obtain the unknown coefficients. This
can be done by using LU factorization or the LOGOS factorization.
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2.5.2

Locally Corrected Nyström Method
The volume integral equation of (2.53) is discretized using the so called

Locally Corrected Nyström (LCN) method to obtain the system matrix [12, 13].
The integral equation of (2.53) is singular when the source and observation
coordinates coincide. When performing numerical quadrature, the LCN method
handles such singularities by “locally correcting” them. The general idea of such
“local corrections” is described here. Consider an integral equation of the form
[13]





 r    G r  r ' J r ' dv'

(2.60)

V



where J r ' is the unknown current density,  r  is the known forcing function
and G is the kernel. Equation (2.60) may be approximated by numerical
quadrature as



N

 

 r     n G r  rn ' J rn '

(2.61)

i 1

and sampling (2.61) at N discrete points leads to square matrix of order N and
the m-th row of the matrix is given by



N

 

 rm     n G rm  rn ' J rn '
i 1

(2.62)

At vanishing distances between r m and rn ' , the kernel G will become singular.
To handle this, define the exact kernel as

G m,n  Gm,n  Lm,n
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(2.63)

where Lm ,n is a local correction matrix and Gm ,n is defined as

0,
G m,n  
G r m  rn ' ,





mn
(2.64)

mn

Assume that the current density can be expanded with a set of known basis



functions f k r that are distributed throughout the volume V. Then from (2.63)
define
N

 



 

N

 

  n Lm,n f k rn   G rm  r ' f k r ' dv'   n Gm,n f k rn
n 1

n 1
nm

V

(2.65)

where Lm ,n is the m-th row of the local correction matrix. Doing this for K basis



functions f k r leads to linear system of equations. This system can be solved
for m-th row of the Lm ,n using LU factorization. Once the correction matrix is
computed, a linear system of equations may be constructed as

 

 rm   Gm,n  Lm,n J rn '

(2.66)

which can be solved for the current density. For detailed explanation refer to [12].
For this thesis the Nyström method is used generate the matrix equations and
the LOGOS factorization is used to solve for the currents.
2.6

Sparse Representation of the System Matrix [14]
Up to this point we have discussed the generation of the system matrix for

the volume integral equation. Since the matrix is generated using an integral
equation and because its kernel contains a non-local operator, the matrix is

20

dense. The system matrix basically represents the coupling between the source
and field points in the volume (volume integral equations) or on the surface
(surface integral equations) of the scatterer. The system matrices that are
generated by the discretization of the integral equations have sub-blocks that are
weakly coupled [15]. The weak coupling corresponds to interactions between
source and field points that are sufficiently away from each other. Thus, Adaptive
Cross Approximation (ACA) [15] can be used to fill the far interaction blocks.
Further compression of the system matrix is achieved by storing the system
matrix using the Multi Level Simply Sparse Method (MLSSM) (discussed below).
This thesis uses the ACA method to fill the far interaction blocks and the MLSSM
to represent the system matrix in a compressed form.
2.6.1

Geometrical Decomposition Using Oct-tree [14]
The first step in obtaining a sparse representation of the system matrix is

the recursive decomposition of the underlying scatterer geometry using a nested
oct-tree structure. Starting with level l = 1, the spatial samples of the meshed
geometry are decomposed in to a multi-level oct-tree with L levels, by continuous
sub-division of the groups at level l. The root level is l = 1 and has only one
group, which contains all the spatial samples. Let the total number of non-empty
groups - groups that contain spatial samples – at each level be M(l). The number
of levels, L, is selected so that the spatial groups at that level L contain at least
20 DOF. At level l, the ith group is denoted as i(l). The groups that share
boundaries with the ith group are known as the near-neighbors of the ith group. In
addition, the ith group is also a near neighbor of itself. The remaining groups at
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level l are known as the non-near groups or far groups. Furthermore, the notation
zi(l) is used denote the sub-matrix block of a level l matrix Zl, associated with the
source group i(l).
2.6.2

ACA Method [14, 15]
As mentioned previously, ACA can be used to fill the far interaction blocks

of the system matrix because of the weak coupling that exists between the
source and field groups that are placed far apart. After the geometry has been
decomposed via the oct-tree, the system matrix Z can be expressed as
L

Z   Z lnear

(2.67)

l 2

where Zlnear is the near-neighbor interaction blocks of the system matrix at level-l.
Aside from Z near
the near interaction blocks at level-l can be thought of as the
L
near
non-near-neighbor blocks at level-(l+1), in other words Z near
.
 Z lnon
L
1

Therefore, (2.67) may be written as

Z  Z near
L

L

  Z lnonnear

(2.68)

l 3

Write Zlnonnear as



 near
 near
near
Z lnonnear  Z1non
,...., Z inon
,..., Z non
(l )
(l )
M (l )



(2.69)

Using the procedure described in [15] an outer product representation for each of
the non-near blocks in (2.68) is calculated. Each of the blocks may be written as
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near
Z inon
(l )

~ (K )
 Z i (l )

~H
 U i (l ) V i(l)
~

K

  u k v kH
~

where

K

(2.70)

k 1

~H

is the effective rank of the Zlnonnear matrix. U i (l ) and V i(l) are full

rectangular matrices with columns and rows given by u k and vkH . The ACA
procedure is used to obtain the u k and vkH adaptively for k  1,2,...K . Columns
and rows, u k and vkH , respectively, are continuously computed until the
convergence criteria is met. The convergence is determined by checking how
~

good the approximation in (2.68) is with the addition of an extra column in U i (l )

and an extra row in

~H
V i(l) .

For detailed description of the algorithm and the

convergence criteria refer to [14].
2.6.3

Multi-Level Simply Sparse Method [6, 7, 8, 14]
The MLSSM representation of the system matrix is more efficient than the

ACA representation of the system matrix. To describe the structure of the
MLSSM Figure 2.2 will be used. Consider the meshed dielectric rectangular
cuboid in Figure 2.2 which depicts an oct-tree with four levels built on top of the
meshed geometry. In this case a four level oct-tree contains very few groups at
the fourth level and indeed the groups at the finest level will only be the eight
hexahedra that make up the cuboid. Levels four, three, two and one contain
eight, four, two and one groups, respectively as indicated in Figure 2.2. The
structure of the MLSSM follows a recursive relationship given by
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^

Zl  Zl  Ul Zl 1VlH , l  2,3..L 

(2.71)

^

where Zl contains all the near-neighbor interactions at level-l of the oct-tree that
were not represented at a finer level of the oct-tree. The far interactions are
compressed and represented by the rectangular, orthonormal, block diagonal

1
2

Level 1

4

1
3

Level 2
2
1
Level 3

8
6

7

5
4
Level 4

1

2

3

Figure 2.2: A dielectric rectangular cuboid fit in to a 4-level oct-tree.

matrices U l and VlH . The original matrix may be recovered by setting l = L in
(2,71) and stopping the recursion at l = 2 where
^

Z2  Z2

(2.72)

because the matrices U 2 and V2H are defined at neither level l =2 nor level l =1.
Performing the recursion on the oct-tree represented in Figure 2.2 leads to
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^

^

Z  Z 4  U 4 Z3 V4H  U 4 U 3Z 2 V3H V4H

(2.73)

^

Beginning with Z 4 , the three terms on the RHS of (2.73) represent the near
neighbor interaction blocks at levels 4, 3 and 2 that have not been represented at
finer levels. The blocks that correspond to each of the RHS terms in (2.73) are
shown in Figure 2.3 (a), (b) and (c), respectively. Referring back to the oct-tree, it
is evident that groups (1,2), (2,3), (3,4) and so on are neighbors and therefore
^

form the near neighbor interactions of the MLSSM at level 4 ( Z 4 ) which is
apparent in Figure 2.3 (a).
Again from Figure 2.2 it is observed that groups (1, 2) and (3, 4) at level-3
are neighbors and thus form a near neighbor interaction block at level-3. Figure
2.3 (b) shows the matrix blocks that make up the near neighbor interaction blocks
at level-3 with the exception of the near neighbor blocks that have already been
represented at level 4. And these are blocks of the system matrix that
corresponds to the 2nd term of the RHS in (2.73). Figure 2.3 (c) can be
understood following a similar reasoning. Finally, also notice that the shaded
parts in Figure 2.3 (a), (b) and (c) correspond to different chunks of the system
matrix associated with one source group at level-4.
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1
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^

Figure 2.3: MLSSM representation of the system matrix (a)

^

Z 4 (b) U 4 Z3 V4H (c)

U 4U3Z 2V3H V4H
2.7

LOGOS Factorization
To solve the compressed representation of the system matrix obtained

using integral equation methods, one can use iterative solvers [1] or use fast,
direct solution methods [9, 16, 17, 18]. A LOGOS based direct solver is one such
method and is used in this thesis to solve system matrix generated using the
volume integral equation. The use of a LOGOS-based solver assumes the
availability of the sparse representation of the system matrix (MLSSM). Two
different flavors of LOGOS factorizations, Non-Ovelapped Localizing (NLLOGOS) and Over-Lapped, Localizing (OL-LOGOS) are discussed below in
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brief. The performance of these two factorizations for the volume integral
equation is compared in the later chapters. The details of these factorization
algorithms may be found in [19].
2.7.1

LOGOS Modes [14, 19]
A single LOGOS mode is known as an excitation/solution pair. Let the

simulation domain S , be divided in to two non-overlapping regions S1 and S2 as

S  S1  S 2

(2.74)

Additionally, let S1 and S2 be denoted as “Region 1” and “Region 2”,
respectively. As a result of this decomposition, the system equation may be
rewritten as

 Z11 Z12   x1,m   F i1,m 
 i 
Z

 21 Z 22  x 2,m  F 2,m 

(2.75)

where x 1,m and x 2,m are parts of the solution vector xm associated with Regions
1 and 2 respectively. Let Z11 be the part of the impedance matrix that
corresponds to interactions between sources and observer in Region 1 and Z 21
be the part that corresponds to fields excited in Region 2 as a result of sources in
Region 1. Similar definitions apply to Z 22 and Z12 . LOGOS modes are formed
by each excitation/solution pairing of ( F i m , x m ). To determine the LOGOS modes
that have support only in Region 1 ( x 1, m  0 , x 2, m  0 ), the local condition is

Z11x1,m  F i 1,m
with the global condition
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(2.76)

Z 21x1,m  F i 2,m

(2.77)

Substituting x 1,m from (2.76) in to (2.77) leads to the local-global condition
-1
Z 21Z11
x1,m  F i 2,m

(2.78)

satisfied by all LOGOS modes. Utilizing (2.78) LOGOS modes that are confined
to Region 1 can be obtained to O  .
At this juncture we can introduce two classifications of LOGOS modes:
localizing vs non-localizing and overlapping vs non-overlapping. Localizing
LOGOS modes are obtained by letting F i 2,m  0 , implying that the sources in
Region 1 do not radiate any fields in to Region 2. The modes obtained with
F i 2,m  0 , are known as the non-localizing modes. The second classification

results from the choice of the support of the sources. If the support for the
sources in Region 1 ( x 1,m ) extends the boundary of Region 1, then there is
present an overlap with the sources defined in other spatial regions. Such a
choice of support for the sources will lead to overlapping LOGOS modes.
Alternatively, if the sources in Region 1 do not have support beyond the
boundary of Region 1 then the LOGOS modes are referred to as non-overlapping
modes. Using these two classifications, four types of LOGOS modes can be
obtained:
1. NN-LOGOS modes: Non-overlapping non-localizing modes.
2. NL-LOGOS modes: Non-overlapping localizing modes.
3. ON-LOGOS modes: Overlapping non-localizing modes.
4. OL-LOGOS modes: Overlapping and localizing modes.
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As mentioned previously, this thesis compares the performance of NL-LOGOS vs
OL-LOGOS factorization in Fortran90‟s real single precision. To this end, a brief
description of these two factorizations is given here.
2.7.2

NL-LOGOS Factorization
The following derivation and notation of the NL-LOGOS factorization can

be found in [14] and are reproduced here for convenience. NL-LOGOS modes
are calculated by imposing F i 2,m  0 to order-ε in (2.78). To compute the
localizing modes satisfying this condition, the matrix block associated with
sources in region is decomposed using QR factorization to obtain

 Z  Q 
Z 1   11    11  R 1
Z 21  Q 21 
where Q 11 ( Q 21 ) is the same size of

(2.79)

Z11 ( Z 21 ) and R 1 is a square upper

triangular matrix. Performing a singular value decomposition (SVD) on Q 11
results in

Q 11  u 1s 1 v 1H

(2.80)

where s 1 is a set of n singular values sorted in descending order. The localizing
modes are obtained by selecting those singular vectors that correspond to
singular values close to unity. If there are N L singular values that are close to
unity (to order-ε), then let the corresponding N L right singular vectors be
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denoted by v 1( L) and the rest of the vectors by v 1( N). Using this notation we have









v 1  v 1( L) v 1( N) and s 1  s 1( L) s 1( N) . This leads to (2.79) being rewritten as

us 
Z 1   1 1  v 1H R 1
Q 21 v 1 

(2.80)

Right multiplying both sides by R 1-1 and then by v1 leads to

u1s1( N) 
 u1s1   u1s1( L)
Z1 R v 1  

( L)
( N) 
Q 21v 1  Q 21v 1 Q 21v 1 
-1
1

(2.81)

The value of N L is determined such that the approximation

Q 21v 1( L)  0

(2.82)

can be made and (2.81) is written as

u s ( L) u1s1( N) 
Z1 R 1-1 v 1( L) v 1( N)  Z1 Λ 1( L) R 1-1 v 1( N)   1 1

Q 21v 1( N) 
 0



In

(2.83)

Λ 1( L)  R 1-1 v 1( L)





contains



the

localizing

LOGOS

source

(2.83)

modes

corresponding to Region 1. Following similar procedure the localizing source
modes for Region 2 are also calculated. Therefore,
( N)
( N)

0  u1s (LL)
0
Z11
Z12
 Z11 Z12  Λ 1( L) 0 Λ 1( N)





Z

( L)
0 Λ (2N)   0
u 2 s (2L) Z (21N) Z (22N) 
 21 Z 22   0 Λ 2

(2.84)

where Λ 1( N) and Λ (2N) are the orthonormal complements of the localizing source
modes of Region 1 and Region 2, respectively. Let P1( L)  u 1 and P2( N)  u 2 span
the localized field space, then the projection matrix is comprised of P1( L) and P2( L)
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and their orthonormal components P1( N) and P2( N) . The complete one level
factorization is given by

 
 

 P ( L)
 ( N)
 P
where Λ

( L)

 Λ 1( L)

 0

  Z 11 Z 12  ( L )
H 
Λ
 Z 21 Z 22 



H

Λ

(N)



~
( LN ) 
 I Z

0 Z ( NN ) 

(2.85)

0 
and similar definition apply to Λ (N) , P (L) and P (N) . The
( L) 
Λ2 

s 1( L )
identity matrix I  
 0
~

0 
 contains approximately unity diagonal elements.
s (2L ) 

The factorization is written as



 Z 11 Z 12 
 P ( L) P ( N)
Z

 21 Z 22 



~
( LN ) 
I Z
 Λ ( L)
( NN )
0 Z




Λ (N )



1

(2.86)

In a multi-level decomposition of the geometry the groups in each level define the
Regions 1 and 2. At the finest level L of the tree the factorization is

Z

( NN)
L 1



 P

( L)
L

( N)
L

P



~
( LN) 
 I Z L  Λ (LL) Λ (LN)
0 Z (LNN) 





1

(2.86)

The complete factorization is carried out recursively by starting at the finest level l
= L and stopping the factorization at level l = 2. Further details can be found in
[14].
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2.7.3

OL-LOGOS Factorization [19]
As indicated previously OL-LOGOS modes are modes for which the

sources generally have support extending beyond Region 1 but have the
scattered fields localized only to Region 1 [20]. The general factorization step at
each level is of the form

Z

( NN)
l 1



 P

( L)
l

( N)
l

P



~
( LN) 
 I Z l  Λ (l L) Λ (l N)
0 Z (l NN) 





1

~

Z l( LN )
I

~
 ( LN ) 


 Λ l-1 (2.86)

1


 Pl
I
Z
l
 Λl 
0 P l 
 ( NN )




0 Z l 



 ~  ( LN )   1
l
 Λ l come from the analysis of Z (NN)
The additional terms P l  I Z
using a
l
 ( NN )


0 Zl 


“shifted tree” to obtain so called “intermediate modes”. The OL-LOGOS modes
are thereafter found within the intermediate modes. The details of the OLLOGOS factorization can be found in [19].
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3

Existing Code Structure and Code Modification

Chapter one introduced the concept that most frequency domain CEM
involves solving a system of equations. The system matrices generated using
FEM techniques result in sparse matrices, whereas IE based techniques result in
dense matrices. Chapter one also touched on direct sparse matrix solvers and
iterative solvers. Chapter two gave an overview of the steps involved in the
generation of the system matrices in case of a volume integral equation
formulation. These steps began with the Maxwell‟s equations and the volume
equivalence principle. Using the volume equivalence principle the volume integral
equation was developed. The LCN method was introduced to discretize the
volume integral equation. Then later in chapter two, sparse representations of the
dense matrices were introduced. Finally, the chapter ended with the description
of the LOGOS factorization algorithm to solve the sparse representations of the
IE system matrices. This chapter describes the computer code that was
developed to perform the matrix generation, sparse representation and the
factorization described in the previous chapter and detailed description of how
the code was extended to a generic code as part of this project.
3.1

Current Code Setup
Starting with the problem description to solving the system utilizing

LOGOS factorization is achieved here, at the University of Kentucky, by using the
Material Scattering (MSCAT) code in conjunction with the Modular Fast Direct
solver library (MFDlib). Both the MSCAT and the MFDlib codes are written in
Fortran90/Fortran77. The complete code set up and the code dependencies are
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shown in Figure 3.1. The arrows indicate dependencies. Each of the blocks in the
figure can be thought of as a separate block ( a module in Fortran 90). Universals
module is the base module and contains all the constants, memory counter
routines, timing routines etc. The Linear Algebras module contains all the linear
algebra routines such as matrix-matrix multiplication, matrix-vector multiplication,
matrix-matrix addition, matrix accumulation etc. The MSCAT module reads in the
input geometry files, performs the quadrature for integral equation formulations
(EFIE, CFIE, VIE) and the post processing.

Universals

Linear
Algebras

MSCAT

Tree

MFD-MSCAT Connector

ACA

MLSSM

MFD
Library

Figure 3.1: Code structure and dependencies
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The Tree module is used to decompose the underlying geometry in to an
oct-tree. The ACA module contains code to perform the adaptive cross
approximation (ACA) mentioned in chapter two. The MLSSM module has all the
routines that build the system matrix in the sparse structure described in the Multi
Level Simply Sparse Method section in chapter two. Finally, MFD Library
contains the code to perform the NL-LOGOS and OL-LOGOS factorizations. All
the libraries/modules can perform the simulation only in complex double
precision. The Linear Algebras module has routines that can operate only on
complex double precision data objects. For example, the complex double
precision derived data types have been defined as
type, public :: Complex16Mat
integer :: numRows = 0, numCols = 0
complex*16, pointer :: blk(:,:) => null()
end type
type, public :: Complex16Vec
integer :: numElem = 0
complex*16, pointer :: vec(:) => null()
end type

where Complex16Mat is the name of the data structure, blk holds the pointer to a
complex*16 matrix block, numRows and numCols indicate the number of rows
and number of columns in the matrix, respectively. Similar explanation applies to
Complex16Vec, however vec points to an array of complex*16 values instead of
a

matrix.

An

example

function

involving

Complex16Mat

Complex16MatInstantiate whose function definition is
function Complex16MatInstantiate(numRows, numCols) result(A)
implicit none
integer, intent(in) :: numRows, numCols
type(complex16Mat) :: A
integer err
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is

the

if((numRows >= 0) .AND. (numCols >= 0)) then
A%numRows = numRows
A%numCols = numCols
if ((numRows > 0) .AND. (numCols > 0)) then
allocate(A%blk(numRows, numCols), stat = err)
call CheckState(err, 'In function: Complex16MatInstantiate')
A%blk = 0.d0
call CountHeapMem(float(numRows)*float(numCols)*16*MB_Per_Byte)
endif
else
print *, "numRows = ", numRows, " numCols = ", numCols
call CaughtABug("Complex16MatInstantiate: Dimension is negative.")
end if
end function

This function accepts two integer values (numRows and numCols) and allocates
memory for the Complex16Mat return variable A and counts up a global memory
counter. Similarly, other functions/routines in the Linear Algebras module are
designed to work with only complex double precision data objects. Since most
other modules in Figure 3.1 are dependent on the Linear Algebras module they
have also been written to work with only complex double precision
matrices/vectors. For instance, the MLSSM module has the data structure
ssmLevel, given by
type ssmLevel
type(Complex16Mat), pointer :: u(:) => null()
type(Complex16Mat), pointer :: vH(:) => null()
type(Complex16Mat), pointer :: T(:,:) => null()
end type

where u and vH are arrays of matrices of the type Complex16Mat, and T is a two
dimensional array of matrices of the type Complex16Mat. Hence, the whole code
is not very flexible.
One of the main objectives of this thesis was to modify the existing code
so that it is valid for the four intrinsic Fortran 90 data types: complex double
precision (CD), complex single precision (CS), real double precision (RD), real
single precision (RS). In cases for which the simulations could be carried out in
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single precision, the memory and time savings would be significant.
Consequently, problems with double the number of unknowns could be simulated
while sacrificing a little accuracy. In an object oriented programming language
such as C++ there are features, specifically “templates”, which make it easy to
have a single algorithm that works for different data types. Sample C++ code for
using the templates is given below. The GenericAdd function adds two numbers
and returns the result. The explicit instantiation tells the compiler what kinds of
data types are to be associated with the GenericAdd. In the example the function
is valid for C++ int, float and double data types. A call to the function is just the
GenericAdd no matter which one of the three C++ data type values need to be
added. Consequently, in the eyes of a programmer only one function exists that
handles different data types. If the current code were written in an object oriented
programming language such as C++, conversion to a generic code would be
relatively straightforward. However, a majority of the MSCAT and MFD code is
written in Fortran 90 and unfortunately no features such as “templates” are
available in Fortran 90.
// C++ Generic function definition
template <class T>
T GenericAdd(T a, T b)
{
T result;
result = a + b;
return result;
}
// Explicit instantiation
template int GenericAdd(int a, int b);
template float GenericAdd(float a, float b);
template double GenericAdd(double a, double b);
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3.2

Code Modification
Two options were explored in order to modify the existing code in to a

generic code. One was using Fortran 2003 features such as polymorphic entities
which are obtained using the keyword CLASS instead of TYPE; however, there
were two major drawbacks with this option. First, not all Fortran 2003 features
have been adopted by all compilers. Second and more importantly, major rewrite
of the existing code would have been required since the current code uses a
procedural programming paradigm and the Fortran 2003 features follow a more
object oriented approach. Moreover, while researching the Fortran 2003 features
it was observed that the examples for using the features were scant. It lead us to
the conclusion that Fortran 2003 features have not been widely adopted yet. And
it was thought unwise for us to delve in to something that does not yet have wide
spread use.
The second option to achieve flexible code was emulating “templates” in
Fortran 90. The idea for “templates” in Fortran 90 originated from [21]. The
advantages in using this option were (a) no major rewrite of the existing code
was required and (b) since the “templates” could be implemented in Fortran 90
the procedural programming paradigm of the existing code could be continued
without any problems. The gist of [21] is explained here with an example.
Consider the code below where there are two modules: single and double. In
each module there is an integer parameter prec, whose value is evaluated to 4
and 8 in the single and double modules, respectively, courtesy of the kind
function. Each module has a public subroutine name genericName and an
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interface statement for the routine. The actual subroutine definition resides in the
function definition of RoutineDef. Finally, both modules “contain” include
“RoutineDefinition.f90” statement. The effect of the include statement is that the
compiler

replaces

the

include

statement

with

the

contents

of

the

“RoutineDefinition.f90 file.
module single
integer, parameter :: prec = kind(0.0e0) ! Evaluates to 4 for single
precision
public :: genericName
interface genericName; module procedure RoutineDef; end interface
contains
include "RoutineDefinition.f90"
end module single
module double
integer, parameter :: prec = kind(0.de0) ! Evaluates to 8 for single
precision
public :: genericName
interface genericName; module procedure RoutineDef; end interface
contains
include "RoutineDefinition.f90"
end module double

Now, consider the “RoutineDefinition.f90” file which has the actual definition of
the subroutine RoutineDef given by
subroutine RoutineDef(a,b,c)
implicit none
real(kind=prec), intent(in) :: a,b
real(kind=prec), intent(inout) :: c
:
:
end subroutine

In the subroutine definition the precision of the arguments a, b, and c have been
defined as prec. When the compiler replaces the include statement of the two
modules with the actual subroutine definition, prec has a different value in the
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single and double modules, specifically 4 and 8, signifying single and double
precision, respectively. A call to the subroutine is made by using the public name
of the routine which in this case is genericName.
In the main program (the calling routine/program) below, both single and
double modules are being “use‟d”. a, b and c are real single precision variables
and d, e, f are real double precision variables. It is possible to “use” both single
and double modules at the same time because generic interfaces for
genericName extend each other. Consequently, during compilation the first call
to genericName is associated with the public name in the single module and the
second call is associated with the public name in the double module. As a result
the first call evaluates the subroutine in single precision and the second call
evaluates the subroutine in double precision. Thus, one can use the same
procedure definition for different data types.
program main
use single
use double
real*4::a,b,c
real*8 ::d,e,f
:
:
call genericName(a,b,c)
call genericName(d,e,f)
:
:
end program

The same “templates” idea was extended for derived types, and in doing
so the Linear Algebras library of Figure 3.1 was modified extensively to make it
valid for the four intrinsic Fortran 90 data types viz., CD, CS, RD and RS. The
extension/rewrite

of

the

code

will
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be

illustrated

by

considering

the

Complex16MatInstantiate function mentioned earlier. According to its function
definition Complex16MatInstantiate allocates memory for only a Complex16Mat
(read as complex16 matrix). To understand the steps in the modification consider
the code below. The module MatrixDefinitions contains the type declarations of
Complex16Mat, Complex8Mat, Real8Mat and Real4Mat which are thought of as
matrices of the four intrisic data types (CD, CS, RD, RS). Below MatrixDefinitions
module are four modules named ComplexDoublePrec, ComplexSinglePrec,
RealDoublePrec and RealSinglePrec, each of which has “include “Source1.F90””
statement.

“Source1.F90”

Complex16MatInstantiate

file

contains

routine.

the

Notice

definition
that

in

of

the

each

modified
of

the

ComplexDoublePrec, ComplexSinglePrec, RealDoublePrec and RealSinglePrec
modules the local name (MatrixType) is renamed
Complex8Mat, Real8Mat and Real4Mat, respectively.
module MatrixDefinitions
type Complex16mat
integer :: numRows, numCols
complex*16, pointer :: blk(:,:)=>null();
end type
type Complex8Mat
integer :: numRows, numCols
complex*8, pointer :: blk(:,:)=>null();
end type
type Real8Mat
integer :: numRows, numCols
real*8, pointer :: blk(:,:)=>null();
end type
type Real4Mat
integer :: numRows, numCols
real*4, pointer :: blk(:,:)=>null();
end type
end module MatrixDefinitions
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as Complex16Mat,

!====================================================
module ComplexDoublePrec
use MatrixDefinitions, MatrixType => Complex16Mat
private
include "Source1.F90"
end module ComplexDoublePrec
!---------------------------------------------------module ComplexSinglePrec
use MatrixDefinitions, MatrixType => Complex8Mat
private
include "Source1.F90"
end module ComplexSinglePrec
!---------------------------------------------------module RealDoublePrec
use MatrixDefinitions, MatrixType => Real8Mat
private
include "Source1.F90"
end module RealDoublePrec
!---------------------------------------------------module RealSinglePrec
use MatrixDefinitions, MatrixType => Real4Mat
private
include "Source1.F90"
end module RealSinglePrec

Next, consider the definition of the modified Complex16MatInstantiate
function in “Source1.F90” file, reproduced below. The first three lines declare
genericInstantiate to be the public name of the MatrixInstantiate private routine
whose definition is given right below the interface. This subroutine accepts
numRows (integer), numCols (integer) and A (MatrixType) as arguments and
allocates memory for a numRows-by-numCols A matrix. When the compiler
replaces

the

include

statement

in

each

of

the

ComplexDoublePrec,

ComplexSinglePrec, RealDoublePrec and RealSinglePrec, MatrixType in the
suboutine definition is implicitly, replaced with Complex16Mat, Complex8Mat,
Real8Mat and Real4Mat, respectively. This routine also performs dimension
checks and counts up a globlal memory counter based on global variables such
as MB_Per_Byte and data_size. The routine also has an allocation error
checking routine in CheckState and bug reporting routine in CaughtABug.
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public::genericInstantiate
interface genericInstantiate; module procedure MatrixInstantiate;
end interface
contains
subroutine MatrixInstantiate(numRows, numCols, A)
implicit none
integer, intent(in) :: numRows, numCols
type(MatrixType), intent(inout) :: A
integer err
if((numRows >= 0) .AND. (numCols >= 0)) then
A%numRows = numRows
A%numCols = numCols
if ((numRows > 0) .AND. (numCols > 0)) then
allocate(A%blk(numRows, numCols), stat = err)
call CheckState(err, 'In subroutine:MatrixInstantiate')
A%blk = 0.
call CountHeapMem(float(numRows)*float(numCols)&
*data_size*MB_Per_Byte)
endif
else
print *, "numRows = ", numRows, " numCols = ", numCols
call CaughtABug("MatrixInstantiate: Dimension is negative.")
end if
end subroutine MatrixInstantiate

Sample code that tests memory allocation for the four different matrix
types is given below. In the main program all five modules described above are
being “use’d” and A, B, C and D have been declared as matrices of the four
different types. In the next few lines the same subroutine (genericInstantiate) is
being called to allocate memory for Complex16Mat, Complex8Mat, Real8Mat
and Real4Mat matrices.
program main
use MatrixDefinitions
use ComplexSinglePrec
use ComplexDoublePrec
use RealSinglePrec
use RealDoublePrec

!
!
!
!
!

Req’d
Req’d
Req’d
Req’d
Req’d

for
for
for
for
for

declaring A, B, C, D below
call to Complex Single instantiate
call to Complex Double instantiate
call to Real Single instantiate
call to Real double instantiate

implicit none
type(Complex16mat) A;
type(Complex8Mat) B;
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type(Real8Mat) C;
type(Real4Mat) D;
integer rows, cols;
rows = 10; cols = 10;
! Allocate memory for 10x10 matrices
call genericInstantiate(rows, cols, A);
call genericInstantiate(rows, cols, B);
call genericInstantiate(rows, cols, C);
call genericInstantiate(rows, cols, D);
end program

To explain how this is possible let us revisit the definition of
MatrixInstantiate. It should be observed that what was earlier a function
(Complex16MatInstantiate) has been rewritten as a subroutine. This is so
because,

to

be

able

to

use

ComplexDoublePrec,

ComplexSinglePrec,

RealDoublePrec and RealSinglePrec modules all at the same time and have
genericInstantiate extend over the four modules requires the compiler to
discriminate calls to genericInstantiate based on the argument types. Indeed, this
is exactly what happens when subroutines are used. In the code above when the
first call to genericInstantiate is encountered by the compiler, the call has as its
arguments int, int, and Complex16Mat. The compiler can then associate this call
with the routine found in the ComplexDoublePrec module as a result of the
argument match. Similarly, the next three calls are associated with the correct
routines in the other modules based on the third argument, which is unique in all
four calls to genericInstantiate. However, if functions were used instead of
subroutines then the compiler would not be able to make the correct association
because Complex16MatInstantiate, or rather a generic MatInstantiate function
would only accept as its arguments two integer values numRows and numCols
and return a matrix. No matter what type of matrix is returned one would have a
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generic function with the same name and the same type of arguments (two
integers) in four different modules. This would be tantamount to one call and four
function definitions leading to ambiguity for the compiler. Thus, subroutines need
to be used instead of functions for “templates” in Fortran 90.
The existing Linear Algebras library contained many such procedures that
were functions and were rewritten as subroutines. After rewriting functions as
subroutines interfaces were generated for every subroutine in a fashion similar to
genericInstantiate described above. Besides operations on matrices the Linear
Algebras library also has routines that operate on blocks and arrays of matrices.
Interfaces were also introduced to these routines, thereby converting the CD
Linear Algebras library to a generic Linear Algebras library that works with CD,
CS, RD and RS data types. In total 38 functions were rewritten as subroutines
and interfaces for 127 subroutines were generated. In order to confirm that the
generic Linear Algebras library did not introduce any unforeseen performance
degradation, computational times of a few routines were obtained using the new
library and compared against the times obtained using the old library.
3.3

Numerical Verification of the Generic Linear Algebras Library
Figure 3.2 (a) depicts the wall clock times for the SVD, matrix Multiply,

matrix Addition and matrix Copy operations obtained by averaging the individual
times calculated in 20 trials. The times were obtained on a machine with Intel
Core 2 CPU (1.86 GHz) with 8 GB memory. All operations were performed on
square matrices of order 2000. The comparison is only in CD precision because
the old library could operate on only CD precision matrices. The red colored bars
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show the wall clock times for the operations using the generic Linear Algebras
library and the blue bars depict the times for the operations using the old library.
From Figure 3.2 (a) it is observed that the SVD operation takes approximately 52
seconds in both the old and the new libraries. Figure 3.2 (b) is the same as
Figure 3.2 (a) but zoomed in for better resolution of the Multiply, Add and Copy
times. From Figure 3.2 (b) it is noticed that the old and the new multiply routines
take approximately 5 seconds and the Add and Copy routines take less that 0.1
seconds to complete. Table 3.1 shows the relative RMS error defined as

N

x

 i, oldLib  xi, newLib 



Re lative RMS Error  i 1
N

2

(3.1)

for the SVD, Multiply, Add an Copy operations, where N is the number of trials
(20) and x i is the time required for the operation in the i th trial. From Table 3.1
and Figure 3.2 it can be safely concluded that there is no significant performance
degradation in the newer library. Any discrepancies can be attributed to the
uncertainty in the elapsed time calculation routine.
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Figure 3.2: Wall clock time comparison of the routines in the existing library and the new
generic library. (a) Comparison of the SVD, matrix-matrix multiplication, matrix-matrix
addition and matrix copy. Complex double precision routines are compared. (b) Same as
(a) but zoomed in for better resolution. All operations performed on square matrices of
order 2000.

Table 3.1: Relative RMS error comparison ( time) for square matrices of order 2000.
Operations performed on complex double precision data.
Operation

Relative RMS Error

SVD

0.592

Multiply
Add
Copy

0.095
0.019
0.016

For completeness the wall clock times obtained using the new generic
Linear Algebras library for SVD, matrix Multiply, matrix Add and matrix Copy in all
four data types (CD, CS, RD, RS) are shown in Figure 3.3 (a). The blue, dark
red, light green and purple bars show the wall clock times for CD, CS, RD and
RS precisions, respectively. All operations were performed on square matrices of
order 1000. As expected the computational times for CD, CS, RD and RS have a
descending trend, since each CD, CS, RD and RS variables are represented

47

using 16 ( 8 for real part and 8 for imaginary), 8 (4 for real and 4 for imaginary), 8
and 4 bytes, respectively. Figure 3.3 (b) is the same as (a) but zoomed in for
better resolution.
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Figure 3.3: Wall clock times of the operations using the new generic linear algebras
library. (a) Times for SVD, matrix-matrix multiplication, matrix-matrix addition and matrix
copy operations in complex double (CD), complex single (CS), real double (RD) and real
single (RS) precisions. (b) Same as (a) but zoomed in for better resolution. All operations
performed on square matrices of order 1000.

Once Linear Algebras library was modified in to a generic Linear Algebras
library, one could follow the same procedure and convert the rest of the libraries
in Figure 3.1 (which shows the code structure) to generic libraries. This is
possible because the data structures in the ACA, the MLSSM and the MFD
libraries are derived from the four (CD, CS, RD and RS) basic data structures of
the generic Linear Algebras library. Therefore, every routine in the ACA, the
MLSSM and the MFD libraries would have four modules with interfaces to the
four basic data types. In other words, the compiler would implicitly have four
versions of the entire code. However, it was noticed that the CD, CS, RD and RS
versions of the entire algorithm need not exist at the same time in the same
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executable. Therefore, what was needed was a flexible way to convert the code
to the required data type and precision. This meant that the generic Linear
Algebras library would be a constant and the rest of the libraries that depended
on the generic Linear Algebras library could be made specific depending on the
user‟s requirement. Perl scripts could conveniently do this job.
3.4

Perl Scripting
Using Perl and regular expression (regex) matching appropriate phrases

can be replaced in the source code and compiled separately to produce CS, RD
or RS libraries. The assumption in using Perl scripts is that the scripts will convert
CD precision libraries to others. The new modified code structure and
dependencies are shown in Figure 3.4, where Perl Scripts affects the Tree, the
ACA, the MLSSM and the MFD libraries by converting them in to any of the other
data type and precision libraries.
An example code of how Perl scripts perform regex match and replace is
given below. The variable $dataType is input from the user that is used to decide
how to replace the lines. If the user decides that the Tree, the ACA, the MLSSM
and the MFD libraries need to be converted to RS precision, then $dataType
matches „real4‟ and all instances of Complex16Mat (scripts can convert only CD
to the other types) on a single line are replaced with Real4Mat. Simliar logic
applies if the user selects the other data type and precisions. Thus, every line of
the source code in the ACA, the Tree, the MLSSM, and the MFD libraries can be
searched and replaced with the appropriate phrases. Similarly, other phrases
such as complex*16 can also be matched and replaced with any one of
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complex*8, real*8 and real*4. Once all the source code has been modified, it can
be compiled to generate CS, RD and RS libraries without the need for all four
combinations of data type and precision existing simultaneously.
if ($dataType eq 'real4')
{
$ModifiedLine =~ s/Complex16Mat/Real4Mat/gi;
}
elsif ($dataType eq 'real8')
{
$ModifiedLine =~ s/Complex16Mat/Real8Mat/gi;
}
elsif ($dataType eq 'complex8')
{
$ModifiedLine =~ s/Complex16Mat/Complex8Mat/gi;
}
To recap, the complex double precision only Linear Algebras library was modified
by using “templates” in Fortran 90 to obtain a flexible generic Linear Algebras
library. Other libraries can be converted from complex double precision to any of
complex single, real double or real single precision just by replacing a few
phrases using Perl scripts. The code would still be valid since most of the time
the algorithms in those other libraries call the routines in the generic Linear
Algebras library. And because the generic Linear Algebras library can handle any
of the four types of matrices the code does not break. Thus, simple solutions
were obtained for the problem of making the entire code flexible.
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Figure 3.4: Modified code structure and dependencies
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4

Performance of OL-LOGOS and NL-LOGOS Factorization

As mentioned previously, once the system matrix is obtained via the
discretization of the integral equations, a linear system of equations needs to be
solved. The solution can be achieved via direct solvers such as LU factorization
or the direct solvers that use the LOGOS modes. Direct solvers typically have a

 

 

time complexity of O N 3 and a memory complexity of O N 2 . The efficiency of

 

the NL-LOGOS based solver is bounded by O N 2 because of the boundaries
separating the non-overlapped source modes [21]. The efficiency of the OLLOGOS based solver is bounded by ON  [21]. The efficiencies mentioned
above of the NL and OL LOGOS based solvers are expected for problems
involving low frequencies. Low frequency problems are problems where the
maximum linear dimension of the scatter is much less than the wavelength of the
harmonic excitation. The following simulations were carried out using the new
generic Linear Algebras library.
4.1

Numerical Results: Factorization Complexities
Scattering by thin dielectric spherical shells formulated using the volume

electric field integral equation and discretized using the Nyström method is
presented here. The efficiency of the NL-LOGOS factorization is compared
against the OL-LOGOS factorization for different tolerances and different
dielectric constants. The Radar Cross Section (RCS), defined below, of the
scatterers is also compared against the analytical solution. Balanis in [10] defines
RCS as “the area intercepting the amount of power that, when scattered
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isotropically, produces at the receiver a density that is equal to the density
scattered by the actual target”. If the transmitter and the receiver are located at
the same point then the RCS is known as monostatic RCS and it is known as
bistatic RCS if they are located at different points. The RCS plots presented here
are all bistatic RCS unless otherwise specified.
The simulation frequency is fixed at 1 kHz. Dielectric shells were chosen
such that the outer radius of the shells is kept constant at 1 and the thickness of
the shell is varied according to 0.13, 0.065, 0.033, 0.0165, 0.00825 m.
Consequently, with decreasing thickness but constant outer radius, the number
of unknowns N increases. This also means that there is only a single layer of
meshed elements as shown in Figure 4.1. In this figure, starting from the top left
and moving clockwise the number of unknowns is 5184, 20736, 80640, 327168
and 1299600.
Both NL-LOGOS and OL-LOGOS factorizations were carried out for
constant relative permittvities εr = 4, 16 and 64. The factorizations were carried
out in real single precision for factorization tolerances of 10e-2 and 10e-3. The
results were obtained on a machine with Intel Xeon CPU with six cores (3GHz)
and 64 GB RAM. The peak memory usage during the factorization and the
factorization time were extracted from the internal counters in the code.
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Figure 4.1: Meshed dielectric shells

Figure 4.2 shows the peak memory used during the LOGOS factorization
when the dielectric constant is 64. For a tolerance of 10-3 (10-2) the memory
scaling for NL-LOGOS factorization is approximately ( N 1.05 ) ( ( N 1 ) ) and the
OL-LOGOS factorization scaling is approximately ( N 0.95 ) ( ( N 0.97 ) ). Figure 4.3
displays the total time scaling for the NL-LOGOS and the OL-LOGOS
factorizations for the same case as in Figure 4.2. For a tolerance of 10-3 (10-2) the
NL-LOGOS factorization scales at approximately ( N 1..38 ) ( ( N 1.34 ) ) and the OLLOGOS factorization scales at approximately ( N log( N )) ( ( N log( N )) ). It is
noted that the time for OL-LOGOS factorization becomes less than the time for
NL-LOGOS factorization as the number of unknowns increases. Therefore, we
see an intersection point where the OL-LOGOS factorization time equals the NLLOGOS factorization time.

54

Figure 4.4 shows the peak memory used during the LOGOS factorization
when the dielectric constant is 16. For a tolerance of 10-3 (10-2) the NL-LOGOS
factorization scales at approximately ( N 1.05 ) ( ( N 1.0 ) ) and the OL-LOGOS
factorization scales at approximately ( N 0.94 ) ( ( N 0.95 ) ). Figure 4.5 displays the
total time scaling for NL-LOGOS and the OL-LOGOS factorizations for the same
case as in Figure 4.4. For a tolerance of 10-3 (10-2) the NL-LOGOS factorization
scales at approximately ( N 1.41 ) ( ( N 1.33 ) ) and the OL-LOGOS factorization
scales at approximately ( N log( N )) ( ( N log( N )) ).
Finally, Figure 4.6 depicts the peak memory used during the LOGOS
factorization when the dielectric constant is 4. For a tolerance of 10 -3 (10-2) the
NL-LOGOS factorization scales at approximately ( N 1.06 ) ( ( N 1.02 ) ) and the OLLOGOS factorization scales at approximately ( N 0.94 ) ( ( N 0.97 ) ). Figure 4.7
displays the total time scaling for the NL-LOGOS and the OL-LOGOS
factorizations for the same case as in Figure 4.6. For a tolerance of 10-3 (10-2) the
NL-LOGOS factorization scales at approximately ( N 1..45 ) ( ( N 1.25 ) ) and the OLLOGOS factorization scales at approximately ( N log( N )) ( ( N log( N )) ).
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OL-LOGOS and NL-LOGOS Peak Memory for r = 64
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Figure 4.2: Peak memory used by the OL-LOGOS factorization and NL-LOGOS
factorization for two different tolerances when εr = 64.
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Figure 4.3: Total time for OL-LOGOS factorization and NL-LOGOS factorization for two
different tolerances when εr = 64.
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OL-LOGOS and NL-LOGOS Peak Memory for r = 16
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Figure 4.4: Peak memory used by the OL-LOGOS factorization and NL-LOGOS
factorization for two different tolerances when εr = 16.
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Figure 4.5: Total time for OL-LOGOS factorization and NL-LOGOS factorization for two
different tolerances when εr = 16.

57

OL-LOGOS and NL-LOGOS Peak Memory for r = 4
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Figure 4.6: Peak memory used by the OL-LOGOS factorization and NL-LOGOS
factorization for two different tolerances when εr = 4.
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Figure 4.7: Total time for OL-LOGOS factorization and NL-LOGOS factorization for two
different tolerances when εr = 4.
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Table 4.1: Summary of peak memory scaling.

εr

Factorization
4

64

10-2

10-3

10-2

10-3

10-2

NL-LOGOS

N1.06 N1.02

N1.05

N1.00

N1.05

N1.00

OL-LOGOS

N0.94 N0.97

N0.94

N0.95

N0.95

N0.97

Tolerance

10-3

16

Table 4.2: Summary of factorization time scaling

εr

Factorization
4

16

64

Tolerance

10-3

10-2

10-3

10-2

10-3

10-2

NL-LOGOS

N1.45

N1.53

N1.41

N1.52

N1.38

N1.56

OL-LOGOS

Nlog(N)

Nlog(N)

Nlog(N)

Nlog(N)

Nlog(N)

Nlog(N)

A summary of the time and memory complexities is given in Table 4.1 and
Table 4.2. From the tables it can be observed that the peak memory scaling in
case of the OL-LOGOS factorization is less than O(N ) and is better than the NLLOGOS scaling which is closer to O( N 1 ) . Similarly, it is noted that the time
scaling in the case of OL-LOGOS factorization, which is O( N log( N )) , is also
better than the scaling of the NL-LOGOS factorization, which is close to O ( N 1.45 ) .
The statistical Root-Mean-Square (RMS) matrix error of the LOGOS
factored matrix as compared with the matrix in MLSSM is defined by

 RMS  Z LOGOS  Z MLSSM 2 / Z MLSSM

2

(4.1)

where Z MLSSM is the matrix representation in the MLSSM format, Z LOGOS is the
factored LOGOS representation of the same matrix. To compute the RMS error a
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few groups at the finest level of the tree are chosen and  RM S is evaluated. Figure
4.8, Figure 4.9 and Figure 4.10 show the relative error (RMS) plots of OLLOGOS and NL-LOGOS factorization for εr = 64, 16 and 4 respectively. For both
OL-LOGOS and NL-LOGOS the relative error remains stable as the number of
DOF is increased. Furthermore, it is observed that as the tolerance is varied by a
factor of 10 (10e-3 to 10e-2) the relative error in the case of NL-LOGOS
factorization also varies by a similar factor. However, this is not observed in the
case of OL-LOGOS factorization and this is due to the fact that the simulation
has been carried out in real single precision. Since NL-LOGOS factorization is
more accurate than the OL-LOGOS factorization, the single precision rounding
errors are less pronounced. Therefore, the vertical distance between the two NLLOGOS curves (NL-LOGOS:tol 10e-3 and NL-LOGOS:tol 10e-2) is greater than
the vertical distance between the two OL-LOGOS curves (OL-LOGOS:tol 10e-3
and OL-LOGOS:tol 10e-2) in Figure 4.8, Figure 4.9, and Figure 4.10. To verify
that the vertical distance between the two OL-LOGOS curves increases if the
simulation is carried out in real double precision, three of the smallest cases were
simulated again in double precision for tolerances of 10e-2 and 10e-3 and the
relative errors are plotted in Figure 4.11. From the figure it is clear that the effect
of rounding errors has diminished and a greater vertical gap between the two
curves is noticed.
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Figure 4.8: Relative RMS error for the OL-LOGOS and the NL-LOGOS factorization when εr
= 64.
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Figure 4.9: Relative RMS error for the OL-LOGOS and the NL-LOGOS factorization when εr
= 16.
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OL-LOGOS and NL-LOGOS Factorization Error r = 4
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Figure 4.10: Relative RMS error for the OL-LOGOS and the NL-LOGOS factorization when
εr = 4.
OL-LOGOS Factorization Error in real8 for r = 64
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Figure 4.11: Relative error of OL-LOGOS factorization. Simulation carried out in double
precision for εr = 4.
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4.2

Numerical Results: Bistatic RCS
Bistatic RCS plots for the spherical shell with the most number of

unknowns (1299600) are plotted in the figures below. In Figure 4.12 bistatic RCS
obtained from OL-LOGOS and NL-LOGOS factorizations when the tolerances
are 10e-2 and 10e-3 are plotted for εr = 64. It is observed that the solutions
obtained using the factorizations deviate a little from the analytical solution. This
may be ascribed to a higher relative permittivity, which leads to rapidly changing
fields inside the dielectric and also to rounding errors due to the simulation being
carried out in real single precision. Figure 4.13 shows the bistatic RCS results
when the tolerances are 10e-2 and 10e-3 for εr = 16. For this relative permittivity
the factorization results are much closer to the analytical result. Finally, Figure
4.14 Figure 4.14depicts the RCS results when the tolerances are 10e -2 and 10e-3
for εr = 4. It is noticed that the RCS results for this case match perfectly with the
analytical results.
In summary, from the bistatic RCS plots it is gathered that with the same
number of unknowns, the error in the RCS increases with increasing relative
permittivity. In order to obtain results closer to the analytical result, one can
increase the number of unknowns by using a finer mesh or use a lower LOGOS
factorization tolerance. The choice of the how close the results need to be
depends on the application. If the application has a higher error tolerance then
the simulation can be performed in single precision to obtain relatively accurate
results.
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Figure 4.12: (a) Bi-static RCS calculated with OL-LOGOS factorization and the NL-LOGOS
factorization for two different tolerances when εr = 64. The number of DOF is 1299600. (b)
RCS zoomed in for better resolution.
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Figure 4.13: (a) Bi-static RCS calculated with OL-LOGOS factorization and the NL-LOGOS
factorization for two different tolerances when εr = 16. The number of DOF is 1299600. (b)
Zoomed in for better resolution.
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Figure 4.14: Bi-static RCS calculated with OL-LOGOS factorization and the NL-LOGOS
factorization for two different tolerances when εr = 4. The number of DOF is 1299600. (b)
Zoomed in for better resolution.
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4.3

Numerical Results: Single Precision vs Double Precision
In order to verify that the algorithm works with CS and CD precisions, a

dielectric spherical shell with was simulated and the RCS results were compared
against the analytical answer. Specifically, a shell with outer radius of 1m and a
thickness of 0.05 m (35328 unknowns) was simulated using a simulation
frequency of 15 MHz. with εr = 64 for a tolerance of 10e-3. Figure 4.15 (a) and (b)
show the memory and the time, respectively, required for both the OL-LOGOS
and NL-LOGOS factorizations. In the figure OLSP is OL-LOGOS factorization in
single precision and NLSP is NL-LOGOS factorization in double precision.
Similar definitions apply to OLDP and NLDP. It is clearly seen from the figures
that the memory and time requirements increase as a result of double precision
factorization. The RCS plot is shown in Figure 4.16. It is observed that the RCS
obtained with CS and CD precision factorizations match very closely to the
analytical solution.
Single Precision vs Double Precsision
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Figure 4.15: Comparison of (a) memory and (b) time used by the OL-LOGOS factorization
and the NL-LOGOS factorization in single and double precision for a 35328 unknown
-3
spherical shell with εr = 64 and a tolerance of 10 .
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Figure 4.16: (a) Bi-static RCS calculated with the OL-LOGOS factorization and the NLLOGOS factorization in single and double precision for 35238 unknown problem with εr =
-3
64 with a tolerance of 10e . (b) Zoomed in for better resolution.
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5
5.1

Conclusions

Summary of the Project
CEM modeling usually requires solving a system of linear equations that

are generated using FEM or Integral Equations (IE) techniques. The solution is
obtained by using iterative or direct solvers. The FEM matrices are sometimes
solved by using direct sparse solvers since the FEM matrices are inherently
sparse. However, the matrices generated by the discretization of the volume
integral equations are dense, and for these matrices standard matrix solvers
such as the LU factorization have memory complexities of O ( N 2 ) and time
complexities of O ( N 3 ) . Fortunately, dense matrices arising from the IE methods
may be represented sparsely in the MLSSM structure and can be solved using
the LOGOS direct solver.
The code to generate the matrices, store the matrix in the MLSSM data
structure and factor and solve the sparse structure using the LOGOS algorithms
were previously developed at the University of Kentucky. However, the code had
been written such that the matrix generation, sparse storage, factorization and
solution could only be performed in complex double precision. For some
problems, such as electrostatic applications, only real data types are required,
and the use of complex data types results in unnecessary computational costs.
Similarly, it is sometimes sufficient to perform CEM computations in single
precision. For these reasons, the previously existing code has been modified to
allow it to easily handle a range of data types: complex single precision, real
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single precision and real double precision. None of these data types could be
used prior to this effort.
This was accomplished by using “Templates” in Fortran 90. This provided
a simple solution to convert only the base code (Linear Algebras library) in to a
generic library. The rest of the dependent libraries were then converted to the
required data type and precision by Perl scripts. Once code was converted as
described, the performance of the OL-LOGOS and NL-LOGOS factorization was
compared for the volume integral equation. It was found that the OL-LOGOS
factorization achieves a memory complexity of O(N ) and a time complexity of

O( N log N ) while the NL-LOGOS factorization achieves a memory complexity of
O ( N 1.05 ) and a time complexity of O ( N 1.45 ) , both of which have better
complexities when compared to the standard LU factorization. This is the first
demonstration of such asymptotically optimal factorization performance.
5.2

Future Work
The primary emphasis of future work based on the work discussed in this

thesis will be in the application of the resulting code to a number of different
formulations of low-frequency electromagnetic simulation applications.
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