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Lyapunov Stability Analysis of
Higher-Order 2-D Systems
Chiaki Kojima, Paolo Rapisarda, and Kiyotsugu Takaba
Abstract. We prove a necessary and sufﬁcient condition for the asymptotic stability
of a 2-Dsystem describedby a system of higher-orderlinear partialdifferenceequa-
tions. We use the deﬁnition of asymptotic stability given by Valcher in “Character-
istic Cones and Stability Properties of Two-Dimensional Autonomous Behaviors”,
IEEE Trans. Circ. Syst. — Part I: Fundamental Theory and Applications, vol. 47,
no. 3, pp. 290–302, 2000. This property is shown to be equivalent to the existence
of a vector Lyapunov functional satisfying certain positivity conditions together
with its divergence along the system trajectories. We use the behavioral framework
and the calculus of quadratic difference forms based on four variable polynomial
algebra.
1 Introduction
Discrete- and continuous-time two-dimensional (in the following abbreviated as
2-D) systems have application in all those situations when the evolution of the to-
be-modeled system depends on two independent variables. In this paper we adopt
the behavioral framework pioneered by J. C. Willems in the 1-D case (see [13]),
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and extended to the 2-D case by P. Rocha (see [14]) and other authors. In this set-
ting the main object of study is the behavior, the set consisting of all the trajectories
admissible by the physical laws describing the system trajectories.
The notion of stability, because of its important consequences in the analysis and
design of control systems and of ﬁlters, has attracted considerable interest also in
the case of 2-D systems. The issue of what the correct deﬁnition of stability is for
this situation presents ﬁrst and foremost the difﬁculty of extending the notion of
“past” and “future”, self-evident in the 1-D framework, to the case of two indepen-
dent variables, where there is no obvious such splitting of the independentvariables
domain. An eminently reasonable position is to let the laws describing the physical
phenomenonthemselves dictate what the direction is of the evolution of the system.
This is the approach pioneered by M. E. Valcher in [15] and followed in this paper.
In this paper we present a necessary and sufﬁcient condition for the asymptotic
stability of 2-D systems based on Lyapunov functions. This idea is by no means
original, having been applied already in [10, 1]; however, those approaches relied
entirely on a speciﬁc (“state-space”) type of representation of the system, while we
deal with systems described in a general form, namely as the solutions of a system
ofpartialdifferenceequations.Moreover,the“generalizedB´ ezoutian”introducedin
[4] is shown in this paper to be the scalar version of a generalized B´ ezoutian arising
naturally as a Lyapunov function for 2-D systems.
Sections 2 and 3 of this paper contain background material on 2-D systems and
quadratic difference forms, respectively. Section 4 contains the main result of this
paper, namely a stability criterion for higher-order systems of difference equations
based on Lyapunov analysis.
In this paper, the concepts and tools of the behavioral approach, and of quadratic
difference forms will be put to strenuous use. The reader not familiar with them is
referred to [12, 13, 14, 16] for a thorough exposition.
Notation: We denote with Rr×w[ξ1,ξ2] (respectively, Rr×w[ξ1,ξ2,ξ−1
1 ,ξ−1
2 ])t h es e t
of all r×w matrices with entries in the ring R[ξ1,ξ2] of polynomialsin 2 indetermi-
nates, with real coefﬁcients (respectively in the ring R[ξ1,ξ2,ξ−1
1 ,ξ−1
2 ] of Laurent
polynomials in 2 indeterminates with real coefﬁcients). Given a nonzero Laurent




2 ],t h eLaurent variety of
p is deﬁned as
VL(p) := {(α,β) ∈ C×C | αβ  = 0,p(α,β)=0}
This deﬁnition extends to sets I of Laurent polynomials, with V (I) being
the intersection of the Laurent varieties of all polynomials in the set. For R ∈
Rr×w[ξ1,ξ2,ξ−1
1 ,ξ−1
2 ],t h echaracteristic ideal is the ideal of R[ξ1,ξ2] generated
by the determinantsof all w×w minors of R,a n dt h echaracteristic variety is the set
of roots common to all polynomials in the ideal. Further properties and deﬁnitions
can be found in [3].
As e tK ⊂ R×R is called a cone if αK ⊂ K for all α ≥ 0. A cone is solid
if it contains an open ball in R×R,a n dpointed if K ∩−K = {(0,0)}. A cone
is proper if it is closed, pointed, solid, and convex. It is easy to see that a properLyapunov Stability Analysis of Higher-Order 2-D Systems 199
cone is uniquely identiﬁed as the set of nonnegative linear combinations of two
linearly independentvectors v1,v2 ∈ R2. In the following we will often consider the
intersection of a cone K with Z×Z; whenever it will be clear from the context, we
will be denoting this set with K instead of with K ∩Z×Z.
We denote with P1 the closed unit polydisk:
P1 := {(α,β) ∈ C×C || α|≤1,|β|≤1}
Given a set S ⊂Z×Z, its (discrete) convex hull is the intersection of the convex




meaning the (discrete) convex hull of the support of p,i . e .t h es e t





2 ) is  = 0}
We denote with WT the set consisting of all trajectories from T to W. We denote









We call B a linear discrete-time complete 2-D behavior if it is the subset of (Rw)
Z2
consisting of all solutions to
R(σ1,σ2)w = 0( 1 )
where R ∈ Rr×w[ξ1,ξ2,ξ−1
1 ,ξ−1
2 ]. We call (1) a kernel representation of B.T h es e t
of all such behaviors is denoted with L w
2 .
B ∈ L w
2 is autonomous if there exists a proper cone K ⊂ R×R such that

w1,w2 ∈ B and w1|K ∩Z×Z = w2|K ∩Z×Z

=⇒ [w1 = w2]
Such a cone K ∩Z×Z will be called a proper characteristic cone for B.O b s e r v e
that if w ∈ B is such that w|K ∩Z×Z = 0, then w = 0. The following result holds.
Theorem 1. Let B ∈ L w
2 be autonomous, and let B = ker R(σ1,σ2) for some
R ∈ Rr×w[ξ1,ξ2,ξ−1
1 ,ξ−1
2 ]. Then there exist H ∈ R•×•[ξ1,ξ2,ξ−1
1 ,ξ−1
2 ] right fac-
tor prime, and Δ ∈ Rw×w[ξ1,ξ2,ξ−1
1 ,ξ−1
2 ] nonsingular, such that R = H ·Δ.
Moreover, denote δ := det(Δ) ∈ R[ξ1,ξ2,ξ−1
1 ,ξ−1
2 ]. The following statements
are equivalent:
1. The proper cone K is characteristic for B;
2. The proper cone K is characteristic for ker Δ(σ1,σ2);200 C. Kojima, P. Rapisarda, and K. Takaba
3. The proper cone K is characteristic for ker δ(σ1,σ2);
4. The discrete convex hull Hδ of δ satisﬁes the following two conditions:
4a. −Hδ ⊂ K ;
4.b. −Hδ ⊂ K intersects the generating lines of K only in (0,0).
It can be shown (see [2]) that if B ∈ L w
2 is such that B = ker R(σ1,σ2) for some
right factor prime matrix R ∈ Rr×w[ξ1,ξ2,ξ−1
1 ,ξ−1
2 ],t h e nB is autonomous and
ﬁnite-dimensional;then (see Lemma2.4 of[15]) everyproperconeis characteristic.
If B is autonomous, and B = ker R(σ1,σ2) for some nonsingular Laurent ma-
trix R,t h e nB is called a square autonomous behavior. Observe that Theorem 1
shows that for any autonomousbehavior B whose kernel representation can be fac-
tored as HΔ with H right factor prime and Δ nonsingular, the characteristic cone is
determined by its “square autonomouspart” ker Δ(σ1,σ2).
We now introduce the concept of stability introduced by Valcher in [15]. We
examine the ﬁnite-dimensional case ﬁrst.
Deﬁnition 1. Let B∈L w
2 be autonomousand ﬁnite-dimensional,andlet K be any
proper cone of Z×Z. B is K -stable if





 w(i, j)  = 0

The following algebraic characterization of ﬁnite-dimensional stable behaviors
(see [15, Theorem 3.3, p. 297]) holds. In order to avoid cumbersome details, we
follow [15], and only consider proper cones generated by unimodularinteger matri-
ces, which are then isomorphic to the ﬁrst orthant of Z×Z, in the sense that there
exists a (linear, bijective) transformation T : Z2 → Z2 such that T(K ) is the ﬁrst
orthant.








right factor prime (see [3] for the deﬁnition), and let K be a proper cone isomor-
phic to the ﬁrst orthant. Denote with T the transformation mapping K to the ﬁrst









Then the following two statements are equivalent:
1. B is K -stable;
2. Every (α,β) in the Laurent variety of the maximal order minors of HT satisﬁes
|α| > 1 and |β| > 1.Lyapunov Stability Analysis of Higher-Order 2-D Systems 201
In order to state the deﬁnition of stability for the square case, we need to introduce
the following notation: given a proper cone C, we denote with δ(C) its boundary,
i.e. the generating lines of C. We denote with (δ(C))n the set consisting of the
points of Z×Z whose distance from δ(C) is less than n:
(δ(C))n := {(i, j) ∈ Z×Z | min{|i−h|+|j−k| with (x1,x2) ∈ δ(C)}≤n}
Deﬁnition 2. Let K be a proper cone such that −K is characteristic for a square
autonomousbehavior B∈ L w
2 . B is K -stable if there exists n ∈ N, n > 0 such that





 w(i, j)  = 0

The following is Theorem 3.6 of [15].
Theorem 3. LetB=ker Δ(σ1,σ2)beasquareautonomousbehavior,andletK be
a proper cone for B which is T-isomorphic to the ﬁrst orthant. Denote δ :=det(Δ),
and assume without loss of generality thatHδ ⊂K andthat Hδ ∩δK ={(0,0)}.








Then the following two statements are equivalent:
1. B is K -stable;
2. The Laurent variety of det ΔT does not intersect the closed unit polydisk P1.
3 Bilinear and Quadratic Difference Forms for 2-D Systems
Inordertorepresentbilinearandquadraticfunctionalsofthevariablesofcontinuous-
time 2-D systems, 4-variablepolynomialmatricesare used (see [12]). We now illus-
trate quadratic difference forms for 2-D discrete systems; some preliminary results
are in [9].
In order to simplify the notation, deﬁne the multi-indices k :=( k1,k2), l :=









Let Rw1×w2[ζ,η] denote the set of real polynomialw1×w2 matrices in the 4 indeter-




where Φk,l ∈ Rw1×w2; the sum ranges over the nonnegative multi-indices k and l,
and is assumed to be ﬁnite. This matrix induces a bilinear difference form (BDF in











2 , and analogouslyfor σl.
The 4-variable polynomial matrix Φ(ζ1,ζ2,η1,η2) is called symmetric if w1 =
w2 =: w and Φ(ζ1,ζ2,η1,η2)=Φ(η1,η2,ζ1,ζ2) , concisely written as Φ(ζ,η)=




We will call QΦ the quadratic difference form (in the following abbreviated with
QDF) associated with the four-variable polynomial matrix Φ.






=:c o l (Ψi(ζ,η))i=1,2
withΨi ∈Rw1×w2[ζ,η] andwith col(Ai)i=1,2 the matrix obtainedby stackingthe two
matrices Ai, both with the same number of columns, on top of each other. Such Ψ










Finally, we introduce the notion of (discrete) divergence of a VBDF. Given a










for all w1,w2. It is straightforward to verify that in terms of the 4-variable polyno-
mial matrices associated with the BDF’s, the relationship between a VBDF LΨ and
its divergence LΦ = div LΨ is expressed as
Φ(ζ1,ζ2,η1,η2)=( 1−ζ1η1)Ψ1(ζ1,ζ2,η1,η2)+(1−ζ2η2)Ψ2(ζ1,ζ2,η1,η2)
In order to characterize those BDFs which are the divergence of some VBDF, we
need to introduce the “del” operator, deﬁned as






The following result holds true.Lyapunov Stability Analysis of Higher-Order 2-D Systems 203
Proposition 1. AB D FL Φ is the divergence of some VBDF LΨ if and only if
∂Φ(ξ1,ξ2)=0.
Proof. Necessity is straightforward. Sufﬁciency can be proved using a Gr¨ obner ba-
sis argument, which can be extended entrywise to polynomial matrices.    
The deﬁnition and properties described above can be adapted to a vector quadratic
difference form (VQDF) in a obvious manner.
A QDFQΔ inducedbyΔ ∈Rw×w[ζ1,ζ2,η1,η2] isnonnegativeifQΔ(w(x1,x2))≥
0∀(x1,x2)∈Z2 and∀ w∈(Rw)Z2
.ThiswillbedenotedwithQΔ ≥0o rΔ(ζ,η)≥0.
We call QΔ positive,denotedQΔ >0o rΔ(ζ,η)>0,if QΔ ≥0andQΔ(w(x1,x2))=
0 ∀(x1,x2) ∈ Z2 implies w = 0. Often in the following we will also consider QDFs
induced by matrices of the form Δ(e−iω,ζ2,eiω,η2), i.e. matrices in the indetermi-
nates ζ2,η2 with coefﬁcients being polynomials in eiω for some ω ∈ R. The deﬁni-
tion of nonnegativityand positivity in this case is readily adapted from above.
4 Necessary and Sufﬁcient Lyapunov Conditions for Stability of
2-D Systems
Using Theorem 3, we now concentrate on stability with respect to the proper cone
consisting of the ﬁrst orthant of Z×Z; we denote this set with K0 in the following.
Moreover, we only consider the case of square autonomous systems. We begin this
section with a straightforward but important reﬁnement of Proposition 3.5 of [15].
Proposition 2. Let B ∈ L w
2 be square and autonomous, and let Δ ∈ Rw×w[ξ1,ξ2]
nonsingular be such that B = ker Δ(σ1,σ2). Assume that δ := det Δ is such that
Hδ is a subset of K0, the ﬁrst orthant of Z×Z, that intersects the coordinate axes
only in the origin. Then the following statements are equivalent:
1. B is K0-stable;
2. Forallω ∈R,thepolynomialδ(ejω,ξ2)hasallitsrootsoutsideoftheclosedunit
disk {z2 ∈ C || z2|≥1}, and the polynomialδ(ξ1,ejω) has all its roots outside of
the closed unit disk {z1 ∈ C || z1|≥1}.
Proof. The proof follows from Theorem 3 and from the equivalence of statements
i) and iv) in Proposition 3.1 of [5].    
In order to state the main result of this paper we need some notation; we denote
with Per2 ⊂ (Rw)Z2
the set consisting of all trajectories v ∈ (Rw)Z2
such that the













| v(·,x2) ∈ (Rw)R is periodic for all ﬁxed x2 ∈ Z
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Theorem 4. Let B ∈ L w
2 be square and autonomous, and R ∈ Rw×w[ξ1,ξ2] nonsin-
gular be such that B = ker R(σ1,σ2). The following statements are equivalent:
(1) B is K0-stable;
(2) There exists a VQDF QΦ = col(QΦ1,QΦ2) and a QDF QΔ such that
(2a) div QΦ
B = −QΔ;
(2b) QΦ1(w),QΔ(w) > 0 for all w ∈ B∩Per2, and QΦ2(w),QΔ(w) > 0 for all
w ∈ B∩Per1.
(3) There exist Φ = col(Φ1,Φ2) and Δ, with Φ1, Φ2,Y ∈ Rw×w[ζ1,ζ2,η1,η2], Δ ∈
Rw×w












We refer to a VQDF QΦ satisfying (2a) and (2b) as a Lyapunov function for B.
Proof. The equivalence of statements (2) and (3) is straightforward.
We now prove the implication (3) ⇒ (1). Consider any trajectory in B of the
form w(t1,t2)=v λt1 μt2 for some v∈ Cw and λ,μ ∈ C. We now provethat if μ lies
on the unit circle, i.e. μ = eiω for some ω ∈ R,t h e n| λ |> 1. Once this will have
been established, statement (1) follows from Proposition 2.
Let ζ1 = λ, η1 = λ, ζ2 = μ = e−iω, η2 = μ = eiω in (3a):
(1−λλ) v Φ1(λ,e−iω,λ,eiω)v = −v Δ(λ,e−iω,λ,eiω)v
The right-hand side of this equation is strictly negative; on the left-hand side
v Φ1(λ,e−iω,λ,eiω)v > 0, and consequently it follows that 1−λλ < 0. An analo-
gous argumentis used when w(t1,t2)=ve iωt1μt2. This proves the claim.
The proof of implication (1) ⇒ (3) is established by producing matrices Φi ∈
Rw×w
S [ζ1,ζ2,η1,η2], i = 1,2, and Δ ∈ Rw×w










2 ,w h e r eLi is the highest
power of ξi in R, i = 1,2. Deﬁne the four-variable polynomial matrix








2 ) . (3)
Observethat∂H =0;concludefromProposition1thatthereexistsΦ =col(Φ1,Φ2)
∈R2w×w[ζ1,ζ2,η1,η2]suchthatdiv Φ(ζ1,ζ2,η1,η2)=H(ζ1,ζ2,η1,η2).Moreover,
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From Proposition 2 it follows that since B is K0-stable the polynomial det 
R(ξ1,eiω)
	
is anti-Schur (meaning all its roots have modulus greater than one) for
allω ∈R.ItfollowsfromCorollary1of[8]thatforallω ∈RΦ1(ζ1,e−iω,η1,eiω)>
0, since (4) is equivalent with Φ1 being the R-canonical solution of an ω-dependent
polynomial Lyapunov equation in two variables (see equation (4) of [8]) for the be-
havior described in kernel form by R(ξ1,eiω). From this it follows that Φ1
B∩Per2
> 0.
An analogous argument based on the same considerations and on the fact that
R(eiω,ξ2) is anti-Schur for all ω ∈ R,s h o w st h a tΦ2(e−iω,ζ2,eiω,η2) > 0f o ra l l
ω ∈ R.


















The fact that Δ(ζ1,e−iω,η1,eiω) > 0a n dΔ(e−iω,ζ2,eiω,η2) > 0f o ra l lω ∈ R
follows from the K0-stability of B, which implies for all ω ∈ R that R(ξ1,eiω) and
R(eiω,ξ2) are anti-Schur.    
Remark 1. The 4-variable polynomial matrices Φ = col(Φ1,Φ2) and Δ g i v e ni nt h e
proof of Theorem 4 are germane to the multivariable B´ ezoutian
R(ζ) R(η)−R(−η) R(−ζ)
ζ +η
used in analyzing stability of 1-D continuous-time systems (see section 3 of [16]).
In the 2-D single-variable (w = 1) case, stability conditions based on the positivity
of the coefﬁcient matrix of an ω-dependentB´ ezoutian have been obtained in [4, 5].
Of course, there are more Lyapunov functions than the B´ ezoutian. The computa-
tion of Lyapunov functions via a (4-variable) polynomial Lyapunov equation as in
[11, 16] is the subject of an ongoing investigation.
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