This paper examines different mesh boundary curving algorithms in the particular case where no exact geometric description is available. The starting point for the curving is typically a coarse linear mesh, whereas the target geometry is represented by a refined linear mesh. Both can be generated using a classical linear mesh generator.
Abstract.
This paper examines different mesh boundary curving algorithms in the particular case where no exact geometric description is available. The starting point for the curving is typically a coarse linear mesh, whereas the target geometry is represented by a refined linear mesh. Both can be generated using a classical linear mesh generator.
Two different boundary curving algorithms are examined. The first algorithm is based on Lagrange nodal high-order polynomial interpolation where the interpolation nodes are iteratively moved towards the target curve. Relocation steps are included in each iteration to approximately preserve the original node spacing. The second algorithm is based on hierarchic modal shape functions. In a reference frame, projection based interpolation is applied that minimizes the distance between the interpolating function and the local target function in the H 1 -seminorm. The performance and accuracy of the two methods are evaluated and compared. Thereby, the area between the target and the approximating curve is used as error measure.
In general, both methods exhibit similar levels of performance. A lower bound on the accuracy is observed that depends on the level of refinement of the target mesh. Differences lie in the applicability of the two methods. For the method based on modal interpolation, several initial requirements have to be fulfilled. The method based on nodal interpolation on the other hand is simpler but less robust. Overall, the modal interpolation approach is preferable, where applicable.
INTRODUCTION
High-order unstructured methods are gaining popularity for solving large scale engineering problems. These methods generally lead to increased accuracy and lower computational costs when compared to the commonly used low-order methods. While low-order methods typically rely on planar-faced elements, high-order methods call for the introduction of high-order curvilinear finite element meshes, in which the faces and edges of the elements are curved to align with the underlying geometry. The need for an accurate geometric description when employing high-order approximations was shown in the literature both analytically [1] and numerically [2] .
Mesh curving algorithms are usually based on a-posteriori curving. A linear mesh is first generated, taking advantage of the robustness of the existing mesh generation algorithms. In a second step these elements are curved to better describe the geometry of the domain, e.g. [3, 4] .
If the exact geometry is known, e.g. in the form of a parametrization, this curving step is relatively straightforward. For a nodal based polynomial representation of the geometry, the high-order nodes are defined in the reference space and then mapped onto the exact geometry. The node positions in the reference space influence the resulting curve and can be used to optimize the approximation or to prevent element tangling already during the curving process [3] .
Surface reconstruction methods are applied where no or only little additional information is given about the exact geometry. Such problems are for instance encountered in medical imaging, where the definition of the computational domain is given exclusively by scattered data, obtained from data scanning. Examples for surface reconstruction methods are the Weighted Averaging of Local Fittings (WALF) and the Continuous Moving Frame (CMF) algorithms [5] or the piecewise quadratic mesh extrapolation based on local approximations of the curve Hessian [6] .
In this paper an intermediate case is considered. An exact representation is not available, but instead a fine linear boundary mesh is considered, as could be used for a conventional low order simulation. This fine linear mesh forms the target of the curving process. A similar approach can be found in [7] where the fine representation is obtained from scattered scanning data. It is improved by a surface reconstruction based on spherigon patches [8] . The curved mesh is formed of Bézier curves and patches. Here, it is assumed that the target mesh is fine enough such that no further surface reconstruction is required. Two curving algorithms are presented. For both, the curved mesh is represented by piecewise polynomial parametrizations. For the first algorithm, nodal basis functions are used and for the second, hierarchic, modal basis functions.
Note that this paper focuses only on the curving of the boundary elements. Post-processing steps such as element untangling may still be required once the full 2D-mesh is considered.
METHODS

Notations
In the following, the fine target mesh is named model mesh or Mmesh. It is denoted The coarse mesh that is curved during the algorithm is named computational mesh or Cmesh. It is denoted C and the notations V C , E C , and N e C are defined analogously to V M , E M , and N e M . The Cmesh geometric order obtained from the mesh curving procedure is denoted q.
Nodal approach
(b) Correction step Figure 1 : Schematics of the two different iteration steps in the nodal method. In both figures, the target curve M is shown in blue, the current C element at the beginning of the iteration step in black, and the result of the iteration step in red. Helplines and intersection points are drawn in green.
For the nodal method, C is represented by an elementwise polynomial mapping from the reference element [−1, 1] to the physical space. Lagrange polynomials with equidistant nodes in the reference space form the basis of the mapping. In the physical space, corresponding nodes have to be found in order to elementwise curve the Cmesh.
As a first step, q − 1 high-order interpolation nodes are placed equidistantly on each edge of the linear Cmesh, forming a polynomial g k : [−1, 1] → R 2 of order q . These nodes are iteratively moved towards the Mmesh during the curving process. The iteration consists of two operations which are implemented in a nested iteration:
1. In an outer loop of n iter iteration steps, the Cmesh nodes are progressively moved towards the target geometry, following the local Cmesh normal direction.
For the calculation of the new node positions, each node p i,k is treated individually. The normal n i,k of g k at p i,k is first evaluated. To find the distance to M, the closest intersection point q i,k between M and the line s i,k (α) := p i,k + αn i,k is determined. The updated node position is then calculated as
. An example of a mesh curving iteration step is illustrated in Figure 1 (a)).
2. After each mesh curving iteration, several correction steps are applied. The spacing between points is readjusted, aiming for an approximately equidistant spacing in the physical space ( see Figure 1 (b)).
The tangent of g j in a node p i,j is denoted t i,j . For each point p i,j , a midpoint is computed between its two neighboring points and denoted m i,j :=
. The midpoint is then projected onto the tangent line t i,j . The resulting pointm i,j represents the target point towards which the node p i,j is moved. All nodes are updated at the same time. In order to reduce the likelihood to overshoot, the node is updated by
with τ ∈ (0, 1). In this study, τ = 0.4 is chosen.
Figure 2: Schematic of the modal method. On the left, the physical space is shown with M in blue, C with edge e i in black, the quadrangle spanned by e i in grey, and the bounding interval I i in red. On the right, the reference space is shown with the reference quadrangle in grey, the local target function w i in blue and the polynomial interpolatioñ w i in red.
After the last iteration step, one additional mesh deformation step is performed with σ n iter +1 = 1 to move the nodes exactly onto the Mmesh. The number of iteration steps for the two iteration loops are increased adaptively until a convergence of the method is observed. For both iteration loops the number of iteration steps are increased simultaneously, but those of the outer loop is increased in bigger steps. As criterion for convergence, the distance between nodes obtained with the current number of iteration steps and those obtained with the previous number of iteration steps is evaluated. Once the maximal distance is smaller than a predefined nodal tolerance of 10 −14 , it is decided that the curving method converged. The algorithm breaks down if a predefined upper limit of iteration numbers is hit without reaching convergence. In this study, the limit is set to 200 iteration steps for the outer loop.
Modal approach
The modal method is based on a polynomial fitting in a reference space, using a hierarchic, modal polynomial basis. A schematic of the method is provided in Figure 2 .
The algorithm begins as follows. In the physical space, the vertices of each Cmesh element e i ∈ E C are extruded by an extrusion length λ i in positive and negative edge normal direction. Connecting these extruded nodes, a quadrangle element Q e i = (q e i ,1 , q e i ,2 , q e i ,3 , q e i ,4 ) is constructed around e i . Note that the union e i ∈E C Q e i forms a neighborhood of C. Furthermore, it is required that M ∈ e i ∈E C Q e i and Q e i ∩ Q e j = ∅ for i = j. For each quadrangle Q e i the mapping 
the corresponding points in the reference space
are determined. Since F i is generally not linear, no closed-form expression could be found for the inverse mapping. Instead, the objective function g(ξ, η) := |x − F i (ξ, η)| is minimized to find the inverse mapping of the fixed point x. The points in Ξ I i are then piecewise linearly interpolated by w i : R → R, w i (ξ I i ,j ) = η I i ,j for (ξ I i ,j , η I i ,j ) ∈ Ξ I i . Note that this linear interpolation forms an approximation. In general, the image F i (w i ) of w i does not lie on M because of the non-linearity of F i . The function w i is approximated by a polynomial interpolatioñ
The basis of the interpolation consists of Lobatto shape functions [9] l 0 (ξ) =
, and
with L i (ξ) the i th Legendre polynomial. From the orthogonality of the Legendre polynomials in L 2 , the Lobatto shape functions inherit the property
This property can be used to obtain the coefficients α i,j , j = 2, . . . , q in (6) that minimize the distance between thew i and w i in the H 1 -seminorm [9] 
The functionw i is thereby splitted into the linear partw The minimization (9) is equivalent to
which can be reformulated as
This approach is referred to as projection based interpolation [9] . Lobatto shape functions are also hierarchic, meaning that B n−1 ⊂ B n , with B n the Lobatto basis of order n. This is beneficial for adaptive schemes, because it implies that a change in the order q does not require a recalculation of the shape functions l j or coefficients α j .
NUMERICAL TESTS
Geometry and Meshes
The test case geometry is based on an ellipse with a high aspect ratio. An additional cosine term is included to introduce bumps along the curve:
where n b is the number of bumps and h b controls their height. The parameters were set to r x = 0.5m, r y = 5m, h b = 0.1m, and n b = 10. A plot of the geometry can be seen in Figure  3 ] and γ 0 = γ nv = 0. As a last step before the actual curving, the Cmesh vertices are snapped onto the closest Mmesh vertices. This ensures that the assumption V C ⊂ V M holds.
Evaluation Method
To assess the accuracy of the two algorithms, the area between the final high-order curve and the target curve M needs to be evaluated. The area between the two curves is divided in small quadrangles Q i = (q i,1 , q i,2 , q i,3 , q i,4 ). For each quadrangle, the area is calculated with the formula
for convex quadrangles. The size of the quadrangles is adapted in each case to ensure an accurate evaluation of the area. Restrictions on the node positions are applied to reduce the number of non-convex quadrangles. The area based error measure is defined as
with l M the total length of M. This corresponds to the measure suggested in [4] .
Fixed number of Mmesh elements
The first study examines the influence of the interpolation order q and the size of C on the results of the curving process. The target curve M is fixed with N The modal curving approach on the other hand could be applied up to q = 15, with no indication that even higher orders would not be calculable. The limitation for the modal method lies in the construction of the quadrangles Q e i . For the case N e C = 6, no set of extrusion lengths Λ = λ 1 , . . . , λ N e C could be found such that the requirements M ∈ e i ∈E C Q e i and Q e i ∩ Q e j = ∅ for i = j were fulfilled.
In Figure 4 , the N e M/N e C convergence of the area based error measure is shown for different interpolation orders q. Each data point corresponds to one parameter set (N e C , q). The example case from Figures 3(b)-3(f) is highlighted by a green square.
The results indicate that both methods provide a similar behavior. For a fixed order q, the C approximation convergence increases with q following roughly O(q) up to q = 3. For higher orders q, the convergence order lies between 3 and 4. However, all approximations are limited in accuracy, and stagnate around A Q = 10 −5 . The corresponding q-convergence curves for different N e C are shown in Figure 5 . As in the previous figure, the example case from Figures 3(b)-3(d) is highlighted by a green square.
With increasing q the error decreases until it stagnates. The observed bound is about the same for both methods. This seems to indicate that the limit in accuracy is caused by the choice of the M representation, more specifically by the fact that M is only C 0 continuous. This typically limits the accuracy up to which M can be polynomially interpolated. (b) 
Fixed number of Cmesh elements
A second study is performed in order to better understand the influence of N e M on the error of the approximation. The size of the Cmesh is now fixed with N e C = 20, and the target Mmesh is varied. The parameter sets are q ∈ {1, . . . , 8} for the nodal and q ∈ {1, . . . , 10} for the modal algorithm, and N e M ∈ {98, 198, . . . , 998, 1998, . . . , 9998} for both methods. Again, the lower q limit for the nodal method as well as missing data points are caused by convergence issues. Figure 6 shows the N e M/N e C -convergence for different interpolation orders q. Expectedly, as M is refined, the error first decreases and then stagnates. The stagnation levels decrease as q increases. It shows that with a fixed order q, M refinement is useful only up to a certain point. Figure 7 shows the corresponding q-convergence curves for different N e M . For low interpolation orders q, the M-refinement has no impact on the performance of the mesh curving algorithm. But for larger values of q, the error stagnates for the coarser Mmeshes. The lower N e M , the higher the stagnation level. This confirms the assumption from above that the stagnation is introduced by the C 0 continuity of M. A finer M provides a better representation of the exact geometry and is in a colloquial sense smoother than a coarse M. This highlights the fact that the order of approximation q should always be consistent with the quality of the Mmesh. After a certain point, since the information at hand on the target geometry is not satisfactory enough, increasing the order and/or refining the Cmesh does not allow to improve geometric representation.
DISCUSSION AND CONCLUSIONS
In this paper, high-order mesh curving algorithms were considered in the case of limited knowledge of the original geometry, more precisely in the case where the original geometry is only given in the form of a refined linear mesh. Two approaches were proposed and tested on a distorted ellipse. The results for both methods indicate that, besides the number of edges N e C and the interpolation order q of the curved mesh, also the level of refinement of the target curve M provides a limit to the accuracy of the methods. The bound introduced by N e M is explained by the C 0 -continuity of M that, even though it never becomes C 1 continuous, becomes smoother in a colloquial sense as N e M is increased. In general, the two methods provided similar results, but both showed disadvantages as compared to the other. For the nodal curving algorithm, convergence issues were observed for high q values. Other node spacings such as Legendre or Chebyshev nodes are currently considered to test if these would provide better convergence behavior. The modal approach, on the other hand, is not applicable in some cases, due to the difficulty to construct a consistent reference frame. This might be overcome by small changes in C such as shifting of vertices or refinement of the affected elements. Concerning possible applications to more complex geometries as well as the extension to 3D, the modal curving algorithm seems more promising.
In general, the two discussed curving methods consider only boundary curves. Problems such as element tangling that arise when domain elements are included, were not examined in this study. Furthermore, geometric feature detection is required before the methods could be applied to real life geometries.
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