Radiation therapy is a local treatment aimed at killing cells in and around a tumor. Accurate predictions of lung tumor motion help to improve the precision of radiation treatment by controlling the position of a patient during radiation treatment. Our goal is to develop an algorithmic solution for predicting the position of a target in 3D in real time. In addition to prediction accuracy and low fluctuation of the prediction signal (jitter) we aim for minimum calibration time each patient at the beginning of the procedure. Our solution is based on a model form from the family of exponential smoothing. Performance is evaluated on clinical datasets capturing different behavior (quiet, talking, laughing), and validated in real-time on a prototype with respiratory motion imitation. Proposed solution (EXSMI) achieves good accuracy of prediction (error 4 − 9 mm/s) with tolerable jitter values (5 − 7 mm/s). The solution performs well to be prototyped and deployed in applications of radiotherapy.
I. INTRODUCTION
The goal of radiotherapy treatment is to destroy the tumor and prevent the healthy surrounding tissues from being damaged [1] . Advances in radiotherapy technologies, e.g. intensity modulated or image guided radiotherapy, and stereotactic body radiotherapy, have made highly conformal and accurate treatment [2] possible. An important limiting factor to the success of tightly conforming dose distributions is the ability to aim the radiation beam precisely at the target with minimal positional error. Therefore, motion management is an active research and development topic in radiotherapy [1] , [3] .
Intrafraction motion (motion of the target during treatment) is usually caused by the skeletal muscular, cardiac, gastrointestinal and respiratory systems, the later being responsible for the most of it. The positions of the organs in the thorax and abdominal regions are affected by respiration of a patient and the organs may move in different ways and magnitude. Moreover, the tumor itself may be moving along with the organs, depending on its location and fixation to the surrounding structures. The magnitude of the motion depends on the location of the tumor and varies for individual patients. Lung tumors can exhibit up to 3 cm motion in the cranio-caudal direction during normal respiration, while tumors of other types typically move only a few millimeters or do not move at all [4] . Movement of lung tumors introduces uncertainty in the positioning. To account for it the conventional radiation therapy requires larger treatment margins [5] , which may lead to large volumes of healthy tissue being destroyed during the treatment. Therefore, while higher doses of radiation therapy may improve survival rate, healthy tissue sparing is important to reduce side effects of the organs at risk [1] .
To cope with it various techniques have been considered [1] . Active motion compensation [6] , [7] , e.g. gated radiotherapy, breath-hold or tumor tracking [1] , [3] , [8] - [10] have been introduced into the clinical practice. However, they have limitations, e.g., the total treatment time significantly increases for gated radiotherapy, invasive fiducial markers need to be implanted, breath-hold works well only for compliant patient. Hence, development of new non-invasive techniques, aimed to controlling respiratory motion in radiotherapy, is an important task for the modern radiation oncology. Some tracking systems, such as VERO [11] , that use a beam for positioning and some, like CyberKnife [12] use robotic arm to move linac.
A generic approach is as follows [6] : (i) compute the current position of the tumor from an external marker [6] ; (ii) predict the next position of the tumor; (iii) compensate for the anticipated respiratory motion; and (iv) adapt the dosimetry to the changing configuration of the tumor. The position of a tumor can be determined using external markers. Once the next position of the tumor is known, various techniques can be used to compensate for the respiratory motion [1] , [6] , [13] , e.g. shifting the patient using a robotic-couch, shifting the beam by repositioning the radiation source, redirecting the beam electromagnetically, or changing the aperture of the beam.
We focus on step (ii), i.e., predicting the next position of the tumor from the past observations. Prediction is necessary to overcome delays introduced by tracking system latency. A number of predictive modeling techniques have been considered for this task [1] , [6] , [7] , such as: Kalman filters [6] , artificial neural networks [14] , state-based probabilistic approaches [10] , local regression [9] , seasonal autoregressive models (TVSAR) [15] , autoregressive moving average models (ARMA) [16] , multi-step linear methods (MULIN) and wavelet-based multiscale autoregression (wLMS) [7] .
Most of the existing studies propose new advanced predictive models, whereas the complete compensation process is understudied. After selecting an accurate predictive modeling technique, it is far from trivial to put it in operation, for which a full algorithmic solution is required. Algorithmic solutions should include step-by-step instructions for automated data pre-processing, model calibration for a given patient, adaptation to potential variation in data arrival rates, confidence estimation and self-diagnosing mechanisms of the model, and potential mode switching (e.g., to a simpler model or no prediction at all). The calibration procedure should be done as efficiently as possible in order to minimize preparation time, and maximize utilization of the equipment for treatment.
We propose a full algorithmic solution for respiratory motion prediction, aiming at minimizing the time for model calibration. The predictive performance is evaluated on clinical datasets off-line and in real-time on prototype system with respiratory motion imitation.
Several studies propose solutions [17] , [18] , but they focus on step (iii) (compensating the anticipated respiratory motion), while our focus is predicting the next position of the tumor.
II. MATERIALS AND METHODS

A. Data Collection
Clinical data is collected using an infrared stereo-camera with 60 Hz sampling frequency, external markers, HexaPOD evo couch and in-house software. The radiation treatment system consists of patient setup couch (HexaPOD couch, http://goo.gl/hdmHqR), radiation beam source, usually a medical linear accelerator (linac), tracking device, which provides information about the position of the patient and a controller that controls the treatment process [3] , [13] , [19] .
Respiratory motion in HexaPOD is measured by an infrared stereo-camera (NDI Polaris (Northern Digital International, Canada)), that tracks external markers placed on the body of the patient. We use 1 mm spatial resolution. The timestamps are computed from the sampling frequency of the internal camera, which is 60 Hz (a frame in each 16.7 ms).
Setup (provided by Rubedo systems) is restricted to processing every 2nd frame, therefore the effective sampling rate is 33.(3), 66. (6) or 100 (99.(9)) ms, see Fig. 1 (it is used for the development and testing of iGuide software, https://www.youtube.com/watch?v=a4Fqgl6avtA). We ensure that the data for prediction is equally spaced by resampling 1 the incoming data at a rate that is a multiplier of six frames (100 ms). Due to the same reason, the prediction horizon 1 It is not a complete resampling, instead some frames are skipped. should also be a multiplier of six frames. In our setup we have 100 ms camera communication delay, and we predict future position 100 ms ahead to compensate velocity of the couch (16 mm/s). Ten datasets, collected from 3 healthy males aged 20-40, see Table I , are used. Each of them include 3D observation records with 3 positions per record over time, recording an empty treatment session (no radiation).
B. Prediction task and performance criteria
Given is a 3-dimensional time series recording the position of an external marker over time. The position is given in 3 coordinates x, y and z in millimeters transformed in such a way that min(x i ) = 0, min(y i ) = 0 and min(z i ) = 0. Let r i = (x i , y i , z i ) denote the true position of a marker at time i, and letr h i = (x h i ,ŷ h i ,ẑ h i ) denote the predicted position h steps ahead. When the horizon h is clear from the context, it will be omitted from the notation. For brevity we index time series by the index of arrival,not by the time-stamp of arrival. The index i refers to the number of the current observation in a sequence from the start of the reading on the current patient.
Two performance characteristics are critical from the operational viewpoint: predictions should be accurate and the predicted signal should fluctuate as little as possible (have low jitter [7] ). The latter requirement is due to the need for the beamer or the couch to move, following the predicted signal, in order to compensate respiratory motion. Following sudden movements is impractical and may be infeasible due to the mechanical limitations of the device. Fig. 2 gives two example predictions that have the same prediction error, but have different jitter. Hence, a low jitter is preferable.
Accuracy of predictions can be measured by a straight line distance from the predicted position to the true position in 3D space. For the simplicity, distances can be measured in the coordinate units, but for interpretability it is better to transform the coordinates and report results in standard units of length. This paper reports prediction errors and jitters in millimeters. The prediction error at time i is defined as:
The goal is to minimize the error over a treatment session. Due to the different length of treatment sessions we look at the mean error over a treatment session
where T is the duration of the session in number of frames, and Δ is the time interval between two frames.
The jumpiness or jitter [7] can be measured as the distance the prediction signal travels per time step: For the units (mm) to be interpretable and comparable to the error, we will report average jitter and average error per second (Δ = 0.1). The goal is to minimize jitter over a treatment session. Due to the different length of sessions we look at the mean jitter over a treatment session J
Note that jitter is minimized whenr i =r i−1 for all i ∈ [2, T ], i.e. the prediction is constant. However, in this case no compensation for respiratory movement is possible. In practice, a system aims at compensating for respiratory movement, it needs to find a balance between error and jitter.
C. Predictive modeling techniques
Our goal is to develop an algorithmic procedure for real time prediction of respiratory motion. Given a base model, the procedure should determine when the model should be calibrated, when the actual operation can start, and how to switch between alternative models of different complexity. Our main criteria for selecting the base model are following.
1) Models should be fast to train and calibrate (up to 1min). 2) Few model design and calibration parameters. 3) Models should be able to adapt to changes in respiration rhythm and drifts of the tumor during a session. 4) Models and prediction decisions should be interpretable such that they can be trusted by medical specialists. 5) Models should be simple enough to implement on any treatment hardware (independent on special packages). Table II provides a summary of considered base models and our assessment against the criteria. The main limitation of the state-of-the-art probabilistic methods (e.g., Kalman filters, Hidden Markov models) and autoregressive models (autoregressive moving average models, regression models fitted using least squares procedure) is that they require relatively large training sample for model calibration, while we are looking for very fast and robust models. More advanced machine learning models (e.g., neural networks (ANN) or support vector machines (SVM) require even larger training sample sizes, and the resulting models are so called black box models, where it is extremely difficult to trace how the predictions are made. Therefore, given the focus of our study on fast, interpretable, adaptive and transparent prediction making, we resort to extrapolation and exponential smoothing techniques for our algorithmic solution.
Extrapolation methods predict based on the most recent observations. They do not require any calibration and minimum or none parameter settings, have very short memory of the past data and are inherently adaptive to changes in respiration rhythm or tumor drifts. They are transparent (easy to explain to a non-specialist) and very simple to implement.
Persistent prediction (PP) is the simplest predictorx t+h = x t , where t is the time index and h is the prediction horizon. It predicts that the next signal will be the same as the last observed. No parameters are required. It can be considered as a baseline for compensation for respiratory motion.
Linear extrapolation (LE)
. assumes that the signal will maintain the same velocity and direction as last observed. No parameters are required.
Multi-step linear prediction (MULIN) [7] is a generalization over linear extrapolation, it takes into account acceleration of the signal of different order. Since the extrapolations may become unstable if the signal is noisy, it uses exponential smoothing moving average of the predictions instead of outputting only the latest prediction, i.e.
and α ∈ (0, 1) are user specified parameters. We experiment with the second order MULIN using the default settings 2 .
Exponential smoothing (ES) is a type of moving average, where the importance of the past observations decreases exponentially. It is not parameter intensive, the only parameter is the speed with which old observations are forgotten. ES does not require model calibration for each patient, it can predict immediately after the start, but a short warm-up period is advisable. Just like extrapolation methods, ES is inherently adaptive, transparent, and straightforward to implement.
Simple exponential smoothing (ES1) makes prediction as the exponentially weighted moving average of the previous observationsx t+h = αx t +(1−α)x t−1 for any horizon h. Here α ∈ (0, 1) is a user defined parameter. If the forgetting factor α is small, then forecasting will have a long memory, and short, if α is close to 1. When α = 1, we predict the next observation 2 Available at http://www.rob.uni-luebeck.de/ ∼ ernst/dateien/mulin/mulin.m For the units (mm) to be interpretable and comparable to the error, we will report average jitter and average error per second (Δ = 0.1). The goal is to minimize jitter over a treatment session. Due to the different length of sessions we look at the mean jitter over a treatment session J =
1) Models should be fast to train and calibrate (up to 1min). 2) Few model design and calibration parameters. 3) Models should be able to adapt to changes in respiration rhythm and drifts of the tumor during a session. 4) Models and prediction decisions should be interpretable such that they can be trusted by medical specialists. 5) Models should be simple enough to implement on any treatment hardware (independent on special packages). Table II provides a summary of considered base models and our assessment against the criteria. The main limitation of the state-of-the-art probabilistic methods (e.g., Kalman filters, Hidden Markov models) and autoregressive models (autoregressive moving average models, regression models fitted using least squares procedure) is that they require relatively large training sample for model calibration, while we are looking for very fast and robust models. More advanced machine learning models (e.g., neural networks (ANN) or support vector machines (SVM) require even larger training sample sizes, and the resulting models are so called black box models, where it is extremely difficult to trace how the predictions are made. Therefore, given the focus of our study on fast, interpretable, adaptive and transparent prediction to be the same as the last (PP). α = 0 would give a constant prediction (zero jitter). ES1 is equivalent to autoregressive integrated moving average model ARIMA(0,1,1). ES1 does not work well in case of trend in the data.
Double exponential smoothing (ES2) includes trends.
Here α ∈ (0, 1) and β ∈ (0, 1) are user specified parameters. Initialization: l 0 = x 0 , b 0 = 0. ES2 is equivalent to ARIMA(0,2,2). In case of double ES for respiratory motion prediction breath cycle will be modeled as short term trends.
The main limitation of ES2 is that the prediction will systematically overshoot when the direction of the signal reverses.
Holt-Winters exponential smoothing, triple exponential smoothing (ES3), is often used for short term forecasting of seasonal time series [20] , as it can handle trends and seasonality. Seasonality means that the signal is periodic with a period p. We consider ES3 model with seasonality [20] .
Here α ∈ (0, 1), β ∈ (0, 1) and γ ∈ (0, 1) are user specified parameters. Initialization: l 0 = x 0 , b 0 = 0, s 0 , . . . , s t−p = 1.
The original ES3 requires the period to be known and fixed during the model operation, but the period of a respiratory signal, varies even for a single patient in time, due to the talking or coughing. We use the initial level in estimation of the seasonal component instead of moving average of the level to stabilize it s t = γ(x t − l 0 ) + (1 − γ)s t−p .
We suggest the following parameter values: α = 0.7, for ES2 β = 0.6, for ES3 β = 0.3 and γ = 0.3. We recommend setting the respiratory rate to p = 5.5. sec. The settings were identified during the initial experiments on the training parts of a couple of traces. The testing part of the traces on which the accuracies are reported, was never used for estimating these parameters. To minimize the chance of overfitting the training data the parameters are fixed for all the traces.
We suggest using a fast forgetting for the level (having in mind potential bias of the model and potential drifts), keeping it within a recommended [20] restriction 0 < α + γ < 1. The role of the trend component is to estimate long term changes in the average signal level, thus the memory should be long for ES3 and β should be low. ES2 has no seasonal component, the trend component plays the role of seasonal adjustment, thus β needs to be higher than in ES3, but not too high, since in such a case overshooting at turning points may be too large. Since we know that ES2 is biased (data contains seasonality, but we approximate it by the trend component), we use a fast forgetting not to propagate model bias (α should be high). 
D. Prediction procedure EXSMI
We propose the following procedure for predicting respiratory motion, called EXSMI, summarized in Algorithm 1. It includes on-line preprocessing outlier removal 3 (l. 9), online model calibration and switch prediction phase (l. 11), a switching mechanism between the main model and, a simple and more robust baseline (l. 18), based on the most recent performance, both, prediction error and jitter (l. 18). Linear extrapolation is considered as a baseline B, and exponential smoothing is used as the main predictive model (L).
At the time of model switch (l. 18) both models are well warmed up, and estimates of the most recent performance are available. We select the model demonstrating the lowest recent prediction error and jitter of the two and apply a fading factor α to the running estimates of the performance to ensure that the most recent performance is accounted with more weight, while considering not-so-recent performance history with lower weight. It minimizes the risk of sudden jumps in prediction error or jitter, when the predictors are switched.
Study [21] classifies the patients into predictable and unpredictable, to decide whether to use motion compensation. It is conceptually similar to our approach, but there are several key differences. We do not question the applicability of motion compensation, but dynamically switch between models of different complexity depending on the noisiness of the signal. Moreover, they decide for each patient before commencing the treatment, while we choose in real time.
III. RESULTS
We experimentally analyze the performance of the base models and the proposed algorithmic solution in the following settings. New observations arrive every 100 ms and the required prediction horizon is 200 ms ahead (h = 2). The warm up period is 30 sec, which is 300 samples (w = 300). Prediction errors and jitters are reported as averages from observation 301 until the end of the treatment session. We first test the prediction methods stand alone, and then test a selected prediction method inside the proposed algorithm. Our datasets and code for the experiments is available at http://datasets.bpti.lt/radiotherapy. Fig. 3 depicts prediction errors and jitters of the base models. On the left plot each dot is one time series. Models perform rather differently, indicating that some of the signals ALGORITHM 1. Predict respiratory signal h steps ahead 1: incoming observations r = (x, y, z) 2: predictive model form L with design parameters θ 3: prediction horizon h, warm-up w (recommended w ∼ 30 s) 4: decay for measuring recent error d ∈ (0, 1) (rec. d = 0.1) 5: Initialize model L 0 (See Sec. II-C for recommenations) 6: Initialize error and jitter counts E L 0 = 0, E B 0 = 0, J L = 0, J B = 0 7: for t ← 2, . . . , I do /*from the start to the end of treatment*/ 8: receive the latest observation rt 9:
if ||rt − r t−1 || < 1 cm then 10:
if t < w then /*if warmup is over make predictions*/ 12: make prediction with Lt:r L t+h 13: make baseline predictionr B t+h = rt + (rt − r t−h ) 14:
error
jitter
jitter are more difficult to predict than the others. However, dots of the same color (the same model) appear in elongated clusters, suggesting that there may be a trade-off between error and jitter achieved by different models, i.e. a gain in error increases jitter and the other way around. The right plot presents the average overall time series for each model. ES1, PP, ES3 and LE demonstrate nearly a linear tradeoff between jitter and error with ES1 showing the lowest jitter and LE showing the lowest error. MULIN demonstrates a reasonable error, but the jitter is much worse than that of the other models. ES2 achieves nearly the same error as LE, but has a lower jitter, therefore, we select ES2 as the primary model for our solution. The performance of a constant prediction, which achieves zero jitter, is not plotted since the error (51 mm/s) is too far off the scale of the plot.
Visual analysis shows, that PP and ES1 have a regular delay We investigate the performance of EXSMI algorithm with the second order exponential smoothing EXSMI(ES2), which showed the most promising performance in the previous experiment. We compare the performance of EXSMI(ES2) with applying ES2 and a naïve persistent prediction PP stand alone. EXSMI(ES2) has advantage over ES2 when overall error and jitter are quite high, i.e. in extremely unpredictable cases. It supports the intuition, that if an intelligent method cannot do well, it makes sense switching to a robust baseline predictor.
We analyze it in more detail. Table III provides average errors and jitter for the experiments divided into 2 groups: (1) difficult to predict identified by high prediction error (> 8 mm/s) and easy to predict identified by lower prediction error (≤ 8 mm/s). Indeed, for the difficult to predict cases the algorithm provides a better balance between error and jitter, while it does not disturb much the easier to predict cases.
We analyze the performance of EXSMI at different activities Fig. 4 . Performance on a snapshot of experiment 201205101536-LAC-1-LT-142-6, ES2 on the left and EXSMI(ES2) on the right (laughing, talking), see Table IV . Normal position demonstrates the lowest overall error and jitter, as expected, while prediction when laughing and talking is more difficult. EXSMI performs nearly the same as ES2 in normal/other conditions; however, EXSMI consistently performs the best in other than normal conditions, which is a desired feature of our solution. Implemented outlier control and predictor switch mechanisms allow robust predictions in difficult situations. Figure 4 shows a characteristic example of predictions in a difficult, but typical case. When the signal suddenly jumps, ES2 overshoots due to extrapolation assuming that the signal will continue moving in the same direction. In such situations the persistent predictor proves to be more accurate. The proposed EXSMIcombines ES2 and PP taking advantage of both.
IV. CONCLUDING REMARKS
We investigated prediction models and developed an algorithmic solution EXSMI for predicting the position of a target in 3D in real time. It demonstrated good performance, measured by the prediction accuracy and the jitter of the prediction signal. It performs well to be deployed in radiotherapy.
EXSMI, PP and LE approaches were implemented in a prototype Rubedo system including a HexaPOD couch, and an infrared stereocamera (NDI Polaris). The performance was in line with our analytical results. Moreover, it has been observed that: (1) the couch is sensitive to larger speed and direction changes and jitter, the device starts vibrating. Currently, the problem is solved by putting a restriction on velocity changes. It would be interesting to consider such constraints as part of the prediction algorithm. (2) EXSMI(ES3) is over-sensitive to periodicity changes, and the period of respiratory motion changes all the time. Hence, the best results have been achieved by EXSMI(ES2) 2 and LE with anti-vibration.
Several interesting questions remain future research: (1) incorporating technical characteristics of the equipment, for instance, the maximum possible velocity change of the treatment couch; (2) considering multiple signals from different locations simultaneously; (3) predicting tumor position from external markers [22] , and (4) to what extent a (perfect) prediction would correct a clinical misalignment of the target. It could be, that linac, MLC, immobilization devices and, especially, a live patient are contribute more the the overall error, while precisions of the most of the existing predictors is sufficient.
