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a b s t r a c t
We investigate a special variant of the shuffle decomposition problem for regular
languages; namely, when the given regular language is the shuffle of finite languages. The
shuffle decomposition into finite languages is, in general, not unique. That is, there are
L1, L2, L3, L4 with L1 L2 = L3 L4 but {L1, L2} 6= {L3, L4}. However, if all four languages
are singletons (with at least two combined letters), it follows by a result of Berstel and
Boasson [J. Berstel, L. Boasson, Shuffle factorization is unique, Theoretical Computer Science
273 (2002) 47–67] that the solution is unique; that is, {L1, L2} = {L3, L4}. We further show
that if L1 and L2 are arbitrary finite sets and L3 and L4 are singletons (with at least two letters
in each), the solution is unique. Therefore, shuffle decomposition of words is unique not
only over words, but over arbitrary sets. This is strong as we cannot let all four be arbitrary
finite sets. Hopefully, the obtained results will help to better understand the very nature of
the shuffle operation.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
The family of regular languages has been intensively studied since the beginning of computer science. It is well known
that most problems for regular languages such as membership, non-emptiness, inclusion, equivalence, and intersection
emptiness, are decidable and obey fast sequential algorithms. Alternatively, for the family of linear context-free or context-
free languages, the former two remain decidable, but the latter three become undecidable. In fact, there are few problems on
regular languages forwhich the exact status of decidability is still unknown. Problems of this kind are the power problem [2],
the shuffle decomposition problem [3], and the prime decomposition (factorization) problem [4] for regular languages.
The shuffle decomposition problem is defined as follows: Given a regular language L, do there exist two non-trivial
(neither is the singleton language consisting of the empty word) languages L1 and L2, such that L = L1 L2, where
denotes the shuffle operation on languages? Although the decidability status of this problem is not known, as mentioned
above, it becomes decidable if the given language is a commutative regular language or a locally testable language [3]. In
contrast to these results, the shuffle decomposition problem for context-free languages was shown to be undecidable in [3].
One way to tackle the original problem is to restrict the component languages in some way. In fact, if at least one of the
component languages is restricted to be finite, it again becomes decidable [5]. In this paper, we discuss the uniqueness of
shuffle decomposition solutions on finite sets. In general, there can be multiple solutions over finite sets.
This non-uniqueness is in contrast to the special case of shuffle on single words. In [1], it was shown that u v = u′ v′
implies that {u, v} = {u′, v′}, where there are at least two letters combined in u and v (they show themore general result of
uniqueness over arbitrary k-ary shuffle rather than binary shuffle; we will restrict ourselves to binary shuffle in this paper).
We extend this result to allow one solution to be over arbitrary sets rather than singletons. Thus, if there exists a shuffle
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decomposition into words, then that is the only decomposition over any sets. This is strong, as we cannot let both solutions
be over arbitrary finite sets.
Theorem 1. Let u, v ∈ Σ+, L1, L2 ⊆ Σ+ with u v = L1 L2, such that u and v each contain at least two letters. Then
{{u}, {v}} = {L1, L2}.
The proof of this result relies on a detailed analysis of the ‘‘block-structure’’ of the involved words, that in turn induces
‘‘block-structures’’ on the shuffled words. In contrast to the theorem in [1], there have to be two letters in each of u and v,
as opposed to two combined letters in u and v. This is strong, as we will show in the next section that there is not always a
unique solution even if one of the words is unary.
2. Definitions
We require some mathematical preliminaries and custom definitions to discuss the results of this paper.
Let N be the set of positive integers and let N0 be the set of nonnegative integers.
An alphabetΣ is a finite, non-empty set of symbols. The set of all words overΣ is denoted byΣ∗, and this set contains
the empty word, λ. The set of all non-empty words overΣ is denoted byΣ+.
Let u, v ∈ Σ∗. The shuffle of u and v is defined as u v = {u1v1 · · · unvn | u = u1 · · · un, v = v1 · · · vn, ui ∈ Σ∗, vi ∈
Σ∗, 1 ≤ i ≤ n}. We say that u is a prefix of v, written u ≤p v, if v = ux, for some x ∈ Σ∗. We say that u is a suffix of v,
written u ≤s v, if v = xu, for some x ∈ Σ∗.
Forw = w0aα1w1 · · · aαmwm, with a ∈ Σ ,w1, . . . , wm−1 ∈ (Σ \ {a})+,w0, wm ∈ (Σ \ {a})∗, α1, . . . , αm > 0, we define
φa(w) = (α1, . . . , αm), |φa(w)| = m and
φa(w) = (|w0|, α1, |w1|, . . . , αm, |wm|).
For a ∈ Σ and u, v ∈ Σ∗, |u|a denotes the number of a’s in u and alph(u) = {a | |u|a > 0}. We extend φ, φ and alph to
sets ofwords in the naturalway.We let u(i) be the i-th letter of u if it exists.We definema(u v) = {w ∈ u v | |φa(w)| =
max{|φa(u)|, |φa(v)|}}, which is the subset of the shuffle product with the minimal number of a-sections in each word.
3. Shuffle on sets is not unique
In this section, we examine shuffle decomposition on finite sets. We provide some examples, and a sufficient condition
for the existence of multiple solutions.
Example 1. Let u, v, w ∈ Σ∗. Then (u v) w = u (v w).
This shows that, in general, decompositions for finite languages are not unique.
Remark 2. There exist finite languages which have more than one shuffle decomposition.
Notice, however, in this example, that neither of the two solutions was the shuffle of two words. They were both the
shuffle of a single word with a set of size larger than one (as long as there is more than one letter). Next, we will see another
example where three of the languages are singletons. It has a unique decomposition over words [1], but not languages.
Example 3. Letw ∈ Σ∗ and a ∈ Σ , n ∈ N. Then an w = a (w an−1).
Remark 4. There exist words u, v ∈ Σ∗, where u ∈ a+ for some a ∈ Σ (either a ∈ alph(v) or a /∈ alph(v)) and u v has
multiple shuffle decompositions into finite sets.
In this example, an w is the only shuffle decomposition into words as long as w contains some letter which is not a by a
result in [1].
Our third example differs from the second, as the words in the languages L1 and L2 all contain more than one letter.
Example 5. Let u = an and v = bn for some n ≥ 2. If n is even, then we have u v = (a n2 b n2 ) (a n2 b n2 ). If n is odd,
then we have u v = (a n−12 b n+12 ) (a n+12 b n−12 ).
Lastly, we see next that one can have the shuffle of two words or two languages (one of which is non-singleton) being a
strict subset of the shuffle of two words, even when all words contain two letters.
Example 6. Let u′ = aab, v′ = aab, u = ab, v = aaab. Then one can see by enumeration that u′ v′ ( u v.
Example 7. Let L′1 = {ab}, L′2 = {baabb, babab}, u = abb, v = baab. Then L′1 L′2 ( u v.
However, the fact that one cannot combine u′ (or L′1) with zero or more words to make L1 and combine v′ (or L
′
2) with
zero or more words to make L2 such that L1 L2 = u v is not obvious.
This motivates the necessity of the next section.
4. Uniqueness of shuffle decomposition on two words
In contrast with the general problem on finite sets, in [1] it is shown that u v = u′ v′ implies that {u, v} = {u′, v′},
where there are at least two combined letters in u and v. The purpose of this section is to show that L1 L2 = u v implies
that {L1, L2} = {{u}, {v}}, where each of u, v contains at least two letters. That is, if there exists a shuffle decomposition
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into words, then this is the only solution over arbitrary sets. It is an open question as to whether there is an easier way of
establishing this result. In light of Example 6, however, in order to establish {{u}, {v}} = {L1, L2}, it is not enough to examine
only one word in L1 and L2 in order to establish a contradiction. One must simultaneously examine multiple words in each
and establish a ‘‘conflict’’ between them to reach a contradiction. Although, there are many different cases in the proofs, the
examples used to establish contradictions throughout the section are substantially different, providing some evidence that
the length might be necessary.
Note that if one of u and v contains only one (potentially different) letter, the solution is not necessarily unique by
Examples 3 and 5. Otherwise, when each of u, v contains two distinct letters, u and v is the only shuffle decomposition
possible.
The general structure of this section is to show that if u v = L1 L2, then
(1) for each a ∈ Σ , if |φa(u)| > |φa(v)|, then every word u′ ∈ L1, v′ ∈ L2 with |φa(u′)| ≤ |φa(u)|, |φa(v′)| < |φa(u)| implies
that φa(u′) = φa(u) and φa(v′) = φa(v) (or vice versa, with L1 and L2 switched, Lemma 15),
(2) similarly, if |φa(u)| = |φa(v)| (or vice versa, Lemma 19),
(3) for all words u′ ∈ L1, v′ ∈ L2 we have φa(u′) = φa(u), φa(v′) = φa(v) (or vice versa, Lemma 23),
(4) |L1| = 1, |L2| = 1 and {L1, L2} = {{u}, {v}}, (Theorem 24).
We now establish a notational convention used in this section.
Notation 8. Wheneverwewrite u = u0aα1u1 · · · aαmum (similarly if the u’s,α’s andm are replaced by other symbols) it is implicit
that m ∈ N, ui ∈ (Σ \ {a})+, 1 ≤ i < m, u0, um ∈ (Σ \ {a})∗ and α1, . . . , αm ∈ N.
Lemma 9. Let u, v ∈ Σ+, L1, L2 ⊆ Σ+ with u v = L1 L2, and u, v /∈ b+ for any b ∈ Σ . Then all words in L1 and L2 have
to each contain at least two distinct letters.
Proof. For any b ∈ Σ and i ∈ {1, 2}, bg ∈ Li for any g ≥ 1 implies that Li = {bg}, as all words in Li must have equal Parikh
vectors.
Assume that L1 = {bg} for some b ∈ Σ g ≥ 1. Then L2 = {bf } , f ≥ 1 implies that u, v ∈ b+, a contradiction. Also,
L2 = {c f } for some c ∈ Σ , b 6= c and f ≥ 1 implies by [1] that {u, v} = {bg , c f }, a contradiction. Thus, all words in L2 contain
at least two distinct letters.
In L1 L2 there are words that begin with at least g b’s and words that end with at least g b’s. Thus at least one of u and
v has to begin with b and at least one of u and v has to end with b. Thus u = bg1 u¯bg2 and v = bg3 v¯bg4 , where u¯ 6= λ, v¯ 6= λ
and at least one of g1 and g3 as well as at least one of g2 and g4 is greater than 0. Furthermore, g1 + g3 ≥ g and g2 + g4 ≥ g .
Let w = bg1+g3 u¯v¯bg2+g4 ∈ u v. Then there has to exist v′ ∈ L2, such that w ∈ v′ bg . We know that v′ = bg5 v¯′bg6 ,
where g5, g6 ≥ 0 and v¯′ 6= λ. Furthermore,w ∈ v′ bg implies that g1 + g2 + g3 + g4 ≤ g + g5 + g6. Also, by considering
w′ = bg+g5 v¯′bg6 andw′′ = bg5 v¯′bg+g6 , both of which are in v′ bg , we must have g5+ g ≤ g1+ g3 and g6+ g ≤ g2+ g4 in
order forw′ andw′′ to be in u v. But then g5+ g+ g6+ g ≤ g1+ g3+ g2+ g4 ≤ g5+ g6+ g , a contradiction as g ≥ 1. 
We also require the definition of a language being a-full, which is used throughout this section.
Definition 10. We say that a language L ⊆ Σ∗ is a-full with respect to u, v ∈ Σ∗, where a ∈ Σ if, for every u′ ∈ L, we have
|φa(u′)| ≥ |φa(u)| and |φa(u′)| ≥ |φa(v)|. We simply say that L is a-full when u and v are clear from the context.
This definition is useful, as, for each a ∈ Σ , one of L1 or L2 is always a-full.
Lemma 11. Let u, v ∈ Σ+, L1, L2 ⊆ Σ+ with u v = L1 L2, and a ∈ Σ, |φa(u)| = m, |φa(v)| = k and m ≥ k ≥ 0,
m ≥ 1. Then either L1 or L2 is a-full.
Proof. Assume otherwise. Then there exist u′ ∈ L1, v′ ∈ L2 with |φa(u′)| < m and |φa(v′)| < m. But then there exists some
wordw ∈ L1 L2 with |φa(w)| < m, a contradiction. 
In addition to this lower bound on the number of a-sections in one language, the following result establishes an upper
bound for some word in both languages.
Lemma 12. Let u, v ∈ Σ+, L1, L2 ⊆ Σ+ with u v = L1 L2, and a ∈ Σ, |φa(u)| = m, |φa(v)| = k and m ≥ k ≥ 0,
m ≥ 1. Then there exists u′ ∈ L1, v′ ∈ L2 with |φa(u′)| ≤ m and |φa(v′)| ≤ m.
Proof. Otherwise there would be now ∈ L1 L2 such that |φa(w)| = m, a contradiction. 
Next, we determine that if the numbers of a-sections in u and v differ, then one of L1 or L2 must be a-full, and the other
one must not be a-full.
Lemma 13. Let u, v ∈ Σ+, L1, L2 ⊆ Σ+ with u v = L1 L2, a ∈ Σ and u /∈ a+. Let |φa(u)| = m, |φa(v)| = k with
m > k ≥ 0 and assume that L1 is a-full. Then L2 is not a-full.
Proof. Assume for the sake of contradiction that L2 is a-full. Then there does not exist any word v′ ∈ L2 with |φa(v′)| < m.
Let
u = u0aα1u1 · · · aαmum, v = v0aβ1v1 · · · aβkvk.
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Case 1:m > k ≥ 0,m > 1. Let
w = u0v0aα1u1aα2+β1u2v1 · · · aαk+1+βkuk+1vkaαk+2uk+2 · · · aαmum ∈ u v.
Because k < m, it follows that |φa(w)| = m. Then, there must exist u′ ∈ L1, v′ ∈ L2 with w ∈ u′ v′ such that both have
m a-sections, since L1 is a-full and we assumed that L2 was as well. Let u′ = u′0aα′1u′1 · · · aα′mu′m, v′ = v′0aβ ′1v′1 · · · aβ ′mv′m.
Necessarily, |u′1| > 0, |v′1| > 0 sincem > 1, |φa(u′)| = m and |φa(v′)| = m. Also, α1 = α′1+β ′1, αi+βi−1 = α′i +β ′i , for 2 ≤
i ≤ k+ 1, |u′0| + |v′0| = |u0| + |v0| and |u′1| + |v′1| = |u1|. Then we havew′ = u′0aα′1u′1v′0aβ ′1v′1aα′2+β ′2u′2v′2 · · · aα′m+β ′mu′mv′m ∈
u′ v′.
Since |φa(w′)| = m+ 1 and |φa(w)| = m, it follows that for any prefixes u of u and v of v,w = u′0aα′1u′1v′0aβ ′1v′1 ∈ u v
implies that |u| ≥ |u0aα1 | as otherwise there were at leastm+ 2 a-sections inw′. But then |v| ≤ |v0|, as α′1 + β ′1 = α1 and
therefore no a’s from v were used in u′0a
α′1u′1v
′
0a
β ′1v′1. As |w| = α1 + |u0| + |v0| + |u1|, this implies that u = u0aα1u1 and
v = v0. But |u1| > |v′1| since |u1| = |u′1| + |v′1|, contradicting that all of u1 must get read in v′1.
Case 2:m = 1, k = 0.We have u = u0aα1u1 and v = v0. We know that at least one of u0 and u1 is non-empty as u /∈ a+.
We also know that α1 ≥ 2, otherwise it is not possible for both L1 and L2 to be a-full.
Letw′ = u0aα1u1v0 ∈ u v andw′′ = u0v0aα1u1 ∈ u v. Let
min
L1,0
= min{|u′0| | u′0aα
′
1u′1 ∈ L1}, minL1,1 = min{|u
′
1| | u′0aα
′
1u′1 ∈ L1},
min
L2,0
= min{|v′0| | v′0aβ
′
1v′1 ∈ L2}, minL2,1 = min{|v
′
1| | v′0aβ
′
1v′1 ∈ L2}.
Then minL1,0 +minL2,0 = |u0|,minL1,1 +minL2,1 = |u1|.
Assume first that |u1| > 0. Assume that minL1,1 < |u1| or minL2,1 < |u1|. Then there exists a word in L1 L2 which ends
with fewer than |u1| non-a characters, a contradiction. Then either minL1,1 = 0 or minL2,1 = 0. But then there is a word that
ends with an a, a contradiction.
Similarly if |u0| > 0. Hence, since either |u0| > 0 or |u1| > 0, it is not possible for L1 and L2 to both be a-full. 
The following three lemmas establish that if one of u or v has more a-sections (say that this word is uwithm a-sections),
then all words in the a-full language which have at most m a-sections must have identical a-sections to u. Moreover, all
words in the non a-full language with at mostm a-sections have an identical sequence of a-sections as v.
Lemma 14. Let u, v ∈ Σ+, L1, L2 ⊆ Σ+ with u v = L1 L2, a ∈ Σ, φa(u) = (α1, . . . , αm), φa(v) = (β1, . . . , βk) with
u /∈ a+ and m > k ≥ 0. Let L1 be a-full. Then there exists u′ ∈ L1 with φa(u′) = (α′1, . . . , α′m) and for all such u′, necessarily
α′i ≥ αi for all i, 1 ≤ i ≤ m.
Proof. Assume otherwise. By Lemma 13, there exists a word v′ ∈ L2 with |φa(v′)| = l < m. By Lemma 12, there exists a
word in L1 with m a-sections. Let u′ ∈ L1 with |φa(u′)| = m, φa(u′) = (α′1, . . . , α′m), and let φa(v′) = (β ′1, . . . , β ′l ). Assume
that there exists j, 1 ≤ j ≤ m such that α′j < αj. Choosew ∈ ma(u′ v′) such that
w = w0aγ1w1 · · · aγj−1wj−1aα′jwjaγj+1wj+1 . . . aγmwm
is in ma(u′ v′) as l < m. But w /∈ ma(u v) as the j-th section of a’s of any word in ma(u v) has to be at least αj > α′j
letters long. 
Lemma 15. Let u, v ∈ Σ+, L1, L2 ⊆ Σ+ with u v = L1 L2, a ∈ Σ, φa(u) = (α1, . . . , αm), φa(v) = (β1, . . . , βk) and
m > k ≥ 0. Let L1 be a-full and u, v /∈ a+. Then for every u′ ∈ L1 with |φa(u′)| ≤ m, necessarily φa(u′) = φa(u). Also, there
exists v′ ∈ L2 with |φa(v′)| < m, and for all such v′, φa(v) = φa(v′).
Proof. As L1 is a-full, |φa(u′)| ≤ m implies that |φa(u′)| = m.
If k = 0, the first half of the statement follows from Lemma 14, which then implies that L1 contains all the a’s in
u v = L1 L2, which implies that no a’s appear in any words in L2.
Assume that k > 0. By Lemma 9 there cannot exist any word v ∈ L2 with v ∈ a+. By Lemma 13, there exists v′ ∈ L2 with
|φa(v′)| = l < m. If k > l = 0, then v′ = v′0 and there are no a’s in L2. Thus, in order to have ma(u v) = ma(L1 L2)
there has to exist a word u′ ∈ L1 with
u′ = u′0aα1+β1u′1 · · · aαk+βku′kaαk+1u′k+1 · · · aαmu′m.
But then u′0aα1+β1 and u
′
0v
′
0a
α1+β1 are both prefixes of words in u′ v′, but not in u v.
Thus l > 0. Let
u = u0aα1u1 · · · aαmum, v = v0aβ1v1 · · · aβkvk,
u′ = u′0aα′1u′1 · · · aα′mu′m ∈ L1, v′ = v′0aβ ′1v′1 · · · aβ
′
l v′l ∈ L2.
Considerw = u′0v′0aα′1+β ′1u′1v′1 · · · aα
′
l+β ′l u′lv
′
la
α′l+1u′l+1 · · · aα′mu′m and, for 1 ≤ i ≤ l, letwi equal
u′0v
′
0a
α′1+β ′1 · · · u′i−1v′i−1aα
′
iu′ia
α′i+1+β ′i · · · u′l+1v′laα
′
l+2u′l+2 · · · aα
′
mu′m.
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Then w,wi ∈ ma(u′ v′) ⊆ ma(u v) since l < m and as u v = L1 L2 implies that ma(u v) = ma(L1 L2).
For each prefix z ′i = u′0v′0aα′1+β ′1 · · · aα
′
i+β ′i and zi = z ′iu′iv′i of w, for 0 ≤ i ≤ l, let xi, x′i and yi, y′i be prefixes of u and v,
respectively, such that z ′i ∈ x′i y′i and zi ∈ xi yi.
We have x0 = u0 as otherwise all words in u v with prefix z0 would have at leastm+1 a-sections, which would imply
that w /∈ u v. Furthermore, y0 ≤p v0. Assume that v0 = y0v¯0 with v¯0 6= λ. Then, by considering w, we get α′1 + β ′1 ≤ α1
which implies thatα′1 < α1, contradicting Lemma14. Hence y0 = v0. This serves as the base case for the following induction.
By way of induction, assume that, for i, 1 < i ≤ l arbitrary but fixed, x′i−1 = u0aα1u1 · · · aαi−1 and y′i−1 = v0aβ1v1 · · · aβi−1
and if 0 < i < l, xi−1 = x′i−1ui−1, yi−1 = y′i−1vi−1 and that these are unique.
First, notice that xi−1aαi ≤p xi since |φa(w)| = |φa(u)| = m. Assume that yi−1aβi 6≤p yi. Then yi−1ap = yi, p < βi. Then
xi = xi−1aαi u¯i for some u¯i ≤p ui with u¯i = u′iv′i . If |u¯i| < |ui|, then all words in u v with prefix zi have at least m + 1
a-sections and hence w /∈ u v. Thus ui = u′iv′i . But if |v′i | 6= λ then |u′i| < |ui| and therefore wi /∈ ma(u v). Thus, our
assumption was wrong and yi−1aβi ≤p yi. Consequently, x′i = xi−1aαi and y′i = yi−1aβi . By an argument similar to the one in
the base case we get, by induction, xi = u0aα1u1 · · · aαiui and yi = v0aβ1v1 · · · aβivi. Hence, by induction, for each 0 < i ≤ l,
if v′i 6= λ then x′i = u0aα1u1 · · · aαi and y′i = v0aβ1v1 · · · aβi , and if 0 ≤ i < l, xi = x′iui, yi = y′ivi, and these are unique. Using
a similar analysis as above ‘‘in reverse’’, we can determine that if v′l−1 6= λ then αm = α′m and β ′l = βk. Moreover, since
v′ /∈ a+, either v′l 6= λ or v′l−1 6= λ.
Assume that there exist j < lminimal such that α′j 6= αj, and so α′j > αj by Lemma 14. Then, we get a contradiction by
the induction above, and thus, (α1, . . . , αl−1) = (α′1, . . . , α′l−1) and (β1, . . . , βl−1) = (β ′1, . . . , β ′l−1).
Assume that v′l−1 6= λ and there exist j ≥ l maximal such that α′j > αj. Then, there are no words in ma(u v) with
aα
′
j+β ′l u′ja
α′j+1 · · · aα′mu′m as suffix since α′j + β ′l > αj + βk and by the maximality of j.
Assume that v′l−1 = λ and thus v′ = aβ ′1v′1, v′1 6= λ by Lemma 9.We can determine that β ′1 < β1 because if we shuffle aβ1
into the first a-section of u′ such that α′j > αj, we determine that α
′
j+β ′1 = αj+β1. Letw′′ ∈ ma(u v)with α1 for the first
a-section (and u1 between first and second a-section) which must exist since k < m. Let u′′ = u′′0aα1u1aα′′2 u′′2 · · · aα′′mu′′m ∈
L1, v′′ ∈ L2 with w′′ ∈ u′′ v′′. Then u′′0aα1+β ′1u′′1v′1 is a prefix of some word in ma(u′′ v′) ⊆ ma(u v), a contradiction
since α1 + β ′1 < α1 + β1, but |u′′1v′1| > |u1|. 
Notice that the restriction that u, v /∈ a+ is necessary, as we know thatw an = ag (w an−g).
Lemma 16. Let u, v ∈ Σ+, L1, L2 ⊆ Σ+ with u v = L1 L2, a ∈ Σ , and |φa(u)| = m, |φa(v)| = k and m > k ≥ 0. Let L1
be a-full and assume that u, v /∈ a+. Then
{φa(u)} = {φa(u′) | u′ ∈ L1, |φa(u′)| ≤ m} and
{φa(v)} = {φa(v′) | v′ ∈ L2, |φa(v′)| ≤ m}.
Proof. This follows from Lemma 15 if there are not any words v′ ∈ L2 with |φa(v′)| = m. Assume that there is such a v′ and
let u′ ∈ L1 such that
u = u0aα1u1 · · · um−1aαmum, v = v0aβ1v1 · · · vk−1aβkvk,
u′ = u′0aα1u′1 · · · u′m−1aαmu′m, v′ = v′0aβ ′1v′1 · · · v′m−1aβ ′mv′m.
If k = 0, then there are exactlyα1+· · ·+αm a’s in everyword in u v. But everyword in u′ v′ has at leastα1+· · ·+αm+m
a’s, a contradiction.
Thus, k > 0 andm > 1. Let i ≤ k be smallest such that β ′i 6= βi. This exists asm 6= k and β1 + · · · + βk = β ′1 + · · · + β ′m.
Let
w′ = u′0v′0aα1+β1 · · · aαi−1+βi−1u′i−1v′i−1aαi+β
′
i u′iv
′
i · · · aαm+β
′
mu′mv
′
m ∈ ma(u′ v′).
Then β ′i < βi, otherwise w′ /∈ u v. Obviously, αi < αi + β ′i . But then for aαi+β
′
i in w′, we must read aαi from u and part
of aβi from v. Thus, u′iv
′
i must be read entirely from u, since w
′ has m a-sections. Hence, |u′iv′i | = |ui|. However, there exist
v′′ ∈ L2, φa(v′′) = (β1, . . . , βk), v′′ = v′′0aβ1v′′1 · · · aβkv′′k with u′ v′′ ⊆ u v, by Lemma 15. Then
w′′ = u′0v′′0aα1+β1 · · · u′i−1v′′i−1aαiu′iaαi+1+βiu′i+1v′′i · · · aαk+1+βku′k+1v′′k · · · aαmu′m
is in u′ v′′, butw′′ ∈ u v implies that |u′i| = |ui|, but |ui| = |u′iv′i |, a contradiction. 
The following three lemmas dealwith the casewhere the numbers of a-sections in u and v are identical. First, we establish
that both L1 and L2 must be a-full.
Lemma 17. Let u, v ∈ Σ+, L1, L2 ⊆ Σ+ with u v = L1 L2, a ∈ Σ, φa(u) = (α1, . . . , αm), φa(v) = (β1, . . . , βm),
m ≥ 1. Then both L1 and L2 are a-full:
|{φa(u′) | |φa(u′)| = m, u′ ∈ L1}| = 1, |{φa(v′) | |φa(v′)| = m, v′ ∈ L2}| = 1.
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Proof. By Lemma 11 at least one of L1 and L2 must be a-full. Assume that L1 is a-full and L2 is not. Then there exists v′ ∈ L2,
with |φa(v′)| = l < m. Then for all w ∈ ma(u v), φa(w) = (α1 + β1, . . . , αm + βm). If 1 ≤ l < m, there exist
w1, w2 ∈ ma(u′ v′) with φa(w1) 6= φa(w2), which implies that ma(u′ v′) 6⊆ ma(u v), a contradiction. If l = 0, then
there exist words w1, w2 ∈ ma(u′ v′) with different length prefixes before the first a, a contradiction as all words in
ma(u v)must have equal length prefixes before the first a.
The second and third statements follow, as otherwise φa(ma(L1 L2)) contains at least two elements, whereas the set
φa(ma(u v)) only contains one. 
The next lemma establishes that every word in L1 and L2 withm a-sections must have each component of its a-sections
identical to one of u or v.
Lemma 18. Let u, v ∈ Σ+, L1, L2 ⊆ Σ+ with u v = L1 L2, a ∈ Σ, φa(u) = (α1, . . . , αm), φa(v) = (β1, . . . , βm)
m ≥ 1, u, v /∈ a+. Let u′ ∈ L1, v′ ∈ L2 with φa(u′) = (α′1, . . . , α′m), φa(v′) = (β ′1, . . . , β ′m). Then {αi, βi} = {α′i , β ′i } for
1 ≤ i ≤ m.
Proof. Let
u = u0aα1u1 · · · aαmum, v = v0aβ1v1 · · · aβmvm,
u′ = u′0aα′1u′1 · · · aα′mu′m, v′ = v′0aβ ′1v′1 · · · aβ ′mv′m.
It follows that these exist by Lemma 17. By looking at any word inma(u′ v′), it follows that, for all 1 ≤ i ≤ m,
αi + βi = α′i + β ′i and |uivi| = |u′iv′i |. (1)
These equalities are used frequently throughout the proof. Assume that there exists j with 1 ≤ j ≤ m, such that {αj, βj} 6=
{α′j , β ′j }. This implies that there exists k ∈ N, such that either {αj − k, βj + k} = {α′j , β ′j } or {αj + k, βj − k} = {α′j , β ′j }. There
exists a unique minimum in {αj, βj, α′j , β ′j }.
Case 1: Assume that the unique minimum is αj (βj is symmetric).
Thus either αj < α′j ≤ β ′j < βj or αj < β ′j ≤ α′j < βj.
If 1 ≤ j ≤ m and u′j−1 6= λ and v′j 6= λ (similar if v′j−1 6= λ and u′j 6= λ), then let w = w1v′j−1aβ
′
j u′j−1v
′
ja
α′ju′jw2 ∈ u′ v′,
with
w1 ∈ ma(u′0aα
′
1u′1 · · · aα
′
j−1 v′0a
β ′1v′1 · · · aβ
′
j−1) and w2 ∈ ma(aα′j+1u′j+1 · · · aα
′
mu′m a
β ′j+1v′j+1 · · · aβ
′
mv′m).
If w ∈ u v, then v′j−1aβ
′
j u′j−1v
′
ja
α′ju′j ∈ uj−1aαjuj vj−1aβjvj. If any a’s from aαj are used in aβ
′
j , then, as αj < β ′j , v
′
j−1 ∈
uj−1 vj−1, which implies that u′j−1 = λ by (1), a contradiction. If only a’s from aβj are used in aβ
′
j , then, as β ′j < βj, u
′
j ∈
uj vj, which implies that v′j = λ by (1), a contradiction.
If both u′j−1 6= λ, v′j 6= λ and v′j−1 6= λ, u′j 6= λ are not true, then either u′j−1 = λ or v′j = λ and either v′j−1 = λ or u′j = λ.
If we had both v′j−1 = λ and u′j = λ (similarly u′j−1 = λ and v′j = λ), thenm = 1 and aβ ′1u′0v′1aα′1 ∈ u0aα1u1 v0aβ1v1. Since
β ′1 < β1, α
′
1 < β1, some a’s from a
β1 must be used in both aβ
′
1 and aα
′
1 and, thus, v0 = v1 = λ and v ∈ a+, a contradiction.
Then, either j = 1 or j = m. Assume first that 1 = j ≤ m and u′0 = v′0 = λ (1 ≤ j = m and u′m = v′m = λ is symmetric).
By (1), u0 = λ and v0 = λ follows. Necessarily u1 6= λ and v1 6= λ, as otherwise one of u or v is in a+, and also u′1 6= λ
and v′1 6= λ by Lemma 9. Let w¯ = aα1u1aβ1v1w¯2 ∈ u v \ u′ v′, where w¯2 ∈ ma(aα2u2 · · · aαmum aβ2v2 · · · aβmvm).
Then there exist u′′ ∈ L1, v′′ ∈ L2 with w¯ ∈ u′′ v′′. The first coordinate of both φa(u′′) and φa(v′′) must be at least α1
otherwise there would be words in u′′ v′′ not in u v. In fact, the first a-section of one word must contain exactly α1 a’s
since w¯ ∈ u′′ v′′, and the other word must have exactlym a-sections since w¯ hasm+ 1 sections.
Assume that the word u′′ has α1 for the first component of φa(u′′) and v′′ hasm sections of a’s (vice versa is symmetric).
Then φa(v′′) = (β ′1, . . . , β ′m) by Lemma 17. By the structure of w¯2, necessarily φa(u′′) = (α1, α′1 − α1, α′2, . . . , α′m) since|u′′|a = |u′|a. Let
u′′ = aα1u′′0aα
′
1−α1u′′1a
α′2u′′2 · · · aα
′
mu′′m and v
′′ = aβ ′1v′′1aβ
′
2 · · · aβ ′mv′′m.
We also know that |u′′2v′′2 | = |u′2v′2| = |u2v2|, . . . , |u′′mv′′m| = |u′mv′m| = |umvm|. Then u′′0 is a prefix of u1 as α1 < β1,
β1 = α′1 − α1 + β ′1 by (1), u′′0 = u1 and u′′1v′′1 = v1. But then aα1u1aα′1−α1u′′1aβ ′1v′′1 w¯2 ∈ u′′ v′′ and hence also in u v. But
this implies that aα1u1aα
′
1−α1u′′1a
β ′1v′′1 ∈ aα1u1 aβ1v1, a contradiction.
If u′j−1 = λ and u′j = λ (or v′j−1 = λ = v′j ), then 1 = j = m and then Lemma 9 gives a contradiction.
Case 2: Assume that the unique minimum is α′j (β
′
j is symmetric).
Case 2.1: 1 ≤ j < m. Letw = w1aα′ju′jaβ
′
j v′jw2, with
w1 ∈ ma(u′0aα
′
1u′1 · · · aα
′
j−1u′j−1 v
′
0a
β ′1v′1 · · · aβ
′
j−1v′j−1) and
w2 ∈ ma(aα′j+1u′j+1 · · · aα
′
mu′m a
β ′j+1v′j+1 · · · aβ
′
mv′m).
Obviouslyw ∈ u′ v′, butw /∈ u v, as both αj > α′j and βj > α′j .
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Case 2.2: 1 < j = m. In this case the ordering of Case 1 has to be changed, as it is possible that u′m = λ. Thus, let
w = w1v′m−1aβ ′mu′m−1aα′mu′mv′m, with
w1 ∈ ma(u′0aα
′
1u′1 · · · aα
′
j−1 v′0a
β ′1v′1 · · · aβ
′
j−1).
By the same argument as in Case 1,w ∈ u′ v′ \ u v.
Case 2.3: 1 = j = m. If u′1 6= λ or u′0 6= λ then Case 1 or Case 2, respectively, applies. Assume that u′0 = u′1 = λ. But then
we get a contradiction by Lemma 9. 
Moreover, when |φa(u)| = |φa(v)| = m, every word in L1 with m a-sections must have identical a-sections to u, and
every word in L2 to v (or vice versa).
Lemma 19. Let u, v ∈ Σ+, and let L1, L2 ⊆ Σ+ with u v = L1 L2. Let a ∈ Σ, φa(u) = (α1, . . . , αm), φa(v) =
(β1, . . . , βm), m ≥ 1, u, v /∈ a+. Then {{φa(u)}, {φa(v)}} =
{{φa(u′) | u′ ∈ L1, |φa(u′)| = m}, {φa(v′) | v′ ∈ L2, |φa(v′)| = m}}.
Proof. If m = 1, the result follows from Lemma 18. Let a ∈ Σ be arbitrary but fixed, u′ ∈ L1, v′ ∈ L2 with φa(u′) =
(α′1, . . . , α′m), φa(v′) = (β ′1, . . . , β ′m),m > 1:
u = u0aα1u1 · · · aαmum, v = v0aβ1v1 · · · aβmvm,
u′ = u′0aα′1u′1 · · · aα′mu′m ∈ L1, v′ = v′0aβ ′1v′1 · · · aβ ′mv′m ∈ L2.
We now show that αi = α′i , βi = β ′i , for 1 ≤ i ≤ m, or vice versa.
Lemma 18 implies that {αi, βi} = {α′i , β ′i }, for 1 ≤ i ≤ m. Assume that there exist i, j of minimal distance with
1 ≤ i < j ≤ m such that
αi = α′i 6= βi = β ′i , and αj = β ′j 6= α′j = βj (2)
as otherwise the lemma follows. Then we have
αl = α′l = βl = β ′l for i < l < j. (3)
Case 1: αi < βi and αj < βj . (Symmetric if βi < αi and βj < αj.) We have {u, v} = {x1x2x3, y1y2y3} and {u′, v′} = {x′1x′2x′3,
y′1y
′
2y
′
3} defined as follows:
x1︷ ︸︸ ︷
u0aα1u1 · · · ui−1
x2︷ ︸︸ ︷
aαiuiaαi+1 · · · aαj−1uj−1aαj
x3︷ ︸︸ ︷
ujaαj+1uj+1 · · · um,
y1︷ ︸︸ ︷
v0aβ1v1 · · · vi−1
y2︷ ︸︸ ︷
aβiviaαi+1 · · · aαj−1vj−1aβj
y3︷ ︸︸ ︷
vjaβj+1vj+1 · · · vm,
x′1︷ ︸︸ ︷
u′0a
α′1u′1 · · · u′i−1
x′2︷ ︸︸ ︷
aαiu′ia
αi+1 · · · aαj−1u′j−1aβj
x′3︷ ︸︸ ︷
u′ja
α′j+1u′j+1 · · · u′m,
y′1︷ ︸︸ ︷
v′0a
β ′1v′1 · · · v′i−1
y′2︷ ︸︸ ︷
aβiv′ia
αi+1 · · · aαj−1v′j−1aαj
y′3︷ ︸︸ ︷
v′ja
β ′j+1v′j+1 · · · v′m,
Now we letw = w1w2w3, withw1 ∈ ma(x′1 y′1),w3 ∈ ma(x′3 y′3) andw2 =
aαiu′ia
αi+1+βiu′i+1v
′
ia
αi+2+αi+1u′i+2v
′
i+1 · · · aαj−1+αj−2u′j−1v′j−2aβj+αj−1v′j−1aαj .
Obviously w ∈ u′ v′, but as αi < βi and αj < βj, every w′2 with w1w′2w3 ∈ u v and w′2 = aαiw′′2aαj , w′′2 ∈ (Σ \ {a})
Σ∗(Σ \ {a}), has to have |φa(w′2)| ≥ j− i+ 3, while |φa(w2)| = j− i+ 2. From this and the way in whichw1 andw3 were
chosen, it follows thatw /∈ u v.
Case 2: αi < βi, βj < αj and |u′j| > 0 or |v′i−1| > 0. (Similarly if βi < αi, αj < βj and |v′j | > 0 or |u′i−1| > 0.)
Letw be as in the previous case and assume that |u′j| > 0. Then, as αi < βi, only uj−1aαj from u and vj−2aαj−1vj−1aβj from
v can be used when reading u′j−1v
′
j−2aβj+αj−1v
′
j−1aαj inw2. Then, as aβj+αj−1 is shorter than aαj+αj−1 , we have to use some but
not all of aαj from uwhen reading aβj+αj−1 in w2 and so |vj−1| = |v′j−1|. As we assumed that |u′j| > 0, then |u′jv′j−1| > |vj−1|.
Then considerw′ = w1w′2, where
w′2 = aαiu′iaαi+1+βiu′i+1v′i · · · aαj−1+αj−2u′j−1v′j−2aβj+αj−1u′jv′j−1aα
′
j+1+αj
· u′j+1v′jaα
′
j+2+β ′j+1 · · · aα′m+β ′m−1u′mv′m−1aβ
′
mv′m.
We know that some but not all of aαj from u has to be used when reading aβj+αj−1v′j−1 inw
′
2, otherwise only some of a
αj+1
can be read from v, but then w′ would need at least m + 2 a-sections, a contradiction. Thus no letter from u can be used
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when reading u′jv
′
j−1 from w
′
2, and we get a contradiction since |u′jv′j−1| > |vj−1|. This can be shown similarly ‘‘in reverse’’
when |v′j−1| > 0.
If |u′j| = |v′i−1| = 0, then i = 1 and j = m, which is covered below.
Case 3: αi < βi, βj < αj, i = 1, j = m. (Symmetric if βi < αi, αj < βj, i = 1, j = m.) Then α1 < β1, βm < αm. Let
w = u0v0w2umvm, where
w2 = aα1u1aα2+β1u2v1 · · · aαm−1+αm−2um−1vm−2aαm+αm−1vm−1aβm .
Then w ∈ u v \ u′ v′. Thus, there exist u′′ ∈ L1, v′′ ∈ L2 such that w ∈ u′′ v′′. Then m ≤ |φa(u′′)| ≤ m + 1 and
m ≤ |φa(v′′)| ≤ m+1 since |φa(w)| = m+1 and by Lemma 17. Assume that one of u′′, v′′ hasm+1 a-sections. Then since
the other must have at leastm sections, the one withm+ 1 sections has fewer than α1 in the first section or fewer than βm
in the last section. Then there is some word in u′′ v′′ which is not in u v. Assume then that |φa(u′′)| = |φa(v′′)| = m.
But then φa(v′′) = φa(v′), φa(u′′) = φa(u′) by Lemma 17. But then just asw /∈ u′ v′,w /∈ u′′ v′′, a contradiction.
Then, the statement follows fromLemma17andbecause {φa(u′) | u′ ∈ L1, |φa(u′)| = m} and {φa(v′) | v′ ∈ L2, |φa(v′)| =
m} are singletons. 
Combining Lemmas 16 when k < m and 19 when k = m, we get the following:
Corollary 20. Let u, v ∈ Σ+, L1, L2 ⊆ Σ+ with u v = L1 L2, a ∈ Σ,m = |φa(u)|, k = |φa(v)|, m ≥ k ≥ 0, m ≥ 1 with
L1 a-full and u, v /∈ a+. Then {{φa(u′) | u′ ∈ L1, |φa(u′)| ≤ m}, {φa(v′) | v′ ∈ L2, |φa(v′)| ≤ m}} = {{φa(u)}, {φa(v)}}.
The following two results are strong as they show that every word in L1 with fewer than or equal to m a-sections has
identical φ (capturing the size of each a-section and also the distance between each a-section) to u, and every word in L2 to
v (or vice versa). We first show this for the case where u and v have different numbers of a-sections in Lemma 21, and we
then show the same statement for the case where u and v have identical numbers of a-sections in Lemma 22.
Lemma 21. Let u, v ∈ Σ+, L1, L2 ⊆ Σ+ with u v = L1 L2, a ∈ Σ and m = |φa(u)|, k = |φa(v)|,m > k ≥ 0, L1 a-full,
u /∈ a+, v /∈ b+ for any b ∈ Σ . Then {{φa(u)}, {φa(v)}} =
{{φa(u′) | u′ ∈ L1, |φa(u′)| ≤ m}, {φa(v′) | v′ ∈ L2, |φa(v′)| ≤ m}}.
Proof. First assume that k = 0, m ≥ 1. We need to show that |v| = |v′| for all v′ ∈ L2 (if this holds for one v′ ∈ L2
then it holds for all, as all words in L2 have equal Parikh vectors), which then immediately implies the lemma statement
for k = 0. Assume that |v| < |v′| for all v′ ∈ L2. Then by considering w = uv we know by Corollary 20 that there exists
u′ = u′0aα1u′1 · · · aαmu′m ∈ L1 with |u′0| ≤ |u0|. If |u′0| = |u0|, thenw′ = v′u′ /∈ u v, as |u0|+ |v| < |u′0|+ |v′|. If |u′0| < |u0|,
thenw′′ = u′v′ /∈ u v.
Assume that |v| > |v′| for all v′ ∈ L2. There has to exist a letter b ∈ Σ , such that |v|b > |v′|b.
We know from Corollary 20 that there have to exist u′′ ∈ L1 and v′′ ∈ L2 with {φb(u), φb(v)} = {φb(u′′), φb(v′′)}. We
define a morphism h : Σ∗ → (Σ \ {a, b} ∪ {x})∗, where x is a new symbol, and we let h(a) = h(b) = x and h(c) = c for all
c ∈ Σ \ {a, b}. Obviously u v = L1 L2 implies that h(u) h(v) = h(L1) h(L2) since h(R1) h(R2) = h(R1 R2), for
all R1, R2 and h such that |h(d)| = 1, for all d ∈ Σ .
As v and v′ contain no a’s, we know that vmust contain a letter c /∈ {a, b} (as v /∈ b+) and also v′ (and therefore all words
in L2) must contain a letter d /∈ {a, b} by Lemma 9. Then also h(v) and all words in h(L2) contain at least two distinct letters.
Assume that u contains a letter e /∈ {a, b}. Then h(u) contains at least two distinct letters and therefore, by Lemma 9
and since h(v) contains two distinct letters, so does h(L1). Then, by Corollary 20 there exist u¯′ ∈ h(L1) and v¯′ ∈ h(L2) with
{φx(h(u)), φx(h(v))} = {φx(u¯′), φx(v¯′)}.
As |h(v)|x > |v¯′|x this implies that |h(v)|x = |u¯′|x and |h(u)|x = |v¯′|x. This implies, as there are no a’s in v or L2, that for
all u′ ∈ L1 we have |v|b = |u′|a + |u′|b and for all v′ ∈ L2 we have |v′|b = |u|a + |u|b. Then |v|b > |u′|b and |v′|b > |u|b,
which implies, by |v|b > |v′|b and |v|b + |u|b = |v′|b + |u′|b, that |v|b > |v′|b > |u|b and |v|b > |u′|b > |u|b. But this is a
contradiction to Corollary 20 as this implies that no u′′ ∈ L1 and v′′ ∈ L2 with {φb(u), φb(v)} = {φb(u′′), φb(v′′)} can exist.
Thus u ∈ {a, b}+. We now first show that this implies that L1 ⊆ {a, b}+. There must be some letter f /∈ {a, b} which
is a letter of L2 since a is not in L2 and it is not unary, by Lemma 9. But then it must be in v as well since u ∈ {a, b}+. Let
v = v¯1f kv¯2, where f is not a letter of v¯1 and not the first letter of v¯2. Then there must exist u′ ∈ L1 or v′ ∈ L2 with v¯1f k as
prefix. Assume that it is u′. Then there is a word withw1f k+1 as prefix in u v with f /∈ alph(w1), a contradiction. Assume
that it is v′. Then there cannot be any f ∈ alph(L1) using the same reasoning. Thus L1 ⊆ {a, b}+.
By Corollary 20 with the letter b, we know that there exist u′ ∈ L1, v′ ∈ L2 with φb(u) = φb(v′), φb(v) = φb(u′) and
indeed 0 < |u|b = |v′|b < |v|b = |u′|b (we already know that |v|b < |v′|b and we can tell that 0 < |u|b since u ∈ {a, b}+
and u is not unary). Assume that |φb(u)| = |φb(v′))| < |φb(v)| = |φb(u′)|. Then there exists w ∈ mb(u′ v′) with a’s and
only a’s between two consecutive b-sections. But this is impossible in ma(u v) since there are letters from v in between
every two b-sections of words in ma(u v) and v contains no a. Thus, n = |φb(u)| = |φb(v′))| ≥ |φb(v)| = |φb(u′)| = p.
Let
u = u0bγ1u1 · · · bγnun, v = v0bδ1v1 · · · bδpvp,
u′ = u′0bδ1u′1 · · · bδpu′p, v′ = v′0bγ1v′1 · · · bγnv′n.
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Let i be minimal such that γi < δi, which must exist since |u|b < |v|b. Assume that v′i 6= λ. Let w = u′0v′0bγ1+δ1· · · u′i−1v′i−1bγiv′i , which is a prefix of some word in u′ v′. Then bγiv′i must get read from v since v′i is not over a+, but
γi < δi, a contradiction. Assume that v′i = λ and thus i = p = n. Then v′i−1 6= λ since v′ is not unary, but v′n−1bγnu′pv′n is a
suffix of some word in u′ v′, but not so with u v, a contradiction.
Assume that k ≥ 1.
Let u′ ∈ L1, v′ ∈ L2 such that |φa(u′)| = m and |φa(v′)| = k < m. By Corollary 20, we assume without loss of generality
that φa(u′) = φa(u), φa(v′) = φa(v). Let
u = u0aα1u1 · · · aαmum, v = v0aβ1v1 · · · aβkvk,
u′ = u′0aα1u′1 · · · aαmu′m, v′ = v′0aβ1v′1 · · · aβkv′k.
We need to show both (|u0|, . . . , |um|) = (|u′0|, . . . , |u′m|) and (|v0|, . . . , |vk|) = (|v′0|, . . . , |v′k|). By examining words in
ma(u′ v′), and by looking at words in u′ v′ with suffix aαm+βku′mv′k, we can determine
|ui| + |vi| = |u′i| + |v′i | for each i, 0 ≤ i < k; and |u′m| + |v′k| = |um| + |vk|. (4)
Then, for each i, 1 ≤ i < k, we obtain ui = u′i by examining the word
u′0v
′
0a
α1+β1 · · · u′i−1v′i−1aαiu′iaαi+1+βi · · · u′k+1v′kaαk+2u′k+2 · · · aαmu′m. (5)
This word is in ma(u′ v′), but necessarily ui = u′i for it to be in ma(u v) (recall k < m). Thus, by (4), |ui| = |u′i| and|vi| = |v′i | for 1 ≤ i < k.
Next we show that |u0| = |u′0|. Consider a wordw ∈ ma(u′ v′), such that u′0aα1u′1v′0aα2+β1 ≤p w. Thenw ∈ ma(u v)
implies that |u0| ≤ |u′0|. Assume by way of contradiction that |u0| < |u′0|. But then there exists a wordw′ ∈ ma(u v)with
u0aα1u1v0aα2+β1 ≤p w′. However, as |u0| < |u′0|, w′ /∈ ma(u′ v′). Thus in order for w′ to be in L1 L2, there has to exist
a word u′′ ∈ L1 with φa(u′′) = φa(u), u′′0a ≤p u′′ and |u′′0| ≤ |u0|, such that w′ ∈ ma(u′′ L2), where u′′0 contains no a’s. But
then by (4) we get a contradiction as |u′′0|+ |v′0| 6= |u0|+ |v0|. Thus |u0| = |u′0| and, by (4), |v0| = |v′0|. Similarly, |um| = |u′m|
and |vk| = |v′k|.
Consider u′0v
′
0a
α1+β1 · · · u′k−1v′k−1aαk+βku′kaαk+1u′k+1 · · · u′m−1aαmu′mv′k. By (4), it must be that (u′k, . . . , u′m−1) = (uk, . . . ,
um−1) (as we have used up all the letters from v in other sections). Hence, (u1, . . . , um) = (u′1, . . . , u′m) and (v1, . . . , vk) =
(v′1, . . . , v
′
k). 
Lemma 22. Let u, v ∈ Σ+, L1, L2 ⊆ Σ+ with u v = L1 L2, a ∈ Σ and m = |φa(u)| = |φa(v)|,m ≥ 1, L1 a-full,
u /∈ a+, v /∈ b+ for any b ∈ Σ . Then {{φa(u)}, {φa(v)}} =
{{φa(u′) | u′ ∈ L1, |φa(u′)| ≤ m}, {φa(v′) | v′ ∈ L2, |φa(v′)| ≤ m}}.
Proof. Observe first that (4) from Lemma 21 holds for k = m as well. Assume without loss of generality that φa(u) =
φa(u′), φa(v) = φa(v′) by Corollary 20, and also φa(u) 6= φa(v′) or φa(v) 6= φa(u′) (otherwise we are done). By
(4), φa(u) 6= φa(v′) and φa(v) 6= φa(u′) as one is true if and only if both are. Assume by way of contradiction that
(|u0|, . . . , |um|) 6= (|u′0|, . . . , |u′m|). Thus, there exist iminimal, 0 ≤ i ≤ m such that |ui| 6= |u′i| and by (4), |vi| 6= |v′i |. Let j be
the smallest such that |uj| 6= |v′j | and |vj| 6= |u′j|, or αj 6= βj (this must exist otherwise φa(u) = φa(v′) and φa(u′) = φa(v)).
In all cases below, let
w1 = u′0v′0aα1+β1u′1v′1 · · · aαi−1+βi−1u′i−1v′i−1,
and w¯1 be the same up to index j instead of i.
In the following case distinction, Cases 1 through 4 deal with i ≤ j and Cases 5 through 8 deal with i > j. Both times
the four cases cover all possibilities of |ui| being greater or smaller than |u′i|, and |uj| being greater or smaller than |v′j |, or
|uj| = |v′j | and αj begin greater or smaller than βj. Every other case is symmetric to its predecessor by switching all u’s and
v’s as well as all α’s and β ’s.
Case 1: i ≤ j, |u′i| < |ui| (and thus |vi| < |v′i |), and either |v′j | < |uj| (and thus |vj| < |u′j|) or both |v′j | = |uj| and βj < αj.
Case 1.1: 0 < i < j ≤ m. Letw′ = w1w2w3,
w2 = aαiu′iaαi+1+βiu′i+1v′i · · · aαj+βj−1u′jv′j−1aβjv′j ,
w3 = aαj+1+βj+1u′j+1v′j+1 · · · aαm+βmu′mv′m.
Then both aαiu′i and aβjv
′
j inw
′ have to be read from v as |u′i| < |ui| and |v′j | < |uj| or βj < αj. But then every word in u v
that begins with w1aαiu′i and ends with aβjv
′
jw3 has to have at least m+ 2 a-sections, a contradiction as w′ has only m+ 1
a-sections.
Case 1.2: 0 = i < j ≤ m. Ifm > 1, let
w′ = u′0aα1u′1v′0aα2+β1u′2v′1 · · · aαj+βj−1u′jv′j−1aβjv′jw3
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withw3 as above andweobtain a contradiction similarly to Case 1.1. Ifm = 1, then i = 0 and j = 1. Letw′ = u′0aα1u′1v′0aβ1v′1,
then u′0aα1 and aβ1v
′
1 must both get read from v as |u′0| < |u0| and either |v′1| < |u1| or both |v′1| = |u1| and β1 < α1. But
β1 + α1 > β1, a contradiction.
Case 1.3: 0 < i = j < m. Considerw = w1aαiu′iaαi+1+βiv′iaβi+1u′i+1v′i+1w3, withw3 as in Case 1.1 starting at i+1. If |vi| < |u′i|
then either letters from vi as well as ui have to be read for u′i inw or u
′
i is read from u entirely. In the former case this implies
that aαi and aβi are read before, a contradiction as αi < αi+βi. In the latter case we obtain a contradiction as |u′i| < |ui| and
thus only letters from aβi in v can be used for aαi+1+βi .
If |vi| = |u′i| < |v′i | = |ui| and βi < αi then w = w1aβiv′iaαiu′iw3 (where j = i in w3) is in u′ v′ but not in u v as aβi
has to be read from v as αi > βi, but then v′i must also be read from v, a contradiction as |v′i | > |vi|.
Case 1.4: 0 = i = j < m. We have either |u0| > |u′0| ≥ |v′0| > |v0| or |u0| > |v′0| ≥ |u′0| > |v0| (as β0 and α0 do not
exist). This implies that |u0|, |u′0|, |v′0| > 0. Then w = v0aβ1u0v1aα1+β2v2aα2u2 · · · aαm+βmumvm ∈ u v but w /∈ u′ v′.
Thus there exist u′′ ∈ L1 and v′′ ∈ L2 with w ∈ u′′ v′′. One of u′′ and v′′ must have prefix v′′0aδ1 with |v′′0 | ≤ |v0|. We first
assume that it is v′′. Then we have m ≤ |φa(v′′)| ≤ m + 1, by Corollary 20 and the structure of w. If |φa(v′′)| = m then
|v′′0 | + |u′0| < |v′0| + |u′0|, which is a contradiction by (4).
Therefore v′′ = v′′0aδ1v′′1 · · · aδm+1v′′m+1 and φa(v′′) = (aδ1 , . . . , aδm+1). Consider the two words
w′ = v′′0aδ1u′0v′′1aα1+δ2u′1v′′2 · · · aαm+δm+1u′mv′′m+1,
w′′ = u′0v′′0aα1+δ1u′1v′′1 · · · aαm+δmu′mv′′maδm+1v′′m+1.
Obviouslyw′, w′′ ∈ u′ v′′. We now determine properties of v′′ that are necessary to ensure that alsow′, w′′ ∈ u v.
First, w′ ∈ u v implies that |v′′0 | = |v0|. In w′′, aα1+δ1 has to be read from v as |v′′0u′0| < |v0u0| and δ1 > 0, which
implies that α1 + δ1 ≤ β1 and hence α1 < β1.
But there are words with prefix w˜ = u′0aα1u′1v′0aα2+β1 in u′ v′. However, in u v, aα1 must be read from v as|u′0| < |u0|. But since α1 < β1, this implies that only letters from u0 in u can be used for u′1v′0 in w˜, which implies that|u0| + |v0| = |u′0| + |v′0| + |u′1|, a contradiction to (4).
Now assume that u′′ has prefix u′′0aδ1 with |u′′0| ≤ |v0|. Then we obtain that |φa(u′′)| = m+ 1 and β1 < α1 by switching
u’s for v’s and α’s for β ’s in the reasoning for v′′ above. But then w˜ as above is still not a prefix of any word in u v as
|u0| > |u′0| and β1 < α1.
Case 1.5: 0 < i = j = m. If |v′m| < |um| then we obtain a contradiction similar to Case 1.4. If |v′j | = |uj| and βm < αm, then
|vm| = |u′m| < |v′m| = |um|. Let w = w1aβmv′maαmu′m. Observe that |v′m| > 0. Then aβm in w must be read entirely from v,
which implies that |v′m| inw must be read from v as well, a contradiction as |vm| < |v′m|.
Case 2: i ≤ j, |ui| < |u′i| (and thus |v′i | < |vi|) and either |uj| < |v′j | (and thus |vj| < |u′j|) or both |uj| = |v′j | and αj < βj;
symmetric to Case 1.
Case 3: i ≤ j, |ui| < |u′i| (and thus |v′i | < |vi|), and either |v′j | < |uj| (and thus |vj| < |u′j|) or both |v′j | = |uj| and βj < αj.
Case 3.1: 0 < i < j. Letw′ = w1w2w3,
w2 = aαiu′iaαi+1+βiu′i+1v′i · · · u′j−1v′j−2aαj+βj−1u′jv′j−1aβjv′j ,
w3 = aαj+1+βj+1u′j+1v′j+1 · · · aαm+βmu′mv′m. Then aαiu′i must be read from v as |u′i| > |ui|, αi = βi and |u′i| = |vi| by the
minimality of j. Furthermore, αl = βl for all l < j.
Assume first that βj < αj and |v′j | = |uj|. Then for aαl+1+βlu′l+1v′l inw′, we must use aαl+1ul+1 from v and aβlvl from u for
all l < j. But, αj + βj−1 > βj + αj−1, a contradiction.
If |v′j | < |uj|, then we obtain a contradiction similarly as |u′jv′j−1| > |vjuj−1| since |u′j| > |vj| and |v′j−1| = |uj−1|, by the
minimality of j.
Case 3.2: 0 = i < j < m. Letw′ be equal to
v′0a
β1v′1u
′
0a
β2+α1 · · · aβm+αm−1v′mu′m−1aαmu′m.
Observe that αl = βl, for all l < j. As |v′0| < |v0|, necessarily v′0aβ1 is from u. Then, v′lu′l−1aβl+1+αl must read ulaαl+1 from u
and vl−1βl from v, for all l < j− 1.
Assume first that βj < αj and |v′j | = |uj|. If j = 1, then not all a’s from the first section in u are read for v′0aβ1 and, hence,
only a’s from the first a-sections of u and v can be used for aβ2+α1 inw′. But this is a contradiction as there are β1+β2+α1 a’s
in the first two a-sections ofw′ but only β1+α1 a’s in the first two a-sections of u and v. Then j > 1. Consider aβj+αj−1v′ju′j−1.
If all of aαj from u is used, and hence not all of aβj−1 from v is used, then there must be at least m + 2 a-sections in w′, a
contradiction. Otherwise, all of aβj−1 but not all of aαj from u is used for aβj+αj−1v′ju
′
j−1 in w′. Then we get a contradiction
becausem > j, |v′j | 6= 0, |u′j−1| = |vj−1| (by the minimality of j) and hence |v′ju′j−1| > |vj−1|.
Assume that |v′j | < |uj|. Then v′0 must get read from u0 since |v′0| < |v0|. Then in v′ju′j−1, vj−1 must also be read from v
otherwise there would be at leastm+ 2 a-sections. Furthermore, uj must be read from u otherwise the last a-section ofw′
would be of size αm + βm, a contradiction. Thus, |v′ju′j−1| ≥ |ujvj−1|, a contradiction as |u′j−1| = |vj−1| and |v′j | < |uj|.
Case 3.3: 0 = i < j = m. Let
w = u0aα1u1v0aα2+β1u2v1 · · · aαm+βm−1umvm−1aβmvm
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which is in u v. Suppose that it is in u′ v′. But u0aα1 must come entirely from v′, as |u0| < |u′0|. Moreover, αl = βl for all
l < m− 1, and therefore, for ulvl−1aαl+1+βl inw, we must use v′laβl+1 from v′ and u′l−1aαl from u′, for all l < m− 1. However,
either αm + βm−1 > βm + αm−1 or |umvm−1| > |v′mu′m−1|, by the minimality of j. Thus,w is not in u′ v′.
Thus, there exist u′′ ∈ L1 and v′′ ∈ L2, such that w ∈ u′′ v′′. We have m ≤ |φa(u′′)|, |φa(v′′)| ≤ m + 1. If
|φa(u′′)| = m then φa(u′′) = φa(u′) by considering words in u′′ v′ and Corollary 20 and (4). Similarly, if |φa(v′′)| = m,
then φa(v′′) = φa(v′). But exactly asw /∈ u′ v′,w is not in the shuffle of u′′ and v′′ if both u′′ and v′′ havem a-sections.
Therefore at least one of u′′ and v′′ has m + 1 a-sections. Suppose that it is u′′ = u′′0aδ1u′′1 · · · aδm+1u′′m+1. Then there has
to exist p ≤ m minimal such that δp 6= αp. If δp > αp, then we get a contradiction by considering words in u′′ v′. Thus,
δp < αp.
Assume that p < m. As αp = βp, we also have δp < βp. But then there are words starting with u′′0v′0aα1+β1u′′1v′1 · · · aδpu′′p
in u′′ v′′, but this is not possible in u v. If v′′ hasm+ 1 a-sections, then p < m gives us a contradiction in the same way.
Thus p = m is necessary whenever u′′ or v′′ hasm+ 1 a-sections.
Assume that p = m, |φa(u′′)| = m + 1 and |φa(v′′)| = m. If m > 1 we have α1 = δ1 and thus |u′′0| = |u′0|. But then
φ(v′′) = φ(v′) and |u′′0| = |u′0| and we hence still have to read u0aα1 in w from v′′. But all words in u′′ v′′ that start
with u0aα1 read from v′′ must have at least m + 2 a-sections. If m = 1, then consider w = u0aα1u1v0aβ1v1. We know that
|u1v0| > 0 as |v0| > |v′0| ≥ 0. Then all of u′′0 must be read before the first a (because u′′ andw both havem+ 1 a-sections),
which implies that |u′′0| ≤ |u0|. If |u′′0| < |u0|, then u′′0a is a prefix in u′′ v′′, but not in u v, as |u0| = |v′0| < |v0|, by the
minimality of j. Hence |u′′0| = |u0|. Also |u0| = |v′′0 |, since |v′′0 | = |v′0|, φa(v′′) = φa(v′). If |v′′0 | > 0, some a’s from v′′ must
be used in aα1 as δ1 < α1, and thus v′′0 must be used in u0. But then |u′′0| < |u0| and |u′′0| < |v0|, and thus w /∈ u′′ v′′, a
contradiction. Then |v′′0 | = |v′0| = |u0| = |u′′0| = 0, and by (4), |u′0| = |v0| > 0.
Consider w′ = aβ1v′1u′0aα1u′1. We know that |v′′1 | = |v′1| > 0 (as |v′′0 | = |v′0| = 0 and by Lemma 9). Obviously
w′ ∈ u′ v′. If α1 > β1 then we get a contradiction. Thus β1 ≥ α1. Consider w′′ = aδ1+β1u′′1v′′1aδ2u′′2 . Then w′′ ∈ u′′ v′′.
But δ1 + β1 > β1 and δ1 + β1 > α1. Thus, |u0v0| = 0, but |v0| > 0, a contradiction.
Consider the case of v′′ havingm+ 1 a-sections. Assume that p = m > 1 and |φa(v′′)| = m+ 1 (with |φa(u′′)| eitherm
orm+ 1). Let
w′ = v′′0aδ1v′′1u′0aα1+δ2v′′2u′1 · · · aαm−1+δmv′′mu′m−1aαm+δm+1v′′m+1u′m
= v′′0aα1v′′1u′0aβ1+α2v′′2u′1 · · · aβm−1+δmv′′mu′m−1aαm+δm+1v′′m+1u′m.
Then v′′0aδ1 has to be read from u as |v′′0 | = |v′0| = |u0| < |v0|. The number of a-sections of w′ is m+ 1, which implies that
them+ 1-th a-section ofw′ has to use aβk from v. Also, since αm + δm+1 < αm + βk, aαm from u has to be split up to have a
(non-empty) part of it used in both them-th andm+ 1-th a-section. This implies that |v′′mu′m−1| = |vm−1|. A contradiction,
as |u′m−1| = |vm−1| and v′′m is non-empty. Similarly when p = m = 1.
Thus, both u′′ and v′′ cannot havem orm+ 1 a-sections, which contradicts Corollary 20.
Case 3.4: 0 < i = j ≤ m. Assume that |v′i | 6= 0. Letw = w1w2 with
w2 = aβiv′iaαiu′iaαi+1+βi+1u′i+1v′i+1 · · · aαm+βmu′mv′m.
Then aβiv′i has to be read from u as |v′i | < |vi|. But if also |v′i | < |ui| orβi < αi, then this leads to a contradiction. If |v′i | = 0,
and hence i = m, then there is a word in u v that ends in u′mv′m−1aβm . If |um| > |v′m|, then |um| 6= 0 and |vm| > |v′m|, a
contradiction. Otherwise, if 0 = |v′m| = |um| < |u′m| = |vm| and βm < αm then aβm must get read from only part of aαm of u,
but |u′mvm−1| > |vm| as |vm−1| > 0.
Case 3.5: 0 = i = j. Letw = v′0aβ1u′0aα1u′1v′1 · · · aαm+βmu′mv′m. Thenw /∈ u v as |v′0| < |v0| and |v′0| < |u0|.
Case 4: i ≤ j, |u′i| < |ui| (and thus |vi| < |u′i|), and either |uj| < |v′j | (and thus |u′j| < |vj|) or both |uj| = |v′j | and αj < βj;
symmetric to Case 3.
Case 5: j < i, |ui| < |u′i| (and thus |v′i | < |vi|), and either |uj| < |v′j | (and thus |u′j| < |vj|) or both |uj| = |v′j | and αj < βj.
Assume that j ≥ 1. Letw′ = w¯1w2w3,
w2 = aαju′jaαj+1+βju′j+1v′j · · · aαi+βi−1u′iv′i−1aβiv′i ,
w3 = aαi+1+βi+1u′i+1v′i+1 · · · aαm+βmu′mv′m.
As |u′j| < |vj| or αj < βj, u′j inw′ has to be read from u. But then as |ul| = |u′l|, |vl| = |v′l | for all l < i, then |u′iv′i−1| > |uivi−1|
andw′ /∈ u v. If j = 0, letw2 = u′0aα1u′1v′0aα2+β1 · · · aαi+βi−1u′iv′i−1aβiv′i , and we obtain a contradiction similarly.
Case 6: j < i, |u′i| < |ui| (and thus |vi| < |v′i |), and either |v′j | < |uj| (and thus |vj| < |u′j|) or both |v′j | = |uj| and βj < αj;
symmetric to Case 5.
Case 7: j < i, |u′i| < |ui| (and thus |vi| < |v′i |), and either |uj| < |v′j | (and thus |u′j| < |vj|) or both |uj| = |v′j | and αj < βj.
Case 7.1: 0 ≤ j < i < m. If j = 0, define aα0 = aβ0 = λ. Considerw′ = w¯1w2w3, where
w2 = aαju′jaαj+1+βju′j+1v′j · · · aαi+βi−1u′iv′i−1,
w3 = aαi+1+βiu′i+1v′i · · · aαm+βm−1u′mv′m−1aβmv′m.
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We see that aαju′j must come from u. Then, as |vl| = |v′l | and |ul| = |u′l| for l < i, we must use ul from u and vl−1 from vmust
be used for u′lv
′
l−1 inw′ for all l < i. But |u′iv′i−1| < |uivi−1|, and so we cannot read all of ui and vi−1. But then we cannot read
aαi+1+βi , a contradiction as i+ 1 ≤ m.
Case 7.2: 0 < j < i = m and j = 1 implies that |u′0| > 0 or |u1| < |v′1|. Letw′ be equal to
v′0a
β1u′0v
′
1a
α1+β2 · · · aαj−1+βju′j−1v′jaαj+βj+1 · · · u′m−1v′maαmu′m.
Then, for every l < j, |ul| = |u′l| = |vl| = |v′l | and αl = βl by the minimality of i and j. Thus, either v′0aβ1 comes from v,
and for all l < j, we have to read aαl−1ul−1 from u and aβlvl from v for aαl−1+βlu′l−1v
′
l inw
′, or v′0aβ1 comes from u, and for all
l < j, we have to read aαlul from u and aβl−1vl−1 from v for aαl−1+βlu′l−1v
′
l in w
′. But if j > 1 or j = 1, |v′j | > |uj|, the latter
cannot occur since either βj + αj−1 > αj + βj−1 or |u′j−1v′j | > |vj−1uj|. Also, if j = 1, |v′1| = |u1|, β1 > α1 and |u′0| > 0, then
|v′0| = |v0| = |u′0| = |u0| > 0, |v′1| = |v1| = |u′1| = |u1|, and we cannot read any a’s from u for aβ1 as otherwise we would
need to read some from v as well since β1 > α1, but |v′0| < |u0v0|, a contradiction, and thus the latter cannot occur.
Thus, the former case must be true, and for each j < k < m, we must read aαk−1uk−1 from u and aβkv′k from v for
aαk−1+βku′k−1v
′
k inw
′. But, |u′m−1v′m| > |um−1vm|, a contradiction.
Case 7.3: 0 ≤ j < i = m and either j = 0 or j = 1, |u1| = |v′1| (and, thus, |u′1| = |v1|), α1 < β1 and |u′0| = 0. Therefore,
when j = 1, |u0| = |u′0| = |v0| = |v′0| = 0, as i, j > 0, and when j = 0, |u′0| = |u0| < |v′0| = |v0|. Let
w = u0aα1u1v0aα2+β1u2v1 · · · aαm+βm−1umvm−1aβmvm
which is in u v. Assume thatw ∈ u′ v′. But u0aα1 must come entirely from u′, as |u′0| = |u0| < |v′0| if j = 0, and if j = 1,
then reading u0aα1 (partially) from v implies that only u′0 can be used for u1v0 in w, a contradiction as |u0u1v0| > |u′0v′0|.
Moreover, |u′l| = |ul|, |v′l | = |vl| for all l < m, and therefore, from ulvl−1aαl+1+βl must use v′l−1aβl from v′ and u′laαl+1 from
u′, for all l < m. However, |umvm−1| > |u′mv′m−1|. Thus,w is not in u′ v′.
Thus, there exist u′′ ∈ L1 and v′′ ∈ L2, such that w ∈ u′′ v′′. We obviously have m ≤ |φa(u′′)|, |φa(v′′)| ≤ m + 1, and
just as in Case 3.3 we cannot have |φa(u′′)| = |φa(v′′)| = m.
Thus at least one of u′′ and v′′ must havem+ 1 a-sections. Suppose first that it is u′′ = u′′0aδ1u′′1 · · · aδm+1u′′m+1. Then there
has to exist a p ≤ mminimal such that δp 6= αp. If δp > αp, then we get a contradiction considering words in u′′ v′. Thus
δp < αp. Consider
w′′ = u′′0aδ1u′′1v′0aδ2+β1 · · · aδm+βm−1u′′mv′m−1aδm+1+βmu′′m+1v′m.
If p = 1 and j = 1, then δ1 < α1, which implies that δ1 < β1, a contradiction as |u′′1| > 0, |u0| = |v0| = 0. If p = 1 and j = 0,
then |u′′0| ≤ |u′0| = |u0| < |v0| = |v′0| and then u′′0aδ1 gets read from u, but δ1 < α1 and |u′′1v′0| > |v0|. Thus 1 < p ≤ m,
which implies that only a’s from u can be used for aδ1 in w′′ as |u′′0| ≤ |u′0| = |u0| < |v0| if j = 0, and as δ1 = α1 < β1 if
j = 1. Thus, the k+ 1-th a-section of w′′ has to use aβk from v, and u′′kv′k−1 in w′′ has to use vk−1 from v. Also u′′pv′p−1 has to
come entirely from v as δp < αp. But this contradicts |v′p−1| = |vp−1| and |u′′p | > 0 (as p ≤ m and u′′ hasm+ 1 a-sections).
Thus, we must have |φa(v′′)| = m+ 1 and |φ(u′′)| = m. Thus, φa(u′′) = φa(u′). Let v′′ = v′′0aδ1v′′1 · · · aδm+1v′′m+1. Suppose
that |v′′m+1| > |vm|. But thenw (our original word) is not in u′′ v′′, as bothw and v′′ havem+ 1 a-sections, which implies
that all of v′′m+1 must be used after the last a. Thus, |v′′m+1| ≤ |vm| < |v′m| and δm+1 ≤ βm. Consider
w′′′ = v′′0aδ1u′0v′′1aδ2+α1u′1v′′2 · · · aδm+αm−1u′m−1v′′maδm+1+αmu′mv′′m+1.
Then aδm+1+αmu′mv′′m+1 must be read entirely from v as δm+1 + αm > αm and |u′mv′′m+1| < |umvm|, as |u′m| < |um|. Thus,
αm < βm. But then consider w˜ = aαm−1+βmu′m−1v′maαmu′m which is the suffix of someword in u′ v′. However, aαm of w˜ has
to be read from v as |u′m| < |um| but αm < βm implies that only um from u can be used for u′m−1v′m in w˜, which implies that|u′m−1v′mu′m| = |umvm|, a contradiction to (4) when |u′m−1| > 0.
Thus, when |u′m−1| 6= 0, both u′′ and v′′ cannot havem orm+ 1 a-sections, which contradicts Corollary 20.
Otherwise, if |u′m−1| = 0, then m = 1, j = 0, 0 = |u′0| = |u0| < |v′0| = |v0|. Consider the word aα1u1v0aβ1v1 = uv. But
this word is not in u′ v′ since only u′ starts with a and when examining aα1u′1v
′
0, we see that |u′1v′0| < |u1v0|. Thus, there
exists u′′′ ∈ L1, v′′′ ∈ L2 such that uv ∈ u′′′ v′′′. We know that u′′′ must start with a as either u′′′ or v′′′ does, and if v′′′ did
then there would be words in u′ v′′′ that started with more than α1 a’s, a contradiction. But v′′′ cannot start with fewer
than |v0| = |v′0| letters inΣ \ {a} otherwise there would be words in u v with v′′′0 aδ1+α1 as prefix, where |v′′′0 | < |v0| and
δ1 > 0, a contradiction as δ1 + α1 > α1. Similarly, |v′′′0 | = |v0|. But then in aα1u1v0 of uv, aα1 must come from u′′′, but as we
saw, |u′1v′0| < |u1v0|, and |v0| = |v′0| = |v′′′0 |. Thus, u′′′1 must be longer than u′1. Hence, |u′′′| > |u′|, a contradiction.
Case 8: j < i, |ui| < |ui| (and thus |v′i | < |vi|), and either |v′j | < |uj| (and thus |vj| < |u′j|) or both |v′j | = |uj| and βj < αj;
symmetric to Case 7.
Hence, there cannot be such an i, a contradiction, and (|u0|, . . . , |um|) = (|u′0|, . . . , |u′m|) which implies that (|v0|, . . . ,|vm|) = (|v′0|, . . . , |v′m|). 
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Note that in Case 7.3 it is necessary to consider three pairs of words from L1 and L2, namely u′, v′, u′′, v′′, u′′′, v′′′, in light
of Example 7.
Next, in our last lemmas before the main result, we combine the previous two lemmas, and are also able to remove the
condition restricting words in L1 and L2 to have fewer than or equal tom a-sections.
Lemma 23. Let u, v ∈ Σ+, L1, L2 ⊆ Σ+ with u v = L1 L2, a ∈ Σ and |φa(u)| = m, |φa(v)| = k,m ≥ k ≥ 0,m ≥ 1, L1
is a-full, u /∈ a+, v /∈ b+, for any b ∈ Σ . Then
{{φa(u)}, {φa(v)}} = {{φa(u′) | u′ ∈ L1}, {φa(v′) | v′ ∈ L2}}.
Proof. Assume otherwise.
By Lemmas 21 and 22, there exist u′ ∈ L1, v′ ∈ L2 with φa(u) = φa(u′), and φa(v) = φa(v′), without loss of generality,
and if the claim does not hold, then there must exist, by the same lemmas, x ∈ L1 ∪ L2 with |φa(x)| > m ≥ k. Let
u = u0aα1u1 · · · aαmum, u′ = u′0aα1u′1 · · · aαmu′m,
v = v0aβ1v1 · · · aβkvk, v′ = v′0aβ1v′1 · · · aβkv′k,
where |ui| = |u′i|, |vj| = |v′j |, for 0 ≤ i ≤ m, and 0 ≤ j ≤ k. Let l > m and x = x0aγ1x′1 · · · aγlxl.
Assume first that x ∈ L1. Then |x|a = |u|a = |u′|a. There exist i ≤ m minimal such that either γi 6= αi or |xi| 6= |ui|.
Necessarily γi < αi or |xi| < |ui|, otherwise there is some word in x v′ ⊆ L1 L2 which is not in u v.
Assume that k = 0. Then i = 0 (and thus |x0| < |u0|) gives a contradiction by considering words in x v′ with prefix x0a
and 0 < i ≤ m gives a contradiction as there is a word in x v′ with prefix x0v′aα1x1 · · · aαi−1xi−1aγixia, which is impossible
in u v as |v| = |v′| and either γi < αi or |xi| < |ui|.
Thus, necessarily k ≥ 1. If i > k, then
w = x0v′0aα1+β1x1v′1 · · · aαk+βkxkv′kaαk+1xk+1 · · · aγixia
would have to be a prefix of some word in u v, but this cannot be true as γi < αi or |xi| < |ui|.
Thus, i ≤ k and we know that |xj| = |u′j| = |uj|, for all j < i, otherwise i would not be minimal. Let w1 = x0v′0aα1+β1
· · · xi−1v′i−1. For the rest of this proof, when i = 0, thenw1 = λ and α0 = β0 = γ0 = 0.
Suppose first that γi < αi. If |vi| = 0, thenw = w1aγixi would have to be a prefix of some word in u v, but as γi < αi,
|xi| > 0 (as l > m ≥ k), |vi| = 0 and |xj| = |uj|, |v′j | = |vj| for 0 ≤ j < i, this is impossible.
Thus, in this case 1 ≤ i ≤ k and |vi| > 0. Consider the word w = w1aγi+βixiv′i which is a prefix of some word in
x v′. Then |xi| + |v′i | ≤ max{|ui|, |vi|} and we know that |xi| > 0 since l > m. Furthermore, |v′i | = |vi| > 0 and, thus,|xi| + |v′i | > |vi|, which implies that |vi| < |ui| and |xi| + |v′i | = |ui|. By considering w1aγixiaγi+1 , which is a prefix of some
word in x v′, we see that γi ≥ βi and |xi| ≤ |vi| are necessary in order for it to also be a prefix of someword in u v. Thus
0 < |xi| ≤ |vi| = |v′i | < |ui| = |u′i| and βi ≤ γi < αi. Let j be the largest number such that βp < αi for every p, i ≤ p ≤ j and
v′j 6= λ (this must exist as βi < αi and v′i = vi 6= λ). Consider the string w′ = w1aβiv′iaβi+1v′i+1 · · · aβjv′jaγixi. It is clear that
w′ is the prefix of some word in x v′. But aβiv′iaβi+1v
′
i+1 · · · aβjv′j must be read entirely from v as βp < αi and |vp| = |v′p|
for all p, i ≤ p ≤ j. If βj+1 = 0, then we obtain a contradiction as γi < αi. If βj+1 > 0 and v′j+1 6= λ, then by the way we
picked j, we know that βj+1 ≥ αi > γi, and we again obtain a contradiction. If βj+1 > 0 and v′j+1 = λ, then xi inw′ must be
read from u as |xi| > 0. But this means that all of aαi from umust be used for aγi inw′, a contradiction as γi < αi.
Suppose that γi = αi and |xi| < |ui| for some 0 ≤ i ≤ k. If 0 ≤ i = k then necessarily 0 < i = k as k = 0 was already
shown to give us a contradiction. Considerw′′ = w1aαk+βkxka, which is the prefix of some word in x v′. But as |xk| < |uk|
and there are no more a’s left in v after readingw1aαk+βk from u and v,w′′ cannot be the prefix of any word in u v.
Thus we must have 0 ≤ i < k. Let w = w1aαi+βixiv′iaγi+1+βi+1 . Then ui must be read in xiv′i since γi+1 + βi+1 > βi+1
and, as |xiv′i | < |uivi|, this implies that γi+1 + βi+1 ≤ αi+1. Hence γi+1 < αi+1 and βi+1 < αi+1. By considering the
prefix, w1aαi+βixiaγi+1xi+1, and since xi must get read from v, we have |ui| > |xi| ≥ |vi|. Let j be the largest such that
|vp| < |ui|, for every p, i ≤ p ≤ j ≤ k. If j = k, then consider w1aαi+βiv′iaβi+1v′i+1 · · · aβkxia, which is a prefix of some word
in x v′, but not of any word in u v as |xi| < |ui| and there are no more a’s left in v. Thus j < k. Consider the string
w1aαi+βiv′iaβi+1v
′
i+1 · · · aβjv′jaβj+1xia, then v′paβp+1 must get read from v, as |v′p| < |ui| for all p ≤ j. But since |xi| < |ui| and
by the maximality of j, either |vj+1| ≥ |ui| or k = j+ 1. In the first case, we get a contradiction since |xi| < |ui| ≤ |vj+1| and
in the second case, then the last amust be read from u, a contradiction as |xi| < |ui|.
If x ∈ L2 then k = 0 is impossible as |v|a = |v′|a = |x|a = 0 and also i ≤ k holds trivially. The rest of the proof for x ∈ L2
is symmetric to the x ∈ L1 case above. Hence, such an x cannot exist. 
As we can see next, that is enough to show that both L1 and L2 contain a single word which allows us to show the entire
theorem.
Theorem 24. Let u, v ∈ Σ+, L1, L2 ⊆ Σ+ with u v = L1 L2, such that u and v each contain at least two letters. Then
{{u}, {v}} = {L1, L2}.
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Proof. In light of Lemma 23, for each a ∈ Σ , we can conclude that either the letter a appears in exactly the same positions of
u as it does in every u′ ∈ L1, and in the same positions of v as it does in everyword v′ ∈ L2, or a appears in the same positions
of u as it does in every v′ ∈ L2 and in the same positions of v as it does in every word u′ ∈ L1. Therefore, u′ = u′′, v′ = v′′
for every u′, u′′ ∈ L1, v′, v′′ ∈ L2. Hence, |L1| = 1, |L2| = 1 and hence by [1], {{u}, {v}} = {L1, L2}, as L1 and L2 are just single
words. 
The statement of the theorem cannot be weakened to allow only one letter in either of u or v, in light of Example 3.
This implies the following corollary, showing contrast to Example 6.
Corollary 25. Let u, v ∈ Σ+ where u, v /∈ b+ for any b ∈ Σ . Then there does not exist x 6= v such that u x ⊆ u v.
Proof. If there were, then u v = {u} {x, v}, contradicting Theorem 24. 
5. Conclusion
The main result of this paper demonstrates that the shuffle of two words, each with at least two letters, has exactly
one decomposition into the shuffle of two arbitrary sets. This is strong, as we cannot let one or both words be unary.
This result can be considered a partial extension of the result of [1] which demonstrates that the shuffle of two words
has a single decomposition into the shuffle of two individual words. Other open questions on related problems include a
characterization of which words u, v, u′, v′ satisfy u v ( u′ v′. We do know that there exist such words by Example 6;
however, there is no known complete characterization. Also, it would be interesting to know exactly which finite sets have
a unique decomposition.
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