We examined interactions between frontal, striatal, and hippocampal systems during a rule-learning task. Nineteen healthy young adults solved multiple rule-learning problems requiring hypothesis testing while functional magnetic resonance images were obtained. Activity in the head of the caudate peaked early after the beginning of each problem and then dropped rapidly. In contrast, activity in prefrontal cortex areas reached peak values later. These results are in accordance with theories suggesting that the striatum identifies the behavioral context necessary for the frontal lobe to select an appropriate strategy. Striatal and hippocampal systems showed antagonistic patterns of activity: Activation in the anterior hippocampus decreased, whereas caudate activity increased. Good learners showed higher activity in the body and tail of the caudate than poor learners, whereas learning success correlated negatively with activity in the hippocampus. Activation in the head of the caudate correlated negatively with hippocampal activation, indicating a potential mechanism for hippocampal activity reduction.
Introduction
The striatum has been shown to play an important role in human learning in conjunction with frontal and medial temporal lobe systems. The striatum, and in particular the caudate nucleus, is required for learning associations or rules that link stimuli with responses or categories; this learning has been termed procedural or ''habit'' learning (Mishkin and others 1984) in contrast with the ''memory'' processes subserved by the medial temporal lobe. Rodents (Packard and Knowlton 2002) , monkeys (Fernandez-Ruiz and others 2001) , and humans (Channon and others 1993; Knowlton, Mangels, and Squire 1996; Knowlton, Squire, and others 1996; Filoteo, Maddox, Simmons, and others 2001; Maddox and Filoteo 2001; others 2001, 2002; Witt and others 2002; Myers and others 2003; Sage and others 2003; Shohamy and others 2004; Filoteo, Maddox, Salmon, and Song 2005) with striatal damage are impaired at learning rules or associations linking stimuli with categories or responses. Furthermore, functional imaging studies have found striatal activity during verbalizable rule (Rao and others 1997; Monchi and others 2001; Filoteo, Maddox, Simmons, and others 2005) and implicit association learning others 1999, 2001; others 2001, 2002; Seger and Cincotta 2002, 2005) .
Prefrontal cortex is commonly active along with the striatum during rule-learning tasks (Rao and others 1997; Monchi and others 2001; others 2001, 2002; Filoteo, Maddox, Simmons, and others 2005) . Neuropsychological studies show that frontal lobe damage leads to impairment in tasks involving learning explicit rules for categorizing stimuli (Milner 1963; Cicerone and others 1983; Stuss and others 2000; Reverberi and others 2005) . However, impairment is not always found following frontal lobe damage on implicit association-learning tasks such as the probabilistic classification task (Knowlton, Mangels, and Squire 1996) .
The prefrontal cortex and the striatum are often simultaneously active during learning. However, it is unclear whether or not the 2 brain regions interact during learning and, if so, whether they play qualitatively different roles. Anatomically, the striatum interacts with cortex, particularly prefrontal cortex, in corticostriatal ''loops'' (Alexander and others 1986; Lawrence and others 1998) . One theory is that prefrontal cortex and striatum work together as ''teacher'' and ''student.'' Prefrontal cortex is responsible for initial rule or association induction. The striatum then mediates rule application during extended task performance (Packard and Knowlton 2002) , possibly by recoding the information into a ''chunked'' action plan (Graybiel 1998) . This theory predicts that frontal activity should be high early in learning and decrease as rules are learned, whereas striatal activity should increase with learning in step with behavioral indexes of learning.
An alternative prediction comes from computational models of frontostriatal systems. Houk and Wise (1995) postulated that the convergence of projections from widespread cortical areas onto single striatal spiny neurons puts the striatum in a position to identify the behavioral context the organism is in by integrating information across many features of the environment (both internal and external). They proposed that the striatum transmits this context information to cortex to aid the cortex in selecting the appropriate strategy or behavior for the circumstances. Similarly, Frank and colleagues (Frank and others 2001; Frank 2004) in their model of frontostriatal interaction in working memory proposed that the striatum selectively gates the updating of representations in the frontal cortex. Both theories predict that striatal cells will fire transiently when a change in context or need to update working memory is detected; frontal areas will become active in response and maintain activity across the time the context remains relevant. A recent study in monkeys supports this model of frontostriatal interaction. Pasupathy and Miller (2005) taught monkeys associations between saccades and visual stimuli. They found early and transient changes in striatal neuron activity when the associations were changed, in combination with a slower trend in frontal neuron activity that followed closely the time course of learning.
Striatal and medial temporal lobe systems are thought to underlie qualitatively different forms of learning and memory: the striatum mediates learning consistent patterns across stimuli, whereas the medial temporal lobe enables the representation of individual episodes. Consistent with these opposing functions, research across species finds an antagonistic relationship between striatal and medial temporal lobe systems (Poldrack and Packard 2003) . This antagonism includes reciprocal activation and suppression of each system, as well as differences in recruitment of each system across tasks with differing demands for generalization or individual item memory. For example, Poldrack and others (2001) found greater striatal activity during a probabilistic classification task, in which subjects learned to classify stimuli into categories, but greater hippocampal activity during a paired associates task, in which subjects memorized relationships between stimuli and category names. Poldrack and Rodriguez (2004) argue based on connectivity analyses that the interaction between striatum and medial temporal lobe is mediated by prefrontal cortex.
There is also evidence that striatal subregions participate in dissociable functions during learning tasks. Although individual single striatal spiny cells receive synaptic input from an extended portion of cortex (Parent and Hazrati 1995) , different regions of the striatum have predominant interconnections with particular cortical regions. The cortex and striatum together participate in processing loops in which information travels from cortex to striatum to GPI/SNr to thalamus and back to cortex (Middleton and Strick 2000) . The dorsolateral prefrontal cortex is most strongly interconnected with the head of the caudate (Alexander and others 1986; Lawrence and others 1998) , whereas extrastriate and inferotemporal visual cortex project to the ventral body and tail of the caudate nucleus (Saint-Cyr and others 1990; Webster and others 1993; Yeterian and Pandya 1995) and receive projections back from these areas through the SNr and thalamus (Middleton and Strick 2000) . Thus, frontal executive processes present in learning tasks (setting context, receiving and processing feedback, shifting between hypotheses) should recruit the head of the caudate, whereas visual processing (detecting visual similarity, potentiating acquired visual stimulus--response associations) should recruit the body and tail of the caudate (Ashby and others 1998) . Seger and Cincotta (2005) found evidence for this dissociation in a classification-learning task: activity in the head of the caudate was sensitive to feedback processing, but not successful classification, whereas activity in the body and tail of the caudate showed the opposite pattern. Specifically, activity in the body and tail of the caudate increased across classification training and correlated with classification accuracy across subjects.
The goal of this study was to compare frontal, striatal, and hippocampal recruitment across time within a single task. The task was a rule-learning task that was extensively developed in the 1960s and 1970s by Levine and colleagues (Levine 1975) Neuropsychological studies have shown that people with frontal lobe damage (Cicerone and others 1983) and those with Parkinson's disease (Channon and others 1993) are impaired in performance on this task. Previous functional imaging research found both frontal and striatal activity during performance of this task in comparison with a low-level baseline (Rao and others 1997) .
Subjects solved multiple rule-learning problems in a single scanning session, which allowed us to examine the time course of learning across problems. The early trials of a typical rulelearning problem are shown in Figure 1 . Subjects viewed 2 stimuli on each trial, indicated which one they believed followed the rule, and then received feedback. The stimuli differed on 4 features: letter identity, color, size, or font; features were repaired on each trial. Subjects were told that the correct rule would be a simple unidimensional rule, for example, ''choose the blue stimulus'' or ''choose the larger stimulus.'' Using a task in which each problem can be solved relatively quickly allowed us to examine learning across multiple problems and gave us more power in identifying patterns of activity characteristic of early and late stages of problem solving.
We compared 2 phases of learning, rule learning and rule application: rule learning encompasses the initial trials of each rule-learning problem, during which the subject is still unsure of the correct rule, whereas rule application (which starts after the last error trial) reflects the period in which subjects have determined the rule and are simply applying it to each new stimulus pair. Behavioral research indicates that during rule learning, subjects engage in a process of hypothesis testing, in which they propose a hypothesis, make a selection on the basis of the hypothesis, examine the feedback following the response, and if feedback is negative, shift to a new hypothesis (Levine 1975) . We identified regions of interest (ROIs) in frontal, striatal, and medial temporal areas that were differentially active during rule learning and rule application and examined the time course of their activity. We also performed event-related analyses to examine differences in neural recruitment associated with feedback processing.
Materials and Methods

Subjects
A total of 19 people participated in the study, 12 in version 1 and 7 in version 2. Subjects were Stanford community members, 8 males and 11 females, with an average age of 24.0 years (range: 19--33). Subjects met criteria for magnetic resonance imaging (MRI) scanning (no metallic implants, no claustrophobia, head size compatible with the custom head coil) and were neurologically healthy (no known neurological or psychiatric injury or disease, not taking any psychoactive medication or drugs). One subject's behavioral data had several errors introduced due to noise in the response box system and had to be excluded from the individual differences analyses.
Materials
Rule Task
The rule task was based on a task developed by Levine (1975) . In the rule task, subjects were presented with pairs of letters, one on the left side of the screen and one on the right side, and had to choose one of Figure 1 . Diagrammatic representation of problem structure. On each trial, subjects viewed 2 stimuli and pressed the key corresponding to the location of the one (left or right) that followed the rule. After making a response, the subject received either positive (Right!!) or negative (Wrong) feedback.
them as following the rule by pressing the response button corresponding to the side of the screen that the correct letter appeared on. The letters differed on 4 dimensions: letter identity, letter color, letter size, and letter font. Letters and colors were selected from all 26 letters of the alphabet and a set of 8 different easily named colors (red, orange, yellow, blue, green, turquoise, purple, and brown); for each rule-learning task, 2 of the letters and 2 of the colors were selected randomly. For letter size, there were only 2 options (small, 48 points vs. large, 72 points), and there were 2 fonts used (outline and solid). The letters were presented in a sans serif block font (Helvetica). Each stimulus feature appeared in 1 of the 2 letters on each trial, but the pairings of features were randomized across trials, as shown in Figure 1 .
Baseline Tasks
During the baseline task, subjects viewed pairs of letters as in the rulelearning task. In version 1, the baseline task was the Choose task. Subjects were told a particular feature (e.g., red, outline, or large) at the beginning of the block of baseline trials and had to press the response button corresponding to the item that contained that feature. In version 2, a lower level baseline task was used, called the Observe task. Subjects merely observed the pairs of letters and made no responses. The Baseline task blocks served only to separate Rule task blocks and were not included in the analyses presented here.
Procedure
In version 1, each subject completed 2 scans, each consisting of 10 alternating Rule and Baseline (Choose task) blocks. In version 2, subjects completed a single scan of 14 alternating Rule and Baseline (Observe task) blocks. At the beginning of each block, a phrase was presented that indicated the task to perform on the following blocks: For Rule task, the phrase was ''Determine Rule.'' This phrase was presented for the same amount of time as a trial. The instruction phrase was then followed by trials of stimuli. For the Rule task, there were 12 trials per block in version 1 and 10 trials in version 2. Each trial lasted for 3000 ms in version 1 and 3250 ms in version 2; the letters appeared for 2000 ms, during which the subjects made their responses. After the letters were cleared, the screen was blank for 250 ms and then feedback (either ''Right!!'' or ''Wrong'') appeared for 500 ms. For the Baseline-V1 task, the instruction phrase was ''Choose _____,'' where _____ was filled by a single feature from 1 of the 4 manipulated dimensions (e.g., Choose Red, Choose Small, Choose Outline, Choose B). For the Baseline-V2 task, the instruction phrase was ''Observe letters,'' and on subsequent trials, subjects viewed the stimulus displays without making responses. For the Choose task, there were 6 trials per block, and for the Observe task, there were 5 trials per block. Each scan lasted for 10 min in version 1; the single scan in version 2 lasted for 13 min and 53 s.
Imaging was performed with a custom-built whole head coil in a 3.0-T MRI Signa LX Horizon Echospeed (General Electric Medical Systems, Milwaukee, WI, USA). Head movement was minimized for subjects using a ''bite-bar'' formed with the subject's dental impression. In addition to the functional scans, 3 anatomical scans were performed: a coronal T 1 -weighted localizer scan, a three-dimensional high-resolution T 1 -weighted spoiled gradient echo scan with 124 contiguous 1.5-mm slices (minimum full echo time [TE] , 30 degree flip angle, 24 cm field of view), and T 1 -weighted spin-echo anatomical images in 28 contiguous 4-mm axial slices (30-ms TE, 1500-ms repetition time [TR] ). Functional scanning was performed using a T 2 *-sensitive gradient echo spiral pulse sequence (Preston and others 2004 ) (30-ms TE, 76 degree flip angle, 20-cm field of view, 64 3 64 acquisition matrix). The TR was 2000 ms in version 1 and 1500 ms in version 2.
Stimuli were presented using a magnet-compatible projector (Resonance Technology, Inc., Van Nuys, California) that back-projects visual images onto a screen mounted above the subject's head. The rulelearning task was programmed using PsyScope software for version 1 and E-Prime software (Psychology Software Tools, Pittsburgh, Pennsylvania) for version 2. Responses were obtained using a magnet-compatible response system.
Image Processing
Image preprocessed was performed using BrainVoyager 2000 4.9, and statistical analyses were performed using BrainVoyager QX 1.0.9 (Brain Innovation, Maastricht, The Netherlands). The functional data were first subjected to preprocessing, consisting of three-dimensional motion correction, slice scan time correction, and temporal data smoothing with a high-pass filter of 3 cycles in the time course and linear trend removal. Each subject's high-resolution anatomical image was normalized to the Tailarach and Tournoux (1988) brain template. The normalization process in BrainVoyager consists of 2 steps, an initial rigid body translation into the anterior commissure--posterior commissure plane followed by an elastic deformation into the standard space performed on 12 individual subvolumes. The resulting set of transformations was applied to the subject's functional image volumes to form volume time course representations to be used in subsequent statistical analyses. Finally, the volume time course representations were spatially smoothed with a Gaussian kernel, full width at half maximum of 6.0 mm.
BrainVoyager QX was used to analyze contrasts between conditions. A model of the hemodynamic response for each condition was formed by convolving a prototypical hemodynamic response function with the time course of the condition. Conditions were compared using the general linear model with separate subject predictors and subjects treated as random effects. The false discovery rate method (Genovese and others 2002) of correcting for multiple comparisons was used.
Differences in brain activity between conditions were examined within frontal, striatal, and hippocampal ROIs. ROIs were defined based on functionally activated clusters using the tools in BrainVoyager; the ROI is identified via a region-growing process, which starts with a voxel indicated by mouse click and which spreads to suprathreshold adjacent voxels, stopping at the boundaries of the functional cluster. Percent signal change within each ROI was calculated for each subject across rule-learning problems using the event-related averaging functions and the ROI analysis function. Percent signal change was measured from the onset of the first trial of a rule-learning problem across a course of 35 s, approximately the entire length of the rule-learning problem.
Results
Behavioral Results
The primary measure of learning was the trial of last error: the number of the last trial within each rule-learning problem on which an error was committed. The mean trial of last error across rule-learning problems and across participants was 4.8 (standard deviation ½SD = 0.7); for version 1, it was 4.7, and for version 2, it was 5.0. The range across participants extended from 3.3 to 6.0. Subjects became more efficient at finding the rule across problems: average trial of last error for first half (mean ½M = 5.5, SD = 1.0) was significantly greater than for the second half (M = 3.9, SD = 0.76), t (18) = 6.4, P < 0.0001.
Reaction times (RT) differed across the time course of learning: mean RT was 940 ms (SD = 189) during rule learning (trials preceding and including the trial of last error) and 685 ms (SD = 84) during rule application (trials following the trial of last error), t (18) = 6.1, P < 0.0001. Reaction time for Choose task trials for version 1 subjects was 629 (SD = 65); version 2 subjects made no responses during Observe trials. There were very few missed trials in which a response was not made within the time allotted: across subjects, the average percentage of trials on which responses were omitted was 0.23%, and no individual subject had more than 2 missed trials total. For purposes of the analyses, missed trials were considered to be incorrect responses.
Imaging Results
Rule Learning versus Rule Application
In order to examine the brain areas associated with the rule-learning and rule-application phases, we modeled the hemodynamic response function for separate epochs defined individually for each subject and each problem. Rule learning was defined as extending from the onset of the first trial of a rule-learning problem through the trial of last error on that problem. Rule application extended from the trial following the trial of last error through the last trial of the rule-learning problem.
In comparison with rule application, rule learning activated a wide network of frontal areas. These areas of activation were used to define ROIs as described in Materials and Methods. As described in Table 1 and depicted in Figure 2 , ROIs for the frontal lobes were in the bilateral inferior frontal gyri, bilateral middle frontal gyri, bilateral medial frontal areas, and left anterior frontal cortex. Due to the blocked nature of this comparison, this analysis is sensitive to all neural activity differences between the rule-learning and rule-application tasks and may include areas of activation corresponding to processes such as working memory that may not be specific to rule learning.
Four areas of the striatum were more active during rule learning than rule application. These 4 ROIs, which are depicted in Figure 2 , encompass the right and left heads of the caudate and the right and left body and tail of the caudate. Other brain regions significantly more active for rule learning than rule application are listed in Table 2 .
Rule application activated a smaller set of regions in comparison with rule learning. Most notably, rule application led to greater activity in the right anterior hippocampus, which was identified as an ROI (see Table 1 and Fig. 3 ).
Changes in Activity Across the Time Course of Rule Learning: Frontal and Striatal Patterns
We compared the dynamics of the hemodynamic response across the time course of problem solving in the 6 frontal ROIs, the 4 striatal ROIs, and the right anterior hippocampal ROI. As shown in Figure 2 , activity increased gradually across the course of problem solving in all 6 ROIs within the frontal lobe, with peak activity being reached between 12 and 20 s after the onset of the problem. Activity in the middle frontal gyri and left anterior frontal ROIs peaked at a later time point and reached higher percent signal change than in the inferior frontal gyri and medial frontal cortex.
Within the striatum activity in the head of the caudate followed a different pattern than in the body and tail. Activity in the right and left heads of the caudate increased quickly to a peak between 7 and 11 s after the beginning of the rule-learning task and then declined rapidly from those levels. This pattern is consistent with the observed response being primarily driven by neural changes occurring at the very beginning (first 1 or 2 trials) of the rule-learning problems; previous research has shown that responses to short lasting bursts of neural activity typically show maximal hemodynamic response at a latency of approximately 6--10 s (Boynton and others 1996) . In contrast, activity in the body and tail ROIs rose quickly but remained at consistently elevated levels across the course of the rulelearning problem.
To directly compare the time course of activity in the frontal and striatal regions, we defined 2 critical time periods, one ''early'' and one ''late.'' The early time period was defined as the average across 7--11 s, which encompassed the average peak of the hemodynamic response in the striatum. The late time period was defined as 15--19 s and encompassed the average peak within the frontal ROIs. We chose the head of the caudate and the middle frontal gyrus for further analyses both because these areas showed the most pronounced peaks and also because they are the closest to the human analogs of the areas examined in monkeys by Pasupathy and Miller (2005) . A 2 3 2 3 2 within-subjects analysis of variance (ANOVA) with factors of brain area (head of caudate vs. middle prefrontal cortex), laterality (right vs. left hemisphere), and time (early, 7--11 s, and late, 15--19 s) revealed a significant interaction between brain area and time, F 1,18 = 17.9, P < 0.05. As shown in Figure 4 , activity in the caudate decrease from early to late time periods, whereas activity in the frontal ROIs increased. The ANOVA also revealed a significant main effect of brain area, F 1,18 = 39.2, P < 0.0005, with higher activity in the frontal lobes than caudate.
Finally, we compared peak latency across subjects for the head of the caudate and middle frontal gyri ROIs. For each subject in each ROI, peak latency was defined as the highest percent signal change value between 4 and 25 s after the beginning of the rule-learning problem. Three subjects did not have the percent signal change exceed 0.1% in 2 or more of the ROIs and were excluded from the analysis. Average peak latency is shown in Figure 5 . A 2 3 2 ANOVA with factors of brain area (head of caudate vs. middle prefrontal cortex) and laterality (right vs. left hemisphere) found a main effect of brain area, F 1,15 = 13.2, P < 0.005, such that the peak occurred earlier in the head of the caudate (M = 10.6 s) than in the middle frontal areas (M = 14.6 s). There was no effect of laterality, F < 1.0, and no significant interaction, P > 0.05.
Changes in Activity Across the Time Course of Rule Learning in the Hippocampus
Within the right anterior hippocampus (Fig. 3) , activity decreased from the beginning of the rule-learning problem and reached its lowest value 15 s later.
Correlations between Frontal, Striatal, and Hippocampal Regions
We examined the degree to which peak activity in the ROIs correlated across subjects. For the frontal ROIs we chose the Note: The false discovery rate threshold was set to q \ 0.01 for regions in the frontal lobe and to q \ 0.05 for regions in the striatum and medial temporal lobe. L, left; R, right; B, bilateral. BA: Brodmann's areas; x, y, z: coordinates of the centroid of the region in Tailarach coordinates; Voxels: volume of the region in mm right and left middle frontal and right anterior frontal ROIs for analysis because they showed the most pronounced peaks. For frontal and hippocampal ROIs, which showed relatively late activation peaks, we took as our measure the average percent signal change from 15--19 s across all the voxels in the ROI. For the striatal ROIs, which showed early peaks, we took the average across 7--11 s.
As shown in Table 3 , there were significant positive correlations between frontal areas and activity in the left and right head of the caudate. This pattern is consistent with the interconnectivity between the head of the caudate and the frontal cortex in the ''cognitive'' corticostriatal loop. In contrast, there was no trend toward a correlation, either positive or negative, between the body and tail of the caudate and frontal areas.
Significant negative correlations were found between activity in the hippocampus and activity in the right head of the caudate and left head of the caudate, with a trend toward a negative correlation with right middle frontal gyrus activity. Right: percent signal change across the entire learning problem, including both rule-learning and rule-application phases for frontal ROIs (top) and striatal ROIs (bottom). On average, the transition from rule learning to rule application occurred at approximately 15 s after the start of the problem and would thus be reflected in the BOLD signal at approximately 21--24 s.
Individual Differences in Activity Related to Problem-Solving Ability Subjects differed in their problem-solving efficiency; as noted in Behavioral Results, the average number of trials required to find the correct rule ranged across subjects from 3.3 to 6.3. Correlation analyses were performed between blood oxygen level dependent activation in the ROIs (as described in the previous section) and mean trial of last error across subjects. Poorer performance (reflected in greater average trial of last error) was positively correlated with activity in the right anterior hippocampus, r = 0.47, P < 0.05. This pattern of results indicates that subjects who learned slowly were more likely to have higher hippocampal activity. No other striatal or frontal ROIs correlated with accuracy. Subjects were divided via a median split into 2 groups; the 9 faster learners had a mean trial of last error of 4.3 (range: 3.3--4.9), and the 9 slower learners had a mean trial of last error of 5.4 (range: 5.0--6.3), t (16) = 5.0, P < 0.001. Faster learners had significantly greater activation in the left tail of the caudate than slower learners, t (16) = 2.57, P < 0.05, and showed a trend toward greater activation in the right tail of the caudate, t (16) = 1.91, P < 0.1. No other frontal, striatal, or hippocampal ROI showed a difference in activation between faster and slower learners.
Effects of Positive and Negative Feedback
Trials during the rule-learning phase were divided into those receiving positive feedback (45%) and those receiving negative feedback (55%). A random effects analysis with the false discovery rate set to q < 0.05 identified no significant areas of activation. Because of the potential theoretical interest of any differences between positive and negative feedback, we performed an exploratory random effects analysis with a threshold of P < 0.005, uncorrected for multiple comparisons. As shown in Table 1 . Right: percent signal change across rule learning for the hippocampal ROI. Table 4 , this analysis revealed several areas in the striatum that were more active upon receiving positive feedback than negative feedback. These included both the right and left putamen and the head of the caudate. The head of the caudate focus of activity was inferior to that found in the overall analysis that compared rule learning with rule application and bordered on the ventral striatum. Several cortical areas were more active for negative feedback than positive feedback, including bilateral medial frontal areas, several medial and lateral parietal areas, and the cerebellum. It should be noted that in this experiment feedback and correctness are confounded, so these differences may be due to the subjects' producing a correct or incorrect response, rather than just whether they received positive or negative feedback.
We performed an ROI analysis with anatomically defined ROIs of the head and body and tail of caudate nucleus (Seger and Cincotta 2005) . These ROIs were defined using a single subjects' high-resolution normalized anatomical image and were confirmed to encompass the structure in all subjects. The ROIs were drawn with generous margins in order to ensure coverage of each structure across subjects but did not extend into the adjacent gray matter areas such as the thalamus, insula, or putamen. The border between the head and the body/tail ROIs was along an oblique plane angled at 45 degrees from horizontal running between the lines defined by y = 0, z = 14 and y =10, z = 24. The head of the caudate ROIs extended inferiorly to z = -1 and laterally from the ventricles to x = ± 13. The body/tail of the caudate ROIs extended superiorly to z = 28, inferiorly in the body portion to z = 16 and in the tail portion to z = -3, laterally from approximately x = 9 to x = 22 in the body region, and posteriorly to y = -38 at the tip of the tail. These analyses revealed significantly higher activation in the right head of the caudate for correct feedback trials than incorrect feedback trials, t (18) = 2.12, P < 0.05, and a trend toward greater activity in the left head of the caudate, P = 0.11. There was no effect of feedback in the body and tail of the caudate ROIs, P values > 0.4.
Discussion
The results reveal 3 important patterns of frontal, striatal, and hippocampal activity during a rule-learning task. First, striatal and frontal areas were both recruited during rule learning, but they differed in the time course of their recruitment. Striatal activity in the head of the caudate nucleus rose quickly, peaked early, and then rapidly declined, whereas frontal activity reached peak values significantly later, followed by a gradual decline. This pattern is similar to the one found using single-unit recording in monkeys (Pasupathy and Miller 2005) . Delgado and others (2005) found greater activity in the caudate when comparing the first 8 trials of classification learning with later trials but it is unknown whether this effect was limited to initial learning trial. The pattern of early striatal with later frontal activity runs counter to theories of frontostriatal interaction that postulate that the striatum is gradually ''taught'' a procedure by the frontal lobes (Graybiel 1998) . One possible alternative is that the head of the caudate may perform an important role early in learning, perhaps in recognizing the context of the situation (Houk and Wise 1995; Frank and others 2001; Frank 2004) , which then allows the frontal lobe to choose and implement the proper learning strategy (e.g., hypothesis testing).
The recruitment of frontal areas in this task is consistent with previous studies of the frontal lobes. The middle and inferior frontal gyri are areas that are commonly recruited across tasks with varying demands (Duncan and Owen 2000) . Duncan (2001) argues in his adaptive coding model that neurons in these areas dynamically adapt their properties in order to process information relevant to current concerns. In particular, these areas are recruited when working memory demands are high (Curtis and D'Esposito 2003) . The medial frontal gyrus/ Brodmann's areas 8, part of the supplementary motor area, has been linked in previous studies to hypothesis generation (Elliot and Dolan 1998) . Volz and others (2003) argue that this area is active across tasks that involve judgment under uncertainty. Anterior prefrontal cortex activity has been found previously in rule-learning tasks associated with a switch to a new rule (Strange and others 2001) . The function of the anterior prefrontal cortex has been variably characterized as processing of branching and subgoals (Koechlin and others 1999; Badre and Wagner 2004) , relational integration (Christoff and others 2001) , and evaluation of internally generated information (Christoff and others 2003) .
Second, we found an antagonistic relationship between frontostriatal and hippocampal activity. Activity in the hippocampus declined as activity in frontostriatal systems increased across the course of rule learning. Across subjects, faster rule learning was associated with greater activity in the body and tail of the caudate and less activity in the hippocampus. The relative reduction of activity in the hippocampus-lower in rule learning and higher during rule application-can be interpreted in 2 ways. First, it may reflect suppression of the hippocampus during rule learning followed by recovery during rule application. Second, it may reflect specific recruitment during rule application, perhaps in encoding and/or retrieving the selected rule or in greater amounts of incidental ''resting state'' conceptual processing occurring during the relatively simpler ruleapplication task ( The sharp decrease in activity at the beginning of rule learning, coupled with the gradual recovery into the rule-application phase, suggests the former interpretation, but it is not possible to distinguish between them with the present data. Hippocampal--striatal antagonism has previously been found in implicit probabilistic classification tasks others 1999, 2001) . Implicit tasks can be performed without the intention to learn, and the information learned need not be completely accessible to consciousness (Seger 1994 ). In contrast, rule learning is usually considered an explicit task: it is completely intentional, and all the rules are fully available to consciousness. Although rule learning is explicit, it differs from explicit declarative memory processes that are reliant on the medial temporal lobe in that it involves abstracting commonalities across items, rather than learning individual items. Amnesics with damage to the medial temporal lobe are able to learn rules via hypothesis testing (Janowsky and others 1989) as long as their working memory is intact. The present results provide evidence that striatal systems are important for learning rules and associations regardless of whether the tasks are implicit or explicit. However, it should be noted that rule learning and implicit classification tasks have been dissociated behaviorally (Ashby and Maddox 2005) and are likely to differ in recruitment of other neural systems.
Activity in the bilateral head of the caudate, but not the body and tail, was negatively correlated with hippocampal activity. These correlations indicate that reduction in hippocampal activity during learning may be mediated by the corticostriatal loop connecting the head of the caudate with dorsolateral prefrontal cortex rather than the loop connecting the body and tail of the caudate with the inferior temporal lobe. In contrast, activity in the body and tail of the caudate was related to successful learning. This pattern of results implies that the antagonism between striatum and medial temporal lobe is not due to direct competition between the learning systems but rather is mediated by executive functions subserved by the frontal lobe and head of the caudate and is consistent with results reported by Poldrack and Rodriguez (2004) .
Finally, we found evidence that 2 subregions of the striatum, the head and body and tail of the caudate, contribute to rule learning in dissociable ways. Both the head and body and tail regions were more active during rule learning than rule application. However, the body and tail was associated with successful learning: activity in the body and tail remained elevated across rule learning. Furthermore, it was the only brain region that showed higher activity for fast rule learners than slow rule learners. This association of body and tail activity with successful learning is similar to results found in a simple classification task (Seger and Cincotta 2005) .
In contrast, activity in the head did not follow the behavioral indexes in learning but instead showed patterns consistent with it being involved in executive functions required for rule learning. The high and transient activity in the head of the caudate at the beginning of each rule-learning task implies that it is involved in executive functions, possibly setting context, important for initiating the rule-learning process. Additionally, the negative correlation between the head of the caudate and medial temporal lobe activity implies that the head of the caudate helps coordinate interactions between the learning systems. Finally, the greater activity in the head of the caudate to positive feedback than to negative feedback indicates that it plays a role in evaluating and responding to feedback.
Several previous studies have found that activation in the head of the caudate is sensitive to the valence of feedback. Typically, activation is greater to positive than negative feedback (Delgado and others 2000; Filoteo, Maddox, Simmons and others 2005; Seger and Cincotta 2005) , though one study found greater caudate activation to negative than positive feedback (Monchi and others 2001) and others greater activation to positive than negative feedback. This may reflect differences across tasks in what feedback is expected; many studies have shown the caudate to be sensitive to expectancy (Tremblay and others 1998) . In addition to the head of the caudate, several cortical areas were affected by feedback valence but in the opposite direction with greater activity for negative than positive feedback. Of particular note is the medial frontal cortex around the anterior cingulate. This area has often been shown to be sensitive to negative feedback and is the proposed neural generator of the error-related negativity event--related potential component (Ullsperger and von Cramon 2003) .
Notes
