We show the optimality of sphere-separable partitions for problems where n vectors in d-dimensional space are to be partitioned into p categories to minimize a cost function which is dependent in the sum of the vectors in each category; the sum of the squares of their Euclidean norms; and the number of elements in each category. We further show that the number of these partitions is polynomial in n. These results broaden the class of partition problems for which an optimal solution is guaranteed within a prescribed set whose size is polynomially bounded in n. Applications of the results are demonstrated through examples.
Introduction
We consider partition problems where a finite set N = {1, . . . , n} is to be partitioned into p sets so as to minimize some cost function. An (ordered) p-partition of N is a vector = ( 1 , . . . , p ) where 1 , . . . , p are disjoint sets whose union is N; we refer to 1 , . . . , p as the parts of and to the vector = (| 1 |, . . . , | p |) (where | j | is the cardinality of the part j ) as the shape of . Problems where partitions' shapes are restricted to given sets are referred to as constrained-shape partition problems, and instances of such problems in which partitions' shapes are prescribed are referred to as single-shape partition problems. Finally, problems where partitions' shapes are unrestricted are referred to as open-shape partition problems.
It is assumed throughout that each element i in N is associated with a vector A i ∈ R d whose coordinates represent attributes of i, and the cost associated with a partition depends on the sum of the attributes of the elements that are assigned to each part. Specifically, for each p-partition = ( 1 , . . . , p ) we let
the (i, j ) element of A represents the total value of attribute i of the elements assigned to the part j . In each of the partition problems we consider, the cost F ( ) associated with a partition is a function of A (and possibly other characteristics of ). For simplicity, we assume throughout that the A i 's are distinct; see [10] for approaches that relax this assumption.
The number of p-partitions of N is p n , in particular, it is exponential in n. It is therefore useful to identify classes of partition problems for which it is possible to guarantee the existence of optimal partitions having some (pre-identified) structure that is satisfied by a polynomial number (in n) of partitions; here, "structure" is used synonymously to "property". For a systematic study of various partition-properties see [8, 12] and references therein.
One useful property of partitions is hyperplane-separability. Specifically, a p-partition is hyperplane-separable if for each pair of indices j, k = 1, . . . , p with j < k, there exists a vector b ∈ R 1×d and a scalar such that for (the closed half-space) C = {x ∈ R d : b T x }, either
See Fig. 1 . Partition problems that are guaranteed to have hyperplane-separable optimal partitions were identified in [3] and a polynomial bound (in n) on the number of hyperplane-separable partition was derived in [10] (see Theorem 1 and the following remarks). A comprehensive set of examples of partition problems that satisfy the assumptions of [3] is provided in [12] and references therein. A p-partition is convex-separable if for each pair of indices j, k = 1, . . . , p with j < k, there exists a closed convex set C such that either (2) or (3) are satisfied; see Fig. 2 . An equivalent requirement asserts that, respectively, either
this formulation is used in [4, 5] where the adjective nested is used. A p-partition is connected if the relation over pairs (j, k) defined by conv{A i : i ∈ j } ∩ {A i : i ∈ k } = ∅ is acyclic. Fig. 3 (cf., the example that proves Theorem 4.1 in [8] ) demonstrates that convex-separability does not imply connectedness (a statement in [4] , possibly a typo, incorrectly asserts that convex-separability and connectedness are equivalent).
Convex-separability of optimal partitions was explored in [4, 5] . In particular, it was established in Theorem 3.4 of [5] that every optimal partition of a single-shape partition problems with cost function
with w 1 , . . . , w p as arbitrary positive numbers and with · as the l 2 norm in R d is convex separable (the special case with w i = 1 for each i = 1, . . . , p was established in Theorem 1.2 of [4] ). Also, Theorem 3.1 of [5] shows that optimal partitions for single-shape partition problem with cost function
are convex-separable. The introduction of multivariate convex-separability along with the last result resolved a question, posed in [6] and left open for four decades, about extending the special instance of the above result (with w i = 1 for
Partition problems with cost functions given by (5) have applications for the multivariate stratification problem. When d = 1, the number of convex-separable p-partitions is known to equal (1/(n − p + 1))
n−1 p−1 n p (see [9] ); in particular, the number is polynomial in n. But, when d > 1, the set of convex-separable partitions may coincide with the set of all p n partitions. For example, this is the case when all the A i 's are on the surface of a common ball (cf., [8, Theorem 3.6] ); as none of the vectors is in the convex hull of any subset of the others (see Fig. 4 ), all partitions satisfy a more demanding property than convex separability asserting that for all corresponding j, k and C both (2) and (3) are satisfied (this property, is called nonpenetrating). As it is possible for convex-separability to impose no restrictions, results that establish the existence of convex-separable optimal partitions have limited (computational) usefulness.
The purpose of the current paper is to consider a property of partitions, referred to as "sphere-separability" -it is a relaxation of hyperplane-separability that admits at most a polynomial number of partitions while the class is guaranteed to contain optimal partitions for optimization problems for which there need not exist hyperplane-separable optimal partitions. Specifically, a p-partition is sphere-separable if for each pair of indices j, k = 1, . . . , p with j < k there exists a vector b ∈ R d and a scalar such that either (2) or (3) are satisfied by the set C given by either
sphere-separability clearly coincides with convex-separability. For d > 1, sphere-separability implies convex-separability, but, Fig. 4 demonstrates a convex-separable partition which is not sphere-separable (each sphere that contains all the circles must contain at least two squares and each sphere that contains all the squares must contain at least two circles-a formal verification of this fact is not included and is left to the reader). Thus, sphere-separability is strictly more restrictive than convex-separability. In fact, in the forthcoming Theorem 2 we provide a polynomial bound (in n) on the number of sphere-separable partitions (whereas the best general bound on the number of convexseparable partitions is p n ). Theorem 2 also identifies a class of partition problems for which sphere-separable optimal partitions are guaranteed to exist, and a subclass for which all optimal partitions are sphere-separable. Cost functions over partitions for which this result applies include the functions F 1 and F 2 given, respectively, in (4) and in (5) where each w j is allowed to be a function of the shape of the underlying partition (e.g., w j (| j |) = 1/| j |). Another function to which the results applies is the function
with u 1 , . . . , u p as prescribed d-vectors and with w 1 , . . . , w p as in (4) and (5).
We review and update results about hyperplane-separability in Section 2 and present our main results about sphereseparability in Section 3. Concluding remarks are provided in Section 4.
Hyperplane-separability
In this section we record extensions of known results about hyperplane-separable partitions. The first lemma records a useful hierarchy for the presence of properties in optimal solutions for single-shape and constrained-shape partition problems (surprisingly, the simple result seems to be missing from the literature-see the paragraph preceding Theorem 1 and the example that follows that theorem). Proof. We first establish the lemma with "some" rather than "every". Consider a partition problem where F is to be minimized over the set of partitions whose shape must lie in a prescribed set of integer p-vectors whose coordinate sum is n. Let be an optimal partition for this problem. Consider the single-shape partition problem where F is to be minimized over p-partitions with shape ; is obviously optimal for this problem. By assumption, Q is satisfied by some optimal partition for this single-shape partition problem, say . As both and are optimal for the same partition problem, F ( ) = F ( ). Now, as = ∈ and F ( ) = F ( ), is feasible and optimal for the underlying constrained-shape partition problem; so satisfies Q and is optimal for that problem. The case with"every" replacing "some" follows from the above arguments and the observation that must satisfy Q as it is optimal for the corresponding single-shape partition problem.
Lemma 1. Consider a cost function
Remark. Lemma 1 can be modified by considering any particular set of nonnegative, integer p-vectors whose coordinates sum to n. Specifically, the arguments that prove Lemma 1 show that if for every (n 1 , . . . , n p ) ∈ , property Q of partitions is satisfied by some/every optimal partition corresponding to each single-shape problem with the cost function F defined over partitions whose shape is (n 1 , . . . , n p ), then Q must also be satisfied by some/every optimal partition of the constrained-shape problem with cost function F over partitions whose shape must be in . The modification allows one to restrict the domain of F . Theorem 1 records a polynomial bound on the number of hyperplane-separable partitions (obtained in [10] ), and a generalization of a sufficient condition for the optimality of hyperplane-separable partitions (obtained in [3] for partition problems with shape-constraints restricted to lower and upper bounds and with objective functions that are shape-independent). Let Z ⊕ be the set of nonnegative integers.
Theorem 1. Assume that the A i 's are distinct and d and p are fixed. (i) The number of hyperplane-separable partitions is bounded by
(
ii) If the cost function F over the partitions is given by F ( ) = g( , A ) for each partition where g is a real-value function on Z p ⊕ × R d×p which is quasi-concave in its d × p real variables for each fixed value of its integer variables, then each constrained-shape partition problem has a hyperplane-separable optimal partition; further, if the A i 's are nonzero and the quasi-concavity holds strictly, then every optimal partition is hyperplane-separable.
Proof. Part (i) was established in [10] . As for part (ii), Lemma 1 implies that it suffices to consider single-shape problems. Consider a partition problem with cost function F where partitions are restricted to have shape (n 1 , . . . , n g[(n 1 , . . . , n p ) , x] for each x ∈ R d×p . The assumption in part (ii) asserts that h n 1 ,...,n p is quasi-concave and therefore Theorem 4 of [3] implies the existence of an optimal partition which is hyperplane-separable. Under the assumptions of the second part of (ii), h n 1 ,...,n p is strictly quasiconcave and the A i 's are nonzero; the conclusion that every optimal partition is hyperplane-separable then follows from Theorem 7 of [3] using similar result to those used above.
Remark.
(1) Beyond the bound in part (i) of Theorem 1, [10] provides a strongly polynomial algorithm (in n with d and p fixed) for enumerating the set of all A 's associated with hyperplane-separable partitions, but with the restriction that it is independent of the integer variables. (2) Ref. [13] identifies a smaller set of partitions than the hyperplane-separable ones which is guaranteed to contain an optimal partition for open-shape problems with cost function F as in Theorem 1. (3) The bound of part (i) of Theorem 1 was improved in [2] to O(n d−1 ) when p = 2 and to O(n p ) when d = 2. Further, [1] 
] is the best upper bound when p 3 and d 3. (4) Part (ii) of Theorem 1 includes applications that were not covered by [3] , e.g., constrained-shape partition problems with objective function that depends on the shape. See also the application of Theorem 2 to the objective function F 2 . (5) The assumption that the A i 's are distinct is clearly necessary for part (ii) of Theorem 1 (e.g., no separability can be expected when all A i 's coincide). Ref. [10] establishes the conclusions of Theorem 1 when duplicate A i 's are allowed under a weaker notion of hyperplane-separability asserting that
. . .p} with the separability inequalities "b T A i < b T A t " holding whenever A i = A t . (6) The conclusions of part (ii) of Theorem 1 apply when quasi-concavity is relaxed to edge-quasi-concavity; see [11] .
This extension (with d = 1) applies to the maximization of system-reliability in an assembly problem, see [11, 12] . But, as the sum of quasi-concave functions need not be quasi-concave, the most useful applications of part (ii) of Theorem 1 have g concave in the corresponding variables. (7) The remark following Lemma 1 allows one to extend the conclusion of part (ii) of Theorem 1 to cost functions which are defined only over restricted shapes, for example, to shapes with no empty parts (which allows for g to include expressions like 1/| j |). 1 and for each partition the matrixĀ ∈ R (d+1)×p defined by (1) with theĀ i 's replacing the A i 's. F ( ) = g( , A ) can then be expressed as f (Ā ) for a corresponding function f, and results of [3] can be applied directly. But, this approach requires the stronger assumption that asserts that g is (strictly) quasi-concave in all of its (d + 1)p variables.
Sphere-separability
This section provides modifications of the conclusions of Theorem 1 that apply to sphere-separability. We will consider partition problems where the cost associated with a partition depends on A and on i∈ 1 A i 2 , . . . , i∈ p A i 2 . To capture such functions, let A i =
A i
A i 2 ∈ R d+1 for i = 1, . . . , n, and let A be defined by (1) for each partition with the A i 's substituting for the A i 's. We next use the A i 's to establish a reduction of sphere-separability to hyperplane-separability. are A 1 , . . . , A n , respectively.
Lemma 2. A partition is sphere-separable if and only if it is hyperplane-separable under the problem where the vectors associated with the elements
Proof. We first observe that for every x, y, u ∈ R d , x + u < y + u if and only if x 2 + 2u T x < y 2 + 2u T y.
Assume that is a hyperplane-separable partition for the problem where the items are associated, respectively, with A 1 , . . . , A n , and let j, k ∈ {1, . . . , p} be distinct indices. It follows that there exists a vector b ∈ R d and scalar such that
Now, if =0, then (8) implies the original definition of hyperplane-separability with respect to the vector b. Alternatively, if > 0, (using (7) with x = R i and u = b/2 ) (8) can be rewritten as
for each i ∈ j and t ∈ k .
With as any positive scalar satisfying
We have that (2) is satisfied with C as the sphere
Finally, if < 0, the inverse of the inequalities of (9) hold. With as any positive scalar for which the inverse inequalities of (10) hold, (3) is satisfied with C as the sphere given in (11) . Next assume that is a sphere-separable partition and let j, k ∈ {1, . . . , p} be distinct indices. Now, if (2) }. The reduction of sphere-separability to hyperplane-separability allows one to use Theorem 1 to explore sphereseparability. We state two results (the first of which corrects an error in [8] Proof. Part (i) is immediate from Lemma 1 and part (i) of Theorem 1. Next, for part (ii), Lemma 1 shows that it suffices to consider single-shape partition problems. As in the proof of Theorem 1, one can view the prescribed shape as parameters of the cost function and write F ( ) = h n 1 ,...,n p ( A ) for each partition where (n 1 , . . . , n p ) is the prescribed shape and h n 1 ,...,n p is the real-valued function on R (d+1)p with h n 1 ,...,n p (x) = g[(n 1 , . . . , n p ), x] for each x ∈ R (d+1)×p . Our assumptions imply that h n 1 ,...,n p is quasi-concave, and therefore part (ii) of Theorem 1 implies the existence of an optimal partition which is hyperplane-separable for the problem where the A i 's are the vectors associated with the elements. By Lemma 2, any such partition is sphere-separable. The conclusions under strict quasi-concavity and nonzero A i 's follow from similar arguments.
The remarks that follow Theorem 1 apply, with corresponding adjustments, to Theorem 2. We next apply part (ii) of Theorem 2 to the functions F 1 , F 2 and F 3 defined, respectively, by (4), (5) and (6).
Corollary 1.
Assume that the A i 's are distinct and the function over partitions is either F 1 or F 2 or F 3 as defined, respectively, by (4), (5) and (6) . Then each constrained-shape partition problem has a sphere-separable optimal partition.
Proof. The functions F 1 , F 2 and F 3 satisfy, respectively, the quasi-convexity assumptions of part (ii) of Theorem 2 with respect to the functions g 1 , g 2 and g 3 listed in Table 1 
