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11. INTRODUCTION 
 This section first broadly describes various reasons for managing emails. A 
summary of major problems associated with the use of email at work is presented and the 
use of email from a paradox perspective is explained. The second subsection describes 
the research problem that is the focus of this dissertation study. Third subsection 
discusses the significance of conducting this study. 
 
1.1 Need for Email Management 
Email is considered one of the most widely adopted internet-based applications 
ever built and is used in many business functional concerns. It has now become the most 
prevalent mode of business communication and information exchange within 
organizations and has changed the way we spend our life at work. Email, due to its 
asynchronous nature, provides several advantages over other communication tools such 
as telephone or instant messaging. We get the much needed flexibility and the latitude 
needed for correcting any error before responding to a message. Geographical location is 
no longer a constraint for organizations, as well. Email provides a very cheap and fast 
means for sharing information and is open to all. Further, one-to-many communication 
can be accomplished using email without incurring any additional costs. It is known to 
assist individuals with time-effectiveness and effectiveness (McManus et al. 2002). 
1But recently, several scientific and anecdotal reports have started to indicate that 
knowledge workers are spending enormous amounts of their time interacting with emails 
at work. While this excessive interaction between knowledge worker (email user) and 
email (technology) has produced several good effects such as increasing productivity and 
faster information exchange, it has, at the same time, spawned side effects such as email 
overload, interruptions, technology addiction, attention deficiency, productivity loss, etc.  
Today’s email office reaches far beyond the limits imposed by the boundaries of 
traditional organizations and is certainly a lot more intricate due to complex email 
interactions. And these interactions do not necessarily depend only on simple hierarchies 
but also on workers’ job functions, mutual interests, and collaborative team composition. 
The work environment using email (Figure 1.1) can be said to comprise several (email) 
users, email technology and different types of interactions taking place at individual, 
group, and organizational levels (for example, email interaction in a business-to-business 
model). This work environment is now marred by problems arising either from email 
users or technology or both, and (or) from the interaction between email user and 
technology. Good examples of these problems are (1) email addiction that occurs due to 
an email user’s pathological behavior (Weber 2004), (2) the problem of email content 
management and archiving that occurs due to deficiencies with the technology (Gupta et 
al. 2006), and (3) the problem of email interruptions and overload that occurs due to 
interactions between user and technology, requiring improvement at both ends (Gupta et 
al. 2004).  
2Figure 1.1 Email Work Environment 
This dissertation study focuses specifically on two problems: email overload and 
email use within organizations. Presently, knowledge workers use email processing 
strategies that are as random and diverse as their daily work requirements and email 
arrival patterns. This inefficient handling of emails leads to increased overload. We use a 
multi-dimensional perspective comprising email scheduling strategies, work routines and 
time to address this problem. We do this by proposing a new way of processing emails 
that may bring about a change in the timing and the manner in which emails are 
processed within organizations. The use of various time-based scheduling approaches for 
processing emails within the organization is investigated. This solution approach can 
potentially reduce the problems of email overload, interruptions, addiction, etc. and, at 
the same time, bring more routine and order to the email processing culture within 
organizations. To understand the rewards and penalties associated with the use of 
different email processing strategies, we look at various performance measures such as 
knowledge worker time-effectiveness, value effectiveness, task completion time, and 
email response time in this study. 
As a first step toward finding a solution to the problems and for the purpose of 
improving productivity, it is important for us to develop a better understanding of the 
Email Users/groups/ 
organizations 
Email 
Technology 
Email Users/groups/ 
organizations 
User-Technology 
Interaction 
User-Technology 
Interaction 
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3email work environment and its problems. In the next section, we provide a detailed 
overview of several of these problems. 
The following section first discusses the dark side of email and elaborates on 
some contemporary issues that knowledge workers must deal with while using the current 
email technology. It presents an analysis of the state-of-the-art email technology and, 
identifies areas that require further research to ultimately enhance email technology’s 
current capabilities and improve its use at work. We later explain the paradox associated 
with the use of emails. This overview is not meant to be a literature-driven section, as 
there is a negligible amount of literature on this topic. It is meant to provide a high-level 
perspective on the various issues related to the current use of email within organizations. 
These sections also highlight the areas where academic research on the topic is deficient 
and where it ought to focus in the near future.   
 
1.1.1 The Problem of Emails 
We may start to think that email is a mature technology. With time and the 
advancement of technology, the way we perform different tasks at work has changed but 
email technology has not been able to evolve at  the same pace (Rohall 2002; Whittaker 
et al. 2005). Whittaker et al. (2005) reported that today’s email client softwares are very 
similar at the core to clients  15 years ago, except for some additional functionalities such 
as a graphical interface, drop down menus, attachment facilities, extra storage space, etc. 
Rohall (2002) refers to them as the “souped-up” cousins of  clients we had 30 years ago. 
We are using email  for purposes such as task collaboration, task management, etc. for 
which it was never designed in the first place (Whittaker and Sidner 1996; Ducheneaut 
4and Bellotti 2001; Whittaker 2005) We are using email so extensively that we have 
literally started to live in emails (Ducheneaut and Bellotti 2001). As a result, we are 
starting to see the fault lines. It is time that we recognize these email-related challenges, 
as they offer opportunities for future research in the area, and increase our research 
efforts in this direction. We briefly describe the problems (Figure 1.2) that have been 
reported in the literature. 
1.  Email Overload – Often, knowledge workers feel overwhelmed by the high 
volume of emails they receive and the unusually high amount of time that they spend in 
processing them. This large volume results from more communication and work being 
conducted through emails. The E-Policy Institute (2004) has estimated that the annual 
rate of email growth is approximately 66 percent. A recent survey of 840 organizations 
revealed that 47 percent of their workers spend one to two hours and 34 percent spend 
more than two hours in a given workday on email processing (American Management 
Association, 2004). All these statistics suggest that the volume of emails is a big 
contributor to email overload, which is a big problem for knowledge workers. However, 
it has been reported that  not only the quantity but also the quality  contributes to the 
overload (Bellotti et al. 2005). This phenomenon is not so well understood and needs to 
be further researched. Among several things, it is important to determine “when to 
process emails,” “what emails to process,” and “how to process emails.” 
Also, due to the “anytime” and “anywhere” availability of email systems in the 
Wi-Fi enabled society, knowledge workers often find themselves addicted to email. They 
get into the habit of processing emails as soon as they arrive. This irrational behavior 
leads to frequent interruptions, which is detrimental to the productivity of a knowledge 
5worker. Efficient task scheduling has become another major problem due to the large 
amount of multitasking taking place in the workplace. 
 
Figure 1.2 Problems with Emails 
 2. Email Overuse - In addition to these problems, there are several other 
drawbacks. For example, emails are cheap and open to everyone. There is no cost to the 
senders other than composing the emails; but receivers, on the other hand, pay a price in 
terms of time and other respects. This characteristic often results in senders pushing too 
many emails out and the receivers’ inboxes overflowing. Imposition of some sort of 
monetary charge, similar to the concept of stamps, may be one of several solutions to the 
problem. However, the impact of such a charge on the overall communication must be 
studied in detail before implementation. Multicasting is another problem that results due 
to the openness of email. Anyone can send emails to anyone and several people at a time, 
contributing further toward recipients’ overload. Although it is bliss for email marketers, 
it is a bane for many and can quickly lead to several problems.  
Email 
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6Information replication is another type of problem that results from poor and 
ineffective use of this technology. Emails have certainly improved our connectedness and 
elevated our expectations. They have also resulted in people sending multiple reminders 
(just because they can!) that are often not needed, and queries that are not required. This 
practice leads to redundant information and multiple interruptions, ultimately causing 
receiver overload.  
Another problem that has been noticed with several email users is addiction to the 
technology. Osterman Research recently conducted a study to determine how often 
workers check their emails for new messages when at work. Results confirmed that 67 
percent of the workers check continually and 17 percent check a few times each hour. 
The survey that we conducted for this dissertation study confirmed a similar disturbing 
pattern in email use, confirming the presence of irrational behavior and attention-deficit 
disorders in workers dealing with emails. In fact, an NPR story on email compares email 
processing to smoking a cigarette. It also refers to the Blackberry as “crackberry” 
(Langfitt 2005).  
Emails are also contributing toward the degradation of communication lingua. For 
example, we have developed numerous short notations and acronyms for sentences (e.g., 
c u latr, Hw r u, missing salutations, etc.). One of the prime reasons for this development 
is the phenomenon of email overload. Workers have to process too many emails in a 
timely manner, which forces them to develop shortcut ways for conveying the messages, 
which ultimately results in the reduced quality of an email message. 
3.  Email Retention and Archiving – The recent Sarbanes-Oxley 2002 
compliance act has forced managers to focus on several email archiving and retention-
7related policies. For example, business-related emails can no longer be deleted for a 
certain period of time, and this requirement has created the need to address storage and 
caching-related problems. There is also a need to identify more efficient and effective 
approaches to addressing problems such as integrating email archiving and content 
management issues, which tends to be a major challenge. This requirement also has 
implications for research on distributed-database design such as better classification and 
filtering approaches for extremely large databases. Compliance acts such as HIPAA also 
pose several legal challenges. It becomes important to restrict the access to archived 
emails to various employees, as the information contained within emails could be very 
sensitive and confidential. It is important to do further research to develop better access-
control mechanisms.  
4.  Email Privacy and Security - It is important to securely preserve the 
information held in emails, as we may need it to satisfy auditors. This becomes more 
important for industries such as the health care industry.  A few studies have focused on 
information privacy in the context of emails (such as Sipior and Ward 1995; Weisband 
and Reinig 1995; Steven 2004) but clearly more research efforts need to focus on 
privacy-preserving methods such as link analysis, authentication, and cryptographic 
methods. Security of important email transactions is also important as organizations such 
as those operating under the B2B model are required to send encrypted emails to their 
receivers. However, the economic viability of this option needs to be well understood and 
studied. 
5.  Email Phishing - The word “phishing” first appeared in a hacker newsletter 
"2600 Magazine” (1996) and was coined by some crackers attempting to steal accounts 
8from unsuspecting AOL members. The term really refers to online imposters who use 
various social engineering and technical subterfuges to steal users’ information(- 2006). 
Webster’s Dictionary also provides a more detailed definition: “The practice of luring 
unsuspecting Internet users to a fake Web site by using authentic-looking email with the 
real organization's logo, in an attempt to steal passwords, financial or personal 
information, or introduce a virus attack; the creation of a Web site replica for fooling 
unsuspecting Internet users into submitting personal or financial information or 
passwords.” (Webster's New Millennium Dictionary of English, Preview Edition (v 
0.9.6)). Phishing reports received from antiphishing.org revealed that such activities have 
more than doubled since 2006.  More research is needed in the area of fraud and 
deception detection to better understand the problem. 
6.  Pharming, Virus, and Spam - Pharming is a crimeware that misdirects users 
to fraudulent sites or proxy servers, typically through DNS hijacking, DNS poisoning or 
malware (Source: http://www.antiphishing.org/). It has been reported that spam, although 
increasing, is under control due to effective filters, but a relatively new phenomenon is 
starting to take place, which is called SPIM (spam in instant messaging). There is scarce 
research in this area, and substantial efforts need to be focused on it. Also, a virus spread 
through emails offers several opportunities for research. One promising area for future 
work could be to study the pace at which modern viruses can spread in networks.  
 
1.1.2 The Paradox of Emails  
The use of emails within any organization is very complex, and researchers in the 
IS discipline have not yet gained deep enough insight, due to lack of research in the area, 
9to completely explain the phenomenon of organizational email processing. We believe 
that the use of theoretical and conceptual lenses provided by the rich literature on paradox 
in the organization science field will enable us to achieve two goals: first, additional 
insights can be gained that can further explain how knowledge workers process emails 
and second, why there is a need for email management. But before we begin to apply the 
concept of “paradox” to explain the email processing behavior of knowledge workers, we 
need to clearly understand what it means. The term “paradox” has been defined in several 
ways within the organization science literature. For example, Rosen (1994) defines 
paradox as “dynamic tensions of juxtaposed opposites.” In another study, Ford and 
Backoff (1988)  defined paradox as “some ‘thing’ that is constructed by individuals when 
oppositional tendencies are brought into recognizable proximity through reflection or 
interaction.” According to Ford and Backoff, “paradoxes may serve as useful conceptual 
tools that extend our capabilities beyond the limits imposed by formal logic.” These 
definitions have an approximately similar meaning at the core but there is no consensus 
as to which one is better than the other. We adopt a very neutral stance at this point and, 
without getting into the analysis of the lingering debate in this area and the process of 
explaining the nitty-gritty details of these definitions, we start by providing some 
evidence that can explain the presence of paradox in a knowledge worker’s email 
processing behavior. 
Organizations often provide incentives for collaborating within groups and for 
working toward achieving the overall group or organizational goals. Effectively and 
efficiently communicating through emails often becomes very important since a majority 
of collaborative work, deadline accomplishments, and idea exchanges occur through 
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emails. This is a common phenomenon within the communities of practice (Huberman 
and Hogg 1995). So communicating with workers is encouraged and rewarded on the one 
hand, but at the same time, it also consumes a worker’s time and energy resources. In 
many cases, the information contained in the email is of high utility for the requesting 
party but not of as much use for the responding party. Despite this lack of importance, the 
responding party is inclined, if not forced, to respond in a timely fashion to the email in 
order to maintain group cohesiveness and overall organizational goals. On the other hand, 
workers are rewarded for their individual performances, i.e. they are recognized for their 
individual accomplishment of tasks and goals, which may not always be in line with the 
group or organizational goals. They can use the time to perform tasks for which they will 
be directly recognized rather than in helping a colleague accomplish the task for which 
they may not be directly rewarded. Therefore, not providing a timely response to a 
particular query which is not of much use to the responding party (the original email’s 
receiver), can be advantageous in the short term. Here, the responding party is marred by 
a paradox of whether to respond to a sender’s email when the response may not be useful 
to the responder.  
Another puzzle associated with the use of email is the issue of timing, i.e., when 
to respond to an email, if it has to be responded to at all. Speedy responses to emails often 
give the perception that the person is very efficient, diligent, and always accessible, but at 
the same time, a knowledge worker’s primary task suffers due to the diversion of 
attention to emails. Assigning a relatively higher priority to email processing motivates 
workers to constantly check their inbox, which leads to frequent interruptions and 
possibly reduced performance on primary tasks. Trying to be on top of emails at all times 
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can not only become  very taxing to workers but  also lead to  problems such as attention 
deficit disorder, stress, lost productivity, and addiction to technology (Hallowell 2005) . 
On the other hand, providing a slow response to an email can mean retaining more 
flexibility in terms of when to process email and having more time for reducing the errors 
in emails. Thus, a slower response not only helps to improve the quality of the email 
response but also reduces the number of interruptions for the receiver since slower 
processing does not require constant inbox checking. At the same time, a slow response 
gives the impression that the worker (email responder) is less efficient. It also increases 
the response time of emails but decreases the completion time of primary tasks. Complex 
and opposing forces are in action here, which leads to paradox.  
Another example of paradox with the use of emails occurs when knowledge 
workers prioritize their emails. Prioritizing emails leads to the problem of inclusion and 
exclusion. In the process of prioritization, what workers essentially do is to satisfy a few 
recipients on the high priority list and potentially upset a few who are on the lower 
priority list of email. Recipients are relatively more satisfied if they are included in the 
higher priority email list and relatively less satisfied if they are excluded from it. Such 
priority decisions are often based on one’s knowledge and experience, and are not always 
guaranteed to be hundred percent correct when the volume of information to be processed 
by a knowledge worker increases, as the knowledge worker  may miss important cues or 
information necessary for correct classification. So whether to prioritize is an issue that 
often leads to paradox within email processing. 
Yet another example of paradox occurs when a conflicting issue is being 
discussed through email. We know that email is a lean medium and that during an email 
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exchange, due to the text nature of email, information cues can be lost which can 
completely change the meaning of the entire message. In spite of a knowledge worker’s 
having a complete knowledge of this possibility, heated debates still occur through email, 
leading to further escalation of conflicts and flame wars. Such topics are better dealt with 
when discussed in a face-to-face environment. Emails can not only help to build 
relationships faster but can also contribute to the faster spread of conflict. A knowledge 
worker often struggles with which issues should be discussed through email, leading to 
paradox.  
These instances and examples confirm the presence of paradox in email 
processing. We now use a framework presented in (Lewis 2000) in the context of emails 
to explain the presence of paradox. Figure 1.3 shows the three components of this 
framework that was developed by Lewis (2000): Tension, reinforcement cycles, and 
email management.  
 
Figure 1.3 Framework for Email Paradox (Lewis 2000) 
1.  Tension – Tension results from the high volume of arriving emails, our 
inability to accomplish timely email processing, overload, burnout, stress, etc. Several 
other things lead to tension in email processing. For example, expecting to be rewarded 
sooner rather than later motivates a person to check email frequently in spite of the 
awareness that checking email only once may reduce the interruption effect or increase 
overall performance; however, we are unable to delay checking email due to the fear of 
Tension  Reinforcement 
Cycle 
Email 
Management 
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missing an opportunity or the eagerness to gain an incentive quickly or to search for more 
information. Such tension leads to the generation of reinforcing cycles. 
2.  Reinforcement cycle – A reinforcement cycle  occurs when we take an action 
to cope  with the tension and in that process we get more entangled in the reinforcing 
cycles or the swirl of the paradox (Lewis 2000). Such cycles occurs when we send 
multiple reminders leading to redundant information and receiver overload, check emails 
frequently, interrupt ourselves frequently, and stop alerts to avoid interruptions and thus 
miss important information.   
3.  Email management – Escaping the power of paradox is difficult because  stopping  
the reinforcing cycles requires counter intuitive reactions (Cameron and Quinn 1988). It 
often requires a change in the way we do something and, therefore, the need for more 
research on email management. This can help a knowledge worker escape the paradox. 
 
1.2 The Research Problem 
Several types of approaches can be taken to address the problems mentioned 
above. For example, spam-related problems can be addressed through advanced filter 
development, security-related problems can be addressed using a more sophisticated 
algorithm, etc. However, it is not the technology that will provide the solution to 
problems such as information overload and interruptions; it is  improvement in  new-
email management practices that is needed to solve these problems (Denning 2002). 
There is a lack of research on email use within organizations, and only a few studies have 
started to focus on the various strategies related to the use of email such as prioritization 
and classification of emails, and timing and frequency of email processing. These email-
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use strategies, if implemented, have the potential to not only improve the way we manage 
our emails but also make the knowledge workers’ overall workday more productive. 
Although all the problems reported earlier are critical and cannot be overlooked in order 
to achieve productivity gains, this dissertation study focuses specifically on two of those 
problems: email overload and email use within organizations. These are the two most 
widespread problems with organizations that have not received sufficient attention from 
IS researchers. Nowadays, workers are overwhelmed by the enormous quantities of 
emails they receive (Denning 2002; Weber 2004; Hallowell 2005; Tassabehji and Vakola 
2005; Antone 2006; Gupta et al. 2006; Paul 2006; Smith 2006; Swartz 2006). In order to 
cope with the increasing number of emails, they continually check for newly arrived 
emails or focus on processing pending emails, which results in either frequent 
interruptions (Jackson et al. 2003; Gupta et al. 2004) or addiction to emails (Adam 2002; 
Hallowell 2005). We previously described several paradoxical reasons for why workers 
tend to frequently respond to emails even though they know the consequences (see 
Section 1.1.2). Interruptions are not generally considered good in the organization science 
and IS literature, and are known to disrupt the routine flow of work (Zellmer-Bruhn 
2003). Presently, knowledge workers use email processing strategies that are as random 
and diverse as their daily work requirements and email arrival patterns. Although the 
importance of routine has been emphasized in several research studies such as Zellmer-
Bruhn (2003), the use of any routine or schedule in the processing of emails is currently 
lacking. Therefore,  senders must wait for responses to their emails without having an 
idea of when to expect those responses (Jennings 2006) . As a result of this anxiety and 
because the completion of several other tasks may be dependent upon the information 
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carried by an awaited response, workers check their inboxes more frequently, thereby 
increasing the number of interruptions. Another related issue is the concept of time 
management. The ‘time’ factor has not been studied well in the IS discipline, and this is 
evident from a recent editorial preface in IRMJ: “Time is a concept that needs to be more 
developed and integrated into Information Technology research” (Saunders 2002).   
This study focuses on all of the above-mentioned dimensions, namely email 
scheduling strategies, work routines, and time, to address the problem of emails (overload 
and use). It proposes a new way of processing emails that may bring about a change in 
the timing and the manner in which emails are processed within organizations. It 
investigates the use of various time-based scheduling approaches for processing emails 
within the organization. This solution approach can potentially reduce the problems of 
email overload, interruptions, addiction, etc. and at the same time, bring more routine and 
order to the email processing culture within organizations. If workers within a group have 
a mutual awareness of one another’s email processing schedules, the number of daily 
email interruptions that they must deal with may be reduced. Workers would also have an 
a priori idea of when they would receive their responses. This information would help 
them schedule their primary tasks and may lead toward a more productive and disciplined 
work environment. However, this proposition must be scientifically tested and verified, 
which is what we set out to achieve in this study. 
 A few studies have focused on timing and routine issues in email management 
and have tried to find optimal email strategies using different approaches. For example, 
Gupta et al. (2006), Yadati (2006) and Greve (2005) recently studied this problem, but 
from a different perspective. Gupta et al. (2006) modeled email strategies using a queuing 
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theory-driven approach whereas Greve (2005) modeled a knowledge worker’s attention 
span. Yadati (2006) used scheduling approach to determine when a knowledge worker 
should switch between primary tasks and emails. But, like all research studies, they also 
have certain limitations. One major limitation is that these studies modeled email 
interruptions as a time penalty, which suggests that a negative connotation is associated 
with processing emails within organizations whereas several research studies (such as 
McManus et al. 2002) reported that an organization derives value through email 
communication. In addition to interruption, rewards in varying proportion are to be 
associated with an email. The reward may be either extrinsic or intrinsic and is usually 
very difficult to measure in terms of one particular measurement unit. For example, an 
email may provide a piece of information that saves time and, at the same time, may 
positively influence different emotions such as mood. Time and emotions, as we know, 
are different constructs and cannot be measured using a single unit. Thus, it is important 
to understand not just the penalties (due to interruptions) associated with various email 
processing strategies but also the various accompanying rewards, to realize the true 
impact of different email processing strategies. To gauge the benefit (or reward) and 
drawbacks associated with the use of different email processing strategies, we look at 
knowledge worker time-effectiveness, value- effectiveness, task completion time, and 
email response time in this study.  
Another major limitation of the earlier research is that it has  focused on only 
individual knowledge workers whereas, in reality, an email always represents interaction 
between two people (a sender and a receiver) or more (such as in a distribution list). It is 
extremely important to analyze the problem at a higher level such as a group, network, or 
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organization level to gain a deeper and broader understanding of the situation. This study, 
therefore, adopts a social network perspective to understand the use of various strategies 
related to the timing and frequency of email processing within a network of knowledge 
workers by identifying the optimal ones.  
Knowledge workers usually belong to several groups or networks (Figure 1.4) and 
interact with members of these groups in various capacities depending upon the nature of 
relationships among them. Figure 1.4 shows that a specific worker may have 
memberships in several groups while involved in various intra- and inter-group email 
exchanges. As a result, complex email interactions take place within these networks, 
which makes the problem more challenging since the outcomes become difficult to 
predict under these circumstances. Focusing on the network level also makes the problem 
more interesting, as we are able to study several network-level parameters and variables. 
For example, an individual knowledge worker, who is a part of a bigger network, may be 
using email processing strategies that reduce his email volume but increases others’ 
volume. Under this scenario, we will be able to study the performance of this particular 
worker but will not be able to understand the side effects of this policy on the whole 
network. Another example is that of time-effectiveness and value-effectiveness, which 
often involve tradeoffs (Ostroff and Schmitt 1993). In the hope of increasing one, the 
other may be compromised. As such hard-to-anticipate network performance measures 
can often have negative correlations, it is important to conduct an analysis at the network 
level and not just at the individual level.  
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Figure 1.4 Email Networks 
These networks can differ in several respects. We consider one such criterion for 
the purpose of our study: network type (in terms of degree of homogeneity). A network is 
called “homogeneous” if all the constituting knowledge workers are of the same type and 
skill and spend almost the same amount of time on emails. We see such types of 
networks when there is an absence of hierarchies, for example, networks of academics, 
friends, etc. A heterogeneous network occurs when knowledge workers are of different 
types and have different email needs. Examples of such networks are more commonly 
seen in organizations where hierarchies are present. A knowledge worker higher in the 
hierarchy may be spending more time on email than a worker at a lower hierarchy level. 
The first research question that we intend to explore is 
Q1. How does the performance of various email processing strategies vary under 
different network types (i.e., homogeneous and heterogeneous)? 
Also, earlier research that focused only on individual knowledge workers has 
shown contradictory results. For example, one stream of studies (Gupta et al. 2004; Greve 
2005) showed that processing emails two to four times a day is the best strategy while 
another study (Venolia 2001) revealed that processing emails once a day is the better 
policy. Still another study (Jackson et al. 2003) found that processing emails eight times a 
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day is a better policy. These results show a lack of consensus as to which policy works 
better at the individual level, let alone at the network level. Further, Gupta et al. (2006) 
noted that the performance of a knowledge worker varies with the email processing 
strategy in use and follows an inverted C-shape when performance and the number of 
email hour slots are plotted for an individual worker. However, the nature of this curve 
remains unexplored in a network setting and when different time-based schedules for 
email processing are used. Thus, the second research question is 
Q2. How does overall network effectiveness change when similar email processing 
strategies are used throughout the network? 
We later develop hypotheses related to each research question. A comparative 
analysis of these policies from an overload and interruptions point-of-view is conducted 
to understand their relative impact on the performance of a knowledge worker. 
Simulation and network-modeling concepts are used to study this problem.  
 
1.3 Significance of the Study  
This study has the potential to contribute at a theoretical as well as a practical 
level in several ways. It will lead to a better understanding of how complex email 
interactions that occur within a network of knowledge workers can be managed. A broad 
and deep understanding of email processing within modern work environments is very 
important and there is hardly any theory to guide it. This study lays the foundation for 
building and testing an analytical model of email processing that can provide insights into 
the positive or/and negative impact of various strategies on performance. A rigorous 
bottom-up approach is taken to look at the phenomenon of email overload and 
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interruptions simultaneously in a network setting. This study could have important 
practical significance for organizations in which knowledge workers are spending large 
amounts of time processing email. Developing organization-wide policies to encourage 
users to check their emails on a scheduled basis rather than continually could save 
organizations thousands of hours each year. Such schedules can also be implemented by 
delivering emails to the users’ email boxes periodically rather than continuously. It is also 
conceivable to develop policies that are appropriate for different classes of users.  
This study shows that simulation can provide enormous advantages in studying a 
research problem for which data collection becomes a major challenge due to site 
unavailability, where field or experimental studies are difficult to conduct, and where 
human subjects cannot be utilized easily.   
 
1.4 Layout of Dissertation 
This study is divided into seven chapters. Chapter one has provided a general 
overview of the problems of email, a view from a paradox perspective, the research 
problem, and the objectives of this study. The second chapter discusses the extant 
literature in the areas of email, email networks, information overload in general and 
specifically email overload, interruptions, and email processing strategies. The third 
chapter elaborates on the analytical and the theoretical model developed in this study, and 
presents the research questions and hypotheses. This section also describes the 
development of the research design. The fourth chapter describes the research methods 
used to accomplish the goals of this study: survey, simulation along with parameter 
evaluation, and the validation process. Chapter five describes the model development and 
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implementation. Chapter six focuses on the discussion of results and summarizes the 
important findings of the study along with their theoretical and practical implications. 
Finally, chapter seven talks about limitations and implications for future research.  
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2. REVIEW OF LITERATURE 
This chapter is divided into four sections. The first section provides a 
comprehensive review of research done on emails and the use of emails in the context of 
networks. The second section discusses information overload in general and email 
overload specifically. The third section provides an overview of research on 
interruptions. This section provides information about the process of interruption and 
various costs associated with it. Finally, the fourth section briefly discusses the most 
recent work done on email processing strategies. 
2.1 Emails 
The IDC predicted that the total volume of emails sent in 2006 would exceed 3.5 
billion gigabytes. This, in addition to the numbers cited earlier in Section 1.1.1, highlights 
the growing importance of emails as an indispensable mode of communication within 
organizations. There has been a rich tradition of research on emails in other disciplines 
such as computer science, but email has not been as much of a topic for major research in 
the IS or MS/OR community. Some of the earlier research that focused on emails mainly 
looked at the adoption and use of email technology within organizations. For example, 
one study conducted by Markus (1994) focused on the explanation of the managerial use 
of emails using several social constructs such as sponsorship, socialization, and control. 
Another study by Markus (1994) looked at the negative social consequences of emails.  
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A majority of studies related to emails have looked at the performance variables 
and are restricted to the individual level. But, since emails involve interactions between a 
minimum of two people, studies conducted at the individual level are often able to reveal 
only limited information about complex relationships among workers. A few studies have 
focused on email communication from a network perspective and used social network 
analysis to gain knowledge at the individual as well as network levels. Network 
approaches have proved to be tremendously useful in modeling the information flow 
within the real-world organizations by making certain simplistic assumptions. Such 
assumptions make the problem tractable and make it possible to observe a phenomenon 
that can be as complex as the flow of information within a work environment. Huberman 
and Adamic (2004) and Wu and Huberman et al. (2004) studied the information flow in 
groups using network analysis approaches.  Several other studies on emails have taken a 
different viewpoint. Ahuja and Carley (1999) studied the impact of different network 
structures such as centralization, degree of hierarchy, levels of hierarchy, and different 
task characteristics such as analyzability and variety on the network performance.  
Johnson and Faraj (2005) built an entire simulation model of a knowledge network to 
understand the role of preferential attachment and mutuality in network formation. Some 
studies have aimed to reduce the overload in a networked environment such as virtual 
groups, social spaces like UseNet, and email distribution lists. Sharda et al., for example, 
studied the phenomenon of information overload for group knowledge networks and 
made several propositions to help to reduce the overload for the entire network (Sharda et 
al. 1999). Another field study tried to understand how the volume of communication is 
associated with message complexity in large social spaces (Jones et al. 2004). There is an 
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interesting stream of research focused on understanding the value that an organization 
derives from communicating in a network (Nasrallah et al. 1998; Nasrallah and Levitt 
2001; Nasrallah et al. 2003; Nasrallah 2006), in which the researchers developed a 
formula for calculating this effectiveness of communication that we discuss in more 
detail in Chapter 3. But none of these studies have explicitly looked at the time-
effectiveness and value-effectiveness of these networks simultaneously, which are the 
focus of this study. 
 
2.1.1 Lack of Research on Emails 
In spite of these research efforts, there is still a paucity of information in this area. 
A 2004 editorial in MIS Quarterly recognizes this lack of research on email and calls for 
more IS research in order to better understand the problems associated with email (Weber 
2004). Recognizing the lack of research in this area, a panel session chaired by Ramesh 
Sharda and dealing with the technical and managerial issues surmounting email use was 
hosted at ICIS 2005. The panelists provided perspectives from industry as well as 
academia and discussed various problems in email management, research methodologies 
to address these problems, various research opportunities, and an integrative framework 
for research on email management (Gupta et al. 2006). Also, two special issues on email-
based research utilizing different types of methodologies were recently published, which 
shows that the awareness of this deficiency among IS researchers is being noticed and 
being addressed as well. One special issue  on redesigning and reinventing emails  was 
published in HCI Journal (Whittaker et al. 2005), and the other special issue, which  
focused on mining the Enron corpus for knowledge discovery, was published in 
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Computational and Mathematical Organization Theory (Carley and Skillicorn 2005). An 
article in this issue of the HCI journal (Ducheneaut and Watts 2005) provided a 
comprehensive review of state-of-the-art  email research and proposed a three metaphor-
based taxonomy for categorizing all the previous research on emails: email as a file 
cabinet, email as a production line, and email as a communication genre. A few research 
studies have looked at email as a personal management system (Whittaker et al. 2006) 
and proposed to unify the three functions of task management, personal archiving, and 
contact management. Other efforts also focused on developing and designing emails for 
the 21st century (Kerr and Wilcox 2004). Kerr and Wilcox pointed out that functionalities 
within the email technology have not evolved.  They also pointed out three main 
deficiencies with email technology: lack of context, co-opting of emails, and keeping 
track of too many emails. A few researchers were quick to notice the problems associated 
with the use of emails (such as Denning 1982; Whittaker and Sidner 1996). Before 
describing this in more detail, we provide a brief review of research conducted on 
information overload, since email overload is one of its manifestations.       
 
2.2 Information Overload 
Information overload has been a topic of interdisciplinary research (Wilson 1996) 
where several disciplines such as accounting(for e.g. Chewning and Harrell 1990; Schick 
et al. 1990; Tuttle and Burton 1999), marketing (for e.g. Malhotra et al. 1982; Malhotra 
1984), management science (for e.g. Chervany and Dickson 1974; Hart and Staveland 
1988; Her and Hwang 1989; Xie and Salvendy 2000), and psychology (for e.g. Hancock 
and Meshkati 1988; Rubio et al. 2004) have made significant contributions. Researchers 
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from the IS area have made several important contributions to this area as well (for e.g. 
Ackoff 1967; Simpson and Prusak 1995; Grise and Gallupe 1999; Edmunds and Morris 
2000; Farhoomand and Drury 2002; Speier 2003; Hall and Walton 2004; Eppler and 
Mengis 2005). It has been established that information overload occurs when the 
information to be processed exceeds the information processing capacity of a knowledge 
worker (Galbraith 1974; Speier et al. 1999).  
 
2.2.1 Email Overload 
Email overload is one contributor to the overall information overload of a 
knowledge worker that may occur due to several things such as pending work, prolonged 
meeting hours, and time pressure due to deadlines. The problem of email overload was 
recognized by Denning (1982), who presciently asked, “Who will save the receivers from 
drowning in the rising tide of information so generated?” The phenomenon of email 
overload was later reported in a few other studies (Berghal 1997; Ducheneaut and Bellotti 
2001; Jackson et al. 2001; Jackson et al. 2003). Email overload remains a burgeoning 
problem, and Denning revisited the problem of overload that he originally recognized in 
his 1982 article (2002). Email overload occurs when the cognitive workload created by 
emails exceeds the mental workload capacity, prohibiting the timely processing of 
emails. But it is a very complex phenomenon and has not been clearly understood 
(Bellotti et al. 2005; Gupta et al. 2006). Belloti and colleagues found that it is not only the 
quantity but also the quality of emails that contributes toward overload. One of the 
reasons we are experiencing email overload is that  we are living in an “Attention Deficit 
Economy” where too many things are vying for our attention, which leads to problems 
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such as Attention Deficit Trait (ADT), addiction, and stress (Davenport and Beck 2000; 
Davenport and Beck 2001; Hallowell 2005).  
Our major objective in this study is to develop a better understanding of this 
problem. Many studies have reported the negative impact of emails on productivity 
(Swartz 2006) but have not quantified it. We will focus on the quantification of the 
impact of various strategies of email processing on time-effectiveness, value-
effectiveness as well as overall effectiveness. However, the work environment of 
knowledge workers is nowadays marred by constant interruptions due to emails 
(Ducheneaut and Bellotti 2001). Apart from the loss of productivity mentioned earlier, 
interruptions often tend to increase information overload, an increase that results in a 
knowledge worker’s feeling of “having too much to do and not enough time to do 
it”(Perlow 1999). In the context of emails, frequent interruptions aggravate email 
overload. We will now focus on interruptions before delving into the intricate details of 
the study.  
 
2.3 Interruptions 
Interruptions pose a huge threat to the U.S. economy and have an impact that is 
bigger than usually anticipated. It has been reported that interruptions consume about 28 
percent of the knowledge worker’s day, which leads to 28 billion lost hours per year in 
the United States (Spira and Feintuch 2005). Considering the average cost of $21 per 
hour as reported by the U.S. Department of Labor Bureau of Labor Statistics in its  June 
2005 report, this translates into an annual cost of $588 billion to U.S. companies (Spira 
2005). Interruptions have been defined in several different ways. For example, according 
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to distraction theory, an interruption is defined as “an externally generated, randomly 
occurring, discrete event that breaks the continuity of cognitive focus on a primary task” 
(Corragio 1990). Another definition says that interruptions are incidents or occurrences 
that impede or delay organizational members’ progress on work tasks (Jett and George 
2003). In Jett and George’s (2003) study, four major types of interruptions were 
proposed: (1) intrusion, (2) break, (3) distraction, and (4) discrepancy. Interruptions 
caused by email fall under the category of intrusion.  An intrusion is normally viewed 
from a time management perspective and is defined as an unexpected and unscheduled 
encounter that interrupts the flow and continuity of an individual’s work, thus bringing 
that work to a temporary halt (Jett and George 2003).  
Although some research on interruptions has been done in disciplines other than 
IS, such as human-computer interaction (HCI), management, and cognitive psychology, it 
is still an under-researched area from the IS perspective. However, the focus of these 
studies has been slightly different. For example, related research within the field of HCI 
has mainly focused on developing interfaces to reduce the cognitive overload and 
interruptions (for example, see McFarlane 2002). Our intention is not to provide a 
comprehensive review of all the work that has been done in the area of interruptions. For 
readers who are interested in the complete overview of research in this area, we suggest a 
useful online resource that is regularly updated and available at 
http://www.interruptions.net/. Our focus is only on the studies that are most relevant to 
the problem that we are studying here. A few authors from IS and other disciplines have 
started to study the interruptive nature of technologies such as email and instant 
messaging on primary task performance (for example, Speier et al. 1999; Cutrell et al. 
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2000; Czerwinski et al. 2000; Speier 2003) and suggested that the intensity of the 
interruption effect, among several things, depends upon the point at which the primary 
task gets interrupted and also on the degree of complexity of the primary tasks. They 
found that interruptions had less of an impact when a task was interrupted earlier in the 
processing stages. For example, a task interrupted during its planning phase will have a 
relatively smaller penalty attached to it than a task that is interrupted during later stages, 
typically called the execution and evaluation phases (Czerwinski et al. 2000).  
 
2.3.1 The Cost and Process of Interruptions 
Jackson and colleagues conducted a few studies to understand the cost of email 
interruptions in organizations (Jackson et al. 2001; Jackson et al. 2003). They found that 
the overall interruption effect of email is greater than that caused by phone calls, and 
reported several important parameters on the time lags created due to these interruptions 
resulting from emails. They videotaped and observed several knowledge workers in a 
British organization for a certain time period and found that it takes an average of one 
minute and forty-four seconds to react to a new email by activating the email application. 
The time needed to switch from a current work medium to the email medium is often 
referred to as switching time interruption lag (Trafton et al. 2003). A knowledge worker 
spends extra time to restart a task interrupted by email due to re-immersion. The recovery 
time due to interruptions caused by email is also referred to as resumption lag (Trafton et 
al. 2003) or penalty. This penalty has been reported to be about 64 seconds per 
interruption (Jackson et al. 2001; Jackson et al. 2003). According to these authors, , 
although this time may appear to be small, the cumulative interruption and resumption 
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lags become large due to the large number of messages arriving everyday. These lags 
have the potential to increase the non-value-added time of a knowledge worker and 
decrease the knowledge worker’s time-effectiveness. Figure 2.1 describes the process of 
interruptions graphically and in more detail. When an interruption arrives, a knowledge 
worker is preempted from a primary task. After spending a small switching time (IL), the 
worker starts to process the interrupt. Once the processing on the interrupt is over, 
workers spend a small recall time (RL) before they can resume their previously 
interrupted task. 
Figure 2.1 The Process of Interruption (Trafton et al. 2003) 
Various theories of interruption have been proposed from cognitive psychology, 
such as consolidation (decay) theory, interference theory, and forgetting as discrimination 
(for a detailed treatment, please see Neath and Surprenant 2002). A few other theories 
have also tried to evaluate the effect of these interruptions either quantitatively or 
qualitatively. For example, the residual memory of a person after a break is considered to 
be a function of length of break and the performance time immediately after the break 
(Steedman 1970). Carlson and Rowe (1976) developed a learning-forgetting-learning 
curve and suggested that the forgetting curve is of exponential form. A study looked at 
the effects of interrupting a learning process (Bailey 1989) and developed a measure for 
evaluating the effect of forgetting that occurs due to learning in terms of time lost. 
Interrupt arrives
IL + Interrupt 
processing
Interrupt 
departs 
Before Preemption After Preemption RL 
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Carlson and Rowe suggested that the time lost due to forgetting is the difference between 
the total actual performance time and the time predicted by the learning curve. However, 
the learning-forgetting and relearning curve based on Wright’s power function (Wright 
1936) has proved to be more time-tested and robust. Ash and Smith-Daniels (1999) 
applied Wright’s power function in a slightly different way to devise and test several 
types of rules for studying the project-scheduling problem in an interruptive work 
environment. But there was a slight difference. Rather than using the learning curve, 
which is primarily downward sloping, they studied proficiency, which is an upward 
sloping curve. We use these modified versions of formulae presented by Ash and Smith-
Daniels (1999) to understand proficiency in this study and provide a more detailed 
description later in Section 3.  
 
2.4 Prior Research on Email Management Strategies 
A few studies have focused on email processing strategies. The study conducted 
by Jackson suggests that knowledge workers should check email every 45 minutes 
(approximately eight times a day). However, these studies do not consider the content 
complexity of the primary task or other factors that may impact choice of timing. Another 
study reported that processing emails once a day is the best strategy (Venolia 2001). The 
finding of  these studies contradicted the results reported in two recently conducted 
studies (Greve 2005; Gupta et al. 2006), which suggest that processing emails two to four 
times a day is the best strategy. However, Greve (2005) and Gupta et al. (2006) have a 
few differences. Greve (2005) modeled the attention of a knowledge worker as an entity 
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whereas Gupta et al. (2006) modeled email as an entity using queuing theory concepts. 
Their performance variables were also different.  
This dissertation study intends to fill the gap in the literature in the following ways: 
1. As recognized earlier in section 2.1, there is a need for more research on emails 
within the IS discipline. We hope this study answers the call. In addition, none of 
the studies conducted earlier have looked at the time-effectiveness and value-
effectiveness of email communication simultaneously, which is the kernel of this 
dissertation.  
2. Most of the studies conducted within the IS discipline have focused on the 
individual level rather than the network level due to the sheer difficulty of 
conducting a network-level study. Earlier studies conducted in this stream of 
research have all focused on individual performance measures. This study fills 
this gap by focusing on the network-level characteristics. 
3. A majority of studies conducted on interruptions and email management are either 
empirical or qualitative in nature, with a few exceptions such as Yadati (2006), 
Greve (2005). Although, we do not claim than one approach is better than the 
other, we adopt a rigorous analytical and modeling based approach to study 
interruptions and overload in the email communication domain at the network 
level. This approach is achieved by developing and adopting (from previous 
work) a strong theoretical and mathematical base which then tends to serve as a 
foundation for the network simulation models.  
The next section describes the theoretical and mathematical foundations of this 
dissertation study. 
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3. RESEARCH MODEL, QUESTIONS, AND HYPOTHESES 
In this section, we describe the research methodology in detail. The first section 
elaborates on the concept of email processing strategies from this study’s perspective. 
These strategies are first described from an individual knowledge worker’s perspective 
and then from a network’s point of view. We then present the mathematical and 
theoretical foundations of the research model along with research questions and 
hypotheses.  
 
3.1 Email Processing Strategies (EPS) 
3.1.1 Individual EPS 
 
According to the Single-Resource theory (Kahneman, 1973), frequently diverting 
resources such as the attention of a knowledge worker to a secondary task (email) 
decreases the performance on the primary task. This theory suggests segregating the time 
during which interruptions and interrupted tasks are given higher priority for processing, 
thus reducing the interaction between interruptions and interrupted tasks. This strategy is 
expected to lead to a better performance on primary tasks. Interruption-related literature 
also confirms that whenever an interruption occurs, switching time as well as recall time 
is spent before the interrupted task is resumed. As the frequency of interruptions 
increases, the cumulative resumption and interruption lags increase as well, thereby 
delaying the completion of the primary tasks.  
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Thus, controlling the timeframe within which email is allowed to interrupt can 
reduce the number of interruptions, thereby reducing the cumulative switching and recall 
time. Such controls also allow for better attention allocation, which is a scarce resource in 
modern organizations (Davenport and Beck 2000).  
To establish such a timeframe, we introduce the notion of “email hour” and “non-
email hour.” The overall knowledge work hours in a particular workday can be split into 
two categories: one during which email is given the highest priority, termed “email-
hour,” and the other during which primary tasks are given the highest priority, termed 
“non-email hour.” All the email processing strategies that we introduce have the same 
overall email hour length per work day (  ) for a particular knowledge worker, but they 
differ in terms of the number of email hour slots ( ) and length of each email hour slot 
(	 ) within each policy. The overall email hour length (  ) is a product of the number of 
email hour slots ( ) and the length of each email hour slot (	 ). Thus, 
	×= (1) 
The value of  signifies the total time for which a knowledge worker prioritizes 
email processing per work day. Variations in the value of  also represent different 
types of knowledge workers depending upon the extent of their email processing 
requirements. A recent survey (American Management Association, 2004) reported on 
various time statistics regarding the amount of time a knowledge worker usually spends 
on email. We use these statistics to classify knowledge workers on the basis of their 
dependency on email communication. Knowledge workers can broadly be categorized 
into four types: very high users of email, high users, low users, and very low users. “Very 
high” users spend an average of four hours per workday processing email (  = 4 hrs.), 
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“high” users spend three hours (  = 3 hrs.), “low” users spend two hours (  = 2 hrs.) 
and “very low” users spend one hour (  = 1 hr.). “Very high” and “high” users of email 
generally represent workers with a higher need for communicating at work, e.g. 
executives, CEOs, distribution and marketing managers, sales personnel, programmers, 
developers, engineers, educators, workers at virtual and geographically dispersed 
organizations, and those who belong to middle or higher organizational hierarchy. “Low” 
and “very low” users of email are knowledge workers with fewer communication 
requirements or those who are typically lower in the organizational hierarchy, e.g. office 
assistants and analysts. For the purpose of this study, we restrict our focus to two types of 
knowledge workers: high users of email (  = 3 hrs.) and low users of email (  = 1
hr.). Different combinations of “ ” and “	 ” values lead to different EPSs. For a 
particular type of knowledge worker (either low or high users of email), the different 
EPSs that we compare have same values of  but differ in terms of the values of 
and	 . Although Table 3.1 summarizes six EPSs, this study focuses on only three of 
them. C1 lies on one end of the spectrum, and C lies on the opposite end of the spectrum. 
In other words, EPSs ranging from C1 to C represent the complete range of all processing 
strategies that can be used by any knowledge worker. Under the C1 policy, knowledge 
workers process their email in a single batch. Thus, it comprises one email hour slot (
= 1) of length 2 hours (	 = 2) for low users of email and 3 hours for high users of email 
((	 = 3). On the other hand, the C policy represents continual processing of emails, i.e. 
emails are processed as soon as they arrive. A knowledge worker working on a primary 
task keeps up with the flow of incoming messages by processing them immediately, as 
the C policy is adopted. Although the concept of email hours does not hold here, as 
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emails are given priority throughout the day, this policy can have the numbers of email 
hours as large as the number of arriving emails. 
Four other variations of EPSs are considered when the processing of email is 
scheduled at particular times of the day. In the C2 policy, the entire length of email hours 
is divided into two time slots ( = 2). In the C4 policy, email hours are split into four 
time slots of equal duration ( = 4). C6 has six email hour slots. Processing email every 
45 minutes is approximately equivalent to eight email-hour slots. C8 is suggested as the 
best policy by Jackson et al. (2003). One thing that we will note with all these policies is 
that as the number of email-hour slots ( ) increases, the time-length of each slot (	 )
decreases, and that ultimately brings an EPS closer to the continual policy (C).  
 
Length of Each Email Hour Slot No. of Email-
Hour Slots 
Low Users of 
Email (  = 1 hr)
High Users of 
Email (  = 3 hrs)
EPS Description
 L	 H	 EPS Processing 
Emails 
1 1 3 C1 Once a day 
2 0.5 1.5 C2 Twice a day 
4 0.25 0.75 C4 Thrice a day 
6 0.1666 0.5 C6 Four times a day
8 0.1333 0.25 C8 Eight times a day
NA NA NA C Continuously 
Table 3.1 Number of Slots and Time Spent in Processing Email under Low and 
High EPS 
Of course, there are other potential policies for email processing, such as C3, C7, 
and C9, but they have been excluded from the evaluative procedure adopted in this study. 
It was necessary to keep the scope of the study to a manageable level and to allow us to 
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focus on policies that differed most from one another. As the value of  increases, the 
value of 	 decreases for each policy. Thus, the value of	 approaches zero as 
approaches infinity.   
Our postulation, which we later test, is that the performance of a knowledge 
worker is a function of one of the two variables,  and	 , that can take different values. 
The value of 	 can be known from the chosen value of . We believe that the number of 
interruptions can be altered by using the proper number of email hour slots.  
 
3.1.2 Network (or Group) EPSs 
 
In the previous section, we discussed EPSs at the individual level. We will now 
elaborate on the use of EPSs at the social network level, which is the focus of this 
dissertation. A network is made up of several knowledge workers. We propose a network 
classification criterion based on the composition of the network for the purpose of our 
study. Depending upon whether the email processing load of knowledge workers within a 
network is similar, we classify networks into two types: homogeneous email networks 
(HEN) and heterogeneous email networks (XHEN). When all the knowledge workers 
within a network have a similar email processing requirement, it is referred to as a 
“homogeneous email network” (HEN). Such types of networks can usually be spotted 
where hierarchies may not be present. These networks are also seen where each 
knowledge worker contributes almost equally to the information sharing and, thus, has a 
similar email processing requirement. Examples of such a network include networks 
involved in brainstorming, idea generation, etc. We may also see such networks in flat 
hierarchical organizations, clubs, networks of friends, etc. In the other type of network, 
38
knowledge workers have different email processing requirements or loads; this network 
is referred to as a “heterogeneous email network” (XHEN). Such types of networks are 
more common in organizations than HEN. In such networks certain knowledge workers 
within the network play a more important role than others or certain workers have a 
higher need for exchanging emails than other workers. Examples include networks of 
workers involved in a project. Within a project, we generally have hierarchies where 
people at different levels have different needs for email processing. Both types of 
networks can be visualized as comprising several groups or sub-networks. These groups 
may have overlapping members. We ignore group affiliations in this study and, hence, 
assume that knowledge workers belong to only one group. They cannot belong to two 
groups simultaneously. We also assume that these networks are not evolving but have 
actually attained a stable or an equilibrium state. Thus, all the types of HEN and XHEN 
that we study have existed for time periods long enough so as not to undergo any drastic 
fluctuations in their email volume, thereby implying that their group memberships are 
permanent for the duration of the study. We introduce five new variables ‘x’, ‘y’, ‘u’, ‘w’ 
and ‘g’ to help describe different network configurations that may arise as a result of 
combinations of different types of networks and different types of EPSs. We define these 
five variables as follows: 
x = {Set of all the different groups or combinations of groups present in the network, 
order being important} 
y = {Set of all the different policies or policy combinations being used in the network} 
u = {No. of different policies or policy combinations being used in the network} = {1, 2, 
6} 
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w = {No. of different group or group combinations present in the network, order being 
important} = {1, 2} 
g = {Set of all the possible combinations of x and y i.e. (x, y) present in the network at a 
particular time} 
 
Figure 3.1 EPS between Two Groups of Knowledge Workers 
The above variable definitions implies that all the possible combinations of x are 
represented by {(X1), (X2), (X1, X2), ( X2, X1)}and all the possible combinations of y are 
represented by {(C1), (C2), (C4), (C6), (C8), (CN), (C1-C2), (C1-C4), (C1-C6), (C1-C8), 
(C1-CN), (C2-C4), (C2-C6), (C2-C8), (C2-CN), (C4-C6), (C4-C8), (C4-CN), (C6-C8), 
(C6-CN), (C8-CN), (C1,C2, C4, C6, C8, CN)}. We have considered the existence of two 
groups at the most within a network (Figure 3.1). When the whole network uses one 
single policy, i.e. u=1, then we have the six EPSs (red-colored cells) that a knowledge 
worker may choose from. This results in a total of 24 comparisons for both w=1 and w=2. 
For w= 2, the set has two possible groupings: (X1, X2) and (X2, X1). As we might notice, 
the order is very important and needs to be incorporated in the study. As an example, for 
CN C8C6C4C2C1
C1 
C2 
C4 
C6 
C8 
CN 
Different EPS 
Different EPS 
Same EPS 
Group1 
Group 2 
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(C1-C2) EPS, in one combination  X1 uses C1 and X2 uses C2, and the other combination 
that can result is that X1 uses C2 and X2 uses C1. There are 30 cells that represent the use 
of two EPSs in two groups. Similarly, there are 30 comparisons for HEN, which makes 
the total number of comparisons for groups using two policies equal to 60. Finally, for 
networks using six policies, we perform three comparisons: two for HEN and one for 
XHEN. A network that uses six policies is like a “random” policy use and resembles 
what we presently see in organizations. Under this scenario, each member of the group 
may use any of the six EPSs. Overall, 87 comparisons, defines the entire set of “g”.  
Many HEN and XHEN types of networks can be of different dimensions in reality 
and can also have varying proportions of members within their groups.  For instance, in 
one particular network, only 10 percent of its members may be high users of email, 
whereas another network may have as high as 90 percent of its members who are high 
users of emails. In order to restrict our focus and to keep the number of comparisons 
within a manageable scope, we assume that all the HEN and XHEN are of the same 
dimension and have an equal number of high users and low users of email.  
Also from (1), we can derive the total length of email priority hours for the entire 
network. For a network comprising “N” number of knowledge workers, the total length 
of email priority hours is given by: 
( ) ( )
==
×==
N
i
ii
N
i
iEPS
T
11
	 . (2) 
Where, “i” represents a particular knowledge worker.  
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3.2 Theoretical Model 
The essence of all the types of EPSs being evaluated lies in how they differ in the 
timing and length of their email hour slots. Several editorial notes, special journal issues, 
and other recently published articles have identified “time” as an important factor to 
consider. For example, the Academy of Management Review had a special issue (Vol. 
26, No. 4) about using time as a new research lens. In another editorial preface, there was 
a call for more time-based research in the Information  Technology (IT) discipline 
(Saunders 2002): “time is a concept that needs to be more fully developed and integrated 
into IT research.”  
Although some preliminary studies have explored the impact that individual EPSs 
have on knowledge worker performance, it remains to be explored at the network level 
when complex patterns of email exchanges are involved. Hence, one research question 
that we set out to investigate in this study is: 
Q1. What is the impact of different email processing strategies (EPSs) on the overall 
network performance? 
Time-effectiveness and value-effectiveness are two important measures for 
understanding the performance of an organization or investigating the process of 
information exchange through different technologies such as emails within a network. A 
majority of the time, these terms are mistakenly used simultaneously and 
interchangeably. As a result, organizations often tend to focus on only one of the 
measures of systems’ performance, i.e. either effectiveness with respect to time or 
effectiveness with respect to value attained, but not both. Such a restricted focus does not 
give us a complete insight into the organizational process of information exchange 
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through emails. For example, it is important not only  to be time-effective by meeting the 
project deadline and not spending time on non-value added activities, but also to be 
value-effective, which can be achieved by performing project-related activities the 
correct way. It is difficult, but very important, to achieve both as they involve a tradeoff, 
and one often comes at the expense of the other (Ostroff and Schmitt 1993). In this study, 
we want to understand the impact of EPSs not only on time-effectiveness but also on 
value-effectiveness. Organization science literature has reported distinct and clearly 
defined definitions of these two terms. Time-effectiveness, often referred to as efficiency, 
is generally defined as the ratio of output to input. On the other hand, value-effectiveness 
is derived from the benefit attained from the timely exchange of information contained 
within an email. 
There is a lack of consensus among studies that tried to identify the best email 
processing strategies. For example, a few studies conducted by a research group proposed 
that email should be processed no more than every 45 minutes to increase employee 
productivity in the workplace(Jackson et al. 2003). Another study argued that processing 
email once per workday is a better policy than continual processing (Venolia 2001), 
whereas a set of studies  by another group revealed that processing email two to four 
times a day is the optimal policy (Gupta et al. 2006). Besides the lack of general 
agreement among prior research findings, the policies mentioned above do not represent 
the entire range of policies that a knowledge worker might be able to use effectively, with 
respect to time and value, in managing emails and primary tasks.  
Also, these studies have focused on individual knowledge workers and have 
ignored the network aspects. It is not clear how these “strategies” would behave in a 
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group or network setting, and it would be very useful to cluster these strategies on the 
basis of their time and value effectiveness. Some may be time-effective and value-
efficient, time-effective but not value-efficient, efficient but not effective or neither. 
Figure 3.2 shows such a classification in four quadrants. This classification will serve as a 
useful tool to help knowledge workers in deciding what policy best suits their working 
environment. 
 
Figure 3.2 Framework for Time-Value Effectiveness of Email 
 
This study analyzes the impact of various email processing strategies on network 
level performance variables across different levels of network structure. Four 
performance variables investigated in the study are overall time-effectiveness, overall 
value-effectiveness, average task completion time and average email response time. The 
two levels of EPSs that we look at are rhythmic policies vs. arrhythmic policies, and the 
two levels of network structures are homogeneous networks vs. heterogeneous networks. 
Figure 3.3 presents the main research model. 
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Figure 3.3 Theoretical Research Model 
A few studies have emphasized the importance of routines and regularities in our 
daily work schedules. It is well established that the absence of routines and schedules has  
a negative impact on performance, but there is a lack of research and understanding of  
habitual group routines (Gersick and Hackman 1990). Gersick and Hackman suggested 
that for a group of workers to perform better, it is important not to have dysfunctional 
time-related group routines. However,  the absence of routines leads to an increase in the 
number of interruptions at the organizational level (Zellmer-Bruhn 2003). One way in 
which this problem is manifested is through self-interruptions. Workers self interrupt 
when they randomly check emails. Such interruptions  happen when workers use a 
strategy that has a higher number of email hour slots (Gupta et al. 2006). For example, 
when workers use a continual strategy (C) to process their email, they interrupt 
themselves more than if they use a C1 policy. The problems become more serious when a 
group or network is involved, as in this study. Knowledge workers who do not use a 
routine policy tend to cause more interruptions to other group members because they 
send emails randomly. Thus, workers within such networks are unable to develop an 
expectation of when the new information will arrive. Therefore some  rhythm in the 
processing of email is  a better strategy since workers are  able to schedule their other 
primary tasks (Tyler and Tang. 2003). Another study suggested that time-related norms 
Performance 
Time-Effectiveness 
Value-Effectiveness 
Avg. Task Completion Time 
Avg. Email Response Time 
Email Processing 
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lead to a better understanding of the rhythms of interaction in the workplace (Lawrence et 
al. 2001). This study suggested that these norms hold their meaning when social 
exchange of information (such as email) is involved and that having a shared 
understanding of these norms among the network members leads to better scheduling of 
tasks and fewer interruptions.  
Emails receive higher priority when arrhythmic policies such as a continual EPS 
is used, thereby leading to quicker email responses, but this quicker response comes as a  
compromise with  primary task completion times. This compromise potentially occurs 
because primary tasks are allowed to be interrupted as soon as any email arrives, which 
serves to increase the task completion time. This increase in task completion time implies 
that a greater amount of time is wasted when arrhythmic policies are used, which will 
potentially lead to low effectiveness with respect to time. But it also means that 
arrhythmic policies will result in higher effectiveness with respect to the value that can be 
derived from a particular email exchange since emails are processed relatively quickly 
when such strategies are adopted. The utility that an organization may derive with longer 
response times may be low since the value of the information in the email usually 
diminishes with time. We believe that this will hold true for homogeneous as well as 
heterogeneous types of networks. Hence, we propose following hypotheses:  
 
H1a: Rhythmic EPSs will lead to lower value-effectiveness than Arrhythmic EPSs. 
H1b: Rhythmic EPSs will lead to higher time-effectiveness than Arrhythmic EPSs. 
H1c: Rhythmic EPSs will lead to shorter average task completion times than Arrhythmic 
EPSs. 
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H1d: Rhythmic EPSs will lead to higher average email response times than Arrhythmic 
EPSs. 
Further, a qualitative study (Perlow 1999) looked at the effects of the frequency 
and timing of interruptions on the individual and group productivity of knowledge 
workers. Although the focus of this study was not specifically on the strategies for 
processing emails, the findings were  that neither perfect a-synchronization nor perfect 
synchronization between interrupting and interrupted tasks is good for effective time 
management. This finding leads us to believe that perhaps neither of the extremes is good 
for knowledge workers’ performance and that the optimal policy is somewhere between 
the nearly synchronous and nearly asynchronous email communication. Figure 3.4 shows 
the continuum describing various degrees of synchronicity.  
 
Figure 3.4 Degrees of Synchronicity 
A knowledge worker’s performance may be analogous to an economic order 
quantity  (Wilson 1934). The analogy that we are drawing from the stochastic inventory 
total cost model may provide additional insights into the unexplored relationship between 
the proposed email policies and the performance of knowledge workers in an interruptive 
work environment. The inventory cost model represents the sum (total cost) of at least 
two functions, holding cost and setup cost. With the increase in the lot size, the holding 
cost increases and the setup cost decreases. Similarly, the decrease in a knowledge 
worker’s performance as a result of interruptions can be seen as a function of resulting 
change in the time required to process email (inclusive of waiting time in inbox, 
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Synchronous EPS 
Nearly 
Asynchronous EPS 
Semi-
Synchronous EPS 
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switching time, recall time, etc.) and the increase in the time consumed in processing 
primary tasks. The response time for email (which is analogous to the setup cost in the 
inventory model) decreases, but the primary task completion time (which is analogous to 
the holding cost in the inventory model) increases with the increase in the number of 
email-hour slots (which is analogous to the lot size). This analogy suggests an inverted 
U-shaped relationship between the number of email-hour slots and the effect on a 
knowledge worker’s performance.  
Such U-shaped relationships can also be hypothesized using the economic 
theories related to cost functions. These theories also suggest that the nature of the cost 
function follows a U shape (Varian 1992). There are economies of scale for increasing 
the output rate only to a certain point. If the output rate is increased beyond this point, 
then diseconomies of scale arise. If we use the analogy between the output rate from 
economic cost theories and the number of email-hour slots, then we should arrive at a 
similar conclusion. Hence, the second research question is as follows: 
Q2. How does overall network effectiveness change when similar email processing 
strategies are used throughout the network? 
Hypotheses H3 basically proposes an inverted U-shaped relationship: 
H2: The overall network effectiveness (Eo) at extreme levels (with C1 and C strategies) 
will be lower than that in the middle (with a C4 strategy). 
Thus for a network comprising three knowledge workers, we hypothesize that the 
inverted U-relationship will hold true. 
i.e. Eo ((C1, C1), C1)< Eo ((C4, C4), C4) and Eo((C, C), C )< Eo ((C4, C4), C4) 
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3.3 Analytical Development of Performance Variables 
In the context of this study, time-effectiveness is expressed in terms of time and 
defined as the percent proportion of overall time that is spent on the actual processing of 
primary tasks and emails per day. Actual task completion time is usually smaller than the 
total time spent by the knowledge worker on any given day due to  several non-value-
added components of time, for example due to interruption effects. Since our focus is on 
evaluating performance measures at the network level, we first need to develop an 
expression for the calculation of the overall network time-effectiveness ( ) .
Time-Effectiveness 
Each network can comprise several groups that may or may not have an overlap. 
Assuming that there is no overlap in the group and that the time-effectiveness of each 
group is represented by g , the relationship between the time-effectiveness of the entire 
network and the time-effectiveness of constituting groups can be expressed as below: 
 ( )
=
=
G
g
g
G 1
1  (3) 
Where,  
 Overall network time-effectiveness 
G Total or maximum number of groups in the network 
( )g Time-effectiveness of thg group. A more detailed meaning of the term “group” 
( g ) is presented in section 3.1.2 
Further, group level time-effectiveness for any group can be evaluated using the 
expression below: 
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Where,  
( )gN Total number of knowledge workers belonging to thg group in the network 
D Total number of days for which observation is made 
Therefore, from (3) and (4), we get 
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Where,  
( )gdiTO ,, is the total units of time spent (value added + non-value added) by 
thi knowledge worker belonging to thg group on thd day 
( )gdiTv ,, is the actual units of time spent (value-added component of time) on 
processing primary tasks and emails by thi knowledge worker belonging to thg group on 
thd day 
( )gdimT ,,, is the overall non-value-added component of ( )gdimTO ,,, and represents 
the total non-value-added time spent during the completion of thm task by thi knowledge 
worker belonging to thg group on thd day 
( )gdieTv ,,,1 is a component of ( )gdieTv ,,, and is the total value-added time spent on 
processing emails until the completion of the email by thi knowledge worker belonging 
to thg group on thd day 
50
( )gdimTv ,,,2 is a component of ( )gdiTv ,, and is the total value-added time spent on 
processing primary tasks until the completion of thm task by thi knowledge worker 
belonging to thg group on thd day 
( )dgimTf ,,, is a component of ( )gdiTO ,, and comprises times spent on processing 
emails and time spent on interruption lag. It is defined as the time attributed to the 
forgetting of thm task by thi knowledge worker belonging to thg group on thd day 
( )dgimT ,,,1 is a component of ( )gdimT ,,, and is the total non-value-added time 
spent due to interruption lag until the completion of thi task by thj knowledge worker 
belonging to thg group on thd day 
( )gdimT ,,,2 is a component of ( )gdimT ,,, and is the total non-value-added time 
spent due to recall lag until the completion of thm task by thi knowledge worker belonging 
to thg group on thd day. It can also be represented as the time required to gain lost 
proficiency (Ash and Smith-Daniels 1999)  
2T is the total  resumption time spent by the entire network in D number of days and 
is the summation of  ( )gdimT ,,,2 for D number of days. 
The formalization of all the different components of time, especially the non-
value-added time, is a crucial step here since the entire expression of time-effectiveness is 
based on it. We know from above that the total time spent by all the knowledge workers 
belonging to a network on any given day is the summation of total value-added and non-
value-added times spent by the knowledge worker. As described earlier, each of these 
components has two subcomponents. The value-added time that knowledge workers 
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actually spend on performing the work, i.e., ( )gdiTv ,, comprises the time spent on 
processing emails, i.e. ( )gdieTv ,,,1 and primary tasks, i.e. ( )gdimTv ,,,2 . On the other 
hand, the non-value-added time i.e. ( )gdimT ,,, comprises time accounted for by 
interruption lag denoted by ( )dgimT ,,,1 and resumption lag denoted by ( )gdimT ,,,2 .
Although several other overheads can potentially occur when emails are processed, we 
chose to ignore them in this study as they are more governed by the limitations of the 
underlying technology than by the inefficiencies surrounding the use of emails at work. 
Examples of such overhead activities are deleting junk emails and filing, and organizing 
emails in the inbox.  
The work environment of a knowledge worker usually involves some time-based 
learning. If there is no learning in the job, the work becomes simple enough that it does 
not involve any forgetting. It is very realistic to consider that a knowledge worker is 
working in an environment where time-based learning is involved. In such an 
environment, when a knowledge worker is performing a primary task, an increase in 
proficiency level occurs when the worker spends an increasing amount of time on the 
task. However, during the time when an interrupt is being processed, forgetting also 
occurs and that leads to a loss of proficiency (Carlson and Rowe 1976; Ash and Smith-
Daniels 1999).  
 Only two of our four basic subcomponents of time contribute towards the 
forgetting of a primary task, namely the time spent on processing emails ( )gdieTv ,,,1 and 
the interruption lag time ( )dgimT ,,,1 . These two subcomponents, when added, give the 
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total time for which forgetting occurred, i.e. ( )dgimTf ,,, . The expression below 
describes it mathematically,  
 ( ) ( ) ( )dgimTgdieTgdiT vO ,,,,,,,, += (6) 
 
( ) ( )( ) ( ) ( )( )gdimTdgimTgdimTgdieT vv ,,,,,,,,,,,, 2121  +++=
( ) ( ) ( )( ) ( )gdimTgdieTdgimTgdimT vv ,,,,,,,,,,,, 2112  +++=
( ) ( ) ( )gdimTdgimTgdimT fv ,,,,,,,,, 22 ++= (7) 
Therefore, from (5) and (7), we get 
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(8) 
M Total number of tasks performed per day by thi knowledge worker belonging 
to thg group on thd day. The value of M need not be the same for two knowledge 
workers. 
It is very important to accurately evaluate the time spent on 
recalling ( )gdimT ,,,2 for calculating the overall network time-effectiveness. As has been 
found in earlier research studies, time spent on recalling ( )gdimT ,,,2 depends upon the 
proficiency levels during different timeframes and the learning rate in  the environment 
(Carlson and Rowe 1976; Ash and Smith-Daniels 1999). Using  Wright’s power function 
(Wright 1936), Ash and Smith (1999) deduced various formulae for proficiency during 
the learning, forgetting, and relearning (recall) period. These formulae (equations 9 
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through 12 below) are reproduced from their work without providing proof and after 
some very minor modifications to incorporate the network aspects: 
( ) ( )( )[ ]bvL gdimTgdim 1,,,1100,,, 2 +!=" (9) 
Where 
( )" gdimL ,,, Proficiency gain at the end of a period before forgetting 
( )" gdimF ,,, Proficiency level at the end of preemption time (forgetting period)  
( )" gdimR ,,, Proficiency level at the end of relearning (recall period) 
or Learning rate of the environment and is a constant that is a characteristic of the 
intensity with which forgetting occurs in the work environment. A rate of 1 implies that 
no forgetting takes place at work when interruptions occur, whereas a rate of 0 implies 
that a knowledge worker forgets everything if interruptions occur. The degree of 
forgetting is usually higher with a smaller learning-rate value. Usually values of 0.7, 0.8, 
or 0.9 are encountered.  
b Wright’s power function exponent ( ) ( )2loglog orb =
( ) ( )( ) ( )( )bfLF dgimTgdimgdim 1,,,,,,,,, +"=" (10) 
( ) ( ) [ ] ( )[ ]( )[ ] ( )( )[ ][ ]bbfoFR gdimTgdimTrgdimgdim 1,,,11,,,11100,,,,,, 2 +!×+!++"=" 
(11) 
Solving the above equation for ( )gdimT ,,,2 , we get 
( ) ( ) ( )( ) [ ] ( )[ ]( )[ ]{ } 111,,,11100,,,,,,,,,2 !++!+"!"= b bfoLF gdimTrgdimgdimgdimT
(12) 
Also, the total time spent due to resumption lag is given by the following expression 
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Substituting (12) in the above equation, we get the total value of time lost due to 
interruptions as       
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We can now apply the above proficiency and recall time expressions developed by Ash 
and Smith-Daniels (1999) to evaluate the overall network time-effectiveness derived 
earlier in equation (8).  Upon substituting equation (12) in equation (8), we get the 
complete expression for network-level time-effectiveness as shown in equation (14) 
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Value-Effectiveness 
We base the formulation of value-effectiveness on the work done initially  by 
Huberman and his colleague (Huberman and Hogg 1995) on communities of practice and 
later  developed by Nasrallah and his colleagues on “Interaction Value Analysis” 
frameworks (Nasrallah et al. 1998; Nasrallah and Levitt 2001; Nasrallah et al. 2003; 
Nasrallah 2006) for the mathematical treatment of value-effectiveness in this study. 
Huberman and Hogg mathematically studied group performance as a function of the 
interaction that takes place in a community-of-practice setting. This work was later 
generalized and further developed in several studies by Nasrallah and his colleagues.  
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Formulations developed by Nasrallah and colleagues can be applied to 
understanding and evaluating a network’s value-effectiveness value. In this model, an 
email interaction is considered of high value-effectiveness if an organization derives high 
benefit through the exchange of information contained within an email. In other words, 
we assume that knowledge workers act rationally by exchanging emails and that they 
want to maximize the overall organizational value-effectiveness. According to Nasrallah 
(2003, 2006), the value-effectiveness of a message sent by sender ”i” to receiver ”j” on 
thd day is a function of four factors and can be mathematically described as follows: 
( ) ( ) ( ) ( ) ( )djisdjisdjipdjihdji ,,,,,,,,,, 21 ×××=+ (15) 
Where, 
( )djih ,, Represents the value generated from an email interaction sent by 
thi knowledge worker to thj knowledge worker on thd day.  
( )djip ,, Represents the proportion of thi knowledge worker’s time spent emailing 
thj knowledge worker on thd day 
( )djis ,,1 Represents the probability with which email sent by thi knowledge worker to 
thj knowledge worker on thd day adds value to the organization. Mathematically, 
Nasrallah (2006) described it as below, 
Probability [Email sent by thi knowledge worker to thj knowledge worker on 
thd day adds value to the organization]  
( )
w
r
dji ,×"+
=
,,1
1 (16)                                        
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Where, ,r is the rate at which emails are sent by each worker in the network 
(interaction-seeking process) and w is the rate at which hints are generated by 
each member (value-creating process). 
( )djis ,,2 is a function of the load of the knowledge worker and the urgency of the 
email requested.  
Both of these terms are based on queuing theory concepts. “Load” represents a 
knowledge worker’s utilization and the “urgency” of an email represents the timeframe 
within which, if it is responded to, provides value to the organization and if it is not, does 
not provide value. .  
Assuming that value-effectiveness is additive in nature, the overall value-
effectiveness ( ) of the network can than be defined as the mean of the value-
effectiveness of its constituting groups spanning the timeframe for which observations 
are made. Thus, for observations spanning ‘ D ’ number of days, the overall value-
effectiveness of the network can be written as   
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Therefore, for all i-j pairs of knowledge workers, we can derive the network-level value-
effectiveness function using equations (15) and (17) and after minor subscript 
modifications, 
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For a network of size N, ( )djih ,, will be an (N x N) matrix. The values in this 
matrix show the cardinal values of rankings that each knowledge worker assigns to the 
other. This interaction value is a function of two variables: differentiation within the 
network and diversity within the network. Nasrallah (2003) defined differentiation as the 
ratio of the value of interacting with the favorite versus the value of interacting with the 
least favorite, and diversity is defined as the number of independent skill types possessed 
by parties in the network. One of the assumptions that Nasrallah and colleagues made is 
that differentiation within the network remains the same for all the knowledge workers, 
which means that the ratio for any two consecutively ranked members within the network 
is always consistent. While it would be interesting to study a network having a mix of 
differentiation values,  this study includes only those networks that have the same 
differentiation value through out. Mathematically, the interaction value, as defined in 
Nasrallah (2003), for a sender- receiver pair can be calculated as follows: 
( ) ( )( ) ( )( )1//____1 ,, !!= DiversityibyjofrankingDiversityationDifferentidjih (19) 
Where, the diversity of a network is the highest rank assigned to any knowledge worker 
within the network. 
We need three components to evaluate the interaction values for the entire 
network: the ranking matrix, the differentiation of the network, and the diversity within 
the network. The body of the ranking matrix holds the ranking of a knowledge worker 
“j” (represented in columns) by another knowledge worker “i” (represented in rows). A 
value of one signifies the highest preference given by knowledge worker “i” to 
knowledge worker “j” whereas a rank assignment of four suggests the lowest preference 
due to low skill. A network comprising four knowledge workers having different skill-
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levels derives differing values through email exchanges taking place between each 
sender-receiver pair. If all the knowledge workers within this network are assigned 
integer ranks,  the diversity value for this network is  four since the highest rank assigned 
to/by a particular knowledge worker is four, with the lowest being one. As shown in row 
one of Table 3.2, a rank of four assigned by knowledge worker (KW) 1 to himself means 
that KW1 assigns the least importance to self-addressed emails, whereas KW1 assigns 
the maximum importance to emails received from KW4. Similarly, we can interpret the 
preference rankings assigned by knowledge workers 2, 3 and 4. The ranking assigned by 
KW “j” to communication received by KW “i” need not be the same as that  assigned by 
KW “i” to communication received by KW “j”. We see this happening in reality and 
hence have modeled it in Table 3.2 
Table 3.2 Ranking Matrix (Diversity 4) 
KW1 KW2 KW3 KW4
KW1 4 2 3 1
KW2 2 4 3 1
KW3 3 1 4 2
KW4 3 2 1 4
This rank matrix can now be used to calculate the value that a network of 
knowledge workers derives from any particular pair-wise exchange of emails using 
equation (19). Assuming a homogeneous differentiation value of twenty and a diversity 
value of four, we derive the values that the network will derive when knowledge worker 
“i” processes an email sent by knowledge worker “i” using the ranking values reported 
in the body of Table 3.2. These values are reported in Table 3.3. Rows represent the 
receiver and columns represent the sender. 
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Table 3.3 Interaction Value (h) for differentiation= 20 and diversity=4 
 
KW1 KW2 KW3 KW4
KW1 1 7.368063 2.714418 20
KW2 7.368063 1 2.714418 20
KW3 2.714418 20 1 7.368063
KW4 2.714418 7.368063 20 1
However, there are limitations in the approach adopted by Nasrallah and 
colleagues (2003). For example, their studies do not model the life of an email based on 
time. Equations (15) and (18) used to evaluate the value-effectiveness in this study only 
considers “network-wide” heterogeneity in terms of the skill level of knowledge workers. 
The value derived from a single exchange of email between a pair of knowledge workers 
can depend, in addition to their skill levels, on two other things: 
1) Value of information contained in the email. All the emails sent by a particular sender 
“j” to a particular recipient “i” are not going to be of the same value. Some emails 
sent by “j” to “i” will be of high value, some of moderate value, and some may be of 
low value depending upon the information contained in the email. We may even 
expect to occasionally receive emails of almost negligible value, for example 
forwarded jokes, from a highly skilled sender who would usually send emails of high 
value. It is, therefore, necessary to consider the heterogeneity in the value of 
information carried by the email. Nasrallah’s formulation ignored this and considered 
only the heterogeneity among the skill levels of the workers.  
2) Life of the email. The value of information contained in an email does not always 
remain constant. For example, an email informing the recipient about the start of an 
event (say, a meeting) at 3:00 pm will provide value to the recipient if it is processed 
before 3:00 pm but will not provide any value if it is processed after that time. The 
value that an organization derives from an email exchange occurring between sender 
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“k” and receiver “l” is a function of time. This value remains constant for certain 
time period before it starts to diminish at a certain rate. Finally, beyond a particular 
time period, the email’s value becomes zero. All emails follow a life cycle that 
approximates a sigmoid function but with differing shapes. Although we do not prove 
the above statement empirically, it is based upon the observation of hundreds of 
emails over the past one year. We will leave the empirical validation of this 
assumption for a later study, but the mathematical treatment of this concept is 
provided in section 4.4.   
The life of any email can be said to comprise three phases. During the first phase, 
the value of the email remains constant. If a desired action is taken that leads to the 
temporary resolution of the email while it is still in the first phase, this email provides 
maximum utility, i.e. value to the network. After a time period has elapsed, its value 
starts to diminish at a particular rate. This rate keeps declining until it approaches zero. 
This phase is referred to as the “second” phase of an e-mail’s life. If an email is processed 
during this time, a positive value which is less than the maximum but greater than zero is 
derived. After this phase, an email reaches its third phase, where any action taken on the 
email does not provide any value to the network. This phase could potentially happen for 
several reasons. For example, information contained in the email may not be relevant to 
the receiver anymore, if the email is processed after the event occurs or if the information 
becomes obsolete for other reasons. Figure 3.5 describes how the value of an email 
diminishes with time. 
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Figure 3.5 Email Value vs. Email Life 
Both the above-mentioned variables need to be factored into the value-
effectiveness of the email communication. If the value of information contained in an 
email between an i-j pair on thd day is denoted by ( )djih ,,2 and the time-based value, 
which is a function of the e-mail’s life that the network derives after the email is 
processed on thd day is denoted by ( )djih ,,3 , then the actual value-effectiveness can be 
mathematically expressed as: 
( ) ( ) ( )djihdjihdjihactual ,,,,,, 321 ××=- (20) 
Where, ( )djih ,,1 is the interaction value calculated using Nasrallah’s equation (19).  
One assumption that is implicit here is that all three values in equation (20) are 
multiplicative, else the equation will not hold true. Ideally, the effectiveness derived by 
the organization is always going to be less than or equal to the actual effectiveness 
( actual- ). If ideal- represents the value-effectiveness derived by the network if we were to 
assume that the value of life does not vary with time, then the overall value-effectiveness 
of the entire network could be calculated using the following expression: 
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To summarize, we have combined independent bodies of literature here to 
develop two different formulations, namely time-effectiveness and value-effectiveness. 
We first developed our own expression for evaluating time-effectiveness and then 
integrated it with formulations borrowed from the theory of learning and forgetting. The 
expression for value-effectiveness was derived based on part of the work done by 
Nasrallah and colleagues. We borrowed the concept of interaction value from them and 
contributed two new concepts that are used in evaluating value-effectiveness: the value of 
information contained in any email and the life of an email. Our contribution is also 
unique in that we extended these formulations to include the network aspect of the 
organizations. All the related studies conducted earlier were done primarily at the 
individual level.     
Email Response Time and Task Completion Time 
In addition to time and value effectiveness, two other performance variables are 
being studied here: average task completion time and average email response time. 
Average task completion time is defined as the average amount of time for which a task 
remains with the knowledge worker before it is completed. This time includes also 
includes the entire primary task wait time. Mathematically, it can be expressed as  
 ( ) ( )( ) /!=
d g i m
mmm dgimdgim inout ,,,,,, (22) 
Where,  
( ) dgim
inm
,,, Represents the time at which mth primary task arrives for processing 
at”ith” knowledge worker belonging to “gth” group on “dth” day 
( ) dgim
outm
,,, Represents the time at which the processing on mth primary task that 
arrived at “ith” knowledge worker belonging to “gth” group on “dth” day was completed. 
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/ Represents the total number of primary tasks processed with the network 
 
Finally, average email response time can be defined as the average amount of 
time an email remains with the knowledge worker before a desired action on it such as 
pre-processing, responding, reading, and filing, is completed. It includes the entire inbox 
time of the email until processing on it concludes. Mathematically, it can be expressed as 
 
( ) ( )( )( )
!
0!=
d g ji
eee dgjiedgjie inout ,,,,,,,, (23) 
Where, 
( ) dgji
ine
,,, Represents the time at which eth email was exchanged between “i-j”
knowledge worker pair belonging to “gth” group on “dth” day 
( ) dgji
oute
,,, Represents the time at which the processing on the same eth email that 
was exchanged between “i-j” knowledge worker pair belonging to “gth” group on “dth”
day is completed. 
0 Represents the total number of emails processed within the network.  
 
3.4 Research Design 
This study seeks to understand the influence of two variables, namely network 
structure and email processing strategies, on four different performance variables. Table 
3.4 lists all the factors and their levels that were used in the study. Network structure 
differentiates a network on the basis of whether it is homogeneous or heterogeneous. 
Homogeneous networks can, in turn, be classified into two categories: one where all 
workers have high email processing requirements and the other where all workers have 
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low email processing requirements. Email processing strategies, as described earlier, also 
have three levels: rhythmic same, rhythmic different, and arrhythmic. The performance 
variables are time-effectiveness, value-effectiveness, average task completion time and 
average email response time. Table 3.5 lists all performance variables. 
Table 3.4 Factors Involved in the Study 
 
S. No IV Levels 
HEN-High
HEN-Low 1 Network Stricture 
XHEN 
R-Same 
R-Diff 2 EPS 
AR 
Table 3.5 Performance Variables 
 
S. No DV 
1 Time-effectiveness 
2 Value-effectiveness 
3 Avg. Task completion time 
4 Avg. Email response time 
We developed a full factorial design to study all the scenarios that could 
potentially exist as a result of combinations of all the levels of independent variables. Full 
factorial designs, although time consuming to build and difficult to execute, give results 
that are more robust and have greater external validity since these results account for 
greater variability in the affecting variables. Given an artificial experiment setting, it 
becomes all the more important to consider all possible combination of factors to 
compensate for the lost generalizability. Following is the procedure that we used to 
identify all the strategy and network level combinations devoid of all duplicates and 
redundant combinations: 
A three-step filtering process was employed to identify all the duplicates and 
redundant combinations. In this study, we analyzed a network of three knowledge 
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workers who not only interact with each other through the exchange of emails but also 
interact with the world outside the network. Since this outside world can represent a 
varying and potentially large number of knowledge workers with whom the workers 
within the network exchange emails at any time of the day, it is logical to assume that the 
outside world processes emails more or less continually throughout the day due to the 
lack of control. So our focus is on identifying the complete set of combinations of 
strategies that could be used by the three knowledge workers within the network. In all, 
there are forty-five possible combinations. Table 3.6 shows all such policy strategy 
combinations along with duplicates. Each cell in the table represents a particular policy 
combination. For example, the cell in row one and column three has the value 
“C1C4C4,” which implies that  knowledge workers KW1, KW2 and KW3 use C1, C4, 
and C4 respectively. 
The first step in the filtering process was to remove the duplicate policy-sets from 
the list in Table 3.6 through visual inspection. After the removal of duplicates, the total 
number of distinct policy combinations was reduced to twenty-seven. Table 3.7 lists these 
policy combinations with duplicates having a cross marked against them. 
Table 3.6 Complete Set of Policy Combinations 
 
All 
Policies 
Same Two Policies Same All Policies Different 
C1C1C1 C1C1C C1C4C4 C4C4C C1CC C4CC C1C4C C1C1C4 
C4C4C4 C1CC1 C1C4C4 C4CC4 C1CC C4CC C1CC4 C1C4C1 
CCC C1C1C C4C1C4 C4C4C CC1C CC4C C4C1C C1C1C4 
C1CC1 C4C4C1 C4CC4 CCC1 CCC4 C4CC1 C1C4C1 
CC1C1 C4C1C4 CC4C4 CC1C CC4C CC1C4 C4C1C1 
CC1C1 C4C4C1 CC4C4 CCC1 CCC4 CC4C1 C4C1C1 
The second and third step in the filtration process involved the simultaneous use 
of two rules, a policy-filter rule and an affiliation-filter rule. The criterion that is 
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evaluated in the policy filter rule is to check whether the policy combinations meet the 
requirements specified within the definitions of rhythmic-same, rhythmic-different, and 
arrhythmic policies. The affiliation filter assesses whether the group or network 
definitions described in the earlier section hold true for a particular policy combination.  
Table 3.7 Policy Combinations with Duplicates Identified 
 
S. No Policy Duplicates 
24 C4-C1-C4 X 
25 C4-C4-C1 X 
26 C4-C1-C4  
27 C4-C4-C1  
28 C4-C4-C  
29 C4-C-C4  
30 C4-C4-C X 
31 C4-C-C4 X 
32 C-C4-C4 X 
33 C-C4-C4  
34 C1-C-C  
35 C1-C-C X 
36 C-C1-C X 
37 C-C-C1 X 
38 C-C1-C  
39 C-C-C1  
40 C4-C-C  
41 C4-C-C X 
42 C-C4-C X 
43 C-C-C4 X 
44 C-C4-C  
45 C-C-C4  
The last column in Tables 3.8 and 3.9 represents the set of strategy combinations 
that meet both the filter tests. The last column reports those combinations that pass 
through all the filters. Table 3.8 represents the selected policy combinations for 
homogeneous networks of high as well as low type. For example, the policy-set in the 
row with serial no. 1, i.e. C1-C1-C1, is selected since it passes the policy filter (P) as well 
as the affiliation filter (PA). This strategy set meets the policy filter test because all the 
S. No Policy Duplicates 
1 C1-C1-C1  
2 C4-C4-C4  
3 C-C-C  
4 C1-C4-C  
5 C1-C-C4  
6 C4-C1-C  
7 C4-C-C1  
8 C-C1-C4  
9 C-C4-C1  
10 C1-C1-C4  
11 C1-C4-C1  
12 C1-C1-C4 X 
13 C1-C4-C1 X 
14 C4-C1-C1 X 
15 C4-C1-C1  
16 C1-C1-C  
17 C1-C-C1  
18 C1-C1-C X 
19 C1-C-C1 X 
20 C-C1-C1 X 
21 C-C1-C1  
22 C1-C4-C4  
23 C1-C4-C4 X 
67
strategies in this combination are rhythmic, whereas it meets the affiliation test because 
all the strategies within and across groups are same. Similarly, Table 3.9 represents the 
selected strategy combinations for a heterogeneous type of network. For example, the 
policy set in the row with serial no. 10, i.e. C1-C1-C4, passes  the policy filter since all 
the policies in this set are rhythmic in nature and it passes  the affiliation filter since 
within-group strategies  are the same but across-group strategies  are different. Using 
similar logic, we identify the complete set of strategy policy combinations that meet all 
the selection criteria. 
 
Table 3.8 Policy and Affiliation filter for HEN- High and Low 
Rhy same Rhy Different AR Selected
S. No Policy Policy filter Affiliation filter Policy filter Affiliation filter Policy filter Affiliation filter
1 C1-C1-C1 P PA yes
2 C4-C4-C4 P PA yes
3 C-C-C P PA yes
4 C1-C4-C P PA yes
5 C1-C-C4 P
6 C4-C1-C P
7 C4-C-C1 P
8 C-C1-C4 P
9 C-C4-C1 P
10 C1-C1-C4 P PA yes
11 C1-C4-C1
12 C4-C1-C1
13 C1-C1-C P PA yes
14 C1-C-C1
15 C-C1-C1
16 C1-C4-C4
17 C4-C1-C4
18 C4-C4-C1 P PA yes
19 C4-C4-C P PA yes
20 C4-C-C4
21 C-C4-C4
22 C1-C-C
23 C-C1-C
24 C-C-C1 P PA yes
25 C4-C-C
26 C-C4-C
27 C-C-C4 P PA yes
Table 3.10 (a, b, c) summarizes all the selected policy combinations that passed 
the three filters, the duplication filter (conducted through visual inspection), the policy 
filter, and the affiliation filter, for each of the three types of networks. These 
combinations serve as different scenarios for comparative purposes in this study. Once, 
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we have identified all the scenarios that need to be studied, it becomes easier to classify 
them into different factors. We identified ten distinct scenarios for HEN-Low, ten for 
HEN-High and eighteen for XHEN. 
 
Table 3.9 Policy and Affiliation Filters for XHEN 
Rhy same Rhy Different AR
S. No Policy Policy filter Affiliation filter Policy filter Affiliation filter Policy filter Affiliation filter Selected
1 C1-C1-C1 P PA yes
2 C4-C4-C4 P PA yes
3 C-C-C P PA yes
4 C1-C4-C P PA yes
5 C1-C-C4 P PA yes
6 C4-C1-C P
7 C4-C-C1 P PA yes
8 C-C1-C4 P
9 C-C4-C1 P
10 C1-C1-C4 P PA yes
11 C1-C4-C1 PA yes
12 C4-C1-C1
13 C1-C1-C P PA yes
14 C1-C-C1 PA yes
15 C-C1-C1
16 C1-C4-C4
17 C4-C1-C4 PA yes
18 C4-C4-C1 P PA yes
19 C4-C4-C P PA yes
20 C4-C-C4 PA yes
21 C-C4-C4
22 C1-C-C
23 C-C1-C PA yes
24 C-C-C1 P PA yes
25 C4-C-C PA yes
26 C-C4-C
27 C-C-C4 P PA yes
Table 3.10 (a) Policies for HEN: Low Type of Network 
 
Scenario Network Structure EPS
Group 2 OW Group 2 OW
KW1 KW2 KW3 KW4 KW1 KW2 KW3 KW4
1 HEN 1 1 1 1 Rhy-Same C1 C1 C1 C
2 HEN 1 1 1 1 Rhy-Same C4 C4 C4 C
3 HEN 1 1 1 1 Rhy-Differerent C1 C1 C4 C
4 HEN 1 1 1 1 Rhy-Differerent C1 C1 C C
5 HEN 1 1 1 1 Rhy-Differerent C4 C4 C1 C
6 HEN 1 1 1 1 Rhy-Differerent C4 C4 C C
7 HEN 1 1 1 1 Rhy-Differerent C C C1 C
8 HEN 1 1 1 1 Rhy-Differerent C C C4 C
9 HEN 1 1 1 1 Arrhythmic C1 C4 C C
Total E-hrs spent by Email Policy used 
Group 1 Group 1
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Table 3.10 (b) Policies for HEN: High Type of Network 
 
Scenario Network Structure EPS
Group 2 OW Group 2 OW
KW1 KW2 KW3 KW4 KW1 KW2 KW3 KW4
1 HEN 3 3 3 3 Rhy-Same C1 C1 C1 C
2 HEN 3 3 3 3 Rhy-Same C4 C4 C4 C
3 HEN 3 3 3 3 Rhy-Differerent C1 C1 C4 C
4 HEN 3 3 3 3 Rhy-Differerent C1 C1 C C
5 HEN 3 3 3 3 Rhy-Differerent C4 C4 C1 C
6 HEN 3 3 3 3 Rhy-Differerent C4 C4 C C
7 HEN 3 3 3 3 Rhy-Differerent C C C1 C
8 HEN 3 3 3 3 Rhy-Differerent C C C4 C
9 HEN 3 3 3 3 Arrhythmic C1 C4 C C
10 HEN 3 3 3 3 Arrhythmic C C C C
Total E-hrs spent by Email Policy used 
Group 1 Group 1
Table 3.10 (c) Policies for XHEN Type of Network 
 
Scenario Network Structure EPS
Group 2 OW Group 2 OW
KW1 KW2 KW3 KW4 KW1 KW2 KW3 KW4
1 XHEN 3 3 1 1 Rhy-Same C1 C1 C1 C
2 XHEN 3 3 1 1 Rhy-Same C4 C4 C4 C
3 XHEN 3 3 1 1 Rhy-Differerent C1 C1 C4 C
4 XHEN 3 3 1 1 Rhy-Differerent C1 C1 C C
5 XHEN 3 3 1 1 Rhy-Differerent C4 C4 C1 C
6 XHEN 3 3 1 1 Rhy-Differerent C4 C4 C C
7 XHEN 3 3 1 1 Rhy-Differerent C C C1 C
8 XHEN 3 3 1 1 Rhy-Differerent C C C4 C
9 XHEN 3 3 1 1 Arrhythmic C1 C4 C C
10 XHEN 3 3 1 1 Arrhythmic C1 C C4 C
11 XHEN 3 3 1 1 Arrhythmic C4 C C1 C
12 XHEN 3 3 1 1 Arrhythmic C1 C4 C1 C
13 XHEN 3 3 1 1 Arrhythmic C1 C C1 C
14 XHEN 3 3 1 1 Arrhythmic C4 C1 C4 C
15 XHEN 3 3 1 1 Arrhythmic C4 C C4 C
16 XHEN 3 3 1 1 Arrhythmic C C1 C C
17 XHEN 3 3 1 1 Arrhythmic C4 C C C
18 XHEN 3 3 1 1 Arrhythmic C C C C
Total E-hrs spent by Email Policy used 
Group 1 Group 1
Figure 3.7 describes the full factorial design for this study. Network structure and 
email processing strategies (EPSs) are the two main factors in the study. Network 
structure has two levels, homogeneous and heterogeneous networks. Homogeneous 
networks can be further classified into two categories on the basis of email load, high or 
low. Email processing strategies also have two types of levels, rhythmic and arrhythmic. 
Rhythmic EPSs can again be of two types, the same or different. Thus, we  have nine 
different pairs: homogeneous-high type of network that uses a same-rhythmic policy, a 
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homogeneous-high type of network that uses a different rhythmic policy, a 
homogeneous-high type of network that uses an arrhythmic policy, a homogeneous-low 
type of network that uses a same-rhythmic policy, a homogeneous-low type of network 
that uses a different-rhythmic policy, a homogeneous-low type of network that uses an 
arrhythmic policy, a heterogeneous network that uses a same-rhythmic policy, a 
heterogeneous network that uses a different-rhythmic policy, and a heterogeneous 
network that uses an arrhythmic policy.  All the thirty-eight scenarios identified in Table 
3.10(a through c) fall under one of these nine pairs.      
Figure 3.6 Full Factorial Design 
(Total number of scenarios/factors=38) 
 
Next section discusses the method used for developing the model.   
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4.  MODEL DEVELOPMENT  
4.1 Data Collection and Parameter Validation 
We developed a survey to understand how emails and primary tasks are processed 
by different types of knowledge workers in different types of work environments. In 
particular, the survey helped us in gaining a better understanding of the following issues: 
(1) Email overload- Addressed the question of how much time knowledge workers spend 
on emails.  
(2) Interruptive nature of email- Helped us identify the frequency with which people 
process emails, and are therefore interrupted, at work. 
(3) The different types of emails received 
(4) The patterns of email arrival in different work environments  
(5) Email priorities – Helped us identify different criteria that workers use in prioritizing 
their email processing 
Only working professionals who used email at work were invited to complete the 
survey. For this purpose, students at a large Midwestern university provided help in 
recruiting the subjects. Each student established contact with two working professionals 
who were later requested to fill out the questionnaire. Since a majority of students were 
full time employees, they did not have any difficulty in recruiting two professionals. The 
students were later awarded with ten points as extra credit.  
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The survey was facilitated electronically and was divided into four sections: In the 
first section, general questions helped us understand the nature of the respondents’ work 
environment. The second section focused on questions related to the amount of time 
spent on email and the frequency of email processing. The third section focused on 
collecting statistics related to the number of incoming and outgoing emails. Finally, the 
fourth section included questions to help us identify the criteria that respondents used for 
categorizing and prioritizing their emails. See Appendix for a copy of the complete 
survey. 
The data from this survey were later analyzed to collect different statistics, to 
identify different patterns related to email use at work, and to mathematically derive the 
parameters to drive the simulation model. Since these parameters were based on data 
collected from the real world, the issue of questioning the validity of input parameters for 
the simulation model becomes less critical in this study. We now describe these initial 
parameters and explain the process of deriving the parameters needed to develop the 
simulation model. In this process, we will also describe some of the assumptions that 
were made as well as the procedure used to validate these parameters. We will also 
discuss different classification schemes, for example the basis for the urgency level, the 
phases of email processing, content, action needed, etc., that were used to categorize 
emails. This classification scheme not only helped us come up with the taxonomy for 
emails but also understand characteristics that are specific to particular email types.  
First, based on data collected from the survey, we classified all the emails into 
three main categories depending upon their level of urgency. The level of urgency of an 
email is defined as an indicator of estimated time-length beyond which the value of the 
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email for the recipient (or the organization) starts to diminish at a particular rate if 
appropriate action is not taken to resolve that email. Depending upon this time-length, we 
could broadly categorize all the emails that knowledge worker reported to receive into 
three categories: emails with high urgency, moderate urgency and low urgency. Emails 
with different urgency levels also enter various phases of their life at different points of 
time. For instance, emails with high urgency have a short phase I and the rate at which 
the value of the email diminishes during phase II is very high. Such emails enter phase III 
relatively quickly. On the other hand, emails with moderate urgency have a relatively 
longer phase I and their value drops at a relatively smaller rate during phase II. Such 
emails take relatively longer to enter phase III. Finally, emails with low urgency will 
have the longest phase I and the slowest rate of drop in their value while in phase II. 
These emails take longest to enter phase III of their life due to a minimal drop in their 
value with respect to time.  
The survey revealed that approximately fifty-seven percent of all emails belonged 
to the high-urgency category and required a near-immediate action of some sort such as 
responding, reading, pre-processing, filing, etc. Approximately seventeen percent were 
found to belong to the moderate urgency category, while the remaining twenty-six 
percent belonged to the low urgency category. Table 4.1 summarizes this information. 
Table 4.1 Email Categorization Based on Urgency 
Urgency Level of Email 
(U)
Percentage of Emails Cumulative Percent 
Values 
High Urgency 57 57 
Moderate Urgency 17 74 
Low Urgency 26 100 
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Before we go further, we would like to elaborate on the mathematical formalisms 
that were developed to derive various parameters for the simulation model. These 
formulae, along with the notations that were used, are presented below: 
Cp  Proportion of a knowledge worker’s overall email time spent on newly created 
emails per working day.  
Ap Proportion of a knowledge worker’s overall email time spent on arriving emails 
per working day 
Analysis of the survey data made it evident that any email that a knowledge 
worker processed could be classified based on whether it was a new email or part of an 
ongoing email thread. In other words, it could be an email that was originated by a 
knowledge worker with no prior link to any other email or it could be a response to an 
“arriving” email i.e. sent by some other knowledge worker within or outside of the 
network. Using the survey data, we found that of all the emails that knowledge workers 
processed on any given day, approximately thirty percent were newly created ones i.e. 
were not generated as a response to an existing email but were actually new emails just 
being originated. The remaining seventy percent of emails were arriving emails i.e. 
emails that somebody else sent and that the recipient was required to act on, such as 
reading, responding, etc. Table 4.2 summarizes this information collected from the 
survey. 
Table 4.2 Proportions of Time Spent on New and Arriving Emails 
Cp 0.3 
Ap 0.7 
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Since this study was limited to three knowledge workers and their interaction with 
the outside world, all i and j subscripts used below could possibly take four values: 1, 2, 
and 3 represent the three knowledge workers, and 4 represents the outside world. The 
outside world essentially comprised all the senders who were outside of the knowledge 
network and could essentially be treated as the 4th knowledge worker. 
( )N iT  Total time spent by i
th knowledge worker on emails per working day. 
This study modeled two types of knowledge workers:  high users of emails and low users 
of emails. The survey suggested that high users typically spent 180 min on email and low 
users approximately 60 minutes on emails per day. For the XHEN type of working 
environment, knowledge workers,  ( ) ( )1 2 180N NT T= =  minutes per day whereas, 
( )3 60NT = minutes per day. For the HEN-High type of network, 
( ) ( ) ( )1 2 3 180N N NT T T= = = minutes per day and for the HEN-Low type of network, 
( ) ( ) ( )1 2 3 60N N NT T T= = = minutes per day.   
( )C iT  Total time spent by i
th knowledge worker on newly created emails per working 
day  
( )A iT  Total time spent by i
th knowledge worker on arriving emails per working day 
The values of  ( )C iT and ( )A iT depend upon the proportion of overall email time spent on 
newly created and arriving emails respectively. In other words, their values are 
constrained by the overall email time that knowledge workers usually spend within each 
type of network. Mathematically, ( )C iT and ( )A iT can be quantified as below: 
( ) ( )C C Ni iT p T= ×  (24) 
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( ) ( )A A Ni iT p T= ×  (25) 
Using the above equations and the data presented in Table 4.2, we can derive ( )C iT and 
( )A iT values for all three types of networks: HEN-High, HEN-Low and XHEN. Table 4.3 
presents this information. For the first three knowledge workers, the values of ( )C iT and 
( )A iT for each type of network add up to ( )N iT . However, for the fourth knowledge 
worker, these values are higher since the fourth knowledge worker is essentially a 
representative of a collection of several knowledge workers outside of the first three 
networks. Knowledge workers belonging to the HEN-High type of network spend more 
time on emails than those belonging to HEN-Low networks. In XHEN networks, we see 
a mix of high and low users of email. Knowledge workers 1 and 2 are high users of email 
whereas worker 3 is a low user of email.   
Table 4.3 ( )C iT and ( )A iT values for HEN-High, HEN-Low and XHEN Network 
Types 
 
Knowledge 
Worker 
Time for HEN-High in 
minutes 
Time for HEN-Low in 
minutes 
Time for XHEN in 
minutes 
i ( )C iT ( )A iT ( )C iT ( )A iT ( )C iT ( )A iT
1 54.0 126.0 18.0 42.0 54.0 126.0 
2 54.0 126.0 18.0 42.0 54.0 126.0 
3 54.0 126.0 18.0 42.0 18.0 42.0 
4 113.4 340.2 37.8 113.4 88.2 264.6 
ijp  Proportion of email time that i
th knowledge worker spends with jth 
knowledge worker. Thus, 12p represents the proportion of time that knowledge worker 1 
spends on email transactions taking place with 2. Technically, 12 21p p1 since the amount 
of time that knowledge worker 1 spends on emails from 2 need not be same as the 
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amount of time that 2 spends on emails from 1. This also mimics what we might possibly 
see in real world situations. The values of ijp will depend upon the overall time that the 
knowledge worker spends on emails i.e. ( )N iT . Different types of networks will have 
different values of ijp . Table 4.4 (a) represents the ijp matrix for HEN-High and HEN-
Low, and table 4.4 (b) represents the ijp matrix for XHEN networks. 
Table 4.4 (a) Time Proportion Matrix ijp for HEN-High and HEN-Low 
 Sender (j)
Receiver (i) 1 2 3 4
1 0.000 0.350 0.350 0.300 
2 0.350 0.000 0.350 0.300 
3 0.350 0.350 0.000 0.300 
4 0.333 0.333 0.333 0.000 
Table 4.4 (b) Time Proportion Matrix ijp for XHEN 
 Sender (j)
Receiver (i) 1 2 3 4
1 0.00000 0.52500 0.17500 0.30000 
2 0.52500 0.00000 0.17500 0.30000 
3 0.35000 0.35000 0.00000 0.30000 
4 0.42860 0.42856 0.14286 0.00000 
ijq  Total time i
th knowledge worker spends on newly created emails sent to jth 
per day. For a group of four knowledge workers, ijq will be a 4x4 matrix. Mathematically, 
the relationship between ijq and ijp can be described as follows: 
( )ij ij C iq p T= ×  (26) 
Equation (26) can be used to derive a ijq matrix for all three types of networks 
being studied here. Table 4.5 (a through c) shows the derived values of ijq for different 
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network types. We will later use a ijq matrix to derive the rate matrix emails belonging to 
different categories.  
Table 4.5 (a) ijq Matrix for Time Spent on Newly Created Emails in HEN-High 
Networks 
 
Sender (j)
Receiver (i) 1 2 3 4
1 0.0 18.9 18.9 16.2 
2 18.9 0.0 18.9 16.2 
3 18.9 18.9 0.0 16.2 
4 37.8 37.8 37.8 0.0 
Table 4.5 (b) ijq Matrix for Time Spent on Newly Created Emails in HEN-Low 
Networks 
 
Sender (j)
Receiver (i) 1 2 3 4
1 0.0 6.3 6.3 5.4 
2 6.3 0.0 6.3 5.4 
3 6.3 6.3 0.0 5.4 
4 12.6 12.6 12.6 0.0 
Table 4.5 (c) ijq Matrix for Time Spent on Newly Created Emails in XHEN 
Networks 
 
Sender (j)
Receiver (i) 1 2 3 4
1 0.0 28.35 9.45 16.2 
2 28.35 0.0 9.45 16.2 
3 6.3 6.3 0.0 5.4 
4 37.8 37.8 12.6 0.0 
ijq  Total time i
th knowledge worker spends on arriving emails sent to jth per 
day. For a group of four knowledge workers, this will be a 4x4 matrix. It is a function of 
ijp and ( )C iT and can be mathematically described as their product. 
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( )ij ij C iq p T = ×  (27) 
In the same way we calculated the values of ijq , we derive the values of ijq using 
equation (27) and Table 4.5(b). Table 4.6 (a through c) presents those derived values. The 
ijq matrix can not be used directly to derive the overall arrival-rate matrix for emails, 
since the time values in this matrix represent the combined time spent on emails in their 
2nd and 3rd processing stages. However, we will use the ijq matrix for validation purposes 
later on. 
Table 4.6 (a) ijq Matrix for Time Spent on Arriving Emails in HEN-High Networks 
 Sender (j)
Receiver (i) 1 2 3 4
1 0.0 44.1 44.1 37.8 
2 44.1 0.0 44.1 37.8 
3 44.1 44.1 0.0 37.8 
4 113.4 113.4 113.4 0.0 
Table 4.6 (b) ijq Matrix for Time Spent on Arriving Emails in HEN-Low Networks 
 Sender (j)
Receiver (i) 1 2 3 4
1 0.0 14.7 14.7 12.6 
2 14.7 0.0 14.7 12.6 
3 14.7 14.7 0.0 12.6 
4 37.8 37.8 37.8 0.0 
Table 4.6 (c) ijq Matrix for Time Spent on Arriving Emails in XHEN Networks 
 Sender (j)
Receiver (i) 1 2 3 4
1 0.00 66.15 22.05 37.8 
2 66.15 0.00 22.05 37.8 
3 14.7 14.7 0.00 12.6 
4 113.4 113.4 37.8 0.00 
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kls  Time taken by an email of k
th type while in its lth processing phase  
All the emails can be broadly classified into two main types, ones that elicit a 
response from the recipient and those that don’t require a response from the recipient. 
Emails that require a response can further be classified into two types based upon the 
time it takes to process them: complex emails and simple emails. Complex emails require 
a relatively longer time to process, whereas simple emails require a short time to process. 
Figure 4.1 shows the entire classification scheme used to distinguish one type of email 
from the other. In this study we modeled the third level of the hierarchy and the 
categories of emails are represented by different values of the ‘k’ subscript. C stands for 
complex emails, S stands for simple emails, and F stands for FYI emails. Thus ‘k’ can 
potentially have any of the three values, C (k=1), S (k=2), and F (k=3).  
 
Fig 4.1 Hierarchy of Email Types 
 Emails that require a response by the receiver go through three phases of 
processing before they are resolved and are represented by the subscript ‘l’. An email 
during its first processing stage (l=1) has been processed by the sender and sent to the 
receiver. As soon as this email reaches the receiver, it enters its second processing phase 
(l=2). After a wait of a certain time period, the receiver will begin processing this email. 
Emails 
Emails that require 
response to sender 
Emails that require no 
response to sender 
Simple Emails Complex Emails FYI emails 
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This processing may involve reading the email, creating the response, and sending it back 
to the original receiver. As soon as this email response reaches the original sender, the 
email enters its third stage of processing (l=3). During this last stage of processing, the 
original sender will read the email, extract the necessary information and file it away in 
the inbox. The processing time for an email in the different phases is different. The 
survey data revealed that processing an email usually takes longer in the second phase 
than in the first or third processing phases. The emails that do not elicit any response 
from the receiver have a short message thread life as they undergo only two stages of 
processing. In phase one, such emails are created by the sender and sent to the receiver. 
In the second phase, the receiver extracts the information contained in the email and takes 
the necessary action to resolve it. This may include deleting the email or filing it away 
but it does not require the receiver to generate a response to be sent to the original sender. 
Such emails are usually FYI emails, notification email, CC emails, listserv emails, etc. It 
usually takes a relatively small time to process such emails. Figure 4.2 (a, b) explains the 
sequential processing phases of different types of emails and also how they differ from 
each other. 
Table 4.7 describes the processing time taken by emails of different types during 
their different processing stages. A majority of the statistics reported in this table are 
based on approximations from the data collected through the survey. As we might notice 
here, the second stage of processing usually takes longer for emails that require a 
response, i.e. email types with k=C and k=S.  
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Table 4.7 Processing Time Matrix ( kls )
Time taken in different processing Stages (l) in min 
Email Type (k) l=1 l=2 l=3 
k=C 4 6 4 
k=S 2 3 2 
k=F 2 2 - 
kp Represents the proportion of time that any knowledge worker typically 
spends on kth type of email on any working day 
We found that knowledge workers typically spent forty percent of their overall 
email time on processing complex emails, another forty percent on processing simple 
emails, and the remaining twenty percent of overall email processing time on dealing 
with FYI emails. This was found to be true irrespective of the type of network to which 
they belonged. Table 4.8 summarizes the collected statistics. 
 
Fig 4.2 (a) Email Processing Phases that Require Response 
Fig 4.2 (b) Email Processing Phases that Do Not Require Response 
Sender Receiver
l=1, k=S or C
l=2, k=S or C
l=3, k=S or C
Storage 
Sender Receiver
l=1, k=F l=2, k=F
Storage 
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Table 4.8 Proportion of Email Time ( kp ) Spent on Different Types of Emails 
 
Email Type (k)
C S FProportion of 
Email Time Spent 
( kp )
0.4 0.4 0.2 
ikls Represents the time taken by i
th knowledge worker to process kth type of 
email during lth processing stage 
 Table 4.9 represents the three-dimensional ikls matrix, which has been represented 
in the form of a two dimensional matrix for reading purposes. Each subscript represents 
an axis of the matrix. In this study, we have assumed that all the knowledge workers 
consume stochastically the same amount of time to process a particular type of email. 
This explains the reason for the time values’ being repeated in rows for different values 
of i.
Table 4.9 ikls Matrix 
 
Time taken in different processing Stages (l) in min by different 
types of emails 
Workers
Complex Emails Simple Emails FYI Emails 
i k=C, 
l=1  
k=C, 
l=2 
k=C, 
l=3 
k=S, 
l=1 
k=S, 
l=2 
k=S, 
l=3 
k=F, 
l=1 
k=F, 
l=2 
1 4 6 4 2 3 2 2 2
2 4 6 4 2 3 2 2 2
3 4 6 4 2 3 2 2 2
4 4 6 4 2 3 2 2 2
The ijq matrices developed in Table 4.5 (a through c) report the total time that any 
particular receiver spends on newly created emails. From these matrices, we need to first 
calculate the total time that every knowledge worker spends on each type of email during 
its various processing stages. These split-time values can then be used to calculate the 
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arrival-rate matrix needed for simulation models to be developed later on. We now 
describe the process of deriving these arrival-rate matrices for all three types of networks.    
( )ijk lv Represents the total time spent by i
th knowledge worker on emails of kth 
type, in lth processing stage and sent to jth knowledge worker on any given day. This is 
actually a certain proportion of ijq and can be derived using the formula presented below: 
( )ijk k ijlv p q= × (28) 
For newly created emails, equation (28) becomes ( ) 1ijk k ijlv p q= = × . Using the data 
from Table 4.8 and Table 4.5(a), we derive the ( ) 1ijk lv = matrix and present it in Table 4.10 
(a through c). This will give us the split time for newly created emails. Though it is a 
three dimensional matrix, we present it in a two-dimensional format without losing any 
details.  
Table 4.10 (a) ( ) 1ijk lv = Matrix for Newly Created Emails for HEN-High 
 j=1 j=2 j=3 j=4 
i k=1 k=2 k=3 k=1 k=2 k=3 k=1 k=2 k=3 k=1 k=2 k=3
1 0.00 0.00 0.00 7.56 7.56 3.78 7.56 7.56 3.78 6.48 6.48 3.24
2 7.56 7.56 3.78 0.00 0.00 0.00 7.56 7.56 3.78 6.48 6.48 3.24
3 7.56 7.56 3.78 7.56 7.56 3.78 0.00 0.00 0.00 6.48 6.48 3.24
4 15.12 15.12 7.56 15.12 15.12 7.56 15.12 15.12 7.56 0.00 0.00 0.00
Table 4.10 (b) ( ) 1ijk lv = Matrix for Newly Created Emails for HEN-Low 
 j=1 j=2 j=3 j=4 
i k=1 k=2 k=3 k=1 k=2 k=3 k=1 k=2 k=3 k=1 k=2 k=3 
1 0.00 0.00 0.00 2.52 2.52 1.26 2.52 2.52 1.26 2.16 2.16 1.08 
2 2.52 2.52 1.26 0.00 0.00 0.00 2.52 2.52 1.26 2.16 2.16 1.08 
3 2.52 2.52 1.26 2.52 2.52 1.26 0.00 0.00 0.00 2.16 2.16 1.08 
4 5.04 5.04 2.52 5.04 5.04 2.52 5.04 5.04 2.52 0.00 0.00 0.00 
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Table 4.10 (c) ( ) 1ijk lv = Matrix for Newly Created Emails for XHEN 
 j=1 j=2 j=3 j=4 
i k=1 k=2 K=3 k=1 k=2 k=3 k=1 k=2 k=3 k=1 k=2 k=3
1 0.00 0.00 0.00 11.34 11.34 5.67 3.78 3.78 1.89 6.48 6.48 3.24
2 11.34 11.34 5.67 0.00 0.00 0.00 3.78 3.78 1.89 6.48 6.48 3.24
3 2.52 2.52 1.26 2.52 2.52 1.26 0.00 0.00 0.00 2.16 2.16 1.08
4 15.12 15.12 7.56 15.12 15.12 7.56 5.04 5.04 2.52 0.00 0.00 0.00
Now we can derive the individual email rate creation matrix. Let, ( )ijk lr 
represent the rate at which emails are created by ith knowledge worker of kth type, in lth 
processing stage and sent to jth knowledge worker on any given day. These split email 
creation rates are the ratio of total time spent per category of email to the number of 
emails created in that category and can be calculated using the following formula 
described in equation (29). Table 4.11 (a through c) describes ( ) 1ijk lr = values for all three 
networks: 
( ) ( )( )
1
1
ijk l
ijk l
ij l
v
r
s
=
=
= (29) 
 
Table 4.11 (a) ( ) 1ijk lr = Split-Rate Matrix for Newly Created Emails for HEN-
High 
 
j=1 j=2 j=3 j=4 
i k=1 k=2 k=3 k=1 k=2 k=3 k=1 k=2 K=3 k=1 k=2 K=3
1 0.00 0.00 0.00 1.89 3.78 1.89 1.89 3.78 1.89 1.62 3.24 1.62 
2 1.89 3.78 1.89 0.00 0.00 0.00 1.89 3.78 1.89 1.62 3.24 1.62 
3 1.89 3.78 1.89 1.89 3.78 1.89 0.00 0.00 0.00 1.62 3.24 1.62 
4 3.78 7.56 3.78 3.78 7.56 3.78 3.78 7.56 3.78 0.00 0.00 0.00 
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Table 4.11 (b) ( ) 1ijk lr = Split-Rate Matrix for Newly Created Emails for HEN-
Low 
 
j=1 j=2 j=3 j=4 
i k=1 K=2 k=3 k=1 k=2 k=3 k=1 k=2 k=3 k=1 k=2 k=3 
1 0.00 0.00 0.00 0.63 1.26 0.63 0.63 1.26 0.63 0.54 1.08 0.54 
2 0.63 1.26 0.63 0.00 0.00 0.00 0.63 1.26 0.63 0.54 1.08 0.54 
3 0.63 1.26 0.63 0.63 1.26 0.63 0.00 0.00 0.00 0.54 1.08 0.54 
4 1.26 2.52 1.26 1.26 2.52 1.26 1.26 2.52 1.26 0.00 0.00 0.00 
Table 4.11 (c) ( ) 1ijk lr = Split-Rate Matrix for Newly Created Emails for XHEN 
 j=1 j=2 j=3 j=4 
i k=1 k=2 k=3 k=1 k=2 k=3 k=1 k=2 k=3 k=1 k=2 K=3
1 0.00 0.00 0.00 2.835 5.67 2.835 0.945 1.89 0.945 1.62 3.24 1.62 
2 2.835 5.67 2.835 0.00 0.00 0.00 0.945 1.89 0.945 1.62 3.24 1.62 
3 0.63 1.26 0.63 0.63 1.26 0.63 0.00 0.00 0.00 0.54 1.08 0.54 
4 3.78 7.56 3.78 3.78 7.56 3.78 1.26 2.52 1.26 0.00 0.00 0.00 
Table 4.12 Cumulative % Split-Rate Matrix for Newly Created Emails for 
HEN-High, HEN-Low and XHEN 
 
j=1 j=2 j=3 j=4 
i k=1 k=2 k=3 k=1 K=2 k=3 k=1 k=2 K=3 k=1 k=2 K=3
1 0.00 0.00 0.00 0.25 0.75 1.00 0.25 0.75 1.00 0.25 0.75 1.00 
2 0.25 0.75 1.00 0.00 0.00 0.00 0.25 0.75 1.00 0.25 0.75 1.00 
3 0.25 0.75 1.00 0.25 0.75 1.00 0.00 0.00 0.00 0.25 0.75 1.00 
4 0.25 0.75 1.00 0.25 0.75 1.00 0.25 0.75 1.00 0.00 0.00 0.00 
Since the simulation model requires the cumulative percentages of split creation 
rates, those values are presented in Table 4.12. The cumulative percentage creation rates 
turned out to be the same for all three types of networks. 
Thus, the unified rate can be calculated by adding the arrival rates of all types of 
emails for any particular i-j pair. Thus if ( )ij lR represents the unified rate at which emails 
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in their lth stage are processed by i and sent to j, it can be computed using following 
equation: 
( ) ( ) ( )( )
ijk l
ij ijkl l
ij l
v
R r
s
= =   Where, l= 1or 2 or 3               (30)  
Although unified rates can be calculated for all stages of emails using the above 
formula, here it is used to calculate the unified arrival rates of only new emails i.e. for 
l=1. Thus for l=1, equation (30) reduces to ( ) ( ) ( )( )
1
1 1
1
ijk l
ij ijkl l
ij l
v
R r
s
=
= =
=
= =  . Table 4.13 (a 
through c) shows the results ( ) 1ij lR = calculated using the above equation for all three 
networks. 
Table 4.13(a) ( ) 1ij lR = Unified Rate Matrix for HEN-High 
 J 
i 1 2 3 4 ( )i CR
1 0.00 7.56 7.56 6.48 21.60 
2 7.56 0.00 7.56 6.48 21.60 
3 7.56 7.56 0.00 6.48 21.60 
4 15.12 15.12 15.12 0.00 45.36 
( )j i CR = 30.24 30.24 30.24 19.44  
Table 4.13(b) ( ) 1ij lR = Unified Rate Matrix for HEN-Low 
 J 
i 1 2 3 4 ( )i CR
1 0.00 2.52 2.52 2.16 7.20 
2 2.52 0.00 2.52 2.16 7.20 
3 2.52 2.52 0.00 2.16 7.20 
4 5.04 5.04 5.04 0.00 15.12 
( )j CR 10.08 10.08 10.08 6.48  
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Table 4.13(c) ( ) 1ij lR = Unified Rate Matrix for XHEN 
 J 
i 1 2 3 4 ( )i CR
1 0.00 11.34 3.78 6.48 21.60 
2 11.34 0.00 3.78 6.48 21.60 
3 2.52 2.52 0.00 2.16 7.20 
4 15.12 15.12 5.04 0.00 35.28 
( )j CR 28.98 28.98 12.60 15.12  
Now we can calculate the unified email arrival rates using the formula described 
below: 
( ) ( ) ( ) ( )
4
1, 3
1
i j i i iA C l kC
j
R R R r= = =
=
= + ! (31) 
Where,  
( )i AR Represents the rate at which emails arrive at i
ths knowledge worker 
( )j i CR = Represents the rate at which emails are received by the same knowledge 
worker. Hence, j=i. This is the column sum calculated in Table 4.13 (a through c).  
( )i CR  Represents the rate at which newly created emails are sent by i
th knowledge 
worker. These are the row sum values calculated in Table 4.13 (a through c) 
Table 4.14 represents the ( )i AR matrix for all three types of networks. 
Table 4.14 ( )i AR Matrix: Total Email Arrival Rates 
HEN-High HEN-Low XHEN
i ( )i AR ( )i AR ( )i AR
1 46.44 15.48 45.18 
2 46.44 15.48 45.18 
3 46.44 15.48 18.00 
4 53.46 17.82 41.58 
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4.2 Validation Process: The Reverse Method 
 
The method that we have illustrated just now describes the process of calculating 
email creation and arrival rates. It is undeniably a fairly complex procedure and before 
we take the next step, it is important to make sure that this method is doing what we 
intend it to do. For this purpose, we need to verify that the email creation and arrival rates 
calculated for each pair of knowledge workers are actually correct and can lead us to the 
same numbers if a reverse process is adopted. In the method described earlier, we did not 
use the ijq matrix derived earlier in Table 4.6 (a through c). It is used now for the 
validation purpose described in detail below. Figure 4.3 describes different parameters 
were evaluated along with the procedure for validating these parameters. The main 
outcomes of the above mentioned method was the three rate matrices that we deduced: 
the split rate matrix for newly created emails, the unified rate matrix for newly created 
emails and the unified rate matrix for arriving emails. These outcome matrices should 
yield a matrix similar to ijq if a reverse process is adopted. This matrix is ijq and the 
difference between the two matrices ( ) is calculated. For the validity of this process to 
be established, this difference should be minimal. This method is referred to as the 
reverse method. 
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Figure 4.3 The Process of Parameter Calculation (Forward Method) and Parameter 
Validation (Reverse Method) 
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Following is the four-step process used for this purpose: 
Step 1: From the split email creation rate matrix ( ) 1ijk lr = , calculate the split-time matrix for 
arriving emails in their second (l=2) and third (l=3) processing stages. The formula for 
calculating this is: 
 ( ) ( ) ( )1ijk ijk ik ll lv r s!
 = ×  where, l= 2 and 3     (32) 
Step 2: Using the split email time matrix for arriving email derived in step 1, calculate the 
time that knowledge worker spends on “arriving” emails that are in their second (l=2) and 
third (l=3) processing stages. Mathematically, this time matrix can be evaluated using the 
formula described below: 
( ) ( ) ,ij k ij ll
k
q v
.
 = where,  l= 2 and 3  
k=1, 2, 3     (33) 
Step 3: Calculate the combined time matrix for emails in their second (l=2) and third 
(l=3) processing stages.  
( ) ( )2 3ij ij ijl lq q q= =  = +  (34) 
Step 4: Calculate the absolute value of the difference between the combined time matrix 
for arriving emails calculated through both the forward and the reverse methods. 
i ij ij ij
j
q q
.
  =  = ! (35) 
A minimal error confirms the validity of the forward method used to derive 
various rate parameters. 
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4.3 Implementation of the Reverse Method 
We will now show the implementation of this method for different types of 
networks, starting with HEN-High networks. Table 4.15 (a and b) shows the split-time 
matrix for arriving emails in phases 2 and 3 of their processing for HEN-High networks 
Table 4.15 (a) ( ) 2ijk lv =
 Split-Time Matrix for Arriving Emails in Phase 2 for HEN-
High 
 
j=1 j=2 j=3 j=4 
I k=1 k=2 k=3 k=1 k=2 k=3 k=1 k=2 k=3 k=1 k=2 k=3
1 0.00 0.00 0.00 11.34 11.34 3.78 11.34 11.34 3.78 9.72 9.72 3.24
2 11.34 11.34 3.78 0.00 0.00 0.00 11.34 11.34 3.78 9.72 9.72 3.24
3 11.34 11.34 3.78 11.34 11.34 3.78 0.00 0.00 0.00 9.72 9.72 3.24
4 22.68 22.68 7.56 22.68 22.68 7.56 22.68 22.68 7.56 0.00 0.00 0.00
Table 4.15 (b) ( ) 3ijk lv =
 Split-Time Matrix for Arriving Emails in Phase 3 for HEN-
High 
 
j=1 j=2 j=3 j=4 
i k=1 k=2 k=1 k=2 k=1 k=2 k=1 k=2 
1 0.00 0.00 7.56 7.56 7.56 7.56 6.48 6.48 
2 7.56 7.56 0.00 0.00 7.56 7.56 6.48 6.48 
3 7.56 7.56 7.56 7.56 0.00 0.00 6.48 6.48 
4 15.12 15.12 15.12 15.12 15.12 15.12 0.00 0.00 
In the second step, we calculate the time matrix for emails in their second (l=2) 
and third (l=3) processing stages for HEN-High networks. Table 4.16 (a and b) shows 
those values. 
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Table 4.16 (a) ( ) 2ij lq = Matrix for Time Spent on Phase 2 Arriving Emails in HEN-
High 
 
Sender (j)
Receiver (i) 1 2 3 4
1 0.00 26.46 26.46 22.68 
2 26.46 0.00 26.46 22.68 
3 26.46 26.46 0.00 22.68 
4 52.92 52.92 52.92 0.00 
Table 4.16 (b) ( ) 3ij lq = Matrix for Time Spent on Phase 3 Arriving Emails in HEN-
High 
 
Sender (j)
Receiver (i) 1 2 3 4
1 0.00 15.12 15.12 12.96 
2 15.12 0.00 15.12 12.96 
3 15.12 15.12 0.00 12.96 
4 30.24 30.24 30.24 0.00 
The third step involves calculating the combined time spent on emails in the 2nd 
and 3rd stages. We obtain this by adding the values presented in Table 4.16(a) and Table 
4.16(b).  The summated values are given in Table 4.17. 
 
Table 4.17 ijqMatrix for Time Spent on Arriving Emails in HEN-High 
 Sender (j)
Receiver (i) 1 2 3 4
1 0.00 41.58 41.58 35.64 
2 41.58 0.00 41.58 35.64 
3 41.58 41.58 0.00 35.64 
4 83.16 83.16 83.16 0.00 
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Finally, we evaluate the difference ( i ) between the ijqmatrix obtained through 
this reverse process and the ijq matrix obtained earlier through the forward process and 
present it in Table 4.18. Although these values are non-zero, they are very small and can 
be considered well within the tolerance limits. Such minor deviations from zero can be 
easily accounted for by the probabilistic distributions that are used in simulation models. 
We will now show the implementation of this method for HEN-Low networks. 
Table 4.19 (a and b) shows the split-time matrix for arriving emails in phases 2 and 3 of 
their processing for HEN-Low networks. 
Table 4.18 i Values for HEN-High 
 
i i
1 7.2 
2 7.2 
3 7.2 
Table 4.19 (a) ( ) 2ijk lv =
 Split-Time Matrix for Arriving Emails in Phase 2 for HEN-
Low 
 
j=1 j=2 j=3 j=4 
I k=1 k=2 k=3 k=1 k=2 k=3 k=1 k=2 k=3 k=1 k=2 K=3
1 0.00 0.00 0.00 3.78 3.78 1.26 3.78 3.78 1.26 3.24 3.24 1.08 
2 3.78 3.78 1.26 0.00 0.00 0.00 3.78 3.78 1.26 3.24 3.24 1.08 
3 3.78 3.78 1.26 3.78 3.78 1.26 0.00 0.00 0.00 3.24 3.24 1.08 
4 7.56 7.56 2.52 7.56 7.56 2.52 7.56 7.56 2.52 0.00 0.00 0.00 
Table 4.19 (b) ( ) 3ijk lv =
 Split-Time Matrix for Arriving Emails in Phase 3 for HEN-
Low 
 
j=1 j=2 j=3 j=4 
i k=1 k=2 k=1 K=2 k=1 k=2 k=1 k=2 
1 0.00 0.00 2.52 2.52 2.52 2.52 2.16 2.16 
2 2.52 2.52 0.00 0.00 2.52 2.52 2.16 2.16 
3 2.52 2.52 2.52 2.52 0.00 0.00 2.16 2.16 
4 5.04 5.04 5.04 5.04 5.04 5.04 0.00 0.00 
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In the second step, we calculate the time matrix for emails in their second (l=2) 
and third (l=3) processing stages for HEN-Low networks. Table 4.20 (a and b) shows 
those values. 
Table 4.20 (a) ( ) 2ij lq = Matrix for Time Spent on Phase 2 Arriving Emails in HEN-
Low 
 
Sender (j)
Receiver (i) 1 2 3 4
1 0.00 8.82 8.82 7.56 
2 8.82 0.00 8.82 7.56 
3 8.82 8.82 0.00 7.56 
4 17.64 17.64 17.64 0.00 
Table 4.20 (b) ( ) 3ij lq = Matrix for Time Spent on Phase 3 Arriving Emails in HEN-
Low 
 
Sender (j)
Receiver (i) 1 2 3 4
1 0.00 5.04 5.04 4.32 
2 5.04 0.00 5.04 4.32 
3 5.04 5.04 0.00 4.32 
4 10.08 10.08 10.08 0.00 
The third step involves the calculation of combined time spent on emails in the 2nd 
and 3rd stages. We obtain this by adding the values presented in Table 4.20(a) and Table 
4.20(b); the summated values are shown in Table 4.21. 
Table 4.21 ijqMatrix for Time Spent on Arriving Emails in HEN-Low 
 Sender (j)
Receiver (i) 1 2 3 4
1 0.00 13.86 13.86 11.88 
2 13.86 0.00 13.86 11.88 
3 13.86 13.86 0.00 11.88 
4 27.72 27.72 27.72 0.00 
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Finally, we evaluate the difference ( i ) between the ijqmatrix obtained through 
this reverse process and the ijq matrix obtained earlier through the forward process and 
present it in Table 4.22. Again, these deviations are almost negligible for the HEN-Low 
type of networks.  
Table 4.22 i Values for HEN-Low 
 
i i
1 2.4 
2 2.4 
3 2.4 
We will now show the implementation of the reverse validation method for 
XHEN networks. Table 4.23 (a and b) shows the split-time matrix for arriving emails in 
phases 2 and 3 of their processing for XHEN networks. 
Table 4.23 (a) ( ) 2ijk lv =
 Split-Time Matrix for Arriving Emails in Phase 2 for 
XHEN 
 
j=1 j=2 j=3 j=4 
I k=1 k=2 k=3 k=1 k=2 k=3 k=1 k=2 k=3 k=1 k=2 k=3 
1 0.00 0.00 0.00 17.01 17.01 5.67 5.67 5.67 1.89 9.72 9.72 3.24 
2 17.01 17.01 5.67 0.00 0.00 0.00 5.67 5.67 1.89 9.72 9.72 3.24 
3 3.78 3.78 1.26 3.78 3.78 1.26 0.00 0.00 0.00 3.24 3.24 1.08 
4 22.68 22.68 7.56 22.68 22.68 7.56 7.56 7.56 2.52 0.00 0.00 0.00 
Table 4.23 (b) ( ) 3ijk lv =
 Split-Time Matrix for Arriving Emails in Phase 3 for 
XHEN 
 
j=1 j=2 j=3 j=4 
i k=1 k=2 k=1 k=2 k=1 k=2 k=1 k=2 
1 0.00 0.00 11.34 11.34 3.78 3.78 6.48 6.48 
2 11.34 11.34 0.00 0.00 3.78 3.78 6.48 6.48 
3 2.52 2.52 2.52 2.52 0.00 0.00 2.16 2.16 
4 15.12 15.12 15.12 15.12 5.04 5.04 0.00 0.00 
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In the second step, we calculate the time matrix for emails in their second (l=2) 
and third (l=3) processing stages for HEN-High networks. Table 4.24 (a and b) shows 
those values. 
Table 4.24 (a) ( ) 2ij lq = Matrix for Time Spent on Phase 2 Arriving Emails in XHEN 
 Sender (j)
Receiver (i) 1 2 3 4
1 0.00 39.69 13.23 22.68 
2 39.69 0.00 13.23 22.68 
3 8.82 8.82 0.00 7.56 
4 52.92 52.92 17.64 0.00 
Table 4.24 (b) ( ) 3ij lq = Matrix for Time Spent on Phase 3 Arriving Emails in XHEN 
 Sender (j)
Receiver (i) 1 2 3 4
1 0.00 22.68 7.56 12.96 
2 22.68 0.00 7.56 12.96 
3 5.04 5.04 0.00 4.32 
4 30.24 30.24 10.08 0.00 
The third step involves the calculation of the combined time spent on emails in 
the 2nd and 3rd stages. We obtain this by adding the values presented in Table 4.24(a) and 
Table 4.24(b) and present the summated values in Table 4.25. 
Table 4.25 ijqMatrix for Time Spent on Arriving Emails in XHEN 
 Sender (j)
Receiver (i) 1 2 3 4
1 0.00 62.37 20.79 35.64 
2 62.37 0.00 20.79 35.64 
3 13.86 13.86 0.00 11.88 
4 83.16 83.16 27.72 0.00 
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Finally, we evaluate the difference ( i ) between the ijqmatrix obtained through 
this reverse process and the ijq matrix obtained earlier through the forward process and 
present it in Table 4.26. Again, these deviations are almost negligible. Since for all the 
three types of networks, the error was almost negligible, we can conclude that the 
different rate parameters developed using the forward method are valid. 
Table 4.26 i Values for XHEN 
 
i i
1 7.2 
2 7.2 
3 2.4 
4.4 Other Parameters 
Section 3.4 above conceptually described the value of an email and how it 
diminishes with time (Fig. 3.6). However, the section did not contain a mathematical 
treatment of this concept and nor a description of how different parameters related to it 
can be calculated. This topic is more appropriate for this section. The survey conducted 
by us helped identify three major categories of emails based on their urgency level (Table 
4.1): emails with high urgency, emails with moderate urgency, and emails with low 
urgency. Emails with high urgency demand a quick response from the recipient, as their 
value to the organization drops very quickly. On the other extreme are the emails with 
low urgency. Such emails require a rather slow response and usually have a longer life 
time. Between the two extremes lie emails with moderate urgency. Figure 4.4 explains 
this more explicitly. The shape of these curves resembles that of a sigmoid curve. 
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Figure 4.4 Email Value vs. Email Life for High, Moderate and Low Urgency Emails 
 
If emails belonging to the high urgency category are responded to within two 
hours, than organizations derive maximum value from the information contained in the 
email.  If instead they are processed after two to four hours, the value depends on a 
negative linear function. Using simple co-ordinate geometry concepts, we can easily find 
that this is the equation of a straight line with a slope of -1/2. The fraction of value 
derived at any time ‘t’ (in hours) can be computed using equation (36) for emails 
belonging to the high urgency category. However, if the wait time of emails exceeds 4 
hours than a zero value is derived.  
( ) ( )3 12 2 60High th = ! × Where, t is in hours  (36) 
 If emails of moderate urgency are processed any time within four hours of their 
arrival, the organization derives maximal value for their processing. However, if the wait 
time exceeds four hours but is less than eight hours, the value derived is calculated using 
a simple linear equation. Using the two test points on this line, namely (4, 1) and (8, 0), 
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we can easily determine the slope of this curve to be -1/4 with a positive intercept of 2. 
Equation (37) is used to determine the value of email during this time period. If any email 
belonging to this category is processed after 8 hours of inbox waiting time, the 
organization derives a zero value.  
 
( ) ( )3 12 4 60Mod th = ! × (37) 
 Finally, if emails belong to the low urgency category, they can tolerate a longer 
waiting period before their value starts to diminish. Their value starts to decline at a 
constant rate only if the wait period exceeds eight hours. The linear function that governs 
this rate of fall has a slope of -1/8 with a positive intercept of 2. This linear relationship 
holds valid until the time period of sixteen hours. If emails are processed after a sixteen-
hour wait period, a value of zero is derived. Equation (38) below describes this linear 
function: 
( ) ( )3 12 4 60Low th = ! × (38) 
Also, since we assume a learning rate of 70 % for the knowledge work 
environment that we modeled in this study, Wright’s power function exponent becomes, -
0.1549. 
 Finally we used the statistics provided by Jackson et al. (2003) for modeling the 
switching time: a triangular distribution with a minimum, mode, and maximum of 1, 1.5 
and 2 minutes respectively. 
 
101
5. MODEL IMPLEMENTATION  
5.1 Schematic Diagram 
The network that was modeled comprises three knowledge workers interacting 
with the outside world. Each knowledge worker within the network was capable of 
sending or receiving emails to or from anyone within the network. Figure 5.1 describes 
the flow of email with this network. The outside world collectively represents a group of 
knowledge workers not belonging to the network and processing emails at random times 
of the day. Since these outside knowledge workers can be geographically located 
anywhere in the world and in any time zone, they process emails even at night. On the 
other hand, knowledge workers belonging to the network are capable of processing 
emails only during their regular office hours, which also implies that they do not 
exchange emails during the night hours. Further, each email undergoes a cycle of 
processing before it gets resolved. The length and nature of this cycle depends upon the 
type of email i.e. whether the email requires a response or not.  
The processing cycle is relatively small if the email is of type 3, such as FYI 
emails, informative emails, CC emails, etc. Type 3 emails do not require a response to the 
original sender and tend to be resolved once they have been processed by the receiver. 
This cycle will be relatively long if the email is a type 1 or 2 (simple or complex email) 
that requires the receiver to respond to the original sender. For such emails, the cycle 
ends after the response from the receiver has been processed by the email’s original 
sender. This also marks the resolution of the email.
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Figure 5.1 Email Flow within a Network 
 One thing to be noted here is that the focus of the model is on email resolution 
and not issue resolution. An email resolution does not guarantee the resolution of the 
issue discussed in the email, when it undergoes one cycle of processing. An issue being 
discussed over email often requires more than one cycle to be resolved, but such 
situations are not modeled in this study.   
 Figure 5.2 shows how email processing strategies are used to manage 
interruptions within any work environment. A new email created by the sender reaches 
the inbox of the recipient, but the processing of this email does not begin until several 
conditions have been met. The first is whether email priority hours are in progress or not. 
If email priority hours are not in-progress and the recipient is also busy with primary-task 
processing, the email will wait until the arrival of next scheduled email hour or the 
completion of the primary task, whichever occurs first.  
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Figure 5.2 Use of Email Processing Strategies to Manage Interruptions at Work 
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If email priority hours are in progress and other emails are already waiting, there 
will also be a delay in the processing of this new email. Once the queue of all pending 
email clears up, the knowledge worker may begin processing the new email. If the email 
queue is zero and email priority hours are underway, any processing of the primary task 
will be interrupted, interruption lag will occur due to the switching involved, and 
processing on the new email will begin. Resumption lag time will be added before any 
work on the primary task is resumed. The fate of this email depends on its type. An email 
requiring a response will go through a similar pattern but this time at the sender’s end. In 
this event, the email not requiring a response will be stored in the inbox. 
 
5.2 Implementation of the Simulation Model 
Due to the time-length and the nature of the policies being compared, it was 
extremely difficult to conduct this study as an experimental or field study with enough 
control. Hence, a simulation-based computer experiment was chosen to study this 
problem. Simulation has often served as a very useful tool for theory enquiry and 
development (Di Paolo 2000; Peschl 2001) and theory development and investigation 
(Hans-Joachim 2001) and can be used to conduct virtual experiments (Winsberg 2003). 
Several researchers have described simulation as a way of doing “thought experiments” 
and as a technique that can give surprising “emerging” results due to “large-scale 
interactions of local agents which are often difficult to anticipate” (Axlerod 2003).  
 Following is a description of the entire architecture of the simulation model, 
which was built using Arena 8.01, to implement email exchanges within a network. In all, 
thirty-eight different network models were created to implement thirty-eight different 
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policy-sets. Of these, ten models were for HEN-High networks, ten were for HEN-Low 
networks and the remaining eighteen were for XHEN networks. The major components 
of the model are described in the following subsections. 
 
5.2.1 Implementation of Primary Task Processing 
This section focuses primarily on explaining how the processing of the primary 
task was modeled. All the knowledge workers that were modeled worked for more than 8 
hours per work day. Fig 5.3(a) shows the schedule of a typical knowledge worker. The 
column titled “value” shows the capacity for the “duration” of time mentioned in the 
corresponding cell of the second column. The unit of duration is hours. A capacity of 0 
implies that a knowledge worker (KW) is unavailable, whereas a capacity of 1 implies 
that a knowledge worker is available to either process primary tasks or email. The outside 
world was modeled as a 4th knowledge worker in the simulation model. Figure 5.3 (b) 
shows that this particular KW is available throughout the day except during the lunch 
hour, but there is a difference. The 4th KW only processes email and not primary tasks. 
We are not interested in collecting the output parameters of this KW since our focus is on 
the performance of the network. 
 
Figure 5.3 (a) Schedule of KW 1, 2 and 3  Figure 5.3(b) Schedule of KW 4 
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A “create” module from basic Arena processes was used to generate primary tasks 
(Fig. 5.4). Each knowledge worker works on his or her own task only and not that of 
some other knowledge worker; i.e. knowledge workers do not send their primary tasks to 
other knowledge workers. Although primary tasks are non-collaborative, emails, by their 
very nature, are collaborative. As soon as processing on a particular primary task is 
finished, it leaves the system after various statistics have been collected on it.  
Since the 4th knowledge worker does not process any primary tasks, task arrival 
schedules were created for only three knowledge workers. These schedules are stochastic 
in nature. The “Schedule” module was used to create these schedules. Figure 5.5 (a) 
shows the use of this “schedule” block for creating the primary task arrival schedule for 
the 1st knowledge worker. After defining the time units, “hours” in this case, we set the 
hourly exponential arrival rate by populating the “duration” box. For example, primary 
tasks do not arrive at night. So an arrival distribution for the first 8 hours (starting from 
midnight) was set to an exponential with zero rate. An arrival rate of Expo (2) was set for 
the time between 8:00am and 9:00am. Fig 5.5(b) shows how hourly rates are defined 
within the schedule block. HEN-High networks, where all knowledge workers spend 
stochastically the same amount of time on primary tasks, have an arrival schedule that 
looks similar to the one shown in Fig. 5.6 (a). For HEN-Low networks, primary task 
schedules are shown in Fig. 5.6 (b). However, for a XHEN type of network, knowledge 
workers 1 and 2 used the arrival schedule presented in Fig 5.6 (a), whereas knowledge 
worker 3 used the schedule in Fig. 5.6 (b). All the arrival rates for primary tasks are 
exponential in nature. 
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Figure 5.4 Creating Primary Task Entities using “Create” Module
Figure 5.5(a) Schedule Block   Figure 5.5 (b) Setting Arrival Rates 
Figure 5.6(a) Task 1 and 2 Arrival Rate  Figure 5.6(b) Task 3 Arrival Rate 
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As soon as a new primary task is created, it is stamped with two attributes. An 
“Assign” block is used for this purpose. Attribute “Ttask1” informs the simulation model 
about its service time, which has been set to Expo (30) with time units being minutes. 
Another attribute tracks the day of its arrival using the “CalDayofYear( )” function. The 
argument of this function is set to “TNOW.” Fig 5.7 shows the use of the “Assign” block 
for this purpose. Another “Assign” block kept track of the time a new primary task 
entered the system. This entry time was later used to calculate the task completion time 
when the task was about to exit the system.  
Figure 5.7 Assign Block to set Primary Task Service Time and Track Arrival Day 
 
Figure 5.8 Hold Block for Releasing Tasks One by One 
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Each primary task, after passing through the assign block, reaches two “Hold” 
blocks. These “Hold” blocks hold the entity till a certain condition has been met or a 
signal has been received.  The first “Hold” block shown in Fig 5.8 allows the primary 
tasks to be released to the knowledge worker one by one. The second “Hold” block 
allows a new task to be released only if all the previous tasks have been processed by the 
knowledge worker. Fig. 5.9 describes the condition to implement this release. Once a task 
is released by both “Hold” blocks, it is ready for processing by the knowledge worker. 
This resource is seized as soon as a task arrives in the “Process” block and is released 
upon the completion of the primary task, if no interruption occurs during this time. The 
time spent on the task while it is undergoing processing is recorded as value-added time. 
 
Figure 5.9 Hold Block for Releasing Tasks when Knowledge Worker is Idle 
 
However, if an interruption occurs while the knowledge worker is processing the 
task and an email priority hour is in progress, the knowledge worker is preempted and is 
diverted to processing emails. The remaining time to be spent on the primary task is 
recorded in an internal variable referred to as RT1/2/3 depending upon which resource 
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was preempted, knowledge worker 1, 2, or 3. Once the preempted resource is released, 
the knowledge worker begins processing the remaining primary tasks. However, a task 
that has been previously interrupted is handled quite differently within the simulation 
model. An interrupted task, instead of being taken to its original processing location (i.e. 
“Process” block), is taken to a “Delay” block, as shown in Fig. 5.10. 
Figure 5.10 Delay Block Where a Previously Interrupted Task Enters 
The “Delay” block then passes the interrupted primary task to a new ‘Assign’ 
block (Fig 5.11). This is where the previously stored value of remaining time (RT1/2/3) is 
used to evaluate switching time and recall time using formulae described in Section 3. All 
the values thus calculated are then stamped on each interrupted tasks by declaring it an 
attribute of the entity. The task then undergoes a switching time represented by ‘Ti1’ (or 
2 or 3) in the model. This is also based on an expression defined in this assign block. 
Before knowledge workers can resume work on a previously interrupted primary task, 
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they have to spend some time recalling the part of the task that was previously 
accomplished. This time is represented as ‘Tr1’ (or 2 or 3) in the model. The switching 
time and recall time both preoccupy the resource but this time is considered non-value-
added time in the model. 
Figure 5.11 Assign Block to Evaluate Switching Time and Recall Time 
The tasks then enter a new “Process” block where the resource is seized once 
again so that work on the task can be started. However for this time, the resource is 
occupied only for the duration of the remaining task time. This time is also treated as 
value-added time by the system. Fig. 5.12 shows the new “Process” block where the 
interrupted task is processed for the duration of time stored in variable “RT1.”  A task 
can potentially be interrupted several times while undergoing processing. The cycle is 
repeated each time an interruption occurs. The value stored in the RT1 variable is 
updated and the new entity is again taken to the “Delay” block. From this point onwards, 
the processing begins very much in the manner just described. 
Finally, various statistics are calculated and collected using the “Record” module. 
Several such modules captured different statistics to be used later on. An example of one 
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such “Record” module is shown in Fig. 5.13, where we use it to evaluate the average 
number of interruptions that occur per day. Also data for each entity was recorded using 
the “Read/Write” module from the advanced process template within Arena. Eventually, 
the entity exits the system after its exit time has been recorded. 
Figure 5.12 Processing of an Interrupted Task at the New ‘Process’ Block 
 
Figure 5.13 Record Module used to Calculate Average Number of Interruptions 
113
5.2.2 Implementation of Email Processing Strategies 
 This section explains the logic used to implement various email processing 
strategies (EPS) within different types of networks along with how emails were created in 
the model. To implement EPS for each knowledge worker, we created a pair of dummy 
resources labeled “dummy” and “anti dummy.” Thus, for four knowledge workers, we 
built four such pairs. These resources were built to have contradictory work schedules, 
i.e. if “dummy” is working, then “anti dummy” is not available. The “dummy” resource 
is active only during email-priority hours, whereas the “anti dummy” resource remains 
active only during non-email-priority hours. These resources do not perform any activity 
such as process primary tasks or emails. So whenever they are available, their state is idle 
since they are not being utilized anywhere. This feature helped us identify when to switch 
priority between emails and primary tasks. When the “dummy” resource is idle, email 
priority hours are in progress and priority is given to processing email. On the other hand, 
if the “anti dummy” is idle, non email-priority hours are underway and the priority 
switches to primary task processing.  
Fig. 5.14 shows how the “Hold” block was used for modeling EPS for the 1st 
knowledge worker. Any email that arrives at this “Hold” block is held in an internal 
queue until the following condition is not met. 
(STATE (dummy) == IDLE_RES && Email_Process.WIP == 0   && switching.WIP == 
0 && relearning.WIP == 0)  
(STATE (anti dummy1) == IDLE_RES && Primary_Task_Process.WIP== 0 && 
Primary_Task Reprocess.WIP== 0   && NQ (Hold Primary_Task_Process.Queue) == 0 
&& switching.WIP == 0 && relearning.WIP == 0) 
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Figure 5.14 Hold Block for Implementing EPS 
 The above condition comprises two components and determines when an email is 
released to the knowledge worker for processing. The first part of the condition ensures 
that emails are released from the “Hold” block as soon as they arrive, provided the 
knowledge worker is not engaged in processing other emails, referred to as work in 
progress (WIP). This part of the condition also continuously verifies whether the 
“dummy” agent is idle or not. If the state of “dummy” is idle and the WIP inventory of 
emails is zero, emails are released or else they wait. The second part of the condition 
determines how emails are released to the knowledge worker during non email-priority 
hours. An email is released from the “Hold” block during non priority hours only if a) the 
knowledge worker is not processing any primary task currently, b) the knowledge worker 
is not processing any previously interrupted primary task, and c) no primary task is 
currently held in any other queue.  
Figure 5.15 shows various schedules developed in the simulation model. Thus if 
the “C1 High” schedule is being used by “dummy1,” then the “non-email C1 High” 
schedule will be used by the corresponding “anti dummy 1.” The fourth column describes 
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the type of a particular schedule, whether it is a capacity type or an arrival type. 
Schedules that were used to create entities were declared an “arrival” type, whereas all 
the schedules that were used to determine the availability of a particular resource were 
declared the “capacity” type. The fifth column describes the time units for these 
schedules. Knowledge workers can later pick and choose from these resources depending 
upon which scenario is being evaluated. For example, Fig. 5.16 shows the schedules for a 
XHEN network where ((C1, C1), C1) policy set is being used by the knowledge workers. 
The sixth column (labeled “duration”) specifies the time periods during which a resource 
utilizing that specific schedule is available. Although we developed schedules for several 
policies, only the schedules for policies that this study focuses on are reported here. 
Figure 5.17 (a through e) reports the schedules that were developed for C1 (High and low 
users of email), C4 (high and low users of email) and C policy (indifferent for high and 
low users of email). A value of “0” in these schedules signifies that the resource using 
that schedule is unavailable, whereas a value of “1” signifies that a resource is available. 
116
Figure 5.15 Schedules Implemented in the Simulation Model 
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Figure 5.16 Resources and their Respective Schedules 
 
Figure 5.17(a) Schedule for C1High and Non-email C1High (duration in hours) 
Figure 5.17(b) Schedule for C1Low and Non-email C1Low (duration in hours) 
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Figure 5.17(c) Schedule for C4High and Non-email C4High (duration in quarter 
hours) 
 
Figure 5.17(d) Schedule for C4 Low and Non-email C4 Low (duration in quarter 
hours) 
 
Figure 5.17(e) Schedule for C and Non-email C (duration in hours) 
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5.2.3 Implementation of Email Flow in the Network 
Emails were created in the same way primary tasks were created using the 
“Create” module. Four different “Create” modules were used, one for each of the four 
knowledge workers. Fig. 5.18 shows the flow of emails in the initial part of the model 
where they are created and the original value is assigned to each email. We assumed that 
creating emails is a need-driven process, i.e. a knowledge worker will originate an email 
when it is needed and therefore creating one does not result in the knowledge worker’s 
interruption and hence no penalty occurs when emails are created. In other words, the 
model assumes interruptions only for the receiver and no interruptions for the sender. 
Creating an email can occur when the knowledge worker takes a natural break from 
working on primary tasks, so processing emails during this time does not cause any 
interruption. Fig. 5.19 shows one such “Create” module that was used to create emails for 
the 1st knowledge worker. 
Figure 5.18 Email Creation and Initial Value-Effectiveness Calculation 
 
As described in the previous section, a separate schedule was created for emails 
being originated at each knowledge worker’s end.  The “Create” block in Fig. 5.19 shows 
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the “email1 arrival schedule” for emails created by knowledge worker 1. These schedules 
use exponential hourly creation rates. Fig. 5.20 (a and b) shows these creation rates. 
Emails are created only during the day time in Fig 5.20 (a) since the three knowledge 
workers belonging to the network do not work at night, but emails are created by the 
outside world throughout the day as shown in Fig. 5.20 (b), since knowledge workers 
outside the network may be located in different time zones around the world. Each of 
these schedules starts at midnight and is repeated at the beginning of another day. 
Knowledge workers are not available to process emails during lunch hours. 
Figure 5.19 Create Block for Emails 
Figure 5.20 (a) Arrival Schedule for KW 1/2/3 Figure 5.20 (b) Arrival Schedule 
for Outside World (KW 4) 
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Soon after the emails are created, they arrive at the “Assign” block labeled “sr1,” 
where several different attributes are assigned to them. Fig. 5.21 shows the “Assign” 
block for knowledge worker 1. Each email arriving at this block is stamped with an 
attribute that holds the name of the original sender. The second attribute uses a discrete 
probability function to determine its receiver. For example, in the XHEN network, the 
probability that KW 1 sends a new email to KW 2 is 0.525, to KW 3 is 0.175 and to 
somebody in the outside world (i.e. KW 4) is 0.3. These probabilities are based on the 
values derived in section 4.2. Each email is also stamped with information about its 
potential receiver. Although knowledge workers often send emails to themselves in the 
real world, knowledge workers in the model do not send emails to themselves. Emails 
used for self-reminders, a to-do list, etc. can easily be avoided using online calendars and 
other electronic gadgets. The third attribute tags the information about the current 
processing stage of the email.  
 
Figure 5.21 Assign Block for Stamping Sender and Receiver Attributes 
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Once an email is stamped with these attributes, it reaches a “Decision” block 
where a check is made on each email to determine the receiver of that email. This 
“Decision” block, based upon the receiver information, routes the email to one of the 
three branches shown in Fig. 5.18. Each branch handles emails heading out to one of the 
receivers. Another “Assign” block determines what percentage of emails for a particular 
sender-receiver pair are of type 1, type 2 and type 3. The type of each email is then 
assigned as an attribute of each email that passes through. Also, the initial value-
effectiveness of an email is recorded. The three branches converge at a point from where 
all the emails enter a “Decision” block as shown in Fig. 5.22. This “Decision” block 
checks on the processing phase of an email. If the processing phase is “1,” i.e. new email, 
than the email is routed to the top branch where processing begins one by one, but if the 
processing phase is “2” or “3,” emails are routed to the lower branch for their next phase 
of processing. Emails are released by the “Hold” block implementing EPS and then reach 
the “Preempt” block. As soon as emails arrive at this block, the knowledge worker is 
preempted from processing primary tasks and the remaining time is stored in an internal 
variable referred to as “RT.” Emails are then processed at the next “Process” module. The 
time that an email spends here comes from a two-dimensional matrix and depends upon 
the type of email and the current processing phase of the email. This time is treated as 
value-added time by the system. Once the processing on the email in the part shown in 
Fig 5.22 is finished, it is taken to a “Branch” block similar to the one shown in Fig. 5.23. 
This block segregates the email traffic pertaining to each sender/receiver pair and 
transfers it to any one of the three Branch blocks. For example, for an email sent by KW 
1 (sender), the possible recipients are KW2 or KW3, or KW4. The first “Branch” block 
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branches out the emails into any one of the three categories: (KW1-KW2), (KW1-KW3), 
(KW1-KW4). The next destination of emails is determined by the conditions 
implemented in these three “Branch” blocks, which also perform the routing function. 
 
Figure 5.22 Flows of New and Arriving Emails 
 
Figure 5.23 Branch Block Splitting the Emails According to Receiver 
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Once the email in a particular phase has been processed, the attribute storing the 
phase information is updated. For example, once the 1st phase of processing on an email 
is over, the attribute storing the current phase information of the email is updated to 2 
before another knowledge worker begins to work on it. If the email was in 2nd phase, it is 
updated to phase 3. However, only emails of type 1 and 2 are able to reach the 3rd phase. 
Once an email of type 3 reaches the 2nd stage of processing, the “Branch” block detects 
that and exits the email out of the system. Before that happens, the email is routed to a 
part of the model where several email statistics such as time spent by the email in the 
system, final value-effectiveness, etc. are evaluated. One such component of the model is 
shown in Fig. 5.24. For each knowledge worker within the network, six such components 
were created.  
Figure 5.24 Calculation of Final Value-Effectiveness and Other Statistics 
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5.3 Model Validation 
 The model went through a rigorous testing and debugging phase. Several 
strategies were employed to ensure the internal validity of these models. Although, it is 
difficult to reproduce a complete list of all the validation activities, examples of some of 
them follow:    
1. Several test schedules were created for both types of emails as well as primary task 
arrivals to ensure that the model remained stable under different load conditions. 
Different components of the model were tested separately. For example, new email and 
primary task arrivals were turned on while the new task and email arrival schedules of all 
other knowledge workers were turned down to make to make sure that the model was 
behaving in the manner it should. While we did this, all the other three knowledge 
workers remained active and worked as usual. 
2. Initial testing revealed that the model was not calculating recall time correctly. Much 
testing, revealed that the advanced panel in Arena was not calculating the required 
expressions. So we performed this calculation alternatively through the use of an 
“Assign” block.  
3. We tested the model to make sure that for each type of entity, the number in was equal 
to the number out.  
4. We checked to make sure that email and task arrival schedules were actually 
implemented correctly. One of the methods for checking implementation was to calculate 
the overall utilization of the resource and then calculate the split-utilizations (i.e. 
utilizations for email and primary tasks) of the same resource to make sure that the 
proportion of time spent on each type of entity was actually what we intended it to be.    
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5. To validate the parameters and other entity creation rates, we turned off the primary 
task arrivals and kept only the flow of email on at first with the scale factor of 1.0. Then 
we turned off the email arrival rate and kept the arrivals of primary tasks on at a scale 
factor of 1.0. We checked the utilization in both cases and added them up. This gives the 
utilization within an environment where there are no interruptions. Next we ran the 
simulation with both the creation rates on. This gave us the utilization for the scenario 
where interruptions occur i.e. a penalty was paid in terms of time. Subtracting the two 
gave us the increase in utilization that occurred due to interruptions. Multiplying this 
difference by the number of hours for which a knowledge worker works per day gave us 
the total time lost per day due to interruptions.  
6. Different internal and external queues at “Process” and “Hold” blocks were inspected 
to identify which one was making the entire system unstable. 
7. We compared the individual output statistics of all four knowledge workers to figure 
out whether any one was behaving oddly. 
 
5.4 Warm-up Time, Run Length and Number of Replications  
Warm-up time for the simulation model was determined externally using Welch’s 
graphical method (Welch 1983). We used email response time statistics of a HEN-High 
network using the ((C, C), C) policy configuration, i.e. scenario # 10. We ran the 
simulation model for this particular scenario for 5 replications and found the average 
email response time across replications for each day. To smooth the curve, moving 
average for 15 data points was taken. Fig. 5.25 shows the plot of the moving average of 
email response time versus the number of days.  
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The data did not show signs of very large variability, so after eye-balling the 
graph carefully, we noticed that on or around the 30th day, the curve started to become 
stable. Hence, 30 days was chosen as the warm-up time for all simulation models. All the 
data generated during the first 30 days of the simulation run was therefore deleted. 
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Figure 5.25 Plot of Moving Average of Email Response Time versus Number of 
Days 
 
Next we needed to know the time duration for which to run each simulation 
model. We ran the same scenario for four different run lengths: 150 days, 210 days, 270 
days and 390 days and recorded the output statistics on the average task completion time. 
We did not find a large variation in the output statistics with the increase in the run 
length. For example, we found that the average task completion time for KW 2 with run 
lengths of 150 days, 210 days, 270 days and 390 days turned out to be 194.5 min, 196.7 
min, 198.52 min, and 200.97 min respectively. Hence, in order to be efficient and at the 
same time collect enough data, we chose 210 days as the run length for all our simulation 
models. 
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Finally, we needed to calculate the number of replications for which each 
simulation model would run. Since all the parameters in the model are probability 
distributions, it is not a good practice to use data from just one replication. In order to 
calculate the appropriate number of replications, we applied the replication truncation 
method using the relative precision approach (Chung 2003). We used the desired relative 
precision value of 9% as reported in Law and Kelton (2000). To begin, we chose a 
random value, 20, for the number of replications and used the same scenario to collect the 
output statistics on email response time for each replication using the replication length 
of 210 days with a warm-up time of 30 days. The data collected was used to evaluate the 
relative precision obtained using the formula reported in Chung (2003) as follows: 
 Relative Precision = =
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Where, 
1,21 !! n
t 3 is t distribution for n-1 degrees of freedom and 21 3!
devstd. is the standard deviation for replication mean 
n is the number of replications 
=
x is the mean of the replication mean 
Table 5.1 summarizes the method. The relative precision in the output statistics 
was found to be 2.7%, which is acceptable. Hence, our assumed value for “n” is 
acceptable and each simulation model be run for 20 replications. 
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Table 5.1 Replication Truncation Method 
Replication Truncation Method 
(Using relative precision Approach) 
Run length for each replication 210 days 
Warm up time 30 days 
Desired relative precision 
(As reported in Law & Kelton (2000)) 0.09 
No of replications needed, n 20 
Degree of freedom (d.f) 19 
t-value for alpha=0.025, d.f=19 2.09302405 
square root of n 4.472135955
Replication mean for email response 
time statistics (in minutes)   
xbar1 10.128 
xbar2 10.019 
xbar3 10.948 
xbar4 10.54 
xbar5 9.6672 
xbar6 9.9642 
xbar7 10.882 
xbar8 11.248 
xbar9 10.224 
xbar10 11.383 
xbar11 10.507 
xbar12 9.4622 
xbar13 9.7674 
xbar14 10.543 
xbar15 10.531 
xbar16 11.275 
xbar17 9.5085 
xbar18 9.5396 
xbar19 10.647 
xbar20 10.056 
=
x 10.342005 
Std. deviation of the replication mean 0.605072074
Relative precision attained 0.027381774
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6. RESULTS AND DISCUSSION 
Data collected from the simulation experiments were analyzed using multivariate 
analysis of variance to understand the differences between performances of various 
policy groups. We begin by explaining the results pertaining to the first research 
question, which focuses on the impact of different email policies on various performance 
measures across different network types.   
 Tables 6.1 and 6.2 show the results of multivariate tests conducted using the 
MANOVA technique. At the significance level of 0.05, all interaction effects were 
significant for all performance variables except value-effectiveness, which implies that 
email policies had significantly different effects on time-effectiveness, task completion 
time, and email response time across different types of networks but not on value-
effectiveness. 
 Hypothesis H1a was supported at ^=0.05. The difference between the impact of 
arrhythmic email policy and rhythmic email policy on value-effectiveness was 
statistically significant for HEN as well as XHEN networks. Figure 6.1 explains these 
differences graphically and gives us a sense of the directionality of the difference. For 
HEN networks, arrhythmic policies provided an average value-effectiveness of 97.11 
percent, while rhythmic policies provided a value-effectiveness of 93.85 percent. For 
XHEN networks, this difference was relatively small. In such networks, arrhythmic 
policies provided an average value effectiveness of 95.54 percent, whereas rhythmic 
policies were 93.26 percent effective in terms of value to the organization.
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Table 6.1 Tests of Between-Subjects Effects For All Factors 
 
Source Dependent Variable 
Type III Sum 
of Squares df 
Mean 
Square F Sig. 
Corrected 
Model 
Value- effectiveness 1144.580(b) 3 381.527 36.294 .000
Time effectiveness 3222.972(c) 3 1074.324 28.780 .000
Avg. Task completion time 31356.752(d) 3 10452.251 18.017 .000
Email Response Time 43182.821(e) 3 14394.274 87.644 .000
Intercept Value-effectiveness 5366445.953 1 5366445.953 510503.7 .000
Time-effectiveness 4777620.768 1 4777620.768 127987.0 .000
Avg. Task completion time 12360361.31 1 12360361.31 21306.10 .000
Email Response Time 455700.543 1 455700.543 2774.678 .000
Network 
Type 
Value-effectiveness 172.589 1 172.589 16.418 .000
Time-effectiveness 50.634 1 50.634 1.356 .245
Avg. Task completion time 827.166 1 827.166 1.426 .233
Email Response Time 3265.441 1 3265.441 19.883 .000
Policy 
Type 
Value-effectiveness 1144.257 1 1144.257 108.852 .000
Time-effectiveness 2628.678 1 2628.678 70.419 .000
Avg. Task completion time 19288.720 1 19288.720 33.249 .000
Email Response Time 14727.607 1 14727.607 89.674 .000
Network 
Type*  
Value-effectiveness 35.079 1 35.079 3.337 .068
Policy 
Type 
Time-effectiveness 548.429 1 548.429 14.692 .000
Avg. Task completion time 3303.067 1 3303.067 5.694 .017
Email Response Time 11682.772 1 11682.772 71.134 .000
Error Value-effectiveness 7947.118 756 10.512
Time-effectiveness 28220.672 756 37.329
Avg. Task completion time 438580.079 756 580.132
Email Response Time 124162.022 756 164.235
Total Value-effectiveness 6798367.497 760
Time-effectiveness 6252331.721 760
Avg. Task completion time 15721480.81 760
Email Response Time 885068.843 760
Corrected 
Total 
Value-effectiveness 9091.698 759
Time-effectiveness 31443.644 759
Avg. Task completion time 469936.831              759
Email Response Time 167344.842 759
a Computed using alpha = .05 
b R Squared = .126 (Adjusted R Squared = .122) 
c R Squared = .102 (Adjusted R Squared = .099) 
d R Squared = .067 (Adjusted R Squared = .063) 
e R Squared = .258 (Adjusted R Squared = .255) 
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Table 6.2 Multivariate Tests(c) 
Effect Value F Hypothesis df Error df Sig. 
Intercept Pillai's Trace 1.000 989777.365(b) 4.000 753.000 .000
Wilks' Lambda .000 989777.365(b) 4.000 753.000 .000
Hotelling's Trace 5257.7 989777.365(b) 4.000 753.000 .000
Roy's Largest Root 5257.7 989777.365(b) 4.000 753.000 .000
Network Type Pillai's Trace .160 35.755(b) 4.000 753.000 .000
Wilks' Lambda .840 35.755(b) 4.000 753.000 .000
Hotelling's Trace .190 35.755(b) 4.000 753.000 .000
Roy's Largest Root .190 35.755(b) 4.000 753.000 .000
Policy Type Pillai's Trace .136 29.511(b) 4.000 753.000 .000
Wilks' Lambda .864 29.511(b) 4.000 753.000 .000
Hotelling's Trace .157 29.511(b) 4.000 753.000 .000
Roy's Largest Root .157 29.511(b) 4.000 753.000 .000
Network Type Pillai's Trace .125 27.003(b) 4.000 753.000 .000
* Policy Type Wilks' Lambda .875 27.003(b) 4.000 753.000 .000
Hotelling's Trace .143 27.003(b) 4.000 753.000 .000
Roy's Largest Root .143 27.003(b) 4.000 753.000 .000
a Computed using alpha = .05 
b Exact statistic 
c Design: Intercept+ Network Type+ Policy Type + Network Type* Policy Type 
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Figure 6.1 Impact of Policy Type on Value-Effectiveness across Different Networks 
This trend can be easily explained. The value that an organization derives depends 
on how quickly an email is processed after it has arrived in an inbox. Since the value of 
an email diminishes with the passage of time, a higher cumulative value is derived from 
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an email that is resolved quickly, whereas a lower value is derived from an email that has 
to wait for a relatively longer period of time. A network that uses any arrhythmic policy 
typically has a larger number of knowledge workers using continuous email processing 
strategies, which also implies that such emails are resolved quickly leading to a higher 
value-effectiveness.  
Another reason such a pattern is exhibited with the use of different email policies 
is the presence of variety in the email policies being used by knowledge workers. 
Networks employing arrhythmic polices have a relatively higher variety of email policies 
than those using rhythmic policies.  Arrhythmic policies are different not only within 
groups but also across groups. For example, a network using an arrhythmic policy having 
a ((C1, C4), C) configuration has policies that are different within the group as well as 
different across groups. It exhibits more variety. On the other hand, networks employing 
rhythmic policies exhibit a lower degree of variety. Rhythmic-same policies have almost 
negligible variety since email processing strategies are the same both within and across 
the groups belonging to the network. Rhythmic–different policies have a relatively higher 
degree of variety than rhythmic-same but always less than any arrhythmic policy. For 
example, a network using a ((C1, C1), C1) set of policies has almost the same email 
schedules both within and across the groups, whereas a network using ((C1, C1), C4) has 
the same schedule within the group but different across groups.      
There is a strong relationship between the degree of variety in email policies used 
within any network and email resolution time. Although email arrival rates and service 
times have stochastic characteristics, knowledge workers follow specific policy schedules 
such as C1, C4, C, etc. when it comes to processing them. The greater the degree of 
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variety of email policies, the higher the probability that emails will have to wait for a 
short time before they get processed. For example, in a network using a ((C1, C1), C1) 
set of policies, if an email remains unattended after email-priority hours are over,  it will 
have to wait till the next day before it gets resolved. This potentially increases the 
resolution time, leading to a decrease in the value being generated for the network. 
However, if a ((C1, C4), C) set of policies is used, then there is a very high probability 
that an email sent by a worker with a C1 schedule will be responded to by a worker using 
a C schedule on the same day. This leads to a reduction in the email wait time and 
thereby an increase in the value-effectiveness.    
We found strong support for hypothesis H1b at ^=0.05; i.e. rhythmic policies lead 
to time-effectiveness that is statistically different from and higher than the time-
effectiveness of the arrhythmic policies. The pattern exhibited for time-effectiveness is 
opposite to what we saw for value-effectiveness, as shown in Fig 6.2. Arrhythmic 
policies provided an average time-effectiveness of 86.23 percent in HEN networks, 
whereas rhythmic policies provided a time effectiveness of 92.35 percent. A similar trend 
was observed in XHEN networks; the difference was slightly smaller but still significant. 
In these networks, arrhythmic policies provided a time-effectiveness of 88.73 percent, 
whereas rhythmic policies were 91 percent time effective. These results are not 
surprising. In arrhythmic policies, emails are answered quickly due to the presence of a 
larger number of workers using continuous policies. As a result, the number of 
interruptions that take place becomes large as well. Thus the cumulative effect of all the 
interruptions leads to a greater wastage of time. For example, in a network employing a 
((C, C), C) set of policies, emails are processed as soon as they arrive, leading to frequent 
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interruptions of the knowledge workers in their primary tasks. This reduces the time 
effectiveness in this policy. Fig. 6.3 (a, b, and c) shows that the value of time 
effectiveness for HEN-High networks is 71.55 percent, for HEN-Low networks is 90.14 
percent and for XHEN networks is 77.12 percent. In a network employing a ((C1, C1), 
C1) set of policies, emails are processed in batches and for this reason, usually the 
interruptions are fewer.  
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Figure 6.2 Impact of Policy Type on Time-Effectiveness across Different Networks 
 
The above finding is further confirmed by Fig. 6.3 (a, b, and c). For a ((C1, C1), 
C1) policy set, time-effectiveness is 97.27 percent for HEN-High networks, 99.22 percent 
for HEN-Low networks, and 97.8 percent for XHEN networks. This explains why 
rhythmic policies are more effective time-wise than arrhythmic polices. Fig. 6.3 (a, b and 
c) shows the performance of each policy belonging to rhythmic as well as arrhythmic 
categories with respect to value and time effectiveness for different types of networks: 
HEN-High, HEN-Low and XHEN. 
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However, an important observation to be noted here is the contrary patterns 
exhibited by value and time effectiveness curves for all types of networks in Fig. 6.3 (a, 
b, and c). As we move to the right, the value-effectiveness increases but the time-
effectiveness decreases. Thus the policies found on the extremes either provide high 
time-effectiveness and low value-effectiveness or they provide low time-effectiveness 
and high value-effectiveness. The policies in the middle provide moderate levels of both 
value and time-effectiveness. 
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Figure 6.3(b) Value Effectiveness and Time Effectiveness for HEN-Low Network 
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Figure 6.3(c) Value Effectiveness and Time Effectiveness for XHEN Network 
 
We found strong support for hypothesis H1c at ^=0.05; i.e. there were statistically 
significant differences in task completion times between arrhythmic and rhythmic 
policies. However, the directionality needs to be explained. Fig 6.4 shows that in HEN 
networks, the average task completion time encountered with arrhythmic policies is 
150.96 min whereas with rhythmic policies, it was 134.86 min. In XHEN networks, 
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average task completion time was 148.8 min for arrhythmic policies but 141.9 min for 
rhythmic policies. This implies that task completion time on an average was lower for 
rhythmic policies in comparison to arrhythmic policies. These results are consistent with 
our expectations. In rhythmic policies, more emails are processed using scheduled 
policies leading to fewer interruptions; hence, a knowledge worker gets more time to 
catch up on task processing. On the other hand, email processing lags behind.  This is 
evidenced by the task completion statistics reported in Fig. 6.5 (a and b). We see 
relatively smaller task times in several rhythmic policies.  
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For example, a ((C1, C1), C1) policy has a task completion time of 138.05 
minutes in HEN-High networks, 101 minutes in HEN-Low networks, and 124 minutes in 
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XHEN networks. On the other hand, for an arrhythmic policy such as ((C, C,) C), we see 
higher task completion times: 198.95 minutes in HEN-High networks, 129 minutes in 
HEN-Low networks, and 173 minutes in XHEN networks.    
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Figure 6.6 Impact of Policy Type on Email Response Time across Different 
Networks 
Finally, we also found support for H1d hypothesis at ^=0.05.  The average email 
response time for various types of rhythmic policies was significantly higher than the 
times for arrhythmic policies. Fig 6.6 also suggests this directionality. For example, in 
HEN networks, knowledge workers took on average 20.6 minutes to respond to an email 
under an arrhythmic policy whereas they took 39.41 minutes to respond to an email if a 
rhythmic policy was used.  The main reason for such a pattern is again the number of 
interruptions that occur in each type of policy. For HEN networks, the average number of 
interruptions that occurred with the use of arrhythmic policies was 36.19 per day while 
the number was approx. 22 per day with the use of any rhythmic policy. With XHEN 
networks, this difference was approx. 7 interruptions per day. As the number of 
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interruptions increases, work on primary tasks starts to lag but more and more emails are 
processed quickly. This leads to a reduction in the amount of time that they have to wait, 
resulting in shorter email response time and Fig. 6.7 (a and b) further clarifies this. We 
see a decrease in the email response time as we proceed towards the right in all three 
types of networks. As expected, response time is minimum with the use of ((C, C), C) but 
is maximum at the other extreme, i.e. with the use of a ((C1, C1), C1) policy. Fig 6.7 (b) 
shows a greater variability in email response time for different policies. This difference is 
mainly due to policies not being arranged in proper sequence. 
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 We conducted a separate ANOVA to test hypothesis H2 since this hypothesis had 
only one dependent variable and required setting up the design differently. Table 6.3 
shows the results of univariate between-subject tests conducted to investigate if 
significant differences existed between ((C1, C1), C1), ((C4, C4), C4), and ((C, C), C). 
Statistically significant differences existed between the performances of each pure 
network email processing strategy with respect to overall network effectiveness at 
^=0.05. However, hypothesis H2 is related more to the directionality of these differences.  
 
Table 6.3 Tests of Between-Subjects Effects (Time and Value Effectiveness Equally 
Important) 
 
Dependent Variable: Overall Effectiveness (Time and Value effectiveness Equally Important) 
Source 
Type III Sum 
of Squares Df Mean Square F Sig. 
Corrected Model 451.439(a) 2 225.719 30.276 .000 
Intercept 1517313.691 1 1517313.691 203516.331 .000 
EPS 451.439 2 225.719 30.276 .000 
Error 1319.621 177 7.455 
Total 1519084.752 180 
Corrected Total 1771.060 179 
(a)  R Squared = .255 (Adjusted R Squared = .246) 
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Figure 6.8 shows the performance of the email policies mentioned above on the 
overall effectiveness when value-effectiveness and time-effectiveness are equally 
important for knowledge workers. For this scenario, the overall effectiveness was 
reported to be 93.23 percent with the use of a ((C1, C1), C1) policy, 92.59 percent with a 
((C4, C4), C4) policy, and 89.6 percent with a ((C, C), C) policy. This implies that 
although Eo((C, C), C)< Eo ((C4, C4), C4) was  true, the validity of Eo ((C4, C4), C4)> Eo
((C1, C1), C1) could not be confirmed. Hence, we found only partial support for 
hypothesis H2. The most plausible explanation for this comes from the rate of increase in 
value-effectiveness and rate of decrease in time-effectiveness with the increase in the 
number of email priority hour slots. When the entire network uses a C1 policy, the total 
number of email priority hours is the smallest across all policies. This number becomes 
higher when the entire network uses a C4 policy and becomes extremely large when a C 
policy is adopted.  When the number of email-hour slots increases, the rate of increase in 
value-effectiveness is rather slow but the rate of decrease in time effectiveness is quite 
substantial. When a C1 policy is replaced by a C4 policy, value-effectiveness increases 
by 3.87 percent and when a C4 is replaced by a C policy, value-effectiveness increases by 
7.2 percent. However, when a C1 policy is replaced by a C4, time-effectiveness drops by 
5.15 percent but when a C4 is replaced by a C, this drop is 13.15 percent due to the 
substantial increase in the number of interruptions. Since the overall effectiveness 
comprises value and time effectiveness that are equally weighted in hypothesis H3, the 
total decrease in the overall effectiveness will simply be the sum of drop or gain 
exhibited by time and value effectiveness. The overall effectiveness that occurred when a 
C4 policy was replaced by a C was primarily due to the larger drop in time effectiveness. 
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This confirms a part of the hypothesis to be true. However, the overall effectiveness 
drops when a C1 is replaced by a C4 due to time-effectiveness dominating over value-
effectiveness, which suggests that the other part of the hypothesis does not hold true. 
Further investigation showed that hypothesis H2 was supported in the case of XHEN 
networks but only partially supported for HEN-High and HEN-Low types of networks. 
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Figure 6.8 Overall Effectiveness (Time and Value Effectiveness Equally Important) 
vs. Email processing Strategies 
 
We also analyzed the scenarios of different values being assigned to time or value 
effectiveness. For a scenario where value-effectiveness is three times as important as 
time-effectiveness, we found that when a C1 policy is replaced by a C4, value-
effectiveness went up by 2.9 percent but time-effectiveness went down by 1.62 percent. 
When a C4 policy was replaced by a C policy, value-effectiveness went up by 5.4 percent 
but time-effectiveness went down by 3.28 percent. Thus the cumulative effectiveness 
continuously increased with the increase in the number of email priority hour slots. This 
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explains why the curve has a positive slope as we move from C1 to C4 and from C4 to C. 
Figure 6.9 also explains this graphically. The average overall effectiveness attained is 
90.9 percent in a network where every knowledge worker uses a C1 policy, 92.51 percent 
in a network using a C4 policy and 94.6 percent in a network utilizing a C policy.    
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We also analyzed the situation where time is given a higher importance than 
value-effectiveness. The assumption here is that time-effectiveness is three times as 
important as value-effectiveness. When a C policy was replaced by a C4, we observed a 
large gain in time effectiveness (9.86 percent) at the cost of a very small loss in value 
effectiveness (1.8 percent). Again, when a C4 was replaced by a C1, the increase in 
value-effectiveness was far larger (3.86 percent) than the drop in time-effectiveness (0.96 
percent). The cumulative values of time and value effectiveness suggest that overall 
effectiveness decreases with the decrease in the number of email priority hour slots (i.e. 
from C to C4 and from C4 to C1) when time effectiveness is given more importance. 
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Figure 6.10 summarizes the overall effectiveness gained in such scenarios where time 
effectiveness is more important. The average overall effectiveness is 95.57 percent in a 
network using only a C1 policy, 92.67 percent in a network using a C4 policy and 84.6 
percent in a network using a C policy. 
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Figure 6.10 Overall Effectiveness (Time-Effectiveness More Important than Value-
Effectiveness) vs. Email processing Strategies 
 
6.1 Summary and (Theoretical and Practical) Implications 
Input parameters for the simulation model were derived using the data collected 
from the survey. All the scenarios were implemented in thirty-eight different simulation 
models. Data collected from simulation output variables were analyzed to test proposed 
relationships. Support was found for most hypotheses. Hypothesis H2 was only partially 
supported. Table 6.4 summarizes the results of the hypotheses testing. Findings suggest 
that for homogeneous as well as heterogeneous networks, rhythmic email processing 
strategies lead to lower value-effectiveness but higher time-effectiveness. On the other 
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hand, email response times are generally higher with rhythmic policies when compared 
with arrhythmic policies. Task completion times are usually lower with rhythmic 
policies.  
Table 6.4 Summary of Hypotheses Testing 
Hypotheses Description Findings (at 
^=0.05)
H1a Rhythmic EPSs will lead to lower value-
effectiveness than Arrhythmic EPSs. 
Supported  
H1b Rhythmic EPSs will lead to higher time-
effectiveness than Arrhythmic EPSs. 
Supported 
H1c  Rhythmic EPSs will lead to shorter 
average task completion times than 
Arrhythmic EPSs. 
Supported 
H1d Rhythmic EPSs will lead to higher 
average email response times than 
Arrhythmic EPSs. 
Supported 
H2 The overall network effectiveness (Eo) at 
extreme levels (with C1 and C strategies) 
will be lower than that in the middle (with 
a C4 strategy) 
Partially 
supported 
These results are of immense practical significance especially for large 
organizations. If an entire organization uses C policy than each knowledge worker stand 
to loose, on an average, 28 min per day, given that each workday comprises of 
approximately 10 hours. This is roughly 4.67 percent of a 10-hour work day. Instead of 
using C policy, if the organization chooses to use C4 policy through out than a loss of 
only 12 minutes per day occurs, which is approximately 2 percent of a 10-hour work day. 
Time lost as a result of interruptions is almost negligible if C1 policy is used 
(approximately 0.6 percent of a 10-hour workday). Although these time savings appear to 
be not of as much significance when looked from an individual knowledge worker’s 
perspective but they cumulate into a significantly bigger number when seen from an 
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entire organization’s perspective. For example, a small organization having 100 
employees could potentially loose up to 2333 work hours with C policy, 1000 work hours 
with C4 policy, and 305 hours with C1 policy due to interruptions. Assuming an hourly 
wage of $50, this translates into an annual loss of approx. $600,000 with C policy, $ 
260,000 with C4 policy and $80,000 with C1 policy. For a large organization having 
10,000 employees, use of C policy could lead to a loss of 233,333 work hours translating 
into an annual loss of approx. $60 million. With C4 policy, about 100,000 work hours are 
lost resulting in the loss of approx. $26 million per year whereas, C1 policy leads to 
approx. 300,000 lost hours, which is equivalent to roughly $8 million per year assuming 
the wage rate of $50 per hour. However, this saving comes at a cost of  approximately 7 
to 11  For example, replacement of C policy by C4 policy results in approximately 7 
percent reduction in value-effectiveness whereas when a C4 policy is replaced by C 
policy, value-effectiveness reduces by 3.8 percent In this study, we have looked at the 
time based value of emails. 
When it comes to the overall effectiveness of email communication, for 
organizations that attach more value to time effectiveness, a C policy outperforms all 
other policies but if value is more important to an organization, a C1 policy performs 
better than all other policies. On the other hand, for an organization that attaches equal 
importance to time and value, a C1 performed better than a C4 and a C4 performed better 
than a C policy.  
Finally, we could rank all policies on the basis of their performance with respect 
to time and value effectiveness for homogeneous as well as heterogeneous networks. This 
could serve as a useful guide for knowledge workers in choosing the policy that fits best 
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in their work environment. Figures 6.11 and 6.12 categorize all the email processing 
strategies for HEN and XHEN networks for this purpose. The markers on the horizontal 
and vertical lines have been set up at the mean values. All the policies have been divided 
into four categories. The first quadrant represents a high value-effectiveness and low 
time-effectiveness group, the second quadrant represents a high value-effectiveness and 
high time-effectiveness group, the third quadrant represents a low value-effectiveness and 
high time-effectiveness group, and the fourth quadrant represents a low value-
effectiveness and low time-effectiveness group. As is evident from these diagrams, a ((C, 
C), C) policy provides the highest value-effectiveness but the lowest time-effectiveness, 
whereas, ((C1, C1), C1) provides the highest time-effectiveness but the lowest value-
effectiveness. Policies scattered around the medians are able to strike a better balance 
between time and value effectiveness. For example, use of a ((C1, C4), C) policy leads to 
a time-effectiveness of approx. 93 percent and a value-effectiveness of approx. 95 
percent. 
Figure 6.11 Value Effectiveness vs. Time Effectiveness for HEN Networks 
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Figure 6.12 Value Effectiveness vs. Time Effectiveness for XHEN Networks 
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7. LIMITATIONS AND IMPLICATIONS FOR FUTURE RESEARCH 
Like any other research, this study has certain limitations. We used simulation 
methodology, which has some known drawbacks. First, it is a method for conducting 
computer experiments where we are not able to use real subjects and therefore individual 
differences between subjects can not be directly accounted for. We address this problem 
to a certain extent by using probability distributions, which may account for variability in 
input variables. Simulation also serves to reduce the external validity of the work 
environment.  
Another issue with simulation is that it can generate large amounts of data for 
analysis purposes. Sample sizes can be reduced by running the simulation for shorter time 
periods, but this leads to the problem of insufficient half width, which can be corrected 
by running the simulation for longer time periods. Hence, the solution to one problem 
creates another problem. We used a slightly different approach to overcome this problem. 
Rather than using individual values of outcome variables for statistical analysis, we used 
replication averages. It is very difficult to conduct this study using empirical methods 
such as experiments, field studies, etc. due to lack of control over treatments, subject 
attrition, change taking place during the experiment, etc. Further, in any empirical study, 
we are always limited by the constraints of time and availability of subjects. This study 
specifically required intensive monitoring of time and hence would have become 
expensive due to the need for video cameras, additional requirements of manpower for 
monitoring knowledge workers for extended time periods, etc.
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Simulation can easily overcome these limitations. Another advantage is that a 
large number of treatments can be evaluated using simulation. We can not really give a 
long questionnaire to real subjects.  
We made several assumptions in the modeling process and these also become 
limitations of this study. We studied work environments where all primary tasks had the 
same learning rate of 0.7. Future studies can focus on modeling work environments 
having a mix of different learning rates. It will be worthwhile to understand how different 
learning rates influence the working of various email processing strategies. The 
simulation model developed for this study assumed that knowledge workers only 
exchange emails and not primary tasks. Modeling task dependencies in a project 
management setting will definitely provide important insights into this problem and will 
potentially raise important questions from a project manager’s perspective.  
We assumed that all the knowledge workers belonging to the network in this 
study were located in the same time zones and hence had similar office hours. So emails 
from within- network knowledge workers did not arrive at night. However, with off-
shoring gaining prevalence in modern business organizations, knowledge workers often 
find themselves working in different time zones and hence processing emails even at 
night. Future research should investigate how response times and other performance 
characteristics are impacted by the choice of email processing strategies in the presence 
of off-shoring.  
 As pointed out earlier, this study focused on email resolution and not issue 
resolution. We assumed that an email is resolved if it has gone through one complete 
cycle of processing, i.e. for an email requiring a response, one complete cycle is  going 
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from sender to receiver and then back to the original sender. All the email exchanges 
within a cycle make up one email thread. Because of this assumption, the maximum 
thread length at any point of time can not be more than three emails. Future studies 
should relax this assumption and look at emails with longer threads so that the focus is 
not just on resolving the emails but also on resolving the issues, which may take longer.  
Another restriction that we imposed was that no prioritization or routing strategies 
were implemented within the current models. All the knowledge workers processed 
emails on the first come-first served basis and no forwarding of emails within networks 
occurred. Future studies in this direction could focus on comparing the email processing 
strategies in the presence of various prioritization and routing schemes.    
There are several other directions in which this study can be taken. We assumed 
that the value of an email drops linearly with time after a certain threshold time has 
elapsed. It would be interesting to see how value-effectiveness changes when the value of 
email drops non-linearly with time. Further, we considered only C1, C4 and C policies in 
this study. We could use other network policies such as C3, C6, C8, etc. to see how a 
greater heterogeneity within policy-sets can have an influence on the performance. The 
current study assumes that emails interrupt primary tasks but not visa versa. It would be 
insightful to study when both can interrupt each other.  
 The network that was modeled in this study contained only three knowledge 
workers. It is also important to conduct the same study on a network of comparatively 
larger size to see whether the findings are robust enough. 
In the end, we can say that simulation combined with an analytical approach and 
statistical analysis can serve as a very useful method to conduct studies such as this, that 
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often become unfeasible to pursue due to the time factor and the requirement that 
researchers continuously monitor subjects for extended periods of time. Through the use 
of this approach, we tried to address a very significant problem of email overload and 
interruptions that several organizations are facing today. Future research in this direction 
will certainly help in improving the overall productivity of organizations by helping 
knowledge workers change their poor email processing practices. This study was a small 
but significant step in this direction.  
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APPENDIX  
* 1. If you wish to participate in this study, please complete the following steps:
1) Click on “I have read the above conditions and agree to participate” and 
print a copy of consent form for you.  
2) Complete the survey that starts from the next screen. 
I have read the above conditions and agree to participate in the study 
No Thanks!
1. Information About Your Work Environment 
1. In what country are you located?
2. Which best describes your personal involvement with your organization? 
I...  
Am a member of a messaging support team 
Work for a vendor of messaging and collaboration products or services 
Am an IT professional,  
Am not in IT,  
Have a different involvement (if so, please describe)  
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3. Which best describes what your industry is or what your organization does? 
If several apply to you, choose the one that's most accurate. 
4. You can be best described as:
Manager 
CIO 
CEO 
Staff 
Other (please specify) 
5. What is the total number of employees in your entire world-wide 
organization (i.e., not just in your own department)? 
6. What is the total number of employees in your entire department?
7. How many people typically work with you in the following different roles:
As subordinates
As supervisors (direct and indirect) 
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As immediate peers 
Others
8. Please check the type of projects you are involved with (check all that 
apply). 
Centralized team(s) (e.g., teams located at one physical location) 
Decentralized team(s) (e.g., “virtual groups”) 
I am not involved in any collaborative projects 
Other (please specify) 
Please skip question 9 and 10 if you are not involved in any collaborative 
projects 
9. How many teams of following type are you typically involved with (Check 
all that apply)? 
Centralized team(s)
Decentralized team(s) 
Other
10. How many employees are there in each team you are typically involved with  
(Please use the text box in Q.11, if you are involved with more than 5 different teams) ?
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11. Please use the space below if you work in more than five teams as reported 
in previous question or for providing any additional information.  
2. Time Spent on Emails And The Frequency of Email Processing 
1. On a typical workday, how many hours do you work at your office? 
2. On a typical workday, how many hours do you work at home? 
* 3. On a typical workday, how much time do you spend on work-related 
emails? 
Team 1- No. of 
Employees
Team 2- No. of 
Employees
Team 3- No. of 
Employees
Team 4- No. of 
Employees
Centralized team(s)
Decentralized team(s) 
Other
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* 4. On a typical workday, how much time do you spend on non-work-related 
emails? 
5. On a typical workday, do you process emails at places other than your 
desktop computer at work?  
Yes 
No
Please skip question 6 and 7 if you selected "No" in the previous question.
6. Please indicate which methods you use to check emails while you are away 
from your desktop computer (check all that apply). 
PDA 
Blackberry, etc. 
Checking at home 
While traveling 
Other (please specify) 
7. On a typical workday, what percentage of your overall email processing 
time is spent using wireless devices like a PDA, Blackberry, etc. as mentioned 
in previous question. 
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* 8. On a typical workday, what is the average number of times you process [or 
check] work-related emails? 
Once a day 
One to two times a day 
Two to four times a day  
Four to eight times a day 
Greater than eight times per day  
A few times per hour 
More or less continually. 
Any other comments(please specify) 
9. Why do you think you process [or check] emails multiple times a day (for 
example- is it because of your habit or the nature of your work or your need 
or the work culture within your organization or impression management, 
etc.)? 
3. Number of Incoming and Outgoing Email 
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* 1. On a typical workday, what is the average number of NON-SPAM emails 
you initiate or originate per day? 
* 2. On a typical workday, what is the average number of NON-SPAM emails 
you receive per day? 
* 3. On a typical workday, what is the average number of NON-SPAM emails 
you respond to per day? 
4. For a typical workday, please provide the average number of NON-SPAM 
incoming and outgoing emails. This information may best be obtained from 
your ‘inbox’ folder and ‘sent items’ folder.  
No. of incoming emails No. of outgoing emails
8:00am - 10:00am
10:00am - 12:00am
12:00am - 1:00pm
1:00pm - 3:00pm
3:00pm - 5:00pm
5:00pm - 8:00am
5. What time do you typically arrive at work? 
6. At what time do you typically leave from work? 
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4. Types and Priority of Email 
1. For a typical workday, please provide information about arriving emails, 
categorized as 'Sender' - 
(1- highest priority, 8- least priority) 
% of 
Emails 
Received 
per Day
% of Time 
Spent on 
Email 
Processing 
Priority given to 
Emails while 
Processing
1. Within organization
1(a) Within department
(i) Supervisor
(ii) Peers
(iii) Subordinate
1(b) Outside department
2. Outside organization
3. Other
2. For a typical workday, please provide information about arriving emails, 
categorized as 'content of emails'- 
% of 
Emails 
Received 
per Day
% of Time 
Spent on 
Email 
Processing 
Priority given to 
Emails While 
Processing
1. Complex email (take longer time to process)
2. Short email (take shorter time to process)
3. FYI
4. Listserv email
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5. CC email
6. Personal email
7. Spam
8. Other
3. For a typical workday, please provide information about arriving emails, 
categorized as 'collaborative emails'- 
% of 
Emails 
Received 
per Day
% of Time 
Spent on 
Email 
Processing 
Priority given to 
Emails While 
Processing
1. Team 1
2. Team 2
3. Team 3
4. Team 4
5. Team 5
6. Team 6
7. Team 7
4. For a typical workday, please provide information about arriving emails, 
categorized as 'expected response time'- 
% of 
Emails 
Received 
per Day
% of Time 
Spent on 
Email 
Processing 
Priority given to 
Emails While 
Processing
1. Urgent (e.g. response needed ASAP)
2. Within 0 to 2 hours
3. Within 0 to 4 hours
4. Within 1 workday
5. Within 2 workdays
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6. Within 1 week
7. Other (e.g. 2 week, 1 month, etc.)
5. What email processing strategy or criteria do you use to determine the 
order in which a particular email should be processed (Please check all that 
apply)? 
First come first serve 
First come last serve 
Randomly 
Depends on who the sender is 
Depends upon how long the email is sitting un-responded in the inbox 
Depends upon the content of email 
Depends upon which group it is coming from 
Depends upon the urgency of email (expected response time) 
Any other comments (please specify) 
6. Please rank the above mentioned criteria in order of importance to you 
(Please check all that apply). 
(1- most important, 8 - least important) 
Rank
First come first serve
First come last serve
Randomly
Depends on who the sender is
Depends upon how long the email is sitting un-responded in the inbox
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Depends upon the content of email
Depends upon which group it is coming from
Depends upon the urgency of email (expected response time)
7. Please include any other comments you may have here. 
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Scope and Method of Study: While emails have improved the communication 
effectiveness of knowledge workers, they have also started to negatively impact their 
productivity. Emails have long been known to provide value to the organization, but 
the influence of the overwhelming amount of information shared through emails and 
the inefficiencies surrounding the everyday use of emails at work has remained almost 
completely unanalyzed so far. Frequent announcements of new emails and then a 
user’s checking her email leads to an escalation in the interruption issues, the resulting 
overall effectiveness derived from email communication needs to be re-explored.  This 
study uses a computational modeling approach to understand how various 
combinations of timing-based and frequency-based email processing strategies 
adopted within different types of knowledge networks can influence average email 
response time, average primary task completion time, and the overall effectiveness, 
comprising value-effectiveness and time-effectiveness, in the presence of 
interruptions. Earlier research on the topic has focused on individual knowledge 
workers. This study performs a network-level analysis to compare different sender-
receiver relationships to assess the impact of different overall email policies on the 
entire network. Computational models of three different email exchange networks 
were developed, namely, homogeneous networks with higher users of email, 
homogeneous networks with low users of email and heterogeneous networks utilizing 
various combinations of email strategies. A new method, referred to as forward and 
reverse method, to evaluate and validate model parameters is also developed.     
 
Findings and Conclusions: Findings suggest the choice of email checking policy can 
impact time and value effectiveness. For example, rhythmic email processing 
strategies lead to lower value-effectiveness but higher time-effectiveness for all types 
of networks. Email response times are generally higher with rhythmic policies than 
with arrhythmic policies.  On the other hand, primary task completion times are 
usually lower with rhythmic policies. On an average, organizations could potentially 
save 3 to 6 percent of overall time spent per day by using email strategies that are 
more time effective but could lose 2.5 to 3.5 percent in the communication-value. 
These values cumulate into significant time saving or value loss for large 
organizations.  
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