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0. Introduction
Blum, Shub and Smale [2] introduced the Blum–Shub–Smale (BSS) model of com-
putation over the real numbers with the goal of modeling the kind of computations
done in numerical analysis. Characteristic features of this model are the constant (unit)
size for all real numbers and the unit cost arithmetic. The latter is in contrast with the
Turing machine in which the cost of arithmetic operations grows with the size of the
terms to be operated. In particular, iterated multiplications are increasingly expensive.
For instance, while in the BSS model we can compute 22
n
in n operations, and thus
with cost n, in the Turing model the same computation will take time at least 2n.
A variation on the BSS model attempting to get closer to the Turing machine in the
sense above (i.e. a model in which iterated multiplication is somehow penalized) was
introduced by Koiran [3]. This model, which Koiran called weak, takes inputs from R∞
(the disjoint union of Rn for n¿1) but no longer measures the cost of the computation
as the number of arithmetic operations performed by the machine. Instead, the cost of
each individual operation x ◦y depends on the sequences of operations which lead to the
terms x and y from the input data and the machine constants. It is important to remark
that, since inputs to weak machines are arbitrary real numbers, there is no modi:cation
on size measuring. That is, an element in Rn has size n just as in the basic BSS model.
Thus, input size is measured in the same way for the weak and the basic BSS models.
Very recently, Malajovich [5] took another approach to make the BSS model closer
to the Turing one. Let Ralg denote the real closure of Q i.e. the set of real numbers
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which are algebraic over Q. Malajovich considered BSS machines over Ralg with both
size and cost modi:ed. This modi:cation uses a measure of size which is very common
in algebraic number theory, the height of an algebraic number. With the new size and
cost, which we will call weighted size and weighted cost, Malajovich de:ned the
classes Palg and NPalg of subsets of R∞alg decided in deterministic and nondeterministic
polynomial time, respectively. The main result in his paper states that P=NP in the
Turing model if and only if Palg =NPalg.
An immediate question raised by Malajovich’s paper is the comparison between the
weak and weighted variants of the BSS model over Ralg. In this paper we answer this
question. Denote by PW the class of subsets of R∞alg decided by weak machines in
polynomial time. Our :rst result is as follows.
Theorem 1. The following strict inclusion holds:
PW⊂Palg:
Theorem 1 seems to settle the question above. One can go a bit further though.
Denote by PhW the class of subsets of R∞alg decided by BSS machines with weak cost
polynomially bounded in the weighted size of the input. That is, we are considering
the weak cost but we consider it as a function of the weighted input size.
Theorem 2.
PhW =Palg:
Thus, weak and weighted costs are polynomially equivalent if input size is measured
in the same way (weighted) for both.
We devote the next section to recall the de:nitions of the main concepts used in
this paper. Then, in Sections 2 and 3, we prove Theorems 1 and 2.
1. Basic concepts
In this section we brieIy recall some notions about algebraic numbers and we de:ne
weak and weighted costs. For the latter, we assume the reader familiar with the theory
of machines over a ring as exposed e.g. in [2].
1.1. Algebraic numbers, heights and weights
A complex number  is said to be algebraic if there is a polynomial p with integer
coeJcients such that p()= 0. The only such p having its coeJcients relatively prime
and positive leading coeJcient is called the minimal polynomial of . The quotient
ring Q[x]=p is actually a :eld which will be denoted by Q[]. Moreover, Q[] is a
:nite-dimensional vector space over Q. Its dimension, denoted by [Q[] :Q], is called
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the degree of the extension and coincides with the degree of p. A :eld like Q[] is
said to be a :nite extension of Q or a number 6eld.
If 0; : : : ; n are algebraic numbers we denote by Q[0; : : : ; n] the smallest sub:eld
of C containing Q and the i for i=1; : : : ; n. A classic result in algebra states the ex-
istence of a number 
, the primitive element, such that Q[
] =Q[0; : : : ; n]. Therefore,
Q[0; : : : ; n] is a number :eld.
The algebraic closure KQ⊂C of Q is the set of all algebraic numbers. An important
function associated with KQ is the height function de:ned in number theory,
H : KQ→R+:
Its de:nition (which is not immediate and requires some knowledge of algebra) can be
found in [5] together with several of its properties, including all those which will be
used in our paper. The restriction of H to Q is given by H (x)= max{|p|; |q|} where
x=p=q and gcd(p; q)= 1. Thus, the logarithmic height of x
ht(x)= 1 + log H (x)
corresponds, roughly speaking, with the bit size of x.
The function H can be further extended to product spaces
Hn : KQn→R+
and, for x1; : : : ; xn ∈ KQ, one has
max
16i6n




Again, see [5] for details. In the rest of this paper we will denote the diMerent Hn
simply by H as it is customary in number theory. We can now de:ne weights.
Let x=(x1; : : : ; xn)∈ KQn. The weight of x is de:ned by
weight(x)= [Q[x1; : : : ; xn] :Q]ht(x)= [Q[x1; : : : ; xn] :Q](1 + log H (x)):
Notice that, for x∈Q, [Q[x] :Q] = 1 and thus weight(x) corresponds again with the
bit size of x. For more general x, i.e. for x∈ KQn, we de:ne the weighted size sizeh(x)
of x∈ KQn to be
sizeh(x)= nweight(x):
We will think of sizeh(x) as a natural extension to KQn of the notion of bit size.
In the case of an algebraic number x∈ KQ there are inequalities relating the weight
of x and the “size” of its minimal polynomial p. Let p= adX d + · · ·+ a1X + a0, then
w(p)= 1 + log H (ad; : : : a0):
In addition, using that gcd(ad; : : : ; a0)= 1 one can prove that H (ad; : : : ; a0)= max{|ad|
; : : : ; |a0|}.
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Proposition 1 (Malajovich [5, Theorem 6]). If p is the minimal polynomial of x∈ KQ
then
w(p)− 26w(x)6d(1 + w(p)):
Here d is the degree of p.
Our interest will, for the rest of this paper, restrict to Ralg = KQ∩R.
1.2. The weighted cost
Denition 1. Let M be a BSS machine over Ralg and let x∈R∞alg. Let V be the set of
intermediate values obtained during the computation of M with input x and let M (x)





weight(z) + weight(M (x)):
A set S ⊆R∞alg is decidable within polynomial weighted cost if there is a machine
M over Ralg deciding S and constants c; d¿0 such that, for all x∈R∞alg
cost(M; x)6c(sizeh(x))d:
The class of all such sets S will be denoted by Palg.
1.3. The weak cost
Let M be a machine over Ralg, let 1; : : : ; k be its constants and let x=(x1; : : : ; xn)∈
R∞alg. At any step  of the computation of M with input x, the intermediate value z ∈Ralg
produced in this step can be written as a rational function of a and x, z=’(a; x). This
rational function only depends on the computation path followed by M up to  (i.e.
on the sequence steps previously performed by M) and is actually a coordinate of
the composition of the arithmetic operations performed along this path (see [1] for
details). Let ’= g=h be the representation of ’ obtained by retaining numerators
and denominators in this composition. For example, the representation of the product
(g=h)(r=s) is always gr=hs and the one of the addition g=h + r=s always (gs + hr)=hs.
We will now use g and h to de:ne weak cost.
Denition 2. The weak cost of any step  is de:ned to be the maximum of deg(g),
deg(h), and the maximum bit size of the coeJcients of g and h. For any x∈R∞alg
the weak cost of M on x is de:ned to be the sum of the costs of the steps performed
by M with input x.
Let size(x)= n for all x∈Rn. The class PW of sets decided within weak polynomial
cost is now de:ned as above but replacing sizeh(x) by size(x).
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Remark 1.
(i) Notice that in order to de:ne weak cost, it is not necessary for the constants of M
to be algebraic. Actually, the weak cost was introduced by Koiran for machines
over R (i.e. allowing arbitrary real constants) with the idea of having a real model
of computation whose cost is close to the Turing one.
(ii) The de:nitions above do not fully coincide with those given in [3] since this ref-
erence requires the representation of the rational functions ’ above to be relatively
prime. The de:nitions we give here, which are taken from Blum et al. [2], are
essentially equivalent.
As we said in the preceding section we will also be interested in the following
complexity class.
Denition 3. Let PhW be the class of subsets of R∞alg decided by machines with weak
cost polynomial in sizeh(x), for each input x∈R∞alg:
2. Proof of Theorem 1
Theorem 1 follows from the next two propositions.
Proposition 2.
PW⊆Palg:
Proof. Let M be a weak machine working in polynomial time. To prove the propo-
sition it is enough to show that for all the intermediate values z occurring during the
computation of M with input x∈Rnalg, weight(z) is polynomially bounded in sizeh(x):
Since M is weak, z=P(x; ) where =(1; : : : ; k) are the constants of M and P
is a polynomial with integer coeJcients satisfying that both ht(P) and deg(P) are
polynomially bounded in n. Here ht(P)= 1+ log H (P) and H (P) denotes the height
of the vector of coeJcients of P. Corollary 1 in Section 2:5 of Malajovich [5] states
that
H (z)6(# of non-zero coeJcients of P)H (P)H (x)deg PH ()deg P:
Taking logarithms we :nd that
ht(z)6O(n+ k) deg(P) + ht(P) + deg(P)(ht(x) + ht())
and using the bounds in deg(P) and H (P) we are done.
Proposition 3.
PW = Palg:
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Proof. We shall show that N∞⊂R∞alg is in Palg but not in PW. To do so, consider the
following algorithm which decides whether a real algebraic number x belongs to N.
input x∈Ralg
if x=0 then ACCEPT




k := k + 1
s := 2s
end do
k := k − 1
s := s=2
% s6x¡2s %
for i := k − 1 to 0 do
if s+ 2i6x then s := s+ 2i
end do
if x= s then ACCEPT else REJECT
If x satis:es 2k−1¡x62k then the algorithm performs O(k) arithmetic operations.
Moreover all the terms of these operations and comparisons besides x are integers of
bit size at most k +1. Also, Lemma 1 in Section 2:6 of Malajovich [5] states that, for
y∈ KQ; y = 0;
2−weight(y)¡|y|¡2weight(y):
Therefore, weight(x)¿ log |x|¿k − 1. We conclude that the whole computation has
weighted cost polynomial in weight(x).
To decide whether x∈Rnalg belongs to Nn one just uses the procedure above for the
n coordinates of x. The weighted cost of this procedure is bounded by n times the
maximum of the costs for deciding whether xi ∈N for i=1; : : : ; n. And this is bounded
by a polynomial in sizeh(x)= nweight(x): Thus, N∞ ∈Palg:
Now assume that N∞ is in PW. Then, for each n∈N, we can decide inputs in Rnalg
in time polynomial in n. But this implies that Nn is a semi-algebraic subset of Rnalg
which is not true. So N∞ ∈PW.
3. Proof of Theorem 2
To prove Theorem 2, the notion of Boolean part will be useful. We recall that for
a class C of subsets of R∞alg its Boolean part is de:ned as
BP(C)= {S ∩ {0; 1}∞ | S ∈C}:
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One of the main results in [3] shows that the Boolean part of PW (with arbitrary real
constants) is P. We now prove a similar result.
Proposition 4.
BP(Palg)=BP(PW)=BP(PhW)=P:
Proof. Clearly, BP(PhW)=BP(PW) since sizeh(x)= size(x)= n for inputs x∈{0; 1}n.
So we only need to prove BP(Palg)=BP(PW)=P:
We :rst show that BP(Palg)=P. The inclusion P⊆BP(Palg) is trivial. To see the
reversed inclusion we need to simulate a machine M in Palg over inputs in {0; 1}∞ by
a polynomial time Turing machine.
If 1; : : : ; k are the constants of M there exists an element !∈Ralg such that
Z[1; : : : ; k ] =Z[!].
Let b1; : : : ; bn ∈{0; 1} be an input for M . The simulation encodes elements in the
ring Z[!] by a univariate polynomial p and an isolating interval with rational end-
points. Then it replaces arithmetic operations in Z[1; : : : ; k ] by symbolic computation
routines for those operations with inputs the above encodings. Those routines work in
polynomial time in the size of their inputs (cf. [4]). And these sizes are polynomi-
ally bounded in n since M ∈Palg by Proposition 1. Therefore, the simulation works in
polynomial time.
We just proved BP(Palg)=P. Next, we prove BP(PW)=P. But this is simple since
the inclusion P⊆BP(PW) is trivial and the reversed inclusion follows from P=BP(Palg)
and Proposition 2.
Proof of Theorem 2. The proof of Proposition 2 shows that PhW⊆Palg:
For the reversed inclusion, consider a set S ∈Palg and a machine M deciding S in
polynomial time. We consider a machine M∗ doing the following:
input x=(x1; : : : ; xn);
(1) for i=1; : : : ; n do
compute pi ∈Z[X ] the irreducible polynomial of
xi and (ai; bi)∈Q2 an isolating interval for xi,
(2) simulate the computation of M with xi coded by
(pi; (ai; bi)); i=1; : : : ; n, as in Proposition 4.
Clearly, M∗ decides S. We want to see that it does so within weak cost polynomial
in sizeh(x) for all x∈R∞alg.
Step (1) is performed as in Theorem D of Malajovich [5]. It is proved there that
the number of arithmetic operations is polynomially bounded in sizeh(x). Moreover,
it is also remarked (cf. Remark 5 after Lemma 13) that the whole computation can
be performed by a Turing machine with the following two exceptions which involve
algebraic numbers:
(i) Some comparisons of the form Nx ji6b with N; b∈Z, and




i with the aj ∈Z.
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Malajovich proves that in all the occurrences of (i), both N and b have size polyno-
mially bounded in weight(xi). In addition, the j’s satisfy a similar bound. And in (ii)
all the coeJcients aj have size polynomially bounded in weight(xi) and in addition,
the degree d satisfy a similar bound.
Therefore, step (1) has weak cost polynomial in sizeh(x). Since we already proved
in Proposition 4 that the Turing cost of step (2) – and a fortiori its weak cost – is
polynomially bounded in sizeh(x) we conclude that M∗ works within weak polynomial
cost and this completes the proof.
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