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Process-Driven Data Quality Management
Through Integration of Data Quality into Existing
Process Models
Application of Complexity-Reducing Patterns and the Impact
on Complexity Metrics
The authors highlight two options to integrate data quality into existing process models:
within-model integration and across-model integration. Within-model integration allows to
enhance existing process models with data quality information by integrating data quality
checks. Across-model integration provides a new process model with an information
product-centric perspective, linking it to existing models. The authors examine the
integration approaches’ impact on the original models’ complexity and patterns for
complexity reduction. Gaps in extant research limit the assessment of process model
complexity when integrating data quality. There are no generic patterns for reliably
decreasing complexity of process models. Compacting and modularization have the
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1 Introduction
Data quality is crucial to organizational
success due to the increasing amounts
and diversity of data processed by or-
ganizations (Madnick et al. 2009, pp. 2,
4; Otto 2011, p. 241; Glowalla and Sun-
yaev 2012, 2013). Poor data quality is es-
timated to cost a company 10–20 % of
its revenue (Redman 2004). Data quality
management is a major concern across
organizations and is predicted to gain
further importance in the light of in-
creasing amounts and diversity of data,
improved analysis capabilities, and busi-
ness process integration (e.g., Capgemini
2013; Forrester Research 2011; Kurzlech-
ner 2011). However, it is difficult to sys-
tematically assess costs that are caused by
poor data quality since they depend on
the context in which the data is used as
well as on the impact of direct and hid-
den costs of operational and strategic ac-
tivities and decisions (Haug et al. 2011,
pp. 170, 188).
To assess and sustainably improve da-
ta quality within organizations, proc-
ess-driven data quality management
(PDDQM) techniques should be applied
(Batini et al. 2009, p. 5). PDDQM aims
at redesigning processes that create or
modify data. Hence, data and data qual-
ity should be considered in the context of
the business processes they are processed
in (Ofner et al. 2012, pp. 1036–1037).
PDDQM requires process modeling
(Batini et al. 2009, p. 16), which is widely
used to increase awareness of and knowl-
edge about business processes (Recker
et al. 2010, p. 501). The increasing in-
terest of researchers and practitioners in
business process management leads to
a proliferation of a wide range of pro-
cess modeling languages (Ko et al. 2009;
Recker et al. 2009). Each process mod-
eling language emphasizes different as-
pects of processes (Recker et al. 2009,
p. 335). Consequently, organizations may
maintain hundreds of process models
which are accessible to and customized by
non-modeling experts (Rosemann 2006,
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p. 254). Since process models are mainly
used for communicating processes (Ban-
dara et al. 2005, pp. 348, 353; Dehnert
and van der Aalst 2004, pp. 289–290),
the model’s understandability to model
readers is crucial.
Our objective is to examine possibili-
ties to visibly integrate data quality across
the plethora of existing process models,
that is, instantiations of process modeling
languages. We aim to support the com-
munication and understanding of data
quality in the context of business pro-
cesses, especially since research on pro-
cess modeling rather focuses on formal
modeling aspects (Mendling et al. 2010,
p. 127). If data quality requirements
can be understood across stakeholders,
for instance, by data collectors who are
no experienced modelers, data quality
can be improved throughout processes
(Lee and Strong 2003; Rosemann 2006,
p. 253). A prominent process-driven data
quality perspective is to treat input data
as raw material that is processed to
the final information product (IP) (Thi
and Helfert 2007, pp. 8–9; Wang 1998,
p. 59; Sect. 2.1). However, different pro-
cess models have different foci and – re-
gardless of current process modeling lan-
guages (Sect. 2.2) – organizations apply
process modeling languages in different
ways. We apply a two-step approach, first
aiming to answer the following research
question.
RQ1: What varying applications of
process modeling languages for
PDDQM can be derived from extant
research?
While integrating data quality, existing
process models need to remain under-
standable. Therefore, complexity needs
to be controlled. We address this issue
in our second research question concern-
ing the applications of process model-
ing languages which were identified by
answering RQ1.
RQ2: How can data quality be inte-
grated into existing process mod-
els while simultaneously controlling
model complexity?
Based on Webster and Watson (2002),
we conducted a keyword-based literature
review in journals and conference pro-
ceedings (Sect. 3). Our contribution is
threefold. First, we provide a synthesis of
process models’ varying applications for
PDDQM. Second, based on the identified
relevant literature, referred to as primary
studies, we propose two approaches to in-
tegrate data quality into existing process
models. Third, we assess the impact of in-
tegrating data quality on process model
complexity and evaluate the applicability
of extant complexity reduction patterns.
The remainder of the article is struc-
tured as follows. In Sect. 2, we intro-
duce PDDQM, process modeling, and
our focus on process model complexity.
We describe our research methodology
in Sect. 3. In Sect. 4, we answer RQ1
by presenting the primary studies struc-
tured with respect to the applied process
models, and by identifying model charac-
teristics including the integration of data
quality within process models. We answer
RQ2 in Sect. 5 by examining complex-
ity reduction patterns to control model
complexity when integrating data qual-
ity into process models. Finally, we dis-
cuss our results in Sect. 6, followed by a
summary and outlook in Sect. 7.
2 Background
In Sect. 2.1, we explain the reasons for
our focus on PDDQM and the role of
process modeling. We provide two pro-
cess modeling languages focusing on data
quality to illustrate main differences and
why we do not limit our analysis to pro-
cess modeling languages which are data
quality specific. In Sect. 2.2, we out-
line the relationship between complexity
and understandability of process models.
With respect to research streams in pro-
cess model quality, we justify our focus
on process model complexity, pragmatic
guidelines, and according process model
quality metrics.
2.1 Data Quality in the Context of
Processes, Process Models, and Process
Modeling Languages
Techniques to assess and improve data
quality can be classified into data-driven
and process-driven ones (Batini et al.
2009, p. 5). Data-driven techniques focus
on direct modification of data, for exam-
ple, cleansing, normalization, and inte-
gration of data. Therefore, processes cre-
ating and updating data are not modified.
In contrast, PDDQM techniques focus
on optimizing these processes by identi-
fying root causes of errors, eliminating
them, and sustaining the improvements
(English 1999, pp. 289–301). If defective
data are corrected without adjusting the
underlying process, the process will con-
tinue to produce defective data. There-
fore, we focus on process-driven tech-
niques, which outperform data-driven
techniques in the long-term.
Processes are logical sequences of tasks
in which goods and services are created
or where the creation is coordinated us-
ing resources (Buhl et al. 2011, p. 163). To
emphasize the involvement of business
stakeholders as process model users, we
focus on “business and manufacturing
processes that create, update, and delete
data, distribute or disseminate informa-
tion, and retrieve or present information
to information producers and knowl-
edge workers” (English 1999, p. 69). For
simplicity, we continue to use the term
process.
Process models provide the means to
understand and communicate processes
and thus are mandatory for conducting
process control activities or process re-
design (Batini et al. 2009, p. 16). Pro-
cess models are instantiations of pro-
cess modeling languages. Process mod-
eling languages provide a vocabulary of
model elements and compositional rules
which define legal compositions of the
vocabulary. A general meaning of the
vocabulary’s elements is also provided,
but should not be confused with the se-
mantics and meaning of the instantiation
which relate to a specific (problem) do-
main (Lindland et al. 1994, pp. 44–45;
Moody 2009, p. 757).
Building on Batini et al. (2009), we
highlight two different process model-
ing languages which focus on data qual-
ity: First, information chain maps pro-
vided within the Cost-Effect of Low Data
Quality (COLDQ) methodology (Loshin
2001) to model strategic and operational
data flows. Second, information product
maps (IP-MAP) to model the production
of an IP.
Information chain maps provide
generic steps to enable the conversion
of raw input data into usable informa-
tion. Strategic and operational data flows
are based on generic steps (e.g., data
supply, data processing), which are in-
stantiated through specific processing
steps (e.g., data entry, credit card pro-
cessing). Besides annotations, no further
information about the IP or its quality
are integrated into the models. Informa-
tion chain maps show the information
flow and, similarly to data flow diagrams
(DFDs) (Shankaranarayanan and Wang
2007), no explicit processing sequence
can be derived. However, information
flows are not depicted between processes
but between stakeholders and systems.
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Alternatively, processing stages of the
data flow, from data supply to data con-
sumption, can be presented in a pro-
cess sequence. This principle resembles
IP-MAPs.
The IP-MAP was introduced as an ex-
tension of the information manufactur-
ing system (IMS) (Ballou et al. 1998;
Shankaranarayanan et al. 2000), applying
concepts from product quality in manu-
facturing systems. Additionally, the IMS
is part of the total data quality man-
agement (TDQM) methodology (Wang
1998). The IP attributes and data units
can be tracked systematically from the
source to the final IP that is delivered to
the consumer. Further, the impact of sys-
tem modifications on the attributes can
be analyzed. The design of the IP-MAP
is driven by the requirements of the fi-
nal IP (Shankaranarayanan et al. 2000).
Therefore, the final IP provides the ba-
sis for the specification of necessary raw
or component data. A major change –
with respect to the IMS – is the definition
of additional modeling elements, namely
the decision block, the business bound-
ary block, and the information system
boundary block. A comprehensive de-
scription of the IP-MAP is provided in
Lee (2006).
Both process modeling languages fo-
cus on information as a product. How-
ever, the illustration of data differs, as do
the languages. In contrast to information
chain maps, the IP-MAP focuses strin-
gently on the delivery of a specific IP and
on the necessary sequential steps to man-
ufacture such an IP. Regarding the se-
quence, IP-MAPs resemble process flow
charts (PFCs) despite their focus on the
data flow (Shankaranarayanan and Wang
2007). Additionally, the necessary data
and its sources are presented. ‘Necessary’
means that the presented data flow is
limited to the purpose of producing the
IP.
Due to the varying applications and
customizations of process models, we are
aware that data quality aspects might
be integrated into other process mod-
eling languages, that is, activity-centric
modeling languages (Recker et al. 2009,
p. 338). Therefore, we do not exclude in-
stantiations from process modeling lan-
guages that do not focus on data quality,
such as Petri nets, DFDs, business process
modeling language (BPML), and busi-
ness process modeling notation (BPMN)
(Rosemann et al. 2009).
2.2 Managing Process Model
Understandability and Complexity in the
Context of Process Model Quality
When integrating data quality into exist-
ing process models, the challenge is to
render the process models easy to under-
stand for stakeholders, including novice
modelers. Understandability of process
models refers to the degree of which in-
formation contained in a process model
can be easily understood by the reader
(Reijers and Mendling 2011, p. 3). A pro-
cess model is understood if the reader is
able to explain the model (Figl and Laue
2011, p. 453). Extant research identifies
several factors of model understandabil-
ity, such as contextual factors (Rosemann
et al. 2008), personal factors related to the
model reader, and factors related to the
model itself (Reijers and Mendling 2011,
p. 1). To determine model understand-
ability, complexity metrics, that is, mea-
sures concerning the ease or difficulty to
understand a model (Laue and Gruhn
2007, p. 13), can be applied. Extant re-
search provides various such measures,
however, pragmatic guidelines for im-
proving process models are lacking (e.g.,
Figl and Laue 2011; Reijers and Mendling
2011). We examine diverse process mod-
els, potentially instantiated from different
process modeling languages, and analyze
how data quality can be integrated. Due
to the limited insights into the process
modeling languages applied and the con-
text the process models are used in, we
focus on model-inherent factors. There-
fore, we exclude personal and contex-
tual factors. For the purpose of clar-
ity, we use the term model complexity
throughout this article when referring to
model-inherent factors.
Regarding the research on process
model quality that considers process
models instantiations, three research
streams can be distinguished: quality
frameworks, pragmatic guidelines, and
process model quality metrics (Mendling
et al. 2010, p. 128). Current research
(Overhage et al. 2012) considers promi-
nent model quality frameworks and pro-
cess model quality metrics for assessing
process model quality. However, Over-
hage et al. (2012) mainly rely on the
SEQUAL model (Lindland et al. 1994).
Hence, a specific process modeling lan-
guage, providing syntactic rules, and the
context of the process model, providing
semantic and pragmatic assessment, are
necessary to assess the quality of pro-
cess models. Similarly, the Guidelines of
Modeling (GoM) (Becker et al. 2000) al-
low for an assessment of process model
quality in a given context, depending, for
instance, on the applied process model-
ing language and existing conventions.
Another quality framework for measur-
ing process model quality builds on soft-
ware quality characteristics (Guceglioglu
and Demirors 2005). In this framework,
however, understandability refers to the
completeness of the model whereas com-
plexity is subsumed under syntactic ana-
lyzability metrics.
Regarding pragmatic guidelines, Over-
hage et al. (2012) exclude the seven
process modeling guidelines (7PMG)
(Mendling et al. 2010) from their consid-
erations. Although admitting the model-
ing style’s importance (p. 231), they ar-
gue that syntactic and semantic correct-
ness are more important than modeling
style. Complementary to process model
quality frameworks, pragmatic guide-
lines may improve existing process mod-
els and their complexity and thus their
understandability (Mendling et al. 2010,
p. 130). Context-independent guidelines
and patterns allow improving process
models without changing their underly-
ing behavior, and relating guidelines and
patterns to metrics allows for a context-
independent assessment and control of
model complexity. Based on previous
research, Gruhn and Laue (2009), La
Rosa et al. (2011a; 2011b), and Moody
(2009) provide patterns for complexity
reduction of process models. La Rosa
et al. (2011b) additionally relate their
patterns to process model quality metrics,
facilitating measuring the changes when
applying pragmatic guidelines.
We apply the aforementioned work to
discuss the integration of data quality
into existing models and its impact on
process model complexity. In considera-
tion of the wide range and varying appli-
cation of process models, we do not focus
on the complexity of specific modeling
languages but on characteristics provided
by the literature review.
3 Research Method
To identify the varying applications of
process modeling languages and pro-
vide the basis for answering our RQs,
we conducted a structured literature re-
view. Focusing on literature dealing with
process-driven data quality, we followed
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the phases proposed by Webster and Wat-
son (2002). The underlying conceptual
framework (Sect. 3.1) and the methodol-
ogy (Sects. 3.2 and 3.3) are described in
the following.
3.1 Conceptual Research Framework
We apply the conceptual framework de-
picted in Fig. 1 to answer our research
questions. We start with RQ1 by exam-
ining the application of process model-
ing languages for PDDQM (Sect. 4.1).
Following the concept-oriented approach
of Webster and Watson (2002), we pro-
vide an overview of our primary stud-
ies focusing on the applied process mod-
els. The next steps are a detailed ex-
amination of the process models and
the presentation of several data quality-
specific and further prominent process
model characteristics (Sect. 4.2).
As a basis for RQ2, we propose two
general integration approaches from cur-
rent literature on process model com-
plexity (Sect. 5), that is, within-model
integration (Sect. 5.1) and across-model
integration (Sect. 5.2). The impact on
model complexity is examined in the con-
text of integrating data quality into pro-
cess models. To counteract increasing
complexity, we examine which patterns
for complexity reduction can be applied,
taking into account the existing process
model characteristics.
3.2 Keyword and Manual Search
In the first phase we based our key-
word search on the Senior Scholars’ Bas-
ket1 and the 50 highest ranked jour-
nals applying the AIS/MIS journal rank-
ing.2 Additionally, we included the Inter-
national Journal of Information Quality
and the ACM Journal of Data and Infor-
mation Quality due to their focus on data
quality. Regarding the ACM and IEEE
transactions, which contain various jour-
nals, we conducted a manual selection.
Overall, the approach led to 74 journals,
listed in online Appendix A (available
online via http://link.springer.com). We
considered articles from 1995 onwards,
since the already mentioned prominent
perspective – to view data as a prod-
uct – was proposed in that year. To al-
low a view on the latest developments
and broaden the research towards more
Fig. 1 Conceptual research framework
Fig. 2 Article selection
practice-oriented articles, we also con-
sidered three conferences. First, we in-
cluded the International Conference on
Information Systems (ICIS) and the Eu-
ropean Conference on Information Sys-
tems (ECIS). Second, we included the
International Conference on Informa-
tion Quality (ICIQ) due to its relevance
to our topic. Since the ICIQ proceed-
ings are not accessible for a keyword-
based search, they were searched manu-
ally. Likewise the ECIS proceedings be-
fore 2000 had to be searched manually.
We derived the keywords based on an ini-
tial search, especially considering reviews
and overview articles. The keywords were
consolidated and supplemented (e.g., in-
formation product was supplemented by
data product), leading to the follow-
ing list: data quality, information quality,
data product(s), information product(s),
data production, information production,
data manufacturing, information manu-
facturing, data management, information
management, data flow(s), information
flow(s). The keywords were searched in ti-
tle, abstract, and keywords/subject terms.
The conduct of our review is illustrated
in Fig. 2.
3.3 Inclusion and Exclusion Criteria
After having excluded editorials, calls for
papers, book reviews, panels, the search
yielded 1,555 articles. First, we read the
titles and abstracts of the 1,555 articles.
If abstracts were unavailable, we read the
article in more detail. We considered an
article relevant if it focused on data qual-
ity or at least on one of its quality dimen-
sions. According to RQ1, the data quality
aspect had to be established in an orga-
nizational setting, dealing with measures
to assess or improve quality of the or-
ganization’s data. We considered an arti-
cle within an organizational setting if the
measures to assess or improve data qual-
ity were conducted in the field and de-
scribed in the context of the particular
organizational setting. That means, we
considered, for instance, case studies and
case descriptions. We excluded articles
in which results were presented isolated
from the organizational setting (e.g., the
presentation of lessons learned with short
examples from conducted case studies or
personal experience for corroboration).
As to the inclusion criterion when deal-
ing with organizational data, we explic-
1http://start.aisnet.org/default.asp?page=SeniorScholarBasket.
2http://start.aisnet.org/?JournalRankings.
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itly considered data stored and processed
by information systems. After this review,
128 articles were selected.
Furthermore, we only selected articles
which included process-driven strategies
and models. We employed the defini-
tion of processes or business processes
respectively. Hence, we excluded infor-
mation systems development processes
(English 1999, p. 69) that did not pro-
vide business processes, for instance, by
focusing on processes that are inher-
ent to IT-systems (e.g., the optimization
of data warehouse internal processes).
These criteria direct our focus towards
the organizational context where mod-
els are mainly used for communicating
processes, including stakeholders that are
non-modeling experts (Rosemann 2006).
This review led to 23 articles. Whereas it
is not surprising that eleven of the con-
ference articles are from the ICIQ and
one from the ECIS, journal articles are
from several different journals. Three ar-
ticles are from the International Journal
of Information Quality, which is available
since 2007. The remaining eight journal
articles are from eight different journals.
We did not identify any further arti-
cles in the backward search that consti-
tutes the second phase (Webster and Wat-
son 2002). The forward search, consti-
tuting the third phase, led to 3 more ar-
ticles. We chose ‘Google Scholar’, since
it indexes conference papers in addition
to journal papers. In total, the identified
articles provide 46 process models.
4 Application of Process
Modeling Languages for PDDQM
This section deals with RQ1. We present
our primary studies and the process
models used for representing data quality
aspects. Then we identify process model
characteristics from our primary studies
and present their application.
4.1 Primary Studies
As recommended by Webster and Wat-
son (2002), we structure the articles ac-
cording to our unit of analysis, that is,
process models (Table 1), differentiat-
ing between PFCs and DFDs (Shankara-
narayanan and Wang 2007). Shankara-
narayanan and Wang (2007) provide a
comparison of IP-MAPs to other model-
ing languages concerning a possible sub-
stitution or complementation of the IP-
MAP. In this context, PFCs represent the
Table 1 Primary studies
Article IMS, IP-MAP PFC DFD
Balka et al. (2012) – X –
Ofner et al. (2012) – X –
Dejaeger et al. (2010) – X –
Xie and Helfert (2010) – X –
Gaynor and Shankaranarayanan (2008) X – –
Hakim (2008) – X –
Laumann and Rosenkranz (2008) – X X
Lee et al. (2007) X – –
Thi and Helfert (2007) X X X
Shankaranarayanan and Cai (2006) X – –
Keenan and Simmons (2005) – – X
Mielke (2005) – X X
Davidson et al. (2004) – – X
Klesse et al. (2004) – X –
Shankaranarayanan et al. (2003) X – –
Katz-Haas and Lee (2002) – – X
Kovac and Weickert (2002) – X –
Wang et al. (2002) X X –
Helfert and von Maur (2001) – X –
Kahn et al. (2001) – – X
Millard and Lavoie (2000) – – –
Ballou et al. (1998) X – –
Kovac et al. (1997) – X –
Harkness et al. (1996) – X –
Meyer and Zack (1996) – X –
Zack (1996) – X –
IMS = Information Manufacturing System; IP-MAP = Information Product Map; PFC =
Process Flow Chart; DFD = Data Flow Diagram
sequence of process steps without data
flows, and DFDs represent data flows
without the sequence of process steps. We
apply this simplified categorization, since
organizations utilize enhanced models
and the use of process modeling lan-
guages varies. For instance, in practice
process models are enhanced (e.g., Katz-
Haas and Lee 2002; Lee et al. 2007) or
combined (e.g., Davidson et al. 2004;
Mielke 2005) to represent data quality
within processes. Even differentiating be-
tween DFDs and PFCs is not distinct in
every case. For example, PFCs may con-
tain further elements such as databases
or repositories without presenting data
flows (e.g., Meyer and Zack 1996; Helfert
and von Maur 2001). Despite providing
tasks and data flows or control flows,
process models may specifically focus
on other aspects (e.g., the viable sys-
tem model allows the analysis of func-
tions, responsibilities and management
requirements within organizational sys-
tems (Laumann and Rosenkranz 2008),
and the cause-and-effect-diagram is con-
cerned with process improvement, focus-
ing on causes and effects (Ishikawa 1993;
Klesse et al. 2004)). Only Thi and Helfert
(2007) provide an approach which aims
to integrate IMS with other process mod-
eling languages. However, while focusing
on representation of dynamic changes
to IPs, previously included data quality
checks are discarded. Our detailed cat-
egorization of each process model from
the primary studies is provided in on-
line Appendix B. The respective process
model characteristics are examined in the
next section with regard to the applied
process model.
4.2 Process Model Characteristics
The process models used in the pri-
mary studies can be classified accord-
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Table 2 Process model characteristics
Process model No. of
models






Information Manufacturing System (IMS);
Information Product Map (IP-MAP)
14 6 3 14 10 – –
Process Flow Chart (PFC) 20 10 1 20 5 1 1
Data Flow Diagram (DFD) 12 1 – 8 – 2 1
Total 46 17 4 42 15 3 2
ing to process model and data quality
characteristics as well as to the underly-
ing process modeling language (Table 2).
Additionally, we consider the sequence
of process models, since the sequence
is important for differentiating between
PFCs and DFDs. The time-axis and swim
lanes are interrelated with the sequence
and data quality checks and addition-
ally provided as enhancements to the IP-
MAP (Lee et al. 2007). Several articles
provide more than one process model
(Table 1), therefore 46 process models are
examined.
Swim lanes are applied throughout
several process modeling languages. In
the IP-MAP, they represent stakeholder
groups involved in the IP process (Lee
et al. 2007). In PFCs and DFDs swim
lanes refer to departments (Kovac and
Weickert 2002; Mielke 2005), internal
as well as external stakeholders (De-
jaeger et al. 2010; Harkness et al. 1996;
Kovac et al. 1997; Kovac and Weick-
ert 2002; Ofner et al. 2012), specific
roles (Klesse et al. 2004), systems and
databases (Helfert and von Maur 2001;
Kovac et al. 1997), and tasks (Hark-
ness et al. 1996; Kovac and Weickert
2002). Examples for possible variations
within one PFC are provided by Hark-
ness et al. (1996), Kovac et al. (1997), Ko-
vac and Weickert (2002), and Dejaeger
et al. (2010). The swim lanes include
stakeholders, tasks and products. In one
of these cases, swim lanes are applied in
rows and columns, constituting a ma-
trix with stakeholders and tasks (Kovac
and Weickert 2002). Hence, the process
model includes additional information,
but it is not possible to add a time axis.
Further characteristics are the time axis
and the logical sequence of steps. A time
axis shows the time needed to conduct
processes or process steps. The logical se-
quence shows the logical flow of the steps
regarding predecessor and successor rela-
tions. The time axis is usually represented
by the X-axis and shows the flow of the
process (in- or excluding data) from left
to right (Mielke 2005; Lee et al. 2007).
In this context, the sequence of the pro-
cess steps is also defined. However, most
models do not provide a time axis, but
the sequence of the process steps.
All PFCs provide a sequence (e.g.,
Hakim 2008; Kovac and Weickert 2002;
Klesse et al. 2004). This observation con-
forms to the definition of PFCs. From
most DFDs, the sequence of the processes
can be derived as well (e.g., Davidson
et al. 2004; Keenan and Simmons 2005),
although this is not inherent in the pro-
cess modeling language. In several cases
DFDs and PFCs seem to have been com-
bined, impeding a clear distinction (e.g.,
Davidson et al. 2004; Keenan and Sim-
mons 2005; Mielke 2005; Thi and Helfert
2007).
Although the presented models were
applied within projects to assess or im-
prove data quality, the integration of data
quality directly into the models is rare
(Table 2). However, it can be observed
that data quality is integrated not only
with the help of IP-MAPs, but also across
PFCs and DFDs.
In the presented process models, em-
ployed data quality elements are mostly
data quality checks integrated as process
steps (e.g., Millard and Lavoie 2000; Thi
and Helfert 2007; Zack 1996) or attached
to process steps (Helfert and von Maur
2001). In one case, data quality checks
are integrated as a swim lane, since the
process deliverable is jointly agreed upon
between two parties regularly (Harkness
et al. 1996).
Within four models, data quality
checks are not specific model ele-
ments but tasks determining that data
quality checks take place (Harkness
et al. 1996; Millard and Lavoie 2000;
Zack 1996). Without data quality specific
information provided beyond the model,
such tasks emphasize the importance of
the visibility and communication of data
quality checks.
Data quality checks within IMS or
IP-MAPs are specific model elements
which can be referred to the according
meta data (Ballou et al. 1998; Shankara-
narayanan et al. 2003, 2000). Further so-
phisticated approaches exist, which con-
tain process models and included data
quality checks. Kovac et al. (1997) derive
metrics for the data quality dimensions
timeliness and accuracy, focusing on pro-
cess hand-offs between stakeholders. Be-
side single tasks for checking data quality,
defined data quality measures between
process hands-offs are indicated by spe-
cific arcs. Helfert and von Maur (2001)
annotate modeling elements in a data
delivery process. The numbered annota-
tions refer to verbalized data flow pro-
cesses and are used to relate data qual-
ity dimensions to data quality indicators,
and measuring points to the process ele-
ments. Ofner et al. (2012) provide a for-
malized meta model for assessing data
quality within a process across different
tasks.
Two other approaches visibly integrate
data quality into single process models
without using data quality checks. Katz-
Haas and Lee (2002) focus on timeliness
since a process’ cycle time leads to de-
layed information provision thus caus-
ing high costs. To visualize why informa-
tion does not arrive in a timely manner,
they enhance a process model, assign-
ing timestamps to process steps. With-
out using data quality checks, Mielke
(2005) provides quality dimensions and
metrics to measure data quality within
process models. Moreover, only Mielke
(2005) integrates data quality across sev-
eral models, without applying IP-MAPs.
An abstract model provides an overview
of the most important data quality di-
mensions for the main processes and de-
partments. A more detailed level shows
the sub-processes and their IP inputs and
outputs. Data quality of each sub-process
is determined, using weighted key per-
formance indicators, based on the most
important data quality dimensions. The
performance of the sub-processes adds
up to the process performance. The over-
all degree of data quality performance
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Fig. 3 Data quality
integration into process
models
Fig. 4 Integrating quality
checks within (a) IP-MAPs,
(b) PFCs, and (c) DFDs
is calculated from data quality across
processes.
Regarding our primary studies and the
lack of data quality integration, we ex-
amine the integration of data quality into
process models. Emanating from existing
process models, we analyze the impact on
model complexity in the next section.
5 Data Quality Integration and
Process Model Complexity
The primary studies indicate that data
quality can be integrated into existing
(e.g., Gaynor and Shankaranarayanan
2008; Helfert and von Maur 2001) or
new process models (e.g., Lee et al. 2007;
Mielke 2005). Current literature also con-
siders complexity within single models
and across multiple models and pro-
vides respective complexity metrics (La
Rosa et al. 2011b). Hence, we adopt
this perspective to examine the impact
on process model complexity and pro-
pose two approaches to represent data
quality for PDDQM: within-model and
across-model integration (Fig. 3).
Within-model integration (Sect. 5.1) is
the integration of data quality into exist-
ing process models by adding data qual-
ity elements. For instance, quality checks
may be added as additional tasks. Fur-
thermore, other characteristics, for in-
stance, swim lanes, can be applied with a
data quality focus (Harkness et al. 1996).
Therefore, the integration of data qual-
ity into an existing process model is
embedded into the existing characteris-
tics (Fig. 3a). Across-model integration
(Sect. 5.2 and Fig. 3b) considers the rep-
resentation of data quality in a new pro-
cess model. In this case, it is necessary to
link the process models to maintain their
relation.
5.1 Within-Model Integration
Data quality characteristics can be inte-
grated into process models with minor
changes to the original layout – the vi-
sual arrangement of elements – to main-
tain clarity (Becker et al. 2000, pp. 32–
33). Although the enhancement increases
the model’s complexity, stakeholders fa-
miliar with the original process model do
not have to cope with a completely new
layout or model.
As aforementioned, Harkness et al.
(1996) integrate data quality by using a
swim lane. We doubt that swim lanes are
generally adequate for integrating data
quality into existing models due to the
impact on the model layout. Replac-
ing existing swim lanes with data qual-
ity swim lanes would lead to a new
layout and loss of information. Adding
swim lanes for reoccurring quality checks
(Harkness et al. 1996, p. 360) results in
a new layout and additional complexity,
since the swim lanes would contain dif-
ferent content types. Alternatively, addi-
tional swim lanes might be integrated,
leading to a process matrix (Kovac and
Weickert 2002, p. 71), which would im-
pede the representation of process se-
quences. If swim lanes are not provided
in the original model, the process model
can be enhanced, again with the entailed
need to adjust the layout. We argue that
similar results can be achieved with data
quality elements integrated into existing
process models without a loss of infor-
mation or the need to restructure the
model.
Supported by the application in the
examined models, we consider integra-
tion of data quality by using data qual-
ity checks. For facilitating clarity (Becker
et al. 2000, pp. 32–33) and thus the
understanding and communication of
changes within the model, we see the
need to use a specific modeling ele-
ment for data quality checks. Such a
specific element allows differentiating
between transformation and validation
processes in order to produce a flaw-
less IP (Shankaranarayanan et al. 2000,
2003). In contrast to the IP-MAP, the data
quality check element is applicable within
non-IP-centric models and its purpose
therefore differs from extant tasks, which
might provide IPs as a by-product. To en-
sure a differentiation from rectangles or
ovals that are used as tasks, we use trian-
gles for the visualization of data quality
checks. Additionally, the symbol may be
familiar for stakeholders due to its usage
in IP-MAPs.
Data quality checks can be applied as
process steps within IP-MAPs, PFCs, and
DFDs (Figs. 4a–4c). The data quality
check denotes clearly when a data quality
related activity is conducted and impli-
cates that context-dependent data qual-
ity should be defined, measured, ana-
lyzed and improved (Wang 1998). How-
ever, the properties of the data quality
check at the meta level and syntactic rules
for its usage need to be defined within
the given context. The meta data might
range from a (1) meta model, defining
the content and syntactic use of the ele-
ment over (2) conceptual models focus-
ing on encapsulated generic steps to de-
fine and measure relevant data quality di-
mensions to (3) textual annotations. Data
quality checks can be used after extant
tasks to validate the quality of entailed
IPs. However, they may also consider fur-
ther existing data, providing a data qual-
ity check before subsequent process steps
are conducted. Moreover, data quality
checks might even be placed at the begin-
ning of a process model, for instance, if
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an IP should be checked by other stake-
holders after a process hand-off. Due to
these reasons, we do not further limit the
potential context-dependent application
of the data quality check element.
As shown in Fig. 4, syntactic integra-
tion of data quality checks can be con-
ducted similarly across process models.
However, process models’ different foci
have to be considered: DFDs and PFCs,
especially since we consider already ex-
isting models, do not focus on single IPs
and their processing. For instance, al-
though focusing on data flows, DFDs are
not necessarily able to provide IPs and
the component data they are based on.
IP-MAPs focus on a specific IP and its
manufacturing process (Thi and Helfert
2007). Although more than one IP can
be included (Shankaranarayanan et al.
2003), the IP-MAP and its elements,
for example, databases, pre- and post-
conditions of IPs, belong to specific IPs.
To integrate the manufacturing of spe-
cific IPs, the process model needs to focus
on IP production or a new process model
becomes necessary.
5.2 Across-Model Integration
As pointed out above, integration of
data quality might require a new pro-
cess model. Due to lack of metrics to
measure the complexity of control and
data flows within one model, we ex-
amine data quality integration into IP-
centric process models, that is, PFCs pro-
viding the manufacturing of an IP. Ex-
tant research considers model complexity
only across models of the same process
modeling language. In our case, across-
model integration refers to the integra-
tion of data quality within different pro-
cess model types, integrating IP-centric
process models with PFCs and DFDs. We
provide an approach which has low im-
pact on existing non-IP-centric process
models.
We consider the IP as the element that
links the original model with the new
IP-centric model. DFDs represent data
and its flow. Therefore, IPs can be re-
lated to presented data. In PFCs, even
if not explicitly provided, IPs can be re-
ferred to within process steps without
changing the process model’s structure.
Although the PFC in Fig. 5 does not fo-
cus on IP production, it is possible to
link any process step with an IP-centric
process model and utilize the manufac-
turing process to provide the IP. For in-
stance, the ‘stock records’ (Fig. 5, IP1)
Fig. 5 Linkage with implicit IP
Table 3 Integration approaches’ impact on complexity metrics of the existing
process model
Metrics Within-model integration Across-model integration
Number of nodes + ◦
Number of arcs + ◦
Number of tasks + ◦
Number of models ◦ +
Repository size + +
Average connector degree ± ◦
Maximum connector degree (+) ◦
Connectivity ± ◦
Density − ◦





PST distance (+) ◦
Diameter (+) ◦
◦ = not affected; ± = may increases or decrease; + = increase; (+) = potential increase;
− = decrease; (−) = potential decrease
can be linked to the IP-centric process
model provided in Fig. 4a.
Should existing models already repre-
sent IP production and further IP-centric
process models be developed, across-
model integration may also focus on
process models of the same type.
5.3 Impact of Integration Approaches
on Model Complexity
We examine process model complex-
ity based on related metrics, as accu-
mulated by current research (Figl and
Laue 2011; La Rosa et al. 2011b; Reijers
and Mendling 2011). We include met-
rics that change due to data quality in-
tegration. For instance, the diameter of
a process model may change as a re-
sult of the integration of a data qual-
ity check. We exclude complexity met-
rics which concern the nesting of pro-
cess models of the same type. Our in-
tegration approach assumes an existing
model into which a data quality check,
consisting of a node and two connecting
arcs, will be integrated. Accordingly, we
further exclude metrics based on connec-
tors. For instance, including data qual-
ity checks within a process model will
typically not have an impact on the ‘to-
ken splits’ (Reijers and Mendling 2011,
p. 5) within a model. However, a complex
data quality check with different paths
that can be concurrently initiated, could
change the metric ‘token splits’. Online
Appendix C provides the excluded com-
plexity metrics, while online Appendix D
provides included complexity metrics,
their definitions and according literature.
Table 3 summarizes the impact of our
data quality integration approaches on
the process model metrics of existing
models. The number of nodes, arcs, and
tasks increases when a data quality check
is added to a model. If a new model is
used, the number of models increases.
However, for integrating the new model
with respect to the IP, the original model
does not require further nodes, arcs, or
tasks (Fig. 5). The repository size in-
creases in both cases, since it refers to the
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summarized size of all models, based on
the number of nodes.
Adding new nodes, arcs, or tasks also
affects other metrics. Maximum connec-
tor degree may increase, depending on
where new elements are integrated into
the original model. However, average
connector degree may decrease, although
this does not mean that the model is eas-
ier to understand. In contrast, the higher
the average connector degree, the more
this metric will decrease if new connec-
tors with few incoming and outgoing
arcs are integrated. Therefore, a decreas-
ing average connector degree might be
an indicator for a rather complex model.
Assuming only one arc and node are
added, connectivity increases if the min-
imal number of arcs is given in the ex-
isting model (‘number of nodes’ − 1).
Otherwise, connectivity decreases. Den-
sity will decrease. Density is the ratio of
the number of arcs to the number of
maximum of arcs when all nodes are di-
rectly connected. With the exception of
very small models with less than three
nodes, the maximum number of arcs will
increase over-proportionally with each
node added. The cross-connectivity as
“sum of the connectivity between all pairs
of nodes in a process model, relative
to the theoretical maximum number of
paths between all nodes” may change de-
pending on where new elements are in-
cluded, that is, depending on the weight
of the existing and established connec-
tions between nodes (Vanderfeesten et al.
2008, p. 482). Control flow complexity
may not rise, since no new connectors are
added. However, since control flow com-
plexity is the weighted sum of connec-
tors, the weights might increase if incom-
ing and outgoing arcs increase and there-
fore the complexity of connectors. Sepa-
rability might rise if new nodes serve as
cut-vertices and decrease otherwise. Di-
ameter and PST distance might increase
if a new node is added in the longest path
(diameter) or in a block with the highest
element interactivity. Regarding across-
model integration, fan-in and fan-out in-
crease, since references from the origi-
nal to the new model increase and vice
versa.
Only few metrics consider complex-
ity between models at the same level,
that is, if the models are not nested.
Especially measuring the impact of dif-
ferent modeling languages with differ-
ent foci is difficult or rather impos-
sible. For instance, references between
two models (e.g., fan-in) can be mea-
sured. Yet, linking models of different
process modeling languages is more com-
plex than linking models instantiated
from the same language. Furthermore, a
new model type adds new modeling ele-
ments that a model reader needs to un-
derstand. Complexity measures for the
number of different elements within a
model (e.g., ‘connector heterogeneity’)
exist (Reijers and Mendling 2011). How-
ever, more knowledge regarding the im-
pact of complexity across models would
facilitate the decision if, instead of de-
veloping a new model, more elements
should be integrated into an existing
model.
5.4 Patterns for Complexity Reduction
La Rosa et al. (2011b) propose twelve pat-
terns for complexity reduction that opti-
mize complexity metrics. However, their
applied metrics only constitute a subset
of the metrics applied in this study. Thus,
we examine the patterns in more detail
and assess the impact on all metrics rel-
evant for our data quality integration ap-
proaches. Moreover, we evaluate the pat-
terns’ interdependencies concerning pro-
cess model characteristics. In the follow-
ing, we first exclude the patterns irrele-
vant for our integration approach. Sec-
ond, we examine each remaining pat-
tern’s impact on the identified process
model characteristics.
Referring to connectors, the block-
structuring pattern (La Rosa et al. 2011b)
and removing unnecessary gateways
(Gruhn and Laue 2009, p. 340–341)
are beyond the focus of our proposed
data quality integration. Furthermore,
the patterns restriction and extension (La
Rosa et al. 2011b) consider syntax restric-
tions or extensions of specific process
modeling languages. The remaining pat-
terns, which deal with removing useless
and redundant arcs and nodes, are not
relevant since we do not intent to include
superfluous arcs or nodes. However, we
consider necessary redundancy if equal
tasks are placed within different swim
lanes (Gruhn and Laue 2009, p. 342)
or elements are duplicated to decrease
process model complexity. The patterns
considered in Moody (2009) are included
and described in more detail in La Rosa
et al. (2011b).
The patterns within the first two pairs
(Table 4) can be reversed through the ap-
plication of the other pattern in the re-
spective pair. Consequently, the impact
on metrics through the application of
patterns can also be reversed. However,
depending on the observed metrics, the
application of a pattern on an existing
model has no clear positive or negative
impact, that is, the impact depends on
the existing process models. This might
also be a reason why La Rosa et al.
(2011b) do not provide the impact on all
their considered metrics.
Before applying patterns to decrease
model complexity, the desired aspects of
data quality need to be integrated into
existing, new models, or model reposi-
tories to capture data quality processes.
Integrating new elements generally leads
to increased complexity. Depending on
the approach chosen, the impact on the
metrics (Table 3) needs to be moni-
tored. Subsequently the application of
the patterns allows to adjust metrics and
therefore to manage complexity while
integrating data quality.
Duplication and Compacting Duplica-
tion of model elements aims at simplify-
ing model structure, whereas compacting
removes redundant or superfluous model
elements (La Rosa et al. 2011b). Com-
pacting reverts the effects of duplication
and vice versa. Removing superfluous el-
ements is not relevant within our focus,
since superfluous elements need to be
considered within a given context.
When including data quality checks
into an existing model, congruent data
quality checks may be ‘compacted’ to de-
crease the number of tasks and model
size as depicted in Fig. 6. Placing data
quality checks into different swim lanes,
in order to represent different resources
(e.g., systems, stakeholders), limits com-
pacting (Gruhn and Laue 2009, p. 342).
Conversely, duplication may be necessary
to include swim lanes.
Compacting bears the risk of increas-
ing the model structure’s complexity due
to the need to reroute arcs within the
model to remaining representative ele-
ments. Besides potential impacts on con-
nectors and according metrics (e.g., sep-
arability, structuredness), the layout of
the model tends to become more com-
plex (e.g., due to crossing arcs). Conse-
quently, the changes in structure and lay-
out will have a negative impact on the
sequence’s understandability as an essen-
tial characteristic of process models. We
use the term understandability instead of
complexity since the changes in the lay-
out go beyond the impact on the consid-
ered metrics. At the same time, applying
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Omission – Within Reverse pattern for data
quality integration
Omission and Collapse increase understandability
Collapse – Within Merging of data quality
checks with tasks, merging of
conceptually non-congruent
data quality checks
Fig. 6 Application of the duplication and compacting pattern
Fig. 7 Application of the duplication pattern while decreasing the number of nodes and arcs
the compacting pattern, the model size
should be reduced (La Rosa et al. 2011b).
Figure 7 refutes this general assumption.
The duplication introduces a new data
quality check while removing two gate-
ways. Additionally, the duplication de-
creases the number of arcs, the repository
size, and the diameter.
Since the number of nodes and arcs
might increase or decrease, the derived
metrics may increase or decrease as
well (e.g., repository size, diameter, con-
nectivity, density). Additionally, due to
structural model changes, further metrics
may increase or decrease (e.g., separabil-
ity).
The impact on the metrics due to the
application of this pair of patterns shows
two important issues. First, although du-
plication is applied to improve model
structure, related metrics might be im-
paired and therefore need to be con-
trolled to mitigate undesired effects. Sec-
ond, the impact of duplication and com-
pacting on complexity is not generally
predictable.
Modularization and Composition La
Rosa et al. (2011b) identify three types
of modularization. All these types have
the same effect on our relevant metrics
since they partition models into smaller
parts or subsystems to avoid cognitive
overload (Moody 2009, p. 767). In con-
trast, composition aims at consolidating
disjoint models.
Modularization can be applied to ex-
tract data quality checks into a new
model – whether as smaller parts at the
same level or as subsystems. Modulariza-
tion makes it possible to extract com-
plex structures into a new model, addi-
tionally – but not necessarily – eliminat-
ing redundancy. Therefore, modulariza-
tion is an alternative to compacting if
compacting is ineffective due to complex
data quality checks or complex rerouting
of arcs. In such a case, besides the impact
on metrics within and across models, the
understandability of the sequence is a
relevant factor. Although metrics mea-
suring the structure might be impaired
(e.g., separability by extracting a series
of cut-vertices), the overall impact on
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Fig. 8 Application of the modularization and composition pattern
the sequence will be positive. This ef-
fect demonstrates that metrics have to
be considered conjointly and that in this
case, decreasing the number of nodes –
and therefore the model size – might be
more important. Extracted parts or sub-
processes might be placed in swim lanes
to provide related resources and might
be referred to by several other models.
Swim lanes can also be used in com-
posed models to preserve information
from formerly disjoint models.
Modularization decreases several met-
rics (e.g., number of nodes, arcs, tasks
and repository size) within and across
models if redundant model parts (within
one model or from different models)
are extracted. Otherwise, the number of
nodes, arcs, and tasks will increase across
models since a node and related arcs have
to be inserted into the original model
(Fig. 8). Hence, the impact on metrics
might also be an indicator which parts to
extract. Besides maximizing the extracted
redundant elements, the impact on the
structure has to be considered. For in-
stance, the impact on separability should
be taken into account in order to improve
the ratio of cut-vertices. Whereas some
metrics can only decrease through modu-
larization (e.g., PST-distance, maximum
connector degree, diameter), other met-
rics can increase or decrease (e.g., aver-
age connector degree, connectivity), de-
pending on the extracted parts. Again,
it is necessary to assess interdependency
of and impact on the metrics to decide
which metrics to improve.
Merging Merging is applied to consol-
idate process model variants (La Rosa
et al. 2011b). Therefore, the impact on
metrics depends on the merged mod-
els’ similarity and cannot be compared to
just one of the original models. Merging
is an alternative to composition if simi-
lar process models exist. The possibility
to merge similar models fosters modu-
larization allowing extraction of similar
process parts while containing the num-
ber of new models. Since the information
in all former models has to be preserved,
the understandability of the sequence will
decrease.
The integration of data quality into a
model could inhibit merging since data
quality integration might be conducted
only within one variant or differently
across variants. Therefore, difference be-
tween variants would increase and thus
reduce the benefit of merging models.
In contrast, integrating data quality into
a model will rather facilitate develop-
ment of different model variants. How-
ever, there is no corresponding pattern
related to the complexity metrics. Man-
aging process variants while avoiding re-
dundancy is addressed in Weber et al.
(2011) by means of example process
models.
Merging will generally lead to a more
complex model since all variants have
to be represented. However, several met-
rics, which are based on the ratio of ele-
ments, will increase or decrease, depend-
ing on the original process model they
are compared to. For instance, a sim-
ple process model can be merged with a
complex one. In such a case, the com-
plex model may hardly change and met-
rics such as the average connector degree
may decrease. In contrast, the complexity
increases when compared to the original
simple process model.
Omission and Collapse Omission of
modeling elements implies information
loss, whereas collapsing implies informa-
tion synthesis (La Rosa et al. 2011b). Both
patterns are applied to provide models
for a specific purpose or audience and
they therefore do not contain irrelevant
information.
The omission pattern is the reverse pat-
tern to the initial inclusion of the data
quality checks. The collapse pattern sup-
ports merging data quality checks with
preceding or subsequent tasks. In this
case, omission and collapse have equal
impact on the considered metrics, al-
though the information provided within
the model may differ. Furthermore, col-
lapsing can be used to merge non-
congruent data quality checks. The im-
pact on the metrics is comparable to the
compacting pattern, although different
data quality checks are synthesized.
Omission and collapse might be ap-
plied to discard irrelevant information.
Both patterns have a simplifying impact
on complexity since the impact on the
metrics of the original model is com-
parable to the modularization pattern
without introducing a new model.
6 Discussion
Based on our literature review, we have
identified prominent characteristics that
are applied throughout the examined
process models. Building upon these
characteristics, we propose our integra-
tion approach focusing on data qual-
ity checks, which allows enhancing ex-
isting process models. By enhancing or
introducing IP-centered process models,
the sequence of process steps focuses on
IP production. Differentiating between
within- and across-model integration has
two benefits. First, some metrics do not
change if data quality is integrated only
into existing models. Second, patterns
can be differentiated according to if they
have an impact on existing or on poten-
tially new models. We identify the im-
pact of integrating data quality within or
across models and show applications of
patterns within and across models. On
this basis, we facilitate matching integra-
tion approaches and patterns to provide
guidelines for complexity reduction.
6.1 Process Model Complexity Metrics
Based on our proposed integration ap-
proach, we see three issues in current
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research on process model complexity
metrics:
 Lacking complexity metrics
 Ambiguous relationship between com-
plexity metrics and understandability
 A lack of knowledge about interdepen-
dency of metrics
The proposed approach shows diverse
potential impact on complexity met-
rics (Table 3), which impede predic-
tion of model complexity resulting from
data quality integration. Furthermore,
the metrics do not allow for measuring
following aspects of model complexity
and thus additionally impede complex-
ity prediction: (1) Complexity of using
control and data flow, that is, different
types of sequences, within one model,
(2) complexity of using different model
types, (3) complexity of process model
characteristics (swim lane, time axis).
Process models with a control and data
flow are supported by BPMN and there-
fore used in practice. Generally, the dif-
ferentiation of arcs allows for the in-
tegration of an IP-centric process flow
within an existing model. However, we
have not been able to detect metrics mea-
suring the impact on complexity. We pro-
pose an alternative, that is, developing
and linking a new IP-centric model, but
the impact on complexity has to be fur-
ther examined. Regarding our identified
process model characteristics, no metrics
are provided to measure the impact of
a swim lane or time axis on complex-
ity. An alternative is to assess the impact
on understandability. An approach which
assesses understandability of alternative
process models (e.g., La Rosa et al. 2011a)
can be used to initially assess model-
ing alternatives resulting from the above
mentioned aspects. However, guidelines
for improving model understandability
should be linked to complexity metrics
to allow for objective improvement of
process models.
Research on the development of pro-
cess model metrics – and especially their
impact on process model complexity and
understandability – is in its early stages
(Vanderfeesten et al. 2008, p. 492; Reijers
and Mendling 2011, p. 1). An issue of the
evolving state-of-the-art regarding pro-
cess model complexity and metrics is that
no common set of metrics exists. Cur-
rently, Reijers and Mendling (2011) are
continuing empirical research on process
model metrics to identify metrics that
significantly impact model understand-
ability. Their research demonstrates the
interdependency and ambiguity of com-
plexity metrics. Reijers and Mendling
(2011, 2007) find the impact of den-
sity on process model understandabil-
ity significant; however, they kept model
size constant to explicitly examine met-
rics beyond model size to arrive at these
results.
Since understandability of process
models over-proportionally decreases
with their size (Reijers and Mendling
2011, p. 3), we assume that the impact
and relevance of metrics will strongly
depend on the model size. Within the
context of our research, further unex-
amined interdependencies are important
to provide guidelines for the applica-
tion of the presented patterns. Additional
knowledge about complexity metrics in-
terdependencies would support the inter-
pretation of how model complexity and
understandability are influenced depend-
ing on metric values and their changes.
Furthermore, identifying important met-
rics and relationships might lead to a
reduced set of meaningful metrics.
6.2 Patterns for Complexity Reduction
Potential improvements of across-model
metrics are available (e.g., La Rosa et al.
2011b; Weber et al. 2011). However, de-
spite patterns that show impact across
models, state-of-the-art empirical re-
search on process model metrics focuses
on the complexity and understandability
of single process models (e.g., Figl and
Laue 2011; La Rosa et al. 2011a; Laue and
Mendling 2010; Reijers and Mendling
2011). Within the plethora of potential
changes in process models and entailed
impacts on metrics, patterns might pro-
vide comprehensible steps to decrease
model complexity. Applying duplication
might increase or decrease the number
of nodes. However, the pattern should
be applied to improve model structures
despite increasing the number of nodes
(La Rosa et al. 2011b). Modularization
may be applied to decrease the number of
nodes of a complex model or to extract
redundancy from several models. How-
ever, a trade-off might be necessary to
decide if to decrease complexity of sin-
gle large models or to extract redundancy
from several models.
We argue that current research does
not provide generic patterns to reliably
decrease complexity of process models.
First, we showed that extant research ex-
amines patterns’ impact on a small sub-
set on metrics although several changes
to metrics occur. This limited view may
be attributed to the intention to foster
understandability of patterns. Second, re-
search on potential pitfalls and their im-
pact on complexity is missing. We see the
need to control changes in process model
complexity to avoid undesired changes
since the effect of repeated or even com-
bined applications of patterns is not pre-
dictable. In extant research, for instance,
structural problems that could arise in
the modularization and composition are
addressed (Basu and Blanning 2003), and
process clones within a process model
repository can be identified automati-
cally to reduce repository size (Uba et al.
2011). However, applying patterns and
controlling the presented changes in met-
rics is limited due to missing tool support
(La Rosa et al. 2011b).
Referring to our integration approach,
compacting and modularization have the
highest potential to reduce complex-
ity. Congruent data quality checks can
be compacted, reducing the number of
nodes. The applicability is limited by the
use of swim lanes and a potential de-
crease in the understandability of the se-
quence. Regarding modularization, espe-
cially with respect to our integration of
data quality checks into several models,
it is likely that redundant parts are in-
cluded. Furthermore, complex data qual-
ity checks comprising multiple activities
can be extracted. To extract data qual-
ity specific aspects resembles orthogonal
modularization (La Rosa et al. 2011b).
Similar to cross-cutting concerns as secu-
rity and exception handling, data qual-
ity checks may be scattered throughout
processes. Approaches such as aspect-
oriented modeling might be applicable to
extract reoccurring data quality aspects,
including related data quality dimensions
and metrics, into new models or swim
lanes (e.g., Cappelli et al. 2009).
6.3 Beyond Visible Data Quality
Elements in Process Models
Our approach focuses on context-
independent measurement of complex-
ity. With data quality checks, which are
integrated into different process models,
we enable data quality integration into
(non-)IP-centric process models with-
out causing fundamental changes. As
we seek context-independency, we have
not provided a formal process modeling
language. However, for visualizing our
approach, some design suggestions were
inevitable. For visualizing data quality
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checks, we use a triangle relying on the
IP-MAP. We assume that this choice sup-
ports the clarity of the data quality ele-
ment within process models. However,
clarity is extremely subjective (Becker
et al. 2000, p. 33) and, as aforemen-
tioned, depends on the given context.
For instance, the annotations used by
Helfert and von Maur (2001) provide an
alternative visualization, especially when
already applied in existing models. How-
ever, when data quality checks are repre-
sented by annotating tasks, the sequence
of the annotated task and data quality
check cannot be derived. At the level of
process modeling languages, the poten-
tial negative impact on ontological clarity
should be considered if a process model-
ing language (e.g., BPMN) provides high
coverage and thus potential use of redun-
dant modeling elements (Recker et al.
2010; Wand and Weber 1993, 1995).
Our primary studies show different ap-
proaches to relate data quality require-
ments and measures to process models.
Besides adapting the IP-centric IMS (Bal-
lou et al. 1998) or IP-MAP (Lee 2006;
Shankaranarayanan et al. 2000, 2003)
and according meta data, further ap-
proaches exist which relate data quality
meta data to process models, not neces-
sarily using data quality checks (Helfert
and von Maur 2001; Kovac et al. 1997;
Mielke 2005; Ofner et al. 2012). In the
context of our approach, data quality
meta data should be related to integrated
data quality checks. It depends on the
meta data if the data quality check is
merely an annotation, a simple task, or
a more sophisticated modeling element
specifically related to data quality infor-
mation. If integrated into a specific pro-
cess modeling language, the meta model
additionally needs to define the possi-
ble application of the data quality check
within the process model instantiations.
Ofner et al. (2012) provide a sophisti-
cated enhancement of the BPMN and its
meta model for integrating data qual-
ity information. While data quality is in-
cluded for decision-making about pro-
cess redesign, the visibility of data qual-
ity aspects within the process model is
neglected. Nevertheless, the extension of
the BPMN meta model might be used
complementarily to our suggested ap-
proach. Despite the high number of ap-
plicable modeling elements, BPMN may
leverage familiarity due to its broad ap-
plication. However, further informal ap-
proaches are conceivable. For an explo-
ration and definition of data quality re-
quirements, a data quality check might
be extended with a meta model providing
details about IP production. We currently
evaluate the application of the concep-
tual combined life cycle model by Knight
(2011) for an intuitive process-driven ap-
proach which allows an in-depth explo-
ration of the production and control of
critical IPs (Glowalla et al. 2014). Hence,
the application of the approach depends
on the context, and if process mod-
els based on a sound process modeling
language exist at all.
6.4 Limitation
Our literature review aims at a de-
tailed analysis of process models within
PDDQM and their application in organi-
zational settings. Our rather specific se-
lection led to a small number of articles.
Since in some cases our differentiation is
rather soft and the inclusion or exclusion
of articles had to be discussed, we can-
not claim that we captured all relevant
articles dealing with process-driven data
quality techniques. Our more important
aim was a detailed description and the
presentation of the broad application of
process-driven data quality within pro-
cess models, based on the identified arti-
cles. Considering our keywords, we con-
ducted our literature review from a data
quality perspective. Our results have to
be reflected in additional research litera-
ture, for instance, business process man-
agement literature. This is supported by
the distribution of our identified arti-
cles across several journals and the vari-
ety of topics. Data and information qual-
ity is a cross-sectional issue that can be
examined from several perspectives in
different contexts.
6.5 Further Research
Empirical research is necessary to address
the identified issues in process model
complexity and understandability. Fur-
ther research should enhance guidelines
to apply meaningful, practice-relevant
patterns for PDDQM modeling while be-
ing aware of the current limitations in
measuring complexity and assessing un-
derstandability. Extant research examines
complexity metrics’ impact on under-
standability (Figl and Laue 2011; Reijers
and Mendling 2011), complexity reduc-
tion patterns (Moody 2009; Gruhn and
Laue 2009), and their perceived useful-
ness (La Rosa et al. 2011a, 2011b). How-
ever, we see the need to additionally ex-
amine the entailed changes in complex-
ity metrics. Such an approach would fa-
cilitate learning from the application of
patterns, providing insight into interde-
pendencies of metrics as well as into the
relationship between complexity, under-
standability, and interpreting changes in
metrics.
Future research should avoid develop-
ing IP-MAPs in an isolated way since
existing process models provide useful
characteristics and are applied in sev-
eral organizations. An integrated devel-
opment would support the application of
IP-centric process models since the famil-
iarity with a process modeling language
affects its use (Recker 2010, p. 87). An
adequate process modeling language has
to be identified for an empirical study
and the approaches to integration of data
quality have to be refined. For instance,
when using further modeling elements or
different arcs within one model to dif-
ferentiate control and data flow, further
metrics need to be considered or devel-
oped. Moreover, extending the proposed
approach will also impact the application
of the patterns.
Our general modeling approach is de-
rived from extant literature and may sub-
stitute varying approaches for integrating
data quality into non-IP-centric process
models. However, further research is nec-
essary to ground our approach in appli-
cation scenarios and adequate meta data
or meta models.
7 Summary and Outlook
We conducted a literature review within
74 IS journals and three conferences,
reviewing 1,555 articles from 1995 on-
wards. We examined 26 articles and 46
process models in detail regarding the
varying application of process model-
ing languages within organizations for
PDDQM. Building on this synthesis,
we provide two integration approaches,
within- and across-model integration, to
integrate data quality into existing pro-
cess models. Furthermore, we examine
the impact on the models’ complexity
with regard to the integration approaches
and patterns for complexity reduction.
Regarding RQ1, our literature review
provides a synthesis of the varying ap-
plications of process modeling languages
within organizations for PDDQM. Our
categorization of process models into IP-
centric models (IMS, IP-MAP), DFDs,
and PFCs shows that the process model
Business & Information Systems Engineering
BISE – STATE OF THE ART
characteristics are applied in great va-
riety across process models instantia-
tions. On the one hand, our results show
that data quality can be applied across
different process models (Table 2). On
the other hand, the mixed application
of other characteristics across the cat-
egories impedes a clear-cut categoriza-
tion of customized process model in-
stantiations. Our background literature
and primary studies suggest that formal-
ized IP-centric process models, such as
the IP-MAP, are used to visibly integrate
data quality. Additional formalized ap-
proaches enhancing extant process mod-
eling languages exist; however, they ne-
glect the visible integration of data qual-
ity. Beyond that, several other diverse ap-
proaches attempt to integrate data qual-
ity visibly into process models. Our ap-
proach primarily addresses the latter. Fol-
lowing the process models of our pri-
mary studies, we consider integration of
data quality checks into existing process
models a straightforward approach to in-
tegrate data quality. Apart from the vi-
sual enhancement of the process model,
the data quality check allows referring
further information outside the model.
Since DFDs and PFCs do not focus on
IPs, a data quality check is a means to de-
fine IPs and their quality requirements.
Furthermore, enhancing existing process
models creates awareness for data qual-
ity aspects without radical changes in the
existing model layout. Creating aware-
ness counteracts the problem of not man-
aging data quality at all. Hence, instead
of switching to new models, organiza-
tions have the option to use well-known
process models and enhance them with
data quality aspects. To provide an IP-
centric data quality perspective, we fur-
ther considered the integration of an IP-
centric model with existing models. Be-
sides linking data quality information to
each IP, this allows to represent the se-
quential steps necessary to manufacture
(critical) IPs and identify existing process
issues and room for improvement.
Regarding RQ2, we examine within-
and across-model integration, their im-
pact on model complexity, and the ap-
plication of complexity reduction pat-
terns. We find several metrics beyond
the ones addressed in current research,
which are influenced by the integration
of data quality checks. Although we pro-
vide an intuitive suggestion of integrat-
ing data quality into process models, sev-
eral entailing issues need to be addressed.
To provide a context-independent assess-
ment of process model complexity, we
identify, select, and evaluate patterns as
well as related changes to metrics. Ex-
tant research lacks metrics to measure
impact on complexity when a new model
is applied and integrated. Especially if the
new model is an instantiation of another
model type, there is a lack of adequate
metrics. The application of complexity-
reduction patterns after integrating data
quality checks into process models is lim-
ited due to several open issues in research
on process model complexity and under-
standability. Thus, current research does
not provide generic patterns to reliably
decrease complexity of process models.
Our selection and presentation of
complexity-reducing patterns supports
manual integration of data quality checks
into existing process models. How-
ever, as indicated above, our approach
is also compatible with more formal-
ized approaches. A context-independent
approach reducing complexity while
maintaining behavior-equivalent process
models provides a basis for automated
improvement. The diversity of potential
changes in complexity metrics addition-
ally shows the need to control especially
big process model repositories. By pre-
senting, selecting, and applying current
patterns and metrics, we further develop
issues on process modeling in general,
specifically building on and extending
extant approaches (Sect. 5.4) for our
purpose. Therefore, our integration ap-
proach and the entailed considerations
are relevant beyond PDDQM for general
process modeling.
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Zusammenfassung / Abstract
Paul Glowalla, Ali Sunyaev
Process-Driven Data Quality Management Through Integration
of Data Quality into Existing Process Models
Application of Complexity-Reducing Patterns and the Impact on Complexity Metrics
The importance of high data quality and the need to consider data quality in the con-
text of business processes are well acknowledged. Process modeling is mandatory
for process-driven data quality management, which seeks to improve and sustain
data quality by redesigning processes that create or modify data. A variety of process
modeling languages exist, which organizations heterogeneously apply. The purpose
of this article is to present a context-independent approach to integrate data qual-
ity into the variety of existing process models. The authors aim to improve commu-
nication of data quality issues across stakeholders while considering process model
complexity. They build on a keyword-based literature review in 74 IS journals and
three conferences, reviewing 1,555 articles from 1995 onwards. 26 articles, including
46 process models, were examined in detail. The literature review reveals the need
for a context-independent and visible integration of data quality into process mod-
els. First, the authors present the enhancement of existing process models with data
quality characteristics. Second, they present the integration of a data-quality-centric
process model with existing process models. Since process models are mainly used
for communicating processes, they consider the impact of integrating data quality
and the application of patterns for complexity reduction on the models’ complex-
ity metrics. There is need for further research on complexity metrics to improve the
applicability of complexity reduction patterns. Lacking knowledge about interdepen-
dency between metrics and missing complexity metrics impede assessment and pre-
diction of process model complexity and thus understandability. Finally, our context-
independent approach can be used complementarily for data quality integration
with specific process modeling languages.
Keywords: Data quality, Information quality, Process modeling, Process model,
Model integration, Model complexity, Model understandability
Business & Information Systems Engineering
BISE – STATE OF THE ART
Laue R, Mendling J (2010) Structuredness
and its significance for correctness of pro-
cess models. Information Systems and e-
Business Management 8(3):287–307
Laumann M, Rosenkranz C (2008) Analysing
information flows for controlling activities
within supply chains: an Arvato (Bertels-
mann) business case. In: Proc European
conference on information systems (ECIS),
Galway
Lee YW, Chase S, Fisher J, Leinung A, McDow-
ell D, Paradiso M, Simons J, Yarsawich C
(2007) CEIP maps: context-embedded in-
formation product maps. In: Proc Amer-
icas conference on information systems
(AMCIS), Cambridge
Lee YW, Strong DM (2003) Knowing-why
about data processes and data quality.
Journal of Management Information Sys-
tems 20(3):13–39
Lee YW (2006) Journey to data quality. MIT
Press, Cambridge
Lindland OI, Sindre G, Solvberg A (1994) Un-
derstanding quality in conceptual model-
ing. IEEE Software 11(2):42–49
Loshin D (2001) Enterprise knowledge man-
agement. The data quality approach. Mor-
gan Kaufmann, San Diego
Madnick SE, Wang RY, Lee YW, Zhu H (2009)
Overview and framework for data and in-
formation quality research. Journal of Data
and Information Quality 1(1):1–22
Mendling J (2008) Metrics for process models.
Empirical foundations of verification, error
prediction, and guidelines for correctness.
Springer, Heidelberg
Mendling J, Neumann G, van der Aalst WM
(2007) Understanding the occurrence of
errors in process models based on met-
rics. In: Proc OTM conference on cooper-
ative information systems, Vilamoura, pp
113–130
Mendling J, Reijers HA, van der Aalst WMP
(2010) Seven process modeling guidelines
(7PMG). Journal of Information and Soft-
ware Technology 52(2):127–136
Mendling J, Strembeck M (2008) Influence
factors of understanding business process
models. In: Abramowicz W, Fensel D (eds)
LNBIP LNCS. Springer, Heidelberg, pp 142–
153
Meyer MH, Zack MH (1996) The design
and development of information products.
Sloan Management Review 37(3):43–59
Mielke M (2005) IQ principles in software de-
velopment. In: Proc international confer-
ence on information quality, Cambridge
Millard FH, Lavoie M (2000) Developing data
product maps for total data quality man-
agement: the case of Georgia Vital Records.
In: Proc conference on information quality,
Cambridge
Moody D (2009) The “physics” of notations:
toward a scientific basis for constructing
visual notations in software engineering.
IEEE Transactions on Software Engineering
35(6):756–779
Ofner MH, Otto B, Österle H (2012) Inte-
grating a data quality perspective into
business process management. Business
Process Management Journal 18(6):1036–
1067
Otto B (2011) Data governance. Bus Inf Syst
Eng 3(4):241–244
Overhage S, Birkmeier D, Schlauderer S (2012)
Quality marks, metrics, and measurement
procedures for business process models:
the 3QM-framework. Bus Inf Syst Eng
4(5):229–246
Recker J (2010) Continued use of process
modeling grammars: the impact of individ-
ual difference factors. European Journal of
Information Systems 19(1):76–92
Recker J, Indulska M, Rosemann M, Green P
(2010) The ontological deficiencies of pro-
cess modeling in practice. European Jour-
nal of Information Systems 19(5):501–525
Recker JC, Rosemann M, Indulska M, Green P
(2009) Business process modeling – a com-
parative analysis. Journal of the Association
for Information Systems 10(4):333–363
Redman TC (2004) Data: an unfolding quality
disaster. DM Review 14(8):21–23
Reijers HA, Mendling J (2011) A study into the
factors that influence the understandabil-
ity of business process models. IEEE Trans-
actions on Systems, Man, and Cybernetics,
Part A 41(3):449–462
Rosemann M (2006) Potential pitfalls of pro-
cess modeling: part a. Business Process
Management Journal 12(2):249–254
Rosemann M, Green P, Indulska M, Recker
JC (2009) Using ontology for the repre-
sentational analysis of process modelling
techniques. International Journal of Busi-
ness Process Integration and Management
4(4):251–265
Rosemann M, Recker JC, Flender C (2008)
Contextualisation of business processes.
International Journal of Business Process
Integration and Management 3(1):47–60
Shankaranarayanan G, Cai Y (2006) Sup-
porting data quality management in
decision-making. Decision Support
Systems 42(1):302–317
Shankaranarayanan G, Wang R (2007) IPMAP
research status and direction. In: Proc inter-
national conference on information quality,
Cambridge
Shankaranarayanan G, Wang RY, Ziad M
(2000) IP-MAP: representing the manufac-
ture of an information product. In: Proc
conference on information quality, Cam-
bridge
Shankaranarayanan G, Ziad M, Wang RY
(2003) Managing data quality in dynamic
decision environments: an information
product approach. Journal of Database
Management 14(4):14–32
Thi TTP, Helfert M (2007) Modelling informa-
tion manufacturing systems. International
Journal of Information Quality 1(1):5–21
Uba R, Dumas M, García-Bañuelos L, Rosa M
(2011) Clone detection in repositories of
business process models. In: Rinderle-Ma S,
Toumani F, Wolf K (eds) Business process
management. Springer, Heidelberg
Vanderfeesten I, Reijers HA, Mendling J, Aalst
WM, Cardoso J (2008) On a quest for good
process models: the cross-connectivity
metric. In: Proc 20th international confer-
ence on advanced information systems
engineering, Montpellier, pp 480–494
Vanhatalo J, Völzer H, Koehler J (2009) The
refined process structure tree. In: Sixth in-
ternational conference on business process
management – five selected and extended
papers. Data & Knowledge Engineering,
vol 68(9), pp 793–818
Wand Y, Weber R (1993) On the ontologi-
cal expressiveness of information systems
analysis and design grammars. Information
Systems Journal 3(4):217–237
Wand Y, Weber R (1995) On the deep struc-
ture of information systems. Information
Systems Journal 5(3):203–223
Wang RY (1998) A product perspective on to-
tal data quality management. Communica-
tions of the ACM 41(2):58–65
Wang RY, Allen TJ, Harris W, Madnick S (2002)
An information product approach for total
information awareness. MIT Sloan working
paper no 4407-02; CISL no 2002-15
Weber B, Reichert M, Mendling J, Reijers
HA (2011) Refactoring large process
model repositories. Computers in Industry
62(5):467–486
Webster J, Watson RT (2002) Analyzing the
past to prepare for the future: writing a
literature review. MIS Quarterly 26(2):xiii–
xxiii
Xie S, Helfert M (2010) Assessing information
quality deficiencies in emergency medi-
cal service performance. In: Proc interna-
tional conference on information quality,
Cambridge
Zack MH (1996) Electronic publishing: a prod-
uct architecture perspective. Information &
Management 31(2):75–86
Business & Information Systems Engineering
