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OPTIMAL REGULARITY FOR A DIRICHLET-CONORMAL PROBLEM IN
REIFENBERG FLAT DOMAIN
JONGKEUN CHOI, HONGJIE DONG, AND ZONGYUAN LI
Abstract. We study the divergence form second-order elliptic equations with
mixed Dirichlet-conormal boundary conditions. The unique W1,p solvability is
obtained with p being in the optimal range (4/3, 4). The leading coefficients are
assumed tohave smallmean oscillations and theboundary of domain is Reifenberg
flat. We also assume that the two boundary conditions are separated by some
Reifenberg flat set of co-dimension 2 on the boundary.
1. Introduction
In this paper, we discuss the mixed boundary value problem for second-order
elliptic operators: 
Lu = f +Di fi in Ω,
Bu = fini on N ,
u = 0 on D,
(1.1)
where Ω is a domain (not necessarily bounded) in Rd, d ≥ 2 with the boundary
divided into two non-intersecting portionsD andN . The differential operator L is
in divergence form acting on real valued functions u as follows:
Lu = Di(ai j(x)D ju + bi(x)u) + bˆi(x)Diu + c(x)u.
Here, all the coefficients are assumed to be bounded measurable, and the lead-
ing coefficients ai j are symmetric and uniformly elliptic. We denote by Bu =
(ai jD ju + biu)ni the conormal derivative of u on N associated with the operator
L. Dirichlet and conormal boundary conditions are prescribed on the portions D
and N respectively, which are separated by their relative boundary Γ ⊂ ∂Ω. Both
the equation and the boundary conditions are understood in the weak sense. For
precise definition, see Definition 2.1.
As is well known, solutions to purely Dirichlet/conormal boundary value prob-
lems are smooth when coefficients, data, and boundaries of domains are smooth.
However, for mixed boundary value problems, such a regularity result does not
hold near the interface Γ, and the regularity of solutions depends also on that of
Γ and the way two boundary conditions meet (e.g., the meeting angle and certain
compatibility conditions). For instance, the best possible regularity of derivatives
of solutions to (1.1) is
Du ∈ Lp for p < 4
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when the two boundary portions meet tangentially (the angle between D and N
is pi); see Example 2.6 for a classical counterexample. In this paper, we investigate
minimal regularity assumptions of ai j, ∂Ω, and Γ, which guarantee the above
optimal regularity as well as the solvability of the mixed problem (1.1).
Regularity theory for mixed problems has been studied for a long time. For the
case when the two boundary portions D and N meet tangentially, we refer the
reader to Shamir [22] and Savare´ [21]. In [22], the author provedW1,4−ε regularity
for non-divergence form elliptic equations with smooth coefficients in half space.
He also obtained Ws,p regularity on a smooth bounded domain with the indices
p > 4 and s < 1/2 + 2/p. At one end, the optimal C1/2−ε-Ho¨lder regularity can be
obtained by passing pր∞, which improved a general Ho¨lder regularity result of
De Giorgi’s type by Stamppachia in [23]. It is also worth mentioning that in [21],
the author proved optimal regularity in Besov space B3/2
2,∞ for the divergence form
elliptic equations with Lipschitz coefficients on a C1,1 domain.
For the case when D and N do not meet tangentially, we refer the reader to
I. Mitrea-M. Mitrea [17], where the authors studied the mixed problem (1.1) with
Lu = ∆u. They proved theW1,p solvability with
3
2 + ε
< p <
3
1 − ε for some ε = ε(Ω,D,N) ∈ (0, 1) (1.2)
on the so-called creased domains in Rd, d ≥ 3, which means that D and N are
separated by a Lipschitz interface and the angle between D and N is less than pi.
This class of domains was introduced by Brown in [2] to answer a question raised
by Kenig in [14] regarding the non-tangential maximal function estimate
‖(∇u)∗‖L2(∂Ω) ≤ C
(
‖∇tanu‖L2(D) + ‖∂u/∂n‖L2(N)
)
of harmonic functions. As mentioned in [14], the above regularity result can be
false when Ω is smooth so that D and N meet tangentially, whereas it holds for
purely Dirichlet/Neumann problem. For further work in this direction, see [3, 18]
and the references therein.
In this paper, we work on the so-called “Reifenberg flat” domain, which is,
roughly speaking, at every small scale the boundary is close to certain hyperplane.
A Reifenberg flat domain is much more general than a Lipschitz domain with
small Lipschitz constant: locally it is not given by a graph, and typically it contains
fractal structures. The Reifenberg flat domain was introduced by Reifenberg in
[19] when he worked on the Plateau problem. Since then, there has been a lot of
work on Reifenberg flat domains regardingminimal surfaces, harmonic measures,
regularity of free boundaries, and divergence form elliptic/parabolic equations.
An important fact for studying divergence form equation in such domains is that
any small Reifenberg flat domain is a W1,p-extension domain for every p ∈ [1,∞].
Hence we have all the Sobolev inequalities up to the first order. For this result and
the history of studying Reifenberg flat domains, one may refer to [16].
Notice that although on Reifenberg flat domain, neither the outer normal nor
the trace operator of W1,p is defined, the weak formulation in Definition 2.1 still
makes sense due to the fact that no boundary integral term appears when Ω is
smooth enough so that the outer normal and the trace operator are well defined.
We prove the solvability in Sobolev spaces W1,p and the Lp-estimates with p
being in the optimal range 4/3 < p < 4 for the mixed problem (1.1) with BMO
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coefficients on Reifenberg flat domains. The two boundary portions D andN are
assumed to meet almost tangentially, which meansD andN are separated by some
Reifenbergflat set of co-dimension 2 on the boundary. Wenote that our result holds
for both bounded and unbounded domains. For the bounded domain case, we
can further relax the assumptions on the source term. As mentioned before, since
Lipschitz domains with small Lipschitz constant are Reifenberg flat, our results
can be applied also on creased domains. Therefore, we see that in the restriction
(1.2), the best possible range of ε is 0 < ε < 1/4 for creased domains with small
Lipschitz constant.
This paper is a continuation of [8, 9], in which elliptic systems on Reifenberg
flat domains with rough coefficients and purely Dirichlet/conormal boundary con-
ditions were studied. See also the series [4, 5] regarding second-order equations
on bounded domains. Our proof is mainly based on a perturbation argument
suggested in [6] by Caffarelli and Peral, by studying the level sets of maximal func-
tions. The key step in our proof is to carefully design an approximation function
near Γ, which combines the cut-off and reflection techniques in [8, 9]. Compared
to the purely Dirichlet or purely conormal problems, the approximation function
in our problem is less regular, which is onlyW1,4−ε, not Lipschitz. This situation is
similar to [11], where dedicated decay rates of the level sets are required.
The paper is organized as follows. In Section 2, we introduce the basic notation,
definitions, and assumptions. Our main results are given in Theorem 2.4 for both
bounded and unbounded domains and in Theorem 2.5 for bounded domains. In
Section 3, we prove two useful tools for our problem: the local Sobolev-Poincare´
inequality and the reverse Ho¨lder inequality. Then in Section 4, we study a model
problem, which is the W1,4−ε regularity of harmonic functions on the upper half
space with mixed boundary conditions. With all these preparation, the proof of
the main theorem including the approximation via cut-off and reflection, and the
level set argument is presented in Section 5. In Section 6, we relax the regularity
assumptions on the source term for the bounded domain case, mainly by solving
a divergence form equation.
2. Notation andMain Results
Let d be the space dimension. We write a typical point x ∈ Rd as x = (x′, x′′),
where
x′ = (x1, x2) ∈ R2, x′′ = (x3, · · · , xd) ∈ Rd−2.
In the same spirit, for a domain Ω ⊂ Rd and p, q ≥ 1, we define the anisotropic
space Lp,x′Lq,x′′(Ω) as the set of all measurable functions u onΩ having a finite norm
‖u‖Lp,x′Lq,x′′ (Ω) =
( ∫
R2
( ∫
Rd−2
|u|qIΩ dx′′
)p/q
dx′
)1/p
,
where I is the usual indicator function. We abbreviate Lp,x′Lp,x′′(Ω) = Lp(Ω). We
will also use the notation
R
d
+ = {x = (x1, · · · , xd) ∈ Rd : x1 > 0}, B+R = Rd+ ∩ BR(0), (2.1)
B′R = {x′ ∈ R2 : |x′| < R}, (B′R)+ = R2+ ∩ B′R,
andΩR(x) = Ω ∩ BR(x) for all x ∈ Rd and R > 0.
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Now we formulate our mixed boundary value problem. We consider domain
Ω ⊂ Rd with boundary divided into two non-intersecting portions, and Γ being
the boundary ofD relative to ∂Ω:
∂Ω = D∪N , D∩N = ∅, Γ = ∂∂ΩD.
We need the following notation for Sobolev spaces with boundary conditions
prescribed on the whole or part of the boundary. For 1 ≤ p ≤ ∞, we denote
by W1,p(Ω) the usual Sobolev space and by W
1,p
0
(Ω) the completion of C∞0 (Ω) in
W1,p(Ω), where C∞0 (Ω) is the set of all smooth, compactly supported functions in
Ω. Similarly, we let W
1,p
D (Ω) be the completion of C
∞
D(Ω) in W
1,p(Ω), where C∞D(Ω)
is the set of all smooth functions on Ωwhich vanish in a neighborhood ofD.
Let L be a second-order elliptic operator in divergence form
Lu = Di(ai j(x)D ju + bi(x)u) + bˆi(x)Diu + c(x)u,
where the coefficients A = (ai j)
d
i, j=1
, b = (b1, . . . , bd), bˆ = (bˆ1, . . . , bˆd), and c are
bounded measurable functions defined on Ω: for some positive constants Λ and
K, we have
|A| ≤ Λ−1, |b| + |bˆ| + |c| ≤ K.
Note that the summation convention is adopted throughout this paper. The leading
coefficients A = (ai j) are also assumed to be symmetric, satisfy the uniformly
ellipticity condition:
d∑
i, j=1
ai j(x)ξ jξi ≥ Λ|ξ|2, ∀ξ ∈ Rd, ∀x ∈ Ω.
We denote by
Bu = (ADu + bu) · n = (ai jD ju + biu) ni
the conormalderivative operator on the boundaryofΩ associatedwith the operator
L, where n = (n1, . . . , nd) is the outward unit normal to ∂Ω. We will see that in the
weak formulation, this boundary condition is still well defined even when the
outer unit normal is not defined point-wise. Now we give the formal definition of
weak solutions. Let p ∈ (1,∞).
Definition 2.1 (Weak Solution). For f , fi ∈ Lp(Ω), i ∈ {1, . . . , d}, we say that u ∈
W
1,p
D (Ω) is a weak solution to the mixed boundary value problem
Lu = f +Di fi in Ω,
Bu = fini on N ,
u = 0 on D,
(2.2)
if ∫
Ω
(−ai jD ju − biu)Diφ + (bˆiDiu + cu)φ dx =
∫
Ω
fφ dx −
∫
Ω
fiDiφ dx
holds for any φ ∈W1,p/(p−1)D (Ω).
In this paper, we will work on the so-called Reifenberg flat domains, which is
defined below in (i). In (ii), we assume that locally the two types of boundary
conditions are almost separated: the relative boundary Γ is also Reifenberg flat.
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Assumption 2.2 (γ). There exists a positive constant R1 such that the following
hold.
(i) For any x0 ∈ ∂Ω and R ∈ (0,R1], there is a coordinate system depending on x0
and R such that in this new coordinate system (called the coordinate system
associated with (x0,R)), we have
{y : x01 + γR < y1} ∩ BR(x0) ⊂ ΩR(x0) ⊂ {y : x01 − γR < y1} ∩ BR(x0).
(ii) Let Γ be the boundary (relative to ∂Ω) of D. If x0 ∈ Γ and R ∈ (0,R1], we can
further require that the coordinate system defined in (i) satisfy
Γ ∩ BR(x0) ⊂ {y : |y′ − x′| < γR} ∩ BR(x0),(
∂Ω ∩ BR(x0) ∩ {y : y2 > x02 + γR}
)
⊂ D,(
∂Ω ∩ BR(x0) ∩ {y : y2 < x02 − γR}
)
⊂ N .
In this paper, we always assume that D,N , ∅, since otherwise the boundary
condition becomes purely conormal or Dirichlet. Corresponding results have been
included in [8, 9]. See also [4, 5].
We consider the equations with small “BMO” leading coefficients with a small
parameter θ ∈ (0, 1) to be specified later.
Assumption 2.3 (θ). There exists R2 ∈ (0, 1] such that for any x ∈ Ω and r ∈ (0,R2],
we have
−
∫
Ωr(x)
|ai j(y) − (ai j)Ωr(x)| dy < θ.
In the following, we denote R0 := min{R1,R2}.
Now we can present our main result. First, in Ω (bounded or unbounded)
we consider the existence and uniqueness of W
1,p
D weak solution to the following
equation: 
Lu − λu = f +Di fi in Ω,
Bu = fini on N ,
u = 0 on D.
(2.3)
Compared to (2.2), here we introduce the −λu term to create the required decay at
infinity for the unbounded domain case. For simplicity, we will use the following
notation with λ > 0:
U := |Du| +
√
λ|u|, F :=
d∑
i=1
| fi| + 1√
λ
| f |.
Theorem 2.4. For any p ∈ (4/3, 4), we can find positive constants
(γ0, θ0) = (γ0, θ0)(d, p,Λ), λ0 = λ0(d, p,Λ,R0,K),
such that the following holds. If Assumptions 2.2 (γ0) and 2.3 (θ0) are satisfied, and
λ > λ0, then for any ( fi)di=1 ∈ (Lp(Ω))d, f ∈ Lp(Ω) there exists a unique weak solution
u ∈W1,pD (Ω) to (2.3) satisfying
‖U‖Lp(Ω) ≤ N‖F‖Lp(Ω), (2.4)
where N = N(d, p,Λ) is a constant.
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When Ω is bounded, we have better results: instead of taking large λ, we can
assume the usual sign condition L1 ≤ 0, which is understood in the weak sense:∫
Ω
(−biDiφ + cφ) dx ≤ 0
for any φ ∈ W1,p/(p−1)D (Ω) satisfying φ ≥ 0. Also, the integrability of the non-
divergence form source term f can be generalized to Lp∗ , where
p∗ =
pd/(p+ d) when p > d/(d− 1),1 + ε when p ≤ d/(d− 1) (2.5)
for any ε > 0.
Theorem2.5. LetΩ be a bounded domain inRd. For any p ∈ (4/3, 4), we can find positive
constants γ0, θ0 depending on (d, p,Λ), such that the following holds. If Assumptions 2.2
(γ0) and 2.3 (θ0) are satisfied, and L1 ≤ 0 in the weak sense, then for any ( fi)di=1 ∈ (Lp(Ω))d,
f ∈ Lp∗ (Ω) there exists a unique weak solution u ∈W1,pD (Ω) to (2.2) satisfying
‖u‖W1,p(Ω) ≤ N
( d∑
i=1
‖ fi‖Lp(Ω) + ‖ f ‖Lp∗ (Ω)
)
, (2.6)
where N is a constant independent of u, fi and f .
In the above theorems, we always assume that
p ∈ (4/3, 4), A = (ai j)di, j=1 is symmetric. (2.7)
Indeed, by the Lax-Milgram Lemma and the reverse Ho¨lder’s inequality, when p
is close to 2, the symmetry of A is not needed. Otherwise, by the following two
examples,we see that the restrictions in (2.7) are optimal for the solvability ofmixed
boundary value problems. Precisely, based on a duality argument, Example 2.6
shows the restriction p ∈ (4/3, 4) is optimal, and Example 2.7 shows the symmetry
of A is required for the solvability inW1,p(Ω) when p is away from 2. Here, for the
reader’s convenience, we temporarily set
R
2
+ = {x = (x1, x2) ∈ R2 : x2 > 0},
which is different from that in (2.1). Note that the examples below are applicable
to higher dimensional cases by a trivial extension.
Example 2.6. In R2+, let u(x1, x2) = Im(x1 + ix2)
1/2. One can simply check that
∆u = 0 in R2+, u = 0 on ∂R
2
+ ∩ {x1 > 0},
∂u
∂x2
= 0 on ∂R2+ ∩ {x1 < 0}.
SinceDu is of order r−1/2, one could also check that near the origin Du ∈ Lp for any
p ∈ [1, 4), but Du < L4.
Example 2.7. In R2+, let u(x1, x2) = Im(x1 + ix2)
s with s ∈ (0, 1/2). We have
Di(ai jD ju) = 0 on R
2
+, u = 0 on ∂R
2
+ ∩ {x1 > 0}, ai jD juni = 0 on ∂R2+ ∩ {x1 < 0},
where
(ai j)
2
i, j=1 =
[
1 cot(pis)
− cot(pis) 1
]
.
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SinceDu is of order rs−1, near the origin we only haveDu ∈ Lp only if p < 21−s . Note
that 21−s < 4 and
2
1−s ց 2 as sց 0.
3. Local Poincare´ Inequality and ReverseHo¨lder’s Inequality
In this section, we introduce two useful tools for our problem. The first one
is the local Sobolev-Poincare´ inequality. Notice that a Reifenberg flat domain
intersecting with a ball might no longer be Reifenberg flat. We cannot simply
localize to obtain the required local version, although Sobolev inequalities ofW1,p
hold for the Reifenberg flat domain since it is an extension domain.
Theorem 3.1 (Local Sobolev-Poincare´ inequality). Let γ ∈ [0, 1/48] andΩ ⊂ Rd be a
Reifenberg flat domain satisfying Assumption 2.2 (γ) (i). Let x0 ∈ ∂Ω and R ∈ (0,R1/4].
Then, for any p ∈ (1, d) and u ∈W1,p(Ω2R(x0)), we have
‖u − (u)ΩR(x0)‖Ldp/(d−p)(ΩR(x0)) ≤ N‖Du‖Lp(Ω2R(x0)),
where N = N(d, p).
Proof. See [7, Theorem 3.5]. 
Corollary 3.2. Let γ ∈ [0, 1/48] and Ω ⊂ Rd be a Reifenberg flat domain satisfying
Assumption 2.2 (γ) (i). Let x0 ∈ Ω, R ∈ (0,R1/4], andD ⊂ ∂Ω withD∩ BR(x0) , ∅. If
there exist z0 ∈ D ∩ BR(x0) and α ∈ (0, 1) such that
BαR(z0) ⊂ BR(x0),
(
∂Ω ∩ BαR(z0)
)
⊂
(
D∩ BR(x0)
)
, (3.1)
then the following hold.
(a) For any p ∈ (1, d) and u ∈W1,pD (Ω), we have
‖u‖Ldp/(d−p)(ΩR(x0)) ≤ N‖Du‖Lp(Ω2R(x0)),
where N = N(d, p, α).
(b) For any u ∈W1,2D (Ω), we have
‖u‖L2(ΩR(x0)) ≤ NR‖Du‖L2(Ω2R(x0)),
where N = N(d, α).
Proof. The assertion (b) is a simple consequence of the assertion (a). Indeed, by
taking p ∈
(
2d
d+2 , 2
)
, and using Ho¨lder’s inequality and the assertion (a), we have
‖u‖L2(ΩR(x0)) ≤ NRd/2−d/p+1‖u‖Ldp/(d−p)(ΩR(x0))
≤ NRd/2−d/p+1‖Du‖Lp(Ω2R(x0)) ≤ NR‖Du‖L2(Ω2R(x0)).
Toprove theassertion (a), weextendubyzeroonBαR(z0)\Ω so thatu ∈W1,p(BαR(z0)).
Since |BαR(z0) \Ω| ≥ N(d)(αR)d, by the boundary Poincare´ inequality, we have
‖u‖Ldp/(d−p)(ΩαR(z0)) ≤ N(d, q)‖Du‖Lp(ΩαR(z0)). (3.2)
Notice from the triangle inequality and Ho¨lder’s inequality that
‖u‖Ldp/(d−p)(ΩR(x0))
≤ ‖u − (u)ΩR(x0)‖Ldp/(d−p)(ΩR(x0)) + ‖(u)ΩR(x0) − (u)ΩαR(z0)‖Ldp/(d−p)(ΩR(x0))
+ ‖(u)ΩαR(z0)‖Ldp/(d−p)(ΩR(x0))
≤ Nα1−d/p
(
‖u − (u)ΩR(x0)‖Ldp/(d−p)(ΩR(x0)) + ‖u‖Ldp/(d−p)(ΩαR(z0))
)
.
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This combined with Theorem 3.1 and (3.2) gives the desired estimate. 
In the rest of the section, we shall prove the reverse Ho¨lder’s inequality for the
following mixed boundary value problem without lower order terms
Di(ai jD ju) − λu = f +Di fi in Ω,
ai jD juni = fini on N ,
u = 0 on D.
(3.3)
Here, we do not impose any regularity assumption (including the symmetry con-
dition) on the coefficients ai j. Recall the notation that for λ > 0,
U := |Du| +
√
λ|u|, F :=
d∑
i=1
| fi| + 1√
λ
| f |.
Lemma 3.3. Let γ ∈ (0, 1/48], 2dd+2 < p < 2, and Ω ⊂ Rd be a Reifenberg flat domain
satisfyingAssumption 2.2 (γ). Suppose that u ∈W1,2D (Ω) satisfies (3.3)with fi, f ∈ L2(Ω).
Let x0 ∈ Ω and R ∈ (0,R1], satisfying either
BR/16(x0) ⊂ Ω or x0 ∈ ∂Ω.
Then, when λ > 0, we have∫
ΩR/32(x0)
U2 dx ≤ NRd(1−2/p)
( ∫
ΩR(x0)
Up dx
)2/p
+N
∫
ΩR(x0)
F2 dx.
When λ = 0 and f ≡ 0, we have∫
ΩR/32(x0)
|Du|2 dx ≤ NRd(1−2/p)
( ∫
ΩR(x0)
|Du|p dx
)2/p
+N
∫
ΩR(x0)
| fi|2 dx.
In the above, the constant N depends only on d, p, and Λ.
Proof. Here we only prove for the case λ > 0. When λ = 0, the proof still works if
we replaceU by |Du| and F by∑i | fi|. Also, we prove only the case x0 ∈ ∂Ω because
the proof for the interior case is similar to the one in case (ii) for purely conormal
boundary conditions. Without loss of generality, we assume that x0 = 0. Let us fix
R ∈ (0,R1]. We consider the following two cases:
BR/16 ∩ Γ , ∅, BR/16 ∩ Γ = ∅.
i) BR/16 ∩ Γ , ∅. We take y0 ∈ Γ such that dist(0, Γ) = |y0|, and observe that
BR/16 ⊂ BR/8(y0) ⊂ BR/2(y0) ⊂ BR. (3.4)
Since u ∈ W1,2D (Ω), as a test function to (3.3), we can use η2u ∈ W1,2D (Ω), where
η is a smooth function on Rd satisfying
0 ≤ η ≤ 1, η ≡ 1 on BR/8(y0), supp η ⊂ BR/4(y0), |∇η| ≤ NR−1.
Now, using Ho¨lder’s inequality and Young’s inequality, we have∫
ΩR/4(y0)
η2U2 dx ≤ N
R2
∫
ΩR/4(y0)
|u|2 dx +N
∫
ΩR/4(y0)
F2 dx, (3.5)
MIXED BOUNDARY VALUE PROBLEM 9
where N = N(d,Λ). We fix a coordinate system associated with (y0,R/4, Γ)
satisfying the properties in Assumption 2.2 (γ) (ii). Since we have(
∂Ω ∩ BR/4(y0) ∩ {y : y2 > γR/4}
)
⊂ D,
there exists z0 ∈ D satisfying
BR/16(z0) ⊂ BR/4(y0),
(
∂Ω ∩ BR/16(z0)
)
⊂
(
D∩ BR/4(y0)
)
.
Note that because 2dd+2 < p < 2, we have
dp
d−p > 2. Then by Ho¨lder’s inequality
and Corollary 3.2 (a), we see that
1
R2
∫
ΩR/4(y0)
|u|2 dx ≤ NRd(1−2/p)
( ∫
ΩR/4(y0)
|u|dp/(d−p) dx
)2(d−p)/dp
≤ NRd(1−2/p)
( ∫
ΩR/2(y0)
|Du|p dx
)2/p
, (3.6)
where N = N(d, p). Combining this inequality and (3.5), and using (3.4), we
obtain the desired estimate.
ii) BR/16 ∩ Γ = ∅. Then ∂Ω ∩ BR/16 is contained in either D or N . When it is
in D, the proof for the previous case still works if we simply choose any
y0 ∈ ∂Ω ∩ BR/16. When it is contained in N , as a test function to (2.2), we can
use ζ2(u − c) ∈ W1,2D (Ω), where c = (u)ΩR/16 and ζ is a smooth function on Rd
satisfying
0 ≤ ζ ≤ 1, ζ ≡ 1 on BR/32, supp ζ ⊂ BR/16, |∇ζ| ≤ NR−1.
By testing (3.3) with ζ2(u − c), we have∫
ΩR/16
(ζU)2 dx ≤ N
R2
∫
ΩR/16
∣∣∣u − (u)ΩR/16 ∣∣∣2 dx + NRd
( ∫
ΩR/16
√
λ|u| dx
)2
+N
∫
ΩR/16
F2 dx,
where N = N(d,Λ). Similar to (3.6), we get from Theorem 3.1 that
1
R2
∫
ΩR/16
∣∣∣u − (u)ΩR/16 ∣∣∣2 dx ≤ NRd(1−2/p)
( ∫
ΩR/8
|Du|p dx
)2/p
,
where N = N(d, p). By Ho¨lder’s inequality, we also have
1
Rd
( ∫
ΩR/16
√
λ|u| dx
)2
≤ NRd(1−2/p)
( ∫
ΩR/16
(√
λ|u|
)p
dx
)2/p
.
Combining these together, we obtain the desired estimate.
The lemma is proved. 
Based on Lemma 3.3 and Gehring’s lemma, we get the following reverse
Ho¨lder’s inequality.
Lemma 3.4 (Reverse Ho¨lder’s inequality). Let γ ∈ (0, 1/48], p > 2, and Ω ⊂ Rd be a
Reifenberg flat domain satisfying Assumption 2.2 (γ). Suppose that u ∈W1,2D (Ω) satisfies
(3.3) with fi, f ∈ Lp(Ω) ∩ L2(Ω). Then there exist constants p0 ∈ (2, p) and N > 0,
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depending only on d, p, and Λ, such that for any x0 ∈ Rd and R ∈ (0,R1], the following
hold. When λ > 0, we have(
U
p0
)1/p0
BR/2(x0)
≤ N
(
U
2)1/2
BR(x0)
+N
(
F
p0
)1/p0
BR(x0)
.
When λ = 0 and f ≡ 0, we have(
|Du|p0
)1/p0
BR/2(x0)
≤ N
(
|Du|2
)1/2
BR(x0)
+N
(
| fi|p0
)1/p0
BR(x0)
,
where U, F, Du, and fi are the extensions of U, F, Du, and fi toR
d so that they are zero on
R
d \Ω.
Proof. Again, we only prove for the case λ > 0. Let us fix a constant p1 ∈
(
2d
d+2 , 2
)
,
and set
Φ = U
p1
, Ψ = F
p1
.
Then by Lemma 3.3, we have∫
BR/112(x0)
Φ2/p1 dx ≤ NRd(1−2/p1)
( ∫
BR(x0)
Φ dx
)2/p1
+N
∫
BR(x0)
Ψ2/p1 dx (3.7)
for any x0 ∈ Rd and R ∈ (0,R1], where N = N(d,Λ, p) = N(d,Λ). Indeed, if
BR/56(x0) ⊂ Ω, then (3.7) follows fromLemma 3.3. In the casewhen BR/56(x0)∩∂Ω ,
∅, there exists y0 ∈ ∂Ω such that |x0 − y0| = dist(x0, ∂Ω) and
BR/112(x0) ⊂ B3R/112(y0) ⊂ B6R/7(y0) ⊂ BR(x0).
Using this together with Lemma 3.3, we get (3.7). If BR/56(x0) ⊂ Rd \ Ω, by the
definition of U, (3.7) holds.
By (3.7) and a covering argument, we have
−
∫
BR/2(x0)
Φ2/p1 dx ≤ N
(
−
∫
BR(x0)
Φ dx
)2/p1
+N−
∫
BR(x0)
Ψ2/p1 dx
for any x0 ∈ Rd and R ∈ (0,R1], where N = N(d,Λ). Therefore, by Gehring’s
lemma (see, for instance, [12, Ch. V]), we get the desired estimate. The lemma is
proved. 
4. Harmonic functions in half space with mixed boundary condition
In this section, we prove a regularity result for harmonic functions with mixed
Dirichlet-Neumann boundary conditions on half space. We denote
BR = BR(0), Γ
+
R := BR ∩ {x1 = 0, x2 > 0}, Γ−R := BR ∩ {x1 = 0, x2 < 0}.
Theorem 4.1. Suppose u ∈W1,2
Γ+
R
(B+
R
) is a weak solution to
∆u − λu = 0 in B+
R
,
∂u
∂x1
= 0 on Γ−R,
u = 0 on Γ+R,
where λ > 0. Then for any p ∈ [2, 4), we have u ∈W1,p(B+
R/4) with
(Up)
1/p
B+
R/4
≤ N(d, p)(U2)1/2
B+
R
.
In the case when λ = 0, the same estimate holds with |Du| in place of U.
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Remark 4.2. In Theorem 4.1, the boundary condition is only prescribed on the flat
part of the boundary. Hence the meaning of “weak solution” is slightly different.
In the theorem and throughout the paper, aW1,2
Γ+
R
(B+
R
) weak solution means: for any
φ ∈W1,2(B+R) satisfying φ = 0 on ∂B+R \ Γ−R,∫
B+
R
(∇u · ∇φ + λuφ) dx = 0.
It is clear that, as a test function, one can use ηu, where η ∈ C∞c (BR).
For the proof of Theorem 4.1, we will use the following two dimensional regu-
larity result.
Lemma 4.3. In the half ball B+R ⊂ R2, consider u ∈W1,2Γ+
R
(B+R) which solves
∆u = f in B+
R
,
∂u
∂x1
= 0 on Γ−R,
u = 0 on Γ+
R
,
where f ∈ L2(B+R). Then for any p ∈ [2, 4), we have u ∈W1,p(B+R/2) with
(|Du|p)1/p
B+
R/2
≤ N(p)
(
(|Du|2)1/2
B+
R
+ R(| f |2)1/2
B+
R
)
. (4.1)
From the proof below, it is clear that in Lemma 4.3, R/2 can be replaced with
any r ∈ (0,R). In this case, the constant N also depends on r and R.
Proof of Lemma 4.3. By a scaling argument, we may assume R = 1. We consider the
following change of variables: (y1, y2) ∈ B1 ∩ {y1 > 0, y2 > 0} 7→ (x1, x2) ∈ B+1 :
x1 = 2y1y2, x2 = y
2
2 − y21,
or in complex variables:
x2 + ix1 = (y2 + iy1)
2.
Write u˜(y1, y2) = u(x1, x2) and f˜ (y1, y2) = f (x1, x2). Thenwe can rewrite the equation
as 
∆yu˜ = 4|y|2 f˜ in B++1 ,
∂u˜
∂y2
= 0 on B1 ∩ {y1 > 0, y2 = 0},
u˜ = 0 on B1 ∩ {y1 = 0, y2 > 0},
where B++
1
:= B1∩ {y1 > 0, y2 > 0}. Next, we take an even extension of u˜ and f˜ with
respect to y2-variable. Still denote the extended functions on B
+
1
by u˜ and f˜ . Then
the following equation is satisfied:∆yu˜ = 4|y|
2 f˜ in B+
1
,
u˜ = 0 on B1 ∩ {y1 = 0}.
Note that
|Dxu| ≤ N|y| |Dyu˜|, dx = 4|y|
2 dy.
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By the Sobolev embedding theorem, the local W2
2
estimate for elliptic equations,
and the boundary Poincare´ inequality, we obtain
‖Dyu˜‖Lq(B+√
2/2
) ≤ ‖u˜‖W2,2(B+√
2/2
) ≤ N
(
‖u˜‖L2(B+1 ) + ‖4|y|2 f˜ ‖L2(B+1 )
)
≤ N
(
‖Dyu˜‖L2(B+1 ) + ‖4|y|2 f˜ ‖L2(B+1 )
)
≤ N
(
‖Dyu˜‖L2(B++1 ) + ‖4|y|2 f˜ ‖L2(B++1 )
)
,
where N = N(p) > 0 and q = q(p) is a constant with
q >
2p
4 − p ≥ p. (4.2)
Here we also used the fact that u˜ and f˜ are both even functions in y2. Translating
back to x-variables, we obtain
‖|x|
q−2
2q Dxu‖Lq(B+1/2) ≤ N
(
‖Dxu‖L2(B+1 ) + ‖|x|1/2 f ‖L2(B+1 )
)
≤ N
(
‖Dxu‖L2(B+1 ) + ‖ f ‖L2(B+1 )
)
. (4.3)
By Ho¨lder’s inequality and (4.2), we get
‖Dxu‖Lp(B+1/2) ≤ ‖|x|
q−2
2q Dxu‖Lq(B+1/2)‖|x|
− q−22q ‖Lqp/(q−p)(B+1/2)
≤ N‖|x|
q−2
2q Dxu‖Lq(B+1/2).
Combining this with (4.3), we obtain
‖Dxu‖Lp(B+1/2) ≤ N
(
‖Dxu‖L2(B+1 ) + ‖ f ‖L2(B+1 )
)
,
which is exactly (4.1). The lemma is proved. 
We are now ready to present the proof of Theorem 4.1.
Proof of Theorem 4.1. We first prove the theorem for λ = 0. By a scaling argument
and Lemma 4.3, we may assume R = 1 and d ≥ 3. Noting that we can differen-
tiate both the equation and the boundary condition in x′′-direction, the following
Caccioppoli type inequality holds:
‖Dx(Dkx′′u)‖L2(B+s ) ≤
N(d, k)
|t − s|k ‖Du‖L2(B+t )
for 0 < s < t ≤ 1 and k ∈ {0, 1, 2, . . .}. Thus by anisotropic Sobolev embedding, we
can increase the integrability in x′′-variables so that
Dx′u ∈ L2,x′Lp,x′′(B+r ), Dx′′u, D2x′′u ∈ Lp(B+r ) ∀r < 1,
with the estimate
‖Dx′u‖L2,x′Lp,x′′ (B+r ) + ‖Dx′′u‖Lp(B+r ) + ‖D2x′′u‖Lp(B+r ) ≤ N(d, p, r)‖Du‖L2(B+1 ). (4.4)
It remains to estimate Dx′u. From (4.4), for almost every |x′′| < 1/2, we have
D2x′′u(·, x′′) ∈ L2
(
(B′2/3)
+
)
.
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Now we rewrite the equation as a 2-dimension problem in x′-variables:
∆x′u(·, x′′) = −∆x′′u(·, x′′) in (B′2/3)+,
∂u
∂x1
= 0 on B′
2/3
∩ {x1 = 0, x2 < 0},
u = 0 on B′
2/3
∩ {x1 = 0, x2 > 0}.
We apply a properly rescaled version of Lemma 4.3 to see that for almost every
|x′′| < 1/2,
‖Dx′u(·, x′′)‖Lp((B′1/2)+) ≤ N(p)
(
‖Dx′u(·, x′′)‖L2((B′2/3)+) + ‖∆x′′u(·, x′′)‖L2((B′2/3)+)
)
.
Taking Lp norm in {x′′ ∈ Rd−2 : |x′′| < 1/2} for both sides, and using the Minkowskii
inequality and (4.4) with r =
√
3/2, we obtain Dx′u ∈ Lp(B+1/2) and
‖Dx′u‖Lp(B+1/2) ≤ N(d, p)‖Du‖L2(B+1 ).
This gives the desired estimate for λ = 0.
For a general λ > 0, we use an idea by S. Agmon. We define
v(x, τ) = u(x) cos(
√
λτ + pi/4),
and observe that v satisfies 
∆(x,τ)v = 0 in Bˆ
+
1
,
∂v
∂x1
= 0 on Γˆ−
1
,
v = 0 on Γˆ+
1
.
(4.5)
where
Bˆ1 = {(x, τ) ∈ Rd+1 : |(x, τ)| < 1}, Bˆ+1 = Bˆ1 ∩ {x1 > 0},
Γˆ+1 = Bˆ1 ∩ {x1 = 0, x2 > 0}, Γˆ−1 = Bˆ1 ∩ {x1 = 0, x2 < 0}.
By applying the result for λ = 0 to (4.5), we have
(|D(x,τ)v|p)1/p
Bˆ+
1/2
≤ N(|D(x,τ)v|2)1/2
Bˆ+
1
, (4.6)
where N = N(d, p). Note that the function Φ given by
Φ(λ) =
∫ 1/4
0
∣∣∣ cos(√λτ + pi/4)∣∣∣p dτ
has a positive lower bound depending only on p. Thus by using (4.6) and the fact
that ∣∣∣Du(x) cos(√λτ + pi/4)∣∣∣ ≤ |D(x,τ)v(x, τ)| ≤ U(x),
we have ∫
B+
1/4
|Du|p dx ≤ N
∫ 1/4
0
∫
B+
1/4
|Du|p
∣∣∣ cos(√λτ + pi/4)∣∣∣p dx dτ
≤ N
∫
Bˆ+
1/2
|D(x,τ)v|p dx dτ ≤ N
( ∫
B+
1
U2 dx
)p/2
,
where N = N(d, p). Similarly, from the fact that∣∣∣√λu(x) sin(√λτ + pi/4)∣∣∣ ≤ |D(x,τ)v(x, τ)| ≤ U(x),
14 JONGKEUN CHOI, HONGJIE DONG, AND ZONGYUAN LI
we obtain ∫
B+
1/4
∣∣∣√λu∣∣∣p dx ≤ N( ∫
B+
1
U2 dx
)p/2
.
Combining these together we get the desired estimate. The theorem is proved. 
5. Regularity ofW1,2D weak solutions
The crucial step in proving unique W1,p solvability is the following improved
regularity result. As in Theorem 2.4, we consider a domain Ω ⊂ Rd which can be
bounded or unbounded, together with nonempty boundary portionsD,N . Again,
recall the notation that for λ > 0,
U := |Du| +
√
λ|u|, F :=
d∑
i=1
| fi| + 1√
λ
| f |.
Proposition 5.1 (Regularity of W1,2D weak solutions). For any p ∈ (2, 4), we can find
positive constants γ0, θ0 depending on (d, p,Λ), such that if Assumptions 2.2 (γ0) and 2.3
(θ0) are satisfied, the following holds. For anyW
1,2
D (Ω)weak solution u to (3.3)with λ > 0
and fi, f ∈ Lp(Ω) ∩ L2(Ω), we have u ∈W1,pD (Ω) and
‖U‖Lp(Ω) ≤ N(Rd(1/p−1/2)0 ‖U‖L2(Ω) + ‖F‖Lp(Ω)). (5.1)
Furthermore, if we also have f ≡ 0, then we can take λ = 0, and the following estimate
holds:
‖Du‖Lp(Ω) ≤ N(Rd(1/p−1/2)0 ‖Du‖L2(Ω) + ‖ fi‖Lp(Ω)). (5.2)
In the above, the constant N only depends on d, p, and Λ.
Based on Proposition 5.1, we obtain the following a priori estimate for the
equations with lower order terms and large λ, which will be useful for the unique
solvability in Theorem 2.4.
Corollary 5.2. Let p ∈ (2, 4) and γ0, θ0 be the constants from Proposition 5.1. Under
Assumptions 2.2 (γ0) and 2.3 (θ0), there exists a positive constant λ1 depending on
(d, p,Λ,R0,K) such that if u is aW
1,p
D weak solution to the equation (2.3)with fi, f ∈ Lp(Ω)
and λ > λ1, then we have
‖U‖Lp(Ω) ≤ N‖F‖Lp(Ω), (5.3)
where N = N(d, p,Λ).
The rest of this section is devoted to the proofs of Proposition 5.1 and Corollary
5.2.
5.1. DecompositionofDu. Wewill use an interpolation argument to prove Propo-
sition 5.1. The key step is the following decomposition (approximation).
Proposition 5.3. Suppose that u ∈ W1,2D (Ω) satisfies (3.3) with λ > 0 and fi, f ∈
Lp(Ω) ∩ L2(Ω), where p > 2. Then under Assumptions 2.2 (γ) and 2.3 (θ) with γ <
1/(32
√
d + 3) and θ ∈ (0, 1), for any x0 ∈ Ω and R < R0, there exist positive functions
W,V ∈ L2(ΩR/32(x0)) such that
U ≤W + V in ΩR/32(x0).
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Moreover, we have for any q < 4,
(W2)1/2
ΩR/32(x0)
≤ N
(
(θ
1
2µ′ + γ
1
2µ′ )(U2)1/2
ΩR(x0)
+ (F2µ)
1
2µ
ΩR(x0)
)
, (5.4)
(Vq)
1/q
ΩR/32(x0)
≤ N
(
(U2)1/2
ΩR(x0)
+ (F2µ)
1
2µ
ΩR(x0)
)
. (5.5)
Here µ is a constant satisfying 2µ = p0, where p0 = p0(d, p,Λ) > 2 comes from Lemma
3.4, and µ′ satisfies 1/µ + 1/µ′ = 1. The constant N only depends on d, p, q, and Λ.
The rest of Section 5.1 will be devoted to the proof of this proposition.
Proof. According to the relativeposition of x0 toD,N , wewill discuss the following
3 cases.
Case 1: dist(x0, ∂Ω) ≥ R/32.
In this case, our decomposition is only concerned with the interior ofΩ. We can
do the usual “freezing coefficient” approximation. The existence of suchW,V can
be found in [8, Lemma 8.3 (i)] or [9, Lemma 5.1 (i)].
In the next two cases, we also need to approximate the Reifenberg flat boundary
by hyperplane and deal with corresponding boundary conditions.
Case 2: dist(x0, ∂Ω) < R/32, dist(x0, Γ) ≥ R/24.
In this case, either we have BR/24(x0) ∩N = ∅ or BR/24(x0) ∩D = ∅. Correspond-
ingly, we only deal with purely Dirichlet or purely conormal boundary condition.
The functions W and V are constructed in ΩR/24(x0). Then for the estimates, we
need to shrink the radius to R/32. Such construction and estimates can be found
in [8, Lemma 8.3 (ii)] and [9, Lemma 5.1 (ii)]. Briefly, we approximate the neigh-
borhood of ΩR/24(x0) by a half ball thanks to the small Reifenberg flat assumption.
Then we apply a cutoff technique for the Dirichlet case, or a reflection technique
for the conormal case. All these two techniques will be introduced in Case 3 below.
In both Cases 1 and 2, actually we can take q = ∞ in (5.5).
Case 3: dist(x0, ∂Ω) < R/32, dist(x0, Γ) < R/24.
In this case, we deal with the “mixed” boundary condition. Take y0 ∈ Γ with
dist(y0, x0) < R/24. Consider the coordinate system associated with (y0,R/4) as in
Assumption 2.2 (γ). For simplicity, we shift the origin in x′ = (x1, x2)−hyperplane,
such that
∂Ω ∩ BR/4(y0) ⊂ {−γR/2 < x1 < 0},
Γ ∩ BR/4(y0) ⊂ {−γR/2 < x2 < 0}. (5.6)
In the following, we will omit the center when it is y0. For example,
ΩR/4 := Ω ∩ BR/4(y0), Ω+R/4 := ΩR/4 ∩Rd+, Ω−R/4 := ΩR/4 ∩Rd−,
where Rd− = {x ∈ Rd : x1 < 0}. Note that this is slightly different from the usual
convention that we omit the center when it is the coordinate origin. The following
inclusion relation will be useful:
ΩR/32(x0) ⊂ ΩR/8 ⊂ ΩR/2 ⊂ ΩR(x0). (5.7)
Now we start to construct the decomposition. First, we introduce a cut-off
function χ ∈ C∞(Rd) with Dχ supported in a “L-shaped” domain, satisfying
χ = 0, on {x2 > −γR} ∩ {x1 < γR},
χ = 1, on {x2 < −2γR} ∪ {x1 > 2γR},
0 ≤ χ ≤ 1, |Dχ| ≤ 2γR .
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The following two lemmas should be read as parts of the proof of Proposition
5.3. The first one is an important estimate of a typical term in our proof. Both the
inequality itself and the decomposition technique in the proof will be used later.
Lemma 5.4. We have
(|Dχu|2)1/2
ΩR/4
≤ Nγ1/(2µ′)
(
(U2)1/2
ΩR(x0)
+ (F2µ)
1/(2µ)
ΩR(x0)
)
,
where N = N(d, p,Λ).
Proof. From the construction of χ, we have
‖Dχu‖L2(ΩR/4) ≤
2
γR
‖Isupp{Dχ}u‖L2(ΩR/4).
Now we decompose the set supp{Dχ} ∩ ΩR/4 to obtain the required smallness.
Consider the following grid points on ∂Rd+:
Dgrid := {z ∈ Rd : z = (0, kγR) for k = (k2, . . . , kd) ∈ Zd−1, k2 ≥ −1} ∩ΩR/4.
Clearly
⋃
z∈Dgrid Ω
√
d+3γR(z) covers supp{Dχ} ∩ΩR/4, and because γ < 1/(32
√
d + 3)⋃
z∈Dgrid
Ω√d+3γR(z) ⊂ ΩR/3,
with each point covered by at most N(d) of such neighborhoods. Due to (5.6), we
know that in each Ω√d+3γR(z), (3.1) is satisfied with
(z0, α) = (z + (c, (−1+
√
d + 3)γR/2, 0, · · · , 0), 1/4),
where c ∈ (−γR/2, 0) is chosen carefully to guarantee z0 ∈ ∂Ω. Hence we can apply
the Poincare´ inequality stated in Corollary 3.2 and Ho¨lder’s inequality to obtain
‖Isupp{Dχ}u‖2L2(ΩR/4) ≤ N
∑
z∈Dgrid
‖u‖2L2(Ω√d+3γR(z))
≤ N(γR)2
∑
z∈Dgrid
‖Du‖2L2(Ω2√d+3γR(z))
≤ N(γR)2‖I|x1 |<2√d+3γRDu‖2L2(ΩR/3) (5.8)
≤ N(γR)2 · (γRd)1/µ′‖Du‖2L2µ(ΩR/3). (5.9)
To obtain (5.9), we used Ho¨lder’s inequality. Now we rewrite this using the
notation of average and use a properly rescaled version of Lemma 3.4 as well as
(5.7) to obtain
(|Dχu|2)1/2
ΩR/4
≤ Nγ1/(2µ′)(|Du|2µ)1/(2µ)
ΩR/3
≤ Nγ1/(2µ′)
(
(U2)1/2
ΩR(x0)
+ (F2µ)
1/(2µ)
ΩR(x0)
)
.
The lemma is proved. 
The second lemma shows how we “freeze” the boundary to be a hyperplane
using a cut-off technique together with a reflection.
MIXED BOUNDARY VALUE PROBLEM 17
Lemma 5.5. The function χu ∈ W1,2(Ω+
R/4
) satisfies the following equation in the weak
sense
Di(ai jD j(χu)) − λχu = Dig(1)i +Dig
(2)
i
+ g
(3)
i
Diχ + g
(4)
i
Diχ˜ + g(5) in Ω+R/4,
ai jD j(χu)ni = g
(1)
i
ni + g
(2)
i
ni on Γ
−,
χu = 0 on Γ+,
(5.10)
where
g
(1)
i
= ai juD jχ + fiχ, g
(2)
i
= (−εiε ja˜i jχ˜D ju˜ + εiχ˜ f˜i)I(−x1,x2,x′′)∈Ω−R/4 ,
g(3)
i
= ai jD ju − fi, g(4)i = (εiε ja˜i jD ju˜ − εi f˜i)I(−x1,x2,x′′)∈Ω−R/4 ,
g(5) = χ f + χ˜ f˜ I(−x1,x2,x′′)∈Ω−R/4 + λχ˜u˜I(−x1,x2,x′′)∈Ω−R/4 ,
Γ+ = ∂Ω+R/4 ∩ {x1 = 0, x2 > 0}, Γ− = ∂Ω+R/4 ∩ {x1 = 0, x2 < 0}.
Here we denote f˜ (x1, x2, x′′) := f (−x1, x2, x′′), and similarly for a˜i j, χ˜, and u˜. We also use
the following notation
εi :=
−1 if i = 1,1 if i , 1.
Proof. Take any test function ψ ∈ W1,2
∂Ω+
R/4
\Γ−(Ω
+
R/4). We extend ψ to R
d
+ by setting
ψ ≡ 0 on Rd+ \ Ω+R/4, and then, we again extend evenly to Rd. Denote this ex-
tended function by Eψ, and note that χEψ ∈ W1,2D (Ω). Testing (3.3) with χEψ and
rearranging terms will give us (5.10). 
We continue the proof of Proposition 5.3. Solve the following equation
Di(ai jD jwˆ) − λwˆ = Di((ai j − ai j)D j(χu)) +Dig(1)i +Dig
(2)
i
+ g
(3)
i
Diχ + g
(4)
i
Diχ˜ + g
(5)
in Ω+
R/4
,
ai jD jwˆ · ni = (ai j − ai j)D j(χu)ni + g(1)i ni + g
(2)
i
ni on Γ
−,
wˆ = 0 on ∂Ω+
R/4
\ Γ−,
(5.11)
for wˆ ∈W1,2
∂Ω+
R/4
\Γ−(Ω
+
R/4
), where ai j = (ai j)ΩR/4 are constants. Due to the Lax-Milgram
lemma, such wˆ exists. For simplicity, we denote
Wˆ := |Dwˆ| +
√
λ|wˆ|.
Testing (5.11) by wˆ, and using the ellipticity and Ho¨lder’s inequality, we have
‖Wˆ‖2L2(Ω+R/4) ≤ ‖(ai j − ai j)D j(χu)‖L2(Ω+R/4)‖Dwˆ‖L2(Ω+R/4) (5.12)
+
∥∥∥g(1)
i
∥∥∥
L2(Ω
+
R/4
)
‖Dwˆ‖L2(Ω+R/4) +
∥∥∥g(2)
i
∥∥∥
L2(Ω
+
R/4
)
‖Dwˆ‖L2(Ω+r/4) (5.13)
+
∥∥∥Isupp{Dχ}g(3)i ∥∥∥L2(Ω+R/4)‖Diχwˆ‖L2(Ω+R/4) +
∥∥∥g(4)
i
∥∥∥
L2(Ω+R/4)
∥∥∥Diχ˜wˆI(−x1,x2,x′′)∈Ω−R/4∥∥∥L2(Ω+R/4)
(5.14)
+
∥∥∥λ−1/2g(5)∥∥∥
L2(Ω
+
R/4
)
‖λ1/2wˆ‖L2(Ω+R/4). (5.15)
For the term in (5.12), we use Assumption 2.3, Ho¨lder’s inequality, Lemma 3.4,
and Lemma 5.4. Noting that |Ω+
R/4
|, |ΩR/4| and |ΩR(x0)| are all comparable to Rd, we
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have:(
|(ai j − ai j)D j(χu)|2
)1/2
Ω+
R/4
≤ N
(
|ai j − ai j|2µ′
)1/(2µ′)
ΩR/4
(
|Du|2µ
)1/(2µ)
ΩR/4
+N
(
|Dχu|2
)1/2
Ω+
R/4
≤ N
(
|ai j − ai j|
)1/(2µ′)
ΩR/4
(
|Du|2µ
)1/(2µ)
ΩR/4
+N
(
|Dχu|2
)1/2
Ω+
R/4
≤ N
(
θ1/(2µ
′) + γ1/(2µ
′)
)(
(U2)1/2
ΩR(x0)
+ (F2µ)
1/(2µ)
ΩR(x0)
)
,
(5.16)
where N = N(d, p,Λ) is a constant.
For the terms in (5.13), we first estimate g
(1)
i
. This is simply due to Lemma 5.4
and Ho¨lder’s inequality:(∣∣∣g(1)
i
∣∣∣2)1/2
Ω+
R/4
≤ N(|uDχ|2)1/2
ΩR/4
+N(| fi|2)1/2ΩR/4
≤ Nγ1/(2µ′)(U2)1/2
ΩR(x0)
+N(F2µ)
1
2µ
ΩR(x0)
.
(5.17)
Now we estimate g
(2)
i
as follows:(∣∣∣g(2)
i
∣∣∣2)1/2
Ω+
R/4
≤
(∣∣∣a˜i jχ˜D ju˜I(−x1,x2,x′′)∈Ω−R/4 ∣∣∣2)1/2Ω+
R/4
+
(∣∣∣χ˜ f˜iI(−x1,x2,x′′)∈Ω−R/4 ∣∣∣2)1/2Ω+
R/4
≤ N
(∣∣∣IΩ−
R/4
Du
∣∣∣2)1/2
ΩR/4
+N(| fi|2)1/2ΩR/4
≤ Nγ1/(2µ′)(|Du|2µ)1/(2µ)
ΩR/4
+N(| fi|2µ)1/(2µ)ΩR/4
≤ Nγ1/(2µ′)
(
(U2)1/2
ΩR(x0)
+ (F2µ)
1/(2µ)
ΩR(x0)
)
+N(| fi|2µ)1/(2µ)ΩR/4 ,
(5.18)
where in the last line, we used Lemma 3.4.
For the terms in (5.14), we first use the same decomposition technique together
with Poincare´’s inequality as in the proof of Lemma 5.4 (until the step (5.8)) to
obtain:
‖Diχwˆ‖L2(Ω+R/4) ≤ N‖Dwˆ‖L2(Ω+R/4).
To avoid the problem of increased integrating domain, here we need to modify the
decomposition to be ⋃
z∈Dgrid
(
Ω√
d+3γR(z) ∩Ω+R/4
)
,
and the same proof still applies. Again, with the help of Ho¨lder’s inequality and
Lemma 3.4, we can estimate g
(3)
i
as follows:∥∥∥Isupp{Dχ}g(3)i ∥∥∥L2(Ω+R/4) ≤ N
∥∥∥Isupp{Dχ}Du∥∥∥L2(Ω+R/4) +N
∥∥∥Isupp{Dχ} fi∥∥∥L2(Ω+R/4)
≤ Nγ1/(2µ′)(‖U‖L2(ΩR(x0)) + Rd/(2µ
′)‖F‖L2µ(ΩR(x0))).
Hence,∥∥∥Isupp{Dχ}g(3)i ∥∥∥L2(Ω+R/4)‖Diχwˆ‖L2(Ω+R/4)
≤ Nγ1/(2µ′)(‖U‖L2(ΩR(x0)) + Rd/(2µ
′)‖F‖L2µ(ΩR(x0)))‖Dwˆ‖L2(Ω+R/4).
(5.19)
Using similar techniques as in (5.18), we can deduce that∥∥∥g(4)
i
∥∥∥
L2(Ω+R/4)
∥∥∥Diχ˜wˆI(−x1,x2,x′′)∈Ω−R/4∥∥∥L2(Ω+R/4)
≤ Nγ1/(2µ′)(‖U‖L2(ΩR(x0)) + Rd/(2µ
′)‖F‖L2µ(ΩR(x0)))‖Dwˆ‖L2(Ω+R/4).
(5.20)
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We are left to estimate the one last term in (5.15):∥∥∥λ−1/2g(5)∥∥∥
L2(Ω+R/4)
≤
∥∥∥λ−1/2χ f∥∥∥
L2(Ω+R/4)
+
∥∥∥∥λ−1/2 f˜ χ˜I(−x1,x2,x′′)∈Ω−R/4∥∥∥∥L2(Ω+R/4) +
∥∥∥λ1/2χ˜u˜I(−x1,x2,x′′)∈Ω−R/4∥∥∥L2(Ω+R/4)
≤ 2‖F‖L2(ΩR/4) +Nγ1/(2µ
′)(‖U‖L2(ΩR(x0)) + ‖F‖L2(ΩR(x0))), (5.21)
where for the last term, we applied similar techniques as we did to estimate g
(2)
i
.
Substituting (5.16)-(5.21) back, we obtain
(Wˆ2)1/2
Ω+
R/4
≤ N
(
(θ
1
2µ′ + γ
1
2µ′ )(U2)1/2
ΩR(x0)
+ (F2µ)
1
2µ
ΩR(x0)
)
. (5.22)
Now we define
W :=
Wˆ + |D((1− χ)u)| +
√
λ|(1 − χ)u| in ΩR/32(x0) ∩Rd+,
|Du| +
√
λ|u| in ΩR/32(x0) ∩Rd−.
Using (5.22), Ho¨lder’s inequality, Lemma 3.4, and Lemma 5.4, we can obtain (5.4).
To construct V, we set
v := χu − wˆ.
Clearly v ∈ W1,2
Γ+
(Ω+
R/4). Simple computation using Lemma 5.5 and (5.11) shows
that v satisfies 
Di(ai jD jv) − λv = 0 in Ω+R/4,
ai jD jv · ni = 0 on Γ−,
v = 0 on Γ+.
Now we define
V :=
|Dv| +
√
λ|v| in Ω+
R/4,
0 in Ω−
R/4.
Then we have
U ≤W + V in ΩR/32(x0)
from the fact that
u = v + wˆ + (1 − χ)u in ΩR/32(x0) ∩Rd+, W = U in ΩR/32(x0) ∩Rd−.
Using (5.7), we can apply a properly rescaled version of Theorem 4.1 with a change
of variables to obtain that for any q ∈ [2, 4), V ∈ Lq(ΩR/32(x0)) satisfying
(Vq)
1/q
ΩR/32(x0)
≤(Vq)1/q
Ω+
R/8
≤ N(V2)1/2
Ω+
R/4
≤N((|D(χu)|2)1/2
Ω+
R/4
+
√
λ(|χu|2)1/2
Ω+
R/4
+ |Wˆ2|1/2
Ω+
R/4
)
≤N(U2)1/2
ΩR(x0)
+N
(
(θ1/(2µ
′) + γ1/(2µ
′))(U2)1/2
ΩR(x0)
+ (F2µ)
1/(2µ)
ΩR(x0)
)
≤N(U2)1/2
ΩR(x0)
+N(F2µ)
1/(2µ)
ΩR(x0)
.
(5.23)
Here we used the estimates for uDχ and Wˆ in previous steps. Clearly, from (5.23)
we obtain (5.5). This finishes the proof of Proposition 5.3. 
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5.2. Level Set Argument. In previous steps, we treat the perturbation problem
by decomposing U into two parts, with L2 and Lq estimates respectively. Now
we interpolate using a level set argument to obtain the required Lp estimate for
Proposition 5.1. Such argument was suggested by Caffarelli in [6] for a “kernel
free” approach toW1,p estimate of divergence form second-order elliptic equations.
Note that our estimate is not an a priori estimate, i.e., we do not need to assume
Du ∈ Lp in advance.
Define
A(s) := {x ∈ Ω :MΩ(U2)1/2 > s},
B(s) := {x ∈ Ω : (γ1/(2µ′) + θ1/(2µ′))−1MΩ(F2µ)1/(2µ) +MΩ(U2)1/2 > s},
where µ, µ′ ∈ (1,∞) are the constants from Proposition 5.3. Here we denote MΩ
to be the Hardy-Littlewood maximal operator restricted onΩ, i.e., for f ∈ L1,loc(Ω)
and x ∈ Ω:
MΩ( f )(x) := sup
r>0
?
Br(x)
| f |IΩ.
By the Hardy-Littlewood theorem, for any f ∈ Lq(Ω) with q ∈ [1,∞), we have
|{x ∈ Ω :MΩ( f )(x) > s}| ≤ N
‖ f ‖q
Lq(Ω)
sq
, (5.24)
where N = N(d, q).
Proposition 5.3 leads to the following lemma.
Lemma 5.6. Under the same hypothesis of Proposition 5.3, for any q ∈ [2, 4), there exists
a constant N depending on (d, p, q,Λ), such that for all κ > 2d/2 and s > 0, the following
holds: if for some R < R0, x0 ∈ Ω,
|ΩR/128(x0) ∩A(κs)| ≥ N
(
κ−q + κ−2(γ1/µ
′
+ θ1/µ
′
)
)
|ΩR/128(x0)|, (5.25)
thenΩR/128(x0) ⊂ B(s).
Proof. Without loss of generality, we assume s = 1. We also extend U and F to be
zero outside Ω. We will prove the contrapositive of the above statement.
Suppose there exists a point z0, with
z0 ∈ ΩR/128(x0), z0 < B(1),
then by the definition of B, we have
(γ1/(2µ
′) + θ1/(2µ
′))−1MΩ(F2µ)1/(2µ)(z0) +MΩ(U2)1/2(z0) ≤ 1.
In particular, for any r > 0, we have
(γ1/(2µ
′) + θ1/(2µ
′))−1(F2µ)1/(2µ)
Br(z0)
+ (U2)1/2
Br(z0)
≤ 1.
Using Proposition 5.3 with z0 in place of x0, we can findW,V defined on ΩR/32(z0),
such that for any q ∈ [2, 4),
U ≤ V +W in ΩR/32(z0),
(W2)1/2
ΩR/32(z0)
≤ N(γ1/(2µ′) + θ1/(2µ′)), (Vq)1/q
ΩR/32(z0)
≤ N. (5.26)
Notice that we have the following inclusion
ΩR/128(x0) ⊂ ΩR/64(z0) ⊂ ΩR/32(z0). (5.27)
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Now for any y0 ∈ ΩR/128(x0)∩A(κ), by the definition ofA, we can find some r > 0
such that (?
Br(y0)
U2 dx
)1/2
> κ.
We claim that r < R/64. Otherwise noting y0 ∈ ΩR/64(z0), we haveΩr(y0) ⊂ Ω2r(z0).
Hence we can deduce that(?
Br(y0)
U2 dx
)1/2
≤ 2d/2
(?
B2r(z0)
U2 dx
)1/2
≤ 2d/2MΩ(U2)1/2(z0) ≤ 2d/2 < κ,
which is a contradiction.
Now, since r < R/64, the decomposition U ≤ W + V is defined in Ωr(y0) ⊂
ΩR/32(z0). ExtendingW and V to be zero outside Ω, we have(?
Br(y0)
U2 dx
)1/2
≤
(?
Br(y0)
W2 dx
)1/2
+
(?
Br(y0)
V2 dx
)1/2
≤ MΩ(W2IΩR/32(z0))1/2(y0) +MΩ(V2IΩR/32(z0))1/2(y0).
Then by (5.24), (5.26) and (5.27), we obtain
|ΩR/128(x0) ∩A(κ)| ≤|ΩR/32(z0) ∩A(κ)|
≤
∣∣∣{MΩ(W2IΩR/32(z0))1/2 > κ/2}∣∣∣ + ∣∣∣{MΩ(V2IΩR/32(z0))1/2 > κ/2}∣∣∣
≤N
‖W‖2
L2(ΩR/32(z0))
(κ/2)2
+N
‖V‖q
Lq(ΩR/32(z0))
(κ/2)q
≤N|ΩR/32(z0)|
(
κ−2(γ1/µ
′
+ θ1/µ
′
) + κ−q
)
≤N
(
κ−2(γ1/µ
′
+ θ1/µ
′
) + κ−q
)
|ΩR/128(x0)|.
HereN = N(d, p, q,Λ) is exactly what we aim to find. 
Using a lemma in measure theory called “crawling of the ink spot” which was
first introduced by Krylov and Safonov in [15, 20], we obtain the following decay
estimate from Lemma 5.6.
Corollary 5.7 (Decay of A(s)). Under the same hypothesis of Proposition 5.3, for any
q ∈ [2, 4), there exists a constant N depending on (d, p, q,Λ), such that for any κ >
max{2d/2, κ0} and
s > s0(d, p, q,Λ, κ,R0, ‖U‖L2(Ω)) :=
( ‖U‖2
L2(Ω)
Nκ2(κ−q + κ−2(γ1/µ′ + θ1/µ′))|BR0/128|
)1/2
, (5.28)
we have
|A(κs)| ≤ N
(
κ−q + κ−2(γ1/µ
′
+ θ1/µ
′
)
)
|B(s)|,
where κ0 is the constant satisfying
N
(
κ
−q
0
+ κ−20 (γ
1/µ′ + θ1/µ
′
)
)
< 1/3. (5.29)
Here we only sketch the proof. The key idea is to use a stopping time argument
(or the Caldero´n-Zygmund decomposition as in [6]). Different from Krylov and
Safonov’s original version, we cover Ω by balls instead of dyadic cubes. For any
x0 ∈ A(κs), by (5.24), (5.28), and (5.29), we see that (5.25) does not hold with R0 in
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place of R. We shrink the “ball” ΩR/128(x0) from R = R0 until the first time (5.25)
holds. Due to (5.28), (5.29) and the Lebesgue differentiation theorem, such R exists
and R ∈ (0,R0). We are left to use the Vitali covering lemma to pick a “almost
disjoint” cover.
5.3. Proof of Proposition 5.1 and Corollary 5.2. Now we are ready to give the
proof of Proposition 5.1.
Proof of Proposition 5.1. Let us fix p ∈ (2, 4), and let γ, θ, and κ be positive constants
to be chosen later, such that
γ < 1/(32
√
d + 3), θ < 1, κ > max{2d/2, κ0},
where κ0 = κ0(d, p,Λ) is a constant satisfying (5.29) with q = (p+ 4)/2. It suffices to
prove
lim
S→∞
∫ S
0
p|A(s)|sp−1 ds ≤ N
(
R
d(1−p/2)
0
‖U‖p
L2(Ω)
+ ‖F‖p
Lp(Ω)
)
(5.30)
under Assumptions 2.2 (γ) and 2.3 (θ). The left-hand side becomes
lim
S→∞
∫ S/κ
0
pκp|A(κs)|sp−1 ds.
We bound the integrand by using Corollary 5.7 with q = (p+ 4)/2 when s > s0. For
s ≤ s0, we apply Chebyshev’s inequality. Then we have∫ S/κ
0
|A(κs)|κpsp−1 ds
≤ N
∫ s0
0
‖U‖2
L2(Ω)
(κs)2
κpsp−1 ds +N
(
κ−q + κ−2(γ
1
µ′ + θ
1
µ′ )
)∫ S/κ
0
|B(s)|κpsp−1 ds
≤ N0Rd(1−p/2)0 ‖U‖
p
L2(Ω)
+N1
(
κ−q + κ−2(γ
1
µ′ + θ
1
µ′ )
)
κp
∫ S/κ
0
|A(s/2)|sp−1 ds +N‖F‖p
Lp(Ω)
,
where N1 = N1(d, p,Λ) and N0 depends also on κ. Here in the last line, we used
the following relationship:
B(s) ⊂ A(s/2) ∪ {(γ1/(2µ′) + θ1/(2µ′))−1MΩ(F2µ)1/(2µ) > s/2}
and the Hardy-Littlewood inequality, noting that 2µ < p. Now we choose κ
sufficient large such that N1κp−q < 2−p−2, and then θ and γ sufficient small such
that N1(κp−2(γ1/µ
′
+ θ1/µ
′
)) < 2−p−2. Then we have∫ S
0
p|A(s)|sp−1 ds ≤ NRd(1−p/2)
0
‖U‖p
L2(Ω)
+N‖F‖p
Lp(Ω)
+
p
2
∫ S/(2κ)
0
|A(s)|sp−1 ds,
where N = N(d, p,Λ). This yields (5.30). Hence, we have u ∈ W1,p(Ω) satisfying
(5.1). Note that all the previous proof including the reverse Ho¨lder inequality,
the estimate for harmonic functions, the decomposition lemma, and the level set
argument, also work when λ = 0 if we substitute U by |Du| and F by ∑i | fi|. Thus
we can also obtain (5.2) when λ = 0 and f = 0. 
To end this section, we give the proof of Corollary 5.2.
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Proof of Corollary 5.2. Consider the usual smooth cut-off function ζ ∈ C∞c (Bε) with
ζ ∈ [0, 1], |Dζ| ≤ N/ε. From (2.3), we can obtain the equation for ζu:
Di(ai jD j(uζ)) − λ(uζ) = Di( fiζ + hi) + ( fζ + h) in Ω,
ai jD j(uζ)ni = ( fiζ + hi)ni on N ,
uζ = 0 on D,
where hi and h are given as follows:
hi := ai juD jζ − biuζ,
h := ai jD juDiζ + biuDiζ − bˆiDiuζ − cuζ − fiDiζ.
Hence by (5.1), for any λ > 0, we have
‖D(uζ)‖Lp(Ω) +
√
λ‖uζ‖Lp(Ω)
≤ N0Rd(1/p−1/2)0
(
‖D(uζ)‖L2(Ω) +
√
λ‖uζ‖L2(Ω)
)
+N0‖ fiζ‖Lp(Ω) +
N0√
λ
(
‖ fiDζ‖Lp(Ω) + ‖ fζ‖Lp(Ω)
)
+N1
(
‖uDζ‖Lp(Ω) + ‖uζ‖Lp(Ω)
)
+
N1√
λ
(
‖Du ·Dζ‖Lp(Ω) + ‖uDζ‖Lp(Ω) + ‖Duζ‖Lp(Ω) + ‖uζ‖Lp(Ω)
)
,
(5.31)
where N0 = N0(d, p,Λ) and N1 depends also on K. Using Ho¨lder’s inequality, we
obtain
‖D(uζ)‖L2(Ω) +
√
λ‖uζ‖L2(Ω) ≤ εd/2−d/p
(
‖D(uζ)‖Lp(Ω) +
√
λ‖uζ‖Lp(Ω)
)
.
Thus by taking ε = ε(d, p,Λ,R0) > 0 sufficiently small such that N0(ε/R0)d/2−d/p <
1/2, we can absorb the first two terms on the right-hand side of (5.31) to the left-
hand side. Then by using the standard partition of unity technique and choosing
λ large enough, we conclude (5.3). The corollary is proved. 
6. Solvability and General p
With the regularity result in hand, we are now going to prove Theorem 2.4
concerning the solvability. Note that in this section, we deal with more general
cases p ∈ (4/3, 4). We first state the following L2 well-posedness result, which is a
direct consequence of the Lax-Milgram lemma.
Lemma 6.1. Let Ω be a domain with ∂Ω = D ∪ N . Consider the equation (2.3) with
bi, bˆi, c ∈ L∞(Ω). Then for any
f , fi ∈ L2(Ω), λ > λ2 := 4
(
‖bi‖2L∞(Ω)/Λ+ ‖bˆi‖2L∞(Ω)/Λ+ ‖c‖L∞(Ω)
)
,
there exists a unique W1,2D (Ω) weak solution u to (2.3), satisfying
‖U‖L2(Ω) ≤ N‖F‖L2(Ω),
where N = N(Λ) is a constant.
Proof of Theorem 2.4. We prove by three cases under Assumptions 2.2 (γ0) and 2.3
(θ0), where γ0, θ0 are the constants from Proposition 5.1. Assume that λ > λ0,
where λ0 is a constant to be chosen below, which satisfies
λ0 ≥ max{λ1, λ2}.
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Here, λ1 and λ2 are the constants from Corollary 5.2 and Lemma 6.1, respectively.
Case 1: p = 2. This is Lemma 6.1.
Case 2: p ∈ (2, 4). Due to the method of continuity and the a priori estimate (see
Corollary 5.2), it suffices to prove the theoremwhen all the lower order coefficients
are zero, i.e., bi ≡ bˆi ≡ c ≡ 0.
Now we approximate f , fi by f (n), f
(n)
i
strongly in Lp(Ω), where f
(n), f (n)
i
∈
L2(Ω) ∩ Lp(Ω). Then by Lemma 6.1, there exist W1,2D (Ω) weak solutions u(n) to
(2.3) (without lower order terms) with f (n), f (n)
i
in place of f , fi. Moreover, it follows
from Proposition 5.1 and Corollary 5.2 that {u(n)} is a Cauchy sequence inW1,pD (Ω).
Denote its limit by u ∈W1,pD (Ω). Clearly u is a weak solution, and (2.4) is satisfied.
Case 3: p ∈ (4/3, 2). We first use a duality argument to prove the a priori estimate,
i.e. assuming u ∈ W1,pD (Ω) is a solution to (2.3) with f , fi ∈ Lp(Ω), we are to prove
the estimate (2.4). For simplicity, we consider the following equivalent norm for
the space Lp(Ω) × (Lp(Ω))d with λ > 0:
‖( f , ( fi)di=1)‖p,λ := λ−1/2‖ f ‖Lp(Ω) +
d∑
i=1
‖ fi‖Lp(Ω),
and its dual space Lp′ (Ω) × (Lp′ (Ω))d:
‖( f , ( fi)di=1)‖p′,1/λ := λ1/2‖ f ‖Lp′ (Ω) +
d∑
i=1
‖ fi‖Lp′ (Ω),
where p′ ∈ (2, 4) satisfying 1/p + 1/p′ = 1.
By duality, to prove (2.4), it suffices to prove
sup
ϕi,ϕ∈C∞c (Ω)
‖(ϕ,(ϕi)di=1)‖p′ ,1/λ=1
∣∣∣∣∣
∫
Ω
(Diuϕi + λuϕ) dx
∣∣∣∣∣ ≤ N (‖ fi‖Lp(Ω) + λ−1/2‖ f ‖Lp(Ω)) .
For this, we solve for v ∈W1,p′D (Ω) to the following adjoint problem:
Di(a jiD jv − bˆiv) − biDiv + cv − λv = λϕ −Diϕi in Ω,
a jiD jvni − bˆivni = −ϕi · ni on N ,
v = 0 on D.
(6.1)
Noting that u is a test function for (6.1), and v is a test function for (2.3), we have∣∣∣∣∣
∫
Ω
(Diuϕi + λuϕ) dx
∣∣∣∣∣ =
∣∣∣∣∣
∫
Ω
(−a jiD jvDiu + bˆivDiu − biDivu + cvu − λvu) dx
∣∣∣∣∣
=
∣∣∣∣∣
∫
Ω
(− fiDiv + f v) dx
∣∣∣∣∣
≤
(
‖ fi‖Lp(Ω) + λ−1/2‖ f ‖Lp(Ω)
)(
‖Dv‖Lp′ (Ω) + λ1/2‖v‖Lp′ (Ω)
)
= N
(
‖ fi‖Lp(Ω) + λ−1/2‖ f ‖Lp(Ω)
)
.
Here, we use the following W1,p
′
estimate for the equation (6.1):
‖Div‖Lp′ (Ω) +
√
λ‖v‖Lp′ (Ω) ≤ N
(
‖ϕi‖Lp′ (Ω) + λ−1/2‖λϕ‖Lp′ (Ω)
)
= N.
This gives us theW1,p-a priori estimate, i.e., (2.4) when p ∈ (4/3, 4).
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To see the solvability, we approximate f , fi by
f (n), f (n)
i
∈ C∞c (⊂ Lp), f (n) → f , f (n)i → fi in Lp.
Let u(n) be the unique W1,2D weak solution associated with f
(n) and f
(n)
i
. Due to the
W1,p-a priori estimate that we just obtained, and the same argument as in case 2, it
is enough to show u(n) ∈ W1,pD (Ω). Due to Ho¨lder’s inequality, this can be further
reduced to showing the following:∑
k
‖u‖W1,2(Ωk+1\Ωk) · k(d−1)(1/p−1/2) < ∞. (6.2)
Here, we denotedΩk := Ωk(0). For this, we use a classical “hole-filling” technique.
Takeη ∈ C∞c (Bck), η = 1 inBck+1, |Dη| ≤ 2. Testing the equation byuη2 and rearranging
terms, we obtain that there exits some λ0 = λ0(d, p,Λ,R0, ‖bi‖∞, ‖bˆi‖∞, ‖c‖∞), such
that for λ > λ0, ∫
Ωc
k+1
(|Du|2 + λ|u|2) dx ≤ N
∫
Ωk+1\Ωk
|u|2 dx.
Clearly, this leads to
‖Du‖2L2(Ωck+1) + λ‖u‖
2
L2(Ω
c
k+1
) ≤
N
N + λ
(‖Du‖2L2(Ωck) +
√
λ‖u‖2L2(Ωck)).
Hence, ‖u‖W1,2(Ωk+1\Ωk) decays exponentially and in particular, (6.2) holds. This
finishes our proof. 
7. Bounded Domain Case
In this section, we deal with the bounded domain case, i.e., Theorem 2.5. First,
we reduce the problem to the case f = 0 by solving a divergence equation. This
reduction has also been used in [7]. Note that in the following, we use a key fact
that a Reifenberg flat domain is also a so-called John domain, which can be found
in [10, Remark 3.3].
Let us first recall the definition of John domains.
Definition 7.1 (John domain, [1]). A bounded setΩ ⊂ Rd is a John domain, if there
exist x0 ∈ Ω and λ > 0 such that for every x ∈ Ω there exists a continuous rectifiable
curve γ : [0, 1] 7→ Ω, such that γ(0) = x, γ(1) = x0, and
dist(γ(t),Ωc) ≥ λ · |γ[0, t]| (7.1)
for all t ∈ [0, 1], where |γ[0, t]| represents the arc length.
Lemma7.2. AssumeΩ is a bounded Reifenberg flat domainwith ∂Ω =D∪N ,D,N , ∅,
satisfying Assumption 2.2 (γ), γ < 1/2. Let p > 1 and p∗ be given as in (2.5). Then for
every f ∈ Lp∗(Ω), there exists φ = (φ1, · · · , φd) ∈ (W1,p∗N (Ω))d (⊂ (Lp(Ω))d, by the Sobolev
embedding), such that
Diφi = f in Ω, ‖φi‖Lp(Ω) ≤ N‖ f ‖Lp∗ (Ω), (7.2)
where N = N(d, p,diam(Ω),R1) is a constant.
Proof. Noting that D,N , ∅, we can choose a point x0 ∈ Γ. Taking the coordinate
system in BR1(x0) from Assumption 2.2, we extendΩ beyondD as follows.
We first take the Whitney decomposition of the open set
Ω˜R1 := ΩR1(x0) ∩ {x02 + 23/32R1 < y2 < x02 + 25/32R1}
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as in [24, Chapter IV], i.e., Ω˜R1 = ∪kQk, where the disjoint cubes Qk satisfy
diam(Qk) ≤ dist(Qk, (Ω˜R1)c) ≤ 4 diam(Qk).
Denote the center of Qk to be xk. We extend Qk to Qˆk in the way that
Qˆk − xk = 8(Qk − xk).
Let Ωˆ = Ω ∪ (∪kQˆk). It is easy to see that
N ⊂ ∂Ωˆ, C1Rd1 ≤ |Ωˆ \Ω| ≤ C2Rd1,
where C1,C2 are constants only depending on the space dimension d. Next, we
check that Ωˆ is still a John domain, i.e., for any xˆ ∈ Ωˆ we construct the path
connecting xˆ and x0, which satisfies the conditions in Definition 7.1.
Case 1: xˆ ∈ Ω. Noting that any Reifenberg flat domain is also a John domain,
we take the same path as in Definition 7.1. Noting that for any x ∈ Ω, dist(x, Ωˆc) ≥
dist(x,Ωc), (7.1) is satisfied with the same λ.
Case 2: xˆ ∈ Ωˆ \Ω. We assume that xˆ lies in the extended cube Qˆk with center xk
and diam(Qˆk) = 8rk. Let x0 be the point defined in Definition 7.1. If x0 ∈ Qk, we can
take the straight line path. In this case, (7.1) is satisfied with the constant 7/(9
√
d).
Now, if x0 < Qk, we first consider the straight line path
γ1 : [0, 1/2] 7→ Qˆk, γ1(0) = xˆ, γ1(1/2) = xk.
Since xˆ < Qk, we have
1
2
rk ≤ |γ1[0, 1/2]| ≤ 4
√
drk.
Noting that xk ∈ Ω, we consider the re-parametrized path coming from Definition
7.1:
γ2 : [0, 1/2] 7→ Ω, γ2(0) = xk, γ2(1/2) = x0.
Takeγ = γ1◦γ2 be the path connecting γ1 andγ2. Now, when t ∈ [0, 1/2], again (7.1)
is satisfied with the constant 1/
√
d. When t ∈ [1/2, 1], we consider the following
two cases: γ(t) ∈ Qk or γ(t) < Qk.
If γ(t) ∈ Qk, we have
|γ[0, t]|
dist(γ(t), Ωˆc)
≤ |γ[0, 1/2]|
dist(γ(t), Ωˆc)
+
|γ[1/2, t]|
dist(γ(t),Ωc)
≤ 4
√
drk
7rk/2
+ λ−1 =
8
√
d
7
+ λ−1.
When γ(t) < Qk, we have |γ[1/2, t]| ≥ rk/2. Hence,
|γ[0, t]|
dist(γ(t), Ωˆc)
=
|γ[0, t]|
|γ[1/2, t]| ·
|γ[1/2, t]|
dist(γ(t), Ωˆc)
= (1 +
|γ[0, 1/2]|
|γ[1/2, t]| ) ·
|γ[1/2, t]|
dist(γ(t), Ωˆc)
≤ (1 + 4
√
drk
rk/2
) · |γ[1/2, t]|
dist(γ(t), Ωˆc)
≤ (1 + 8
√
d)λ−1.
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With all above, we have proved that Ωˆ is still a John domain. Now we extend f to
Ωˆ as  fˆ := f in Ω,fˆ := − 1|Ωˆ\Ω| ∫Ω f in Ωˆ \Ω.
Then we have ∫
Ωˆ
fˆ = 0, ‖ fˆ ‖Lp∗ (Ωˆ) ≤ N(R1, |Ω|)‖ f ‖Lp∗ (Ω).
Since Ωˆ is a John domain, we apply the result in [1, Theorem 4.1] to find φ =
(φ1, · · · , φd) ∈ (W1,p∗0 (Ωˆ))d satisfying
Diφi = fˆ in Ωˆ, ‖φi‖W1,p∗ (Ωˆ) ≤ N(diam(Ωˆ), d, p)‖ fˆ‖Lp∗ (Ωˆ).
Now by Sobolev inequalities and our construction of Ωˆ, fˆ , we obtain that φ ∈
(W
1,p∗
N (Ω))
d, and
‖φi‖Lp(Ω) ≤ N(diam(Ω),R1, d, p)‖ fˆ‖Lp∗ (Ωˆ).
The lemma is proved 
Now we are ready to give the proof of Theorem 2.5.
Proof of Theorem 2.5. Using Lemma 7.2, for every f ∈ Lp∗ (Ω), we can find
(φi)
d
i=1 ∈ (W1,p∗N (Ω))d ⊂ (Lp(Ω))d
satisfying (7.2). Now we consider the following problem:
Lu = Di( fi + φi) in Ω,
Bu = ( fi + φi) ni on N ,
u = 0 on D.
(7.3)
Since φ = 0 on N , one can easily check that any solution to (7.3) is also a solution
to (2.2). Hence, without loss of generality, we may assume f = 0.
We aim to use the Fredholm alternative. For this, we first introduce some
operators. From Theorem 2.4, for fixed large enough λ, we can find a unique weak
solution u ∈W1,pD (Ω) to (2.3) satisfying (2.4), and hence (2.6).
We write R(λ, L) as this solution operator, i.e.,
R(λ, L) : (Lp(Ω))
d × Lp(Ω) 7→W1,pD (Ω), R(λ, L)( fi, f ) = u.
In particular, for any Lp function f , we write
Rλ( f ) := R(λ, L)(0, f ).
From (2.6), Rλ is a bounded linear operator from Lp(Ω) toW
1,p
D (Ω). Denote I as the
compact embedding fromW
1,p
D (Ω) to Lp(Ω). Now, we write
T : W
1,p
D (Ω)→ W
1,p
D (Ω), T(u) = Rλ ◦ I(u).
From our construction, T is a compact operator. Noting that we have assumed that
f = 0, applying the operator R(λ, L) to both sides of
(L − λ)u + λu = Di fi,
we can rewrite (2.2) as
(Id + λT)u = R(λ, L)( fi, 0). (7.4)
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By the Fredholm alternative, (7.4) has a unique W
1,p
D (Ω) solution satisfying
‖u‖W1,p(Ω) ≤ N‖ fi‖Lp(Ω),
if the following homogeneous equation only has zero solution
Lv = 0 in Ω,
Bv = 0 onN ,
v = 0 onD.
(7.5)
When v ∈ W1,2(Ω), this is true due to the weak maximum principle, noting that
the proof in [13, Section 8.1] actually shows that sup
Ω
|v| has to be achieved at the
Dirichlet boundary. Hence the uniqueness of (7.5) is proved for the case p ≥ 2.
When p < 2, we can use Theorem 2.4 and a bootstrap argument to improve the
regularity. Suppose v ∈ W1,p(Ω) is a solution to (7.5). Take λ large enough, noting
that v is also aW1,p solution to
(L − λ)v = −λv in Ω,
Bv = 0 onN ,
v = 0 onD.
By the Sobolev embedding, −λv ∈ Lpd/(d−p)(Ω). Take p∗ = min{pd/(d− p), 2}. By the
uniqueness of W1,p
∗
solutions in Theorem 2.4, we obtain v ∈ W1,p∗ . Repeating this
process if needed, in finite steps, we can reach v ∈ W1,2. Hence we can use the
weak maximum principle to deduce v = 0 as before. This finishes the proof of the
uniqueness. Hence, by the Fredholm alternative, Theorem 2.5 is proved. 
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