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Introduction 
The aim of this paper is to introduce a new framework in which the Jacobian 
conjecture can be studied. In fact, we propose a new much more general 
conjecture, which we call the Eulerian conjecture. Therefore, we generalize the 
notion of a polynomial map to that of a polynomial differential map. Such a 
polynomial differential map corresponds to a system of (in general) nonlinear 
partial differential equations which are polynomial expressions in the unknown 
functions and their partial derivatives. We call such a polynomial differential map 
and the corresponding system of differentA equations Eulerian if for every 
polynomial on the right-hand side of the equation each formal power series 
solution is automatically a polynomial. This notion should be compared with that 
of regular singularities for systems of linear partial differential equations which 
are characterized by the property that every formal power series ‘solution’ is 
convergent (see [5, Theorems 6.3.1 and 6.411). 
To a system of differential equations as described above we associate its 
so-called linearized system at a ‘point’ (see Definition 1.3). Then the Euleria- 
conjecture asserts that a system is Eulerian if for each ‘point’ the linearized 
system is Eulerian. 
If F is a poiynomial map from C” to 42” it is shown that ‘F is Eulerian’ is 
equivalent to ‘F is invertible’ and the condition ‘det JF E Cc*’ is equivalent to the 
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condition ‘the linearization of F is Eulerian at each point in C”‘. So we recover 
the Jacobian conjecture as a special case of the Eulerian conjecture. 
In Section 2 we give examples of Eulerian systems; in particular, we describe all 
linear Eulerian differential operators in one variable (a result already obtained in 
[ 11). This result enables us to prove the Eulerian conjecture for ordinary 
nonlinear differential equations. 
However, in more variables Eulerian operators are extremely complicated to 
describe since it is shoivn (Proposition 2.2) that a differential operator of the form 
P(x,a,...., x,, a,,), i.e. a polynomial in the xi ai with complex coefficients, is 
Eulerian if and only if the Diophantine equation P[x, , . . . , x,,) = 0 has only 
a finite number of solutions in m”. So for example the Fermat operator 
(X a, + i)lf + (y a,. + I),, - a 2 + 1)” is Eulerian if and only if n 2 3. 
Finally, in the last secti we prove the Eulerian conjecture for some special 
cases and deduce some consequences which might be useful in the study of the 
Jacobian conjecture. 
Thrcntghout this paper \\re h-lm +ha fnlln~xr;nn a=tations: I --art .nte~cl-- 2 1, k 2 GA vb &&lb lVl&U ‘cv l‘lfj c&I1 LLb,bWl 
field, k[_~] : = k[x,, . . . , x,] (respectively k[[x]] : = k[[x, , = . . , xl]]) the polynomial 
ring over k (respectively the ring of formal power series over k). We often write 6 
instead of k[[x]] and 58, := @a,, . . . , a,]. Furthermore, A, := k[x][a,, . . . , a,]. 
Definition 1.1. A polynomial differential map in I variables of type n x m and 
order d is a map F : 6” --) 6”’ of the form 
F(Y) =. V”(Y)) 7 all y E 6” , 
where 
and 
So setting F(y) = 0, we get a system of WI partial differential equations in n 
unknowns in which the partial derivatives with respect to x,, . . . , x, appear as 
polynomial expressions with coefficients which are polynomials in k[x]. 
Instead of polynomial differential map we write p.d.m. 
Remark 1.2. The sum of two p.d.m.3 of type II X IH is again a p.d.m. Also the 
product (i.e. composition) F, 0 & of a p.d.m. F, of type 171 x k with a p.d.m. E’: of 
type II x HI is a p.d.m. of type 11 x k. 
Now we introduce the linearization or Jacobian of a polynomial differential 
map F at a point y E 6”‘: 
By f’ we denote the usual Jacobian of the polynomial map f (see Definition 1.1) 
in the variables X, (I (the variables x’, , . . . , A-, are treated as constants). Let y E e “. 
Then 
F( y + h) = f(D”( y + 12)) = f(D”( y) + D”(h)) . all It E &’ . 
So by Taylor’s expansion of the last Germ we get 
F( y + 12) = F(y) + f’(D”( y)) l D”(h) + nonlinear terms in h . (1) 
Formula (1) leads to the following definition: 
Definition 1.3. Let F be as in Definition 1.1 and y E 6”. ‘IIre linearization tif F at 
y, denoted F’(y), is the linear map from 6’* to 6”’ d&n& by 
F’(y)(h) : = f ‘(D”( y)) - D”(h) _ all h E 6” . 
The matrix f ‘( D*( y)) l Dn, which belongs to M,,,.),, (G,), is called the Jacobian 
matrix of F at y, denoted (JF)( y). 
Remark 1.4. If y E k[x]“, then (JF)( y) E M,, ,,,(A,), where A, is the Ith Weyl- 
algebra. 
Example 1.5. A p.d.m. F of type n x m and order 0 is just a polynomial map 
F=(F,,..., F,,,) with Fj E k[x][ X, , . . . , X,,] and one easily verifies that (JF)( y) 
equals the usual Jacobian matrix of the polynomial map F evaluated at y. 
Using the chain rule for polynomial maps one gets the following proposition: 
Proposition 1.6. (Chain rule for polynomial differential maps.) Let F, .F2 be 
p.d.m.‘s of type am x k respectively n x m. Then the p.d.m. F, 0 F2 satisfies 
(Fl°F,)‘(y)=FI(F~(y)).F~(y). ally&‘. q 
Definition 1 7. Let F be a p.d.m. of type n x m. Then F is called Errlerian if 
F- ‘(k[x]“‘) c k[xl”. . 
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So a polynomial differential map F is Eulerian if for every g E +,I”’ every 
formal solution f of F( f) = g is polynomial, i.e. f E k[x]“. 
From the definition one readily deduces the following: 
If F, and Fz are Eulerian, then F, 0 F2 is Eulcrian . (2) 
If F1 0 Fz is Eulerian, then Fz is Eulerian . W 
However, F, 0 I;: Eulcrian does not imply F, Eulerian: Assume char(k) = G and 
tnkeI=1.DefineF,:~‘-,~byF,(y,,y,)=y,+yzandF,:g-,$‘byFz(y)= 
(x a, y, y). Then F, 0 F7( y) = (x a,V + 1)y is Eulerian (see also Proposition 2.1) but 
I F, is not Eulerian. 
Nobv we come to the main conjecture of this paper. Assume char k = 0. 
Eulerian conjecture. Let F be a polynomial differential map of type n x m. If 
F’( y) is Eulerian for all y E k[xj”. then F is Eulerian. 
2. Examples of Eulerian systems and the Jacobian conjecture 
From now on characteristic k is zero. 
In this section we give several examples of Eulerian systems and verify the 
Eulerian conjecture for each of them. 
Let PI,. . . , P,,, E A,. We call the set of operators P,, . . . , P,,, Eulerian if the 
corresponding linear polynomial differential map F defined by F(y) = 
(P,y, ’ l - , P,,, y) is Eulerian. 
The first example describes all Eulerian operators in A, and clarifies the name 
‘Eulerian’. 
Proposition 2.1 (Adjamagbo [ 11). Let P E A , . Then P is Eulerian if and only if P 
is of the form P = xmr zy=,, CiXi ai for some r E H and Ci E k not ~;il 0 (equivalently 
P = x-‘&x a) for some nonzero polynomial P in x a.) 0 
So if I= 1, it is rather easy to understand the linear Eulerian operators of type 
1 x 1. However, if I> 1 , Eulerian operators are extremr=!y complicated to describe 
as will become clear from the following class of examples. 
2.1. Linear Eulwian operators and Diophantiw equations 
Inspired by Proposition 2.1 one can consider operators of the form P(E), where 
P(X) is a nonzero polynomial in X over k and E = x, a, + l l l + x, a, is the Euler 
operator. One readily verifies that such operators P(E) are indeed Eulerian (see 
also Proposition 2.2). However, there are much more nontrivial Eulerian 
operators. Therefore, let P E k( X, . . . . , X,] be a nonzero polynomial over k. To 
it we associate the differential operator 
i:= P&d ,,..., x,d,)EA,. 
Proposition 2.2. i is Eulerian if and ortly if the equation P(x) = 0 Cm orrly a finite 
number of solutions in w’. 
Proof. Let Q! E m’. Put xn : = .Q 9 l l x7. Then x, 8,x” = (u,x”. (x, $)‘x” = cufxcr. etc. 
so F l xp = P(a)x”. 
(i) Suppose F is Eulerian. Put 
A:=(aE@IP(a)=O} and f:= 2 JI,x”. 
(1 E .-I 
Since Ff = 0 and F is Eulerian we get f E k[x]. So A is finite. 
(ii) Conversely, if A is finite, there exists NE k4 such that P(a) # 0 for all 
]a! f 2 N. Now let g E 6 satisfy 17,8 = 4, where 4 is a polynomial of degree d say. So 
4, =0 for all (al?d+l (q-cq,x”). Put m,,:=max(N,d+l). Then the 
equation & = q implies that g, = 0 for all ((Y I 2 m,,, i.e. g E k[x] as desired. 0 
Corollary 2.3. The operator (x ds + I )” + ( y a,. + 1 )‘I - (z a, + 1 )I’ is Euleriarl if 
and only if n23. 0 
1 
This is of course a consequence of a famous result proved by Faltings in [a]. 
implying that the Fermat equation has only a finite number of nontrivial integer 
solutions if n 2 3. 
So the Diophantine equation F(x, , . . . , x,) = 0, F E Z’[X, . . . . , XJ (not con- 
stant) has only a finite number of solutions in m’ if and only if the corresponding 
operator k=F(x,a,,... T x1 a,) is Eulerian. This last statement can in turn be 
formulated in terms of A,-modules. 
Let I? 2. Without loss of generality we may assume that F(0,. . . ,O, x,) is a 
polynomial of degree ~1, i.e. F contains pure x,-terms of degree 21. Then for 
every integer N 2 1 there are only a finite number of solutions cy = (a,, . . . , a,) E 
R’ of F(a) = 0, satisfying (Y; < N for all 15 i 5 I - 1. 
We can describe these solutions as follows: let LY E m’. Then F(a) = 0 and 
(;yi < N for all 1 (: i 5 I - 1 if and only if 
F-Xa =0 and x~a"x" = 0 for all I 5 i 5 I - 1 . 
All these solutions X~ are independent over k and form a basis for 
WV := Hom,,(M(N), k[x]) . 
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where M(y) := &L(N) and C(N) is the left ideal in A cgenerated by the 
operators F and the x,” a: with 15 i 5 i - 1. Obviously we hate au inclusion map 
from E(N) to E(N + 1). 
Proof. F is Eulerian if and only if F(a) = 0 for a finite nuinber of a E 
(Proposition 2.2) if and only if there exists p such that 
(~~~‘~F~~)-=0)={cu~~‘~F(a)=8anda~~y.all1~r’~I-1). 
By the observaticns above this is equivalent to 
dim, E(N) = dim, E(N + 1) all V 2 p 
which implies the proposition. Cl 
Corollary 2.5. The Diophanritle equu&t F(s) = 0 (pas only u finite wmbe: of 
solutions in R’ if and only if F is Euberi~n if and on/y if there exists p cz N such that 
E(N) cz, E(N i- 1) for all N 2 /L. 
If this is the cuss the number of solutions in @’ is given by 
dir+ Ext:,(M(N), C[ u]) 
for large N. C 
The A ,-modules M(N) considered above are examples of so-called holonomic 
Eulerisn modules, which uill be studied in a subsec+ent paper. 
2.2 Eulerian polynomial mups and the Jacobian conjectllre 
In this section we study Eulerian polynomial maps; they form the motivation of 
this paper. The main result states that a polynomial map F : Q=” -+ @‘I is Eulerian if 
and only if r” is invertible (as a polynomial map). From this it follows that the 
Euler +P runjscturt ;mplies the Jacobian conjecture. 
Let k’ : k” + k”’ be a polynomial map. For each I E k4 it induces a polynomial 
differential map of order zero, denoted F”‘, from 8; to 6*?, defined by 
F”)(y) := F(y),- all y E 6:. 
In the remainder of this section we assume that 
property (see also Question 2.5): 
the field k has the following 
(B) For each n E N, k” is not contained in a countable union 
surfaces F;‘(O), aNhere 0 # Fi E k[X,, . , - ’ x,1- 
of hyper- 
If ;“or example K = =@ork= a complete nonareniimedcan Licld. then 
cadtim (B) is sqtisried; thus follows from B&ire’s theorem. 
Proof. Let F” ) be Euleriar, and Ect y).. . . + ytt E f$ with F,O,, . . . . . yn) E 
1s i “= m. Then for every v 
k[ t], where I is a new variable 
get _$I.I) E k[a] for all u j. Then by Lemma 2.7 it follows that 
_c] E k[x , . . . . , s,] for all j, whieh implies that g”’ is Eulerian. The converse is 
obvious. II 
Proof. We only need to show the ‘if’ part. Witt ” = c,, ?,, f,,. its decomposition in 
homogeneous polynomials Let !I be the set of all C! with .t^,! f 0. We need to show 
that Li is finite Let v E k’. Then f(tu) = cti2(, t”tl(v). Since f(tu) E kjt] there 
exists n(v) E N with l,(v) = 0 for all n 2 12(v). So if D &s not finite. there exists 
ii E D with f,(v) = 0, hence v E u trCD f j ’ (0). Since this holds for all v E k’ we 
find that k’ is contained in the union of hypersurfaces f J’(“), d F D, contradicting 
(Bl. U 
So by Lemma 2.6 we can speak about an Eu!erian polynomial map without any 
ambiguity. 
We can drop condition (B). used in Lemma 2.7. if the following question has a 
positive answer. 
Question 2.8. Let k be any field and f E ($. Suppose f( p, (t). . . . . p,(i)) E k[ t] for 
all p,(t) E k[r] with p,(O) = 0, all i. Does it follow that f E k[s,. . . . , xl]? 
Lemma 2.9. If F has a ( polynomial) lqft inverse, then F is Errleriarl. 
Proof. Let I E N and y E 6: with F(y) = p E k[x]‘Y Let G be a left inverse of F, 
so GF(x) = x. Then y = G(F( y)) = G(p) E k[x]“. Cl 
In general the converse of Lemma 2.9 does not hold. 
Example 2.10. Consider F : k + k’ defined by F(x) = (x’, x’). Obviously F has no 
left inverse. However, F is Eulerian: let y E 6, be such that F(y) E k[xl’, i.e. J’ 
and y” both belong to K[x]. Then y = y3/y2 E k(x). Since k[.c] is integrally closed 
and y2E k[x], i.e. y is integral over k[x], it fohows that y E k[x]. So F is 
Eulerian. 
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However, if 111 = II, the converse of Lemma 2.9 holds. 
Theorem 2.11. Let F : k” + k” be a polynomial map. Then F is Euierian if and 
only if F is invertible. 
Proof. If F is invertible, F is Eulerian ty Lemma 2.9. So assume F is Eulerian. 
We will show below (Lemma 2.12) that F is Eulerian implies that det JF # 0 in 
k[X,,..., X,I]. So there exists cy E k” with det Jf+) # 0. 
Let T, : k”- k” be the translation map sending z E k” to z + cy. Then F is 
invertible (respectively Eulerian) if and only if Fo T, is invertible (respectively 
Eulerian by (2)) and JFo T, = JF( cx). So replacing F by F 0 T, we may assume 
that det JF(0) # 0. 
Furthermore, we may assume that F(O) = 0 (replace F by T_FI(,j 0 F). Then by 
the forma1 inverse function theorem there exist G,, . . . , G,I E a,, such that 
Fo G = X. Since F is Eulerian it follows that each Gi E k[ X, , . . . , X,,], so F is 
invertible. Cl 
Lemma 2,12. If F : k” + k” is an Eulerian polynomial map, then det JF # 0 in 
k[X,, . . . , X,,]. 
Proof. (i) Assume det JF = 0. Let r : = rgJF. So Y < 12. Without loss of generality 
we may assume that 
D(X) : = det 
So D(a) # 0 for some cy E k”. Furthermore, we have 
det 
a(&. . . , F,, F,) 
a(&, . . - 7 x,7 &+A 
=0, forallr+ 15pm. 
Define Hi := F;.(X,, . . . , X,, Xr+l, a!,+?, . . . , a,,), all 1 C= i 5 n. 
Since II(cy) # 0 it follows from [7, Satz 611, that H,, . . . , H, are algebraic 
independent over k(X,, ,) and hence over k. Furthermore, each HP, r + 15 p 5 
n, is algebraic dependent over k(H, , . . . , H,). Then arguing as in the proof of 
Noether’s normalization lemma (see [2, Chapter V, Exercise 161) there exist 
T E Gl,,(k) such that the component functions Hi, . . . , H,: of T(H, , . . . , H,,)’ 
satisfy Hi, . . . , I-i: are algebraic independent over k and Hi,,, . . . , H,: are 
integral over k[ H ;, . . . , Hi]. Since F is Eulerian if and only if To F is Eulerian 
(by (2)) and det JF # 0 if and only if det JTo F # 0 we may assume 
H,,.. . , H, are algebraic independent over k and HP is 
integral over k[H,, . . .,H,]foreachr+l~p~n. (4) 
(ii) So assume (4). Let E be an algebraic closure of k and t a new variable. Put 
u(t) := cur+, + t( 1 - t)-‘. So u(t) E k[[t]]\k[t]. Define 
4(X,. . . . ,x,, t) 
:= F,(X[ + q. - * - .x, + a,, u(t). q,,. . . . , c-f,,) - F,(a) 
for all 1 5 i 5 r. 
Then &(O, . . . ,O.O)=O for all lsisrand 
ai? 
det & ,_. _ (O)=&+O. ( 1 1 '1.J'r 
SO by, the formal implicit function theorem there exist y,(t) 
that Fi(y,(t), . . . , y,(t), t) = 0 for all 1 I: i 5 r. So putting 
and 
y(t) := (y,(t) + q7 - - * 9 y,(t) + a,. u(t), a&+2. * * . 
Aa := F;(a) . alll56r, 
. . . y,(t) in 6, such 
cy,,) E &Y\k[ t]” 
then 
Fj( y(t)) = Ai , all 1 5 i 5 r . 
(iii) By (I) H,, is integral over k[ H, . . . . , H,]. So F,( y(t)) is integral over 
W,(Y(t)h * - - ’ Fr(Y(O)l = k- 
It follows that _F,( y(t)) = A, for some A, E k, since k n k[[ t]] = k, viewing 
everything inside k[ [ t]]. 
Summarizing: I;;:( y(t)) I-= A;, all 1 5 i 5 n. 
Since obviously each Ai E k[ t] and not all components of y(t) are polynomials 
(Wcrk] I) g t t we e a contradiction with tine fact that F is Eulerian. So det JF z 0, 
as desired. Cl 
Corollary 2.13. !r F : k ” + k”’ is Eulerian, then n 5 m. 
Proof. Suppose n > m. Then r := rgJF 5 m < n. In case r < m we can argue 
exactly as in the proof of Lemma 2.12. In case r = m, the proof is even simpler 
since the whole argument concerning the FP’s which are integral over 
k[H,,...&] is empty. So in both cases we find a contradiction and hence 
n 5 m, as desired. Cl 
Now we relate the Jacobian conjecture to the Eulerian conjecture. For this we 
need the following proposition: 
Proposition 2.14. If the Eulerian conjecture holccs for all polynomial maps from k” 
to k”, then the Jacobian conjecture holds. 
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Proof. Let F : k” + k” be a polynomial map with det JF E k*. Then for each 
p E k[t]” the matrix (JF)( p) belongs to Gl,,(k[t]). Hence the linear map F’(p) is 
Eulerian for all y E k[t]“. So the Eulerian conjecture implies that F is Eulerian 
and hence invertible by Theorem 2.11. Cl 
In the proof of Proposition 2.14 we used that the Jacobian condition ‘det JF E 
k”’ implies the Eulerian condition . F’( p) Eulerian for all p E k[ t]‘. In fact these 
two conditions are equivalent. More precisely, we have the following: 
Proposition 2.15. Assume k algebraically closed. Let F : k” + k”’ be n polynomial 
map. Then F’( p) is Euleriun for all p E k[t]” if and only if the Jacobian matrix JF 
has a left inverse B E M,,,,,,(k[X,, . . . , X,,]j. 
Proof. (i) If JF has a left inverse B E M,‘,.,,(k[X,, . . . , X,,]) and p E k[t]“, then 
F’( p) is Eulerian: if y E 6: with F’( p)y = q E kjii”‘, then y = B( p) F’( p)y = 
R( PI4 E Wl”~ 
(ii) Conversely, suppose F’(p) is Eulerian for all p E k[ t]“. Then in particular 
F’(p) is Eulerian for all p E k”. This is equivalent to the linear map 
(JF)( p) : k” + k”’ being injective for all p E k”. From this it follows easily that 
JF : R” -_, R”’ is injective, where R : = k[X, , . . . , X,‘]. Then consider the exact 
sequence 
O+ R” s R’” j R’“/R” -_) 0 . (5) 
Then JF has a left inverse in M ,,, ,,( R) if and only if (5) splits. Now observe that , 
the induced map 
is injective, since it is just the map (JF)( p) : k”+ k”, where p E k” is the point 
corresponding to the maximal ideal A of R (here k algebraically closed and the 
Nullstellensatz are used). 
So by [6, Chapter IV, Proposition 3.41, (R”‘/R”)., is a free R.,, -module for all 
maximal ideals A of R. So R”‘/R” is locally free. Since R is noetherian R”“‘R” is of 
finite presentation, whence R”‘/R” is a projective R-module [6, Chapter IV, 
Corollary 3.61, so the sequence (5) splits, as desired. Cl 
3. The proof of the Eulerian conjecture for some special cases 
In this section we assume k = @. 
We will prove the Eulerian conjecture in case F is a polynomial differential map 
of type 1 x 1 (Theorem 3.1) or a polynomial map from @ to a=“’ (Theorem 3.3). 
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3.1. Polynomial differential maps in one variable of type f x 1 
Let F be a polynomial differextia 1 map of type 1 x 1 in one variable of order ti, 
i.e. a map F : 6, + aI of the form 
F(y):= Q(x, y, y(I),. . . , y""), all yE& , 
where Q = Q(x, Y(,, . . . , Yti) E C[x, YCI,. . . , YJ and y(‘) denotes the ith deriva- 
tive of y. So by Definition 1.3 for each p E C[x] the linearization of F at p is the 
linear map F’(p) from %r to 6, given by the formula 
F’(p)(h) := ,go $f (x, p, p”‘, . . . , p’dr)h”’ , for ali h E 6, . 
i 
Theorem 3.1. If F’( p) is Eulerian for all p E C[x], then F is Eulerian. 
Proof. Let p E @[xl. Since F’(p) is Eulerian, Proposition 2.1 implies that there 
exist ~(i( p) E @ and r(p) E B such that 
g (x, p, p(l),. . . , ptd)) = “i(p)Xr[p)+i , all05i5d. 
1 
From Lemma 3.2 below applied to H = aQ/eYi it follows that 
gt 1 x, ;,,. . . , Y‘/) = q(O)x 
r(O)+i 
, aiiO+ld. 
I 
so 
Q = Q(x, 0,. e . ,O) + 2 a!;(0)xr(o)+iY; . 
i=O 
Put cyi := q(O), r:= r(0). Then 
F(y)=Q(x,O,...,O)+ 
which is Eulerian by Proposition 2.1. Cl 
The elegant proof of the following lemma is due to Tonny Hurkens, Maris van 
Haandel and Henk Norde. 
Lemma 3.2. Lei H(x, Y,,, . . . , Y,,) E C[x, Yo, . . . , Y(,] be such that for each p E 
C[x] there exist h, E C and mp E R such that H(x, p, p”‘, . . . , p““) = hpxrri~~. 
Then H = Aox”‘! 
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Proof. (i j We may assume that x does not divide H. So H(0, Y(,, . . . , Yti) # 0 in 
Q=[ Y,), . . l 9 YJ. Hence H(0, a,,, . . . , ad) # 0 for some ai E C. 
Let p be in @[xl with p(‘)(O) = ai for all 0 5 i 5 d (so p =c&, (1 li!)a,x’ + l l -). 
Then H(0, p(O), . . . , p”“(0)) # 0. So in particular H(x, p(x), . . . , p”“(x)) # 0. 
Since H(x, p(x). . . . , p”“(x)) = $x”‘T substitution of x = 0 gives a nonzero ele- 
ment. We conclude that pnP = 0 and h, # 0. 
(ii) Let q be an arbitrary polynomial of degree 
C y>J ( 1 li!)q,x’. 
CZaim. H(x) : = H(x, g(x), . . . , q’“‘(x)) = A, for all such 
Proof. Develop H(x) after powers of x. Then we get 
where each J is z polynomial in the qi. If qi is close to ai for 1 I\ 
sd+l. Write q= 
. . , 
all 0 (: i 5 d, then also 
H(O, q,p - * * , qtl 1 # 0 implying H(x, q(x), . . . , q’“‘(x)) = A,, arguing as before. 
Consequently fi( qo. . . . , qj+ , ) = 0 for all i Z= 1 and all (d + I)-tuples 
(q0, * - - ’ qd) close to (a,,, . . . , ad). But this implies that J( qo, . . . , qd+ I) = 0 for 
all i 1: 1 and all qi. which gives that H(x, q, . . . , q”“) = A, for all q of degree 
sd+l. 
(iii) Differenriating this relation with respect to x we get 
H’(x, q, . . . , qtd+l) )=0 forallqofdegreesd+l, 
where 
H’ := 
aH aH z+y,- aH aY,, + l **+ Yn+, - WI * 
It follows that H’ = 0, for if H’ # 0, then there exist a, c+,, . . . , CQ+~ E @ with 
H’( cy, cyfI, . . . , ad+, ) # 0. Then taking 
fi+1 ( - cY)i q=Cai xil 
i=O 
. 
we get q(i)(a) = cyi, all 0 5 i 5 d + 1 and hence H’(IY, q(cy), . . . , q(@‘)(cv)) # 0 
implying H’(x, q(x), . . . , qfd+ ‘) x ( 
iv ow ‘= 
) N H o pl es aH/at# 0, a contradiction. 
im i = 0 since it is the ccefficient of Yd+, . So II 
does not depend on Yn. Again codnsider H’=O. We get aHMY,_, = 0, i.e. H 
does not depend on Yd_, . Continuing in this way we find that H does not depend 
on Y(,,..., Yd, so H = H(x, 0, . . . , 0) = Aox’““, as desired. q 
3.2. Polynomial maps from @ to a=“’ 
Theorem 3.3. Let F : C=-, C”’ be a polynomial map. If F’(p) is Eulerian for all 
p E @. then F is Eulerian. 
Proof. Let F = (&, . . . , F,,,). The hypothesis means that Qv) # 0 for all x E c. 
So by Lemma 3.4 we get @(X) = @(F,(X), . . . . F,,,(X)). 
Now we argue as in Example 2.10: let y E 6, with F( y) = q E @[t]“‘. So each 
F;( y) belongs to @[t]. Since X is a rational function in the F,(X) we obtain that J 
is a rational function in the Fi( y). So y E C(t). For some i we have F1 # 0, so 
Fi( y) E C[t] implies that y is integral over @[t], which is integrally closed. So 
y E @(I) implies that y E QZ[ t] as desired. Cl 
The proof of the following lemma is due to J. Steenbrink. 
Lemma 3.4. Let F : @ +D Ctpl be a polynomial ,vzap with F’(t) # 0 for all t E @. 
T/xx C(X) = C(F,(X), . . . , F,,,(X)), whsrz F = (F,, . . . , F,,,). 
Proof. Put C = F(A’). We need to prove that the function fields @(A’) and @(C) 
are equal. Therefore, let 7~ : C-a C be the normalization of C. Then F factors 
through e, i.e. there exists a morphism g : A’ * f such that F = nag. Since c is 
a nonsingular affine curve with @(?) z U&Q’) there exists an isomorphism 
h:&A’\{p,,.. . , p,,,}, some pi E A’. Consequently h og is a polynomial map 
from A’ to A’. Since F’(t) i c! for all t E A’ we obtain (11 o&‘(r) # 0 for all t E A’. 
So the polynomial map h og is linear, i.e. (Iz og)(t) = at + b for some a Z 0, b E @. 
So in particular, g is injective, whence @(A’ ) = c(c) = C(C), as desired. Cl 
3.3. The generalized Jacobiari conjecture 
In [3, Remark 91 one tries to generalize the Jacobian problem to polynomial 
maps F : @‘I * 62”’ by asking when F admits a left inverse. Applying the chain rule 
one easily finds that a necessary condition for F to be left invertible is that JF is 
ieft invertible. It is observed in [3] that this condition is not sufficient since the 
map F i C-, @’ given by F(t) = (t’ - t, t’ - t) is not injective, but JF is left 
invertible. However, if we replace ‘F is left invertible’ by the weaker condition ‘F 
is Eulerian’ (see Lemma 2.9 and Example 2.10) then we get: if F : @+ @“’ is a 
polynomial map such that JF is left invertible, then F is Eulerian. (Apply 
Theorem 3.3 and Proposition 2.15.) 
More generally, if the Eulerian conjecture is true for all polynomial maps from 
(I? to C”‘, then Proposition 2.15 implies the following: 
Generalized Jacobian conjecture. Let F : Cl”- C”’ be a polynomial map. If JF is 
left invertible, then F is Eulerian. 
SO this conjecture is proved above if n = 1 and if IZ = m it is the usual Jacobian 
conjecture (by Theorem 2.11). 
3.4. The Jacobian conjecture and restriction to curves 
Proposition 3.5. Let F : @” ---) C”’ be a polynomiai map with JF kft invcrtibk and 
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let p : @- U.2” be Q polynomial map with Jp left invertible. Then 
@(F,( p(t))9 * l * ’ F,,,( p(t))) = c(t) and Fop is Eulerian. 
Proof. From the chain rule we get J( Fop)(t) = JF( p(t)) - Jp(t). Since both JF and 
Jp are left invertible it follows that JFop is left invertible. Then apply Lemma 3.4 
and Theorem 3.3. 17 
Let F : C” + @“’ be a polynomial map. For each 0# u E Cc” and AE (I?’ let 
F L,.h : 02 * @“* be the polynomial map defined by 
FLJt) = F(hr + A) . 
Then applying Proposition 3.5 to the lines t- tv + A we obtain the following: 
Corollary 3.6. If JF is left invertible, then FL’.A is Eulericzn for all 0 # v E 42” and all 
A E C”. cl 
This result raises the following question: 
Question 3.7. Let F : C” - @” be a polynomial map. If Fu ,h is Eulerian for all 
0 # u E Cl’, all A E @‘I, is F Eulerian? 
Of course, using Corollary 3.6, a positive answer to this question would solve 
the Generalized Jacobian conjecture. 
Since by the proof of Theorem 3.3, Q=(F,.,(t)) = c(t) implies FL,_* is Eulerian, 
we could replace Question 3.7 by the question ‘does C(F”,,(t)) = c(t) for all 
0 # u E (I?‘, all A f (I?‘, imply that F is Eulerian’ (here @(Fuqh(t)) : = @(F&u + 
A),... 9 F,,,e + w 
Finally, specializing to the case n = m, this question leads to the following: 
Question 3.8. Let F : C” -j @” be a polynomial map. Suppose a=( F, h(t)) = c(t) 
’ for all 0 # u E c”, all A E @“. Does it follow that UZ( F(X)) = C(X)? 
A positive answer to this question would solve the Jacobian conjecture. This 
can be seen as follows: det JF E @* and Proposition 3.5 imply that @(F, *(t)) = 
C(t) for all 0 # u E @‘I, all A E (II’* which would imply @(F(X)) = C(X). However, 
it is well known [3, Theorem 2.11 that det JF E C* together with @(F(X)) = C(X) 
imply that F is invertible. 
Finally we would like to remark that the analogous statement of Question 3.8 
for polynomials is true, i.e., we have the following proposition: 
ropositisn 3.9. Zf F : C” ---) C” is a polynomial map such that C[ FV A(t)] = C[ t! ftil . 
nll 0 # u E @‘I, all A E @“, then C[ F(X)] = @[Xl. 
Proof. (i) Let 0 # u E C”, A E @‘I. Then t I+ FIJt) is injective since t = d;(F,,.,(r)) 
for some GE @IX,, . . . , XJ. 
(ii) By [8, Theorem 6.11 it suffices to show that F : @“+ C” is injxtive. So let 
F(a) = F(b) with a,b E @‘* and a Z b. Put f(r) := Fb_o.cl(f). Then f is not injective 
since f(0) = F(a) = F(b) = f(1). This contradicts (i). So F is injective as 
desired. Cl 
References 
PI 
PI 
PI 
141 
PI 
WI 
PI 
PI 
K. Adjamagbo, Theoremes d’indice pour les systemes geniraux d-equations differentielles 
lineaires, Travaux en Cours (Hermann, Paris, 1984). 
M.F. Atiyah and I.G. Macdonald, Introduction to Commutative Algebra (Addison-W’esley. 
Reading, MA, 1969). 
H. Bass, E-H. Connell and D. Wright, The Jacobian conjecture: reduction of degree and formal 
expansion of the inverse, Bull Amer. Math. Sot. 7 (2) (1982) 287-330. 
G. Faltings. Endlichkeitssatze fur abelssche Varietaten uber Zahlkorpern. Invent. Math. 73 (1983) 
349-366. 
M. Kashiwara and T. Kawai, On holonomic systems of microdifferential equations III. Publ. Res. 
Inst. Math. Sci. 17 (1981) 813-979. 
E. Kunz, Introduction to Commutative Algebra and Algebraic Geometry (BirkhBuser. Boston. 
MA, 1985). 
0. Perron, Algebra I, Die Grundlagen (Walter de Gruyter & Co.. Berlin. 1951). 
K. Rusek, Polynomial automorphisms, Preprint, 1989. 
