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This paper is primarily concerned with complex polynomials which have critical 
points which are a.lso fixed points. We show that certain perturbations of a critical 
fixed point satisfy an inequality. This inequality permits us to prove a local version 
of Smale’s mean value conjecture. We also use Thurston’s topological character- 
ization of critically finite rational mappings to enumerate explicitly as branched 
mappings the set of complex polynomials which have all their critical points 
fixed. 8 1989 Academic Press, Inc. 
0. INTRODUCTION 
In this paper we discuss some results related to Smale’s mean value 
conjecture for complex polynomials (Smale, 1981), as well as a conjecture 
of Kostrikin about polynomials with all critical points fixed. Let f(z) de- 
note a complex polynomial of degree d. The critical points off(z) will be 
denoted by 8i, for 1 I i I d - 1, i.e.,f’(&) = 0. For any noncritical point z 
define 
f(h) - f(Z) 
w-9 z) = (0; _ z)fl(Z) * (O-1) 
The mean value conjecture states that for any fand z, for some i, 
(Si(.L Z)l s KY where K = 1 (possibly even K = (d - 1)/d). 
It is known (Smale, 1981) that the conjecture is true with K = 4. 
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The mean value conjecture (Smale, 1981, p. 33) arose in the context of 
finding a root off by approximating a power series representation for an 
inverse branch off centered atf(z). The radius of convergence for such a 
power series is greater than or equal to the minimum of If(z) - f(&)l, 1 5 
i 5 d - 1. Since inverse branches are injective the Koebe theorem can be 
applied to show that, for some i, Iz - 8il 2 $ If(z) - f(&)l/lf’(z)l, which 
yields K 5 4 for the conjecture. Estimates of this type can be useful in 
Newton’s method where one wants to avoid critical points. 
One question raised by the conjecture is whether inverse branches of 
polynomials satisfy a stronger version of the Koebe theorem. 
It is easy to check that the value of S; is unchanged iffis conjugated by 
a polynomial of degree one and z is replaced by its corresponding point. 
The value of Si is also unchanged if f is replaced by A of, where A is a 
polynomial of degree one. Therefore, we need only consider polynomials 
which have been normalized to satisfyf(0) = 0, and we need only con- 
sider the case of z = 0. With this normalization, 
f (6) 
si = &f’(O) 8i # 0. 
Forf(z) = zd - dz, Si = (d - 1)/d, for all i, so that K = (d - 1)/d is the 
smallest value possible in the Smale mean value conjecture. There is 
some evidence that this polynomial represents the worst case for the 
Smale conjecture. In Theorem 1.1, we show that this polynomial is in fact 
a local worst case. The proof of Theorem 1.1 uses a lemma about pertur- 
bations of polynomials which have a fixed point which is also a critical 
point, i.e., the critical value equals the critical point. After perturbation, 
the critical point and the fixed point persist, although they are no longer 
necessarily the same. Lemma 1.1 gives an inequality relating the locations 
of the perturbed fixed point, critical point, and critical value. 
We also show that the conjecture is true for polynomials with all roots 
real and K = (d - 1)/d (for K = 1 this was first pointed out by Palais; see 
Shub and Smale, 1986 p. 159). In Proposition 2.3 we show that the K = 
(d - 1)/d conjecture is also true when all the roots off(z) have the same 
norm. 
We have found some evidence that the above conjecture can be 
strengthened to state: For some i, ISi - l/21 5 4 - l/d. This inequality is 
true for d 5 4; the case d = 4 was proved by J.-C. Sikorav. This inequality 
is also true for some Si(f, I), whenfis fixed and IzI is sufficiently large. 
See Section 3. 
One difficulty in studying this conjecture is deciding for which critical 
point 8i, Si will be best. This difficulty is avoided when one restricts one’s 
attention to the class of polynomials with all critical points fixed, i.e., 
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f(ei) = (0i) for all i. In this case, all Si are equal. Such polynomials 
normalized to be manic and to satisfyf(0) = 0 were called conservative 
polynomials by Kostrikin (1987), who conjectured that for conservative 
polynomials, 
That JSiJ 5 1 was pointed out by M. Shub. Note that inequality (0.2) is 
implied by the strong conjecture above. Kostrikin (1987) also conjectured 
that the cardinality of the conservative polynomials of degree d is 
(2d - 2)! 
(d - l)!(d - I)!’ 
We show in Theorem 4.3 that this is the correct cardinality. In Theorem 
4.1 we find a topological description of conservative polynomials in terms 
of a cell decomposition of the Riemann sphere. We use Thurston’s theo- 
rem on critically finite branched mappings (Thurston, 1985; Douady and 
Hubbard, 1985) to show that any mapping that is topologically like a 
conservative polynomial is represented by a conservative polynomial. 
This allows us to count the conservative polynomials. 
It was pointed out to me by C. McMullen that the topological descrip- 
tion in Theorem 4.1 allows one to use a method of Bers (1970, Theorem 3) 
that was recently used by Yoccoz in the context of repelling periodic 
points of complex polynomials, to show that the l/d I (Sil half of inequal- 
ity (0.2) is true. We discuss this at the end of Section 4. 
1. LOCAL WORST CASE 
In this section we show, for all polynomials of degree d sufficiently 
close tof(z) = zd - dz, that for some i, JSi( I (d - 1)/d. 
All polynomials in this section will be normalized by f(0) = 0 and by 
f’(0) = dl(d - 1). These normalizations remain unchanged iffis replaced 
byf(az)la. As mentioned in the Introduction, these normalizations leave 
the values of Si unchanged. By using these normalizations we can replace 
zd - dz by the polynomialfo(z) = zd + (dl(d - 1))~. There are two reasons 
for using these normalizations. The first reason is that& has d - 1 distinct 
critical points which are also fixed points, i.e., fo(0i) = Bi for all i. Note 
that we have normalized so that 0 is a noncritical fixed point (with multi- 
plicity one sincef’(0) > 1). Let qi , 1 5 i 5 d - 1, denote the nonzero fixed 
points of a polynomial withf(0) = O,f’(O) = d/(d - l), possibly nondis- 
tinct. The second reason is that for any polynomial normalized as above, 
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the product of the qi equals the product of the 8i equals ll(d - 1). There- 
fore, for any l-l correspondence between the qi and the 8i, for some i, 
Iqil 5 )8il. For fo there is a natural l-l correspondence between qi and 8i 
given by the identity map. For small perturbations off0 we can extend this 
correspondence by continuity. With this correspondence we will show: 
THEOREM 1.1. Zf f is a suf$ciently small perturbation of fo with 
degf = d, then for some i, lqil 5 l0il and lSi\ 5 (d - 1)/d. Furthermore, 
if 
d-l 
min lSi[ = 7 
I 
then f is conjugate to fo by a rotation. 
The first part of the conclusion ()qiJ I loi\) we have already established. 
The last two parts will follow from Lemma 1.1. Before proving the lemma 
we briefly discuss the case where all roots are real. 
PROPOSITION 1.1 Let f(z) be any polynomial with all roots real. Then 
for some i, lSi[ 5 (d - 1)/d. 
Proof of Proposition 1.1. We assume the normalizations given at the 
beginning of this section. If this proposition were false then for each 
critical point, I f(&)J > l&l. This implies that the fixed points offare all real 
and that the fixed points and critical points alternate along the real axis. 
Since 0 is a fixed point, we see that the product of the ]qil is strictly greater 
than the product of the \&I. As discussed above, this contradicts the 
normalizations. 
The following lemma concerns perturbations of polynomials of the form 
g(z) = z* + z3Q(z). Observe that 0 is a critical point of g(z) of multiplicity 
one. We consider perturbations h(z) of g(z) which satisfy h(0) = 0. Denote 
by 8 the critical point of h(z) near 0. 
LEMMA 1.1. Let p be a positive real number. For all sufficiently small 
perturbations of g(z), ifI6 - pI 1 p, then (h(0) - p( 5 10 - pi. 
Proof of Lemma 1.1 Let L = C$ Ig(@(O)l. L 1 2 since g”(0) = 2. Let 
a > 0 satisfy (1) a < p, (2) a < l/10. Note that jg(“)(z) - g@)(O)\ < J/2 for 
z < a/2L. We will assume (3) Ih@(z) - g’@(O)) < a for all IzI < a/2L, k = 
0 * * 9 d; and (4) 101 < a/4L. Since 8 varies continuously with h and 0 
is’ a critical point of g, these conditions define an open set of perturba- 
tions satisfying h(0) = 0. 
By expanding h in a Taylor series at 8 and using h(0) = 0 we obtain 
0 = h(e) + h”(e) $ - 83 f: h(k)(e) kr. 
(-e)k-3 
1 
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Let b = h”(0)/2. Then (h(8) - b e2( I (813L follows from (3) and (4). We 
note that lb + 11 < a/2 and so 4 < Jb( < 2. Also, h(0) = 0 implies 8 = 0 since 
lb1 > le Ll- 
We divide the proof into two cases. 
Case 1. Assume larg(0) - ~1 5 r/ 2 - 4a. Then 16 - p] 2 p + 181 sin4a 
2 p + 2#3(. The last inequality follows from [sin x( 2 (x/21 for 1x1 P 
r/2. However, Ih(e) - pi : (h(8) - b e2( + lb e21 + p. SO jh(e) - pj i p + 
l@Je2LI + lb el)l. s ince (bl < 2, we have that lb 81 < 8 and from (4) we have 
that J02L( < a. Therefore /h(e) - pi < p + 2$9J and Case 1 is proved. 
Case 2. Here we assume (arg(J@ - 7r/21 < 4a. We will show that 
lw) - PI < P, which together with the assumption 10 - pJ 1 p will 
complete the lemma. In Case 2 we have Jarg(e2) - 7~1 < 88. Since (b + l( < 
d/2, it follows that jsin(arg(b) - 7~)( < a/2 and so larg(b) - rr( < d. 
Therefore, Jarg(be2)1 < 98. Since (h(B) - be21 5 ld3LJ it follows that 
Isin(arg(h(8)) - arg(be2))l 5 I&L/b] I a/4b 5 a/2 by (4) and the fact that Ib( 
> d. Therefore larg(h(8))l 5 9a + d/2 < 7r/3 by (2). In order to show that 
/h(e) - p( <p, it suffices to show that /h(8)/ <p since larg(h(e))l < 7~/3. By 
(l), a < p, which implies l/r(e)/ 5 )d2()b1 + jLOj)I < a2 < p and the lemma is 
completed. l 
Remark. Unless 8 = 0, the proof shows (h(0) - pI -c 10 - p(. 
Proof of Theorem 1.1, Let fbe a small perturbation off0 . Let qi, 8; be 
the fixed point, critical point pair for which IqiJ 5 /&I. Let A be the degree 
one polynomial which satisifies A(qi) = 0 and A(0) = d/2. Let h = AfA-I, 
8 = A(&), and p = A(0). Then h(0) = 0 and 8 is a critical point of h. Since 
A is an affine map (qil 5 )&I implies that (0 - pl 2 IpI. Note that A depends 
continuously onf. IffisfO, denote ho by g. Then one can check that g(0) = 
0, g’(0) = 0, and g”(0) = 2. Forfsufficiently near&, h is sufficiently near g 
so that we can apply Lemma 1.1 to obtain Ih(B) - pj 5 10 -p). Applying 
the affine map A-l to this inequality yields If(&)1 5 I&(. Since we have 
normalizedf’(0) = d/(d - 1) we have shown that lSi( 4 (d - 1)/d. By the 
remark at the end of Lemma 1.1 we see that ISi/ < (d - 1)/d unless f$ = qi. 
If 8i = qi then there is somej # i for which (qj( 5 lej/ and we get IS,/ 5 (d - 1) 
ld. Continuing this way we see that either some Js~I < (d - 1)/d or else 
qi = 8; for all i. In this case one can show by elementary algebra that the 
roots off’ differ from those off; by a common multiple. Thereforefis 
equivalent tofo by affine compositions (affinely equivalent for short). n 
2. ROOTSOFEQUALNORM 
In this section we produce for eachfa polynomial which has for roots 
the values Si(f). This polynomial will be used to confirm the Smale con- 
jecture when the nonzero roots are of equal norm. 
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Recall the definition of the resultant of two polynomials as given by Van 
der Waerden (1953). If 
h(z) = u fi (z - ri), k(Z) = b fi (Z - Sj), 
i=l j=l 
then 
Res(h, k) = umb” n n (ri - Sj) = urn fi k(ri) = (-l)m” b” ,Q h(~j). 
1 j i=l 
(2.1) 
In this section we normalize polynomials a little differently from the 
manner in which we normalized them in the last section, in order to 
simplify the calculations. We assume f(0) = 0, f’(0) = 1, and that f(z) is 
manic. So 
d-l 
f(Z) = Zd + C UiZ’ + Z. 
i=2 
With this normalization si(f) = f(8;)/8i. Let g(z) be defined by f(z) = 
zg(z), and let w be a complex number. 
Define Pf(w) = d-(d-‘)Res(f’(z), g(z) - w). Then Pf(w) is a polynomial 
in w and the coefficients off. We can write 
d-2 
Pf(W) = Wd-’ + 2 bi Wiy 
I=0 
where bi = bi(Ud-2, . . . , ~2) is a polynomial in the ai. 
We note that Pf(w) = 0 if and only iff’(z) and g(z) - w have a common 
root 8, in which case w = j-(0)/6. So we have shown: 
PROPOSITION 2.1. The roots of Pf are Si(f) 9 i = 1, . . . , d - 1. 
Since Pf is manic, 
d-l 
I-J S,(f) = (-l)d-l bos 
i=l 
PROPOSITION 2.2. b. is the discriminunt of g. 
Proof. We can evaluate b. as follows. b0 = Pf(O) = d-cd-‘)Res(f’, g). 
In addition we have Res(f’, g) = Res(zg’ + g, g) = Res(zg’, g). The last 
equality follows from (2.1) by evaluating zg’ + g on the roots of g. Simi- 
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larly we obtain Res(zg’, g) = Res(g’, g) * g(0) = Res(g’, g). Denote the 
roots of g by ri, 1 I i 5 d - 1. From (2.1) we see that 
Resk’, g) = I-I Pi - rj), 
i#j 
which is the discriminant of g since g is manic. n 
We can estimate b. in the case in which the nonzero roots off have 
equal norm. 
PROPOSITION 2.3. Let ri be the nonzero roots of f(z). Suppose these 
roots all have the same norm. Then for some i, ISil I (d - 1)/d. 
Proof. Since g(0) = 1, it follows that lril = 1. We use the following fact 
about the discriminant of g(z), which can be found in Schur (1918) or 
Szego (1951): For Jri( 5 1, d fixed, then 
II J(ri - rj)l 
i#j 
is maximized by (d - l)d-’ when the ri are the d - 1 roots of unity. The 
proof is short so we include it. By squaring the Vandermonde determinant 
and using Hadamard’s determinant inequality one gets 
5 fl (norm of ith row)2. 
Hence 
fl ((ri - rj)( I (d - l)d-‘. 
i#j 
For equality to hold one can check that the ri are a fixed multiple of the 
d - 1 roots of unity. Therefore, bO = d-(d-r)Res(g, g’) I ((d - 1)/d)“-l), 
from which the proposition follows. n 
Remark. When the r; are a fixed multiple of the d - 1 roots of unity 
thenf(z) is affmely equivalent to&(z) = zd + (d/(d - l))z, which was the 
local worst case considered in Section 1. 
3. STRONGCONJECTUREEVIDENCE 
In this section we present some evidence for the 
Conjecture 3.1. For some i, ISi - 1) 5 4 - I/d. 
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Recall the polynomial Pf(w) defined in Section 2. In the case d = 3 the 
calculation of Pf is simple. For f(z) = z3 + u2z2 + z we find 
pf(w) = W2 + (2a: ; 12) w + !I$. 
PROPOSITION 3.1. Conjecture 3.1 is true for d = 3. Furthermore, any 
St # ? satisfying the conjecture is realized by some cubic polynomial. 
Proof. Let w = h + t. Then 
Since Si , S2 are the roots of Pf(w) we see that 
(S, - NS2 - 4) = (a2 (3.1) 
and thus for some i, [Si - $1 5 & = 4 - 4. Given our form off, 30102 = 1 and 
a calculation shows that Si - t = @3f , from which it follows that there is a 
cubic polynomial with any Si. Si = 4 corresponds to Bi = 0, which was 
excluded by our definition of Si. n 
For higher-degree d one can generalize (3.1) since there is a polynomial 
Hof d - 1 variables so that H(Sl(f), . . . , S,-i(fl> = 0 for allf. However, 
H is very complicated even in low degree. 
PROPOSITION 3.2. Conjecture 3.1 is true ford = 4, with strict inequal- 
ity unless f(z) is afinely equivalent to f(z) = z4 - 42 or (z - 1)4 - 1. 
Proof. For d = 4, Pf is more complicated and its coefficients do not 
satisfy a linear equation. Using elimination on the system of equations 
from which the resultant defining PJ is derived, Sikorav was able to prove 
the inequality 
from which, for some i, (Si - t( 5 f follows. 
We give a variation of the proof here which also shows that mini ISi - 4) 
= 4 holds only in the case of f(z) = z4 - 42 orf(z) = (z - 1)4 - 1. 
We parametrize polynomials of degree 4 by their critical points Bi , i = 1, 
2, 3, . . . ) using the fact that the coefficients off are the standard 
symmetric polynomials of the 8i. Let 
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and 0; = 2G - Bi, 
which is the reflection of ~9~ through the center of gravity of the three 
critical points. By a calculation, one finds 
Si-;=-f(g), 
J’ k 
where i, j, k are all different. The parallel axis theorem of physics states 
2 /xii2 = 2 /xi - G)’ + nJG12y 
i=l i= I 
where G is the center of gravity of the xi. From this we obtain 
Therefore 
Let 
) and w = ( ) * 
Since (u * WI : JuI IwJ we find 
If mini = (Si - f/ = a then u * w = IuJ (WI, which implies that u must be a 
scalar multiple of w. Therefore )8iJ are all equal. The converse is not true. 
Ifall lOi/ are equal then mini = JSi - 41 = $ implies IOf 1 = IOil for all i by the 
formula for Si in terms of 8; and 0; . Suppose l&l = ]Oil = 1 for all i. Then it 
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is easy to show either that the critical points off(z) differ from the cube 
roots of unity by a fixed multiple or that they are all equal. Therefore the 
polynomial is equivalent to eitherf(z) = z4 - 42, whose critical points are 
the cube roots of unity (all Si = $) or (z - 1)4 - 1, whose critical points are 
all at z = 1 (all Si = a). n 
PROPOSITION 3.3. For an open dense set of complex polynomials f(z) 
there is a neighborhood Vfofmfor which z E Vfimplies ISi( f, z) - $1 5 f - 
l/d. Ford > 3, we can replace 4 on both sides of the inequality by any real 
number k > lld. 
Proof. We can assume 
d-l 
z Bi = 0. 
i= I 
From the definition of 
s,(f z) = f(Z) - f(Oi) 
I 3 
(Z - ei)f’(Z) 
it is straightforward to check that 
lim Si(f, Z) = l/d. 
.--x 
With f fixed, expanding Si in a Taylor series at x one finds 
I Bi 
Si(U) = 2 + 2 U + U’Q(U)y 
where u = l/z in the domain of Si. Assume 8; # 0; then Si is a local 
diffeomorphism at u = 0. Fix a real number k > l/d. Let D be the disk 
centered at k passing through l/d. Then ,S;‘(aD) is a curve passing 
through u = 0. An inward normal to aD at l/d is the vector 1. So an 
inward normal to S;‘(D) at u = 0 is d/&. In fact S;‘(D) contains small 
circles passing through u = 0 with inward normal l/&. In terms of z 
coordinates S;‘(D) contains half planes with outward normal -&. Sup- 
pose the ~9~ are not all collinear when d 2 4. Since Z Bi = 0 the union of the 
above half planes is a neighborhood Vf of m. By construction, for z E V,, 
for some i, Si(z) E D, i.e., ISi(f, z) - kj 5 k - l/d. When d = 3 Proposition 
3.3 follows from Proposition 3.1. n 
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4. CONSERVATIVE POLYNOMIALS 
In this section we discuss polynomials with all critical points fixed. 
Let Cd be the set of such polynomialsfof degree d satisfyingf(0) = 0, and 
f is manic. In Kostrikin (1987), Cd was called the set of conservative 
polynomials. We will continue to denote the critical points of f by 
8i. In this section we allow 0 to be a critical point of any multiplicity. 
In Section 1 we saw that f(z) = zd + (dl(d - 1))~ was in Cd. It turns out 
that this is the only polynomial in Cd for which all Bi are distinct and 
nonzero. 
We will considerf(z) as a self-map of the Riemann sphere so that we 
can use the dynamical results of Douady (1982/1983), Douady and Hub- 
bard (1982), Sullivan (1981), and Thurston (1985) related to the critical 
points off. We recall some of these results that we will need. Since each 
critical point is fixed, the immediate attractive basin Bi of 0i is a disk. (No 
fixed point can attract a distinct critical point.) Furthermore, there is an 
analytic conjugation offon Bi to z ---, zkc on the unit disk, where 2 % ki 5 d 
(Douady and Hubbard, 1982). Note that z -+ zk, leaves invariant ki - 1 
radial segments. Let us call the union of these rays a star. Such stars, in 
particular, from the basin B, of the critical point at infinity, have been 
studied by various authors. We will also consider the invariant star at 03. 
Since all critical points are fixed there is a Riemannian metric on a neigh- 
borhood of the Julia set for whichfis expanding on the Julia set (Douady, 
1982/1983). From this it follows that the conjugating map from the unit 
disk to each attractive basin Bi extends continuously to the closed unit 
disk. The boundary of the unit disk maps into the Julia set. Therefore, for 
each attractive basin there is a continuous map from some closed star 
with ki - 1 branches into the sphere. The star at infinity has d - 1 
branches. For polynomials, every neighborhood of every point in the 
Julia set intersects B, (see Thurston, 1985, Proposition 10.2). As a conse- 
quence of this, and the maximum modulus principle, iffleaves invariant 
any closed curve in C then the interior of this closed curve does not 
intersect the Julia set. From this it follows that the continuous map from 
the closed unit disk to the closure of Bi is injective. 
Therefore, we see that corresponding to each critical point is a closed 
embedded star. The center of a star is a critical point and the end- 
points are fixed points in the Julia set. These are repelling fixed points. 
Orient each edge to point from a repelling fixed point toward a critical 
point. 
PROPOSITION 4.1. The union of the stars associated to the critical 
points 8i is a tree with d vertices. The vertices are the dfixed points off 
and f leaves each edge invariant. Each edge of the tree goes from a 
noncritical to a critical fixed point and this orients the edges. 
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Proof. The last statement has already been established. Let T be the 
union of the stars. Suppose T contains a cycle. Then this cycle is invariant 
and hence contains no Julia set in its interior. This is a contradiction 
because the union of the two edges adjacent to a critical vertex Bi sepa- 
rates the closure of Bi into two components. Sincef’(z) has degree d - 1, 
T has d - 1 edges. Sincef(z) has at most d fixed points, we see that T can 
have only one component and is thus a tree with d vertices. By construc- 
tion f leaves the edges invariant. w 
We now discuss how the star at infinity intersects the tree T. 
Let q be a noncritical vertex of T. If there are Y edges emanating from q 
then these edges separate a small neighborhood of q into r regions. These 
are called access routes to q in the discussion of Hubbard trees in Douady 
and Hubbard (1982). There are d - 1 such regions for the entire tree since 
every edge has only one noncritical vertex. 
Each edge of the star at infinity connects w to a noncritical vertex of T. 
We claim there is exactly one such edge for each of the d - 1 access 
routes. In particular, this says that each noncritical vertex is connected to 
m. Since there are d - 1 edges to the star at infinity, it suffices to show that 
at most one edge can enter each access route. If there were two such 
edges at q then we could find a pair of successive such edges el , e2 which 
bound a closed disk D in the sphere which contains no critical point 
except ~0. This will lead to a contradiction as follows. The mappingfat CQ 
is conjugate to z + zd. Therefore the mappingflD near ~0 is determined. In 
particular, (fD)-‘(ei) has two branches, one of which is ei and the other is 
in the interior of D. The mappingf is a branched cover of the sphere to 
itself leaving el U e2 invariant. Then D fl f-’ (complement of D) is a 
closed disk D1 whose boundary intersects the boundary of D only at 0~. 
This follows since there is a neighborhood of el U e2 - ~0 on which f 
leaves invariant the two sides of a D. f maps D - DI onto D and maps 
the boundary of D - D1 onto the boundary of D as a degree two map. This 
is a contradiction since there is no critical point in D - D, . 
Therefore two successive edges of the star at m meet T at two succes- 
sive access routes. The union of T with the star at x divides the plane into 
cells D of two types depending on whether successive edges el , e2 from ~0 
terminate at the same fixed point q or two different fixed points. In the 
first case the boundary of the cell consists of three edges el , e2, and I, and 
1 connects q to 8, where 0 is a critical point in the interior of the disk 
bounded by el and e2. In the second case the boundary of the cell consists 
of four edges ei , II, 12, e2, where Ii connects qi to a critical point 8. 
The mapping f on these cells can be described in terms of Fig. 1. The 
vertices ~0, qi, 8 are fixed. The edges ei, li are invariant, f(xi) = ei, and 
f(Yi) = li. On each of the subcells f is a homeomorphism, except for the 
two subcells in Fig. la adjacent to 13 on the union of whichfis conjugate to 
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(a) 
el 
(b) 
8 
FIGURE 1 
z + z*. The shaded region is mapped onto the complement of D. The small 
loop around 8 in Fig. la and the arc qlp2plq2 in Fig. lb is the intersection 
with D of the boundary of the basin of 13. Given these combinatorial data,f 
is determined up to isotopy preserving the combinatorial description. This 
follows from classical results in two-dimensional topology (see the 
Schonflies and Alexander theorems in Moise, 1977). We can summarize 
the description we have by 
THEOREM 4.1. To a conservative polynomial is associated a cell de- 
composition of the sphere. Furthermore, f is determined up to isotopy on 
each cell by an isotopy which preserves the edge, vertex structure of the 
cell’s boundary. In particular, f is determined up to isotopy rel its critical 
points. 
We will now define a topological analog of conservative polynomials. 
Let T be any tree with d vertices topologically embedded in C. Suppose 
the edges are oriented alternately as occurs for polynomial trees de- 
scribed above. Equivalently, we can partition the vertices into critical and 
noncritical vertices such that each edge is oriented from a noncritical to a 
critical vertex. 
Define two such alternating trees to be equivalent if there exists an 
orientation preserving homeomorphism of C taking one to the other which 
preserves the orientation of the edges. 
For each critical vertex 8i choose an embedded closed disk Bi such that 
(1) the edges connected to Bi are contained in Bi and such that only their 
noncritical vertices are on the boundary and (2) the intersection of two 
different Bi is either empty or consists of a single noncritical vertex. 
Choose d - 1 paths from m to the d - 1 access routes of T such that the 
paths are pairwise disjoint and lie in the complement of the Bi. We have 
defined a planar graph containing T. Any two such graphs differ by an 
orientation preserving hemeomorphism of the sphere. 
We can define a topologically branched mapping fT in the sense of 
Thurston from these combinatorial data. That is, define fT on each cell as 
if it were derived from a polynomial as in Fig. 1. In addition, on each Bi , fT 
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should be topologically conjugate to z + zk, and the edges meeting Oi 
should correspond by this homeomorphism to the invariant star of z -+ zk. 
Such a map will be called an alternating tree map of the sphere. Note that 
the disks Bi are determined by the alternating tree map and so the map 
determines the equivalence class of its alternating tree. All its branch 
points are vertices and all its vertices are fixed. Such a map is critically 
finite in the sense of Thurston (1985). 
Supposefand g are alternating tree maps with trees T’, Tg equivalent by 
an orientation preserving homeomorphism G, G(Tf) = Tg . Then G-’ * g * G 
is an alternating tree map based on Tf. Therefore G-’ . g * G and fare 
isotopic by an isotopy preserving the edge and vertex structure of Tf. 
Thurston (1985, Proposition 12.4) defines two critically finite branched 
mappings to be equivalent if there is an orientation preserving homeomor- 
phism of the sphere which conjugates them on the postcritical set and 
which is a conjugacy up to isotopy relative to the postcritical set. Since 
the postcritical sets offand g are their fixed critical point vertices, we see 
that f and g are Thurston equivalent if they have equivalent alternating 
trees. The converse is also true and follows from the next lemma and 
Thurston’s theorem on critically finite mappings. 
LEMMA 4.1. Let P be a conservative polynomial. Suppose f is an 
alternating tree map which is Thurston equivalent to P. Then the alternat- 
ing trees for P and f are equivalent. 
Proof. Let CP denote the set of critical points of P. P is Thurston 
equivalent to f means there is an orientation preserving homeomorphism 
G of the sphere such that G(CP) is the critical point set off, and g = 
G-‘fG is isotopic to P rel CP. Since g is an alternating tree map whose 
alternating tree is equivalent to that off, it suffices to show that Tg and Tp 
are equivalent. 
Since Tg is mapped homeomorphically onto itself by g and since P is 
isotopic to g rel CP, it follows that PIT, is a homeomorphism, isotopic to 
the identity rel CP. Let U be a neighborhood of Tg in S2 - CP on which P 
is a homeomorphism. Suppose T C U is isotopic to Tg by an isotopy 
supported in U. Then PIT is a homeomorphism isotopic to the identity rel 
CP. Therefore by a small isotopy we can replace Tg by an equivalent tree 
T with the same critical vertices which is rectifiable, even piecewise linear 
(see Moise, 1977), and for which PIT is isotopic to the identity rel CP. 
We want T to be rectifiable so that we can apply a theorem about the 
existence of metrics for which P is expanding away from its attractors. 
Let A be a closed set containing the critical values of P and which 
satisfies P(A) C A. Let V = S2 - A and let N be a compact neighborhood 
of the Julia set of P such that P(N) C V. By the proof of Douady (1982/ 
1983, Proposition 2), there is a Riemannian metric on V and a p > 1 such 
that for each x E N, t E TxS2, one has IITxP(t)llpcx, 2 &llx. 
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We will call a neighborhood of 8i contained in Bi disklike if it corre- 
sponds to a disk centered at 0 in the coordinates for which P corresponds 
to z + 8. Disklike neighborhoods of & are mapped strictly inside them- 
selves by P. 
Let Ui be a closed disklike neighborhood of 8i small enough to exclude 
all noncritical vertices of T. Let Si be the part of T obtained by following 
the edges of T out from 4; until they first reach d Ui. Let /3 = T - U Si. 
Then p is bounded away from CP. Choose closed disklike neighborhoods 
Ai and B’i of Bi such that IV! is disjoint from p and Ai is contained in the 
interior of P(Wi)e We can also assume that Wi is small enough that 
P-‘(PWi) is disjoint from p since PIT is a homeomorphism. Also choose 
closed disklike neighborhoods A,, W, around ~0 such that W, is disjoint 
from T and A, is contained in the interior of P( W,). Let A = A, U Ai 3 W = 
W, U P-‘(PW;). Let V = S2 - U Ai and let N = S* - W. 
Since P(A) C A, P(N) C V and we can find a Riemannian metric on V as 
described above. Note that P-‘(N) C N. We also note that /3 C N and Si C 
Bi. Since PIT is isotopic to the identity rel CP, there is a component of 
P-“(T) denoted T-” such that P maps T-” homeomorphically onto T-“+l 
and PIT-” is isotopic to the identity rel P-“(CP), n 2 0. Let S;“, p-” be 
the parts of T-” corresponding by these homeomorphisms to Si, (3, re- 
spectively. Note that ST” C Bi and p-” C N for all II. 
The Riemannian metric on N is contracted by the branches of P-‘. 
Therefore, as n -+ ~0, the diameters of components of p-” approach zero. 
Each component of p-” is a star centered at a noncritical vertex of T-“. 
Suppose q is a noncritical vertex of T from which there are two edges 
terminating at Bi and 0,. Let q-” be the corresponding point of PP. The 
distance from q-” to Bi and Bj can be made arbitrarily small by taking IZ 
large enough. Therefore Bi and Bj have a point in common which is a 
noncritical vertex q by Tp. 
Therefore we have shown that if 8i and 6, are joined by a two-edge path 
in T-” then the same is true for Tp and the noncritical vertex of Ten can be 
made arbitrarily close to that of Tp. Conversely, we claim that if 8i and 0, 
are joined by a two-edge path in Tp then the same is true in T-“. Suppose 
this was not true. Since T-” is a tree there is some embedded path joining 
8i and 8, which contains &, for k # i, j. From the argument above we see 
that there would be an embedded path in Tp from 8i to 0, containing & . But 
this is impossible since Tp is acyclic and we have assumed that there is 
also a two-edge path from 8i to 0j. 
Define the critical subtree TL of an alternating tree T’ to be the union of 
all the edges for which the removal of the noncritical vertex disconnects 
the tree. Suppose q-” is a noncritical vertex of T,“. Then by the above 
discussion q-” is near a noncritical vertex of (Tp)c. The edges of (Tp)c with 
vertex q are in l-l correspondence with the Bi whose basins Bi contain q 
on their boundary. The edges of TL” with vertex q-” correspond to the 
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same critical points Bi as those of (Tp)c. Since S,:” C Bi the edges from q-” 
to 8i of T,” and those from q to 8i of TP, occur in the same cyclic order 
(that of the BJ around q-“, q, respectively. From this we can show that 
T,” is equivalent to (T& by an isotopy fixing the critical vertices. One 
way to do this is as follows. For each noncritical vertex q of (T& , choose 
a small disk neighborhood D, which intersects only those Bi which con- 
tain q in their boundaries. We can suppose that the boundary of D, inter- 
sects the interior of each of these Bi in a smooth arc which corresponds to 
a chord in the unit disk, and we can assume that 8i is not in D,. For 12 
sufficiently large, some component of fi-“, which is a star centered at 
some q-n, is contained in D, . In each basin Bi, S;” can be isotoped in 
some proper closed disklike subset Of Bi such that 8i stays fixed, the star at 
each q-” stays in D,, and each branch of S;” is isotoped to an arc that 
intersects only one D, . This can be done by isotoping S;” to a piecewise 
linear star and then isotoping across disks bounded by subarcs of S;” 
union subarcs of boundary D, . By the same technique, each branch of S;” 
can be isotoped so that it intersects the boundary of the one D, in just one 
point. At this stage the tree T,” has been isotoped so that in each D, and 
in each B; - U,((D&, T,” is an embedded star. It now follows that T;” is 
isotopic to (T& by an isotopy fixing the critical vertices. 
As the next lemma will show, this will allow us to conclude that T4 is 
equivalent to TP, and that will complete the proof of Lemma 4.1. 
LEMMA 4.2. Suppose f, h are alternating tree maps with the same 
critical vertices. Suppose f and h are isotopic rel the critical vertices. 
Suppose that (Tf), is equivalent to (T&C by an isotopy Jixing the critical 
vertices. Then Tf is equivalent to Th. 
ProofofLemma 4.2. Using the homeomorphism which identifies the 
critical subtrees we can assumefand h have the same critical subtree T, . 
Since the homeomorphism is isotopic to the identity rel critical vertices 
we can still assumefand h are isotopic rel critical vertices and thatfand h 
leave T, invariant. Call the edges of Tf or T,, belonging to T, critical edges 
and call the other edges prongs. At each critical vertex the critical edges 
define angular sectors. It suffices to show that Tf and Th have the same 
number of prongs in corresponding sectors. Let 8 be a critical vertex and 
let el and e2 be two critical edges bounding one of these sectors. Consider 
an embedded arc p with endpoints at critical points other than 8. Suppose 
p lies in the critical subtree offexcept in a small neighborhood of 8. Near 
8, /3 runs along el , then across the sector and back out along e2. Suppose 
that there are k prongs in the sector. Then by the local description of an 
alternating tree map, we can determine f@?) up to isotopy rel critical 
points. Since the critical tree is invariant by f, f(p) differs from p by a 
curve in the neighborhood of 0 that winds around 8 k + 1 times. Sincef(P) 
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and h(P) are homotopic rel critical points we see that f and h have the 
same number of prongs in the sector. If there is only one critical edge at 6’ 
it suffices to note that f and h have the same degree, n 
We are now in a position to apply Thurston’s theory as was done by 
Levy (1985, Theorem 2.1). Define two polynomials to be equivalent if 
they differ by conjugation by a degree one polynomial. 
THEOREM 4.2. There is a bijection from equivalence classes of alter- 
nating trees to equivalence classes of conservative polynomials. 
Proof. Let f be an alternating tree map. From Levy (1985) we have 
that sincefis critically finite with all critical points fixed it is equivalent to 
a polynomial. In Thurston (1985) the polynomial is found as a fixed point 
of a contraction mapping on a space of complex structures and so is 
unique up to affine conjugation. Therefore we have a map from equiva- 
lence classes of alternating trees to equivalence classes of conservative 
polynomials. If two alternating tree maps yield the same polynomial then 
their alternating trees are equivalent by Lemma 4.1. So the map is injec- 
tive. It is surjective because conservative polynomials are alternating tree 
maps. n 
We now describe some additional combinatorial data which will 
uniquely determine a conservative polynomial. Recall that conservative 
polynomials are normalized to be manic and satisfyf(0) = 0. Since 0 is a 
fixed point it corresponds to a vertex of Tf, the alternating tree off. 
If f is manic then the star at infinity has edges which point in the 
direction of the d - 1 roots of unity for IzI large; in particular there is an 
edge corresponding to the direction of the positive reals. This edge deter- 
mines a unique access route of Tf, which may or may not be at the fixed 
point 0. 
COROLLARY 4.1. The conservative polynomials are in a one-to-one 
correspondence with alternating trees with distinguished vertex and ac- 
cess route . 
THEOREM 4.3. The cardinality of degree d conservative polynomials 
is (i$‘). 
Proof. Let G be a fixed regular (2d - 2) - gon. Orient the edges of G 
alternately. Let r be a fixed vertex of G for which the two adjacent edges 
point away from r. Consider a partition of G obtained by connecting pairs 
of sides by d - 1 disjoint line segments inside G. Assume that the orienta- 
tion of the paired sides match in the sense that they both point to the same 
side of the segment which joins them. These segments partition the inte- 
rior of G into d regions. If we identify paired edges we get an alternating 
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tree with d - 1 edges. The d interior regions correspond to the d vertices. 
The vertex r of G corresponds to an access route for this alternating tree. 
Therefore the cardinality of Cd is d . Z(d), where Z(d) is the number of 
partitions of G. Since any segment of a partition splits G into two smaller 
partitions we find that Z(d) = Xf&,i Z(j) . Z(d - j - l), Z(0) = 1, and that an 
equation for the generating function L(t) = 2& Z(d)td is t . t2(t) - Z(t) + 
1 = 0 (see also Etherington, 1940). From this, we find Z(d) = (2d - 2)!l((d 
- 1)!)2, which completes the proof of Theorem 4.3. n 
Remark. The integers mod 2d - 2 act on Cd by rotating the partition of 
G by 1/(2d - 2) and reversing the orientations on the edges of G. 
We now consider the derivativef’(0). Assume 0 is not a critical point as 
in the Smale conjecture. Then Si = l/f’(O) for all i. In this case 0 is a 
repelling fixed point so If’(O)) > 1 and ISi) < 1. The point 0 is on the 
boundaryofB,andBi,i= 1,. . . , s. Therefore there are s access routes 
at 0. In this situation C. McMullen explained to me the following method 
of Yoccoz, which gives an inequality for If’(O)\. The method goes back to 
Bers (1970). 
THEOREM (Yoccoz). llloglf’(O)l 2 (l/2 Z; l/log kJ + (s/2) l/log d. 
Proof. The branch off-’ which fixes zero leaves a punctured neigh- 
borhood of 0 invariant. The quotient space of orbits off-’ on this punc- 
tured neighborhood is a torus T with modulus log If’(O)ll27r. On &, f is 
analytically conjugate to the map z * zkl on the open unit disk D. Let 4 be 
the fixed point on the boundary of D corresponding to 0. The derivative of 
z --, zkl at 4 is ki and the orbit space of z + zkl on D near 4 is an annulus A; 
which is half of a torus whose modulus is log ki/2r. The analytic conju- 
gacy from D to Bi induces an embedding of A; into T. There are s such 
embedded annuli corresponding to the basins Bi, and there are s annuli 
coming from B, , corresponding to the different access routes at 0. These 
2s annuli are disjoint in T sincefleaves the basins invariant. A small circle 
around 0 corresponds to a loop in T which crosses all 2s annuli. There- 
fore, 2r/log(f’(O)) 2 (z: n/log ki) + s(r/log d). n 
COROLLARY. ISI 2 d-‘lS. 
Proof. From the Yoccoz inequality \f’(O)( I dlls since 2 5 ki 5 d. 
COROLLARY. For conservative polynomials l/d 5 (Sil < 1. 
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