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Abstract
The work in this thesis considers the effect of solvation on both electronic and vibrational
spectroscopy. It examines the accurate modelling of solvation effects in the prediction of
chemical properties and the influence of solvation when conducting ultrafast spectroscopy.
In the first presented paper, the molecule alizarin is observed to have a secondary species
in solution when dissolved in methanol. We identify this species first by conducting
pump-dependent/pH-dependent transient electronic absorption spectroscopy (TEAS)
and then by predicting the UV-Vis of different candidate species with explicit-solvent
time-dependent density functional theory (TDDFT). This paper showed the three main
considerations for UV-Vis prediction in solution are electrostatic effects, non-electrostatic
effects (eg. hydrogen bonding), and possible photoactive equilibrium species in solution.
In the second presented paper catechol was examined in acetonitrile. Catechol
is a key building block of the natural photoprotecting molecule eumelanin and hence is
often used in a bottom-up approach to understand its photochemical properties. In
this paper, we find that, contrary to previous work, catechol does not exist in two
different conformers in polar and non-polar solvents. Rather, the differences in excited
state lifetime in acetonitrile versus cyclohexane is due to hydrogen bonding to the
solvent coupled with a higher propensity to aggregate in the former. This was studied
using concentration-dependent TEAS and frequency prediction with explicitly modelled
solvent.
The third presented paper considers the sunscreen component homosalate. Ho-
mosalate undergoes ultrafast intramolecular proton transfer to form a “keto” form
when photoexcited. Following this, the keto-S1 form decays non-radiatively, similarly
to catechol, to the ground-state via a conical intersection. A small population of the
keto-S1 state decays radiatively via fluorescence. In the solution phase, alongside these
two processes, there is evidence that inter-system crossing also takes place to form a
triplet state, this decays via phosphorescence. While this molecule behaves favourably
as a sunscreen, the formation of a potentially reactive triplet state warrants further
investigation. These conclusions were the result of gas and solution phase ultrafast
spectroscopy as well as implicit-solvent TDDFT.
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In this thesis I will be using state-of-the-art ultrafast spectroscopy techniques alongside
cutting-edge theoretical techniques to solve problems of photochemical interest. The-
oretical spectroscopy is invaluable to photochemistry as it allows for the investigation
of species that cannot be experimentally isolated. For example, molecules in dynamic
equilibrium which cannot be deconvolved experimentally can be individually studied
with theoretical techniques. Furthermore, a molecule that has a short lifetime before
decaying experimentally, something very common in photochemistry, can be extensively
probed theoretically. Owing to this, it is important to make sure theoretical models of
species of interest are accurate whilst still being feasible to run in terms of computational
expenditure.
The primary motivation within this work is to accurately quantify the effect
of solvent on chromophores. For this, one must consider the multiple ways in which
solvent can affect a solute. Firstly, solvents can exert electrostatic effects. The dielectric
constant of a given solvent will directly affect the energy of a molecule’s orbitals. This
can be accounted for accurately with implicit-solvent modelling. Secondly, charge
can delocalise between the solvent and the solute. This will influence photochemical
properties and requires the explicit presence of solvent in the model to account for.
Furthermore, solvent and solutes can explicitly interact, for example hydrogen bonding
and π-stacking. Finally, a solvent influences the position of equilibriums of multiple
species in solution, for example tautomerisation or deprotonation. This is challenging
to predict theoretically and requires knowledge of the system to properly account for it.
In order to utilize explicit-solvent calculations in this fashion, one must employ
molecular dynamics simulations to set up accurate solvent environments, followed by
time-dependent density functional theory. These techniques are discussed further in
sections 1.7, 1.8, and 1.9. One of the key challenges regarding this style of calculation was
the computational cost of using large explicit-solvent models. Methods for addressing
this problem are discussed in coming sections.
1.1.2 Overview of Sun-Protection
In the first presented paper (Turner et al., J. Phys. Chem A. 2019) I utilize the
exemplar dye alizarin in order to benchmark explicit-solvent TDDFT. I also show the
value of pump-selective transient electronic absorption spectroscopy for identifying
multiple species in solution. Alizarin was selected for this study as it had been well-
studied theoretically and experimentally. This allowed us to showcase the capabilities of
combining multiple techniques, and indeed the discoveries regarding the molecule itself
were not the focus. In the two subsequent papers, as well as my further research not
documented in this thesis, I studied molecules with more relevant applications, namely
UV-filters for sun protection. Owing to this, in this section I will briefly discuss some
relevant background to the development of UV-filters, with a focus on catechol and the
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salicylic acid family, discussed in the second and third presented papers respectively.
For a full rundown of the field of UV-filters, an extensive review was produced by Holt
et. al..[1]
The role of a successful UV-filter is to absorb potentially harmful UV-A (320-400
nm)and UV-B (290 - 320 nm) radiation and dissipate this safely. Two possible methods
of conducting this are through scattering with inorganic nanoparticles [2, 3] and through
absorption with organic chromophores[4, 5, 6, 7, 8], the latter will be our focus in this
thesis. Organic chromophores act as UV-filters by absorbing UV radiation through
promotion to the excited electronic state and then undergoing fast, usually non-radiative,
decay back to the ground electronic state. These processes is discussed further in section
1.5.
An effective UV-filter usually has certain properties. Firstly, the filter must
absorb strongly in the UV-A and/or UV-B regions. It is not essential that the filter
absorbs in both as it is possible to create a mixture of multiple UV-filters which,
together, cover both regions. Secondly, it is important that a UV-filter is photostable,
as photodegradation over time will reduce the efficacy of the filter and potentially
form harmful photoproducts. Finally, it is helpful that the excited-state formed by
the photoexcitation of the UV-filter is short-lived as this results in a higher yield of
photon absorption and less chance of a reactive excited-state species further reacting
with surrounding molecules. Also worthy of note is that a realistic sun-cream will
contain other ingredients such as emollients, other UV-filters, fragrances, moisturisers,
and other compounds. Therefore, another favourable trait for UV-filters is to not be
heavily affected by solvent environment.
One example of a set of effective UV-filters is the salicylate family. Salicylic acid
derivatives are appealing UV-filters as they have low solvatochromic shift, indicating
that their properties are not overly affected by environment.[9, 10] Furthermore, they
can act as solubilizers for other UV-filters such as avobenzone.[11, 12, 13] There has,
however, been some debate about the safety and stability of salicylates.[13, 14, 15, 16,
17, 18] In the third presented paper (Turner et al., in prep.) we discuss the role of
homosalate, a member of this family, as a UV-filter.
While artificial UV-filters are a fascinating area of research, arguably just as
important is the understanding of biological UV-filters. Studies have been conducted
extensively on UV-filters extracted from plants[19, 1], and in this thesis we investigate
a class of natural UV-filters produced by humans, namely melanins. Melanin is a
complex structure that is difficult to probe experimentally. One approach to the study
of melanin is to take a bottom up approach and study smaller sections of the overall
structure. A key building block of melanin is the molecule catechol. The photochemical
properties of catechol, or the analogous 4-tert-butyl catechol (4-TBC), have been widely
studied.[1, 20] It has been observed that 4-TBC acts in a drastically different way in
different solvents and at different concentrations. It is therefore key to understand what
structural changes take place in catechol in different solvents. In this thesis we compare
Fourier-Transform Infrared (FTIR) spectroscopy results to predicted frequencies for
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possible structures of catechol to accurately assess which structures are present in
solution. It is key to note that these results will not necessarily be the same as those for
4-TBC, the otherwise analogous structure previously studied. One of the observations
is that an aggregate can form, however the identity of this aggregate is not known and
is likely to be very complex. This could be an interesting area of further research which
can be conducted through the use of mass spectrometry.
1.2 An Introduction to Spectroscopy
Within this project I aimed to study the photochemistry of small organic molecules
through a combination of experimental and computational techniques. I primarily
achieved this through the use of, and modelling of, spectroscopy. Given this, I start my
thesis by giving an overview of spectroscopy.
Spectroscopy is the study of the interactions between electromagnetic radiation
and matter. Whilst some will credit the observation that white light from the sun could
be dispersed into a continuous series of colours to Isaac Newton, it is possible to trace
its origins as far back as Roman times, where it was already known that one could use
a prism to generate an array of colours. It is apparent that Latin writer Lucius Anneus
Seneca was fascinated by prisms.[21, 22] In his “Natural Questions”, he discussed glass
rods which displayed a rainbow of colours. Further to this, Pliny the elder wrote in his
“Natural History” of a small precious stone: “for, when struck by the rays of the sun in
a covered spot, it projects upon the nearest walls the form and diversified colours of
the rainbow” [23]
As for the birth of modern spectroscopy, the first spectroscope was indeed
designed by Newton. This consisted of a small aperture through which a beam of white
light could be projected; a collimating lens; a glass prism to disperse it and a screen to
display the resulting spectra. It was later discovered by W. Herschel (1800)[24] and J.
W. Ritter (1801)[25] that the light of the sun extended into the infrared and ultraviolet
regions of the electromagnetic spectrum respectively. In this work, I will consider the
central region of the electromagnetic spectrum, including the UV region (10 nm - 380
nm; 124 eV - 3.25 eV), the visible region (380 nm - 700 nm; 3.25 eV - 1.8 eV), and the
infrared region (700 nm - 1 mm; 1.7 eV - 1.24 meV).
For the purposes of spectroscopy it must be noted that electromagnetic radiation
can exhibit both wave-like and particle-like characteristics. For a given wavelength of
light, one can imagine a particle-like “light-quanta” which is referred to as a photon.[26,
27] When a given photon interacts with a molecule it can impart energy. By monitoring
what energy photons are absorbed and the affect of the absorption of photons, we
can gain key information about the structure and behaviour of the molecule. In this
work, I specifically consider how the energy of photons can be dissipated safely for the
purpose of sun protection, as well as the way in which the effect of solvent environments
influences absorption of electromagnetic radiation in exemplar dyes.
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1.3 The Principles Governing Electronic Spectroscopy
In this thesis, the majority of spectroscopy used will be in the UV/Visible region. This
is known as electronic or optical spectroscopy. In this, a photon (typically of energy 1.8
- 4.1 eV or 300 to 700 nm) causes a quantized increase in energy to a higher electronic
state. In this section I will discuss the key principles that govern electronic absorption.
1.3.1 The Beer-Lambert Law
In 1729, Pierre Bouguer discovered, whilst enjoying a glass of red wine on holiday in
Alentejo (Portugal), that absorbance of a material sample was directly proportional to
the thickness of said material (pathlength). This discovery is often attributed to Johann
Heinrich Lambert, although Lambert himself directly cited Bouguer’s “Essai d’optique
sur la gradation de la lumière” (Claude Jombert, Paris, 1729) in his Photometria in
1760.[28, 29, 30] Regardless, this is referred to as Lamberts law to this day. In 1852,
August Beer built on this work and found that absorbance is also directly proportional
to concentration. From this, the Beer-Lambert law was born. The Beer-Lambert law







where A represents absorbance. This can be seen as a function of the amount of photons
projected into the sample (I0) and those that are transmitted (I). As previously stated,
the Beer-Lambert law dictates that absorption is proportional to pathlength (b) and
concentration (C). This means that for a given sample a relationship can be derived
that directly relates absorption to pathlength and concentration. This constant is
known as the molar extinction coefficient and is represented by ε(λ). It is, however,
only constant given fixed pressure, temperature, and wavelength.
1.3.2 A Quantum Mechanical Approach





ψ(r,R, t) = Ĥψ(r,R, t), (1.2)
in which i is the imaginary unit, ~ =
h
2π
is the reduced Planck constant, and ψ(t) is
the wavefunction of the molecule at electronic configuration r, nuclear configuration R,
and time t. The Hamiltonian, in this case Ĥ, is an operator that derives from the sum
of all kinetic energies plus potential energies of all the particles in the system. For a
single particle the Hamiltonian can be described in the following fashion:
Ĥ = T̂ + V̂ (1.3)
where T̂ is the kinetic energy operator and can be described as
5
















where V̂ is the potential energy operator and can be described as
V̂ = V (r, t) (1.6)
where V (r, t) is potential energy at a given time t and position vector r. In the many-





T̂n + V (r1, r2, ...rn, t) (1.7)
where N is the number of particles. Furthermore, the kinetic energy operator for particle



















∇2n + V (r1, r2, ...rn, t). (1.9)
This is discussed further in regards to density functional theory later in the chapter.
For the purposes of this work, a simple form of the interacting-particle Hamiltonian
can be expressed as:
Ĥ = Te + Tn + Vee + Vnn + Ven (1.10)
Where Te and Tn are the kinetic energies of the electrons and nuclei respectively, and
Vee, Ven, and Vnn are the potential energy deriving from coulombic attraction/repulsion
from electron-electron interactions, electron-nuclei interactions, and nuclei-nuclei inter-
actions respectively. In order to further simplify this system the Born-Oppenheimer
approximation must be considered.
The Born-Oppenheimer Approximation
The Born-Oppenheimer approximation states that, as the mass difference between nuclei
and electrons is large (mproton/melectron ≈ 1836), nuclear and electronic motion can be
separated. Furthermore, as electrons are significantly lighter they can be seen as moving
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instantaneously on the timescale of nuclear motion. This has the advantage of creating
separate Hamiltonians for nuclear and electronic motion, He and Hn respectively.
He = Te + Ven + Vee (1.11)
Hn = Tn + Vnn + Ve (1.12)
This allows us to define an electronic and nuclear Hamiltonian separately. In photo-
chemistry we are mainly interested in the study of the wavefunction as calculated from
the electronic Hamiltonian as described by
Heψ(r) = Eeψ(r). (1.13)
There are cases where the Born-Oppenheimer principle does not hold. A prominent
example is where there is strong vibronic coupling between two electronic states. This
can lead to non-radiative decay mechanisms such as internal conversion and inter system
crossing, which will be discussed later.
The Franck-Condon Principle
The Franck-Condon principle describes the intensity of vibronic transitions. Building
upon the Born-Oppenheimer approximation, it states that during an electronic transition,
the nuclear configuration experiences no significant change. This is known as the classical
Condon approximation. In this picture, after an electronic transition, the molecule
is unlikely to be in the vibrational energy minimum of the excited state. This can
be visualised by considering a potential energy cut along a given atomic coordinate,
as shown in figure 1.1. This results in molecules having excess vibrational energy
post-electronic excitation, which they can shed to reach the vibrational ground state.
This is often referred to as being “vibrationally hot”, and leads to a range of interesting
photochemical effects which are discussed in section 1.4. The Franck-Condon principle
explains the relative intensities of vibronic transitions by considering the probability of
a vibronic transition in relation to the overlap of the vibrational wavefunctions. We
can therefore state that the probability of a vibrational transition occurring is weighted
by the Franck-Condon overlap integral:
The Franck Condon principle explains the relative intensities of vibronic trans-
itions by considering the probability of a vibronic transition in relation to the overlap
of the vibrational wavefunctions. We can therefore state that the probability of a
vibrational transition occurring is weighted by the Franck-Condon overlap integral:
Pi→f = |
∫
ψ∗f µ̂ψidτ |2 (1.14)
Where ψ∗f is the complex conjugate of the resulting wavefunction after the
transition, ψi is the initial wavefunction, µ̂ is the electronic dipole oscillator, and dτ
denotes an integral across all space.
The Franck-Condon principle has both classical and quantum applications. Clas-
7
Figure 1.1: A schematic to show the Franck-Condon principle. This shows likelihood
of electronic absorption to the given vibronic states in the electronic excited state.
The vibronic energy levels in the electronic ground state (S0) are denoted as νn,
vibronic energy levels in the excited electronic state (S1) are denoted ν
′
n. The blue
arrow represents a given electronic absorption and the orange arrow represents a given
electronic emission.
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sically, the Franck-Condon principle is the approximation that an electronic transition
will occur without nuclear motion. The state generated by this is called the Franck-
Condon geometry and the transition is known as a vertical transition. The quantum
formulation of the Franck-Condon principle states that the intensity of the vibronic
transition is proportional to the square of the overlap integral, as shown in equation
1.14. As in the bottom section of figure 1.1, this gives rise to what is known as a
”vibronic progression” in optical spectroscopy.[4, 31] Since the electronic dipole oscil-
lator only depends on the electronic component of the wavefunction, and given the
Born-Oppenheimer approximation, we can split the Franck-Condon overlap integral











here, χ represents nuclear components and ψ represents electronic components. The
nuclear part of this equation is often known as the vibrational overlap integral or
”Franck-Condon factor”. If this factor is zero then a transition will not occur, regardless
of the magnitude of the electronic component. It should be noted that the nuclear
component of the wavefunction can be further split into vibrational and rotational parts.
However, this is neglected in this explanation as it is beyond the scope of what is used
in this thesis.
1.3.3 Selection Rules
When considering the magnitude of the electronic component of the transition, it is
important to discuss selection rules. A selection rule is a formal constraint on the
possible transitions from one state to another. These are key when considering the
probability of different electronic transitions. First, we discuss the relevant electronic
selection rules. The first is that the total spin of a system cannot change (∆S = 0). One
can separate the electronic spin wavefunction from the spatial electronic wavefunctions.
As electronic spin is a magnetic effect, dipole transitions should not alter electron spin.
Spin-orbit coupling can, however, break this selection rule. This is discussed further in
section 1.4.4.
The second electronic selection rule states that the total orbital angular mo-
mentum change should either be 0 or ±1. This means that whilst one is likely to see
transitions involving σ orbitals and π orbitals to themselves or between the two, one is
less likely to see transitions to higher angular momentum states.
Finally, we discuss two vibrational selection rules. Firstly, where V = 1, 2, 3, ...
are vibrational energy levels, transitions of ∆ν = ±1,±2, ... are allowed but the
probability of the transition decreases as ∆ν increases. Secondly, transitions of ∆ν = 0
are allowed when transitioning between two electronic states, but they are unlikely to
be the most likely probable transition owing to the difference in energy surface between
the ground and excited electronic states, see figure 1.1.
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Table 1.1: This table shows the approximate lifetimes of different excited state processes.
Decay process Typical lifetime / s
Vibrational Energy Transfer 10−12 − 10−8
Fluorescence 10−7 − 10−1
Phosphorescence 10−6 − 1
Internal Conversion 10−11 − 10−9
Inter system Crossing 10−14 − 10−8
1.4 Excited State Decay Processes
The previous section discussed optical spectroscopy where the molecules are excited from
the S0 ground state to the excited Sn states. In this notation “S” denotes states with
an overall spin quantum number of 0 (referred to as singlet states). It is important to
understand what happens to the molecule in these excited states. The study of excited
state decay is important in the fields of sun protection[7, 8], photodegradation[32, 33],
medical applications [34, 35], and solar energy harvesting[36, 37, 38]. In later sections,
I will discuss how these processes are measured and characterised. As an overview,
table 1.1 shows these processes and their approximate range of lifetimes.[39] Alongside
this, figure 1.2 shows these processes in a Jablonski diagram.[40]
1.4.1 Vibrational Energy Transfer
As discussed previously, when photoexcitation occurs it is unlikely to occur from ν0
to ν ′0. Owing to this, after vertical excitation in the Franck-Condon region an excited
state is usually vibrationally hot. Whilst this section will mainly deal with relaxation
between electronic states, here I briefly discuss the two mechanisms for vibrational
energy transfer (VET).
The first of these is intramolecular vibrational redistribution (IVR).[41] This is
when the energy in the molecule redistributes amongst its vibrational modes. This will
not lower the overall energy of the molecule, but will instead redistribute the energy
across a series of orthogonal modes. IVR does not require vibrational coupling to a
molecular bath and therefore can occur in the gas-phase. This does, however, require
a multiatomic system. IVR proceeds via anharmonic coupling to various vibrational
modes.[42] For larger systems, there is a much higher density of acceptor states than
donor states. This causes the net flow out of the initially populated state to be
irreversible. The rate, and by extension the probability, of the transition between initial





where νij is the strength of coupling between states i and j and ρj is the density of the j
states. This relationship is known as Fermi’s golden rule.[43]
The second process is intermolecular energy transfer (IET).[44] This process can
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Figure 1.2: This figure shows a Jablonski diagram of different excited state processes.
In this case “T” represents a triplet state, which is a state with spin quantum number
(S) = 1. Therefore, quantum number ms can take the values -1, 0 and 1. This state is
thus threefold degenerate, hence the name triplet.
only take place when the molecule is in a bath to which it can transfer energy. This
means it is not applicable in the gas-phase. In this case, the molecule imparts energy
to its surroundings, thus lowering the vibrational energy level from ν ′n to ν
′
0. IET is
typically a slower effect than IVR. For example, in benzene τIVR = 2 ps and τIET = 70
ps [45]. The rate of IET was described by Hochstrasser et al. using the Landau-Teller





where ζ(ω) is the frequency dependent friction at oscillator frequency ω. IET in this
case is clearly also heavily dependent on temperature. Both of these effects can occur
in conjuncture with solvent rearrangement as part of an ensemble VET process.
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1.4.2 Fluorescence and Stimulated Emission
Arguably the simplest form of excited state decay, fluorescence is the process of radiative
decay from the excited state to the ground state. Whilst fluorescence can occur from
any excited state, Kasha’s rule dictates that it only happens in appreciable yield from
the lowest available excited state, S1.[46] In its simplest form, the molecule will absorb
a photon to be electronically excited. Following this, the excited state of the molecule
will evolve over time. When the excited state has settled in a minimum, it will then
emit a photon and drop to a vibrationally hot form of the ground state. This usually
happens on a timescale of the order of nanoseconds.
The difference between the energies of the absorbed photon and the emitted
photon is referred to as the Stokes shift.[47] This shift can be due to large molecular
change in the excited state, such as isomerisation, or merely just due to the difference
in energy between the ν ′n ← ν0 and ν ′0 → νn where n > 0. This shift is generally larger
if the electronic properties (and often geometry) of the vibrationally relaxed electronic
excited state is significantly different to that of the electronic ground state. The energy
of the emitted photon, as well as the structure of the relaxed ground state, can be
predicted theoretically.
Stimulated emission is a similar effect to fluorescence in that it involves the
radiative decay of an electronic excited state to the ground state. It differs, however, as
the emission is induced through interaction with a further photon. More specifically,
one photon excites a given electron, following this a given time later, a second photon
interacts with this excited electron. This causes it to drop to a lower energy level and
emit a photon. The photon being emitted is coherent and propagates along the same
vector as the stimulating photon. Stimulated emission happens on a significantly faster
timescale and therefore can happen as the excited state is relaxing. In cases such as
this, the stimulated emission signal will evolve along the time window.[19]
1.4.3 Internal Conversion
Unlike fluorescence, internal conversion (IC) is a nonradiative process. In IC, instead
of losing energy through emission of a photon, the molecule transitions along some
atomic reaction coordinate into another electronic state.[48, 49] IC is mediated through
the coupling of vibrational modes from each electronic state. This interaction between
vibrational and electronic behaviour is known as “non-adiabatic” due to it requiring
the breakdown of the Born-Oppenheimer approximation.[31] The rate, and therefore its






where ∆Efl is the energy gap between states f and l and ν is the vibrational frequency.
IC tends to occur more in higher lying states as they are, in general, closer in energy
due to anharmonicity, as shown in figure 1.1.
Practically, these transitions can occur through two mechanisms: via an avoided
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Figure 1.3: A schematic of the potential energy surface cut of a system at a conical
intersection between the S0 and S1 states of a molecule. Here the blue arrow represents
the absorption and the yellow arrows represent the vibrational relaxation towards the
conical intersection. In this schematic, the internal conversion is a barrierless process
but this is not always the case.
Figure 1.4: A schematic of a conical intersection in two-dimensional space where h is
derivative coupling and g is gradient difference.
crossing or a conical intersection. A conical intersection occurs when two electronic states
are degenerate within a 3N − 8 dimensional subspace of the 3N − 6 nuclear coordinate
space. It is impossible for two states with the same spin multiplicity and symmetry to
cross along a one-dimensional coordinate due to Pauli’s exclusion principle.[43] If this
condition of degeneracy is not possible an avoided crossing occurs. When at a conical
intersection, non-adiabatic transfer occurs rapidly as Efl is reduced to zero, this results
in conical intersections often being the dominant factor in a molecules photodynamics.
A graphical representation of a conical intersection is shown in figure 1.3.
This diagram is something of a simplification in that it allows us to consider the
conical intersection with a two dimensional analogy. In reality, as stated previously, the
intersection between the two states occurs within a subspace of the nuclear space. A
further two dimensional representation of a conical intersection is shown in figure 1.4,
which is, again, a simplification of the real picture.
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In this subspace, we picture the intersecting states as two cones meeting at their
tips, which is where the term conical intersection comes from. The two dimensional
subspace consists of two coordinates, the derivative coupling and the gradient difference
between the two states. In this, the gradient difference represents the steepness of
the two cones leading to the intersection, a steeper gradient leads to a more likely
transition. At the tips of the cones the Born-Oppenheimer approximation breaks down
and coupling between electronic and nuclear motions can take place, this is called
non-adiabatic coupling. The derivative coupling refers to the strength of non-adiabatic
coupling between the two states.[50]
1.4.4 Inter System Crossing
Inter system crossing is similar to internal conversion but it also includes a change in
spin quantum number. In practice, this means that the molecule will transition between
a singlet and triplet state. This process is formally forbidden through the selection rule
∆S = 0
, where S is the spin quantum number although it can be made possible through spin
orbit coupling. This is a slow effect and rarely competitive with other photodynamic
processes as spin orbit coupling is unlikely, although is more likely to occur in systems
with high nuclear mass. However, as we mainly deal with organic compounds in this
thesis this does not have much bearing on this work.
Finally, a triplet state will often decay radiatively through phosphorescence.
Phosphorescence is also a very slow effect as it involves the radiative transition from
Tn to S0 which is also formally forbidden by the spin selection rule discussed above.
1.5 Transient Electronic Absorption Spectroscopy
1.5.1 Introduction to Pump-Probe Spectroscopy
Transient absorption spectroscopy is a time-resolved pump-probe technique widely
used in the study of dyes[51, 52], sun protection[5, 6], and fluorescent detection[53,
54]. Whilst transient absorption spectroscopy can be conducted with many parts of
the electromagnetic spectrum, this thesis will focus on transient electronic absorption
spectroscopy (TEAS) which uses light in the region of 330 nm to 675 nm. A schematic
of the TEAS method is shown in figure 1.5.
In practice, TEAS works by photoexciting the molecule with a pump laser Ipu,
this results in a population of the sample being in an electronically excited state (see
figure 1.2). Following this, after a given time delay (∆t) a probe pulse interacts with the
sample. By detecting the absorption of the probe, the decay of the electronic excited
state can be monitored with respect to time. As TEAS is only interested in electronic
excited state dynamics, an unpumped I0 pulse is also taken, this is used to baseline the
pumped TEAS signal using the following equation
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Figure 1.5: This figure shows a schematic of the transient electronic absorption spec-
troscopy set-up. In this, Ipu is the pump pulse, Ipr is the probe pulse, and I0 is the
unpumped reference pulse.
∆OD(λ, t) = log(I0(λ))− log(Ipr(λ, t)). (1.19)
Here I0 is the intensity of the probe pulse after passing through the sample pre-
photoexcitation, and Ipr is the intensity of the Ipr post-photoexcitation. Figure 1.6
shows a typical slice from a transient absorption spectra and how certain effects
contribute to it. Results from TEAS will be presented in this thesis in the form of false
colour heatmaps where the x-axis will be the pump-probe delay time, the y-axis will
be the wavelength of the probe-pulse, and the colour of the pixel will represent ∆OD
with red colours representing strong positive signal and blue colours representing strong
negative signal. This section will discuss these effects and how they can be used to
monitor the electronic excited state decay mechanisms discussed in the previous section.
1.5.2 Excited State Absorption
Following photoexcitation from the S0 state to the Sn state, it is possible for the
molecule to undergo a further transition form the Sn state to an Sm state where m > n
if it receives further photoexcitation. This is known as excited state absorption and
is observed frequently in TEAS results. The feature associated with an excited state
absorption will decay as the Sn is depopulated. Therefore the lifetime of the Sn state
can be studied by observing the lifetime of the excited state absorption. Theoretically,
excited state absorption is challenging to predict owing to the evolution of the S1 energy
surface. Work is, however, being conducted in the field of predicting excited state
absorption wherein linear-response TDDFT is coupled to real-time TDDFT.[55] This is
an interesting future avenue and the explicit-solvent methodology discussed later in this
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Figure 1.6: Schematic of a standard TAS slice at a given time delay, showing how the
observed signal can be made up of different effects, this is further discussed in the main
text.
thesis may in future be coupled with this to accurately predict electronic excited states.
1.5.3 Emission and Ground State Bleach
Both emission and ground state bleach give rise to features associated with negative
∆OD in the TEAS data. In the case of emission, the pumped pulse actually increases
in intensity at the wavelength of the emitted photon. Emission from a triplet state,
phosphorescence, happens on a significantly slower timescale than emission from a
singlet state, fluorescence.
With ground state bleach, when the initial pump pulse is absorbed by the sample,
the population of the ground state will be correspondingly depleted. When comparing
pumped to unpumped samples, this will appear as a negative signal in ∆OD, as the
unpumped sample will absorb the probe pulse to a greater extent in that region than
the pumped sample. As the electronic excited states decay back to the ground state,
this signal will be slowly reduced. This ground state recovery can be observed over
time in order to judge the lifetime of all electronic excited state species. If there is a
long-lived photoproduct formed then the ground state bleach may not fully recover
within the time window of the experiment.
1.5.4 Fragmentation and Photoproducts
Fragmentation can occur due to photoexcitation and this will result in photoproduct
formation. There are two primary ways in which fragmentation can occur. Firstly, the
energy of the laser can impart heat upon the molecule. It is possible that this heat
can provide sufficient activation enthalpy to break bonds. This is a similar process
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Figure 1.7: This figure shows a schematic of a dissociative O-H coordinate achieved
through internal conversion. This is based on part of the electronic excited state
mechanism for catechol, discussed further in the second presented paper.
to that which occurs in laser-induced dissociation (LID) mass spectrometry.[56] This
form of dissociation will yield photoproducts proportional to pump power and is more
prevalent in larger and more entropically unstable systems. The other way in which
photoproducts can form is via coupling to a dissociative electronic excited state. In
the case of catechol, discussed extensively in the second presented paper (Turner et
al., J. Chem. Phys. 2019), internal conversion can occur in the electronic excited state
to a dissociative S2 (
1πσ∗) state. As this state relaxes vibrationally, the O–H bond is
broken, resulting in the formation of a semiquinonic catechoxyl radical. A schematic
of this process is shown in figure 1.7. In this process, there is a barrier to the S1/S2
conical intersection, the height of this barrier is one of the key mediating factors in the
dynamics of catechol in different environments.
Practically, photoproducts are unlikely to decay within the standard time window
of a TEAS experiment, therefore the presence of a photoproduct is often marked by the
lack of return to a baseline by the end of the time-stage. This is, however, not always
due to the formation of a photoproduct and can instead be the result of a long-lived
electronic excited state.
1.6 Introduction to Experimental Photochemistry
In this thesis, transient electronic absorption spectroscopy is used to analyse the excited
state dynamics of a molecule. This section will discuss the experimental background
behind performing these measurements. This will include the generation of the pump
pulses used to excited the molecule, the white-light probe pulse used to examine the
molecule in both the ground and excited state (as well as any photoproducts generated),
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and the equipment used to manipulate these pulses.
1.6.1 Generation of the Fundamental Beam
We start our description of the laser setup, naturally, with an overview of the production
of the fundamental beam. In our experiments, we utilise a commercial Newport Spectra
Physics laser system to generate the fundamental 800 nm beam.[57] This system
comprises of Ti:sapphire lasers (Tsunami oscillator and XP Regenerative amplifier)
which exhibit strong lasing transitions around 800 nm. A seed laser optically pumps
the (Tsunami) Ti:sapphire oscillator. This oscillator is mode-locked around 800 nm
and releases pulses at a repetition rate of ≈ 80 MHz via an optical switch. Typically,
one in 80,000 of these pulses is selected as an 800 nm seed for amplification (i.e. a
repetition rate of 1 kHz). Inside the XP Regenerative amplifier (a Ti:sapphire chirp
regenerative amplifier, optically pumped by another green seed laser) this 800 nm seed
pulse is amplified by a factor of ≈ 106 and recompressed to ≈ 40 fs in duration. The
final output of this commercial system are pulses centred at 800 nm, with a pulsed
duration of ≈ 40 fs and 1 kHz repetition rate. The spectral bandwidth of these pulses
is approximately 30 nm; further details can be found in reference [4].
The 3 W fundamental beam (i.e. 3 mJ per pulse at 1 kHz) is split equally into
three parts. 1 W is used to conduct gas-phase experiments (not discussed in this thesis)
whilst the remaining 2 × 1 W are used for the present experiments. The first beam
is directed onto a second optical table (the first houses the Newport-Spectra Physics
system, supra, and TOPAS-infra) and is split further into two beams in a 19:1 (0.95
W and 0.05 W) power ratio. The lower powered 0.05 W beam is used for white light
generation, discussed later. The 0.95 W beam can be used to provide pump pulses
(800 nm, 400 nm, 267 nm) through frequency doubling (400 nm) and frequency tripling
(267 nm) of the fundamental 800 nm. In a lot of cases, the three pump wavelengths
provided by this methodology are not appropriate for the experiments we wish to
conduct. Fortunately, we have another option when producing pump pulses. In this,
the second 1 W beam discussed previously can by diverted into a TOPAS-C optical
parametric amplifier which can be used to produce variable wavelength pump pulses,
this is discussed later.
1.6.2 The Generation of White Light
The probe pulses used for our experiment comprise of a supercontinuum of white light.
This allows us to probe multiple absorption and emission features from the excited
state at multiple wavelengths. These pulses are generated by focusing the previously
described 800 nm (0.05 W) beam on a 1 mm thick CaF2 window. The advantage of
using CaF2 as our means of generating this continuum, instead of other media like
air or sapphire, is that it has a large anti-Stokes shift.[58, 59, 4] This allows for the
generation of wavelengths in the near-UV region. The generated supercontinuum is
then collimated and focused on the sample. In order for stable white light generation to
occur, a certain photon density must be reached. This is an issue as, at this density, the
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Figure 1.8: A typical spectral profile of the white-light continuum generated in our
experiments.
beam will damage the CaF2 window. This issue is circumvented in a number of ways.
Firstly, the photon density used is carefully controlled. The 800 nm beam is focused
through a focusing lens onto the CaF2 window, which is mounted on a moving stage in
order to carefully control the focal length (and therefore power). The 800 nm beam
power is further moderated using a neutral density filter. Secondly, the CaF2 window
is mounted on a piezo motor (Newport Corp.) which translates it vertically. This
ensures that the beam is not focused on the same point on the CaF2 window for too
long and minimizes damage. It is important that the window is translated vertically as
the rotation of it is shown to cause intrinsic intensity and polarization modulations.[60]
Figure 1.8 depicts a typical spectrum of this white light supercontinuum. Areas of this
spectrum with more signal will have a greater signal-to-noise ratio and therefore give
clearer results. One point that has lower signal is the dip at 425 nm, this is caused by a
harmonic of the 800 nm beam. It is worth noting that, prior to white light generation,
the seed beam is passed through a half-wave plate to set the polarization of the white
light to 54.7◦ (magic angle). This process ensures anisotropy is not measured.
1.6.3 Pump-Pulse Generation
Harmonic Generation
As discussed above, there are two methods for generating pump pulses. The first of
which is harmonic generation using the 0.95 W 800 nm beam. This is achieved through
frequency doubling with up to two β-Barium Borate (BBO) crystals, see figure 1.9.
This frequency doubling occurs via sum frequency generation (SFG). SFG happens
when two photons interact in a non-linear medium. When this happens, one of these
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photons will induce oscillation in the electron cloud of the medium with a frequency
in line with that of the photon. Following this, the second photon will also induce
oscillation. In this case however, the second photon will induce an oscillation equal to
the sum of the frequencies of both the photons. After which, a photon is emitted with
a frequency equal to that of the oscillation. This functionally combines the energy of
two photons and is behind the “frequency doubling” discussed previously. When the
two photons have the same energy, this is referred to as second harmonic generation;
this is the case when generating 400 nm pulses for which one uses a single BBO crystal.
When generating the 267 nm pump pulses, the wavelength used in the second presented
paper (Turner et al., J. Chem. Phys. 2019), BBO crystals are required. One of these is
a “type I” BBO used to induce second harmonic generation of 400 nm light, and the
second a “type II” BBO used to combine a photon of energy 400 nm with a photon of
energy 800 nm to generate a photon of energy 267 nm. It is important to note that
dielectric optics are used to filter out residual 800 nm when using 400 nm pump pulses,
or residual 800 nm and 400 nm when using 267 nm pump pulses.
TOPAS-C
Harmonic generation is useful for generating 400 or 267 nm pulses as was the case in
the second presented paper (Turner et al., J. Chem. Phys. 2019), but often one may
want to pump at a different wavelength. In the first presented paper (Turner et al., J.
Phys. Chem A. 2019), alizarin is pumped selectively at 425 nm and 550 nm in order
to selectively probe what were believed to be two different species in equilibrium. In
order to select these wavelengths, the TOPAS-C was used. The TOPAS-C is an optical
parametric amplifier that allows a range of pump wavelengths from 230-2100 nm, which
it achieves through a combination of different non-linear processes and supercontinuum
generation, with the exact processes involved being wavelength specific.[4]
1.6.4 The Solution Phase layout
Having covered the important processes behind the generation of pump and probe
pulses, it is now useful to consider the other experimental equipment used to conduct
TEAS. In order to do this, we first consider a schematic of the laser table shown in
figure 1.9.
The delay stage is designed to extend the length of the white light path in order
to create a delay between the pump and probe pulses. In our case the maximum delay
is 2 ns although this can be increased by manually extending this path.
The Delay stage
In order to create a pump-probe time delay, the 0.05 W beam (which will eventually
become the white light probe beam) is passed through a variable optical delay stage
allowing for the varying of its path length with respect to the pump beam. This delay
stage consists of a motorised translation stage (Physik Instrumente, M-531.DD High
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Precision Linear Translation Stage) driven by a motor controller (Physik Instrumente,
C-863 Mercury Servo Controller) with a hollow gold retroreflector (RR) mounted atop
the stage. It is key to accurately align the seed beam such that it is exactly parallel to
the direction of motion of the variable delay stage. If this is not the case then as the
delay stage moves the seed beam will move spatially and this will affect the overlap
with the pump beam.
The delay stage allows for a minimum step of 7 fs, which is significantly smaller
than the instrument response (around 80 fs) and is therefore comfortably small enough
for our purposes. The maximum time delay possible with the translation stage is 2 ns.
To obtain longer time delays, the path can be manually lengthened by moving mirrors;
this was not necessary for any of the results in this thesis however.
The Chopper and the Shutters
For the recording of ’pump-on’ and ’pump off’ readings, it is necessary to block sequential
pump pulses. This is achieved with an optical chopper (Thorlabs, MC1000A), which
is a fan-like instrument that spins at a frequency of 500 Hz. As the laser has a 1 kHz
repetition rate, this ensures that every second pulse is blocked and therefore leaves the
detector with half the pulses blocked and half the pulses unblocked.
We use two optical shutters to block the white light line and the pump line
respectively. These are, in practice, modified hard disk drives with moving arms which
have a sheet of heat resistant plastic attached. This design is a modified version of
that used by Maguire and co-workers.[61] The purpose of these shutters is to reduce
irradiation of the sample when not acquiring data. Furthermore, the shutters are also
used to conduct an automatic background subtraction to remove the dark noise of the
detector and any scatter. Further removing of pump scatter can be achieved through
use of a polarising filter after the sample, this was utilized in the first presented paper
(Turner et al., J. Phys. Chem A. 2019).
Sample Delivery
When conducting TEAS, we wish to ensure that each scan is of a population that
has not been scanned before to avoid surveying longer-lived photoproducts instead
of the ground state molecule. As stated previously, our laser scans the sample with
a repetition rate of 1 kHz and therefore it must be quickly replenished. To achieve
this, our sample is circulated through a flow-through cell (Demountable Liquid Cell
by Harrick Scientific Products, Inc.). This cell consists of a steel housing for a pair of
CaF2 windows. The front window is 1 mm thick and the back window is 2 mm thick,
the front window is thinner to avoid issues relating to group velocity dispersion. These
windows are separated with a pair of polytetrafluoroethylene (PTFE) spacers, the size
of these spacers can be varied to achieve an appropriate path-length. In the second
presented paper (Turner et al., J. Chem. Phys. 2019) these spacers were varied in order
to study both 5 mM and 75 mM samples without over-saturating the detector. Another
issue in this work was with aggregate forming on the windows of the flow cell. This is
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was resolved by varying the position on which the pump and probe beams intersected
with translation stages. We aim for a flow speed of 6.25× 10−6Ls−1. If the flow-speed
is significantly lower than this we observe an increase in probe noise, if it is significantly
higher than this we observe turbulence beginning to affect the flow.
Detection and System Control
The white light continuum, after passing through the sample, is introduced into the
fibre and transmitted into the spectrometer (Avantes Ltd, dual channel Avaspec-Fast,
ULS1650F-2-USB2). The ∆OD of the light passing through the sample was calculated
using equation 1.19 and displayed. The various components of this system are controlled
through a computer, a custom made LabVIEW virtual instrument (VI) is used and
fully automates the data acquisition, this was designed by M. D. Horbury.
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Figure 1.9: A schematic of the TEAS table set up.
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1.7 An Introduction to Density Functional Theory
1.7.1 The Hohenberg-Kohn Approach
Density functional theory (DFT) is the most widely used technique in the field of
computational chemistry and physics for studying small molecules[62, 63, 64], crystalline
systems[65, 66, 67], metals[68, 69, 70], and even astrochemistry[71, 72]. It is valued
for having relatively low computational cost compared to other techniques as well as
high accuracy. The basic purpose of DFT is use the Schrödinger equation to provide a
description of many interacting electrons in a system.
However, the defining feature of DFT is that is neglects the many-electron
wavefunction, ψ, and to instead harnesses the fact that all properties of the quantum
mechanical ground state of a system can be obtained through knowledge of electron
density. This was shown by Hohenberg and Kohn in 1964 and is the theoretical
underpinning of density functional theory.[73] Here, we define n(r) as electron number
density, and n(r)dr as the probability of finding an electron in dr. Given that all
properties of the ground state of a system are available from the electron density, it can
be proven that there exists a universal functional1 which calculates ground state total
energy from the electron density. This is referred to as EHK[n(r)] In this, HK stands
for Hohenberg Kohn, the creators of this functional. To solve this equation, we need to
minimize EHK[n(r)] subject to the requirement that the density represents a certain
number of electrons, Ne. In analogy to equation 1.11, we can divide up the terms of
this functional into the sum of multiple functionals corresponding to the terms of the
Hamiltonian
EHK[n(r)] = T [n] + Eint[n] + Eext[n] + EII. (1.20)
T [n] represents the internal kinetic energy of the system; Eint represents coulombic
forces between electrons, Eext represents electron-nuclear coulombic interactions, and
EII represents nuclear-nuclear interactions. Note this is not a functional, rather, this is












where Vext is the external potential arising from the nuclei. Unfortunately, T [n] and
Eint[n], both require knowledge of electron-electron interactions. Whilst calculating
energies for non-interacting systems is simple, as discussed in section 1.3.2, calculating
energies when there is meaningful interaction between particles is very challenging.
1A functional is similar to a function although it requires as an input argument a function across all
space and outputs a scaler argument
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1.7.2 The Kohn-Sham Approach
In 1965, Kohn and Sham proposed proposed the ansatz2 that the ground state density
of the original interacting system in the Hohenberg-Kohn equation is equal to that of
some chosen non-interacting system. Therefore
EKS = EHK. (1.23)
As this is a non-interacting system, the Hamiltonian operator can be split up into a sum
of terms, each of which only containing one coordinate as can be seen in equations 1.9
and 1.10. Owing to this, the Schrödinger equation has separable solutions of the form
ψ(r1, r2, ..., rn) = φ1(r1)φ2(r1)...φn(rn) (1.24)
However, as the electrons are fermions and the overall wavefunction for a system
of fermions must be antisymmetric3 under exchange of any two particles. A Slater
determinant can be seen as the minimum form of the many-body wavefunction that fits
this requirement.[75, 76] This Slater determinant is associated with an electron density





The Kohn-Sham total energy can be written as
EKS = Ts[n] + EH[n] + Eext[n] + EII + EXC[n] (1.26)
Here we have introduced three new terms, Ts[n], EH[n], and EXC[n]. The first term,













The second term, EH[n], is the Hartree energy. This represents the coulombic interaction








The final term, EXC[n] is the exchange correlation term and is at the heart of the Kohn-
Sham method. This term encompasses all the effects of electron-electron interaction
and, by definition, is the term that ensures EKS is equal to EHK, therefore
2Ansatz: attempt, approach. A mathematical assumption, especially about the form of an unknown
function, which is made in order to facilitate solution of an equation or other problem [Oxford English
Dictionary].
3Consider exchange operator pij such that pijψ(X1, X2) = ψ(X2, X1), an antisymmetric wavefunction
fulfils the condition that ψ(X1, X2) = −pijψ(X1, X2), for further details on why the wavefunction of
fermions is asymmetric under exchange of two particles see ref [74]
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EXC[n] = T [n]− Ts[n] + Eint[n]− EH[n] (1.29)
The relative ease of implementing this form of density functional theory is the reason it
has become so widely used across so many fields.
1.7.3 Minimizing Energy with Kohn-Sham DFT
In order to minimize EKS, and thereby find the ground state, we must differentiate
the Kohn-Sham equation with respect to the single orbitals, ψn(r). In this, we select
constraints that ensure that the orbitals we are minimizing with respect to represent
densities that integrate to the correct number of electrons. This allows us to minimize
with respect to the single orbitals as opposed to the density. By using the chain rule to


























= VXC(r). We can now minimize EKS subject to the constraint that
the single particle orbitals are normalised. This is subject to the constraint that the
wavefunctions are all mutually orthonormal,4 which is achieved by adding a set of
Lagrange multipliers. This results in the Kohn-Sham equation




∇2 + Vext(r) + VH(r) + VXC(r)
]
ψn(r) = εnψn(r) (1.31)
In practice, the Kohn-Sham equation is solved iteratively by generating a guess electron
density and solving the Kohn-Sham equation for this to generate a set of orbitals. These
orbitals are used to generate a set of better approximation of the electron density, which
in turn results in a different value for n(r) than was previously found in equation 1.25,
and the process is repeated. When the total energy of the system has stopped changing
by more than some chosen tolerance, the calculation is said to have converged. In
order to solve the Kohn-Sham equation, VXC(r) must be approximated. Methods for
approximating this are discussed in the following section.
1.7.4 An Overview of Functionals
There is an intrinsic trade-off with the approximation of the exchange-correlation
functional between accuracy and computational cost. Perdew wrote of a “Jacobs
ladder”5 of functional classes in 2001 to describe the increasing rungs of functional
4Two functions ψi(r) and ψj(r) are said to be orthonormal if
∫




For further details as to why fermions occupying different normalised states must be orthonormal see
reference [75]
5This is a biblical reference to a dream Jacob had of a ladder on earth with the top reaching to
heaven.
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Figure 1.10: A “Jacobs ladder” of density functional approximations to the exchange
correllation energy.
accuracy, see figure 1.10.[77] This was expanded upon by Casida et al. who in 2002
described a similar Jacobs ladder for time-dependent density functional theory, as is
discussed later in this section.[78, 79]
The Local Density Approximation
In order to generate an accurate functional, one must accurately approximate VXC(r).
One common starting point for doing this is the local density approximation. In the
local density approximation, it is proposed that EXC depends only upon electron density
and not on other factors such as the Kohn-Sham orbitals. Beyond this, the local density
approximation uses a homogenous electron gas (HEG) model. The exchange-energy
density of HEG is known analytically using the local-electron-gas formula.[80] We can





where εXC(n(r)) indicates the exchange and correlation energy per particle of a uniform
electron gas of density n(r). The function εXC can be split into two parts, the exchange
contribution (εX(n(r))) and the correlation-contribution (εC(n(r))). The former is












The εC(n) was obtained accurately in 1980 by Ceperley and Alder using diffusion
quantum Monte Carlo calculations.[82] These values have been interpolated to find
an analytic form of εC(n). The LDA approximation is remarkably accurate and has
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been used widely for many years. One major weakness is that it is inaccurate in highly
inhomogeneous systems.
The Generalized Gradient Approximation
One downfall of the local density approximation is that it assumes the density of the
electron gas to be homogenous with respect to distance from the point. As EX is the
significantly larger part of EXC it followed that this would be the part that was first
addressed.[84] It was suggested that the effect of non-homogeneity of the true electron
system on EX could be accounted for by expanding in terms of gradient of the density




Where “s” is a dimensionless or “reduced” density gradient, and fX(s) is called the
“exchange enhancement factor”. This equation is known as the “generalized gradient
approximation”. Later, functionals were developed for calculating correlation energy,
for instance LYP, which also used the generalised gradient approximation manifold.[87]
These exchange functionals, such as B88[85], and correlation functionals, such as
LYP[88], were combined to generate GGAXC functionals like BLYP. This technique is
the basis of the PBE functional [89] that is widely used in this work, and also forms
the starting point for hybrid [90, 91] and ranged separated functionals [92, 93] that will
be discussed in the following section.
Hybrid Functionals
GGA functionals can be improved by calculating a fraction of the exchange energy
portion of EXC using the exact expression calculated from Hartree-Fock theory. In this,
instead of using the Hartree-Fock orbitals, the Kohn-Sham orbitals are used for this
calculation.[87] The remainder of the EXC derives from the GGA or LDA functional.[94]














with any number of exchange and correlation functionals. The weightings of these
functionals are set a priori and will often be based on experimental data or previously
conducted high level calculations.[94, 90, 91]
Two examples of hybrid functionals used in this work are PBE0[90] and B3LYP[91].





X −ELDAX ) +aX(EGGAX −ELDAX ) +ELDAC +aC(EGGAC −ELDAC ).
(1.36)
28
Where a0 = 0.20; aX = 0.72; and aC = 0.81. These figures were calculated by Becke by
fitting the analogous B3PW91 parameters to a set of atomization energies, ionization
potentials, proton affinities, and total atomic energies.[91, 95] This functional was an
attempt to balance the qualities of the LDA, GGA, and HF approaches to build the






(EHFX − EPBEX ). (1.37)
This method is significantly simpler and uses the PBE functional to generate EPBEX and
EPBEXC . The name PBE0 is used as this is, unlike B3LYP, a zero empirical parameter
functional.
Range-Separated Functionals
Whilst hybrid functionals are very effective at calculating the energies of the vast
majority of systems, issues can arise with some select cases. These include, but are not
limited to, polarizability of long chains[96] and Rydberg states.[97] These issues are
noticed primarily in excited state calculations (discussed later) and are not usually an
issue with ground state calculations. A cause of this “inexactness” can be traced back
to the one electron self-interaction error (1e-SIE).[98, 99] An important source of 1e-SIE
is the incorrect treatment of EX at long ranges. The VXC of semi-local functionals
decays exponentially along with the density, while the asymptotic form of the exact
potential is −1/r. [100, 101, 99]
It has been suggested that it is possible to recover the −1/r asymptote exactly
by introducing range separation.[97, 102] Practically, this is implemented by splitting
the coulomb operator in EXC into two terms, a short range term and a long range term.














By varying the weighting of these terms one can accurately represent long range
interactions. The methodology behind this is beyond the scope of this work but can be
found in references [97, 102, 103, 104, 105]. This type of functional is especially good
for studying charge-transfer excitations. Some examples of range-separated functionals
are CAM-B3LYP and LC-PBE0, both of which are utilized in the first presented paper
(Turner et al., J. Phys. Chem A. 2019).
1.7.5 Basis Sets
The previous section discussed at length the process of setting up the Schrödinger
equation with Kohn-Sham theory and various functionals to approximate EXC. This
section looks further into how to actually solve the Schödinger equation in practice.
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∇2ψn(r) + Veff(r)ψn(r) = εnψn(r), (1.39)
where Veff encompasses all the potential energy terms for some effective potential. This
effective potential would be computationally expensive to calculate in real-space on a






for a set of basis functions χm(r) and coefficients cm. We can reduce the complexity of
equation 1.40 by selecting a good set of basis functions. There are two main classes
of basis functions, the unbiased grid or plane-wave based methods and local orbital
methods. The grid-based methods reduce the complexity of solving the problem by
using a large number of simple functions in terms of which the Hamiltonian has a very
simple form. This class of basis functions is better for periodic extended systems as
well as being very simple and having tunable accuracy. The local orbital based method
simplifies the problem by limiting the number of basis functions that need to be used,
choosing them to best represent the orbitals. The method is often a lot cheaper as
it already contains a lot of information about the system as a starting point. In this
section we will discuss both methods.
Local Orbital Basis Sets
A local orbital basis set uses functions of the form χα(r − RI) for orbitals based on
atom position RI . The “minimal” basis set uses one function per occupied orbital, but
this is however not normally sufficient to accurately describe the system. Even in this
simple system, there is normally more than one function per location, therefore the
index “m” is used here to denote the specific combination of index α and position I.









Therefore, we can solve the secular equation6
6A characteristic polynomial of a square matrix is a polynomial which has eigenvalues as its roots and
is invariant under matrix similarity. It has the determinant and the trace of the matrix as coefficients.




[Hm,m′ − εiSm,m′ ]ci,m′ = 0 (1.43)
These local basis functions in practice often take the form of Gaussian orbitals, Slater-
type orbitals (STO), or numeric atomic orbitals (NAO).
In this thesis an array of basis sets are used, all of which are considered “split-
valence basis sets”. In this approach a different number of basis functions is used on
the valence orbitals to the ground orbitals. This comes from the belief that the valence
orbitals are more important to the behaviour of the atom and therefore need to be
treated more accurately. An example of one such basis set is 6-31G. In this Pople-style
basis set, six primitive Gaussians make up the function used to represent the core
orbitals. The valence orbitals are represented by two functions in this case, one made up
of three primitive Gaussians and one made up of one primitive Gaussian, this is referred
to as a “double ζ” basis set. Another example of a double ζ basis set is cc-pVDZ where
DZ stands for double ζ. Triple ζ basis sets include 6-311G and cc-pVTZ. For more
details on Pople basis sets and how they are formed from these primitive Gaussians,
see reference [106]. In this reference two other additional modifications are discussed,
polarization and diffuse functions, which will now be explored in further detail.
First, we will discuss polarization functions. An atomic orbital may shift as
a response to the presence of other nearby atomic orbitals. This is referred to as
polarization. For example, an s orbital can polarize in a specific way when mixed with
a p orbital, this is how carbon-carbon double bonds are formed. In general, to polarize
a basis function with angular momentum l one must mix it with basis functions with
angular momentum l + 1. This form of modification is important when studying highly
polarized and conjugated systems. In Pople basis sets the addition of polarization
functions is often denoted with a star (*). Normally, one star is used to denotes the
adding of one set d-type polarization functions to all non-hydrogen atoms and two stars
denotes the adding one set of d-type polarization functions on all non-hydrogen atoms
and one set of p-type functions to all hydrogen atoms. Another notation for this is to
list the added functions in parenthesis after the basis set. Correlation-consistent basis
sets (cc-p) include a full set of polarization functions for each atom.
Diffuse functions deal with situations where the electron is held far away from
the nucleus. They are necessary for anions, Rydberg states, and highly electronegative
atoms with high electron density, such as fluorine. In Pople basis sets, diffuse functions
are indicated with a plus symbol (+). Analogously to polarization functions, a single
plus indicates the addition of one set of sp-type diffuse functions on all non-hydrogen
atoms and two pluses indicate the addition of one set of sp-type diffuse functions to
all non-hydrogen atoms and one set of s-type functions to all hydrogen atoms. In
correlation-consistent basis sets the addition of diffuse functions is indicated by the
presence of the prefix “aug”. In the first presented paper (Turner et al., J. Phys.
Chem A. 2019) the vertical excitations of different tautomers of alizarin were calculated.
As two of these tautomers were anions, this set of calculations was conducted using
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the basis set aug-cc-pVTZ. These correlation-consistent basis sets were optimized
for use in MP2 calculations. However they are still accurate when used with high
accuracy DFT functionals owing to the reasonable degree of similarity of the results of
advanced functionals to post-HF methods. In this thesis we have in several cases used
correlation-consistent basis sets as these were used in several previous papers we wished
to benchmark our results against, even though in all cases Pople basis sets would likely
be just as appropriate.
Grid Based/Plane-Wave Basis Sets
Plane-wave basis sets are very useful for periodic systems. This is due to the fact that
the plane-wave approach utilizes a periodic boundary condition over some volume V.
It is still possible to use plane-wave codes in a non-periodic system as long as there is
sufficient empty space between the molecule and the edge of the defined “box”. Any










′.reiq.r = δq′,q. (1.45)
We can, therefore, calculate the matrix elements by inserting equation 1.44 into equation
1.39. This, after applying the kinetic energy operator and using the previously discussed












ci,q = εici,q′ . (1.46)
If we write all our wavevectors q in terms of one wavevector k inside the first Brillouin






(k2 +G2)δG,G’ + Veff(G−G’)
)
(1.47)




HG,G′(k)ci,k+G′ = εici,k+G (1.48)
for the coefficients ci,k+G giving solutions ψi,k(r) for each k-point. It is, however, not
possible to treat our G-vectors as an infinite set so we must discretize them to form a
useful finite basis. We know that larger —G— terms correspond to basis functions that
vary rapidly in space. If we are confident we have reasonably smooth wavefunctions
we can discard larger —G— terms. We do this by implementing a cutoff energy term
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(Ecut) term where only G-Vectors that obey
1
2
|k +G|2 < Ecut
are included in the basis. As the cutoff energy increases, total energy of the system
with decrease to a convergence point. Due to this, we can describe total energy as
variational to Ecut. This style of basis set works more effectively for systems with
periodic boundary conditions, which does not apply within our system. Owing to this,
they have not been used in this thesis.
Pseudopotentials
In this work, we will often use pseudopotentials as a method of lowering computational
complexity. A pseudopotential is a substitution of the Coulombic potential for a bare
atomic nucleus with a pre-calculated potential representing the nucleus and tightly
bound electrons. This varies less rapidly and therefore reduces the size of basis set
needed to represent these orbitals. Also, this lowers the number of electrons in the
system dramatically. These pseudopotentials will be generated a priori with a stand
alone ab initio calculation.
1.7.6 Time-Dependent Density Functional Theory
Time-dependent density functional theory (TDDFT) is a method which attempts to
model the response of the system to time dependent potentials. This allows us to
investigate the dynamics of the electron system and is key to predicting UV-Vis and
fluorescence results. It does this by predicting the excited states of a system. TDDFT
works through the principle that one can directly model a time-dependent potential,
νext(r, t), with a time dependent density, n(r, t). This is known as the Runge-Gross
(RG) theorem and is directly analogous to the Hohenberg-Kohn theorem, which holds
the same for time-independent potentials, as discussed previously.[107] Also like HK
theorem, it therefore proves that for the time-dependent many-body wavefunction there
exists a uniquely defined time-dependent density.
Whilst there are a number of ways to approach TDDFT in this thesis we use
the Casida approach to linear response TDDFT (LR-TDDFT).[108, 109] LR-TDDFT,
unlike real-time TDDFT, does not propagate time explicitly. Rather, it uses a Fourier
Transform with respect to time to give the response to excitations at a given frequency,
ω. The underlying Casida methodology relies on the ability to form a Dyson-like
equation7 within Kohn-Sham theory. This relates the exact response of the density to
an external perturbation to the Kohn-Sham response and to the Kohn-Sham effective
potential. The poles of this exact response function are the excitation energies of the
system.
Stepping back briefly, with any approach, we start by considering an external
7A Dyson equation summarizes the Feynman-Dyson perturbation theory. Further information can
be found at reference [110]
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potential, vext(r), of the system, in this case we perturb it with a external time dependent
potential:
vext(r, t) = vext(r, t = 0) + δvext(r, t). (1.49)
For this, the system will respond, giving a time-dependent density n(r, t). This can
be expanded as a Taylor series wherein the first term (n1(r, t)) represents the direct
response to δvext(r, t), the second (n2(r, t)) represents the response to that response






dr′χ(r, t; r′, t′)δvext(r′, t′), (1.50)
where χ(r, t; r′, t′) is the response function which expresses the change in the density at
(r, t) due to a change in the potential at (r′, t′). We can therefore simply define this as






In the appendix we show how knowledge of the KS system can be used to find the poles
of the response function of the full interacting system. Once this has been achieved






































Which has the same structure as the eigenvalue problem arising from the time-dependent
Hartree-Fock theory and can be solved in the same fashion.[111]
It is worth noting that the accuracy of TDDFT is significantly more dependent
on the choice of exchange-correlation functional than is ground state DFT. While one
can obtain good geometries and relative energetics using a semilocal functional like
PBE, within TDDFT a hybrid functional is often necessary, see section 1.7.4. Another
limitation is that charge-transfer style excitations are often underestimated in TDDFT
compared to local excitations. The Casida approach allows us to predict excited state
forces as well. This is useful as it allows for excited state relaxation calculations like
those present in the third presented paper (Turner et al., in prep.).
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1.7.7 Improved Scaling in Density Functional Theory
The computational effort in solving the Kohn-Sham equations scales cubically with
system size (O(N3)). Traditional Kohn-Sham methods seek eigenstates ψn(r) with
eigenvalues εn. To fill a number of occupied orbitals ∝ O(N), one must calculate a
number of eigenstates which itself ∝ O(N). Further to this, each eigenstate is described
by basis functions, the number of which scales ∝ O(N). Finally, each eigenstate must
be kept proportional to all the others during the process of finding the solution, where
the number of others is ∝ O(N). In recent years, an effort has been made to improve
the scaling of TDDFT culminating a linear scaling methodology.[112, 113] In this thesis,
I conduct linear-scaling calculations using the ONETEP code.[114]
The linear scaling methodology is born out of a simple premise - it is not
necessary to know every eigenstate individually and instead an averaged description







Where fn is the occupancy of state n and can be either 1 or 0. The single electron
density matrix contains all the information about the ground state of the system. If
we want the band structure energy, for example, we can calculate it using this matrix.























Charge density is given by the diagonal elements of the density matrix:
n(r) = 2n(r,r′) (1.57)
In this the factor of 2 is to account for electron spin as we assume a closed shell system.
Provided there is a band gap, the density matrix has been shown to decay exponentially
as a function of the distance between r and r′.[115, 116, 117, 114] This property can be
exploited to truncate the density matrix such that the amount of information it holds








where the φα is a set of spatially, localised non-orthogonal basis functions and K is
a matrix referred to as the density kernel.[119] The density matrix can be simplified
through truncation of the density kernel:
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Figure 1.11: A flow chart to show the methodology by which ONETEP conducts
linear-scaling TDDFT. Typical convergence criteria involve RMS values of
∂E
∂Kαβ
Kαβ = 0 when |Rα −Rβ| > rcut (1.59)
in this, Rα and Rβ are the centres of the localisation regions of functions φα and φβ
respectively. In ONETEP we use a minimal number of localised functions per atom and
optimize these functions during the calculation. Therefore, we no longer consider φα as
our atomic basis set a priori, rather, they are quantities set to be determined during
the calculation alongside the density kernel. Figure 1.11 shows a flow chart of how this
takes place. This is a two loop process, with the density kernel being optimized for
every given set of optimized φα.
We call the φα non-orthogonal generalised Wannier functions (NGWFs) and centre them
on the atoms in the system.[120] We enforce strict localisation on them by truncating
any contributions from outside localised spheres of radius rαloc. This is achieved by





Each psinc function is a delta-function expressed in a plane wave basis with limited
bandwidth. These occur at a given grid point k for function Dk(r), figure 1.12 shows
a plot of a psinc function, reproduced from reference [122]. Psinc functions are only
non-zero on a single grid point. The set of psinc functions forms a regular grid as




Figure 1.12: A psinc basis function, reproduced from reference[122]
Figure 1.13: Adapted from a schematic of the ONETEP simulation cell.[114]
centred on an atom by truncating its expansion. The psinc functions are connected to
plane-waves by Fourier transform. Due to this, it can be said that ONETEP is a linear
scaling formalism of the plane-wave pseudopotential DFT approach (see section 1.7.5).
Analogously to Ecut in the plane wave method, the grid spacing of the psinc basis set
can be reduced, causing a variational increase in calculation accuracy.
Whilst this method is in precise agreement with plane-wave methods when
studying occupied states, unoccupied states may have significant error. One way of
solving this, proposed by Ratcliff et al. (2011), was to optimise a second set of localised
functions for the unoccupied states.[123] This method uses a second density matrix
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where {c} denotes conduction states. The single particle density matrix for the occupied
orbitals will now be referred to as K{v}. These conduction states are treated in the
same fashion as the occupied states and therefore computational complexity scales
linearly with system size. The main limitation of this NGWF representation is that
the localised functions often do not form an accurate representation of high energy
delocalised and unbound conduction states.[124]
In order to perform linear scaling TDDFT, analogously to in section 1.7.6, we












For this, we employ the Tamm-Dancoff approximation. We note that K{1} is a repres-
entation of X in mixed occupied/unoccupied space. The matrix-vector product f = AX
can the be constructed in the NGWF space as:
fχφ = K{c}HχK{1} −K{1}HφK{v} +K{c}(V {1}χφ[K{1}])K{v}. (1.63)
Here, Hχ and Hφ denote the ground-state Kohn-Sham Hamiltonian in the χα and φβ
representations respectively. V {I}χφ[K{1}] is the self consistent field response of the
system to perturbation n{1}(r) in the ground state density. The lowest excited state





where Sχ and Sφ denote the overlap matrices of χα and φβ respectively. Higher excited
states can be obtained using the same variational principle by enforcing an orthogonality
constraint between all excited states.[125] Similarly to in ground-state linear scaling
DFT, as K{c}, K{v}, and K{1} can be made to be sparse for sufficiently large system
size [123], the calculation of ωmin scales as O(N) with respect to system size.
1.7.8 Calculation of Vibronic Properties
In the second presented paper (Turner et al., J. Chem. Phys. 2019), we calculate the
vibrational modes associated with catechol in solution and compare them to results from
infrared spectroscopy. The method we followed was similar to that used by a related
paper on the subject by Grieco et al.[20] and involved carrying out a well-converged
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geometry optimization followed by a frequency calculation using density functional
theory. It is therefore important at this stage to briefly discuss how density functional
theory calculates vibrational frequencies. A longer exploration of the field of frequency
calculations can be found at references [126, 127]. First we define a set of N atoms and
write there coordinates as a a single vector r with 3N components. If we consider r0
as a local minimum we can define the distance from that as x = r0 − r. The Taylor
expansion of the energy is (to second order):













Because this is evaluated at an energy minimum, all terms with first order differentials








From this, we can now derive an equation of motion for the classical dynamics of atoms.














where the elements of matrix A are Aij = Hij/mi. This is known as the mass weighted-
Hessian matrix. These equations of motion have a set of solutions associated with the
eigenvectors of A. The given eigenvectors of this matrix are the vectors e that satisfy
the equation:
Ae = λe (1.69)
Given the initial conditions x(t = 0) = ae for a given arbitrary constant a and
dx(t = 0)/dt = 0, we can define
x(t) = a cos(ωt)e where ω =
√
λ (1.70)
These solutions are known as “normal modes”. The general solution of these equations
of motion can be written in terms of a linear combination of these normal modes. One
way to determine a full set of normal modes in DFT is to use the finite differences to
calculate the force constant matrix. This method is computationally expensive and
inefficient on a larger scale. Instead, one can use a linear response methodology based
on the calculated forces within density functional theory. Full details on this method
were expressed by Wong et al. (1996).[126]
Either way, the mass weighted Hessian matrix can be calculated, A, and this is
used to calculate the eigenvalues and eigenvectors of the forces using equation 1.69 and
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the normal modes using equation 1.70. It is worth noting that for frequency calculations
it is imperative to use the same level of theory on the geometry optimization as the
frequency calculation as the normal mode calculation will not give meaningful results if
not initiated from a well-converged local minimum.
1.8 Introduction to Molecular Dynamics Techniques Used
In This Thesis
In both the first presented paper (Turner et al., J. Phys. Chem A. 2019) and the second
presented paper (Turner et al., J. Chem. Phys. 2019) molecular dynamics is used to set
up explicit-solvent environments. These environments are later examined with TDDFT
to predict UV-Vis and FTIR spectra. This section will briefly address the molecular
dynamics techniques used in order to provide sufficient background for the calculations
conducted. A more thorough discussion of molecular dynamics can be found within
references [128, 129, 130].
Molecular dynamics is a method for simulating the movement of atoms. The
interactions of these atoms are determined numerically by solving Newton’s equations
of motion for a system of interacting particles. The forces between these particles
and their potential energies are calculated using molecular dynamics forcefields. In
this work, we perform molecular dynamics calculations with the AMBER package
with the generalized Amber forcefield (GAFF).[131, 132] Force field parameters for
molecular species were generated using the antechamber tool.[133] Temperature is a key
consideration when aiming to mimic a realistic system. Where appropriate, temperature
is controlled with a Langevin thermostat.[134] A Langevin thermostat attempts to
model the effect of moving solvent molecules, thus accounting for friction and the
occasional high velocity collision. Langevin dynamics mimic the viscous aspect of a
solvent, whilst not accounting for electrostatic or hydrophobic effects. This is key when
generating snapshots of explicit-solvent for accurately equilibrating systems.
The standard process is to take an optimized solute geometry and to place it
in a bath of solvent molecules. This system then undergoes heating and equilibration
to create a realistic starting system. Finally, this system is observed at constant
temperature for a set period of time to obtain “trajectories”. Further information on
the parameters used for each calculation are discussed in the individual papers. One
will often conduct two different types of molecular dynamics run. The first is a thermal
equilibration with an NVT ensemble, this equilibrates the system while keeping number
of molecules (N), volume (V), and temperature (T) constant. The second type of
equilibration is a density equilibration, which uses an NPT ensemble. This ensures the
density of the system is treated correctly by fixing number of molecules, pressure, and
temperature and letting volume vary.[129] In the first presented paper (Turner et al.,
J. Phys. Chem A. 2019) a pre-equilibrated box of methanol is utilized as the solvent,
therefore the density equilibration step was not necessary. A density equilibration
was conducted for the second presented paper (Turner et al., J. Chem. Phys. 2019),
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Figure 1.14: This figure shows the act of explicit solvation. In this case, a catechol
molecule is solvated in acetonitrile.
however. It is key to generate a set of statically uncorrelated snapshots to create a “fair”
sample of the different configurations possible in the system. A statistically correlated
trajectory can lead to biased sampling and an unrealistic distribution of structures.
1.9 Explicit-Solvent Calculations
In this thesis solvation is often modelled explicitly, see figure 1.14. This is to say
that, solvent molecules are explicitly present in the calculation, rather than just being
represented by a polarizable continuum with a given dielectric constant. This allows for
the modelling of non-electrostatic interactions such as hydrogen bonding and π-stacking.
The downside to this is that it greatly increases computational expense. In this section
we discuss the methodology by which one can combine molecular dynamics simulations
and linear-scaling TDDFT in order to conduct explicit-solvent calculations.
In the past, a highly popular approach to conducting explicit-solvent calculations
was to use a mixed quantum mechanics/classical mechanics method (QM/MM). This
gave a good compromise between computational cost and accuracy. In this method,
chromophores are treated on a quantum mechanical level with long range electronic
screening provided at a classical level.[135, 136, 137] While this approach has been
widely used in the literature[138, 139, 140] more recent studies have shown that, in some
circumstances, this technique is insufficient.[141, 142] Specifically, it appeared that the
explicit inclusion of large parts of the solvent in the QM description was necessary when
calculating long-range electrostatic effects. It was shown in 2016, in a paper that was a
key influence to the first presented paper (Turner et al., J. Phys. Chem A. 2019), that
to converge the solvatochromic shift of alizarin in water one must treat a significantly
larger solvated system quantum mechanically.[143] These calculations were facilitated
using the linearly-scaling TDDFT methodology discussed in section 1.7.7.
To further reduce the computational expenditure of these methods one can use
a technique known as spectral warping. This technique, pioneered by Ge et al. [144],
involves utilizing the fact that it is not necessary to employ as expensive a level of
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Figure 1.15: A flow chart showing the methodology behind generating a predicted
UV-Vis spectrum using explicit-solvent linear-scaling TDDFT
theory on the solvent as the solute. First, one conducts a calculation using a high
level of theory on the molecule in implicit-solvent, normally using an expensive basis
set and functional. Next, one conducts a calculation on the same system using a
computationally less-expensive methodology, but still one which one believes produces
a result whose relationship with that of the expensive methodology is predictable (eg a
constant energy offset). Following this, warping parameters are established which map
the cheap calculation onto the more expensive one. Next, calculations using the cheaper
level of theory are conducted on an explicit solvent cluster model, with an implicit
solvent model beyond the cluster, to screen surface charge on the edge of the explicit
cluster. Finally, the previously-calculated warping factor is applied to the cheaper
explicit-solvent calculation to mimic the effect of using a more expensive level of theory
on the explicit-solvent model. Zuehlsdorff et al. used this method to produce accurate
UV-Vis spectra for the dye molecule nile red.[137] For this, they generated spectra for
50 different snapshots, convolved each excitation with a Gaussian curve of broadness 0.1
eV, and averaged them together. This methodology is used in the first presented paper
(Turner et al., J. Phys. Chem A. 2019) and is expressed by the flow chart in figure 1.15.
The final aspect of these calculations to discuss are the empirical scaling factors
used in the first and second presented papers. In the first presented paper a constant
energy offset is used to correct electronic excitations. This is utilized because the
common issue experienced with calculating electronic excitations in TDDFT is an
incorrect treatment of the band gap, see section 1.7.4 and reference [84]. Ideally, an
accurate calculation would not require this offset, as the expensive functional would
be sufficiently accurate without further correction. In the first presented paper PBE0
and B3LYP only require relatively small offsets of 0.15 and 0.03 eV respectively to
reproduce experimental spectra. The range-separated hybrids required significantly
larger offsets which, whilst surprising, was in line with previous literature indicating
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specific weaknesses in these functionals for similar systems.[2, 3, 4, 145]
In the second presented paper, infrared spectra are predicted. In this case the
primary error arising from the approximations of DFT is the incorrect curvature of the
energy surface. It has been shown previously that multiplicative scaling factors can
account for and correct this.[20, 146] However, if these scaling factors were significantly
different from 1.0, less confidence would be inspired in the quality of the result. In these
previous papers, scaling factors between 0.95 and 1.05 are utilised, by calibrating the
scaling factor for a given level of theory using known results for similar systems to those
being studied. In the second presented paper, scaling factors were within this range for
the explicit-solvent results, but by contrast were significantly out of this range for the
implicit solvent results, further adding evidence for the necessity of explicit solvent.
With these calculation methods now mapped out, in the coming chapters I will
be using these methods along with the experimental methods discussed previously, to
solve problems relevant to photochemical systems.
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50. Domcke, W., Yarkony, D. R. & Köppel, H. Conical intersections: theory, compu-
tation and experiment (World Scientific, 2011).
51. Anderson, A. Y., Barnes, P. R., Durrant, J. R. & O’Regan, B. C. Simultaneous
transient absorption and transient electrical measurements on operating dye-
sensitized solar cells: elucidating the intermediates in iodide oxidation. The
Journal of Physical Chemistry C 114, 1953–1958 (2010).
52. Van Kuiken, B. E., Huse, N., Cho, H., Strader, M. L., Lynch, M. S., Schoenlein,
R. W. & Khalil, M. Probing the electronic structure of a photoexcited solar
cell dye with transient x-ray absorption spectroscopy. The journal of physical
chemistry letters 3, 1695–1700 (2012).
53. Staniforth, M., Quan, W.-D., Karsili, T. N., Baker, L. A., O’Reilly, R. K. &
Stavros, V. G. First Step toward a Universal Fluorescent Probe: Unravelling the
Photodynamics of an Amino–Maleimide Fluorophore. The Journal of Physical
Chemistry A 121, 6357–6365 (2017).
54. Ehli, C., Oelsner, C., Guldi, D. M., Mateo-Alonso, A., Prato, M., Schmidt, C.,
Backes, C., Hauke, F. & Hirsch, A. Manipulating single-wall carbon nanotubes
by chemical doping and charge transfer with perylene dyes. Nature Chemistry 1,
243 (2009).
47
55. Fischer, S. A., Cramer, C. J. & Govind, N. Excited state absorption from real-
time time-dependent density functional theory. Journal of chemical theory and
computation 11, 4294–4303 (2015).
56. Shenar, N., Sommerer, N., Martinez, J. & Enjalbal, C. Comparison of LID versus
CID activation modes in tandem mass spectrometry of peptides. Journal of mass
spectrometry: JMS 44, 621–632 (2009).
57. Moulton, P. F. Spectroscopic and laser characteristics of Ti: Al 2 O 3. JOSA B
3, 125–133 (1986).
58. Brodeur, A & Chin, S. Ultrafast white-light continuum generation and self-
focusing in transparent condensed media. JOSA B 16, 637–650 (1999).
59. Nagura, C., Suda, A., Kawano, H., Obara, M. & Midorikawa, K. Generation and
characterization of ultrafast white-light continuum in condensed media. Applied
optics 41, 3735–3742 (2002).
60. Johnson, P. J., Prokhorenko, V. I. & Miller, R. D. Stable UV to IR supercontinuum
generation in calcium fluoride with conserved circular polarization states. Optics
express 17, 21488–21496 (2009).
61. Maguire, L., Szilagyi, S & Scholten, R. High performance laser shutter using a
hard disk drive voice-coil actuator. Review of Scientific Instruments 75, 3077–
3079 (2004).
62. Runge, E. & Gross, E. K. Density-functional theory for time-dependent systems.
Physical Review Letters 52, 997 (1984).
63. Car, R. & Parrinello, M. Unified approach for molecular dynamics and density-
functional theory. Physical review letters 55, 2471 (1985).
64. Petersilka, M., Gossmann, U. & Gross, E. Excitation energies from time-dependent
density-functional theory. Physical review letters 76, 1212 (1996).
65. Ravindran, P, Fast, L., Korzhavyi, P. A., Johansson, B, Wills, J & Eriksson, O.
Density functional theory for calculation of elastic properties of orthorhombic
crystals: Application to TiSi 2. Journal of Applied Physics 84, 4891–4904 (1998).
66. Kootstra, F, De Boeij, P. & Snijders, J. Application of time-dependent density-
functional theory to the dielectric function of various nonmetallic crystals. Physical
Review B 62, 7071 (2000).
67. Lejaeghere, K., Van Speybroeck, V., Van Oost, G. & Cottenier, S. Error estimates
for solid-state density-functional theory predictions: an overview by means of the
ground-state elemental crystals. Critical Reviews in Solid State and Materials
Sciences 39, 1–24 (2014).
68. Cramer, C. J. & Truhlar, D. G. Density functional theory for transition metals
and transition metal chemistry. Physical Chemistry Chemical Physics 11, 10757–
10816 (2009).
48
69. Meng, S., Wang, E.-G. & Gao, S. Water adsorption on metal surfaces: A general
picture from density functional theory studies. Physical Review B 69, 195404
(2004).
70. Siegbahn, P. E. & Blomberg, M. R. Density functional theory of biologically
relevant metal centers. Annual review of physical chemistry 50, 221–249 (1999).
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ABSTRACT: The measured electronic excitations of a given species in solution are often a
composite of the electronic excitations of various equilibrium species of that molecule. It is
common for a proportion of a species to deprotonate in solution, or form a tautomeric
equilibrium, producing new peaks corresponding to the electronic excitations of the new
species. One prominent example is alizarin in methanol, which at different temperatures, and
in solutions with differing pH, has an isosbestic point between the two dominant excitations
at 435 and 540 nm. The peak at 435 nm has been attributed to alizarin; the peak at 540 nm,
however, more likely results from a species in equilibrium with alizarin. In this work, we were
able to use both experimental and computational techniques to selectively examine electronic
properties of both alizarin and its secondary species in equilibrium. This was achieved
through use of transient electronic absorption spectroscopy, following selective photo-
excitation of a specific species in equilibrium. The resulting transient electronic absorption
spectra were compared to the known transient absorption spectra of potential secondary equilibrium species. The ground state
absorption spectra associated with each species in equilibrium were predicted using linear-scaling time-dependent density
functional theory with an explicitly modeled solvent and compared to the experimental result. This evidence from both
techniques combines to suggest that the excitation at 540 nm arises from a specific monoanionic form of alizarin.
■ INTRODUCTION
The optical absorption spectrum of a molecule in solution
often comprises a superposition of spectra originating from
several different species, each arising from the equilibrium
process associated with a given parent molecule.1,2 For
example, tautomeric equilibria and equilibrium between
possible charge states will produce a wide range of species
each providing different contributions to the total spectrum.
These equilibrium species may result in unwanted effects, for
instance in medicine where potentially dangerous side
products may be formed,3 or in dyes or paints whose color
may be affected by properties which influence the equilibrium,
such as solvent, pH, or temperature.4 Determining the identity
of the various species present is the first step to controlling
them, but is currently challenging both for experimental and
theoretical methods. In this paper we apply a combination of
state-of-the-art experimental and theoretical techniques to
deconvolve the spectrum of a widely studied exemplar dye,
namely alizarin. Alizarin is a common dye used frequently for
biological staining of cells, bones, and cartilage5,6 as well as for
studying inorganic processes like the growth of TiO2
nanotubes.7 It has been subjected to experimental8,9 and
computational10−19 studies with a wide range of techniques,
but as we show here, the identity of the main secondary
absorption peak in protic solvents has not previously been
unambiguously determined. Here we use a combination of
methods that enables definitive identification of peaks,
pointing the way to increased feasibility of ultraviolet−visible
(UV−vis) based tools for analysis of organic compounds in a
range of solvents.
Figure 1 shows the UV−vis spectrum of alizarin in a
selection of common solvents. When alizarin is dissolved in
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Figure 1. UV−vis spectra of alizarin in different solvents. A prominent
shoulder is observed in methanol, and to a lesser extent in ethanol, at
around 540 nm.
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nonprotic solvents, the resulting spectrum displays only one
major peak, at approximately 435 nm, which we call excitation
α. However, in protic solvents such as methanol, and to a lesser
extent ethanol, a clear secondary peak is present at
approximately 540 nm, which we call excitation β. As it
represents the clearest example of this secondary excitation, we
elect to study alizarin in methanol as an exemplar system for
secondary species determination. UV−vis spectra of alizarin in
methanol taken at varying temperatures show a clear decrease
in absorption for excitation α and increase in absorption for
excitation β as temperature increased (see Supporting
Information, Figure S1). A clear isosbestic point is present
between the two excitations, implying that the secondary
excitation is not the result of a lower-energy electronic
excitation of the highest-concentration species of alizarin, but
rather is likely due to the presence of a secondary species of
alizarin whose concentration varies with temperature. This
peak has been observed previously, and has prompted debate
as to whether it corresponds to a monoanionic form of alizarin
or a tautomer.12,14,20 Parts A−D of Figure 2 enumerate the
candidate species we consider in this work.
Le Person et al. concluded that this excitation was due to
both monoanionic alizarin and the alizarin-b tautomer.20
Others in the literature however question the presence of the
alizarin-b tautomer in methanol, instead suggesting that the β
excitation is entirely caused by different tautomeric and
rotameric monoanionic species.11,14,21 In some cases where
there is a need to distinguish secondary species, nuclear
magnetic resonance can be a good option. However, in this
system the rate in which the equilibria species interconverted is
too fast for them to be distinguishable. In other situations,
infrared-based techniques are ideal. However, for this
combination of solvent and solute, the vibrational frequencies
of interest, specifically those arising from the hydroxyl groups,
are also present in the methanol solvent, causing the signal to
be eclipsed. The use of deuterated solvent can be ruled out
owing to the fast exchange of hydrogen/deuterium between
solute and solvent. The unclear overall situation thus suggests
alizarin as an ideal testing ground for novel approaches to
determining the identity of secondary species.
Two complementary techniques are required for an
unambiguous species determination: high-accuracy theoretical
spectroscopy on each candidate species, and species-selective
“fingerprinting” via time-resolved spectroscopy. We achieve the
necessary accuracy in theoretical spectroscopy by using a newly
emerging combination of methodologies: linear-scaling time-
dependent DFT22,23 and spectral warping.24 The reduced
scaling of the computational effort associated with linear-
scaling forms of linear-response time-dependent density
functional theory (TDDFT)25 enables calculations on an
ensemble of model systems each incorporating a large solvent
cluster, as has been shown to be necessary to fully converge the
solvatochromic shift.23 Meanwhile spectral warping24 enables
excitation energies calculated with a computationally “cheap”
density functional, allowing high-throughput calculations but
relatively limited overall accuracy, to be transformed by a
simple predetermined warping function to produce results
equivalent to calculations using a much higher-accuracy, but
correspondingly expensive, state-of-the-art functional. The
combination of these techniques has been shown to enable
accurate color prediction of dyes exhibiting strong solvato-
chromism resulting from various competing effects.13 In the
current work it can be used to predict the excitation energies
from each species in a given solvent, which can be compared to
experimental spectra to determine the likely concentration of
each of the candidate molecules. However, it has also been
observed that with the available accuracy of even state-of-the-
art exchange-correlation (xc) functionals, confidence in
theoretical color prediction can be difficult to obtain, due to
the spread of results obtained for different functionals.
Therefore, in this work, we use alignment with the known
experimental spectra for the majority species to eliminate the
main part of the functional-dependent error, resulting in close
alignment of the predicted secondary peaks.
To enable even greater confidence in the identity of
equilibrium species giving rise to specific absorption peaks,
we also examine their excited state properties. Experimentally,
these are assessed via transient electronic absorption spectros-
copy (TEAS), commonly used to probe excited state decay in
molecules.26−28 In this work, the pump wavelength was
specifically selected to excite the α and β excitations separately.
The resulting excited state dynamics were then compared to
excited state dynamics of a buffered solution certain to contain
the monoanionic form of alizarin.
■ METHODOLOGY
Experimental Methodology. All steady state UV−vis
measurements were taken on the a Cary 60 spectropho-
tometer. Alizarin (SIGMA-Aldrich, 97%) was dissolved in
spectroscopy grade methanol (3 μM). This solution was used
for all studies aside from the UV−vis spectra taken in other
solvents in Figure 1, for which the concentration used was also
3 μM. Buffer solutions were made for the pH 3 buffer with
trichloroacetic acid (ACS Reagent, SIGMA-Aldrich, 99.5%)
and sodium trichloroacetate (SIGMA-Aldrich, 97%). The pH 7
buffer was made using acetic acid (SIGMA-Aldrich, 97%) and
sodium acetate (SIGMA-Aldrich, 99%). Buffers were made by
dissolving reagents in methanol, the concentrations of each
component is shown in Table 1. The components were mixed
Figure 2. Primary (A) and secondary (B−D) structures considered
within this work: (A) alizarin-a tautomer; (B) alizarin-b tautomer;
(C) alizarin monoanion-a; (D) alizarin monoanion-b.
Table 1. Starting Concentrations for Making pH Buffers
buffer component concentration/mM
trichloroacetic acid (pH = 3 buffer) 2.27
sodium trichloroacetate (pH = 3 buffer) 27.0
acetic acid (pH = 7 buffer) 24.1
sodium acetate (pH = 7 buffer) 1.4
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in a 4:1 acid to salt ratio, although these were calculated using 
approximate pKa values so the pH was corrected by adding 
components dropwise until at the right pH, monitored using 
pH paper. This was due to difficulty with using electrochemical 
probes in organic solution. The basic alizarin was made by 
adding aqueous sodium hydroxide. This was not a buffer owing 
to the safety issues surrounding making basic buffers in 
methanol. The pH was regularly monitored and did not deviate 
from approximately 9 therefore we believe this method to be 
reliable.
The transient electronic absorption spectroscopy set up is 
the same as used in several previous works, including 
Greenough et al. and Horbury et al.29−31 The concentration 
of alizarin in each solution was increased to 0.1 mM. The 
broadband probe pulse was generated through focusing 800 
nm incident light on a 2 mm CaF2 window, this was translated 
vertically and spanned a spectral region of 345 to 675 nm. The 
femtosecond (fs, 10−15 s) pump pulses were produced using an 
optical parametric amplifier (TOPAS-C, spectra-physics). The 
path length used for each scan was 100 μm and the fluence was
≈1−2 mJ cm−2, while the appropriate pump wavelengths are
stated in the text. The absorption at 100 μm path length was 
0.045 OD. The instrument response of the TEAS measure-
ments was retrieved by fitting Gaussians to the time-zero 
artifacts present in the solvent scans in the acidic and neutral 
solutions (MeOH and buffer only solutions, see figure S5) and 
taking the full width half-maximum; this gave a value of ≈80 fs.
Computational Methodology. For LR-TDDFT calcu-
lations in vacuum and in implicit solvent, we use the NWChem 
package.32 We have employed the cc-pVTZ basis set and 
performed a full geometry optimization for each combination 
of functional and environment unless otherwise stated.33 For 
implicit solvent calculations, we use the COSMO model34−36 
as implemented in NWChem, with dielectric parameters set to 
represent the methanol environment.
For explicit solvent calculations, to generate an ensemble of 
realistic configurations of the molecule immersed in methanol 
solvent, we first perform molecular dynamics calculations with 
the AMBER package.37 Force field parameters for each 
molecular species were generated using the antechamber 
tool, in their DFT-optimized geometry.38 The molecules were 
then placed in a box of methanol of side length 20 Å. The 
generalized Amber force field (GAFF)39 was used to first 
conduct an energy minimization of the box and then to 
equilibrate the box by raising the temperature up to 300 K over 
the course of 3 ps. Following this, the box was maintained via 
a Langevin thermostat at a constant temperature of 300 K 
over the course of 2 ns, during which 60 snapshots were 
extracted at regular time intervals. This procedure is thus 
imagined to generate statistically independent set of 
snapshot representa-tions of the box.
A spherical region of the periodic box is then extracted, of a 
fixed radius centered on the center-of-mass of the target 
molecule. The required radius of this region is chosen to 
balance a desired degree of convergence of the solvatochromic 
shift against increasing computational cost as the sphere radius 
is increased. The principal hydrogen bonding interactions 
would occur for solvent molecules within 2.5 Å of the solute, 
while electrostatic interactions originating from the solvent 
dipoles will fall off rapidly with increasing distance. On the 
basis of previously reported studies,40 we determined that the 
solvent sphere can, in this case, be truncated to a radius of 10 
Å. The usage of implicit solvent model41 surrounding the
explicit solvent shell was necessary in order to correctly screen
the surface dipoles and prevent a net dipole across the solvent
cluster. This is in agreement with previous work42 which
showed that an appropriate treatment of the electrostatics of
solvent clusters is necessary to retain physically reasonable
behavior of the HOMO−LUMO gap. Truncation of radius 10
Å produced models of typical size 500−600 atoms (the exact
number is dependent on the specific configuration of the
snapshot), which is beyond the capabilities of traditional
approaches to LR-TDDFT calculations.
For LR-TDDFT calculations on the solvent and solute
clusters, we therefore utilize the ONETEP linear-scaling
density functional theory package.43 ONETEP uses a
representation of valence, conduction and transition density
matrices in terms of localized support functions referred to as
nonorthogonal generalized Wannier functions (NGWFs). A
minimal number of NGWFs per atom (here four per C and O
atom, and 1 per H atom), strictly localized to a sphere of a
given radius (here 10 Å), are expressed in terms of an
underlying basis of psinc functions (equivalent to plane-waves,
with a cutoff energy of 800 eV in this case) and are optimized
in situ during the calculation. Density kernel and NGWF
optimization is applied separately to valence and conduction
NGWF sets,44 then the combined “joint” set is used for LR-
TDDFT calculations within a modified version of the Casida
formalism25 adapted for the linear-scaling framework.22,23 The
first five LR-TDDFT excited states are found for 60 snapshots
for each candidate species, utilizing the PBE33 exchange-
correlation functional.
While PBE calculations are not expected to provide
quantitatively accurate spectra, it is expected that they will
provide an accurate representation of the solvent-induced
broadening and solvent−solute specific interactions. In order
to then obtain more accurate results for the ensemble of
solvent−solute clusters within feasible computational effort,
spectral warping was applied. This is a technique devised by Ge
et al. which aims to reproduce the accuracy associated with
hybrid functionals by correcting results obtained for an
ensemble of large models treated using a less expensive
semilocal functional.24 For each of the candidate species,
otherwise identical LR-TDDFT calculations were performed
with several functionals: PBE (semilocal), B3LYP and PBE0
(global hybrids) and CAM-B3LYP and LC-PBE (range-
separated hybrids) in their relaxed gas phase geometry. A
linear transformation of the energies associated with each
excitation is then constructed, which maps the PBE results
onto the (range-separated) hybrid functional result. This same
linear transformation can then be applied to each of excitations
from the explicit solvent snapshots, to approximately
reproduce the effect of using the hybrid functional on the
full cluster.
■ RESULTS AND DISCUSSION
Acid/Base UV−Vis Studies. Alizarin in methanol was
buffered at pH 3 and pH 7 using methanol-based buffers as
described in the methodology section. Alizarin in methanol
was also studied at pH 9 through addition of sodium hydroxide
in water. UV−vis spectra were taken at each pH value, and are
shown in Figure 3. When buffered to pH 3 the β excitation is
no longer present. We suggest that, as there is likely no
monoanion at pH = 3, the β excitation was a result of a
monoanionic species. However, one could argue that alizarin-b
is stabilized in methanol through hydrogen bonding and this is
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perturbed by addition of acid. Alternatively, the buffer could be
reacting in order to remove alizarin-b, although this is less
likely as no signs of a reaction are evidenced by decoloration or
the appearance of new features not present in the original
spectrum. Under basic conditions, the α excitation decreases as
the alizarin-a is largely deprotonated. At around 469 nm there
is an isosbestic point, which lends further credence to the
theory that an equilibrium between two species is observed.
This occurs close to where Miliani et al. observed an isosbestic
point, 463 nm when alizarin was dissolved in water. This
further supports that the same equilibrium is forming.12 From
this evidence, it is highly likely that monoanionic alizarin is
present in neutral methanol and is responsible for a peak at
540 nm.
Transient Electronic Absorption Spectroscopy Re-
sults. Transient electronic absorption spectroscopy is a useful
technique for verifying that the features present in the transient
absorption spectra for samples with different solvent environ-
ments (pH in this case) share a common photoactive species.
We can use a combination of two indicators within the
transient absorption spectra as a two-tier identification process
for the photoactive species. Firstly, one can observe whether
the same spectral features appear, such as stimulated emission
and excited state absorption occur at the same pump
wavelength λex. Secondly, one can observe whether the
different samples have similar temporal evolution of these
excited state features as well as decay pathways. This can be
especially useful to confirm that there is not a mix of species
being probed, as this would lead to the superposition of
multiple decay pathways in the time-resolved responses of the
different samples. Using this two-tier identification, if different
samples have the same features that evolve in the same
temporal manner in their transient absorption spectra, it is very
likely the same photoactive species is present.
Transient electronic absorption spectra of alizarin in
methanol were taken with the photoexcitation (or pump)
pulse at 425 nm, near excitation α, and 550 nm, near excitation
β. These wavelengths were chosen to excite the individual
species as much as possible without exciting the tail of the
other form. These were conducted under acidic, neutral, and
basic conditions, see Figure 4. When exciting at 425 nm under
acidic and neutral conditions, parts a and b of Figure 4, we see
very similar features, with an excited state absorption at 500
nm and a stimulated emission at 675 nm. This is due to the
fact that in both cases alizarin a is excited by the pump pulse.
There are similarities in the transient electronic absorption
data when exciting at 550 nm under basic and neutral
conditions, as seen in parts c and d of Figure 4, as well. This is
interesting as the species excited under basic conditions is very
likely a monoanionic form. This is due to the fact both alizarin-
a and alizarin-b will deprotonate in a basic environment, as
evidenced by earlier UV−vis studies. As the results for parts c
and d of Figure 4 show such similar features, with two excited
state absorption features at 390 and 450 nm and a stimulated
emission at 550 nm, it is likely that in both cases a
monoanionic form of alizarin is excited.
The excited state absorption features observed were fitted
with a biexponential decays, these were convolved with
Gaussian curves to account for instrument response. While
each appeared to have a monoexponential character, a second
exponential is necessary to account for the different, smaller
scale, early-time effects, such as vibrational cooling. These
features were normalized by pump power. Plots of each of
Figure 3. Alizarin in methanol at various pH values: (red line)
buffered to pH 7 using an acetate buffer; (blue line) buffered at pH 3
using a trichloroacetate buffer; (green line) pushed to pH 9 through
addition of NaOH(aq). The dotted line (Ip) shows the position of the
isosbestic point.
Figure 4. TEAS of alizarin in methanol (0.1 mM). The blue dashed line on each plot represents the excitation wavelength: (a) pH = 3, λex = 425
nm; (b) pH = 7, λex = 425 nm; (c) pH = 7, λex = 550 nm; (d) pH = 9, λex = 550 nm.
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these fitted features are in Figures S2 and S3 with the lifetimes
of features shown in Table 2.
Each of the scans at 425 nm had a long lifetime decay on the
order of approximately 100 ps as well as a decay of <40 fs,
which is within our instrument response. This result is similar
to what was observed by Lee et al. when observing the ultrafast
dynamics of alizarin with an excitation wavelength of 403 nm
in ethanol.45 Lee et al. observed two lifetimes for alizarin, one
at 84 ps and one at 3 ps. We did not pick up on the 3 ps
lifetime, likely due to its low intensity, but it is likely that we
are observing the same long-lived decay of alizarin-a. Lee et al.
suggested that the process responsible for this lifetime was
proton-transfer and the formation of alizarin-b in the excited
state. The amplitude of the long-lived process was significantly
higher than that of the short-lived by a factor of approximately
30 in each case.
The scans at 550 nm show two decays, one of approximate
lifetime 16 ps and one of approximate lifetime 400 fs. Again,
the long-lived process had a much higher amplitude in both
cases, this time by a factor of approximately 20. The smaller
400 fs lifetime is likely due to vibrational cooling. The longer
lifetime is harder to assign but is also likely due to hydrogen
transfer. The species formed lives for a significantly shorter
time than in alizarin-a, this could be due to instability of the
hydrogen transfer state or proximity to a triplet state, resulting
in intersystem crossing. The difference in lifetimes between the
neutral and basic solutions is sufficiently small that it is, again,
likely these are the same species. This further confirms that the
species that is present in the acidic system is also present in the
neutral system and is what is giving rise to the α excitation.
Furthermore, the β excitation in the neutral system is likely the
result of exciting the species found in the basic system. It also
shows that it is unlikely that both alizarin-b and the monoanion
are present as this would likely give rise to a higher number of
exponentials required to fit the neutral species than the basic
species, which is not the case.
Explicit Solvent TDDFT Calculations. While the
experimental results already appear to rule out the tautomeric
alizarin-b form, they are not able to provide a positive
identification of which species is responsible for the secondary
peak. To provide a clear differentiation between the two
proposed tautomeric forms of the monoanion, we turn to
theoretical spectroscopy.
To address this question, we use TDDFT to predict the
excitation energies arising from all of the proposed structures
within a realistic model of the alizarin/methanol solution. As
discussed, we find that the combination of explicitly modeled
solvent and a high-accuracy, though computationally costly,
exchange-correlation functional such as a hybrid or range-
separated hybrid is required for sufficient accuracy. We
therefore use a simple spectral warping technique: we first
use the semilocal PBE33 functional to predict (at feasible
computational cost) the excitations of a large ensemble of large
snapshot models for each species, including explicit solvent.
This is then followed by a warp of the resulting spectra to what
would have been predicted had one of the more expensive
functionals been used (in this case PBE0, LC-PBE0, B3LYP,
and CAM-B3LYP).46−49 Since the spectra are dominated in
each case by a single peak, the spectral warp required here is
relatively simple: just a constant energy shift equal to the
difference between the equivalent excitation energies for a
given species calculated in the two functionals, within an
implicit representation of the solvent. Applying this shift to all
the excitation energies calculated for the snapshots in the less
expensive functional in explicit solvent then results in a set of
excitations mimicking a hypothetical set of calculations on the
explicit solvent snapshots using the more expensive functional.
Figure 5 shows the results of implicit solvent calculations
used to determine the shift parameter for each species, using
the CAM-B3LYP shift as an example. It was observed that the
predicted S1 excitation energy for alizarin-a was 0.05 eV
different from the observed experimental value when calculated
using B3LYP. Furthermore, there was an observed error of
0.55 eV in this predicted excitation from CAM-B3LYP. These
errors are consistent with those observed by Anouar et al., who,
when utilizing an implicit PCM solvent model, also observed a
large error associated with CAM-B3LYP; they found an error
of 0.75 eV in this case as opposed to an error of just 0.15 eV
when using B3LYP.19
As alizarin-a has already been confirmed as the source of the
α excitation, a further small energy shift was applied to all the
spectra for a given functional in order to align the theoretical
and experimental peaks of the alpha excitation. The
assumption underlying this is that the error associated with
the xc functional will have a similar value in each of these
closely related alizarin-derived species, allowing us to apply the
same functional-dependent shift to all species. All the predicted
explicit-solvent spectra were given a rigid shift of 0.05
(B3LYP), 0.15 (PBE0), 0.55 (CAM-B3LYP), and 0.95 eV
(LC-PBE0) to produce the final comparison with experiment.
The results are shown in Figure 6. After these shifts have been
applied, the results between different functionals show a very
high degree of consistency. It appears highly likely that the
monoanion-b produces the β excitation and is thus the
dominant second species, since in all four cases this species is
closest to the observed position of the β excitation. The
predicted position of alizarin-b is also close in several
Table 2. Lifetimes Extracted from Fitted Curves for the
Excited State Features of Alizarin Observed
pH λex/nm λpr/nm lifetime (τ1)/ps lifetime (τ2)/ps
3 425 500 <0.04 120 ± 21
7 425 500 <0.04 94 ± 4
7 550 460 0.41 ± 0.05 15.8 ± 0.5
9 550 460 0.4 ± 0.1 17 ± 1
Figure 5. PBE and CAM-B3LYP calculations of forms of alizarin in
implicit methanol solvent with 0.1 eV Gaussian broadening, used for
calculation of spectral warping parameters. These parameters are
acquired through computing the difference between the PBE S1 peak
and the CAM-B3LYP S1 peak.
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functionals, but it is unlikely this as evidenced by the previous
experimental findings. Monoanion-a was a viable candidate
following the experimental work, however it is significantly less
likely given that the predicted peak is at least 75 nm away from
the β excitation.
This process was repeated with PBE0 and LC-PBE0 as the
more expensive functionals, the results for this are shown in
Figure S4. Table 3 shows shifting parameter required to match
the predicted S1 excitation result for alizarin-a to the
experimental value of α as well as the S1 excitation of
alizarin-b, monoanion-a, and monoanion-b postshift.
As previously discussed, Le Person et al. showed that the β
excitation can be deconvolved into two Gaussian peaks, and
suggested that this was due to the presence of both a
monoanionic species and the alizarin-b tautomer.20 It can,
however, be shown that the rotation of the dihedral angle
associated with the OH bond in monoanion-b can shift the
energy of the S1 excitation. Figure 7 shows the range of UV−
vis absorption peaks associated with this rotation, as predicted
by fixed-angle rotation calculations of alizarin in implicit
methanol solvent; these were conducted using the cam-B3LYP
functional. The range of absorption maxima caused by
rotamers suggests that the broadness of the β excitation
could be due to the rotation of this bond. The explicit solvent
calculation for monoanion-b shows a broadened peak as well:
this is due to the wide range of motion associated with this
bond in the molecular dynamics snapshots.
We note also that in the explicit solvent spectra for
monoanion-b, a higher-energy excitation at around 350−360
nm is predicted. In the experimental spectra which show the β-
excitation we are now ascribing to monoanion-b, there is no
clear evidence for that peak. However, the peak is in very close
proximity to the higher-energy excitation of alizarin-a, which
the explicit solvent results seem to be predicting accurately. We
thus presume these peaks are to some extent merging, resulting
in the monoanion-b peak not being seen experimentally.
■ CONCLUSIONS
The present work has provided a combination of method-
ologies appropriate to identifying secondary species in solvent.
We apply this methodology to alizarin in methanol, and show
that the most likely source of the secondary β excitation, at 540
nm, is monoanion-b form of alizarin. The broadness of this
peak is likely due to the rotation of the alcohol group. In
contrast to previous studies, we do not believe that alizarin-b is
present, as evidenced by a number of observations: firstly,
when acid is added to the system the peak completely
disappears. It is unlikely the addition of acid would completely
remove the alizarin-b tautomer. Secondly, in the transient
absorption spectroscopy results we see a high degree of
similarity between the TEAS spectrum for monoanionic
alizarin and the TEAS spectrum for the β excitation. Both
seem to have two excited state absorption peaks at 380 and
460 nm, and stimulated emission at 550 nm. This implies that
in both cases, a monoanionic form of alizarin is being observed.
The lack of any features unique to the TEAS data taken at
neutral conditions with an excitation wavelength at 550 nm
imply that alizarin-b is not being accessed.
We then proceed to show using theoretical calculations that
the monoanion present is most likely to be monoanion-b.
Using spectral-warping on explicit solvent calculations, we have
demonstrated that monoanion-b has an excitation much closer
in energy to the β peak than monoanion-a in all four
considered functionals.
Figure 6. Predicted spectra for different forms of alizarin in explicit
methanol solvent: (A) red is alizarin-a, (B) green is alizarin-b, (C)
blue is alizarin monoanion-a, and (D) pink is alizarin monoanion-b.
The top panel shows the results of CAM-B3LYP spectral warp
corrections. The middle panel shows the results of B3LYP spectral
warp corrections. The bottom panel (black lines) shows the
experimental spectra for comparison, with the main peaks
deconvolved by fitting to gaussians.
Table 3. Energy Shifts Required for each Functional, To Ensure the Predicted S1 Excitation Result for Alizarin-a Matches the
Experimental Value of Excitation α (435 nm)a
functional shift/eV alizarin b/nm monoanion-a/nm monoanion-b/nm
B3LYP 0.03 513 476 525
CAM-B3LYP 0.52 526 491 548
PBE0 0.15 508 471 523
LC-PBE0 0.95 575 502 536
aAlso shown are the S1 excitation wavelengths of alizarin-b, monoanion-a, and monoanion-b after the shift for each functional has been applied. For
reference, the experimental value of the unknown β peak is 540 nm.
Figure 7. Range of predicted UV−vis spectra for different rotamers of
monoanionic alizarin-b, CAM-B3LYP/6-311G* implicit methanol
PCM solvent.
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Desirable further work could include computational
prediction of the excited state absorption and stimulated
emission properties of monoanion-b, as well as monoanion-a
and alizarin-b to further confirm the β excitation entirely arises
from the former.
We propose that approaches to the identification of
secondary species which are based solely on UV/vis-based
methods and theoretical modeling would have strengths in
addressing systems in dynamic equilibrium, specifically where
the rate of conversion is sufficiently fast to preclude the use of
NMR spectroscopy. It would also be advantageous in
situations where there is no clear way to differentiate between
candidate species using vibrational spectroscopy. Such a
situation occurs whenever there are overlapping absorption
features between the solvent and solute, or between different
functional groups on the solute.
The ability to identify photoactive equilibria samples in
solution is of utmost importance in fields as wide ranging as
dyes, sun protection, biological staining, and general organic
synthesis. We feel this combination of methodologies offers a




The Supporting Information contains the following plots: The
Supporting Information is available free of charge on the ACS
Publications website at DOI: 10.1021/acs.jpca.8b11013.
UV−vis scans of alizarin in methanol at different
temperatures, fitted plots of TEAS slices of alizarin in
methanol, predicted spectra for different forms of







M. A. P. Turner: 0000-0003-4213-1036
V. G. Stavros: 0000-0002-6828-958X
N. D. M. Hine: 0000-0001-5613-3679
Present Address
¶Top Floor Senate House, University of Warwick, Coventry,
CV4 7AL, U.K.
Notes
The authors declare no competing financial interest.
The underlying data of this publication can be accessed via the
Zenodo Archive at DOI: 10.5281/zenodo.1483226
■ ACKNOWLEDGMENTS
M.A.P.T. thanks EPSRC for a doctoral studentship through the
EPSRC Centre for Doctoral Training in Molecular Analytical
Science, Grant Number EP/L015307/1. We thank G. W.
Richings for useful discussions. M.D.H. thanks the Leverhulme
Trust for postdoctoral funding. Computing facilities were
provided by the Scientific Computing Research Technology
Platform of the University of Warwick. We acknowledge the
use of Athena at HPC Midlands+, which was funded by the
EPSRC by Grant EP/P020232/1, in this research, as part of
the HPC Midlands+ consortium. V.G.S. is grateful to the
EPSRC for an equipment grant (EP/N010825) and the Royal
Society and the Leverhulme Trust for a Royal Society
Leverhulme Trust Senior Research Fellowship. N.D.M.H.
acknowledges the support of EPSRC Grant EP/P02209X/1
and Royal Society Research Grant RG150013.
■ REFERENCES
(1) Antonov, L.; Nedeltcheva, D. Resolution of overlapping UV−Vis
absorption bands and quantitative analysis. Chem. Soc. Rev. 2000, 29,
217−227.
(2) Antonov, L.; Gergov, G.; Petrov, V.; Kubista, M.; Nygren, J.
UV−Vis spectroscopic and chemometric study on the aggregation of
ionic dyes in water. Talanta 1999, 49, 99−106.
(3) Günther, M.; Wagner, E.; Ogris, M. Acrolein: unwanted side
product or contribution to antiangiogenic properties of metronomic
cyclophosphamide therapy? J. Cell. Mol. Med. 2008, 12, 2704−2716.
(4) Magde, D.; Rojas, G. E.; Seybold, P. G. Solvent dependence of
the fluorescence lifetimes of xanthene dyes. Photochem. Photobiol.
1999, 70, 737−744.
(5) Springer, V. G.; David Johnson, G. Use and advantages of
ethanol solution of alizarin red S dye for staining bone in fishes.
Copeia 2000, 2000, 300−301.
(6) Ovchinnikov, D. Alcian blue/alizarin red staining of cartilage and
bone in mouse. Cold Spring Harb Protoc 2009, 2009, pdb.prot5170.
(7) Park, J.; Bauer, S.; Schlegel, K. A.; Neukam, F. W.; von der Mark,
K.; Schmuki, P. TiO2 nanotube surfaces: 15 nm - an optimal length
scale of surface topography for cell adhesion and differentiation. Small
2009, 5, 666−671.
(8) Szostek, B.; Orska-Gawrys, J.; Surowiec, I.; Trojanowicz, M.
Investigation of natural dyes occurring in historical Coptic textiles by
high-performance liquid chromatography with UV−Vis and mass
spectrometric detection. J. Chromatogr. A 2003, 1012, 179−192.
(9) Moriguchi, T.; Yano, K.; Nakagawa, S.; Kaji, F. Elucidation of
adsorption mechanism of bone-staining agent alizarin red S on
hydroxyapatite by FT-IR microspectroscopy. J. Colloid Interface Sci.
2003, 260, 19−25.
(10) Douma, D. H.; M’Passi-Mabiala, B.; Gebauer, R. Optical
properties of an organic dye from time-dependent density functional
theory with explicit solvent: The case of alizarin. J. Chem. Phys. 2012,
137, 154314.
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ABSTRACT
We consider the effect of a polar, hydrogen bond accepting, solvent environment on the excited state decay of catechol following excitation to
its first excited singlet state (S1). A comparison of Fourier transform infrared spectroscopy and explicit-solvent ab initio frequency prediction
suggests that 5 mM catechol in acetonitrile is both nonaggregated and in its “closed” conformation, contrary to what has been previously
proposed. Using ultrafast transient absorption spectroscopy, we then demonstrate the effects of aggregation on the photoexcited S1 lifetime:
at 5 mM catechol (nonaggregated) in acetonitrile, the S1 lifetime is 713 ps. In contrast at 75 mM catechol in acetonitrile, the S1 lifetime
increases to 1700 ps. We attribute this difference to aggregation effects on the excited-state landscape. This work has shown that explicit-
solvent methodology is key when calculating the vibrational frequencies of molecules in a strongly interacting solvent. Combining this with
highly complementary steady-state and transient absorption spectroscopy enables us to gain key dynamical insights into how a prominent
eumelanin building block behaves when in polar, hydrogen bond accepting solvents both as a monomer and as an aggregated species.
© 2019 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/1.5116312., s
I. INTRODUCTION
The Sun can be approximated as a classical black-body radiator,
emitting a broad range of light centered in the visible region of the
electromagnetic spectrum (400–800 nm). Although the bulk of the
radiation reaching the Earth’s surface is within this visible region,
approximately 6% is in the form of ultraviolet (UV) radiation.1
Without photoprotection from UV radiation, many
biomolecules essential for life, such as nucleobases in DNA, would
be quickly degraded, leading to extensive mutagenesis and other
unwanted effects.2 Melanin is a class of pigment found in humans,
providing a pertinent example of how nature seeks to mitigate these
effects, with eumelanin being the most prominent.3–6 Although
the exact structure of eumelanin is not entirely clear, it is known
to be a heterogeneous macromolecule comprising multiple sub-
units including dihydroxyindole (DHI) and dihydroxyindole-2-
carboxylic acid (DHICA), shown in Fig. 1.7–10 Eumelanin has many
other functions attributed to it aside from photoprotection. Some
of these include thermal-regulation, cation chelation, antibiotic
properties, and acting as a free-radical sink.2,11–13 Intermolecular
hydrogen bonding has previously been shown to be an important
factor in the photoprotection of eumelanin, both through stabiliza-
tion of photoproducts and through direct interaction.14,15
It had previously been shown that catechol has a key role in
the photoprotection provided by eumelanin.16 To study the pho-
toprotective properties of eumelanin, a bottom-up approach was
employed by Horbury et al., using 4-tert-butylcatechol (4-TBC), an
analog of catechol with greater solubility in cyclohexane (a property
that was useful for this work).17 Transient Electronic (UV/visible)
Absorption Spectroscopy (TEAS) was used in conjunction with
time-resolved velocity ion map imaging to determine the lifetime of
excited states of 4-TBC after excitation with UV radiation at 267 nm,
in both the gas- and condensed-phase. Horbury et al. found that the
first excited singlet state (S1, 1ππ∗) decayed via multiple pathways,
depending on which solvent 4-TBC was present in, inferred through
two features in the transient absorption spectrum (TAS). First, it
appears that the 4-tert-butylcatechoxyl radical (4-TBC.) is forming.
This is evidenced by an absorption feature at 390 nm, notably similar
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FIG. 1. Shown is (left) catechol, (center) dihydroxyindole (DHI), and (right)
dihydroxyindole-2-carboxylic acid (DHICA). Catechol is a key component of dif-
ferent building blocks of eumelanin found in the human body. Blue highlighted
catechol units show how it constitutes a key component of DHI and DHICA,
important subunits of eumelanin.
to where the catechoxyl radical was observed in liquid paraffin pre-
viously (382 nm).18,19 Second, intersystem crossing is taking place,
evidenced through the broad TAS which sees a maximum at less
than 350 nm and sloped across the entire probe window, a signifier
of a triplet state.20
The lifetime of 4-TBC photoexcited to S1 was observed to be
significantly longer when dissolved in the polar solvent acetonitrile
compared to when dissolved in nonpolar cyclohexane and measure-
ments in the gas-phase. In acetonitrile, it was suggested that internal
conversion (IC), fluorescence, and intersystem crossing were occur-
ring, owing to evidence of similar processes happening in analogous
systems, namely, phenol and guaiacol.19,21,22 A kinetic isotope study
involving the deuterated form of 4-TBC (4-TBC-d2) found a four-
fold increase in the lifetime of S1 in cyclohexane. This suggests that
the homolytic cleavage of the O–H bond is a barriered process.23
The increase in the excited state lifetime in a polar solvent and the
observation of a kinetic isotope effect led Horbury et al. to plau-
sibly suggest that there are conformational differences in the OH
groups within different solvent environments. These were defined
as either closed or open conformation, and shown in Fig. 2, with
the nonpolar solvent, cyclohexane, favoring the closed conforma-
tion. In contrast, in the polar solvent acetonitrile, 4-TBC favors the
FIG. 2. Open and closed conformers of 4-tert-butylcatechol (4-TBC).
open conformation with two intermolecular hydrogen bonds to the
solvent.
This assertion has previously been evidenced by Navarrete et al.
who showed, through Raman spectroscopy, that catechol adopts the
open conformer in water, acetone, and ethanol and the closed con-
former in ether, chloroform, and benzene.24 They went on to note
that, as the previous three solvents were all highly polar and the lat-
ter three were significantly less polar, high solvent polarity leads to
an open structure. Further to this, Varfolomeev et al. also proposed
the breaking of the intramolecular hydrogen bond, this time in basic,
hydrogen bond accepting solvents.25 It was suggested that, ordi-
narily, the intramolecular hydrogen bond of catechol would have a
cooperative effect on the vibrational modes of the intermolecularly
bonded O–H. However, in basic, hydrogen-bond accepting solvents,
this effect was no longer observed; therefore, the intramolecular
hydrogen bond was likely being broken. The structure proposed by
Varfolomeev et al. following this cleavage was not, however, an open
structure.
Time-dependent density functional theory (TDDFT) calcula-
tions of the energy of each conformation of the S1 state showed that
while in the open conformation, 4-TBC remained planar, whereas
the closed conformation buckled. Horbury et al. suggested that a
reduction in the tunneling barrier to O–H dissociation for the buck-
led closed conformation relative to the planar open conformation
significantly reduced the excited state lifetime.
In 2019, Grieco et al. built on these results, studying both
the steady-state and ultrafast dynamics of varying concentrations
of 4-TBC in cyclohexane.26 In both UV-Vis and Fourier trans-
form infrared spectroscopy (FTIR), increasing the concentration of
4-TBC in cyclohexane led to loss of fine structure and the increas-
ing intensity of broad peaks in the steady-state spectra. This was
attributed to the formation of aggregates within 75 mM 4-TBC in
cyclohexane that were not present at 5 mM. This behavior is similar
to that previously observed in phenol.27–29
The effect on the lifetime of the S1 state of 4-TBC caused
by aggregation was studied through TEAS. The results for 5 mM
4-TBC in cyclohexane were in broad agreement with that observed
by Horbury et al. for 35 mM, with slight differences being attributed
to the amount of aggregation that will have already taken place
at 35 mM as opposed to 5 mM.17 The lifetime of the S1 state
was determined to be 12 ps, predominantly decaying through the
O–H dissociation pathway previously suggested. At 75 mM, how-
ever, the S1 state decayed over a lifetime in the region of
150–200 ps. In this case, the O–H dissociation pathway having
been significantly retarded was in competition with other relax-
ation pathways. Notably, the front-runner pathway was IC to the
ground state (S0), likely mediated through a conical intersection.
Grieco et al. proposed that the lifetime of the O–H dissociation in
this system is 190 ps and the lifetime of IC is 154 ps.26 Owing to
the similarity of these time scales, it is likely that both effects are in
competition.
In the present work, we investigate the concentration depen-
dent steady-state and time-resolved spectroscopy of catechol in
acetonitrile. We use catechol (instead of 4-TBC) as no solubil-
ity issues are present in acetonitrile (which inspired the previous
studies discussed supra), while concurrently it is a closer analog
to DHI and DHICA. Furthermore, the smaller size of catechol,
compared to 4-TBC, reduces the cost of computational modeling.
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Our evidence strongly suggests that the primary controlling fac-
tor as to how quickly the S1 of catechol decays is determined by
the nature of the solvent environment, both through its affinity to
hydrogen bond and polarity. We suggest that different hydrogen
bonding environments hinder the loss of hydrogen (through O–H
dissociation), both through solvent-solute interactions and through
solute-solute aggregation. We also observe that polarity likely affects
barrier height for both O–H dissociation and IC. Furthermore,
through comparison with theoretical predictions of vibrational fre-
quencies, we show that the monomer of catechol in acetonitrile




In order to carry out FTIR spectroscopy, catechol (Agros
Organics, >99%) was dissolved in anhydrous acetonitrile (Sigma-
Aldrich, 98%, 5 mM) under a nitrogen environment. The masking
effect of water on the vibrational modes associated with the OH
groups of catechol necessitated efforts to keep the solution dry. The
solution was placed inside a sealed cell with pathlength 500 μm, itself
located in a Bruker Vertex 70V IR spectrometer. FTIR spectroscopy
was conducted with energy ranging from 500 cm−1 to 4000 cm−1
with a resolution of 1 cm−1. The same methodology was followed
for TEAS experiments using acetonitrile (FISCHER SCIENTIFIC,
99.8% HPLC grade); as anhydrous conditions were not essential, the
nitrogen environment was also no longer necessary.
The TEAS setup was the same as used in previous studies.22,30,31
In brief, the sample was circulated through a flow-through cell
(Demountable Liquid Cell by Harrick Scientific Products, Inc.), the
position of which was varied with translation stages to minimize sur-
face aggregation. A 1 mJ/pulse 800 nm laser beam is split into two
laser beams with a power ratio of 0.95:0.05. The more powerful beam
was used to generate the 267 nm pump pulse through second and
then third harmonic generation using two β-barium borate crystals.
The remaining weaker beam was used to generate the broadband
probe pulse by focusing the 800 nm incident light onto a CaF2 win-
dow of 2 mm thickness. This window was translated vertically in
order to minimize damage. The white-light probe spanned a spec-
tral region 350–675 nm. The path lengths in the flow-through cell
used for 5 mM and 75 mM solutions were, respectively, 500 μm
and 56 μm. The fluence of the pump beam was ≈1–2 mJ cm−2,
and the absorption at both concentrations was ≈0.4 OD (where OD
denotes optical density). The pump-probe time delay (Δt) was var-
ied by altering the optical pathlength of the probe (prior to white-
light generation). The instrument response function of the TEAS
measurements was retrieved by fitting Gaussians to the time-zero
artifacts present in pure acetonitrile and taking the full width half-
maximum. These returned values of ≈80 fs; a representative data-set
is shown in Fig. 1 in the supplementary material. When studying
the 75 mM solution, an aggregate was observed to form on the win-
dow of the flow-through cell as the scan progressed; scans typically
take 1–2 h to acquire TAS datasets (from which we obtain our tran-
sients discussed infra). This was evidenced by the drastically altered
dynamics of the system, shortening the lifetimes extracted from our
transients.
TAS in 75 mM were therefore obtained by randomly distribut-
ing all required pump-probe time-delays across six shorter scans
(20 mins each), with the sample cell dismantled and cleaned when-
ever aggregate was observed through its excited state dynamics.
The mΔOD signal from each of these data sets was normalized
with pump power through matching of consecutive intensities, and
the resulting TAS data were recorded as a combination of these,
as depicted in Fig. 5. Confidence in this methodology is assured
due to the similarity of the lifetime observed with previous liter-
ature.17 While this was not necessary in the case of the 5 mM
solution, we reduced the number of time points in order to com-
pletely remove any risk of surface aggregation. Owing to this, no
data were acquired (in 5 mM samples) beyond 1.25 ns as the life-
time of this species seemed significantly shorter than this. In Fig. 5,
we extrapolate these data to 2 ns for comparison with the 75 mM
scan.
B. Computational methodology
We calculate predicted vibrational frequencies of catechol in
the context of various implicitly and explicitly represented acetoni-
trile solvent environments. DFT calculations were used to optimize
the proposed structures of isolated models of both the open and the
closed conformers of catechol, using the NWChem package.32 We
employed the cc-pVTZ basis set and the PBE functional for ini-
tial geometry optimizations.33,34 These calculations were performed
in an implicit solvent using the COSMO solvent model for ace-
tonitrile.35–37 The closed conformer was confirmed to be the over-
all ground state. For the open form, the dihedral angles of both
C–C–O–H linkages were locked in order to ensure that the open
structure was maintained. Following this, the open structure was
optimized without constraints to confirm that it had relaxed to a
local minimum.
To map out the ground state energy surface between these
minima, we then perform constrained geometry optimizations at
a range of fixed dihedral angles. Results are shown in Fig. 2 of the
supplementary material at the PBE/6-31G∗ level of theory and con-
firm that the two minima suggested by Horbury et al. previously
are the only local minima with respect to the O–H dihedral bond
angle.
Further to this, each of the minimum energy geometries under-
went further optimization and frequency prediction with an implicit
solvent model at the PBE0/cc-pVTZ level of theory; this result is
shown in Fig. 3 of the supplementary material. Owing to the evident
inaccuracy of this calculation, both in regard to absolute energy and
energy differences between bands, it was determined that explicit
solvent effects needed to be accounted for to construct an accu-
rate model. Results for these more accurate models can be seen in
Fig. 3 and in Fig. 4 in the supplementary material and are discussed
infra.
Candidate structures for catechol in the open and closed con-
formers were optimized with two explicit acetonitrile molecules
added. These structures are shown in Fig. 5 of the supplementary
material. The lowest energy structure resulting from each of these
candidates was further refined with geometry optimization and fre-
quency prediction at the PBE0/cc-pVTZ level of theory. Common
practice in comparing calculated vibrational frequencies to exper-
iment involves rescaling all computational frequencies by a factor
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close to 1 so that a calculated reference peak exactly matches the cor-
responding experimental result (an approach also applied for this
system previously26). Scaling factors were determined for the open
and closed conformers to be 0.966 and 0.975, respectively, for the
PBE0/cc-pVTZ level of theory.
To verify that the optimized structures obtained are repre-
sentative of realistic hydrogen-bonding interactions in this pairing
of solvent and solute, we also generate several models containing
explicit-solvent shells for the two structures. We apply a similar
method to that previously used for explicit-solvent calculations for
optical absorption spectra.38,39 First, a classical molecular dynamics
calculation is performed using the AMBER package.40 For a given
structure, the solute model was immersed in a 20 Å cube of explicit
acetonitrile. For the open form, a dihedral angle restraint was applied
to both C–C–O–H dihedral angles to ensure that the model could
not flip between the open and closed conformers. The system was
heated over 20 ps in the NVT ensemble wherein the temperature is
raised from 0 to 300 K using the Langevin thermostat with a col-
lision frequency of 2 ps−1. This collision frequency is used for all
further calculations. Following this, a 400 ps pressure equilibration
is utilized in the PVT ensemble with the pressure fixed at 1 atm.
Next, the system was equilibrated at a constant temperature of 300 K
for 100 ps. Finally, snapshot generation proceeds via a further NVT
ensemble run, this time with a fixed temperature of 300 K for 800 ps.
200 snapshots are taken by saving a configuration every 4 ps, with the
intention being that the resulting snapshots are statistically uncorre-
lated in terms of the immediate solvent-solute environment. Three
of these snapshots for each of the two systems were used for the fol-
lowing vibrational frequency calculations, with the full periodic box
cut down to a cluster wherein any solvent molecule further away
than 3 Å from the solute was removed. This results in models of size
56–74 atoms.
For each of these clusters, further geometry optimization and
frequency calculations were performed, this time with the PBE/cc-
pVDZ level of theory. This lower level of theory was used due to
the increased computational effort associated with the larger models.
A scaling factor was added to both the results for the open and
closed form, 1.058 and 1.062, respectively; these results are shown
in Fig. 4 of the supplementary material. For reference, the scaling
factors associated with the models used above containing just two
solvent molecules, were, at the same PBE/cc-pVDZ level of theory,
1.039 and 1.056 for the open and closed species, respectively, indicat-
ing a degree of consistency between the vibrational frequencies of the
small and large models. It is worth noting that the calculations con-
ducted with the PBE functional appear to underestimate the energy
of the vibrational modes, whereas those conducted with the PBE0
functional appear to overestimate energy of the vibrational modes,
in line with previous findings.41
III. RESULTS AND DISCUSSION
A. Examining the structure of monomeric catechol
through theoretical frequency prediction
In previous work from our group, it was proposed that 4-TBC
existed in two conformers in different solvent environments.17
In nonpolar environments and the gas-phase, 4-TBC contains
an intramolecular hydrogen bond. This structure is referred to,
herein, as the closed conformer (Fig. 2). In polar solvents, the
intramolecular hydrogen bond is broken, with the resulting struc-
ture referred to as an open conformer (Fig. 2). We investigated
this dichotomy through a comparison of predicted vibrational fre-
quencies in explicitly modeled solvent with experimental FTIR data;
see Fig. 3.
In the O–H stretch region (3250–3600 cm−1) of the experi-
mental FTIR data of catechol in acetonitrile (5 mM), there are two
bands with significant splitting, around 128 cm−1. We attribute this
splitting to the inhomogeneity between intramolecularly hydrogen
bonded environments and the intermolecularly hydrogen bonded
environments. As the open conformer does not have an intramolec-
ular hydrogen bond, it is likely that the structure observed in
acetonitrile is the closed conformer. This is further confirmed using
of explicit-solvent frequency prediction with DFT. When predict-
ing frequencies of the closed conformer, after applying the scaling
factors discussed in Sec. II B, the results match the experimental
data well. There are two bands predicted in the region of interest
(red vertical lines) with an average splitting of 120 cm−1, similar
to the splitting observed experimentally (cf. 128 cm−1). In this, the
lower energy vibrational mode is associated with the intermolecu-
larly bonded O–H stretch and the (weaker) higher energy vibra-
tional mode is associated with the intramolecularly bonded O–H
stretch; Table 1 in the supplementary material depicts these vibra-
tional modes. This is in contrast to the predicted frequencies of the
open form, which do not match the experimental result nearly as
well. There are still two bands predicted in the region of interest
although they are of a very similar energy with an average splitting
of 7 cm−1 (blue vertical lines), with the predicted relative intensity of
the secondary band being significantly weaker. The larger intensity
band is associated with the asymmetric stretch of the O–H bonds
with the weaker band being associated with the symmetric stretch;
as before, Table 1 in the supplementary material depicts these vibra-
tional modes. Given this, we re-evaluate previous findings and
FIG. 3. A comparison between the experimental FTIR spectrum of catechol at
5 mM in acetonitrile (solid black line) and theoretical predictions of vibrational fre-
quencies of catechol complexed with explicit acetonitrile solvent (vertical lines).
The red lines are the predicted frequencies of the closed conformer, and the
blue lines are the predicted frequencies of the open conformer. Where the red
and blue lines lie on top of one another, the line is dashed red and blue. The
experimental FTIR spectrum has been deconvolved into two Gaussian functions
(shown through dashed black lines) after correcting for a small broad band asso-
ciated with water absorption. This deconvolution serves to show the similarities
between theoretical and experimental results. Calculated lines were shifted to align
with the lower energy excitation (see text for details). Note: sf denotes scaling
factor.
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propose that the closed conformer of catechol (and 4-TBC) is the
more likely candidate in acetonitrile.
When considering the effect of explicit solvent, it is important
to use sufficient solvent molecules to accurately describe nonelec-
trostatic effects. Unfortunately, DFT is problematically expensive
for hybrid functionals such as PBE0 with a large number of atoms.
Because of this, more expensive calculations (PBE0/cc-pVTZ) were
conducted on a system with just two solvent molecules. Calcula-
tions with a full shell of solvent molecules (3 Å radii) were con-
ducted using a less expensive level of theory (PBE/cc-PVDZ) on
three snapshots generated with molecular dynamics simulations.
Further details can be found in Sec. II B and the supplementary
material. As can be seen in Fig. 4 of the supplementary material,
when using a full solvent shell, similar results are obtained to the
more expensive calculations. In this case, this returns scaling factors
of 1.062 and 1.058 for the closed and open conformers, respectively.
This set of calculations predicted a splitting of 125 cm−1. A caveat
is warranted here: This result was obtained with only three snap-
shots and hence the variance in the calculated splittings was quite
large, ≈35 cm−1. This variation based on local environment is to
be expected, however, and is reflected in the broadness of the cor-
responding experimental band. Vibrational O–H stretching bands
are often broadened due to an array of local minima possible within
different solvent configurations. Additionally, homogeneous broad-
ening will also be influencing the peak widths. In order to properly
sample the full array of potential configurations, one would need to
run significantly more snapshots, at great computational cost. For
our purposes, however, three snapshots seem to be sufficient to con-
firm that the methodology described previously using two solvent
molecules gives a result in qualitative agreement to that with the full
3 Å solvent shell.
In recent work, Grieco et al. recorded a similar frequency
spectrum when studying 3,5-di-t-butylcatechol and 3,5-di-t-butyl-
o-quinone aggregates in cyclohexane.42 They observed one broader
band which they attributed to the intermolecularly hydrogen
bonded O–H (referred to as bond “D”) and one sharp band which
they attributed to the intramolecularly hydrogen bonded O–H
(referred to as bond “b”). The band we attribute to “D” (in the
present work) was observed in acetonitrile at a similar frequency to
that observed by Grieco et al., albeit slightly shifted (at 3391 cm−1
as opposed to ≈3450 cm−1 observed previously), this is likely due
to electrostatic effects. The band we attribute to “b” is broadened
in acetonitrile (cf. sharp in cyclohexane); we plausibly suggest that
this is due to a bifurcated hydrogen bond, similar to that shown
in Fig. 6 in the supplementary material, which does not occur in
cyclohexane.
We note that based on these results, it is unlikely that both the
open and closed conformers are present. The splitting between the
bands of the open form would not be visible even if it was present,
given that they are only 7 cm−1 apart and have an intensity ratio of
1:15. However, we propose that there would be a significant differ-
ence in frequencies associated with the respective intermolecularly
bonded O–H stretches of the open and closed forms. This is con-
firmed by the calculations, where the predicted energies for the lower
energy band in open and closed conformers are 32 cm−1 apart. As
we only see one primary band in the experimental spectrum, the
open conformer is likely not present in a measurable quantity. This
difference is not seen in Fig. 3 as both peaks were heterogeneously
scaled and therefore are on top of one another. This difference can,
however, be seen in Table 1 in the supplementary material.
Finally, Varfolomeev et al. noted that the presence of a basic
species hydrogen bonded to catechol could weaken the internal
hydrogen bond.25 In our calculated geometries, when moving from
catechol in implicit solvent to catechol with two explicit solvent
molecules present, we observe an increase in bond-length from
2.10 Å to 2.25 Å. While 2.25 Å is still well within the expected bond
length for hydrogen bonding, it is clear that the internal hydrogen
bond is being weakened by the presence of the solvent. We do not
measure the strength of the hydrogen bonding and to what degree it
is weakened by collaborative effects from the basic acetonitrile as it
is beyond the scope of this work, although it would definitely be an
interesting avenue for future research.
We close this section noting that it has been suggested in the
literature that guaiacol (2-methoxyphenol) exhibits the same open
and closed behavior in solution as was previously suggested for
catechol.22 As guaiacol has no intermolecular hydrogen bond in the
closed form, it is unlikely it behaves analogously with catechol. The
lack of this intermolecular hydrogen bond will prevent aggregation
and solvent-solute hydrogen bonding interactions. Furthermore, the
open form of guaiacol is also likely to behave differently to that of
catechol. As there is no internal hydrogen bond, the collaborative
effects discussed by Varfolomeev et al. will not be present.25 We
therefore make no suggestion about the structure of guaiacol in polar
solution based on the present work.
B. Transient electronic absorption
spectroscopy results
The previous measurements by Horbury et al. in 4-TBC showed
that the lifetime of the S1 state in cyclohexane is significantly shorter
than that in acetonitrile. Following our discussion supra regarding
the absence of the previously predicted open conformer, we sought
an alternative explanation for this difference in lifetime. For this,
TEAS was conducted on catechol in acetonitrile at two different con-
centrations: 5 mM and 75 mM. Figure 4 shows representative TAS
at 5 mM (top) and 75 mM (bottom) at four different pump-probe
time-delays (Δt).
Two major points are worth acknowledging at this stage. First,
the absorption feature at 390 nm associated with the formation of the
catechoxyl radical is present in both cases; however, it is clearly much
weaker compared to previous work in cyclohexane.17–19 The size of
this radical feature at 75 mM is consistent with previous observations
in acetonitrile in a 35 mM solution. In 5 mM solution, however, it
appears to be even further depleted, the reason for this will be dis-
cussed shortly. Second, it can clearly be seen that catechol in 5 mM
solution decays (from the S1 state) much faster than in 75 mM solu-
tion. Owing to this, a feature which resembles a triplet state can be
more clearly evidenced at Δt = 2000 ps.17,20 This feature has a maxi-
mum at below 350 nm and appears to slope across the entire spectral
window of the probe. Interestingly, this agrees with Gauden et al.
who find this same triplet state formation in their studies of dihy-
droxyindole (Fig. 1), further verifying the validity of this bottom-up
approach.17,43
The decay of the excited state for each of these concentrations
was studied in more detail by examining transient slices across the
full set of time delays. These transients were obtained by integrating
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FIG. 4. Selected TAS at different Δt values of catechol in acetonitrile at (top) 5 mM
and (bottom) 75 mM, following photoexcitation at 267 nm. The yellow bar serves
to highlight the absorption of the catechoxyl radical species.
a 5 nm slice centered on the probe wavelength of 450 nm; these are
shown in Fig. 5. This wavelength was selected as the radical photo-
product does not absorb in this region, an approach also followed by
Horbury et al.17 To extract the dynamical information, these tran-
sients were fit with a biexponential decay function which was con-
volved with a Gaussian function to model our instrument response
function (≈80 fs). From these transients, two time-constants were
extracted, τ1 and τ2.
The time-constant τ1 was 70 ± 40 fs and 450 ± 50 fs for 5 mM
and 75 mM concentration solutions, respectively. When studying
4-TBC in acetonitrile (35 mM), Horbury et al. observed similar
time scales or τ1 of 230 ± 20 fs, which they assigned to vibrational
energy transfer as well as solvent rearrangement.17,44 Based on this,
we attribute the present τ1 to a similar relaxation pathway.
Somewhat more interesting is the time-constant τ2 extracted
from the fit. The dynamics captured by this time-constant are
FIG. 5. TAS transients of catechol at a probe wavelength of 450 nm in acetonitrile
at (blue) 5 mM and (red) 75 mM, following photoexcitation at 267 nm. Early time
delays are shown in the inset.
TABLE I. Excited state lifetimes of catechol and 4-TBC in different solvents, cyclo-
hexane (CHX) and acetonitrile (CH3CN) at different concentrations. α and β denote,
respectively, data taken from Horbury et al.17 and Grieco et al.26 in 4-TBC. Remaining
data correspond to the present work on catechol.
Concentration Lifetime in CH3CN Lifetime in CHX
(mM) (ps) (ps)
5 730 ± 30 12.15 ± 0.3β
35 1700 ± 100α 18 ± 1α
75 1700 ± 200 154 ± 2β
assigned to depletion of the excited S1 state. This will depend on the
potential for O–H dissociation and access to the S0/S1 IC pathway.
The lifetime observed for the S1 state of catechol in acetonitrile at
5 mM was 0.73 ± 0.03 ns, increasing to 1.7 ± 0.2 ns for 75 mM.
Table I collates the time-constants from the present work on cat-
echol and that of Horbury et al. and Grieco et al. on 4-TBC, in
cyclohexane and acetonitrile at different solvent concentrations.17,26
The relative amplitudes of these exponential functions are displayed
in Table 2 of the supplementary material.
When studying catechol in acetonitrile at 35 mM, Horbury
et al. observed an S1 lifetime of 1.7 ns. We observe this same life-
time at 75 mM concentration. This suggests that Horbury et al. were
likely observing the properties of aggregated 4-TBC in their previous
work;17 we add here that Grieco et al. noted that 38 mM 4-TBC in
cyclohexane is ≈50% aggregated. It was proposed that this accounts
for shorter lifetime of τ2 measured at 5 mM vs what Horbury et al.
measured at 35 mM.26
Figure 6 shows a schematic of the different decay pathways
available to the S1 state of catechol. As stated in previous work, the
primary route of S1 decay for monomeric 4-TBC in cyclohexane, and
likely catechol, is through homolytic fission of the nonintramolecu-
larly bound O–H bond and the formation of the catechoxyl radi-
cal.17,26 This is identified through the growth of an absorption fea-
ture at 390 nm.18,19 In this case, the energy barrier along the reaction
FIG. 6. A schematic to show different decay pathways for the S1 state of catechol.
The maroon arrow labeled λex denotes the pump pulse, which excites the system
into the S1 state; this is, in this case, at 267 nm. This S1 state can undergo either
IC through transition to a vibrationally hot S0 state (denoted S∗0 ) or O–H dissoci-
ation transition to yield the catechoxyl radical (CR•), mediated through transition
to the S2 state (1πσ∗). Both of these are barriered processes, both of which have
suggested barriers (labeled EIC and EOH) which govern the excited state behavior
of catechol. If barriers are sufficiently large, then two further paths become avail-
able: fluorescence and intersystem crossing; these are represented by the yellow
(labeled λfl ) and purple arrows, respectively.
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coordinate associated with O–H dissociation, which we call EOH, is
small. This O–H dissociation pathway has previously been attributed
to tunneling from the S11ππ∗ state to the dissociative (along
O–H) 1πσ∗ state (S2).45 Owing to the small energy barrier along this
pathway (denoted EOH in Fig. 6), the process is therefore ultrafast
(≈12 ps), outcompeting other processes.
It has been shown previously that when aggregated in
cyclohexane, the S1 state of 4-TBC decayed through two competing
mechanisms: (1) O–H dissociation (vide supra) and (2) IC medi-
ated via an S1/S0 conical intersection.26 This was seen through the
apparent reduction in the signal intensity of the catechoxyl radical
feature although this was somewhat challenging to observe due to
a solvatochromic shift and broadening caused by hydrogen bond-
ing. These studies revealed a lifetime for IC of 154 ps, meaning that
O–H dissociation has sufficiently been hindered to enable this path-
way to be competitive (with O–H dissociation). An increase in EOH
from 0.1 eV for free O–H dissociation to 0.51 eV for O–H disso-
ciation when bonded via intermolecular hydrogen bond has been
calculated previously.26 This increased barrier height resulted in a
lifetime for O–H dissociation of 190 ps. This was broadly in agree-
ment with the previous literature in which the effect of intermolec-
ular hydrogen bonding was observed in phenol clusters in the gas-
phase.46 It was shown that hydrogen bonding causes the dissociative
S2 (1πσ∗) state to become bound at higher bond distances. This
work was based on calculations previously conducted on dimeric
water.26,47
Returning to present studies, when studying catechol in ace-
tonitrile at 5 mM, a concentration that we consider catechol to be
primarily monomeric, we observe a τ2 of 730 ps. This lifetime is sig-
nificantly longer than the lifetime of both IC and O–H dissociation
seen in 4-TBC at 5 mM in cyclohexane (see above). There are mul-
tiple factors that could be influencing the increase in τ2. The first
of which are the barriers along the reaction coordinates toward IC
and O–H bond dissociation (EIC and EOH , respectively), which must
be increasing in order for a lifetime of 730 ps to be observed. This
could be a consequence of energy level stabilization or destabiliza-
tion by the solvent/aggregate. To garner a quantitative picture, one
would need to theoretically determine the relative energy landscapes
associated with each of these processes as well as conduct target anal-
ysis of the TAS data. The latter was previously conducted by Grieco
et al. when studying these processes in 4-TBC when aggregated in
cyclohexane.26 This goes beyond the scope of the present study. Ulti-
mately, the slowing of these two processes has allowed two other
mechanisms to begin to compete. The first is an intersystem crossing
pathway, which is evidenced in Fig. 4 by the growth of an absorption
feature in the TAS around 350 nm which slopes across our entire
spectral window of our probe.20 This triplet state was also observed
by Horbury et al.; however, as discussed previously, it is likely that
they were observing an aggregated species. The second process is
fluorescence, which is also likely occurring, as discussed in Sec. I.
As can be seen in Fig. 4, the signal associated with the catechoxyl
radical absorption is almost not visible in this case owing to the
degree of competition from intersystem crossing, and fluorescence
(in addition to IC).
When observing aggregated catechol in acetonitrile, at 75 mM,
τ2 increases further to 1.7 ns. This is the same lifetime that was pre-
viously observed by Horbury et al. in 35 mM 4-TBC in acetonitrile.17
This is over double that of the monomeric species in acetonitrile. We
speculate that EIC is increasing, viewed through the aggregate taking
up a rigid structure which hinders the geometric rearrangement nec-
essary to approach the conical intersection geometry along the IC
reaction pathway. Naturally, this may also likely lead to an increase
in catechoxyl radical formation (which could explain the increased
radical signature seen in Fig. 4), fluorescence, and intersystem cross-
ing although we are unable to directly measure these quantum yields
from the present experimental setup.
IV. CONCLUSIONS
In this paper, we have considered solvent effects on the lifetime
of the S1 state of catechol in solution drawing on (primarily) two
previous studies, as well as our present findings. Horbury et al. pre-
viously suggested that 4-TBC, a catechol mimic, existed in an open
conformer when in polar solvents and a closed conformer when in
nonpolar solvents or the gas-phase.17 We argue this is not the case by
showing that in acetonitrile, a polar solvent, catechol is in the closed
form. This was shown through a comparison of predicted vibra-
tional frequencies in explicitly modeled solvent allied with experi-
mental FTIR data. In the O–H stretch region (3200–3600 cm−1) of
the experimental FTIR spectrum of catechol in acetonitrile (5 mM),
there are two peaks with significant splitting, around 128 cm−1. This
was compared to frequency prediction with DFT using an explicit
solvent model. When considering the closed conformer, there were
two peaks predicted in the region of interest with an average splitting
of 120 cm−1; this matches well with what was observed experimen-
tally. The predicted frequencies of the open conformer still yield two
peaks predicted in the region of interest. They are, however, of a
very similar energy with an average splitting of 7 cm−1; we suggest
the closed conformer is the species present in acetonitrile. While it
has been shown by Huijser et al. that O–H dissociation in the cat-
echol moiety is not the primary decay pathway when considering
DHICA, it is still valuable when considering a bottom-up approach
to know the exact geometry of catechol in different solvents.48 The
existence of the closed form in DHICA in polar solvents will change
the way we view the structure of this important eumelanin building
block.
Given that the open vs closed dichotomy is not the cause of the
observed differences in the S1 lifetime of catechol in cyclohexane
and acetonitrile, we aimed to find other explanations. Grieco et al.
suggested that when aggregated, 4-TBC undergoes intermolecular
hydrogen bonding, the barrier along the O–H dissociation (EOH)
coordinate is significantly increased.26 This leads to an increase in
the time taken to undergo O–H dissociation (from 12 ps up to
190 ps) which allows IC to the ground state to occur as a compet-
ing mechanism. In acetonitrile at 5 mM, which we assume catechol
to be primarily monomeric, the lifetime observed for S1 of catechol
was 713 ps. From this, it is reasonable to suggest that both the IC path
and the O–H dissociation are retarded significantly by the change in
the solvent. When studying aggregated catechol (75 mM), the life-
time of the S1 state increases further still to around 1700 ps. We
suggest that aggregation disfavors IC, possibly due to a rigid struc-
ture decreasing the molecules ability to reach a geometric conical
intersection. This work has shown that explicit-solvent methodology
is key when calculating the vibrational frequencies of molecules
in interacting solvent. Combining this with highly complementary
steady-state and transient absorption spectroscopy enables us to gain
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key dynamical insights into how a prominent eumelanin building
block behaves when in polar, hydrogen bond accepting solvents both
as a monomer and as an aggregated species.
While this work was under review, Grieco et al. published a fur-
ther related work (Ref. 49), which addresses the effect of inter- and
intramolecular hydrogen bonding on the ultrafast photochemistry
of catechol. This was achieved through varying concentrations of
Et2O, resulting in three different hydrogen bonding arrangements.
SUPPLEMENTARY MATERIAL
The supplementary material for this paper includes a fitted
time-zero artifact for the TEAS setup in acetonitrile solvent; a two-
dimensional plot of S0 energy of catechol with respect to the dihedral
angles of the two OH groups; calculated frequencies for catechol in
the open and closed conformer as calculated using both an implicit
solvent model and an explicit solvent shell; the starting geometries
for the two-solvent frequency calculations; the vibrational modes in
the O–H stretch region associated with the two-solvent frequency
calculations; and a representation of the three different types of
hydrogen bonding possible in the closed conformer of catechol in
acetonitrile; and a table of amplitudes for the fitted biexponential
functions described in Sec. III B.
The underlying data of this publication can be accessed via the
Zenodo Archive at DOI: 10.5281/zenodo.3241438.
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Insights into the photoprotection mechanism of the
UV filter homosalate†
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Homosalate (HMS) is a salicylate molecule that is commonly included within commercial sun-
screen formulations to provide protection from the adverse effects of ultraviolet (UV) radiation
exposure. In the present work, the mechanisms by which HMS provides UV photoprotection
have been explored, using a combination of time-resolved ultrafast laser spectroscopy in the gas-
phase and in solution, laser-induced fluorescence (LIF), steady-state absorption spectroscopy,
and computational methods. These techniques combine to show that the enol tautomer of HMS
undergoes ultrafast excited state intramolecular proton transfer (ESIPT) upon photoexcitation in
the UVB (280 – 315 nm) region; once in the keto tautomer, the excess energy is predominantly
dissipated non-radiatively. Sharp transitions are observed in the LIF spectrum at close-to-origin
excitation energies, which points towards a second conformer that does not undergo ESIPT. While
we propose that, overall, HMS exhibits mostly favourable photophysical characteristics of a UV fil-
ter for inclusion in sunscreen formulations, the potential reactivity and toxicity of long-lived states
warrants further investigation.
Introduction
Salicylates are defined as salts or esters derived from salicylic
acid, several of which have uses within the personal care and
pharmaceutical industries.1 In addition to being included in cos-
metics for fragrance and antioxidant properties,1,2 salicylates are
used as chemical (organic) filters in sunscreen blends, for solar
protection via absorbance of ultraviolet (UV) radiation, specif-
ically UVB radiation (290 – 320 nm).3,4 Despite regulated ex-
posure to UV radiation having positive effects on human health,
such as facilitating the synthesis of vitamin D, the use of UV fil-
ters in sunscreen formulations is necessary to prevent the adverse
effects of overexposure, such as an increased risk of skin can-
cers.5–12
Despite having a low extinction coefficient compared to other
available UV filters,13 salicylates are an appealing choice for sun-
screen formulators for several reasons. Firstly, the minimal sol-
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Fig. 1 (a) Normalised UV-visible spectra of homosalate (HMS) in
acetonitrile (blue line), ethanol (black line) and cyclohexane (red line),
with molecular structure of HMS inset. The dashed line indicates the
presence of an intramolecular hydrogen bond.
vatochromic shift that is observed in salicylates upon significant
changes in solvent polarity has been demonstrated in at least 13
different solvents.14,15 This negligible shift in peak absorption
implies that a range of excipients may be used in a formulation
without changing the protection range of wavelengths afforded
by these molecules. Furthermore, salicylates contained within
sunscreen formulations can serve as solubilizers for other UV fil-
ters such as avobenzone, which to date remains the most widely
implemented UVA (320 – 400 nm) filter in the world.16–18 In
addition, salicylates have a favourable safety record, with few
Journal Name, [year], [vol.],1–10 | 1
reports of allergenic effects of these compounds.19,20 However,
a consensus is yet to be reached on whether salicylates used in
sunscreens are photostable, that is, if they do not degrade upon
prolonged UV exposure. Many publications report that they are
indeed photostable,18,21–23 while other reports also exist to the
contrary.24,25
The molecule chosen as the focus of this study is homomenthyl
salicylate (herein referred to as homosalate, HMS); its molecular
structure and the range of UVB protection it provides is shown
in Fig. 1. This molecule is approved for use in sunscreen formu-
lations worldwide and can be employed in substantial quantities
(e.g up to 15% w/w in the United States).26 Recent studies in rat
models have shown that HMS had low dermal permeability and
did not cause any endocrine disruption, both of which are major
concerns for many existing UV filters used in sunscreen formula-
tions.27,28 In addition, an earlier review by Nash 29 deemed HMS
to have a favourable toxicological profile. However, in the MCF-7
cell line, HMS was shown to have cytotoxic and genotoxic charac-
teristics, and extensive studies on the toxicological effects of HMS
are recommended.30
In this study, femtosecond (fs, 10−15 s) pump-probe spec-
troscopy techniques in both the gas-phase and in solution have
been used to elucidate the excited state photodynamics of HMS
upon absorption of UVB radiation. By using ultrafast spec-
troscopy, a deeper insight into the specific relaxation mecha-
nism(s) of salicylates upon exposure to solar radiation can be
gained, which in turn can be beneficial to determine whether
molecules of this type dissipate their incident UV radiation safely,
i.e. quickly and without generating any harmful and/or reactive
photoproducts.31,32 Other UV filters with an intramolecular hy-
drogen bond have previously been investigated with these tech-
niques.33,34 For example, upon excitation at its UVA absorption
maximum, oxybenzone was shown to exhibit excited state in-
tramolecular proton transfer (ESIPT), followed by a molecular ro-
tation which facilitated a fast decay to the ground electronic state
on a picosecond timescale, an ideal behaviour for a UV filter.33
Conversely, menthyl anthranilate (MenA) was shown to undergo
hydrogen atom dislocation, rather than transfer, and a significant
energetic barrier towards a nearby conical intersection (CI) was
found to prevent fast and efficient excited state relaxation.34 Due
to its long-lived nature ( nanoseconds), MenA is an unsuitable
candidate for inclusion in sunscreen formulations as it is vulner-
able to detrimental relaxation pathways.34 Therefore, the effect
of the intramolecular hydrogen bond in these salicylates is wor-
thy of further investigation to determine its potential suitability
as a UV filter. A review of sunscreen molecules that undergo keto-
enol tautomerisation and ESIPT, studied by ultrafast spectroscopy
techniques, has been published by Rodrigues and Stavros.35
In the present work, a bottom-up approach is employed to in-
vestigate the ultrafast molecular dynamics of HMS upon photoex-
citation with UVB radiation. The starting point is taken to be HMS
in the gas-phase, whereby the influence of external stimuli is elim-
inated, focusing on establishing the intramolecular photodynamic
processes in operation. Complexity is then increased through the
addition of a solvent, which serves as a mimic for the more re-
alistic conditions UV filters are found in within a sunscreen for-
mulation. The ultrafast pump-probe spectroscopy measurements
conducted in this work are supported by laser-induced fluores-
cence measurements and computational calculations, which can
assist with the assignment of spectral features to molecular pho-
todynamics. The results of these complementary techniques com-
bine not only to enrich our understanding of the photoprotec-
tion mechanisms within HMS, thus elucidating on its inclusion
in sunscreens and other cosmetic formulations, but also to com-
pile further information for future UV filter design and sunscreen
formulation development.
Experimental
Ultrafast laser spectroscopy setup
A fundamental laser beam centred at 800 nm with ∼ 40 fs pulse
width, ∼ 3 mJ per pulse and 1 kHz repetition rate was pro-
duced by a commercial femtosecond laser system comprised of
a Ti:Sapphire oscillator (Spectra-Physics Tsunami) and a regen-
erative amplifier (Spectra-Physics Spitfire XP). This fundamental
beam was subsequently split into three beams of ∼ 1 mJ per
pulse each, two of which were used to pump two separate op-
tical parametric amplifiers (Light Conversion, TOPAS-C), produc-
ing the pump beams for the experiments both in the gas-phase
and in solution. Experiments in the gas-phase employed a single-
wavelength probe, while in solution the probe beam consisted of
a white light continuum, as detailed below.
Experiments in vacuum
a. Time-resolved ion yield (TR-IY)
The time-resolved ion yield (TR-IY) apparatus used for the
present experiments has been previously described in detail;36
specific details relevant to the present work are provided herein.
Homosalate (HMS, provided by Lipotec SAU) was studied as
provided and without any further purification. HMS was vapor-
ised via heating to approximately 130◦C and subsequently seeded
into helium buffer gas (∼ 3 bar). The gaseous mixture was then
expanded into vacuum (∼ 10−7 mbar) via an Even-Lavie pulsed
solenoid valve37 to create the sample molecular beam. The
pump and probe beams intersected the molecular beam, while
the pump-probe time delay (at predefined time intervals ∆t) was
controlled by a gold retroreflector mounted on a motorised delay
stage along the 800 nm fundamental beam path (used to generate
the 200 nm probe, see below). The maximum temporal window
provided by the delay stage was 1.3 nanoseconds (ns). At the
laser-molecular beam intersection point, the pump photoexcited
the sample and the probe ionised the excited species.
The pump wavelengths for TR-IY measurements (λpump = 305 –
335 nm) were chosen in order to sample the different absorption
regions probed in our laser induced fluorescence measurements
(see Fig. 4 and discussion below), starting from the S1(v = 0) ori-
gin of HMS (29833.4 cm−1, ∼ 335 nm, see Fig. 4) and evaluating
the effect of photoexcitation with higher energies. The 200 nm
probe beam used to photoionize any excited species was gener-
ated by successive frequency conversion of the remaining ∼ 1 mJ
part of the fundamental 800 nm beam using barium borate (BBO)
crystals in the following sequence: type I, type II, type I.
2 | 1–10Journal Name, [year], [vol.],
The pump-probe ion signal was monitored with a time-of-flight
(TOF) mass spectrometer apparatus, equipped with a detector
consisting of two microchannel plates (MCPs) coupled to a metal
anode. The output from the MCP was measured by a digital oscil-
loscope (LeCroy LT372 Waverunner) and gated in ion flight time
over the mass channel of the parent (HMS+) ion. The parent
TOF signal was then monitored as a function of pump-probe time
delay (∆t), resulting in the TR-IY transients. For all TR-IY mea-
surements, the polarizations of the pump and probe beams were
kept at magic angle (54.7◦) with respect to each other in order
to minimize any rotational effects.38 Additionally, power depen-
dence studies were conducted to ensure single-photon initiated
dynamics under the current experimental conditions, as shown in
section 1.1 (S1.1) of the Supplementary Information (SI).39
The quoted time constants were extracted from the TR-IY tran-
sients by a non-linear curve fitting algorithm (further discussed
in the SI, S1.2), comprising a sum of exponential decays convo-
luted with a Gaussian instrument response function (IRF, typically
∼ 170 fs at relevant powers for this experiment, see S1.3).The ki-
netic model employed in these fits assumes parallel dynamics, i.e.
it assumes that all processes start at ∆t = 0. The standard errors
provided by the kinetic fit have been herein reported as estimated
errors associated with quoted time constants.
c. Laser induced fluorescence (LIF) and dispersed fluores-
cence (DFL)
To complement our gas-phase ultrafast laser spectroscopy studies,
high frequency resolution laser induced fluorescence (LIF) mea-
surements were carried out using a separate laser system to the
one described above; a detailed description of this apparatus has
been provided in previous publications40–42 and therefore only
specific details pertaining to the present studies are given here.
Helium was used as the seed gas at a pressure of 3 – 4 bar,
flowing over a solid sample of HMS maintained at 110◦C to pro-
duce sufficient vapour pressure. A pulsed valve (Parker General
Valve Series 9) with an orifice of 500 µm operating at 20 Hz
was used to supersonically cool the sample as it expanded into
vacuum. The sample was interrogated with the doubled output
of a Nd:YAG (Quantel Q-smart 450) pumped tunable dye laser
(Radiant Dyes Narrowscan). LIF excitation scans were recorded
by collecting the emission from the jet-cooled molecules with a
set of collection/steering optics, and imaging the emission onto a
UV-enhanced photomultiplier tube (PMT). The PMT was outfitted
with long-pass filters to reduce the scattered light from the laser.
A sampling gate was placed around the fluorescence decay pro-
file, digitized by an oscilloscope (Tektronix, model 3052B), and
integrated. The tunable dye laser (Exciton laser dye: DCM) was
scanned in the 29800 – 32800 cm−1 (335.5 – 305.0 nm) range.
This setup was also employed to obtain gas-phase dispersed
fluorescence (DFL) spectra of HMS. These spectra were obtained
by fixing the laser wavelength resonant with selected transitions
in the excitation spectrum, and imaging the fluorescence onto the
entrance slit of a 3/4 m monochromator. Since the fluorescence
was spread over a large range, red-shifted from the excitation fre-
quency, distinct peaks were not observed in the DFL spectrum. In
order to obtain the shape of the broad DFL spectra, the slit width
was set at 1 mm and an intensified CCD camera (Andor SOLIS iS-
tar) collected the total dispersed emission signal impinging on the
CCD at a fixed grating position. The grating position was tuned
point-by-point and the entire spectrum for a given central grat-
ing position was integrated. Fluorescence lifetime traces were
also recorded by exciting select transitions, and directly record-
ing the time profile of the fluorescence signal from the PMT on
the digital oscilloscope. The gas-phase fluorescence lifetimes of
HMS were extracted from the resulting transients following the
same method as for the TR-IY transients (see above and further
details in the SI, S1.4), using in this case an instrument response
full width at half maximum of 8 ns.
Experiments in solution
a. Transient electronic absorption spectroscopy (TEAS)
The ultrafast transient electronic (UV-visible) absorption spec-
troscopy (TEAS) setup used in these present studies, which uses
the aforementioned ultrafast laser spectroscopy setup, has been
described previously;43 specific details regarding these experi-
ments are provided below.
Three separate solutions of HMS dissolved in cyclohexane
(CHX, Fisher Scientific, > 99.9%), ethanol (EtOH, VWR Chemi-
cals, > 99.9%) and acetonitrile (ACN, Fisher Scientific, > 99.8%)
were prepared to a concentration of ∼ 10 mM. This concentration
ensured a sample optical density (OD) of less than 0.5, thus avoid-
ing pulse saturation. To prevent photodegradation of the sample
between laser shots, a diaphragm pump (Simdos K2) was used
to recirculate the solutions via a flow-through sample cell (Har-
rick Scientific) between two CaF2 windows (thickness 1–2 mm,
25 mm diameter). PTFE spacers maintained a sample path length
of 100 µm.
The wavelength of the pump pulses was chosen to be
the peak absorption of HMS in each solvent, shown in
Fig. 1: λpump(CHX) = 309 nm, λpump(EtOH) = 307 nm and
λpump(ACN) = 306 nm. The fluence of the pump pulses at all
wavelengths was ∼ 0.5 µJ cm−2. The probe pulses were broad-
band white light pulses (320 – 720 nm), generated by focusing
a 5 mW portion of the fundamental 800 nm beam onto a CaF2
crystal (2 mm thick). The pump-probe time delays in our TEAS
setup were controlled by a gold retroreflector mounted on a mo-
torised delay stage, similar to that described for the TR-IY setup.
In this instance, the delay stage was situated along the portion
of the 800 nm fundamental that generates the white light contin-
uum, and facilitated a maximum ∆t of 2 ns. The fluence of the
probe pulse was changed post-sample by a neutral density filter
as required to avoid saturating the detector. The transient absorp-
tion data collected with this setup was quantitatively analysed via
global analysis fitting using Glotaran, a graphical user interface
for the R package TIMP.44–46 Once again, the fitting is carried
out assuming a parallel kinetic model; more details regarding the
fitting procedures and the IRF of our TEAS experiments are given
in the SI, in sections 2.1 and 2.2, respectively. Moreover, simi-
lar to our experiments in the gas-phase, TEAS power dependence
studies were carried out to ensure single-photon initiated dynam-
ics for our experiments in solution (S2.3).
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Steady-state spectroscopy
UV-visible spectroscopy measurements were conducted for solu-
tions (∼ 100 µM) of HMS in each solvent (CHX, EtOH and ACN)
using a quartz cuvette of 10 mm path length in a Agilent Cary-
60 spectrophotometer. All fluorescence measurements (emission
spectra and lifetimes, see S2.4 of the SI) of HMS were acquired
using a Horiba Fluorolog-3. Each solution of HMS was prepared
in this instance to a concentration of around ∼ 10 µM to en-
sure that the absorbance of the solution was approximately 0.1.
More detailed information pertaining to these fluorescence mea-
surements, alongside the UV-visible spectra of all fluorescence
samples, can be found in S2.4. The quantum yield of HMS was
also determined; full experimental details can be found in the SI
(S2.4.1).
Computational methods
All calculations were conducted in the NWChem software pack-
age.47 Density functional theory (DFT) geometry relaxation was
performed on three conformers of HMS, each of which is sus-
pected to be close to a local geometric energy minima. This re-
laxation was conducted with the PBE functional and cc-pVTZ ba-
sis set.48 Of the three previously mentioned structures of HMS,
the one of lowest energy — herein referred to as the enol form
(conformer 1), see Fig. 2a — was selected as the likely global
minimum and carried forward for further testing. These calcula-
tions were conducted in vacuum as well as in implicitly modelled
ethanol, cyclohexane, and acetonitrile using the COSMO solvent
model inbuilt in NWChem to generate four structures.49–51 The
second lowest energy conformer, which will be referred to as con-
former 2, was also retained for further testing. The structures of
both conformers are presented in the SI, S3.1.
The enol structure was then relaxed in the first excited singlet
state (S1, ππ∗) in order to predict the structure of the system af-
ter photoexcitation in vacuum. This was achieved by first relaxing
at the PBE/cc-pVDZ level of theory and then further relaxing the
resulting structure at the PBE0/cc-pVTZ level of theory. Follow-
ing this, the species was further relaxed in each of the implicit
solvents. These relaxations resulted in the keto form of HMS
shown in Fig. 2a, which was again taken forward for further
analysis employing the cc-pVTZ/PBE0 level of theory as is now
described. Using each of the eight structures, enol and keto struc-
tures in all three implicit solvents and vacuum, time-dependent
DFT was carried out in order to find singlet (Sn) and triplet (Tn)
vertical excitations. The energy of the T1 state was more accu-
rately calculated using a ∆SCF methodology.52 This was achieved
by conducting single point energy calculations with state multi-
plicity set to 3 (triplet state) on each of the previously obtained
enol and keto structures; the results were then compared to the S0
energies for each form, once again in all three solvents as well as
in vacuum. Conformer 2 also underwent excited state relaxation
along the first excited singlet state (S1, ππ∗). This was conducted
at the PBE0/cc-pVTZ level of theory. Single point energy calcula-
tions were conducted on both conformers 1 and 2 in vacuum at
the PBE0/cc-pVTZ level of theory.
Finally, in order to estimate the excited state barrier between
the enol and keto forms (conformer 1), a set of linear interpola-
tions of internal coordinates (LIIC) were acquired. Vertical excita-
tions, again at the PBE0/cc-pVTZ level of theory, were calculated
in vacuum for each step, and the resulting ground state (S0), S1
and S2 energies were plotted. The results of these calculations
along a LIIC are shown in Fig. 2b (for S0 and S1; results for S2
are shown in the SI, Fig. S12).
(a) (b)
Fig. 2 (a) A representation of the different energy levels of HMS (conformer 1) in vacuum in the enol (left) and keto (right) form, as predicted using the
PBE0/cc-pvtz level of theory. In (a), red arrows represent the absorption of a photon, blue arrows represent fluorescence, and green arrows represent
phosphorescence. The dotted lines in blue and orange between the S0 and S1 states are indicative of the linear interpolation of internal coordinates
calculated for HMS in vacuum at the PBE0/cc-pvtz level of theory, shown in further detail in (b) alongside the predicted structures of homosalate at
selected steps. These calculations suggest that, when in the ground state, conformer 1 of HMS exists in the enol form, whereas in the first excited
singlet state (S1) HMS converts to the keto state in an energetically barrierless process.
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Results and Discussion
Gas-phase experiments
TR-IY HMS parent ion (HMS+) transients are presented in Fig. 3
along with the extracted time constants at λpump = 305 nm,
320 nm and 335 nm (the latter of which corresponds to pho-
toexcitation centred at the S1 origin of HMS, see below), with
λprobe = 200 nm. In all cases, the gas-phase photodynamics of
HMS following UV photoexcitation are described by two time con-
stants. In what follows, we will firstly focus on discussing the
assignment of τ1 and addressing apparent discrepancies between
our time- and frequency-resolved studies, after which the discus-
sion regarding the assignment of τ2 will become straight-forward.
The first time constant, τ1, is always defined within the limits
of our IRF, typically ∼ 170 fs as previously mentioned. It is com-
mon for such IRF-limited features to be due to multiphoton coher-
ent artifacts,53,54 and it is also likely that probe-initiated reverse
dynamics contribute to the large amplitude of the feature associ-
ated with τ1 (particularly in Fig. 3(c)). Nevertheless, gas-phase
power studies (presented in S1.1, Fig. S1) reveal that the fea-
ture associated with τ1 is linearly dependent on pump power, in-
dicative of single-photon pump-initiated photodynamics via S1. It
has been reported that excited state intramolecular proton trans-
fer (ESIPT), involving migration of the proton on the −OH group
along the O−H−O coordinate towards the neighbouring carbonyl
group (thus forming the keto tautomer), takes place in methyl sal-
icylate (a smaller analogue of HMS) on sub-100 fs timescales.55
It is therefore plausible that such an ESIPT process would also
take place in photoexcited HMS. In fact, our computational stud-
ies, the results of which are presented in Fig. 2, predict a barrier-
less S1-enol to S1-keto tautomerisation for conformer 1 of HMS,
with the keto tautomer lying 0.32 eV lower in energy than the
enol tautomer (see Fig. 2b). In addition, the large Stokes shift
observed in the DFL spectrum of HMS upon photoexcitation at
its S1(v = 0) origin, as shown in Fig. S3a in the SI, suggests a
significant geometry change upon excitation to the S1 state. The
experimentally observed Stokes shift in the gas-phase is approxi-
mately 0.71 eV, which compares with the theoretically calculated
1.1 eV difference between the S1–S0 transitions for the enol and
keto tautomers (in vacuum, see Table S3 and Table S4 in the SI).
While there is a discrepancy of approximately 0.4 eV between
the experimental and theoretical value for this Stokes shift, DFT
methods have generally been found to overestimate transition en-
ergies.56,57 Nevertheless, the experimental observation of a large
Stokes shift upon photoexcitation to the S1 state of HMS, in ac-
cordance and in addition to the large computationally predicted
Stokes shift, supports the hypothesis that ESIPT would take place
in HMS within τ1.
We note, however, that sharp features in the LIF spectrum of
HMS, shown in Fig. 4, are retained even at energies > 1000 cm−1
above the S1(v = 0) origin. Excitation energies above 31000 cm−1
result in a loss of the fine structure, which could point towards vi-
bronic congestion.58 The instrument-limited linewidth of the LIF
origin peak (see SI, S1.5) suggests a significantly longer S1 origin
lifetime than the IRF-limited τ1 extracted from our TR-IY mea-
surements. We reconcile these contradictory observations by con-
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Fig. 3 TR-IY magic angle transients for HMS photoexcited at (a)
305 nm, (b) 320 nm and (c) 335 nm, the S1(v = 0) origin of HMS, with a
200 nm probe. Black circles are experimental points, while the red
curves correspond to kinetic fits (discussed in the SI, S1.2), from which
the time constants shown inset are extracted.
sidering previously published work in which the existence of dif-
ferent conformers is suggested for closely related salicylates. For
example, Bisht et al. proposed two potential conformers in sal-
icylic acid undergoing different excited state dynamics,59 while
Zhou et al. hypothesised that the slowest dynamics observed in
their studies on methyl salicylate could be due to a conformer in
which the ESIPT process is hindered.60 Moreover, both Zhou et
al. and Massaro et al.61 report an energy difference between the
two lowest energy conformers of methyl salicylate in the ground
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Fig. 4 (a) LIF spectrum of vaporised HMS upon photoexcitation in the 29806 – 32787 cm−1 energy region, with Gaussian curves (FWHM =
500 cm−1) demonstrating the regions photoexcited in the TR-IY measurements with λpump = 335 nm (red), 320 nm (blue) and 305 nm (green). (b) The
same LIF spectrum in more detail, with the inset showing the peak and energy corresponding to the S1(v = 0)) origin of HMS.
state (∼ 0.1−0.2 eV) that is comparable to the energy difference
predicted by our computational studies for conformers 1 and 2
of HMS (0.17 eV, see Fig. S11 in the SI). In addition, Zhou et
al. have shown that interconversion of the two lowest energy
conformers in the ground state has a significant barrier (0.63
eV), hindering interconversion between the two conformers; it
is therefore not unreasonable to assume that a similar barrier to
interconversion between conformer 1 and conformer 2 of HMS
also exists. Taken together, and given that our calculations show
that there is a stable excited state structure of the enol tautomer
of conformer 2, we propose that conformer 2 is photoexcited
and trapped in its enol structure (i.e. not undergoing ESIPT),
which fluoresces, thus accounting for the sharp features observed
in our LIF measurements. However, the (apparent) low abun-
dance of this conformer makes it difficult to identify from our
TR-IY measurements. We add that further experiments (such as
spectral hole-burning) are warranted to confirm the existence of
conformer 1 and 2.
The second time constant, τ2, clearly decreases with increasing
energy, i.e. energy dissipation becomes faster with increasing en-
ergy. This behaviour is typical of systems for which there is an
energetic barrier to be surmounted in order for a key relaxation
pathway to be accessed.62,63 Presumably, when exciting HMS at
the S1(v = 0) origin (within the 500 cm−1 bandwidth of our time-
resolved measurements, see Fig. 4) excited state population is
unable to access any nearby CIs and therefore fluorescence takes
place to the ground state as excited state population samples the
shallow S1 energy potential. Indeed, the LIF measurements pre-
sented in Fig. 4 show that there is significant fluorescence from
the vibrational levels accessed by λpump = 335 nm used in our TR-
IY measurements (see Fig. 4), further supporting our assignment
of τ2 > 1.3 ns (at this pump wavelength) to a long-lived, fluo-
rescing S1 surface. As the pump energy is increased, τ2 decreases
considerably, now being defined within the temporal window of
our measurements. It is plausible that at these higher pump ener-
gies excited state population would be increasingly more likely to
access a nearby CI within the S1 state through which it would un-
dergo internal conversion (IC) to the S0 state. Nevertheless, while
fluorescence may not be the predominant relaxation pathway at
above-origin pump energies (for which IC becomes increasingly
competitive), the strong LIF signal at these energies is evidence
that it is still an active relaxation pathway.
Gas-phase fluorescence lifetime measurements taken upon
photoexcitation at 305 – 335 nm, an example of which is pre-
sented in the SI (S1.4), yield fluorescence lifetimes of 12 – 20 ns,
and our attempts to detect gas-phase phosphorescence from HMS
were unsuccessful, suggesting that triplet states are unlikely to
be involved in the gas-phase photodynamics of HMS on the
timescales of the present measurements. Nevertheless, one could
envisage that excited state population would migrate to nearby
triplet states (the existence of which is confirmed by our compu-
tational work, see Fig. 2a and section 3 of the SI) and then un-
dergo reverse intersystem crossing (ISC) back into a singlet state
(namely S0), thus justifying the absence of observable phospho-
rescence. Moreover, it is also possible that photoreactions would
take place from the excited triplet state manifold. The absence
of observable phosphorescence does not, therefore, conclusively
rule out ISC as a potential relaxation pathway for HMS in the
gas-phase.
In summary, our gas-phase and computational results suggest
that conformer 1 of HMS (the lowest energy conformer) under-
goes ultrafast enol-keto tautomerisation, followed by either fluo-
rescence from the S1 surface or, in the case of higher photoexci-
tation energies which allow for a higher lying CI to be accessed,
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fast repopulation of the S0 state via IC. Furthermore, we suggest
that the sharp peaks in the LIF spectrum of HMS around S1(v = 0)
origin energies – which do not agree with a fast ESIPT process
taking place – are due to the presence of a second conformer in
the molecular beam. We found no evidence of phosphorescence
within the timescales of our experiments and, therefore, propose
that any contribution from triplet states to the gas-phase photo-
dynamics of HMS, while possible, would be negligible.
Transient electronic absorption spectroscopy (TEAS)
To gain further insights into the behaviour of HMS in envi-
ronments with different polarities and protic natures, ultrafast
spectroscopy studies were conducted in solution, in line with a
bottom-up approach.
Given the similarities of the UV-visible spectra of HMS in dif-
ferent solvents (as shown in Fig. 1), it could be expected that the
excited state dynamics of HMS would not differ dramatically in
the different solvent environments. Indeed, all transient absorp-
tion spectra (TAS) of HMS, displayed as false colour heat maps in
Fig. 5, are very similar and reveal similar dynamics; as such, it
seems appropriate that the results should be discussed together.
Each solute/solvent combination displays a strong excited state
absorption (ESA) in the range 330 – 360 nm, with evidence of a
positive feature, tailing off at ∼ 400 nm. A separate ESA fea-
Fig. 5 False colour heat maps showing TAS of HMS in (a) EtOH
(λpump = 307 nm), (b) CHX (λpump = 309 nm) and (c) ACN
(λpump = 306 nm).
Table 1 Transient electronic absorption spectroscopy (TEAS) time
constants for three homosalate solutions upon excitation at their
respective absorption maxima, obtained via global fitting techniques
using a parallel model. 44
Time constant Ethanol Cyclohexane Acetonitrile
τ1 (fs) 50±35 100±30 80±40
τ2 (ps) 10.4±0.4 14.2±0.5 9.1±0.4
τ3 (ps) 199±2 533±6 176±2
τ4 (ns) > 2∗ > 2∗ > 2∗
∗ Outside the temporal window of the instrument
ture appears between 500 – 590 nm. There is also a stimulated
emission (SE) feature, the negative ∆OD feature between probe
wavelengths of 430 – 500 nm. A quantitative insight into the
assignment of these spectral features has been attained by fol-
lowing the global fitting procedure described in the SI (S2.1).
As is the case for the model used to fit our time-resolved gas-
phase data, this procedure implements a parallel model, which
assumes all processes begin immediately after excitation. This is
also the same style of model that is used to quantitatively analyse
the time-resolved gas-phase data. The results of this fitting are
shown in Table 1.
For all sets of TEAS data (in all solvents and at all pump wave-
lengths), τ1 is defined within instrument response (Fig. S5). Fol-
lowing consideration of our previous observations and discussion
regarding our gas-phase results, and given that ESIPT has been
observed experimentally on comparable timescales in similar sys-
tems in solution (e.g. methyl salicylate), we assign τ1 in our stud-
ies in solution to enol-keto tautomerisation.64–67 Further evidence
for ESIPT in HMS is two-fold. Akin to the dispersed fluorescence
observations in gas-phase, there is a large Stokes shift (∼ 120 nm,
see Fig. S8 in the SI) upon photoexcitation of HMS at its re-
spective absorption peak in each solvent, which is indicative of a
significant structural change upon photoexcitation to the S1 state.
This observation is similar to that previously reported for methyl
salicylate and ethylhexyl salicylate.67,68 Moreover, our computa-
tional studies reveal that the S1-keto tautomer is lower in energy
than its S1-enol counterpart and it is therefore anticipated that
ESIPT would remain barrierless for HMS in solution.
The elucidation of the remaining time constants extracted from
our TEAS data for HMS is assisted herein by comparison with the
previously studied HMS analogue, ethylhexyl salicylate (EHS),
for which the ester unit connects to an alkane chain rather than
the cycloalkane unit of HMS.68,69 As presented in the SI in fur-
ther detail (S2.5), equivalent TEAS studies on EHS following
the same experimental methodology as for HMS have been per-
formed. Overall, the photodynamical behaviour of EHS is virtu-
ally unaltered from that observed for HMS. As such, we assume
that comparisons between the photophysical and photodynamic
behaviours of HMS and EHS are valid.
In light of the aforementioned assumption (and returning to
discuss τ2 below), τ3 and τ4 for HMS can be assigned to radia-
tive decay. The faster of these time constants, τ3, is likely due to
the decay of the S1-keto tautomer via fluorescence, the presence
of which is confirmed in the TAS of HMS in all solvents by the
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appearance of the SE feature centred at 450 nm, which directly
corresponds to the peak observed in the emission spectra (Fig.
S8). Moreover, EHS also produces an emission peak at 450 nm,
as reported by Krishan and Nordlund,68 identical to the emission
of HMS shown in Fig. S8, in terms of both central wavelength and
bandwidth, further validating the comparison between these two
molecules. For further confirmation, the fluorescence lifetimes
of HMS in all three solvents have been determined; these were
found to be within our instrument response (< 1.2 ns, see S2.4
for further experimental details). More exact fluorescence life-
times for EHS have been quoted by Krishnan and Nordlund, and
range from 150 ps in methanol to 460 ps in toluene.68 Krishnan
and Nordlund’s results are in good agreement with the values of
τ3 that have been extracted for both HMS and EHS in our stud-
ies, as shown in Table 1 and Table S1, respectively. These time
constants, alongside the fluorescence lifetime of the present and
previous studies, thus support our assignment of τ3 in both EHS
and HMS to fluorescence.
Our assignment of τ4 > 2 ns to intersystem crossing (ISC), fol-
lowed by phosphorescence, is supported by our computational
results, which reveal the existence of nearby triplet states that
are accessible in all solvents. The hypothesis that τ4 in our TEAS
measurements may be associated with the lifetime of a nearby
triplet state is further corroborated by the previous findings of
Sugiyama et al.,69 who observed and measured phosphorescence
for both HMS and EHS with quantum yields of ΦP(HMS) = 4.9%
and ΦP(EHS) = 5.4%, respectively, in ethanol at 77 K;69 at room
temperature, the equivalent ΦP would be expected to be lower.
Although, as just discussed, both fluorescence and ISC (fol-
lowed by phosphorescence), do occur in both HMS and EHS,
these are unlikely to be the dominant relaxation pathways for
these molecules. In EHS, the aforementioned phosphorescence
quantum yield of 5.4%69 adds to the reported fluorescence quan-
tum yield, ΦF, of 0.6 – 1.9% (depending on solvent),68 while for
HMS we have determined that the reported ΦP(HMS) = 4.9%69
is accompanied by a fluorescence quantum yield of 9.0% in cy-
clohexane and ethanol, and 10.1% in acetonitrile (see S2.4.1 for
experimental details). Therefore, radiative decay does not solely
account for excited state relaxation and, indeed, it is not the pre-
dominant relaxation pathway in either of these molecules. Hence,
alternative, non-radiative mechanisms must be at play in the ex-
cited state relaxation of both HMS and EHS. We propose, there-
fore, that the remaining time constant extracted from our TEAS
measurements for HMS (and, indeed, EHS), τ2, may be due to
excited state relaxation via a combination of internal conversion
(IC) and vibrational cooling to the S0-keto species. It is then en-
ergetically favourable for the S0-enol species to be reformed, ac-
cording to the S0 energies calculated using TD-DFT, a full list of
which can be found in the SI (S3). Given the aforementioned
low yields of radiative decay, we further propose that IC would
account for the remaining excited state relaxation, thus constitut-
ing the predominant relaxation pathway for HMS (and EHS).
In summary, our studies in solution on HMS reveal an initial
ultrafast process which, similarly to what was discussed for the
system in the gas-phase, we assign to enol-keto tautomerisation.
Both radiative and non-radiative decay then occurs, with IC (and
some component of vibrational cooling) predominantly taking
place alongside lower yield components of fluorescence and phos-
phorescence. While it appears from our results that solvent envi-
ronments have only minor effects on the observed photodynamics
of HMS, it is clear that solvation seems to facilitate ISC and thus
open up phosphorescence as a competing (yet non-dominant) de-
cay pathway for HMS. This is an important consideration for sun-
screen design, since triplet states are generally more reactive and
their presence is therefore undesirable in sunscreen formulations.
Conclusions
In the present work we have explored the excited state dynamics
of the UV filter HMS after photoexcitation in the 305 – 335 nm
wavelength range. We found that these dynamics are almost un-
altered in solution when compared to the gas-phase and can be
broadly described by an initial ultrafast decay, which is in all cases
assigned to ESIPT, followed by fast internal conversion to the
ground state and lower quantum yields of fluorescence and phos-
phorescence (the latter of which is only directly observed in solu-
tion). In line with previous observations on analogous molecules,
we also report on experimental observations in the gas-phase that
point towards the presence of a second, long-lived conformer of
HMS which does not undergo ESIPT.
Interestingly, the studies presented here on HMS are in stark
contrast with the behaviour observed for the UVA filter menthyl
anthranilate (MenA), studied by Rodrigues et al..34 In their stud-
ies, in gas-phase and in solution, Rodrigues et al. found that the
ESIPT process is incomplete. Furthermore, while there is a nearby
CI, a large energetic barrier needs to be surmounted in order for it
to be accessed, which hinders fast and efficient excited state relax-
ation in MenA, effectively rendering its photophysical behaviour
unfavourable for sunscreen use.
From our observations in the present study, it appears that by
substituting the amino group of MenA with the hydroxy group in
HMS, a CI becomes accessible and the excited state energy can
be dissipated effectively. It is evident, therefore, that the ESIPT
process plays a key role in the photodynamics of both HMS and
MenA, ultimately defining their suitability for use as UV filters
in sunscreen formulations. As such, a more detailed understand-
ing of the ESIPT process (e.g. substituent position and functional
group effects) in this type of molecule is warranted and could
be crucial for sunscreen design. Overall, and within the limits of
our studies, HMS appears to have mostly favourable excited-state
characteristics and, on this basis alone, warrants its inclusion in
sunscreen formulations. Nevertheless, the potential reactivity and
toxicity of HMS triplet states warrants further investigation.
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Chapter 5
Conclusions and Future Work
5.1 Conclusions
In this section, I will be discussing the original research that has been undertaken in
this thesis as well as giving an outline of the significance of this work. I will also explain
how each of the three papers individually explores the overall theme of this thesis: how
solvent environment affects the photochemical properties of a molecule.
5.1.1 Determination of Secondary Species in Solution through Pump-
Selective Transient Absorption Spectroscopy and Explicit-Solvent
TDDFT
In this paper we sought to determine the secondary equilibria species present in an
alizarin/methanol solution. This problem originally arose as, when predicting the
UV-Vis spectrum and therefore the colour of alizarin in methanol, an unaccounted
for excitation was observed in the experimental UV-Vis spectrum. In the literature
previously there had been some suggestion of a secondary equilibrium species forming
but there was some debate as to its identity.[2, 5, 3, 4] To further investigate this,
temperature dependent UV-Vis spectra were taken and a clear isosbestic point was
observed between the unaccounted for excitation and a neighbouring peak with respect
to temperature. This led us to conclude that alizarin was in dynamic equilibrium in
methanol between two forms. To ascertain the nature of this equilibrium, we used
pump-selective transient absorption spectroscopy on comparable samples. We studied
alizarin in methanol with different acidity to rule out a deprotonation equilibrium.
Following this, we conducted explicit solvent TDDFT to test two potential tautomeric
species to see which was more likely to be the unknown equilibrium product. The
TDDFT results predicted the S1 absorption energy of one these species to be close to
the energy of the unaccounted for excitation. From this we were able to determine that
this was the secondary species.
This paper was valuable for three main reasons. Firstly, it gave information
about the properties of a widely used dye in solution. Alizarin is used as a paint and
as a clothing dye. Therefore, it is useful to know how it behaves in these applications
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in specific solvent environments. Furthermore, alizarin is also used in scientific fields
for applications like biological staining and in the study of micelles, again, where
understanding interaction with solvent environment is of vital importance.[6, 7, 8]
Secondly, this paper was useful for benchmarking explicit solvent TDDFT methodology.
Finally, this paper showed that knowledge of equilibrium products is important for
colour prediction. Previously, it was assumed that, when considering the effect solvents
have on colour, the two things to consider were electrostatic and non-electrostatic effects.
This paper asserts that to accurately predict the UV-Vis spectrum, and by extension
the colour, of a chromophore in solution one must also have information on the presence
of ground-state tautomeric equilibria in solution. This feeds directly into the thesis’
main goal of accurately assessing solvent effects on the photochemistry of solutes.
5.1.2 Examining solvent effects on the ultrafast dynamics of catechol
This paper examined the ultrafast photodynamics of catechol in acetonitrile. Catechol
is a key part of the natural photoprotecting chemical eumelanin. Therefore, to know
the excited state behaviour of catechol is key to understanding the photochemistry
of eumelanin. This “bottom-up” approach, where one starts with a smaller building
block and builds complexity into the model, is common in the study of large biological
molecules. 4-tert-butyl catechol, a catechol analogue, has been studied previously at
different concentrations in cyclohexane but its photochemistry had not been studied in
depth in more interacting solvents.[9] In this paper, we study catechol in the hydrogen-
bond accepting solvent acetonitrile.
Horbury et al. previously studied the ultrafast dynamics of catechol in cyclohex-
ane and acetonitrile at 35 mM concentration. [1] They observed that the lifetime of
catechol in the S1 excited state was significantly longer in acetonitrile than in cyclohex-
ane. They attributed this to the existence of two different tautomers of catechol, an
“open” form in acetonitrile and a “closed” form in cyclohexane. In this paper, through
comparison of explicit solvent vibrational frequency prediction with experimental FTIR
data, we determined this not to be the case. We examined catechol in acetonitrile and
found that, contrary to what had previously been suggested, this was in the closed
form. We suggested the alternative explanation that hydrogen bonding to the solvent
is what gives rise to the difference in S1 lifetime and showed that aggregation caused
a similar effect. This paper was valuable as it showed how interacting solvents can
effect a key eumelanin building block, thus further elucidating the behaviour of this
photo-protector in realistic environments. This fits within the broader theme of the
thesis as it investigated the effects of solvent on ultrafast dynamics using explicitly
modelled solvent.
5.1.3 Insights into the Photoprotection Mechanism of the UV Filter
Homosalate
The role of a successful UV-filter candidate is to absorb solar radiation and harmlessly
dissipate the energy. Salicylates are often used as chemical filters for UVB radiation
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(280 - 320 nm).[10] Salicylates are also seen as good sunscreen candidates as they have
a low solvatochromic shift and therefore the region of light they absorb is not heavily
affected by different solvent environments.[11, 12, 13] Furthermore, salicylates have a
favourable safety record with few reports of allergic reactions to their compounds.[14,
15] This work considers a specific salicylate: homomenthyl salicylate, which we refer
to as homosalate. Homosalate is a commonly used sunscreen which can be applied in
substantial quantities (up to 15% w/w). In this paper we investigated the safety and
efficacy of homosalate by probing its excited state decay mechanism.
Homosalate was examined in both the gas and solution-phase in order to achieve
a fundamental understanding of its reaction dynamics. In both techniques homosalate
appeared to undergo ultrafast intramolecular proton transfer within the first 100 fs
resulting in the keto tautomer being formed. This result is confirmed through density
functional theory calculations. Homosalate was theoretically relaxed in the excited
S1 state, resulting in a barrierless decay to the keto form. To further investigate this
process, a linear interpolation of internal coordinates was conducted between the S0
Franck-Condon geometry (enol form) and the relaxed S1 geometry (keto form). This
further confirmed that there was no barrier in the S1 to the formation of the keto form.
Following this, the S1 state decayed back to the S0 through two mechanisms: internal
conversion and fluorescence. In the solution phase, there is evidence of inter-system
crossing (ISC) to a triplet state. This is further verified by vertical excitation and
∆SCF calculations showing the presence of nearby triple states with similar character.
There is no evidence of ISC in the gas-phase but it is likely that it does still occur
outside the time-window visible by the technique. Laser induced fluorescence studies
were also carried out and implied that the molecule did not, in fact, undergo ultrafast
intramolecular proton transfer. We suggest, however, that this could be due to a small
amount of another conformer present in the tested sample. Homosalate on the whole
behaves well as a sunscreen molecule however evidence of a potentially reactive triplet
state forming in solution may warrant further research.
5.2 Future Work
The effect of solvation is a continually evolving field of study, both experimentally and
theoretically. Experimentally, future work could look to more accurate environments
rather than pure solvent. When studying dyes like alizarin, a focus could be on creating
more lifelike conditions to study. For example, the study of how alizarin behaves
in solvent with other solutes present or how it behaves at the interface of a solvent
and a solid may prove vitally important. In the case of eumelanin, and its building
block catechol, further steps can be made to experimentally observe these photo-
protecting compounds in biomimetic conditions.[16] Finally, with sunscreen candidates
like homosalate, further work can be done to mimic the environment experienced when
on human skin. This year, a paper was published by the Stavros group that went
some of the way to exploring this by studying a different sunscreen candidate, diethyl
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sinapate, on synthetic skin.[17] This could be advanced further in the future by adding
in more complexity to the solvent with the inclusion of sweat and sebum mimics.
As these experiments get more complex computational studies will have to
evolve in turn. In the first presented paper (Turner et al., J. Phys. Chem A. 2019)
the UV-Vis spectra of different alizarin tautomers were calculated. The shape of the
peaks in the prediction were generated by convolving Gaussian functions centred on
predicted excitations for multiple snapshots. This could be more accurately determined,
however, by also accounting for the vibronic progression of the molecule theoretically.
Furthermore, spectral warping was used to mimic the effect of using a cheaper basis
set on explicit-solvent models. The warping parameters for this were calculated from
high-accuracy density functional theory. They could, perhaps, be more accurately
assessed using quantum chemistry methods, for example CASPT2 or EOM-CCSD.
When studying catechol, vibrational frequency was calculated using explicit solvent
density functional theory. This was conducted on three potential snapshots of catechol
in acetonitrile. In future work, one could study significantly more snapshots in order
to predict a full FTIR spectrum rather than just likely positions of the primary peaks.
Finally, homosalate was studied through implicit-solvent density functional theory. For
the purposes of this work, implicit solvent was sufficient as solvation had little effect
on the photochemical behaviour of homosalate. This was evidenced by its lack of
solvatochromic shift and by the similarity of gas-phase and solution-phase ultrafast
results. In future, it would be interesting to use explicit-solvent methodology to examine
why this molecule feels so little influence from solvent.
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List of files included
• Input, geometry, and output files for each of the sixty explicit solvent calculations on
the alizarin tautomers
• Input, geometry, and output files for the PBE, PBE0, LC-PBE0, B3LYP and cam-
B3LYP calculations on the alizarin tautomers in implicit methanol solvent
• Input, geometry, and output files for alizarin monoanion-b with fixed dihedral rotations
• Each of the six TEAS scans for alizarin in methanol at pH=3/425 nm pump; pH=7/425
nm pump; pH=7/550 nm pump; pH=9/ 550 nm pump.
• Solvent scans for alizarin at acidic and neutral pH values in methanol
Figure 1: UV-Vis scans of alizarin in methanol at different temperatures.
2
Figure 2: Fitted plots of TEAS slices of alizarin in methanol (pH=3,7), λ(pu)=425 nm ,
λ(pr)=500 nm.
Figure 3: Fitted plots of TEAS slices of alizarin in methanol (pH=7,9), λ(pu)=550 nm ,
λ(pr)=460 nm.
3
Figure 4: Predicted spectra for different forms of alizarin in methanol, A) Red is alizarin-a,
B) green is alizarin-b, C) blue is alizarin monoanion-a; and D) pink is alizarin monoanion-
b; the top calculations are the result of LC-PBE0 spectral warp corrections with the solid
middle results being that of PBE0 corrections. The bottom black line is the experimental
spectra with fitted gaussians.
Figure 5: The instrument response of the TEAS measurements was retrieve by fitting Gaus-
sians to the time-zero artifacts present in the solvent scans in the acidic and neutral solutions
and taking the full width half maximum; this gave a value of ≈ 80 fs
4
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I. LIST OF FILES INCLUDED IN ONLINE ZENODO REPOSITORY
The underlying data of this publication can be accessed via the Zenodo Archive at DOI:
10.5281/zenodo.3241438, This includes:
• Input, geometry, and output files for the geometry optimization and frequency calcu-
lations on open and closed catechol conformers with two solvent molecules included.
• Input, geometry, and output files for the geometry optimization and frequency calcu-
lations on open and closed catechol conformers in 5 Å radii explicit solvent shells.
• Input, geometry, and output files for catechol with fixed dihedral rotations.
• Averaged TEAS scans for catechol in acetonitrile at concentrations of 5 mM and 75
mM with 83 and 60 time points respectively.
• Averaged TEAS scans for catechol in acetonitrile at concentrations of 5 mM and 75
mM with 5 time points (more highly averaged).
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II. A FITTED TIME-ZERO ARTEFACT FOR THE TEAS SET-UP IN
ACETONITRILE SOLVENT
FIG. 1. The instrument response functions of the TEAS measurements were retrieved by fitting
Gaussian functions to the time-zero artefacts in acetonitrile solvent scans and recording the full
width half maximum (FWHM). This figure shows an exemplar data set at 540 nm probe wavelength
(267 nm pump); the returned FWHM is ≈ 80 fs.
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III. A TWO-DIMENSIONAL PLOT OF S0 ENERGY OF CATECHOL
WITH RESPECT TO THE DIHEDRAL ANGLES OF BOTH OH GROUPS
FIG. 2. 2D scan of dihedral bond angles (θ and φ see inset) vs. S0 energy as calculated by density
functional theory at the PBE/6-31G* level with implicit acetonitrile solvent. This was conducted
by taking the optimised structure for the closed conformer and rotating the dihedral angle of each
OH group in steps of 20 ◦ with all other internal coordinates fixed. For each step the single-point
energy was calculated. As the only local minima observed were the open and closed structures,
these were the only conformers considered in future calculations. Two important caveats should
be noted: first, the absolute energies on this plot are unlikely to be reliable indicators of relative
stability in solution, since we show in the main manuscript that strong solvent-solute hydrogen
bonding interactions occur in acetonitrile, which will lead to a dramatic change in the relative
energies of different structures; Second, the starting bond angles in the closed conformer of the
intramolecular and intermolecular C–O–H linkages are 108.5◦ and 109.4◦, respectively. This slight
difference results in an asymmetry with respect to rotation of the two angles, and an associated
error of up to 0.06 eV between the calculated energies of geometries which, if symmetry was strictly
imposed, would be identical. Since this error is small compared to the overall energy scale, and this
plot intended only to illustrate the landscape, we chose not to conduct the constrained geometry
relaxations at each point that would be required to precisely map the potential energy surface.
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IV. CALCULATED FREQUENCIES FOR CATECHOL IN THE OPEN
AND CLOSED CONFORMERS AS CALCULATED USING BOTH AN
IMPLICIT SOLVENT MODEL AND AN EXPLICIT SOLVENT SHELL
FIG. 3. Experimental FTIR spectrum for catechol in acetonitrile (solid black line) compared to
theoretical predictions for vibrational frequencies of catechol in implicit acetonitrile solvent (vertical
lines), calculated at the PBE0/cc-pVTZ level of theory. Red lines show predicted frequencies for
the closed conformer and blue lines show those of the open conformer. Where the red and blue lines
lie on top of one another, the line is dashed red and blue. The experimental spectrum has been
deconvolved into two Gaussian functions (dashed black lines) after correcting for a small broad
band associated with water. Predicted frequencies were scaled to align with the lower frequency
peak in the experimental result. Scaling factors (denoted sf, see section 2B of the main manuscript)
were applied to match the The scaling factors are quite large and even after these are applied, the
results for the second peak do not match well in either model with the experimental data. It was
consequently determined that calculations involving explicit representation of solvent molecules
were necessary for a quantitative understanding.
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FIG. 4. Experimental FTIR spectrum for catechol in acetonitrile (solid black line) compared to
theoretical predictions for vibrational frequencies of catechol complexed with explicit acetonitrile
solvent shells (vertical lines), calculated at the PBE/cc-pVDZ level of theory. In this, three snap-
shots were analysed and the resulting predicted frequencies were averaged. Red lines show the
predicted frequencies of the closed conformer and blue lines show those of the open conformer.
Where the red and blue lines lie on top of one another, the line is dashed red and blue. Decon-
volution has been applied to the experimental spectrum as in Fig. 3. Methodology for generating
the explicit solvent shells is detailed in Sec. 2.2 of the main manuscript. Excellent agreement is
seen with experimental results. It is to be noted that with only three tested snapshots, we retain
a large statistical uncertainty, which is discussed further in the main manuscript. In future work,
further snapshots could be analysed to fully sample the distribution of possible geometries. For
our purposes, however, we confirmed that this methodology gave similar results to the method
described in the main manuscript (which used only two solvent molecules).
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V. THE STARTING GEOMETRIES FOR THE TWO-SOLVENT
FREQUENCY CALCULATIONS
FIG. 5. Starting candidates for the open and closed structures of catechol. After geometry op-
timization the open candidates all converged to similar structures as did the closed candidates.
Owing to this, the lowest energy optimized structure was taken forward.
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VI. THE VIBRATIONAL MODES IN THE O-H STRETCH REGION
ASSOCIATED WITH THE TWO-SOLVENT FREQUENCY
CALCULATIONS
TABLE I. Calculated vibrational frequencies and normal mode plots for the open and closed con-
formers. The level of theory used was PBE0/cc-pVTZ. S.F. denotes the scaling factor applied to
the frequencies of each structure to generate Fig. 3 in the main manuscript.
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VII. A REPRESENTATION OF THE THREE DIFFERENT TYPES OF
HYDROGEN BONDING POSSIBLE IN THE CLOSED CONFORMER OF
CATECHOL SYSTEM IN ACETONITRILE.
FIG. 6. Schematic of the three forms of hydrogen bonding possible with catechol in acetonitrile
(at low concentrations), and the associated nomenclature we use in the main manuscript. The red
bond indicates the linear intermolecular hydrogen bond; the blue bond indicates the bifurcated
intermolecular hydrogen bond; and the green bond indicates the intramolecular hydrogen bond.
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TABLE II. Amplitudes associated with fitted lifetimes in figure 5 of the main manuscript. The TAS
data was collected for catechol in acetonitrile at different concentrations with a pump wavelength
of 267 nm. This was fitted using a bi-exponential function, convolved with a Gaussian function to
model the instrument response, at a probe wavelength 450 nm. Further details can be found in
section 2A of the main manuscript.
Concentration/mM Lifetime Amplitude/ m∆OD
5 70 ± 40 fs (τ1) -3.4
5 730 ± 30 ps (τ2) 2.1
75 450 ± 50 fs (τ1) 0.2
75 1700 ± 200 ps (τ2) 2.0
Table 2 shows the relative amplitudes of each of the fitted lifetimes in figure 5 of the
main manuscript. It can be seen that the lifetime of τ1 at 5 mM concentration represents
a rise which implies the excited state absorption of the S1 state at 450 nm was larger after
vibrational energy transfer coupled with solvent rearrangement. The amplitude of τ1 in 75
mM solution, however, is significantly smaller. One explanation for this could be that there
is little change in excited state after undergoing vibrational energy transfer and solvent
rearrangement. This could be due to the rigidity of the aggregate hindering structural
change. This is likely a similar effect to that discussed in section 3B of the main manuscript.
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A.3 Supplementary material for “Insights into the photo-
protection mechanism of the UV filter homosalate”
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S1 Gas-phase experiments
S1.1 Power dependence measurements
The TR-IY signal dependence on both the pump and probe laser powers was evaluated in order
to ensure single-photon photodynamics take place under the current experimental conditions. The
method followed in that respect can be described in three steps. Firstly, TR-IY transients are
collected at three different values of laser power; the logarithm of transient signal with respect to
the logarithmic value of power for each time delay (log(Signal) vs. log(Power)) is then plotted and
finally fit using a linear function using least squares regression. The gradient of this fit provides
us with the physical information regarding the signal-power dependence — a gradient of 1 (within
error) is taken to be indicative of single-photon dynamics. In Fig. S1, such power study plots
are indicatively shown for photoexcitation at λpump = 305 nm (λprobe = 200 nm) and at selected
pump-probe time delays of ∆t = 0, 0.2 and 50 ps. Similar results were observed for other pump
wavelengths and power dependence on probe power was also shown to be linear under our experi-
mental conditions. Importantly, the large feature observed within our instrument response function
(IRF, see below) was consistently observed to have linear dependence on both pump and probe
laser powers, revealing its origin in single-photon dynamics rather than multiphoton artifacts, as is
common for such IRF-limited features (see main paper for further discussion).
Figure S1: Power dependence study for HMS in vacuum at (a) ∆t = 0 ps, (b) ∆t = 0.2 ps and (c)
∆t = 50 ps. The red line denotes the line of best fit attained by linear least squares regression.
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S1.2 Kinetic fit
We fit our TR-IY data for the homosalate (HMS) parent ion (HMS+) transients using a multi-
parameter function that can be analytically described as follows:





τiH(t) + offset (S1)
Equation S1 describes the convolution of a Gaussian function g(t) (corresponding to the instrument
response function, see below) with a sum of exponential decay functions starting at time zero
(∆t = 0). Ai is then the amplitude of the i-th decay, τi the time constant corresponding to the i-th
decay and H(t) is a step function defined in Equation S2.
H(t) =
{
0 if t < 0
1 if t ≥ 0
(S2)
This kinetic fit assumes parallel excited state decay pathways, i.e. it assumes that all dynamics
begin at ∆t = 0.
S1.3 Instrument response function and time zero ∆t = 0
As mentioned in the main manuscript, the instrument response function (IRF) defines the time
resolution of our time resolved measurements. In order to estimate the IRF, TR-IY measurements
of Xenon (Xe) were performed, following 2 + 1 non-resonant ionization (see Fig. S2). The resulting

























Figure S2: Gaussian fit (red line) to the Xe TR-IY transients (black dotted line). The FWHM
of the fitting curve presented provides us with the pump-probe beam cross-correlation width of
∼ 170 fs, which we quote as our IRF.
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transient, which consists of the cross-correlation between the pump and probe laser pulses, was fit
with a Gaussian function; the full width at half maximum (FWHM) of this Gaussian fit, which was
determined to be ∼ 170 fs, was taken to be our IRF.
S1.4 Dispersed fluorescence and fluorescence lifetime
Fig. S3a shows the dispersed fluorescence spectrum of HMS which was obtained following the
methodology described in the main paper. Briefly, the laser wavelength was fixed to be res-
onant with selected transitions in the excitation spectrum and the resulting fluorescence was
then dispersed with a grating and collected by an intensified CCD. Upon photoexcitation to the
S1(v = 0) origin of HMS, the resulting dispersed fluorescence spectrum reveals a large Stokes shift
of ∼ 5800 cm−1 or 0.71 eV (see Fig. S3a).
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Figure S3: (a) Dispersed fluorescence spectrum of HMS. (b) Fitted transient (black dotted line,
with line of best fit shown in red) to extract the fluorescence lifetime of HMS at origin.
Fluorescence lifetime traces were also recorded by exciting select transitions and directly record-
ing the time profile of the fluorescence signal from the photomultiplier tube on the digital oscillo-
scope. The gas-phase fluorescence lifetimes of HMS were extracted from the resulting transients
following the same method described in section 1.2, using in this case an instrument response of 8
ns. Fig. S3b shows one example of such fluorescence lifetimes measurements, for which excitation
was to the S1(v = 0) of HMS; a fluorescence lifetime of 12.7 ± 0.2 ns was extracted from this fit.
S1.5 LIF linewidths
The first four peaks of the LIF spectrum of HMS were fitted with Lorentzian functions as shown
in Fig. S4. The linewidths of these peaks (Γ, taken here to be the FWHM of each respective
Lorentzian fit) are related to the lifetimes (τ) of the species associated with each respective peak
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Figure S4: Lorentzian fits (dashed lines) to the first four peaks of the LIF spectrum of HMS (raw
data presented as a grey solid line). These Lorentzian fits return Γ values of 0.84 cm−1 for the
peak centred at 29833.4 cm−1 (S1(v = 0) origin of HMS, red dashed line), 0.88 cm
−1 for the peak
at 29859.2 cm−1 (blue dashed line), 0.92 cm−1 for the peak at 29878.6 cm−1 (magenta dashed line)
and 0.97 cm−1 for the peak at 29885.5 cm−1 (green dashed line).
by τ = ~/Γ.1 Following this analysis, the linewidth of the origin peak of HMS is ∼ 0.84 cm−1,
which corresponds to a lifetime of the S1-enol species of ∼ 6 ps (lower limit).
S2 Experiments in solution
S2.1 Fitting procedure
The spectra collected with our TEAS setup, further described in the main paper, are chirped, i.e.
∆t = 0 is different for each probe wavelength, due to group velocity dispersion (GVD) artefacts.2
To account for this chirp effect, a third order polynomial is included within the fitting algorithm
within the package Glotaran.3 This package also convolutes the Gaussian IRF (see Section S2.2)
with exponential functions to extract the fitted lifetimes (τn) for the parallel kinetic model used
for this data. This parallel model assumes that all processes begin instantaneously following pho-
toexcitation. In the heat maps presented in the main manuscript and this SI, the chirp is corrected
using the KOALA package4.
S2.2 Instrument response functions
The IRF for our TEAS setup is determined by evaluating solvent only responses at given probe
wavelengths. The resulting transients were fitted with a Gaussian function, as shown in Fig. S5,
5
described by:






where A denotes the peak amplitude of the fitted curve, t0 is the fitted time zero, indicating the
centre of the curve, and σ is the standard deviation of the curve. To convert from the fitted
standard deviation to the full width half maximum (FWHM), which is the quoted IRF, a scaling
factor of 2
√
2 ln 2 was applied to the standard deviation σ. After application of this scaling factor,
the extracted IRF lifetimes are ∼ 80 fs in acetonitrile, ∼ 65 fs in ethanol and ∼ 55 fs in cyclohexane.
S2.3 Power dependence measurements
Power dependence measurements were taken for each solution of HMS and ethylhexyl salicylate
(EHS) in all three solvents: ethanol, acetonitrile and cyclohexane, to ensure a linear dependence on
power across all spectral features of the TAS and exclude the possibility of multiphoton transitions,
following the relation (log(Signal) vs. log(Power)). A gradient of 1 (within error) is suggestive of
single photon mediated photodynamics. The power of the pump wavelength was varied for each
set of measurements by reducing the output of the TOPAS-C.
Slices of the transients were taken in the wavelength domain where significant spectral features
occur, then the slices were smoothed by using an integration window of ± 5 nm. The outcome of
this power dependence study is shown in Fig. S6 for HMS in ethanol and Fig. S7 for ethylhexyl
salicylate in ethanol.
Figure S5: Selected transients for solvent only time-zero IRFs of (a) ethanol at 330 nm, IRF ∼ 65
fs (b) cyclohexane at 320 nm, IRF ∼ 55 fs and (c) acetonitrile at 330 nm, IRF ∼ 80 fs, plotted
using black dashed line. These IRFs have been extracted from a Gaussian fit function, with the
line of best fit shown in red.
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Figure S7: Power dependency study for ethylhexyl salicylate in ethanol as follows: (a) 340 nm at
1 ps, (b) 340 nm at 500 ps, (c) 450 nm at 1 ps, (d) 450 nm at 500 ps, (e) 530 ps at 1 ps.
Figure S6: Power dependency study for HMS in ethanol as follows: (a) 340 nm at 1 ps, (b) 340 nm
at 100 ps, (c) 450 nm at 1 ps, (d) 450 nm at 100 ps, (e) 530 ps at 1 ps.
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S2.4 Fluorescence of homosalate
Emission spectra were measured for homosalate (HMS) in each of three solvents: acetonitrile,
ethanol and cyclohexane. Solutions were prepared to a concentration of ∼ 10 µM and the path
length for spectrum acquisition was 10 mm. The emission spectra were collected using a Horiba
Fluorolog-3 instrument; the excitation wavelength was chosen to be the λmax of each solution,
306 nm in acetonitrile, 307 nm in ethanol and 309 nm in cyclohexane, which were produced by a
Xenon arc lamp with a slit width of 5 nm.
Fluorescence lifetimes for the three solutions of HMS were also determined. The same sam-
ples as the fluorescence measurements above were used to assess the lifetimes, and a 1 cm path
length quartz fluorescence cuvette was used. Instead of a Xe arc lamp, the excitation source was a
NanoLED with a central wavelength of 318 nm. An exponential decay function was fitted to the
fluorescence signal vs. time transients to extract the respective fluorescence lifetimes, which were
found to be within the instrument response of 1.2 ns in all instances.
Figure S8: Normalised emission spectra with solvent baseline subtraction of HMS in cyclohexane,
ethanol and acetonitrile. Excitation was carried out at the respective peak maxima of each solution:
305 ≤ λpump ≤ 310 nm. The slit width was 2.5 nm. The slight discrepancy in the spectra at ∼




Figure S9: (a) UV-visible spectra taken of three ∼ 20 µM solutions of homosalate in cyclohexane
(pink line), ethanol (blue line) and acetonitrile (green line), with the standard solution, ∼ 0.5 µM
1,4-diphenyl-1,3-butadiene (DPB) in cyclohexane shown in black. (b) Averaged fluorescence spec-
tra, attained from averaging five separate scans, which were integrated and the values substituted
into Eq. S4
S2.4.1 Fluorescence quantum yield of homosalate
The fluorescence quantum yield of HMS, ΦF(HMS), was determined in all three solvents following
the methodology described by Würth et al.,6 by comparing the fluorescence emission to that of a
known standard, 1,4-diphenyl-1,3-butadiene (DPB) in cyclohexane. All three solutions were pre-
pared such that they had an absorbance value of 0.1 or below, which corresponds to a concentration
of approximately 20 µM for HMS solutions and approximately 0.5 µM for the solution of DPB in
cyclohexane. The UV-visible spectra of the sample and standard solutions are shown in Fig. S9a.
Five repeats of the emission spectra were taken for each of the fluorescence samples. These five
emission spectra were averaged, and this average was used for the final calculation of ΦF(HMS)







The parameters in Eq. S4 are defined as follows: ΦxF is the fluorescence quantum yield of the
sample solution, ΦsF the fluorescence quantum yield of the standard, Fx is the integrated area of
the fluorescence curves of the sample (320 – 600 nm), with Fs being the equivalent integral for the
reference standard (320 – 600 nm); finally n2s is the refractive index of the solvent of the standard
solution (cyclohexane) and n2x is the refractive index of the sample solution. The value of Φ
s
F for
these quantum yield calculations was 0.44.7 However, as this value is for 330 nm excitation and
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fluorescence quantum yield is a wavelength dependent quantity, some caution should be exercised
with the attained homosalate quantum yields.
S2.5 TEAS measurements of ethylhexyl salicylate
TAS of ethylhexyl salicylate (EHS, also known as octisalate) were taken to compare the effects of
the alkyl moiety on the action of the salicylate chromophore. The results are shown in Fig. S10
and the elucidated time constants, which were determined using the same methods as homosalate,
are listed in Table S1.
As perhaps indicated by the similarities between the HMS and EHS in their UV-visible spectra
(see Fig. 1 in the main paper for equivalent spectra for HMS), there are comparable spectral
features in the TAS for both of these molecules. Both sets of TAS share a prominent excited state
absorption feature between ca. 320 – 400 nm, and a stimulated emission feature centred at 450 nm.
Akin to HMS, four time constants were required to adequately fit the TAS obtained for EHS; the
residuals for this fit are shown in Fig. S13 (d), (e) and (f). The four time constants for EHS
are comparable to those extracted for HMS, i.e. all four time constants are of the same orders of
magnitude.
Given the similarities between HMS and EHS (and by comparison with previously published
work), the extracted time constants can be confidently assigned to the same processes as were
Figure S10: (a) UV-visible absorption spectra of EHS in three different solvents, with the molecular
structure of EHS inset. TAS of ∼ 10 mM solutions of EHS in (b) ethanol (λmax = 307 nm), (c)
cyclohexane (λmax = 309 nm) and (d) acetonitrile (λmax = 305 nm).
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elucidated for HMS in the main paper. However, according to the results presented here, relaxation
of EHS has been found to be relatively faster, perhaps indicating that the suggested internal
conversion relaxation pathway from the S1 state (plus any vibrational cooling that may take place
alongside it, described by τ2) may be facilitated by a molecular motion that is hindered by the
larger or more rigid structure of the ester substituent in HMS when compared to EHS. Fluorescence,
described by τ3, was also found to have a slightly shorter decay lifetime for EHS when compared to
HMS. As τ1 is defined within the constraints of the IRF, any differences in the rate of intramolecular
excited-state proton transfer for EHS vs. HMS are inconclusive. Similarly, it cannot be determined
from our TEAS measurements whether the rate of intersystem crossing is affected, as for both HMS
and EHS τ4 is beyond the temporal window of the instrument.
In summary, whilst the photophysical processes occurring within HMS and EHS following pho-
toexcitation in the UVB region may be the same in both molecules, suggesting that these processes
are predominantly dictated by the salicylate chromophore, the alkyl chains of EHS as opposed to
the cycloalkane structure of HMS may facilitate slightly faster rates of decay. From these results,
it follows that EHS may be a preferential sunscreen candidate to HMS, given the reduction in the
value of the fitted time constants.
Table S1: Transient electronic absorption spectroscopy time constants for ethylhexyl salicylate
(EHS) solutions upon excitation at λmax, obtained via global parallel fitting techniques.
3
Time constant Ethanol Cyclohexane Acetonitrile
τ1 (fs) 65± 35 50± 30 50± 40
τ2 (ps) 8.8± 0.4 10.8± 0.3 9.3± 0.3
τ3 (ps) 176± 2 412± 4 169± 2
τ4 (ns) > 2
∗ > 2∗ > 2∗
∗ Outside the temporal window of the instrument.
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S2.6 Fitting residuals
Figure S11: Residuals from the fitting of the time constants for HMS in (a) acetonitrile, (b)
cyclohexane and (c) ethanol, and for EHS in (d) acetonitrile, (e) cyclohexane and (f) ethanol
The heat maps presented in Fig. S13 show the values of the residuals attained from the fitting
procedure (compared to raw data), for each solute/solvent combination for both HMS and EHS.
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S3 Computational studies
S3.1 Conformer structures of homosalate
Figure S12: Structure and relative energies (relative to conformer 1 in the S0 state, the lowest
energy structure/state) of both conformers of homosalate in both the S0 and S1 states. The ground
state energies were calculated by relaxing the geometry of both conformers at the PBE/cc-pVTZ
level of theory and then conducting a single point energy calculation on each at the PBE0/cc-pVTZ
level of theory. The excited state energies were calculated by relaxing each conformer with respect
to the S1 state at the PBE0/cc-pVTZ level of theory.
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S3.2 Potential energy cuts for homosalate
Figure S13: S0, S1, and S2 energies of homosalate in specific steps between the enol and keto forms.
These steps were generated through a linear interpolation of atomic coordinates. This figure is an
expansion upon Fig. 2b in the main text to demonstrate the lack of intersection between the S1
and S2 states over the examined reaction coordinate.
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A.4 Further derivations of linear-response TDDFT
This section continues on from equation 1.51 in the main text.
At this point, we note that the RG theorem states that in the limit of the
exact XC functional, the Kohn-Sham and exact time-dependent densities will be equal.






dr′χKS(r, t; r′, t′)δvKS(r′, t′) (A.1)
In this, δvKS(r, t) calculates the change in KS potential due to the time-dependent
density. This is not only the original δvKS(r, t) term but also the Hartree and exchange
correlation terms:










dr′fXC[n0](r, t; r′, t′)n1(r′, t). (A.2)
Next, we consider the response function for a frequency dependent perturbation. We
acquire this using perturbation theory[110]:
χKS(r, r









ω − (εj − εk) + iη
. (A.3)
When we substitute equation A.3 into equation A.2, we get the following Dyson-like
equation
χ[n0](r, t; r



















The equation may look long and complicated at first sight, but it can be simplified
substantially. Firstly, we move to frequency space. Secondly we note the following




|r− r′| + fxc(r,r
′, ω). (A.5)
Finally, we use the notation * to mean an integral with suitable coordinates in order to
drop any position coordinates. That gives us
χ(ω) = χKS ∗ fHxc(ω) ∗ χ(ω). (A.6)
We can integrate both sides versus vext(r, t) to get
[n1(ω)− χKS(ω) ∗ fHxc(ω) ∗ n1(ω)] = χKS(ω)δvext(ω). (A.7)
This form is useful as it is expressed solely in terms of KS quantities, all of which we
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can calculate. Further, we can write this as
[Î − χKS(ω) ∗ fHxc(ω)] ∗ n1(ω) = χKS(ω)δvext(ω) (A.8)
This finally gives us the means to solve for the poles of the exact density response,
which in this case are the excitations of the exact system. We achieve this using a
clever, if slightly counter intuitive method. We are aware that the poles of the exact
system are, by definition, not at the excitation energies of the KS system. Therefore
it must be the case that if there is a pole in n1 the operator acting on n1, which is
[Î − χKS(ω) ∗ fHxc(ω)], must cancel it out. Therefore, one can look at the “anti-poles”
of the operator. These energies, for which this operator is not invertible, are the exact
excitation energies ΩI . We can use this to turn the problem into an eigenvalue problem
where λ(ω) are eigenvalues and ξ(ω) are eigenvectors:
χKS(ω) ∗ fHxc ∗ ξ(ω) = λ(ω)ξ(ω). (A.9)
We know that λ(ΩI) = 1 therefore we can solve for ΩI . We must now turn this into a
computational tractable equation. Firstly for a single KS transition between orbitals i
and a we define a double index q = (i, a) with a transition frequency of
ωq = εa − εi (A.10)
Let bq represent the ground state occupation numbers of orbitals a and i for example,
if both are occupied or both are unoccupied bq = 0; if just orbital i is occupied then
bq = 2 (this is known as a forward transition); and if orbital i is unoccupied and a is





dr′′Φq(r)fHxc(r′, r′′, ω)ξ(r′′, ω) (A.11)








ω − ωq′ + iη
ζq′(ω) = λ(ω)ξ(ω), (A.13)







By defining βq′ = ηq(Ω)/(Ω−ωq) and remembering that λ(Ω) = 1 at the true excitations
we can determine that at true excitations
∑
q′
[Mqq′(Ω) + ωqδqq′ ]Bq′ = ΩBq′ . (A.15)
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This eigenvalue problem provides, in principle, the true excitation spectrum of the
interacting system. For an infinite basis set the matrix is infinite dimensional, going
over all possible single excitations. To work with it, this matrix must be truncated.
One method of truncation is to only consider forward transitions, this is known as the
Tamm-Dancoff approximation.
A common matrix formulation to make TDDFT more practical was defined by
Casida in 1995, resulting in what are commonly known as the Casida equations. By
considering the poles and residues of the frequency dependent polarisability it was shown
that the true frequencies Ω and oscillator strengths can be obtained from eigenvalues



















(| 〈Ψ0| x̂ |ΨI〉 |2 + | 〈Ψ0| ŷ |ΨI〉 |2 + | 〈Ψ0| ẑ |ΨI〉 |2). (A.18)
The KS orbitals are chosen to be real in this formulation. At this point we consider
the adiabatic approximation. This holds that the system begins at the ground state
when the density at time t is plugged in. This is holds when external time dependence
is very slow.
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