Abstract-The response of chirped oscillators under the injection of independent signals, for spectrum sensing in cognitive radio, and under self-injection, for radio frequency identification, is analyzed in detail. The investigation is performed by means of a semianalytical formulation, based on a realistic modeling of the free-running oscillator, extracted from harmonic-balance simulations or from experimental measurements, through a new characterization technique. In the new formulation, the oscillator is linearized about a free-running solution that varies with the control voltage. This enables its application to oscillators having a frequency characteristic that deviates from the linear one. In the case of injection by independent signals, the two-scale envelope-domain formulation will enable an efficient handling of the difference between the slow chirp frequency and the beat frequency. The input carriers can be detected from their dynamic synchronization intervals or, at lower input-power levels, from the dynamics of the beat frequency. Noise perturbations are introduced into the formulation, which enables an estimation of the minimum detectable signal. In the case of a self-injected oscillator for radio frequency identification, an insightful formulation is derived to predict the propagation and tag-resonance effects on the instantaneous oscillation frequency. The tag-resonance signature gives rise to a distinct modulation of the oscillation frequency during the chirp period, which can be detected from the variation of the oscillator bias current. The analysis methods are illustrated through their application to a chirped oscillator, operating in the band 2-3 GHz.
I. INTRODUCTION
R ECENTLY, two interesting applications of chirped oscillators under injection have been demonstrated. The first application, proposed in [1] and [2] , is based on the chirped oscillator capability to become locked to one or more input signals during some intervals of the chirp period, which enables its use for spectrum sensing in cognitive radio [3] - [5] . In the second application [6] , the chirped oscillator operates in a selfinjection-locked mode, which enables its use as a compact The authors are with the Departamento de Ingeniería de Comunicaciones, Universidad de Cantabria, 39005 Santander, Spain (e-mail: ramirezf@ unican.es; sanchosm@unican.es; mabel.ponton@unican.es; suareza@ unican.es).
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and low-cost reader for radio frequency identification [7] - [9] . The chirped-oscillator signal is transmitted through an antenna, reflected (or retransmitted) by a chipless tag, and received back by the oscillator. This gives rise to oscillation pulling effects [6] , which can also be described as the result of the oscillator self-injection locking [10] by the reflected signal. In this operation mode, the tag bit pattern, implemented through a number of resonators [7] , [11] , [12] , gives rise to a particular modulation of the oscillator instantaneous frequency [6] , which can be detected from the variation of the oscillator bias current, with no need for an expensive receiver front end, as explained in [6] .
Here, an in-depth investigation of the dynamics of injected chirped oscillators is presented. The analysis relies on a two-scale envelope-domain semianalytical formulation, based on a realistic model of the original free-running oscillator. In comparison with [13] , a nonlinear dependence on the oscillator control voltage is considered, enabling its application to chirped oscillators with a frequency characteristic that deviates from the linear one. The case of a self-injectionlocked chirped oscillator is also included, as well as some fundamental aspects of the operation under external injection, such as the analysis of the system performance in the presence of noise perturbations and the experimental extraction of the standalone oscillator model, which depends nonlinearly on the control voltage.
Actually, in [14] - [18] , the oscillator model is obtained from harmonic-balance (HB) simulations, using an auxiliary generator and applying finite differences. However, this model will suffer from accuracy limitations if the circuit-level descriptions of the nonlinear devices and/or linear components are inaccurate or subject to high dispersion. In order to validate the new formulations without any influence of these errors, an experimental oscillator modeling will be presented, which, in a manner similar to the one in [19] , is based on the injection locking of the oscillator to an independent source. However, unlike [19] , it avoids the use and demanding calibration of two phase-coherent frequency generators. The new modeling technique extends the application scope of [13] to oscillators for which no circuit-level description is available.
Once the standalone oscillator model has been extracted, the chirped oscillator (under both external injection locking and self-injection-locked conditions) is described through an envelope-domain formulation, based on the use of two timescales. In comparison with [13] , the system is fully reformulated avoiding the linearization of the oscillator-frequency 0018-9480 © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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characteristic with respect to the control voltage. In the external injection case, the two-scale formulation will allow an efficient handling of the difference between the slow frequency of the sawtooth control voltage and the beat frequency. The aim is to accurately predict the dynamic synchronization intervals, as well as the variations of the beat frequency outside these intervals, in the presence of one or more input carriers. The possibility to detect a low-amplitude input signal from the change in the dynamics of the beat frequency will be demonstrated. The envelope-domain integration in the presence of noise perturbations will enable a prediction of the minimum detectable signal, depending on the noise power spectral density (PSD) and the number of input carriers.
Another contribution with respect to [13] is the detailed investigation of the chirped-oscillator operation in selfinjection-locked regime [6] . To illustrate this operation mode, a radio frequency identification system will be considered, using both retransmission [20] and backscatter [7] tags. Due to the tag-resonance signature, plus the antenna and propagation effects, the oscillator load will exhibit a frequency dependence, responsible for the frequency pulling described in [6] . Using the new envelope-domain formulation, an insightful expression is derived to predict the propagation and tag-resonance effects on the oscillation instantaneous frequency during each period of the chirp signal. To the best of our knowledge, this analysis has not been presented in any previous work. This paper is organized as follows. Section II presents the experimental calculation of the oscillator model. Section III describes the oscillator operation under external injection. Section IV presents the oscillator operation in self-injectionlocked conditions.
II. EXPERIMENTAL CALCULATION OF THE OSCILLATOR MODEL
The oscillator will be modeled through an outer-tier admittance function at the fundamental frequency [14] - [18] , [21] denoted by Y (V, ω, η), calculated as a current-to-voltage ratio at the observation node, where V is the excitation amplitude, ω is the excitation frequency, and η is the control voltage. When varying η, each free-running solution,
Under the injection of a small-amplitude signal at a frequency ω, the admittance function Y can be expanded in a first-order Taylor series about each free-running point V o (η), ω o (η). Then, the oscillator model will be given by the complex derivatives Y V (η), Y ω (η), calculated with respect to the amplitude and frequency
In [14] - [18] , the admittance-function derivatives are obtained through a two-tier methodology in HB, applying finite differences to an auxiliary generator. Here, the derivatives Y V (η), Y ω (η) will be calculated through a measurement technique. This will enable an experimental validation of the new envelope-domain formulation that is no subject to errors in the circuit-level description of the standalone oscillator. To facilitate the understanding of the characterization procedure, described in the next paragraphs, a flowchart is provided in Fig. 1 . DUT is a Mini-Circuits ROS-3000-819 + VCO (2-3 GHz). The external generator signal, for the proposed calculation of the oscillator model, is injected to the oscillator's output port through a Narda-MITEQ 4923 ferrite circulator. Fig. 2 presents the measurement test-bench. An independent signal at the frequency ω is injected, by means of a circulator, into the same oscillator port used in the practical applications (for spectrum sensing or reading, for instance). Neglecting the circulator insertion loss (considering an insertion loss of 0.5-dB max.), the equivalent input current at the oscillator port will have an amplitude I g , which should be sufficiently small for the linearization about the free-running solution V o (η), ω o (η) to be valid. Under injection-locked conditions, the circuit equations for each value of the control voltage η are given by
where the superscripts r , i indicate real and imaginary parts, the increments are
, and the dependence of the admittance derivatives with respect to η is shown explicitly. Higher order terms have been neglected and the phase shift between the oscillator voltage V and the input current is −φ s . Note that the derivatives are directly calculated at the injection port, so there is no need to use additional differentiations with respect to the input source, as in the HB-based method in [13] . Squaring and adding the two terms in (1), the phase shift φ s disappears and one obtains the equation of an ellipse
where α v,ω = arg(Y ω ) − arg(Y V ) and the dependence on η is not shown for notation simplicity. Solving (1) for ω, one easily derives that the maximum frequency excursion ω max of the ellipse (Fig. 1 ), centered about ω o , is
In turn, solving (1) for V , one derives that the maximum amplitude excursion V max of the ellipse, centered about V o , is
For a given input amplitude I g , both ω max and V max are easily measurable in the experimental characterization of the oscillator circuit. The free-running oscillation amplitude at the output node is also known, so one can calculate the following quantities, which are functions of the unknown parameters |Y V |, |Y ω |, and |sin α v,ω |:
Replacing |Y v | and |Y ω | expressed in terms of k 1 and k 2 in (2), one obtains 
where the constant coefficients are
So cos α v,ω is given by
Note that there will be one set of equations (6)- (9) for each η. Using a single experimental point (ω e1 , V e1 ) (for each η), there can be two solutions for cos α v,ω , fulfilling (3) and (4). However, only one of them will be valid. In order to eliminate the unfitting one, one should use a second point of the experimental ellipse (ω e2 , V e2 ). Introducing these new values into (6) and solving (9), one of the two solutions for cos α v,ω will remain the same and the other will be different. The value that remains the same is the correct one.
Once cos α v,ω is known, one can directly obtain |sin α v,ω | and calculate |Y V |, |Y ω | from (5) . In order to eliminate the sign uncertainty in sin α v,ω , one should take into account that a necessary condition for the stability of the standalone oscillator is sin α v,ω > 0 [22] . In practice, several points of the experimental ellipse should be generally considered to reduce the impact of measurement errors (Fig. 1) .
The procedure for the calculation of the derivatives will be based on (2)-(4), which do not depend on the phase shift −φ s between the oscillator voltage and the input source. This will avoid the need for the two phase-coherent frequency generators, used in [19] , as well as the specific arrangements required for the amplitude and phase calibrations of these generators. If wished, a correction of the circulator effects can easily be carried out by considering an incremental admittance term due to mismatch in (1), also making the phase shift −φ s disappears. The calculation procedure is analogous. It is not used here since most of the application examples include this circulator, enabling the observation of the oscillator signal.
With the above procedure, it is possible to obtain all the parameters in the linearized oscillator model, except α v = ang(Y v ). As easily derived from (1) and (2) , in the case of injection by independent sources, this angle only constitutes an offset value on the right-hand side of (1), with no implication on the circuit solution. In fact, it can be merged with φ s to provide a new independent phase value φ s → φ s − α v . However, as will be shown in Section IV, in the self-injection case, the angle α v is needed and can be calculated by terminating the oscillator with a known load Y L . Its value must be sufficiently close to Y o = 1/50 −1 to enable the oscillator linearization with respect to the termination output admittance, connected in parallel. Thus, the oscillator equation becomes
where (10) into real and imaginary parts and solving for
where
Equation (11) can be readily solved for α v . As evidenced in Section IV, the two possible solutions of the arcsine function are equally valid. To minimize the errors, measurements of the effect of Y L (ω) on ω o (η) can be carried out in the presence of an injection locking source of very small power to ensure the validity of (2). Then, the free-running frequency can be determined taking into account that for each η, it agrees with the center frequency of the ellipse in (2) . The new method is illustrated by means of its application to a commercial oscillator (Mini-Circuits ROS-3000-819+ with: P out = 5.5 dBm; tuning voltage range(η): 0.5-14 V; f min = 2 GHz; f max = 3 GHz; and pulling pk-pk at 12 dBr = 13.5 MHz). This oscillator, previously used in [6] for RF identification, will also be considered here for the spectrum-sensing application. For the oscillator characterization, the input power P in must be sufficiently small to ensure the validity of the linearization in (1), but sufficiently large to enable a clear distinction of the ellipse shape in the presence of measurement errors. Once the correct P in value has been chosen, a single input-frequency sweep is performed. This should include the synchronization interval existing for P in . On the other hand, the sweep step f should enable an accurate estimation of the synchronization bandwidth. Here, the value of f = 50 kHz is chosen, providing a reasonable compromise between measurement time and accuracy. For each point of the sweep, the frequency of the injection source and the central frequency of the spectrum analyzer are set to f in,n = f in,n−1 + f . The trace of the spectrum analyzer is averaged and the output power P out,n at f in,n is measured. The pair of values f in,n , P out,n are then used to compute ω n = ω in,n − ω 0 and V n = V n − V 0 . This sweep is automated using the remote control capabilities of the laboratory instrumentation. Fig. 3 (a) presents the comparison between the measured ellipse and the ellipse obtained with the new model at the control voltage η = 9.3 V, with P in = −20 dBm. In this representation, two points of the experimental ellipse have been considered, denoted by (ω e1 , V e1 ) and (ω e2 , V e2 ). Two ellipses pass through (ω e1 , V e1 ), traced in solid line and dotted line. These two ellipses have the same maximum frequency and amplitude excursions ω max and V max , respectively. In an analogous manner, two ellipses pass through (ω e2 , V e2 ), traced in solid line and dashed line. The solid-line ellipse is the same for the two points (ω e1 , V e1 ) and (ω e2 , V e2 ), and there is a very good agreement between this fit ellipse and the experimental one. Note that only that at the turning points of the ellipse, there is a qualitative change of stability. In this case, only the upper section of the ellipse is stable [17] , [21] and thus physically observable.
The procedure described enables the calculation of |Y V |, |Y ω |, and sin α v,ω through the sensitivity curve ω o (η). Fig. 3(b) shows the evolution of the measured and fit ellipses when increasing the control voltage η. There is a noticeable variation of the ellipse slant angle, due to the continuous variation of α v,ω .
The derivatives obtained for different η values should be properly interpolated. The variations of |Y ω | and sin α v,ω versus η, obtained in this particular case, are shown in Fig. 3(c) and (d) . If either the variations of these parameters or Fig. 4 . Setup for the experimental characterization of the chirped oscillator in the presence of independent input excitations. The external excitation signals, from an Anritsu MG3710A signal generator, are combined and injected to the oscillator using a Narda 4923 circulator. The oscillator is connected to a mixer-based (Marki ML1-0113) frequency discriminator to demodulate the frequency variations. After demodulation, a high-pass filter will also be used in some cases to suppress the voltage ramp due to the sawtooth signal. A spectrum analyzer was connected through a directional coupler only for spectrum monitoring. A Keysight Infiniium 90804A digital storage oscilloscope is used to measure the demodulated output.
the excursion in η are small, it will be possible to approximate the oscillator-frequency characteristic with the expression ω = ω oo + K V (η − η o ), where K V is the slope of the frequency characteristic at a central point η o , ω oo .
III. EXTERNALLY INJECTED CHIRPED OSCILLATOR
In this section, a chirped oscillator injected by several independent signals f k , as shown in Fig. 4 , is considered. Instead of a circuit-level envelope-domain formulation [23] - [26] , a twoscale semianalytical formulation, relying on the oscillator model of Section II, is presented. The use of two timescales allows handling the different time rates associated with the chirp signal and the beat frequency. In comparison with [13] , this formulation is not based on the assumption of a linear frequency characteristic of the voltage-controlled oscillator (VCO). Instead, this characteristic is represented with the general function ω o (η). In a second stage, noise perturbations will be introduced into the formulation. Then, the carrierdetection capabilities under dynamic synchronization and using the variation of the beat frequency are analyzed.
A. System Formulation
For the system formulation, one will assume that a sawtooth waveform η(t) is introduced at the oscillator control-voltage node. In the absence of input signals, this gives rise to an instantaneous oscillation frequency ω o (η(t)). Now, it is assumed that one or more signals are injected into the oscillator-analysis port [1] , [2] , which are represented with the input current source i (t)
. . , N, are the amplitude, phase and frequency of each input signal and ω o (η(t)) has been taken as the carrier frequency. The first-harmonic component of the voltage at the observation node, X 1 (t), is expressed as
This component can be related to U in (12) through the outer-tier admittance function Y , which derives from the application of the implicit function theorem to the HB system [17] . When applied to the time-varying complex envelope X 1 (t), the frequency dependence of the function Y leads to a differential equation, as shown in the following. The relationship between X 1 (t) and U (t) is initially expressed with the following time-frequency equation [17] , [22] :
where s is a time differentiator, which arises due to the time-varying nature of the voltage signal in (14) [17] , [22] . The frequency incrementφ(t) resulting from this time differentiation will be small, since the input frequencies are close to ω o (η(t)). Taking also into account the small-amplitude increment in the presence of low power input signals, a firstorder Taylor series expansion about V o (η(t)) and ω o (η(t)) can be carried out in (14) , which leads to
where higher order terms have been neglected. The dynamic linearization of the admittance function about each free-running frequency ω o (η) ensures a small magnitude of the frequency perturbation termφ. This is because the effect of the frequency increments ω k is limited by the complex exponential. Thus, (15) enables a high level of accuracy. Neglecting the time-varying term V in (15), splitting into real and imaginary parts, and solving forφ, one obtainṡ
Note that the angle α v of the voltage-amplitude derivative is just an offset value, which can be absorbed in the variable φ. From the inspection of (16) , to maximize the sensitivity to the external signals, one should minimize |Y ω | sin α v,ω , which can be achieved by reducing the oscillator quality factor.
To get more insight into the formulation, the case of a single input signal with frequency ω 1 will initially be considered. In this case, and in the absence of a chirp modulation (considering a constant η), (16) models an injection-locked oscillator, whose steady-state solution has been analyzed in detail in [29] and [30] . One obtains
where ω o (η) is the free-running oscillator frequency pulled by the input signal and ω b = ω o − ω 1 is the beat frequency. The harmonic components P k are responsible for the presence of beat tones in the unlocked oscillator spectrum, at the harmonics of the beat frequency kω b . In the sensing application, the amplitude of the input signals must be small enough for the linearization about the free-running solution to be valid, so a number NH = 5 of harmonic terms should be suitable.
If the sawtooth control voltage η(t) is now considered, there will be two different timescales in the system: one associated with to the slow varying η(t), in the order of kHz, and the other one associated with the beat frequency ω b (t), in the order of tens of megahertz. For computational efficiency, the extension of (17) to the case of a slowly varying control voltage η(t) will be performed using two timescales
The slow timescale t 1 is associated with the time-varying tuning voltage η(t) and gives rise to a slow time variation of the free-running and pulled frequencies, given by
The harmonic components in (18) also vary at the slow timescale t 1 . On the other hand, the faster scale t 2 is due to the presence of the beat frequency ω b (t 1 ) Taking into account the double dependence on the two timescales, the time derivativeφ(t) in (16) is obtained aṡ
The introduction of (19) into (16) provides an envelopetransient formulation of the system at the fundamental frequency ω b (t 1 ), which is also an unknown of the problem.
In Sections III-C and III-D two cases will be distinguished: an input power such that the oscillator gets locked to the input signal during a fraction of the chirp period, and an input power below the locking threshold, though still enabling the detection of the input signal from the dynamics of the beat frequency.
B. Noise Analysis
The noise contributions of the standalone oscillator are modeled with the fitting method proposed in [27] , though here it is applied experimentally. In this method, a single noise source at the output port is considered, fitting its spectral density so that the phase-noise spectrum resulting from the semianalytical formulation matches the reference one. This can be obtained from a circuit-level simulation with multiple noise sources, using the conversion-matrix approach, as in [27] , or, from an experimental measurement, as in this paper. As derived in [27] , this phase-noise spectrum is given by (20) where I w is the equivalent white-noise current (including input noise) at the oscillator-analysis port, the coefficient K F is a proportionality constant, accounting for the effect of the flicker noise, and I N is the total equivalent noise current. Note that the admittance-function derivatives, calculated at V o (η), ω o (η), change with η. The spectral density |I N (, η)| 2 is obtained by fitting the measured phase-noise spectrum with (20) . This source is introduced into (15) , which governs the injectedoscillator behavior (21) where I N (t) = I N (t, η(t)) is the stochastic process whose PSD is I N (, η). Splitting (21) into real and imaginary parts and solving forφ, one obtainṡ
where the noise term ε(t) is given by
Note that ε(t) is a stochastic process whose statistical properties vary periodically with the chirp signal η(t). When including the effect of colored noise sources in I N (t), this process may become nonstationary. As derived in [28] , if the measuring time interval is short enough, I N (t) can be approached by a stationary process in this interval. In that case, ε(t) will be cyclostationary.
The nonlinear stochastic differential equation (22) is solved through linearization about the unperturbed solution φ 0 (t) of (16), previously calculated by the bivariate technique of Section III-A. The noise term introduces a small phase perturbation of the form φ 0 (t) + φ(t) that can be calculated by approaching the nonlinear term in (22) by its first-order Taylor expansion and canceling the steady-state components
The linear time-variant equation (24) is solved through direct integration. Different realizations of ε(t) may be considered, according to the spectral density of the noise sources. The term ε(t) will enable the analysis of the impact of noise perturbations on the dynamic synchronization intervals and the minimum detectable signal.
C. Instantaneous Injection Locking
For input power above a certain threshold, the chirped oscillator will become injection locked for one or more time intervals of the chirp-signal period, depending on the number of input signals and their frequency and power values. Initially, the case of a single input signal is considered. The partial derivative with respect to t 1 can be neglected in (19) , since ω off (t 1 ), ω b (t 1 ) and P k (t 1 ) are slowly varying components. Then, outside the locking intervals, (19) predicts that at each t 1 , the time derivativeφ(t) is a periodic signal centered at ω off (t 1 ), with period
On the other hand, within the locked interval, one haṡ
where θ(η(t 1 )) is the slow phase shift resulting from the time variation of η. Replacing into the general expression for the voltage signal one has
Then, from (26), the instantaneous frequency becomeṡ ϕ(t) ω i , predicting a single-tone spectrum at ω i . In the case of a single input carrier at ω 1 , one will haveφ(t) = ω 1 . With two (or more) input carriers, the instantaneous frequency will vary in a nearly periodic (or quasi-periodic) manner within the synchronization intervals, which is due to the mixing with the other input frequencieṡ
The analysis method has been applied to the oscillator in Fig. 2 . As shown in the setup of Fig. 4 , the oscillator is connected to a frequency discriminator to demodulate the frequency variations. The delay and phase shift of the mixer-based frequency discriminator are adjusted so that in the absence of external excitations ( f 1 and f 2 in Fig. 4) , the signal at the oscilloscope corresponds to the one provided by the function generator. After this demodulation, a highpass filter is used in some cases to suppress the voltage ramp due to the sawtooth signal. Note that the frequency can also be demodulated, detecting the bias current or voltage drop in a resistor introduced in the bias line [6] , as will be done in Section IV.
In the first analysis, a sawtooth control voltage at 1 kHz, in the presence of one independent signal at f 1 = 2.48 GHz with the power P in = −27 dBm, has been considered. (22) are compared with the experimental measurements in the presence of one independent signal at f 1 = 2.48 GHz with the power P in = −27 dBm. Note that these results are obtained with the chirped oscillator only, without any prior amplification of the input signal.
the frequency discriminator during a period of the sawtooth signal. The results of (22) are compared with the experimental measurements, observing a very good agreement. Note that these results are obtained with the chirped oscillator only, without any prior amplification of the input signal. The output voltage of the frequency discriminator flattens in the dynamic synchronization interval, as predicted by (25) . This interval is approximately centered about the time point at which the sawtooth signal takes the value required by the standalone oscillator to oscillate at f 1 = 2.48 GHz. Both the synchronization time interval and the variations of the beat frequency outside this interval are well predicted by the formulation. As derived from (18), the beat frequency grows when moving away from the limits of the dynamic synchronization interval. The peaks point downward (upward) when the self-oscillation frequency is higher (lower) than the input frequency. It is worth mentioning that as shown in [13] , it is not possible to perform any circuit-level envelope-domain simulation at 1 kHz. This is due to an excessive computational cost, since the envelope sampling must account for the highest beat frequency during the sawtooth signal period, which leads to an unbearable number of data points.
As observed in Fig. 5 , the experimental noise perturbations are stronger than the simulated ones, since the former includes numerical noise associated with the sampling. Both in measurement and simulation, the noise effects are less pronounced at the center of the synchronization interval, where the influence of the input signal over the oscillator behavior is stronger. Fig. 6 shows the comparison results of (22) with experimental measurements, under a chirp signal of 1 kHz, in the presence of two inputs at f 1 = 2.49 GHz and f 2 = 2.51 GHz, with the same power P in = −27 dBm. As in the case of Fig. 5 , no high-pass filter has been connected to the output of the frequency discriminator, so the impact of the ramp signal can be noted. During the chirp-signal period, the circuit first gets locked to f 1 and then to f 2 . In each of the two intervals of dynamic synchronization, at f 1 and f 2 , the output of the frequency discriminator exhibits time variations associated with the mixing with f 2 and f 1 , respectively. This is why the voltage excursions are larger than in Fig. 4 . Nevertheless, the two input signals are clearly detected. Fig. 7 (a) and (b) presents expanded views of the output voltage of the frequency discriminator about the two dynamic synchronization intervals. In the two cases, there is an excellent prediction of both these intervals, with a flattened voltage variation, and the distinct voltage variations under unlocked conditions, with pronounced downward and upward peaks of growing frequency.
D. Detection From the Beat Frequency
The two boundaries of each synchronization interval correspond to the time values at which the beat frequencyφ − ω i decreases to 0 and grows from 0, respectively [13] . The mathematical condition for this dynamic bifurcation can be expressed as |φ(t)| = ε, where ε is a threshold used for the numerical detection. When progressively reducing the input current, a value should be reached I gmin at which the two time points merge in a single one t c , where
With input current below I gmin , detecting an input signal is still possible, taking into account the impact of this signal on the sign of the beat frequency. In order to understand this phenomenon, initially, the case of a single input signal is considered. For I 1 < I gmin , the frequency pulling can be neglected due to the small amplitude of I 1 , so the beat frequency can be approached aṡ
where I (t c ) is the small time interval for which the conditioṅ ϕ(t 1 ) − ω i 0 is fulfilled. The presence of several input signals will modulate the signalφ(t). However, provided the input power is not too low, the significant slowdown of the dynamics in the neighborhood of each input frequency will still enable the frequency detection. Fig. 8 shows the simulated and measured signal in the presence of two input carriers. This is obtained after passing through the frequency discriminator and the high-pass filter, as shown in the setup of Fig. 4 . Two input carriers are considered, with the power P in = −41 dBm at the respective frequencies f 1 = 2.49 GHz and f 2 = 2.51 GHz. As in the previous case, the input carriers are directly introduced into the oscillator, without any previous amplification stage. Fig. 8(a) [ Fig. 8(b) ] presents an expanded view in the time interval for which the sawtooth signal is about the tuning voltage corresponding to f 1 = 2.49 GHz ( f 2 = 2.51 GHz).
The introduction of a noise term enables an investigation of the impact of the noise perturbations on the minimum detectable signal, which should depend on the number of input carriers. Fig. 9(a) shows the comparison of the time variations of the output voltage of the high-pass filter in Fig. 4 with and without noise perturbations, in the presence of a single input carrier at f 1 = 2.49 GHz. The input power considered is P in = −51 dBm. The noisy signal is represented with a light trace. Fig. 9(b) shows the same comparison in the presence of two input carriers at f 1 = 2.49 GHz and f 2 = 2.51 GHz, with P in = −51 dBm. As expected, a higher input power is required for the detection of two carriers, which is due to the mixing effects.
IV. SELF-INJECTED CHIRPED OSCILLATOR
Buchanan and Fusco [6] demonstrate the application of a chirped oscillator as a low-cost reader for chipless RF identification. In [6] , this reader oscillator is connected to a horn antenna, which transmits the oscillator signal and receives the signal reflected by a backscatter tag. The resonance signature of the tag affects the oscillator instantaneous frequency due to pulling effects. This can also be interpreted as the result of the self-injection locking of the oscillator circuit by the reflected signal. As experimentally demonstrated in [6] , the bit signature of the tag can be recovered from the instantaneous variation of the oscillator bias current (or voltage drop in a bias resistor), which changes with the oscillation frequency and operation conditions. Through this mechanism, the tag signature can be easily extracted through signal processing, which avoids the need for an expensive receiver front end.
The focus of this section is the envelope-domain formulation of the chirped oscillator in self-injection-locked regime. The oscillator receives its own signal affected by the propagation effects and the tag frequency signature. In these conditions, the oscillator output is loaded with the equivalent reflection L (ω) of small magnitude (due to the propagation effects), instead of 50 . This coefficient can be transformed into an equivalent admittance by doing
Since L (ω) has a low magnitude, the admittance Y L (ω) will be close to the original load admittance Y o = 1/50 −1 . Thus, one can linearize the oscillator admittance function Y with respect to the load admittance connected in parallel at the output node, which provides the following additional small term:
In order to introduce this additional function in the envelope-domain equation, its low-pass equivalent is calculated as
Then, the self-injected oscillator is governed by the following integrodifferential equation:
where y L ,lp (t) is the low-pass impulse response associated with Y L ,lp (). Note that left side of (32) is analogous to the left side of (15) . The key difference is on the right side, which in (15) corresponds to independent excitation signals and in (32) accounts for a reflected signal, affected by the propagation and tag-resonance effects. In the two cases, the independent variables of (32) are the phase φ(t) and amplitude V (t). The equation governing the phase dynamics can be decoupled from (32) by neglecting V (t) ≈ 0, which is a reasonable approach since the reflected component only perturbs slightly the oscillator amplitude. Under the assumption V (t) ≈ 0, one obtainṡ
Equation (33) shows that the phase variable φ(t) can be expressed in the form (18) . It is relevant to indicate that under an unrealistic linear model of the oscillator-frequency characteristic, the frequency deviations with respect to this idealized variation may hide the smaller pulling effects. In general, this linear characteristic is more difficult to maintain when the chirped oscillator covers a broad frequency band, hence the usefulness of considering a general expression ω o (η(t) ). In the case of (33), the slow timescale t 1 is associated with the time-varying tuning voltage η(t) and the fast timescale t 2 is associated with the frequency shift , due to pulling effects. Since the reflected term produces a small perturbation, this pulling will be considered in the oscillation frequency only, neglecting second-order effects described by the harmonic components P k (t 1 ) in (18) . Setting these components to 0, the phase equation (33) can be rewritten in terms of bivariate functions aṡ
where a × b = Re(a)Im(b) − Im(a)Re(b). Then, neglecting the time derivative with respect to the slow timescale t 1 , the instantaneous frequency (t 1 ) at each value of t 1 can be obtained from the equation
The above semianalytical formulation has initially been validated through a comparison with envelope-domain simulations at circuit level. A simple oscillator based on a cubic nonlinearity has been considered, as shown in Fig. 10(a) . The oscillation frequency is varied with a sawtooth-voltage signal η(t), introduced into a varactor diode. The circuit is loaded with an attenuator and a phase shifter, emulating the propagation effects, and three series resonators connected in parallel, at the frequencies 2.35, 2.5, and 2.65 GHz, comprised within the oscillation-frequency interval due to η(t). The instantaneous frequency deviation obtained with the new formulation and with circuit-level simulations is shown in Fig. 10(b) . As can be seen, there is a very good agreement.
In the radio frequency identification example, two different types of tags are considered, based on retransmission [20] and on backscatter [7] . For a detection of the tag bit pattern, the sawtooth control voltage of the chirped oscillator must be able to cover the whole frequency interval of the chip resonances [6] . Then, the instantaneous frequency will exhibit a distinct time variation, depending on the tag-resonance signature.
In the case of a retransmission tag, shown in the setup of Fig. 11(a) , the oscillator output is connected to Port 1 of a circulator and, in order to isolate the transmitted and received signals, antennas with orthogonal polarization are connected to Port 2 and Port 3 of this circulator. The oscillator signal is transmitted with a horizontally polarized antenna, connected to Port 2. At a close distance, there is a tag with a horizontally polarized receiving antenna. The retransmission tag, shown in Fig. 11(b) , has been implemented following [20] and may contain several coplanar waveguide spiral resonators, each corresponding to a coding bit. The tag output is connected to a transmitter antenna that is vertically polarized. This signal is received by a vertically polarized antenna, connected to Port 3 of the circulator. The increment in the output admittance Y L ,lp () accounts for the tag-resonance signature, as well as the propagation effects. As clearly shown in (35), the resonances in Y L ,lp () will affect the instantaneous frequency (t 1 ). Thus, as predicted in [6] , one should be able to read the tag-resonance signature from the oscillator instantaneous frequency or, equivalently, from the variation of the bias-line current or voltage drop in a resistor introduced in this bias line.
Since the focus of this paper is the oscillator performance, instead of the modeling of propagation plus tag-resonance effects, the function Y L ,lp () has been obtained from an Comparison of the differences in the instantaneous frequency for difference resonance signatures, obtained through the semianalytical formulation and experimentally. (a) Simulated and measured differences in the instantaneous frequency when using the signature 111 and the signature 000. The measured voltage difference (V dc,111 -V dc,000 ) has also been represented. (b) Simulated and measured differences when using signature 101 and signature 000. The measured voltage difference (V dc,101 -V dc,000 ) has also been represented. experimental measurement of the input reflection-coefficient L (ω) at Port 1 of the circulator. Fig. 12 shows the comparison of the differences in the instantaneous frequency for various resonance signatures, obtained through the semianalytical formulation and experimentally. The instantaneous frequency differences for two cases ("101" and "111"), normalized using the reference "000," have been represented versus the timevarying control voltage η. Fig. 12(a) shows the comparison of the simulated and measured differences in the instantaneous frequency when using the signature reference "000" and the signature "111." The measured difference of the voltages V dc,111 and V dc,000 is also represented. Fig. 12(b) shows the comparison of the differences when using the signature "101" and the signature "000." As can be seen, there is a very good agreement. Discrepancies are mostly attributed to the oscillator-frequency drift, since the overall system operates in a free-running regime. The measured voltage difference (V dc,101 -V dc,000 ) has also been represented. The more pronounced variations at the higher η values are due to the lower magnitude of the function sin α v,ω (η), as gathered from (35) and the variations of sin α v,ω (η) shown in Fig. 3(d) .
The case of a backscatter tag [7] has also been considered. In this case, sketched in Fig. 13(a) , the oscillator is directly Fig. 13 . Oscillator performance when using a backscatter tag. (a) Setup for a backscatter tag by directly connecting the oscillator output port to an antenna. The tag is the similar to the one proposed in [7] and used in [6] . The VCO frequency, voltage, and current (in static conditions) are measured through the RF port of the bias-tee (leakage) and digital multimeters, respectively. (b) Simulated and measured differences in the instantaneous frequency when using signature "011" and reference signature "000." The measured voltage difference (V dc,011 -V dc,000 ) has also been represented.
connected to an antenna, with no need for a circulator. The same antenna transmits the oscillator signal and receives the signal reflected by the tag. The backscatter tag consists of a series of C-shaped resonators, as proposed in [7] . Fig. 13(b) shows the comparison of the simulated and measured differences in the instantaneous frequency when using the signature "011" and the signature reference signature "000." The measured voltage difference (V dc,011 -V dc,000 ), which agrees with the instantaneous frequency variations, has also been represented. As can be seen, there is a very good agreement between the measurements and the prediction.
V. CONCLUSION
An envelope-domain formulation for an accurate analysis of injected and self-injection-locked chirped oscillators has been presented. The new formulation considers a general dependence of the free-running oscillation frequency on the control voltage, which enables its application to oscillators with a tuning characteristic that deviates from a linear one. It relies on a realistic model of the standalone oscillator, which can be extracted through circuit-level HB simulations or experimentally. Here, an experimental technique has been presented, based on the fitting of the synchronization curves obtained for different tuning voltages. The experimental oscillator model allows a consistent validation of the new formulations without uncertainties due to modeling inaccuracies in the passive and active components of the oscillator circuit. Chirped oscillators injected by independent signals, as in spectrum sensing applications, are formulated in the envelope domain, with a slow timescale, corresponding to the slow chirp frequency, and a faster timescale, corresponding to the beat frequency. Both the dynamic synchronization intervals and the instantaneous frequency variations outside these intervals are accurately predicted. Noise perturbations are introduced in the form of an equivalent current source at the injection port, which enables the determination of the minimum detectable signal in the presence of one or more input carriers. The envelope-domain formulation has also been used to investigate the self-injectionlocked operation of the chirped oscillator, recently proposed for low-cost readers in radio frequency identification. This formulation enables an insightful prediction of the effect of the tag-resonance signature on the instantaneous oscillation frequency.
