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In the studies of acoustic waveguides in the ocean [l], optical fiber 
transmission [4], soliton theory [3], etc., we encounter a new class of 
problems of the type Lx = C;=O (&xl&) = 0,x defined on an interval 
I, = [a, b], and My = CT=, QJ&y/&) = B,y defined on the adjacent 
interval Z2 = [b, c], where 01, 6, are constants and the functions x, y are 
required to satisfy certain mixed conditions at the interface point t = b. The 
intervals I, and Z2 may be of the form ] - co, 61 and [b, co [, respectively. 
In most of the cases, the complete set of physical conditions on the system 
gives rise to eigenvalue problems associated with the pair (L, M). But 
before embarking upon the study of these boundary value problems 
(BVPs), it is fundamentally important to know about the initial value 
problems (IVPs) associated with (L, M). 
We may broadly classify these IVPs (BVPs) into three types, namely, 
(i) where the values of x and y at the interface point t = b are not 
explicitly related to each other, 
(ii) where x and y satisfy continuity conditions at t = b, and 
(iii) where x and y satisfy certain matching conditions at t = b. 
In the present work we establish 
(a) the basic existence results and obtain fundamental systems 
(maximal linearly independent sets of solutions which span the solution 
space) for IVPs associated with (L, M), and 
(b) determine the dimension of the null space of (L, M), for each one 
of the three types of problems mentioned above. 
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Before indicating the sectionwise split-up of the work, we introduce a few 
notations and make some assumptions. For any compact interval J of R 
and for a nonnegative integer k, let Ck(J) denote the space of all k-times 
continuously differentiable complex valued functions defined on J. If I is a 
noncompact interval of R, Ck(Z) denotes the collection of all complex 
valued functions f delined on Z whose restriction f/J to any compact subin- 
terval J of Z belongs to Ck(J). Let AC’(Z) denote the space of all complex 
valued functions f which have (k - 1) continuous derivatives in Z, and the 
(k - 1)th derivative off is absolutely continuous over each compact subin- 
terval of I. Let I, = [a, b], Z, = [b, c], - co 5 a < b < c 5 + co. If a = - co, 
we take Zi=]-co, b]. If c= +co, we take Z2= [b, a[. Let Z=ZluZz. If 
f is a function defined on Z, f/Zi denotes the restriction off to Zi, i = 1, 2. 
Let f(j) denote the jth derivative of j Let 6, denote the Kronecker delta 
function. For a matrix A, let R(A), P(A), and y(A) denote the range, the 
rank, and the dimension of the null space of A, respectively. Let C” denote 
the complex n-dimensional space and let 0:; denote the zero matrix of order 
r, x r2. 
Assumptions. Let L = Et=0 P,(dk/dtk), M= CT=0 Qk(dk/dtk), where 
Pke Ck(Z,), k=O, 1, 2, . . . . n, Qkg Ck(Z,), k=O, 1, . . . . m, P,(x) #O on I, and 
Q,(x) # 0 on Z,. For the sake of definiteness, we assume that n 2 m. Let g 
be a measurable complex valued function defined on Z which is integrable 
over any compact subinterval of I. Let gi = g/Z,, i = 1, 2. 
Let t, E I, and c,,, . . . . c, _ i be an arbitrary set of n complex numbers. 
Consider the initial value problem 
CL, Ml f = g, (1) 
f(‘)(t,)=c. J' j=O, 1, . . . . n- 1. (2) 
Let t, E Z2 and d,,, . . . . d,,- 1 be an arbitrary set of m complex numbers. 
Consider the IVP 
(L,Wf=g, (3) 
f (j)( tJ = di, j=O, 1, . . . . m- 1. (4) 
In Section 1, we define the three types of solutions (nonmixed, con- 
tinuous, and matching) of the differential equation (1) and also of the IVPs 
(l), (2) ((3), (4)). We also define fundamental systems associated with 
(l), (2) ((3), (4)). In Section 2, we prove the basic existence results and 
exhibit fundamental systems associated with (l), (2) ((3), (4)), for each one 
of the three types of solutions. In Section 3, we determine the dimension of 
the null space of (L, M), for each one of the three types of solutions. In 
Section 4, we present physical examples from acoustic wave guides in the 
ocean, fiber optics, and soliton theory. 
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1. DEFINITIONS 
DEFINITION 1. We call a complex valued function f(t) defined on the 
interval Z a solution (nonmixed) of the differential equation (1) if 
(i) the function J/Z, = x E AC”(Z,), 
(ii) x satisfies the equation Lx = g, , for almost all t E I,, 
(iii) the function f/Z, = y E AC”(Z,), and 
(iv) y satisfies the equation My = g,, for almost all t EZ~. 
DEFINITION 2. We call a complex valued function f(t) defined on the 
interval Z a continuous solution of the differential equation (1) if 
(i) f is a solution of (1) in the sense of Definition 1, and 
(ii) the functions j/Z1 = x and fll, = y satisfy the continuity condi- 
tions at the interface point t = b, namely, x”)(b - ) = y(j’(b + ), 
j=O, 1 , . . . . m - 1. 
DEFINITION 3. We call a complex valued function f(t) defined on the 
interval Z a matching solution of the differential equation ( 1) if 
(i) f is a solution of (1) in the sense of Definition 1, and 
(ii) the functions j/Z, = x and j/Z;! = y satisfy certain matching condi- 
tions at the interface point t = b, namely, Az(b - ) = BF(b + ), where 
2(b - ) = column(x(b - ), x”)(b - ) 9 *.., xc” - “(b - )), 
Q(b + ) = column(y(b + ), y”‘(b + ), . . . . y”‘- “(b + )), 
A and B are (m x n) and (m x m) matrices with complex entries, respec- 
tively, and R(A ) = R(B). 
Note 1. We note that R(A) = R(B) implies rank of A = rank of B = d 
( 5 m), dimension of the null space of A = n -d, and the dimension of the 
null space of B = m - d. 
Note 2. We observe that R(A) = R(B) if and only if columns of A are 
linear combinations of columns of B and vice versa. 
DEFINITION 4. We call a complex valued function f(t) defined on Z, a 
solution (continuous, matching) of the IVP (1 ), (2) if 
(i) f is a solution of (1) in the sense of Definition 1 (2, 3) and 
(ii) f satisfies the initial conditions (2). 
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DEFINITION 5. We call a complex valued function f(t) defined on Z, a 
solution (continuous, matching) of the IVP (3), (4) if 
(i) fis a solution of (3) in the sense of Definition 1 (2,3) and 
(ii) fsatislies the initial conditions (4). 
DEFINITION 6. We say that the nontrivial functions fi, . . . . f, defined on 
the interval I (with the possible jump discontinuities at t = 6) are linearly 
independent if for any set of scalars c~i, CQ, .. . . c(,, 
i aifi(t)=O, for all t E Z, t #b, 
i=l 
i aifi(b-)= i cqf,(b+)=O 
implies cIi=c1*= ... =ap=O. 
DEFINITION 7. By a fundamental system (continuous, matching) for the 
IVP (l), (2), ((3), (4)), we mean a set of linearly independent solutions 
(continuous, matching) of (l), (2), ((3), (4)) which span the solution 
(continuous, matching) space of (l), (2) ((3), (4)). 
2. EXISTENCE OF SOLUTIONS AND FUNDAMENTAL SYSTEMS FOR THE IVPs 
THEOREM 1 (Existence of solutions and fundamental systems for IVPs 
(l), (2) and (3), (4)). (i) Zf either g $ 0 or co, cl, . . . . c,-~ are not all 
zeros, then the IVP (1 ), (2) has a fundamental system consisting of only 
“m + 1” linearly independent solutions of (1 ), (2). If both g E 0 and 
co, Cl 3 . ..> c,~ 1 are all zeros, then the IVP (l), (2) has a fundamental 
system consisting of only “m” linearly independent solutions of(l), (2). 
(ii) If either g $0 or do, d,, . . . . d,,- 1 are not all zeros, then the IVP 
(3), (4) has a fundamental system consisting only “n + 1” linearly independent 
solutions of (3), (4). Zf both g 3 0 and do, d,, . . . . d,,- I are all zeros, then the 
IVP (3), (4) has a fundamental system consisting only “n” linearly independent 
solutions of (3), (4). 
Proof Part (i). Since g, is a measurable complex valued function 
integrable on I,, for t, E I, and for the set co, . . . . c,- i, we know from the 
theory of ordinary differential equations (see Theorem 3 on p. 1281 of [2]) 
that there exists a unique function x E AC”(Z,) such that 
Lx=g,, x(j)(t,) = cj, j=O, 1 , . . . . n - 1. 
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Also, since g, is a measurable complex valued function integrable on Z2, 
there exists a unique function y, E AC”(Z,) such that 
MY0 = g2, yb”( b + ) = 0, j=O, 1 , . . . . m - 1. 
Furthermore, from the theory of ordinary differential equations (see 
the result on p. 1285 of [2]), we know that there exist “m” linearly 
independent functions y,, y,, . . . . y, E ACm(Z2) such that 
A4yi = 0, 
Define 
yY’(b + ) = 6,+ 1, j = 0, 1, . . . . m- 1, i= 1, . . . . m. 
for tEIl, t#b 
for te12, 
J.(t) = {;;(t), for tEI,, t#b for t E I, 
and 
Ltt) ‘fOtt) +fitth tEZ, i= 1, . . . . m. 
Clearly fO, fi, . . . . f, are “m + 1” solutions of the IVP (1 ), (2) in the sense 
of Definition 4. 
If either gf0 or cO, cl, . . . . c, _ , are all not zeros, then f0 s?? 0 and conse- 
quently fO, fi, . . . . fm form a fundamental system for (l), (2). For, let 
Ho, a, 3 ..., LX,,, be scalars such that 
foOiO)=o, tE4 t#b, (5) 
i~odi(b- )= f d-i(b+ )=O. (6) 
i=O 
Differentiating (5) ‘3” times (j = 0, 1, . . . . m - 1) and taking t = b + , it 
follows using (5) and (6) that a0 = c~i = . . = a, = 0. 
Now, let h be any other solution of (1) (2) in the sense of Definition 4. 
Suppose that h”‘(b + ) = a/, j= 0, 1, . . . . m - 1. Consider the function K 
defined by 
K(t)=(l-~~ai-I)~o(t)+~~ai~,T,(t), tEz. 
We can easily show that 
K”‘(tl)=cj=h”‘(tl), j=O, 1, . . . . n- 1, 
UK/I,) = g, = uw, ); 
K(j)(b + ) = a. = h(.r)(b + ) 
J j=O, 1 , . . . . m - 1, 
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and 
Hence by uniqueness theorem for ordinary differential equations, 
h/Z,= K/I,, i= 1, 2 (see Theorem 3 on p. 1281 of [a]). Therefore h= K. 
If both g = 0 and c~c,, . . . . c, ~, are all zeros, then f0 = 0 and from the 
above it follows that fi, fZ,, . . . . fm form a fundamental system for (l), (2). 
Part (ii). There exist a unique function ~EAC”(Z,) such that 
MY=&? y”‘( tz) = d,, j=O, 1 , . ..) in - 1 
and a unique function x0 E AC”(Z, ) such that 
Lxo=g,, xb”(b - ) = 0, j=O, 1 ) . ..) n - 1. 
Also, there exist “n” linearly independent functions x,, x2, . . . . x, E AC”(1,) 
such that 
LXi = 0, Xl”(b - ) = 6,+ 1) j = 0, 1, . . . . n - 1, i = 1, 2, . . . . n. 
Define 
fdt) = { :;:f,)y for teI,, t#b for tEZ,, 
for tEZl, t#b 
for tel,, 
andfj(t)=fo(t)+x.(t), tEZ, i=l,2 ,..., n. Clearlyf,,f ,,..., f, are “n+l” 
solutions of (3), (4) in the sense of definition of 5. 
If either g f 0 or d,, d,, . . . . d,,- , are not all zeros, then f0 $0 and as in 
Part (i), it can be proved that fO, fi, . . . . fn form a fundamental system for 
(3)Y (4). 
If both g=O and d,, d,, . . . . d,,, ~ 1 are all zeros, then f0 = 0 and it follows 
that.?l,f2, . . ..f., f orm a fundamental system for (3), (4). 
THEOREM 2 (Existence of continuous solutions and continuous 
fundamental systems for IVPs (l), (2) and (3), (4)). (i) The IVP (l), (2) 
has a unique continuous solution. 
(ii) If either g $0 or d,, d,, . . . . d,,-, are not all zeros, then the IVP 
(3), (4) has a continuous fundamental system consisting of “n-m + 1” 
linearly independent continuous solutions of (3), (4). 
rf both g = 0 and d,, d,, . . . . d,,- , are all zeros, then the IVP (3), (4) has 
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a continuous fundamental system consisting of only “n-m” linearly inde- 
pendent continuous olutions of (3), (4). 
ProoJ: Part (i). There exists a unique function XE AC”(Z,) such that 
Lx= g,, x(-l)(tl)=cj,j=O, 1, . . . . n- 1. Let x”)(b-)=aj, j=O, 1, . . . . m- 1. 
Then there exists a unique function ~EACY(Z~) such that 
Define 
MY=gz, y(j)(b + ) = aj, j=O, 1 , . . . . m - 1. 
f(t) = i ;I;;9 
for teZl, t#b 
> for teZ,. 
Clearly f is the only continuous solution of (1 ), (2). 
Part (ii). There exists a unique function y~Ac”‘(l~) such that 
MY=g*, y”‘( t2) = d,, j=O, 1, . . . . m- 1. 
Let y(j)(b + ) = bj, j= 0, 1, . . . . m - 1. There exists a unique function 
x0 E AC”(Z,) such that 
Lx,= g,, xb”(b - ) = 
bj, j = 0, 1, . . . . m - 1 
0, j=m ,..., n-l. 
Also there exists a unique function x~EAC”(Z,) such that 
for j=m+i- 1 
for j#m+i-1, i=l,..., n-m. 
Define 
for teIl, t#b 
for tEZ2, 
for tEZ,, t#b 
for tEZ,, 
and fi(t)=fo(t)+fi(t), teZ, i= 1,2, . . . . n-m. Clearly fO,fi, . . . . f+,,, are 
“n -m + 1” continuous solutions of (3), (4). 
If either g $0 or d,, d,, . . . . d,,- i are not all zeros, then f0 f 0 and 
fO, fi, . . . . f,-, form a continuous fundamental system for (3), (4). For, the 
linear independency of fO, f,, . . . . f,- m can be verified easily. Now let h be 
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any other continuous solution of (3), (4). Suppose that h”‘(b - ) = bj, 
j = m, . . . . n - 1. Then we can easily show that 
> 
X-m fo(t) + C b,+i-Ifi(t)y t E I. 
i= 1 
If both g = 0 and d,, d,, . . . . d, _ 1 are all zeros, then f0 = 0 and it follows 
thatfl,jl?, . . ..f+. f orm a continuous fundamental system for (3), (4). 
Remark 1. In case L = M, by which we mean the same operator L is 
also defined on the interval Z2, Theorem 2 reduces to Theorem 3 on page 
1281 of [2]. 
THEOREM 3 (Existence of matching solutions and matching fundamental 
systems for IVPs (l), (2) and (3), (4)). (i) If either gf0 or 
co, Cl > .. . . c n-1 are not all zeros, then the IVP (l), (2) has a matching 
fundamental system consisting of “m - d + 1” linearly independent matching 
solutions of ( 1 ), (2). 
Zf bothg = 0 and co, cl, . . . . c, _, are all zeros, then the IVP (1 ), (2) has a 
matching fundamental system consisting of only “m - d” linearly independent 
matching solutions of (1 ), (2). 
(ii) Zf either g $0 or d,, d,, . . . . d,,- 1 are not all zeros, then the IVP 
(3), (4) has a matching fundamental system consisting of “n - d + 1” linearly 
independent matching solution of (3), (4). 
Zf both g=O and do, d,, . . . . d,,- 1 are all zeros, then the IVP (3), (4) has 
a matching fundamental system consisting of only “n-d” linearly inde- 
pendent matching solutions of (3), (4). 
Proof Part (i). There exists a unique function xgAC”(Z,) such that 
Lx=g,, x(j)(t,) = ci, j=O, 1 , . . . . n - 1. 
Let x(j)(b - ) = aj, j = 0, 1, . . . . n - 1. Define d = column(a,, a,, . . . . a,- ,) and 
consider the matrix equation BP= Aii. Since R(A) = R(B), there exists a 
vector /?” E C” such that Z?/?’ = Ab. If Ad # 0, then j?’ is a nonzero vector. 
If Aii = 0, we take /3” to be the zero vector. Since p(B) = d, there exist 
exactly “m - d” linearly independent vectors /?‘, a’, . . . . prnede C” which 
are solutions of B/I = 0. Clearly PO, a0 + b’, . . . . a0 + flrnmd are (m -d+ 1) 
solutions of BP = Aii. 
Now, there exists a unique function you ACm(Z2) such that My, = g,, 
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yb”(b + ) = p,o, j= 0, 1, . ..) m - 1, and a unique function yip AC”(Z,) such 
that Myi = 0, y)“(b + ) = /I;, j = 0, 1, . . . . m - 1, i = 1,2, . . . . m - d. Define 
fo(t) = f;i;, 
for tEZ,, t#b 
for tEZ,, 
for t~Zi, t#b 
for t E Z2, 
and fi(t)=fo(t)+fi(t), teZ, i= 1, 2, . . . . m-d. Clearly fO,fi, . . . . fmPd are 
“m - d + 1” matching solutions of ( 1 ), (2). 
Ifeitherg&Oorc,,c, ,..., c,-i are not all zeros, then f0 $0 and conse- 
quently fo, .A, . . . . fm --d form a matching fundamental system for (l), (2). 
For the linear independency fO, fi, . . . . fmmd can be verified easily. Now, let 
h be any other matching solution of (l), (2). Then h”‘(b - ) = a,, 
j=O, 1 ) . . . . n - 1. 
If z(b + ) = column(h(b + ), h”)(b + ), . . . . h”‘- “(b+ )), then B&b + ) = AZ. 
Therefore, 
~(b+)=S”+y,pl+,...,y,-dBm-d, (7) 
for some scalars yi, yz, . . . . yrned. As in Theorem l(i), it can be shown using 
(7) that 
If both g s 0 and co, ci , . . . . c, are all zeros, thenf, 3 0 and it follows that 
fr, fl,, . . . . fm _ d form a matching fundamental system for (1 ), (2). 
Part (ii). There exists a unique function y EAC”(Z,) such that 
My = g,, y”)(t,) = dj, j= 0, 1, . . . . m - 1. Let y’j’(b + ) = bj, j= 0, 1, . . . . m - 1. 
Define 6 = column(b,, b,, . . . . b,,- i) and consider the matrix equation 
Ag = Z?6. Since R(A) = R(B), there exists a vector V’E C” such that 
Aq” = BE. If B6 #O, then q” is a nonzero vector. If B% =O, we take q” to 
be the zero vector. Since p(A) = d, there exist exactly “n - d” linearly inde- 
pendent vectors r~‘, q2, . . . . q”-“ E Cc” which are solutions of Aq = 0. Clearly, 
~O,‘lO+ql,...,tyO+~“-d are “n - d + 1” solutions of Aq = B8. 
Now, there exists a unique function xOe AC”(Z,) such that Lx, = g,, 
xt)(b - ) = q;, j= 0, 1, . . . . n - 1, and a unique function xi~AC”(Z1) such 
that Lxi = 0, xy)(b - ) = qj, j = 0, 1, . . . . n - 1, i = 1, . . . . n - d. Define 
for ~EZ~, t#b 
for fEZ*, 
for teZl, t#b 
for feZ2, 
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h(t) =h(t) +.m, tEZ, i=l, . . . . n-d. 
Clearly fO, f,, . . . . f, _ d form a matching fundamental system for (3) (4). 
If either g&O or d,, d,, . . . . d,,-, are not all zeros, then f0 f 0 and as 
shown in Part (i), it can be verified that fO, fi, . . . . fined form a matching 
fundamental system for (3), (4). 
If both g r0 and d,, d,, . . . . d,,- , are all zeros, then f0 s 0 and conse- 
quently f’, fZ, . . . . fH,- d form a matching fundamental system for (3), (4). 
Remark 2. For the (m x n) matrix A given by 
m th column 
10.. .... .o.. ..... .o 
0 . ..o.. ..... .o 
A = 
.......... 
and for B equal to the (m x m) identity matrix Theorem 3 reduces to 
Theorem 2. 
Remark 3. In case L = M, for A = B = the n x n identity matrix, 
. Theorem 3 reduces to Theorem 3 on page 1281 of [2]. 
3. DIMENSIONS OF NULL SPACES OF (L,M) 
THEOREM 4 (Dimension of the null space of nonmixed (L, M)). There 
exist exactly “n + m” linearly independent solutions (nonmixed) of the dif- 
ferential equation 
(L, M) f = 0. (8) 
Proof: There exists a unique function xi E AC”(Z,) such that Lx, = 0, 
xj’)(b-)=di,+,, j = 0, 1, . ..) n-l, i=1,2 ,..., n. 
Define 
j-;(t) = (,i@), for tEZ,, t#b 
, for tEIX, i= 1,2, . . . . n. 
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Also there exists a unique function yip AC”(I,) such that Myi= 0, 
yl”@+ )=Jg+,, j=O, 1 , . . . . m - 1, i = 1, 2, . . . . m. 
Define 
F,(t) = 0, 
for tEI,, tfb 
y,(t), for tE12, i= 1,2, . . . . m. 
The functions fi, f2, . . . . f,, F,, . . . . F, are linearly independent solutions of 
(8) in the sense of Definition 1 and every other solution of (8) can be 
expressed as a linear combination of these functions. For the linear inde- 
pendency of fi, . . . . f,, F,, . . . . F,,, can be verified easily. Now, let h be any 
other solution of (8). Suppose that h”‘(b- )= c,, j=O, 1, . . . . n - 1, and 
h”‘(b + ) = d,, j = 0, 1, . . . . m - 1. Then, as shown in Theorem 1 (i), it can be 
proved that 
h(t)= i c,-Ifi + i d,-,Fi(t), t E I. 
i=l i=l 
THEOREM 5 (Dimension of the null space of Continuous (L, 44)). There 
exist exactly Y linearly independent continuous olutions of the differential 
equation (8). 
Proof. There exists a unique function x~EAC”(I,) such that 
LXi = 0, xj”(b - ) = 6,+ I, j=O, 1, . . . . n- 1, i= 1,2, . . . . n, 
and a unique function yi E AC”(Z,) such that 
MY, = 0, yj”(b+ )=aij+l, j = 0, 1, . ..) m- 1, i= 1,2, . . . . m. 
Let yi = 0 for i = m + 1, . . . . n. Define 
for tEZ,, t#b 
for tcZ2. 
Clearly fl, f2, . . . . f, are “n” continuous solutions of (8) and form a con- 
tinuous fundamental system for (8). For the linear independency of 
fi, f2, . . . . f, can be verified easily. Now, let h be any other continuous solu- 
tion of (8). Suppose that h”‘(b - ) = cj, j= 0, 1, . . . . n - 1. Then it can be 
shown that 
h(t) = i c;Glf,(t), t E I. 
i= 1 
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Remark 4. In case L = M, Theorem 5 reduces to the result on page 
1285 of [2]. 
THEOREM 6 (Dimension of the null space of matching (L, M)). There 
exist exactly “n + m -d” linearly independent matching solutions of the 
differential equation (8). 
Proof: Since p(A) = p(B) = d, there exist bases cl’, a’, . . . . c(” for C” and 
B’, B2, . . . . 8” for C” such that c1l, cz2, . .. . @n-d belong to the null space of A 
and B’, . . . . /Pdd belong to th e null space of B. Also, since R(A) = R(B), 
span{AGLi}:=.-d+l=span(B~‘},“=,-d+,. (9) 
Corresponding to each L$, there exists a unique function xj~AC”(Z1) such 
that 
Lx; = 0, lj(b - ) = a’, 
where zi(b-- ) = column(x,(b-), . . . . xj”-“(b-)), i = 1, 2, . . . . n. Corre- 
sponding to each fi,, there exists a unique function yj E AP(ZJ such that 
Myj = 0, J,(b+ )=P’, 
where 5j(b+ ) = column (y,(b+ ), . . . . y!‘+“(b + )), j = 1, 2, . . . . m. 
Moreover by (9), we have Acl, = cJm_,, _ d+lhjB/lj, i=n-d+ 1, . . . . n, where 
19: are some suitable scalars. Define 
fi([) = ii(,). 
L 
for tEZ1, t#b 
for tEZ,, i=l,..., n-d, 
fi(t)= 
{ 
;F’ _ 
for tEZ,, t#b 
J m d+l ejYj(t)? 
for tcZ2, i=n-d+ l,..., n, 
and 
z$(t) = 
1 
0, for tEZ,, t#b 
YjCt)Y for tEZ2,j= 1, . . . . m-d. 
Clearly fi , . . . . f”, F, , . . . . F, - d are “n +m - d” matching solutions of (8). 
Moreover these functions form a matching fundamental system for (8). 
For, the linear independency of fi , . . . . f,, F, , . . . . F,,, _ d can be verified easily. 
Now, let h be any other matching solution of (8). Let 
6(b - ) = column(h(b - ), . . . . h(“-“(6 - )), 
and 
&(b + ) = column(h(b + ), . . . . h’“-“(b + )). 
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Then 
&(b-)= i up.’ and i@b+)= 2 bjpi 
i=l j=l 
for some suitable scalars a,, . . . . a,; b,, . . . . b,. The relation Ax(b - ) = 
B!$b + ) implies that 
b,= i O:ai, j=m-d+l,...,m. (10) 
r=n-d+l 
Using (lo), we can show that 
h(t) = i: aifi(t) + ‘“id b,F,(t), t E I. 
i= 1 j= 1 
This completes the proof. 
Remark 5. For the matrices A and B of Remark 2, Theorem 6 reduces 
to Theorem 5. 
Remark 6. In case L = M, for A = B= the (n x n) identity matrix 
Theorem 6 reduces to the result on page 1285 of [2]. 
4. PHYSICAL EXAMPLES 
1. Acoustic Wuveguides in the Ocean [l]. The following problem is 
encountered in the study of acoustic waves in the ocean, when the ocean 
is considered to consist of two layers, 
Lx=ld2.u+!sI=Lx, 
PI dt2 PI PI 
Ostld,, 
d,stsd, 
(11) 
(12) 
together with the mixed boundary conditions given by 
x(0) = y”‘(d,) = 0, 
44 - I= Ad, + 1, 5 x(‘)(d, - ) =; y”‘(d, + ), 
(13) 
(14) 
where pi, p2 are constant densities of the two layers, K1, K, are constants 
which depend upon the frequency constant and the constant sound 
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velocities C1, C, of the two layers, respectively, 1 is an unknown constant, 
[0, d,] and [d,, d2] denote the depths of the two layers, and x, y stand for 
the depth eigenfunctions. 
In this example, the matching conditions at the interface t = d, of the two 
layers can be written in the matrix form 
Here 
rankA=rank B=2, and m=n=d=2. 
Hence, by Theorem 3, there exists a unique matching solution for any 
IVP associated with (1 l), (12). Also, by Theorem 6, there exist exactly 
two linearly independent matching solutions of (1 1 ), (12). Therefore, the 
solution of the eigenvalue problem (1 1 ), (12) may be obtained as a linear 
combination of these two linearly independent matching solutions by 
applying the other boundary conditions (13). 
2. Optical fiber transmission [4]. In the study of wave optics of step 
index fiber, we encounter the following problem, 
+(n:ki--$)x=p’,, O<tsa, (15) 
+(n:kb-$)y=P2y, agt<co, (16) 
where n, and n2 are the refractive indices of core and cladding, respectively, 
j3 is the wave propagation constant, v is an integer, k,= o/c, c is the 
propagation velocity and o is the wave frequency, and x and y are the field 
(electromagnetic) distributions of core and cladding, respectively. The 
physical conditions on the system are given by 
Lt Ix(t)1 < 00, Lt ,Y(t)=O, (17) 
r-0 ,-CC 
x(a - ) = y(a + ), x”‘(a - ) = #“(a + ), (18) 
where t = a denotes the core-cladding interface. 
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In this example, I, = 10, a], Z2 = [a, co [, and relation (18) gives the con- 
tinuity conditions at t = a. Here n = m = 2. Hence, by Theorem 2, there 
exists a unique continuous solution for any IVP associated with (15), (16). 
Also, by Theorem 5, there exist exactly two linearly independent con- 
tinuous solutions of (15), ( 16). Therefore the solution of the BVP (15), (18) 
may be obtained as a linear combination of these two linearly independent 
continuous solutions by applying the other boundary conditions (17). 
3. One-dimensional scattering in quantum theory [3]. In quantum 
theory, the one-dimensional time-independent scattering problem with the 
delta function scattering potential is represented by the problem 
Lx=$+K’x=O, - co<t~o, (19) 
A4y=~+(K2-l.(l) y=o, ost<oo (20) 
together with the interface condition given by 
x(0 + ) = Y(O - 11 (21) 
x”‘(0 + ) - y”‘(0 - ) = -yox(O + ), (22) 
where K2 = 2mE/h2, y0 is a constant, and the functions x, y are associated 
with the flux density of the particle in the two regions, respectively. Here 
“m” denotes the mass of the particle, E denotes its total energy, and h 
denotes the Planck’s constant divided by 27~. In this example, the matching 
condition at the interface t = 0 of the two regions can be written in the 
matrix form 
Here 
rankA=rank B=2, and m=n=d=2. 
Hence by Theorem 3, there exists a unique matching solution for any 
IVP associated with (19), (20). Also, by Theorem 6 there exist exactly two 
linearly independent matching solutions of (19), (20). 
Remark 7. The results of this paper are used in studying the deficiency 
theory associated with (L, M) which we shall establish elsewhere. 
409,148;1-6 
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