The characterization of automorphisms of Bernstein algebras is an open problem.
PRELIMINARIES
In what follows K denotes an infinite field of characteristic different from 2, and A is a finite dimensional, commutative, not necessarily associative algebra over K. If w : A + K is a nonzero algebra homomorphism, then the ordered pair (A, w) is called a baric algebra and w the weight function of A. A Bernstein algebra is a baric algebra (A, w) such that (x2)' = w(x>"x' for every x E A.
A is a Jordan algebra if the identity r"(yx> = (x"y)x holds in A. We say that A is a weak Bernstein-Jordan (WBJ) algebra if it has a decomposition A = Ke @ S where e is an idempotent element and for every x E S the following relations hold: ex = 2 e(ex), x2 = ex2 + 2(ex)x, and x 3 = 0. Every WBJ algebra is a Bernstein-Jordan algebra. Moreover, in these algebras we find a structure which is not, in general, baric or Jordan but where these notions are equivalent; for references see [2] . If A = Ke @ U @ V is the Peirce decomposition of a WBJ algebra A relative to the idempotent E, then U'cV, WcU, V2~Ke, and the following relations are satisfied (see [2, Corollary 3.3 and Proposition 3.51):
For every x E U @ V x3 = 0. 
(8)
By linearizing the relation (1) we have for every x, y, .z E U @ V Bernstein algebras (see [l] and [3] ).
We say that A is orthogonal if U3 = {O], A is quasiorthogonal if U2(W) = {0}, and A is strongly orthogonal if U3 = 10) and U(W) = (01. 
2.
IfV" f (O), then {a", u2, v} is a linearly independent subset of V. If dim V = 3, it is always possible to find a basis {a', u2, v} of V such that uu = +a2 + $2, u20 = -u%, a(uv> = u2 -u2, and u(u2u) = 2a2u.
Proof.
By Lemma 2.1, if A is nonquasiorthogonal, there exist elements q', u E U and v E V such that o '(~0) # 0, {(T, u} is a linearly independent subset of U, cr2u f 0, u2(au) f 0, cr2 # 0, and u2 # 0. 1: Let V" = (0) and lycr' + /3((+'u>v = 0. By multiplying this relation by v and using (6) with h = 0, we have a(c+"u>v = 0 and cr = 0. Thus /3( CT 2u)u = 0, /3 = 0 and {(T '11, (cr 2u>v} is a linearly independent subset of u.
Now if (~a' + /3u" + yu + &r(uv) = 0, then by multiplying this relation by cru' and using (5), (4), and (1) we obtain YZ)((T "u> + 6[a(uv>](c~~u> = 0. Equations (lo), (3), (9), and (1) (11) MuItipIying (11) by (T, and using (l), W _C U, and Jacobi's identity in U, we have
Multiplying (12) by u2 and using (4) and Cl), we have Y(U(T)U~ = 0. Then y = 0, and using (4) we have
pu2u -zv( u%).
(13)
The relation (13) implies that p + 0. Otherwise, multiplying (13) by v, and using (4) and (6) with A = 0, we have u(u2u) = 0, a contradiction. Now, multiplying (11) by u and using W c V, Jacobi's identity in U, and (3), we obtain -+u2u = ffu2u -$u2(uv).
(14 Multiplying (14) by o and using (4) and (6) with h = 0, we have
Thus (Y # 0.
Using (13), (14), and (I5), we obtain
Since {cr2u, ( (T~UI.J)U} is a linearly independent subset of U, we have 6($-2a)=O and czP=f.
Replacing CY = 1/4P in (111, we obtain 
Multiplying (19) by u' and using (1) and (lo), we have u"cr = -u2u' and u((r2u) = -o(u'2C>. 2: By using V2 + 0 together with (2) and (11, we prove that {c', u2, u) is a linearly independent subset of V and dimK V 2 3.
If dim, V = 3 then {cr2, u2, v} is a basis of V. Since U" C_ V, we have WI1 = W2 + pu" + yu.
Using (2) and v2 # 0, we obtain y = 0, and multiplying (20) by (T and using (1) and Jacobi's identity in U, we have
Since ti2u f 0, p # 0.
Multiplying (20) by ZJ and using (1) and Jacobi's identity in U, we have 
Multiplying (24) by u' and by using (21) and Jacobi's identity in U, we have
On the other hand, by using u'$ = -u2u' and (4) we have
Thus, using (26) (4), and Jacobi's identity, we have
Therefore b # 0, and by using (25) and (27) (a~>u # 0, since CT~(UU) # 0, we prove that {a, U, VU, a%) is a linearly independent subset of U. Now let us consider the element uo E U. We prove that (a, u, (TV, (T~u~I, uv} is also a linearly independent subset. Otherwise uv = ffu + pu + yav + 6u"u.
(31)
Multiplying (31) by u and using that {(T', u"} is a linearly independent subset of V and Theorem 2.2, we obtain p/2 = -1 and cy + p/2 = 1. 
Multiplying (32) by v and using (81, (3), (32), and (9), we obtain A A -U2 = 2(u2 -u') -2( --a2 + u") + --a2 + S( uv)( a%). 4 4
But W c U, and (31, (41, and (1) imply (uv)(u2u) = 0. Then since {a", u21 is a linearly independent subset of V, we have h/4 = -2 + 2 = 0 and A = 0, a contradiction. Therefore {u, u, cr v, u2u, uv} is a linearly independent subset of U and dimK U > 5. So if A is nonquasiorthogonal, then dim A 2 9. n THEOREM 2.4.
There exists only one nonquasiorthogonal WB] algebra of dimension 11
which satisfies V2 = (0). . Since U" _C V, , by using (7) we have (~%a)' = 0 and (wa)" = 0. Therefore, by (8) iqcr2 = 0 and a2 = 0, a contradiction. Now, by using (1) and (2) we have that w2 = y2v" = y'Ae. Therefore v = y2h and 71A-l = y2 with y E K*. 
There exists a one-parameter family

ORTHOGONALITY
In the following we give some results about orthogonal and nonorthogonal WBJ algebras. We recall here that in the case V" # {O), the concepts of orthogonality and quasiorthogonality are the same, so we only study the case V2 = {0} and we have that A is a Bernstein-Jordan algebra.
LEMMA 3.1.
Let A = Ke @ U @ V be a nonorthogonal WBJ algebra.
Then there exist elements u, u E U such that u2u # 0, so {u, u} is a linearly independent subset of U and uu # 0. Moreover we can choose u such that u2 # 0.
Proof.
Since U3 z {0), there exist ui, u2, us E U, such that (uIuz)u3 # 0. If u;us = u;us = 0, then (ui + u2)'u3 # 0. So in any case we have elements u, u E U such that u2u + 0. Thus {a, u) is a linearly independent subset of U, u( au) # 0, and uu f 0. Moreover, we can choose u such that u2 # 0. In fact, if u2 = 0 let us consider the element ui = u + U.
Then ui f 0 because {u, u} is a linearly independent subset of U and 2 ui = u2 + 2uu. If uf = 0, then multiplying this relation by CT, we have
Then 0 = u2u, a contradiction. Therefore uf f 0 and
Every WB] algebra of dimension less than 6 is orthogonal.
Suppose that A is not orthogonal; then by Lemma 3.1 there exists (T, u E U such that (+ 2u f 0. By using U2 c V, together with (31, (lo), and (7) one proves that {a, u, a2u) is a linearly independent subset of U and dim, U > 3. On the other hand, t& E V, implies that there exists 2(: E V such that ' = w -2aw.
Then by using vi' = ve,, V2 cKe, V(W) c U, and ?W)2 G u' we obtain u;~ = ne.
