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ABSTRACT
On September 3rd 2020, one of the first small satellites equipped with Edge AI hardware was launched.
The inclusion of a UB0100 board on PhiSat-1 enabled the use of deep neural networks to provide real-time
image analysis on-board an Earth Observation satellite. The primary benefit of this was a 90% reduction
in downlink data as the system only transmitted non-cloudy, and thus usable, data. PhiSat-1 and missions
like it have started the revolution of satellite-based machine learning, leading ESA and other space agencies
to further explore the in-situ deployment of machine-learning models. Other applications that can benefit
from on-board space-based machine learning capabilities range from anomaly detection and prognostics to
feature recognition and object detection.
This paper focuses on the application of anomaly detection models on space-ready Edge AI hardware
to detect and classify anomalous behaviour in telemetry data. The ability to accurately detect anomalies
onboard satellite systems has the potential to both increase system lifetimes and reduce satellite operator
workloads. The limitations of Edge AI boards and the space environment put restrictions on the models that
can be used. Limited power and potential single event upsets constrain the complexity of the models that
can be deployed. Therefore, this paper is targeted at models that will run efficiently within these constraints.
We describe an experiment that evaluates the suitability of different anomaly detection approaches (multilayer-perceptrons, auto-encoders, etc.) for space applications. These approaches are compared both in
terms of their performance in the anomaly detection tasks and how well they run on “space ready” lowpower hardware. We focus on the Intel Myriad chipset, the basis of the UB0100, which hosted the machine
learning image analysis model on PhiSat-1. Our evaluations use both the MIMII machine audio dataset, a
well-regarded anomaly detection dataset that is a good proxy for telemetry data, and a dataset generated
using anonymized NASA mission telemetry data. The findings show how well basic models work when
presented with anomalous satellite telemetry.
Introduction

of these examples. Machine learning techniques also
have the potential to benefit future space transportation systems, in applications such as avionics and
system health monitoring.5

In the space domain, the use of machine learning
techniques is already being explored for Earth observation applications,1 astronomy,2 sensor fusion for
navigation,3 and satellite operations.4 The availability of open-source software tools and low-cost cloudbased computing hardware, through services such as
Google Colab∗ , has allowed for rapid development

Machine learning applications for space can be
broken down into two categories: space-based applications and ground-based applications. These have
vastly different requirements when it comes to the
size, weight, and power constraints of the hardware

∗ https://colab.research.google.com
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used. For example, in any spacecraft’s hardware on
which machine learning models are executed must
deal with harsh environments with a focus on temperature and radiation, while a ground-based system has none of these constraints. This puts limitations on the hardware, such as part density and
cooling systems, which in turn, limits the capabilities of any deployed algorithm. Power generation capabilities of spacecraft also place a limitation on any
hardware utilized, thereby also putting restrictions
on Machine Learning model complexity. A groundbased system may not be as useful as a space-based
system due to the substantially smaller amount of
data the system will receive due to limited mission
bandwidth and the delay that is involved in transmission. However, it can operate without the physical limitations imposed on an in-orbit system.
This paper covers the work done in creating
an anomaly detection model for space-based hardware. To achieve this, we have developed a development pipeline where the idea of anomaly detection
for spacecraft telemetry is tested on ground with
high power hardware and basic anomaly detection
models. The model is then trained on real spacecraft telemetry with labelled anomalies. Finally, the
model is then transferred to a low-power and spaceready board for testing. This allows us to completely
define a development pipeline for a Machine Learning model from concept to deployment on a spaceready board.

ally runs 5-10 years behind the state of the art in
other industries due to the development and qualification cycle. Therefore, only now is hardware powerful enough to run ML models being deployed in
space.

PhiSat-1
PhiSat-1 is the European Space Agency’s (ESA)
first attempt at putting an Edge AI board in space.
It launched successfully on September 3rd 2020 onboard a European Vega rocket.6 PhiSat-1 is a CubeSat focused on Earth observation and on-board image analysis. Its primary payloads were a hyperspectral imager and the Myriad 2 Edge AI board.
It is operated by ESA’s Phi Lab∗ which focuses on
machine learning applications to space missions.
The ML model deployed onto PhiSat-1 detected
images that were too cloudy to be useful. These
images were then removed from the data and not
transmitted to ground, saving precious bandwidth
for the mission. To accomplish this, ESA chose the
Intel Movidius Myriad 2 chip22 as their hardware
accelerator due to its low mass and power requirements. The Irish company Ubotica∗∗ was contracted
to develop the algorithm and to qualify the chipset.
This led to an intensive qualification campaign of
the Myriad 2 chip on the Ubotica UB0100 cubesat
board resulting in one of the first Edge AI boards
flown as a primary mission on a CubeSat.
The method used by PhiSat 1 to detect clouds is
a convolutional neural network (CNN).10 The development and training for cloud recognition was done
using a dataset generated by ESA’s Sentinel 2 mission.8 This was provided by ESA to train PhiSat-1
and has since been made available for public use.
The PhiSat-1 model, CloudScout, was a standard
LeNet-type CNN architecture with 3 convolutional
layers followed by two dense layers, see Figure 1, and
the decision making was done in a binary fashion,
cloudy or not cloudy. The conclusion of the study8
was an accuracy of 92% at 1.8W of power consumption, and 2.1 MB of memory usage, resulting in a
large reduction of downlinked data.
At the time of writing this paper, initial results
from the PhiSat-1 mission are promising and ESA
has renewed a contract with Ubotica to develop
PhiSat-2.9 Conducting the image analysis on-board
has saved up to 90% of the bandwidth for a similar
outcome when compared to a ground-based analysis.6

Related Work
As an illustration of what is involved, this section explores two examples of space-based uses of
Machine Learning (ML). The machine learning techniques used within each example will also be described. Applications of ML models that have not
yet been utilized in space are explored in this paper along with ground-based examples of usage on
satellite telemetry. This is accomplished by using
the SMAP/MSL dataset.4
Space-based Applications of Machine Learning
This section introduces two representative examples of space-based applications of machine learning,
one based on image analysis and a second based on
anomaly detection within a sensor stream. It also
introduces an example of ground based telemetry
monitoring for anomalies. Space technology gener∗ https://philab.phi.esa.int/

∗∗ www.ubotica.com

Murphy

2

36th Annual Small Satellite Conference

Figure 1: CloudScout network. Reproduced from.8
OPS-Sat

The ESA OPS-SAT20 has been used as a testbed
to train and deploy a machine-learning model in orbit. The OPS-SAT payload contains an equivalent
low power device to those explored in21 but is also
being used to train the model. This is interesting as
it opens the door to online learning and retraining
models on low power boards. The paper20 explores
the deployment of multiple ML models mostly designed for Earth observation. However, they also
deployed a supervised anomaly detection model for
FDIR purposes. In this case, the model used was
a Support Vector Machine (SVM).13 SVM was the
preferred architecture as it ”is effective in high dimensional spaces, memory allocation, and tends to
be accurate when there is good separation between
classifications”.20 The result of this study showed
that online learning and supervised anomaly detection could be deployed and trained in orbit with classification accuracy being ≫ 98%.20

Figure 2: Artist’s impression of OPS-SAT
Hundman et al.
Hundman et. al.4 explore the possibility of replacing the satellite operator with an automated solution based on machine learning. This work addressed an important and growing challenge within
the satellite telemetry sector. Limited satellite operators and an increasing number of satellites to monitor is resulting in a labor shortage in spacecraft
monitoring. This work found that LSTM Autoencoders were the most applicable method for detecting spacecraft telemetry anomalies while addressing
key challenges around interpretability and complexity. This work has been deployed on the ground segment for the Soil Moisture Active Passive (SMAP)
satellite where over 700 channels are monitored in
real time. There have been several correctly identified anomalies detected thus far. However, there
have also been multiple false positives, showing the
need for further refinements in the model.4 The
Hundman et. al. team were part of the SMAP mission based in NASA Jet Propulsion Lab and used
this as a basis to test their ML models on downlinked
telemetry. They made the anonymized dataset public and is available from.4 A dataset from the Mars
Science Laboratory was also used as a comparison
for telemetry. However, due to the haphazard and

The dataset used for the FDIR model’s training
was generated from early mission data from OPSSAT allowing for the model to be deployed directly
onto a system it was trained for. Unfortunately, as of
when this paper is written, the dataset has not been
made publicly available. The classification problem
was considered binary, Nominal/Abnormal. There
was also an imbalance in the training dataset due
to an incorrect deployment of the system. By rebalancing the data, accuracies ranging from 85% to
99% were achieved on the FDIR model.
Murphy
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low bandwidth nature of telemetry from deep space,
the results were not as promising as that downlinked
from SMAP.4

Prognostics & Prediction
The natural next step after detecting anomalies
is to try to predict them before they happen. This
is not an easy task but has had a large amount of
work done in the commercial market given its potential benefits. To apply prediction and prognostics to
space applications could help save a spacecraft from
a potential catastrophic anomaly before it happens.
With the advent of low cost, high volume Internet of Things (IoT) devices, automated machine health monitoring has become more practical.17 Machine health monitoring systems can include volt/ammeters, microphones and camera systems. IoT developments has made creating a network from these systems much easier, enabling large
dataset generation for machine learning algorithms.
Data-driven machine health monitoring systems provide a new insights into new methods of fault detection and recovery for large systems. It also shows
promise for predicting potential failures in these systems, increasing their lifespan.
Predictive maintenance has been used as the
baseline to avoid future anomalies. However, this results in prematurely replacing parts, increasing the
overall cost of a system. If a part can have failures
predicted, it can be replaced before it fails, lengthening lifetimes of these parts and reducing potential
catastrophic failures. Work has been done to identify these features in time series audio data.19 In
this case, both supervised and unsupervised methods may be used. Supervised models are more suited
to binary classification problems i.e. healthy/unhealthy. Whereas, unsupervised models can better
predict general fluctuations from normality.

Related Industrial Applications of Machine
Learning
The commercial sector has been exploring
anomaly detection and prognostics for several years.
This section describes industrial applications of machine learning in the commercial sector primarily
based on anomaly detection and how they have influenced the development of a Machine Learning model
for space-based applications.
Anomaly Detection
Airbus is attempting to reduce operational and
maintenance costs in the aircraft industry by implementing an in-service Failure Detection, Isolation &
Recovery (FDIR) system with the goal of becoming a fully prognostic system.15 To this end, Airbus has developed a machine learning based diagnostics and prognostics (DnP) framework to accomplish
this, and have begun deploying prototypes of this
framework on non-critical flight systems.15 Their
expectation is that this will increase operational reliability, drive down maintenance, costs and increase
safety if successful. Currently, Airbus use a predictive maintenance schedule, changing out parts that
are still functional after a certain amount of time
and/or cycles, reducing the potential lifetime of components. Modern advanced aircraft systems allow
more data gathering, enabling data acquisition on
a scale required for machine learning. This is the
primary issue with developing machine learning algorithms for aircraft at the moment as there is a lack
of adequate and appropriate in-service failure data.
Airbus is also attempting to implement a smart approach to anomaly handling on aircraft due to a lack
of advanced warning of failure events and fault isolation. Predictive maintenance provides an integrated
solution, but this is expected to change as machine
learning becomes more prevalent in aerospace.
Other work has looked at anomaly detection in
audio time series data. This type of data can be
considered analogous to satellite telemetry and thus
can be used as a parallel development process. Work
has been conducted on raw audio anomaly detection
by.16 This study looks at WaveNet as a base architecture and applies it to raw audio data to detect
anomalies. This work uses a baseline autoencoder
and compares this to autoregressive deep learning
architectures such as WaveNet.
Murphy

Hardware Selection
The first thing required in developing any ML
model for in-orbit deployment is to investigate
whether sufficiently powerful and space qualified
hardware exists to run any potential models. Edge
AI boards are the natural first point of interest due
to their high performance and low power requirements. This section investigates and compares the
suitability of a number of Edge AI boards for spacebased applications. This work has been done by21
in comparing potential Edge AI boards for space applications and is summarized in this section.
The most important aspects of a board are Power
and Trillion of Operations Per Second (TOPS) as
space-based applications have a hard limit on power
inputs. However, price in USD is also used in this
analysis. Table 1 lists the specifications of boards in
4
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this paper.
The current maturity of machine learning research and applications makes it ideal for application
in space-based systems. There have already been
a large number of applications of machine learning
techniques to ground-based space systems and there
are a growing number of applications in space-based
systems. Promising applications of machine learning
techniques in these areas include image processing
and anomaly detection. Work has already been done
on several systems to qualify them for either aeronautical or space environments. The variance in the
computing performance and the power consumption
between these boards also allows for a wide range
of applications. Low power consumption boards are
generally suited for missions with low power budgets such as small satellite missions, but still have
enough computing performance to deploy most Machine Learning methods. More powerful boards are
less suited for small missions such as CubeSats due
to their large power consumption but could potentially be used on systems with higher power budgets.
Ground segment development is also an ideal starting point for these boards. Due to the multitude of
applications of Machine Learning in the space sector, there are also many different Machine Learning
methods that may be used. In summary, there are a
wide range of platforms available to the space sector
that can be either used directly or modified for use
in-orbit or for ground segment missions.21

limited. Low power board limitations would remove
the boards such as the Nvidia Xavier from the running due to its high power draw, leaving the Myriad
X and the Coral as the best performing low powered boards. Its also worth noting that the Myriad
2 has space heritage and has already been qualified
for space, meaning a qualification campaign for a
Myriad X would be far less intensive compared to
the Google Coral due to chipset similarities. For the
remainder of this paper, the Myriad 2 was used for
test purposes, see Figure 4.

Figure 4: Intel Neural Compute Stick containing Myriad 2 chip22

Model Selection
This section describes a benchmark experiment
comparing the performance of different anomaly detection methods using the MIMII dataset. In Machine Learning, supervised and unsupervised models have been used for anomaly detection methods. Supervised models are generally superior if
the anomaly is known in the training set. However,
anomalies are naturally unpredictable and therefore
unsupervised models must also be considered.
The experiment described in this paper is to deploy a model comparison where multiple models are
compared and the optimum model is selected for use
on a mission. Dataset generation is understandably
difficult for space missions given the security constraints. Therefore, for early work, datasets analogous to flight telemetry were used. The current state
of the art work shows that in certain circumstances,
the LSTM based autoencoder is the superior model
architecture. However, LSTM architecture has been
difficult to implement on the selected space hardware, Myriad 2, and it is therefore prudent to begin
at basic models, deploy them and then increase complexity until the limit of the hardware is reached.

Figure 3: A comparison of the suitability of
a selection of Edge AI boards for space-based
applications based on TOPS/Watt and USD/TOPS.
Figure 3 is a plot of TOPS/Watt and USD/TOPS. This gives an overview of the wide array
of options available in the commercial market and
to investigate which board offers the best value per
Watt and USD. In terms of TOPS/Watt and USD/TOPS, the boards are quite similar. However, due to
the mission specifications, the board choice may be
Murphy
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Table 1: A comparison of a set of AI boards based on power, price, TOPS, and whether or
not they have previously been used in space applications (space heritage). Note “Pending”
means that a mission is currently planned but has not yet been launched
Board
Xavier
Atlas
Coral
Myriad X
Myriad 2

Power
(W)
15
20
2
2
2

TOPS
35
22
4
4
2

Price
(USD)
400
950
100
80
60

Mass
(g)
280
320
20
80
80

Operating Temperature
Range (◦C)
-25 to +90
-25 to +80
-40 to +85
-40 to +105
-40 to +105

Space Heritage
Pending
No
Pending
No
Yes

An autoencoder10 is a type of artificial neural
network used to learn efficient data encodings for
unsupervised data (the architecture of a simple autoencoder is shown in Figure 6). The aim of an
autoencoder is to learn a representation (encoding)
for a set of data reducing the memory requirements.
Autoencoders not only have an encoding side, but
also a decoding side, where the autoencoder tries to
reconstruct the data from the encoding and compare the result to its original input. The architecture of the autoencoder model is described in Figure
6. Autoencoders are used in anomaly detection as
they can detect anomalies they were not necessarily
trained to detect. Since the autoencoder was trained
on solely nominal data, the reconstruction accuracy
can then be used to tell if the reconstructed data
is anomalous. Finally, a threshold is applied to the
reconstruction accuracy, giving a line where if something has a reconstruction accuracy below this, it
is considered an anomaly. This gives autoencoders
more flexibility in detecting unexpected anomalies.

Therefore, the models used in this paper are basic
first steps towards future more advanced models.
Supervised vs Unsupervised Models
The initial part of the experiment is a comparison
between basic supervised and unsupervised models.
This was chosen as a start point due to the question surrounding the application of whether to use
supervised or unsupervised methods. To accomplish
this, a basic model of each was selected, Multi-Layer
Perceptron for supervised learning and an Autoencoder for unsupervised learning. These were then
compared in terms of accuracy, precision, recall, Reciever Operating Characteristics (ROC) curves and
inferencing times.
Models Used
A Multi Layer Perceptron is a type of feedforward Artificial Neural Network (ANN). This is a
type of neural network where data is exclusively fed
forward through the neurons. It consists of multiple
layers where each neuron has connections to neurons
in the subsequent layer. A sigmoid function is then
applied to determine the activations of the following
layer. This is one of the most basic ANNs and is
therefore used as a baseline as a supervised machine
learning method in this experiment. The architecture of this model is shown in Figure 5

Figure 6: The architecture of the basic dense
Autoencoder used in this experiment

MIMII - Machine Audio Dataset
The initial dataset used in this experiment was
the malfunctioning industrial machine investigation
and inspection (MIMII) dataset. This was used
as an analogous time-series dataset to spacecraft
telemetry. This dataset was developed by Hitachi
to create a dataset of machine sounds for use in

Figure 5: The architecture of the MLP used
in this experiment
Murphy
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Figure 7: Results for model comparison using MIMII dataset with -6dB fan data
anomaly detection. It was generated by recording the sounds of four types of industrial machines
(fans, pumps, valves and slide-rails) both in nominal
and anomalous operational modes. It is also split
into 3 volume levels, -6db, 0db 6db. This creates
an enormous database to use for anomaly detection in audio data. Each file is a 30s .wav file and
is labelled as normal or abnormal. There are 4-6
microphones used in each dataset, increasing the
number of datafiles available. For each data-stream,
there are approximately 400 abnormal files and 1000
normal files, making an unbalanced dataset of 2:5.

must be considered for space applications of these
models. The results here show that the classification accuracy trade off of an autoencoder is not so
severe as to not use it. Therefore, the following experiment using real spacecraft telemetry will use the
autoencoder developed in this experiment.
SMAP/MSL - Satellite Telemetry Dataset
The telemetry dataset∗∗ for NASA’s Soil Moisture Active Passive (SMAP) satellite contains expertly labeled anomalies in telemetry data, consisting of 83 channels. The dataset also contains
anomaly type, i.e. contextual or point. This dataset
was made available by Hundman et al.4 The dataset
also contains a smaller number of Mars Science Laboratory telemetry data with labelled anomalies. All
data in this dataset is noramlized between 1 and -1
to allow easy training on unsupervised models and
to keep anonymity. Each channel is separated into
two separate files, nominal data only and anomalous
data at a ratio of 30:60 nominal:anomalous data.
The dataset also contains a .csv file with the information about the labelled anomalies in each file.
These are anomaly position, anomaly type and file
length. There are 83 labelled anomaly channels, 56
from SMAP and 27 from MSL.

MIMII Results
The dataset∗ used in this experiment was the 6db Fan dataset. For the comparison in Figure 7,
the id00 microphone was used. Table 2 contains
the initial results from the model comparison experiment. The MIMII baseline used was an autoencoder of identical architecture as the one used in this
experiment. However, several preprocessing steps
were done in this experiment’s version of that autoencoder, increasing its area under the ROC curve.
This involved pulling features from the audio such
as spectral centroid, spectral bandwidth, spectral
rolloff, zero crossing rate and Mel-frequency cepstrum. From Figure 7 it is clear that the MLP is superior at binary classification. However, the autoencoder has the capability of detecting any anomalous
behaviour not trained for. This is something that

Example SMAP Channel Results
The first part of this experiment was to get the
SMAP/MSL datasets into a usable format. This in-

∗ https://zenodo.org/record/3384388

∗∗ https://github.com/khundman/telemanom
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Table 2: Results from model comparison using -6db fan dataset.
Model
MLP
Autoencoder
MIMII Baseline

AUC ROC
0.98
0.70
0.57

Inferencing Time CPU (ms)
0.13
0.14
N/A

Inferencing Time Myriad (ms)
1.70
1.83
N/A

Figure 8: Results of example channel “P-3” with labeled anomaly (orange overlay) and predicted anomaly (blue overlay)
volved pulling the labels from the accompanying .csv
file and applying the information on anomalies to the
dataset. Once the data was extracted and overlayed,
the method of defining a feature space was decided.
For this experiment a moving window model was
chosen to create the feature vector. This allowed for
the size of the window to be changed depending on
which channel was being used. The basic dense autoencoder model described in Figure 6 was used on
the SMAP anomaly dataset. This autoencoder was
modified for input and output vector sizes to match
the SMAP dataset. The autoencoder was chosen
over the MLP due to the ability to detect anomalies that the network was not specifically trained for
despite the poorer performance than the MLP for
classification. This was also done due to the structure of the SMAP/MSL dataset, i.e. being pre-split
into separate nominal and anomalous datasets. For
brevity on results, an example channel “P-3” is explored in detail in this section.
Figure 9: Confusion matrix for model in Figure: 8
To find an optimum model, the hyperparameters
needed to give a model the best learning capabilities must be found. This is often done by hand for
larger models as they are usually run on a single
dataset. However, due to the large number of channels present in the SMAP/MSL dataset, an automated method must be used. There are already automated methods for hyperparameter searching such
as GridSearchCV which this experiment uses. However, do the the moving window method used, it
Murphy
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gives other hyperparameters such as how large the
window is and the stride of the window across the
datastream. This requires the shape of the model
itself to be changed as the input vector size must
change if the window size changes. Therefore, this
experiment uses a hybrid approach between GridSearchCV and a bespoke autotuning method. The
example dataset used in this model (P-3) was run
through the autotuning network described here. The
metric used to define “the optimum model” was a
combination of Accuracy, Precision and Area Under
the Curve (AUC) of a Receiver Operating Characteristic (ROC) curve score. This was done to optimize the false negatives in the confusion matrix due
to their importance in space-based anomaly detection. Using a predefined parameter grid resulted in
12,000 combinations of model parameters to test.
Using an Nvidia RTX 3090 to improve training
speed, this allowed the optimum model to be found
in approximately 3 hours. Therefore, for this autotuning network to run over all channels for SMAP
would take approximately 7 days to complete.
The confusion matrix in Figure 9 further shows
how the model is performing and how the potential
mislabeling of data has affected the results. Overall,
this model is performing well on this channel despite the mislabeling of data. Further results of this
model on other types of anomalies are located in Table 3. The model used here performs well when presented with point anomalies, but falters when presented with contextual anomalies, example datasets
P-1, P-4. This may be due to the basic nature of the
model used and therefore other models using past
memory such as Convolution or Long to Short Term
Memory must be considered.
Figure 8 shows the data stream on channel P-3
with the labelled anomaly. It is clear from the time
series dataset that there are 2 large anomaly groups
in this dataset. However, these are combined into a
single anomalous label, meaning some nominal data
points are being classified incorrectly. This is an issue that appears in several channels throughout this
dataset and may affect result calculations. The blue
overlay shows where the model thinks the anomaly
is present. This looks like it is working better than
the label classification and could lead to a real world
increase in classification accuracy.

a feature vector and asked to predict whether this
was anomalous. The inferencing times of the NCS
were compared to the test PC’s CPU (Intel Core
i7-9750H) to give a relative inferencing time difference between the NCS and a normal PC. The NCS
inference on a trained dataset is on the order of 1020ms, whereas the CPU is approximately 10x faster
at 1-2ms. It is clear from these time differences that
the PC runs inferencing faster. However the time
difference is not too large to rule out the NCS from
running this model. Current work on this experiment has involved the optimised models being run
on the space ready UB0100 board containing the Intel Myriad 2 chip and the results will be compared
to how the model performed on the NCS. However,
at the time of writing this paper, results are not
available.

Figure 10: Space ready board containing
Myriad 2 chip24
Conclusion
The application of anomaly detection on board
space systems is now potentially achievable in terms
of both hardware and software. Previous missions
have proven the capability and reliability of spacebased Edge AI boards to enable long term, in orbit applications of ML models. Anomaly detection models have been applied for decades to detect
anomalies in time series data. However, with the
advent of machine learning and Edge AI computing,
alternatives to these statistical models have arisen.
The ability to not only detect point anomalies, but
also contextual and collective anomalies have started
to make these models the industry standard for commercial applications. The large number of sensors
on a satellite require a large number of operators
to monitor them. This results in greater fatigue
and more possibility of anomalies being misclassified. Hundman et al.4 has shown the applicability of
ML models on ground to aid these operators. However, the next step is to have these systems onboard

Deployment on Myriad
Finally, to check that the space ready hardware
could be used, the final model was exported to the
Intel Neural Compute Stick (NCS) Figure. 4 containing the Myriad 2 chip. The model was then fed
Murphy
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Table 3: SMAP Example Results for Channels P-1 to P-4 Table.
Channel
P-1
P-2
P-3
P-4

AUC ROC
0.64
0.94
0.88
0.66

Inferencing Time CPU (ms)
0.12
0.13
0.12
0.12

satellites to detect and rectify anomalies in real time,
potentially saving missions. The early experiments
in this paper have shown promise in achieving this.
The results from the MIMII dataset have shown that
although an autoencoder is less accurate at labelling
anomalies, the accuracy trade off to have the ability
of detecting anomalies not specifically trained for is
worthwhile. The further work on the Autoencoder
using the dataset provided by Hundman et al. has
also shown how good a basic model can be at detecting point anomalies. However, it has also shown
the issues a basic model has at detecting contextual
anomalies. The high degree of accuracy for classifying point anomalies has opened the door for further work in improving the model to better detect
contextual anomalies. The hardware available can
also run this model well within inferencing time and
hardware restrictions. The Myriad 2 has successfully
inferenced on both datasets in under 20ms, meaning
it is more than capable of reading in live telemetry data and has ample headroom to expand the
model complexity. Other work done in anomaly detection for terrestrial applications has already shown
how using multi channel data to predict anomalies
is an alternative to historic FDIR systems. The next
step is to apply these systems to space-based systems
within the given restrictions. Finally, the technical
readiness of the hardware system is already TRL 9,
meaning a mission is feasible in the near future.

cost of increased hardware inferencing times. This
needs to be investigated to asses the abilities of advanced model architectures in low powered boards.

Figure 11: The architecture of a neural networks based on LSTM layers.
Given the limited hardware resources available
for inferencing, methods to reduce resource requirements while keeping or increasing model capabilities
must be considered. To this end, an exploration into
whether the data needs preprocessing or not must
be conducted. Previous work16 has shown that in
almost all cases, training on raw data can offer superior inferencing times with minimal reduction in accuracy.16 Data analysis and feature extraction is an
intensive part of the inferencing process. On limited
hardware, the resources may be better spent in the
inferencing process. This experiment would compare the performance of the best case model found
in the previous experiment using both raw and preprocessed data.
As established in the previous experiment, methods to reduce resource requirements must be further explored. Large, highly accurate models are
not ideal for deployment on limited hardware due
to their complexity. However, these models generally give the best results when deployed. This
work could explore methods to reduce the size of
the models used for anomaly detection so that they
can be deployed onto low-powered hardware. Current promising approaches for this include top-down
pruning,25 and bottom up building26 carefully removing elements from large trained models to reduce
their size without impacting performance.

Future Work
The anomaly detection model used as a case
study in this paper is still under development.
Planned future experiments to improve model accuracy and inferencing are described in this section.
Work will continue on the model comparison experiment, moving it into a more advanced phase. We
will develop more advanced anomaly detection models, exploring the addition of convolution to the ANN
and Autoencoder. The exploration of long short
term memory (LSTM) layers will also be explored
to address the contextual anomaly problems the current model suffers from. While this has the potential
to increase model performance, it will also be at a
Murphy
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2.01
1.92
1.97
1.98
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The primary benefit of having a smart FDIR system in space is the ability to react in real time,
adding a prognostics element to the model can only
add to this. The main issue, as previously explained,
is hardware limitations. Prognostics models tend to
be large and complex to get reliable accuracy numbers. Therefore these need to be explored in detail
on low power hardware. The viability of these models depend on how the added complexity adds to the
inferencing times.
Space missions tend to be on the order of several
years and deep space missions may be even longer.
This means that the satellite will age and the telemetry it produces will shift, meaning that anomaly detection models will go out of date a phenomenon
known as concept drift.19 This raises the need for
a model that can adapt to long term changes in
telemetry. This can be accomplished through two
methods, updating the model post launch, or applying a concept drift method to the model. Updating
the model with a human in the loop is very difficult for space missions. Once designs are tested and
qualified, they tend to be set in stone and unable
to change as the mission progresses. This is due
to the reliability calculations done by the engineers
prior to launch. Updating the model in flight means
updating these reliability models and adding to the
workload of the satellite engineers. There is also potential issues with uploading any model updates due
to the bandwidth limitations of certain mission types
i.e. deep space. Therefore, other methods must be
considered. Concept drift detection and handling
approaches allow ML models to change with the mission, enabling longer mission durations without sacrificing accuracy late in life. This is of course something that is in demand for space given the cost of
the missions.
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