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We investigate unconventional superconductivity in three-dimensional electronic systems with the
chemical potential close to a quadratic band touching point in the band dispersion. Short-range
interactions can lead to d-wave superconductivity, described by a complex tensor order parameter.
We elucidate the general structure of the corresponding Ginzburg–Landau free energy and apply
these concepts to the case of an isotropic band touching point. For vanishing chemical potential,
the ground state of the system is given by the superconductor analogue of the uniaxial nematic
state, which features line nodes in the excitation spectrum of quasiparticles. In contrast to the
theory of real tensor order in liquid crystals, however, the ground state is selected here by the sextic
terms in the free energy. At finite chemical potential, the nematic state has an additional instability
at weak coupling and low temperatures. In particular, the one-loop coefficients in the free energy
indicate that at weak coupling genuinely complex orders, which break time-reversal symmetry, are
energetically favored. We relate our analysis to recent measurements in the half-Heusler compound
YPtBi and discuss the role of the cubic crystal symmetry.
Three-dimensional electronic systems in which spin-
orbit coupling is strong enough to produce band inver-
sion so that two bands touch quadratically near or at the
Fermi level are interesting for a number of reasons. Open-
ing a gap in the spectrum by applying strain, for example,
famously yields a topologically nontrivial insulating state
[1]. Coulomb interaction sets the dominant energy scale
near the touching point, and the ground state has been
argued to become a non-Fermi liquid or to break some of
the spatial symmetries [2–7]. Several aspects of tensorial
magnetism have been explored theoretically and experi-
mentally in the class of pyrochlore iridates [8–20]. More
recently, superconductivity has been added to the list
of phenomena that attract attention, particularly with
the non-centrosymmetric half-Heusler alloys promising a
pathway to novel unconventional and topological super-
conductivity [21–36]. Since the electrons occupying the
inverted bands have total angular momentum of 3/2, this
allows for Cooper pairs with total (integer) spin ranging
from zero to three.
Motivated in particular by the recent observation of
the linear temperature dependence of the penetration
depth in YPtBi [33], in this Letter we address the fol-
lowing basic problem. Assuming the simplest, maxi-
mally symmetric single-particle Luttinger Hamiltonian
[37], and the most general symmetry-allowed contact in-
teractions between such spin-3/2 electrons, what is the
ensuing superconducting state? This idealization is ac-
tually not far from reality for YPtBi, where terms that
break particle-hole, full rotation, and inversion symmetry
are all of the order of ten percent and lower.
Besides the obvious possibility of s-wave superconduc-
tivity, the only other superconducting order parameter
that is finite at the point of the quadratic band touching
(QBT) is the (l = 2) d-wave state, which is described
by a complex order parameter φ which transforms as an
irreducible second-rank tensor under rotations. The in-
triguing interplay between complex and tensorial charac-
ter of the d-wave state dictates the nature of its phase
structure. Here we discuss and derive the correspond-
ing Ginzburg–Landau (GL) expansion of the free energy.
The theory displays a number of novel features which
are absent in the formally related GL theory for nematic
order in liquid crystals [38]. In particular, the crucial cu-
bic term, tr(φ3), which there favors the uniaxial nematic
state, is forbidden here by the particle number U(1) sym-
metry, and the transition is in turn governed by the quar-
tic and sextic terms. We expound here that only a few
of these terms are independent, implying a transparent
form of the GL theory with clear physical consequences.
Our GL free energy shows that at weak coupling with
the accompanying very low critical temperature (Tc 
µ), the transition at the mean-field level is continuous,
and into a particular complex (time-reversal symmetry
breaking) configuration. A similar, although not identi-
cal, conclusion was reached in Ref. [32], where the search
for the energetically best configuration was constrained
by the cubic symmetry from the outset [39]. As the cou-
pling constant is increased and Tc raised towards µ, the
result changes in two crucial respects: 1) a particular
quartic term changes sign and thus causes the preferred
order parameter to become real, 2) the superconducting
transition itself becomes discontinuous. The most strik-
ing result is that in a large portion of the phase diagram
the lowest energy is achieved by the uniaxial nematic
state that breaks U(1) and rotational symmetry while
preserving time reversal. This particular superconduct-
ing state features line nodes in the excitation spectrum,
and therefore, if extending to low temperatures, would
indeed display the observed linear temperature depen-
dence of the penetration depth.
Invariant theory for complex tensor. We first lay out
the general theory of complex tensor order in three di-
mensions, before turning to the particular realization in
ar
X
iv
:1
70
7.
03
44
4v
2 
 [c
on
d-
ma
t.s
tr-
el]
  5
 Fe
b 2
01
8
2Luttinger semimetals. To this purpose consider a system
with microscopic interactions featuring rotation symme-
try and particle number conservation, manifested as a
global SO(3)×U(1) symmetry. Assume further the exis-
tence of a complex order parameter φij with i, j = 1, 2, 3
that transforms as a symmetric irreducible second-rank
tensor under rotations, i.e. φij = φji, δijφij = 0. (Un-
der ~x 7→ R~x, φ → RφRT, with R ∈ SO(3).) The global
SO(3) × U(1) invariance of the theory then implies that
two order parameters φ and φ′ are physically equivalent
if there exists an R such that RφRT = eiαφ′ with eiα a
phase factor.
The most general GL free energy F (φ) describing com-
plex tensor order can be constructed with the help of the
following fact from invariant theory [40–43]: Let f(φ) be
a polynomial function of the complex symmetric trace-
less matrix φ that is invariant under φ → RφRT. Then
f(φ) is a polynomial in only eight invariants:
I1 = tr(φ
†φ), I2 = tr(φ2), I3 = tr(φ†2),
I4 = tr(φ
3), I5 = tr(φ
†3), I6 = tr(φ2φ†),
I7 = tr(φ
†2φ), I8 = tr(φ†φφ†φ), (1)
which comprise the so-called integrity basis of SO(3).
Furthermore, only seven of these invariants are actually
functionally independent; I8, for example, can be ex-
pressed as a non-polynomial function of the other seven.
Consider an expansion of F (φ) in powers of φ and denote
by On the set of independent terms that appear to nth
power in φ. Then SO(3)×U(1) symmetry dictates
O2 = {I1}, (2)
O4 = {I21 , I2I3, I8}, (3)
O6 = {I31 , I1I2I3, I4I5, I6I7, I1I8}. (4)
To octic order, twelve terms are allowed. We empha-
size the remarkable reduction of independent terms in
comparison to all sextic and octic terms that naively can
be constructed from φ respecting SO(3) × U(1), such as
tr(φ2φ†2φφ†) and tr(φ2φ†φφ†2φφ†), for instance.
Any symmetric traceless 3 × 3 matrix φ, on the other
hand, can be written as
φij = ∆aM
a
ij , (5)
with five components ∆a ∈ C and the real Gell-Mann
matrices [6] given by
M1 =
1 0 00 −1 0
0 0 0
 , M2 = 1√
3
−1 0 00 −1 0
0 0 2
 ,
M3 =
0 0 10 0 0
1 0 0
 , M4 =
0 0 00 0 1
0 1 0
 , M5 =
0 1 01 0 0
0 0 0
 .
(6)
~∆ |~∆|2 ~∆2 Q/∆4 S/∆6 comment
∆(1, 0, 0, 0, 0) ∆2 ∆2 1 0
∆(0, 1, 0, 0, 0) ∆2 ∆2 1 40/3
uniaxial
nematic
∆√
2
(1, 1, 0, 0, 0) ∆2 ∆2 1 20/3 d1 + d2
∆√
2
(1, i, 0, 0, 0) ∆2 0 2/3 8/3 d1 + id2
∆√
2
(0, 0, 1, i, 0) ∆2 0 1 0 d3 + id4
∆√
3
(0, 0, 1, ξ3, ξ
2
3) ∆
2 0 1 4/3
∆
2
(0, 0, 1, 1,
√
2i) ∆2 0 1 9/4
∆√
3
(1, ξ23 , ξ3, 0, 0) ∆
2 0 1.496 3.654
∆√
5
(1, ξ5, ξ
2
5 , ξ
3
5 , ξ
4
5) ∆
2 0 1.527 3.369
∆√
2
(a, i,
√
1− a2, 0, 0) ∆2 0 2(9+
√
6)
15
8(9+
√
6)
25
TABLE I: Selection of complex tensor orders relevant for this
work. The components of ~∆ are related to the tensor φ via
φij = ∆aM
a
ij , see Eq. (5). The real orders satisfy |~∆|2 = ~∆2,
whereas configurations with ~∆2 = 0 are genuinely complex.
We define ξn = e
ipi/n and a =
√
7−2√6
15
. For each order pa-
rameter we display the quartic and sextic SO(3) invariants
Q = 1
2
I8 and S = 9I6I7 + I4I5. In Luttinger semimetals,
the d-wave superconducting equilibrium state just below the
second-order phase transition is such that S needs to be max-
imized within the real or complex manifolds.
The parametrization in Eq. (5) with ~∆ =
(∆1,∆2,∆3,∆4,∆5) allows us to write
I1 = 2|~∆|2, I2I3 = 4(~∆2)(~∆2)∗. (7)
These two expressions are thus invariant under the larger
class of SO(5)×U(1) transformations applied to the five-
component object ~∆. In particular, assume F (φ) is such
that I2I3 needs to be maximized. Due to |~∆2| ≤ |~∆|2 this
implies that ~∆ is actually real (up to an overall phase
factor). The real symmetric matrix φ can then be ro-
tated into its eigenframe and is fully described by two real
eigenvalues. In contrast, if F (φ) is such that I2I3 is to
be minimized, the optimal configuration will be genuinely
complex, and thus break time-reversal symmetry. Indeed,
due to |~∆2| ≥ 0 the best choice is ~∆2 = ∑a ∆2a = 0.
However, this being a sum of squares implies that the
components ∆a are necessarily complex numbers. In
Tab. I we list a few configurations and a selection of
their invariants.
From Luttinger semimetal to its GL theory. After
these general remarks we now turn to the particular re-
alization of complex tensor order in three-dimensional
electronic systems with the chemical potential µ close to
an isotropic QBT point. The low-energy physics is as-
sumed to be captured by the Lagrangian for interacting
3Luttinger fermions [2, 4, 5]
L = ψ†(∂τ + da(p)γa − µ)ψ + g1(ψ†ψ)2 + g2(ψ†γaψ)2,
(8)
which displays particle-hole, rotation, inversion, and
time-reversal symmetry. In L, ψ is a four-component
Grassmann field, τ denotes imaginary time, p = −i∇
is the momentum operator, five 4 × 4 matrices γa sat-
isfy Clifford algebra, {γa, γb} = 2δab, summation over
a = 1, . . . , 5 is implied, and the quadratic momentum
dependence is captured by the ` = 2 spherical harmonics
da(p) =
√
3
2 pipjM
a
ij . In our units ~ = kB = 2m∗ = 1
with m∗ the effective electron mass. We choose the ma-
trices γ1,2,3 to be real and γ4,5 to be complex, so that
the time-reversal operator is given by T = γ45K, where
γab = iγaγb and K denotes complex conjugation [30, 44].
It is assumed that the QBT point captures the band
structure of an underlying material for momenta below
the ultraviolet cutoff Λ.
The interaction terms in L constitute a full (Fierz-
complete) set of short-range interactions [5] in presence
of rotational symmetry. Further local interactions in-
evitably contain powers of momenta and are thus sup-
pressed for small µ. We neglect the long-range part of
the Coulomb interactions here [2, 4–6], which, although
not screened, is assumed suppressed by either a large di-
electric constant and/or a small effective electron mass.
The interaction part of L can be exactly rewritten as
Ls + Ld with [30]
Ls = gs(ψ
†γ45ψ∗)(ψTγ45ψ), (9)
Ld = gd(ψ
†γaγ45ψ∗)(ψTγ45γaψ), (10)
where a nonvanishing expectation value ∆s = 〈ψTγ45ψ〉
or ∆a = 〈ψTγ45γaψ〉 would signal the onset of s- or d-
wave superconductivity, respectively. The corresponding
coupling constants are related to g1,2 according to
gs =
1
4
(g1 + 5g2), (11)
gd =
1
4
(g1 − 3g2). (12)
Crucially, an attraction in the d-wave pairing channel can
be induced by a sufficiently large positive g2, which, in
addition, suppresses s-wave superconductivity. This sce-
nario is particularly appealing for YPtBi, where conven-
tional electron-phonon-coupling cannot account for the
large value of Tc [31]. We emphasize that Ls,d comprise
local Cooper pairing and the angular dependence of the
associated Cooper pair wave functions is trivial [45]. In
the following we assume gd = −g < 0 and neglect Ls. De-
spite its apparent five-component structure, the complex
order parameter ~∆ constitutes a representation of SO(3);
its entries transform under rotations as components of a
second-rank tensor φ by means of Eq. (5) [45].
The mean-field GL free energy F (φ) = F (φ, T, µ,Λ)
for complex d-wave order to sextic order is given by
F (φ) = r(g)|~∆|2 + q1|~∆|4 + q2(~∆2)(~∆2)∗ + s1|~∆|6
+ s2(~∆
2)(~∆2)∗|~∆|2 + s3S +O(φ8) (13)
with
S = 9|tr(φ2φ†)|2 + |tr(φ3)|2. (14)
The expressions for the coefficients are given in the
supplemental material (SM) [45]. Remarkably, not all
symmetry-allowed invariant combinations from Eqs. (2)-
(4) appear in the one-loop result. Especially, the quartic
invariant Q = 12I8 does not show up to sextic order.
Consequently, since the free energy to quartic order only
depends on the invariants I1 and I2I3 as in Eq. (7), the
quartic theory has an accidental SO(5)×U(1) symmetry
[46]. Therefore, the energetically most favorable config-
uration is selected by the higher-order terms beyond the
quartic level, which reduce the symmetry to the physical
SO(3) × U(1); close to a second-order phase transition
these are the sextic terms. Crucially, s3 < 0 [45], so
that S needs to be maximized within the real or complex
manifolds.
Phase diagrams and superconducting states. We first
discuss the limiting case of the mean-field phase diagram
for µ = 0, shown in Fig. 1. Besides temperature, T ,
the only energy scale present in the problem is the ul-
traviolet cutoff Λ2. The coupling constant g is naturally
parametrized in terms of the critical coupling for a puta-
tive quantum critical point for d-wave order [30], given
by gc =
10pi2
Λ within our regularization scheme. For suf-
ficiently high T/Λ2, the transition is of second-order and
thus described well by the expansion in Eq. (13). In this
regime q2 < 0 and q1 +q2 > 0, so that real order develops
upon increasing g. The sextic term selects the uniaxial
nematic state ~∆ = ∆(0, 1, 0, 0, 0) as the state of max-
imal S. The line of second-order transition terminates
at a tricritical point (g/gc, T/Λ
2) = (0.69, 0.29), where
the combination q1 + q2 changes sign and the transition
consequently becomes first-order. To estimate the first-
order line, we compute the non-expanded function F (φ)
at the mean-field level. We find that the uniaxial nematic
state has the lowest free energy among the real and com-
plex solutions. The transition for T/Λ2 → 0 occurs at
g/gc = 0.65.
The uniaxial nematic state that emerges here features
line nodes in the excitation spectrum of quasiparticles.
Indeed, the spectrum for real ~∆ is given by
|E±(p)| =
√
|p|4 + p40 ± 2
√
|p|4p40 − [~d(p) · ~∆]2, (15)
with p0 = (∆
2+µ2)1/4, so that line nodes are determined
by the single condition ~d(p) · ~∆ = 0; see the discussion
and plots in the SM [45] for general real ~∆. For the
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superconducting
uniaxial nematic state
with line nodes
FIG. 1: Mean-field phase structure of unconventional d-wave
superconductivity in the limit µ → 0. The phase transi-
tion into the uniaxial nematic state featuring line nodes in
the spectrum requires a sufficiently large coupling g, where
gc =
10pi2
Λ
is a reference coupling. The solid (red) and dashed
(black) lines indicate second- and first-order transitions, re-
spectively, meeting at a tricritical point (red dot).
uniaxial nematic state the nodes are along two parallel
circles on a momentum sphere of radius p0.
In half-Heuslers, the chemical potential µ 6= 0 and, de-
spite exceptionally low carrier densities, typically T  µ.
The nonzero value of µ implies a BCS-like instability for
arbitrarily weak coupling g > 0. This leads to a second-
order phase transition with the critical temperature
Tc(g)
µ
=
8eγ+
2
3−pi2
pi
exp
{
−1− g/gc
g/gc
2√
µ/Λ2
}
(16)
for small g [45]. Here γ is Euler’s constant and the nu-
merical prefactor of the exponential is 1.8. Since experi-
mental results are likely to be in the regime of sufficiently
weak g, we can use this formula to estimate g/gc. For in-
stance, from the experimental data reported in Ref. [33]
on YPtBi we estimate Tc/µ ' 0.002 and µ/Λ2 ' 0.4
so that g/gc ' 0.3. In fact, this coupling is surprisingly
large and puts the half-Heusler materials within the range
of physics discussed in this work.
The phase structure for nonzero chemical potential de-
pends on whether µ is in the range µ  Λ2 or µ . Λ2.
For sufficiently small µˆ = µ/Λ2 the qualitative phase
structure is as in Fig. 2, where we have chosen µˆ = 0.4
for illustration. The small-µ transition into the uniaxial
nematic state appears at higher values of T/µ, whereas
the BCS-like transition described by Eq. (16) appears
for exponentially small T/µ. Along the BCS-like line for
T/µ ≤ 0.10 the transition occurs into a complex ordered
state with maximal S, whereas for T/µ > 0.10 uniaxial
nematic order is selected. For larger T/µ this consistently
connects with the phase structure obtained in the limit
of µ = 0. The length of the first-order line connecting the
two second-order lines in Fig. 2 shrinks with increasing
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FIG. 2: Phase structure for µ > 0. As in Fig. 1, the solid (red)
and dashed (black) lines indicate second- and first-order phase
transitions. The limit µ→ 0 can qualitatively be understood
by pushing the lower second-order line towards the abscissa.
This second-order transition line at lower T/µ is captured
well by the weak coupling formula in Eq. (16), as highlighted
in the inset, where the long-dashed (blue) line is the weak-
coupling result. Along the second-order lines, the transition
is into the uniaxial nematic state for T/µ ≥ 0.10 (gray shaded
region), and into a complex order with ~∆2 = 0 for T/µ ≤ 0.10.
In the plot µ/Λ2 = 0.4.
µˆ. In particular, within our approximation it disappears
for µˆ > 0.45, and all transitions become then of second
order. From our analysis we cannot exclude that further
first-order transitions occur within the superconducting
region (that is for larger g).
Symmetry-reducing perturbations. The most general
QBT point is described by the Luttinger Hamiltonian
which also features a particle-hole asymmetry and cubic
anisotropy, quantified through parameters x and δ, re-
spectively [20]. For the half-Heusler material YPtBi we
estimate x = 0.17 and δ = −0.19 [45], which is small
compared to the prefactor of unity of the term daγa in
L. The high-symmetry ansatz considered here thus pro-
vides a computationally efficient way to approach the
phase structure and free energy within a few tens of per-
cent. Furthermore, terms that break inversion symmetry
in YPtBi are of the order of < 1% for realistic values of
µ/Λ2. The observation of line nodes thus disagrees with
the finding of a complex ground state at low tempera-
tures [36, 45]. Higher-order corrections in g or additional
first-order transitions could, however, favor the uniaxial
nematic state featuring line nodes even for T/µ ≤ 0.10.
An intriguing question arises from the presence of the
anisotropy parameter δ 6= 0 that restricts rotations to
the cubic symmetry group. We say that φ belongs to
the representation E or T2 if there is a frame such that
φ = φE =
∑
a=1,2 ∆aM
a or φ = φT =
∑
a=3,4,5 ∆aM
a,
respectively, which remains invariant under cubic trans-
formations. The largest values of S within E and T2
5are achieved for physically inequivalent configurations
~∆E =
∆√
2
(1, i, 0, 0, 0) and ~∆T =
∆
2 (0, 0, 1, 1,
√
2i), re-
spectively. For the isotropic system, however, there ex-
ist states with S/∆6 ≥ 8(9+
√
6)
25 = 3.664 (last entry in
Tab. I) which are neither entirely in E nor T2. For
nonzero δ the quadratic part of the free energy has the
form F2(δ) = rE(δ) tr(φ
†
EφE) + rT (δ) tr(φ
†
TφT ) so that
δ < 0 (δ > 0) penalizes the last three (first two) compo-
nents of ~∆. Within a certain region of small |δ| > 0 this
penalty is small and the energetic gain from the admix-
ture of E and T2 in ~∆ remains favorable.
Experiment and further directions. Experimentally,
the time-reversal symmetry breaking phase, being typ-
ically also magnetic, can be identified through muon
spin resonance measurements. The line nodes of the ne-
matic orders and their orientation result in characteristic
temperature and directional dependences of electromag-
netic and thermodynamic responses, or are accessible via
ARPES. Experimental responses to strain of the nematic
state in the E representation are discussed by Fu in Ref.
[47]. From a theoretical perspective, a complete classifi-
cation of complex orders with ~∆2 = 0 is desirable, and
evaluation of the non-expanded free energy F (φ) beyond
mean-field theory [48, 49] becomes mandatory to find the
equilibrium state. The interplay with s-wave supercon-
ductivity and magnetism, and the influence of antisym-
metric spin-orbit coupling, constitute promising routes
towards novel phases of matter.
We gratefully acknowledge useful discussions with L.
Classen and M. M. Scherer. IB acknowledges funding
by the DFG under Grant No. BO 4640/1-1. IFH is
supported by the NSERC of Canada.
[1] X.-L. Qi and S.-C. Zhang, Rev. Mod. Phys. 83, 1057
(2011).
[2] A. A. Abrikosov, Sov. Phys. JETP 39, 709 (1974).
[3] A. A. Abrikosov and S. D. Beneslavskii, Sov. Phys. JETP
32, 699 (1971).
[4] E.-G. Moon, C. Xu, Y. B. Kim, and L. Balents, Phys.
Rev. Lett. 111, 206401 (2013).
[5] I. F. Herbut and L. Janssen, Phys. Rev. Lett. 113, 106401
(2014).
[6] L. Janssen and I. F. Herbut, Phys. Rev. B 92, 045117
(2015), Phys. Rev. B 93, 165109 (2016), Phys. Rev. B
95, 075101 (2017).
[7] N. P. Armitage, E. J. Mele, and A. Vishwanath, (2017),
arXiv:1705.01111 .
[8] S. Nakatsuji et al., Phys. Rev. Lett. 96, 087204 (2006).
[9] Y. Machida, S. Nakatsuji, S. Onoda, T. Tayama, and
T. Sakakibara, Nature 463, 210 (2010).
[10] M. Kurita, Y. Yamaji, and M. Imada, J. Phys. Soc. Jpn.
80, 044708 (2011).
[11] L. Balicas, S. Nakatsuji, Y. Machida, and S. Onoda,
Phys. Rev. Lett. 106, 217204 (2011).
[12] W. Witczak-Krempa, G. Chen, Y. B. Kim, and L. Ba-
lents, Annu. Rev. Condens. Matter Phys. 5, 57 (2014).
[13] L. Savary, E.-G. Moon, and L. Balents, Phys. Rev. X 4,
041027 (2014).
[14] J.-W. Rhim and Y. B. Kim, Phys. Rev. B 91, 115124
(2015).
[15] J. M. Murray, O. Vafek, and L. Balents, Phys. Rev. B
92, 035137 (2015).
[16] M. Nakayama et al., Phys. Rev. Lett. 117, 056403 (2016).
[17] T. Kondo et al., Nat. Commun. 6, 10042 (2015).
[18] T. Liang, T. H. Hsieh, J. J. Ishikawa, S. Nakatsuji, L. Fu,
and N. P. Ong, Nat. Phys. 13, 599 (2017).
[19] P. Goswami, B. Roy, and S. Das Sarma, Phys. Rev. B
95, 085120 (2017).
[20] I. Boettcher and I. F. Herbut, Phys. Rev. B 95, 075149
(2017).
[21] G. Goll et al., Physica B 403, 1065 (2008).
[22] S. Chadov, X. Qi, J. Ku¨bler, G. H. Fecher, C. Felser, and
S. C. Zhang, Nat. Mater. 9, 541 (2010).
[23] N. P. Butch, P. Syers, K. Kirshenbaum, A. P. Hope, and
J. Paglione, Phys. Rev. B 84, 220504 (2011).
[24] T. V. Bay, T. Naka, Y. K. Huang, and A. de Visser,
Phys. Rev. B 86, 064515 (2012).
[25] F. F. Tafti et al., Phys. Rev. B 87, 184504 (2013).
[26] Y. Pan et al., Europhys. Lett. 104, 27001 (2013).
[27] T. V. Bay et al., Solid State Commun. 183, 13 (2014).
[28] G. Xu et al., Sci. Rep. 4, 5709 (2014).
[29] Y. Nakajima et al., Sci. Adv. 1, e1500242 (2015).
[30] I. Boettcher and I. F. Herbut, Phys. Rev. B 93, 205138
(2016).
[31] M. Meinert, Phys. Rev. Lett. 116, 137001 (2016).
[32] P. M. R. Brydon, L. Wang, M. Weinert, and D. F. Agter-
berg, Phys. Rev. Lett. 116, 177001 (2016).
[33] H. Kim et al., (2016), arXiv:1603.03375 .
[34] M. Smidman, M. B. Salamon, H. Q. Yuan, and D. F.
Agterberg, Rep. Prog. Phys. 80, 036501 (2017).
[35] M. Kharitonov, J.-B. Mayer, and E. M. Hankiewicz,
Phys. Rev. Lett. 119, 266402 (2017).
[36] D. F. Agterberg, P. M. R. Brydon, and C. Timm, Phys.
Rev. Lett. 118, 127001 (2017).
[37] J. M. Luttinger, Phys. Rev. 102, 1030 (1956).
[38] P. de Gennes and J. Prost, The Physics of Liquid Crystals
(Pergamon Press, Oxford, 1993).
[39] M. Sigrist and K. Ueda, Rev. Mod. Phys. 63, 239 (1991).
[40] A. J. M. Spencer and R. S. Rivlin, Arch. Rational Mech.
Anal. 2, 309 (1958), Arch. Rational Mech. Anal. 2, 435
(1958).
[41] M. Artin, Journal of Algebra 11, 532 (1969).
[42] C. Procesi, Advances in Mathematics 19, 306 (1976).
[43] G. D. Matteis, A. M. Sonnet, and E. G. Virga, Contin-
uum Mechanics and Thermodynamics 20, 347 (2008).
[44] I. F. Herbut, Phys. Rev. B 85, 085304 (2012).
[45] See Supplemental Material.
[46] N. D. Mermin, Phys. Rev. A 9, 868 (1974).
[47] L. Fu, Phys. Rev. B 90, 100509 (2014).
[48] I. Boettcher, J. Braun, T. K. Herbst, J. M. Pawlowski,
D. Roscher, and C. Wetterich, Phys. Rev. A 91, 013610
(2015).
[49] I. Boettcher, T. K. Herbst, J. M. Pawlowski,
N. Strodthoff, L. von Smekal, and C. Wetterich, Phys.
Lett. B 742, 86 (2015).
6Supplemental Material
TENSOR ORDER AND COOPER PAIRING
We give concrete expressions for the complex order pa-
rameters φ in terms of the spin-3/2 electronic degrees
of freedom. Electrons are parametrized by the four-
component spinor
ψ =

ψ1
ψ2
ψ3
ψ4
 =

c3/2
c1/2
c−1/2
c−3/2
 . (S1)
In a Heisenberg picture, cmj is replaced by the annihila-
tion operator for an electron in angular momentum state
|j = 3/2,mj〉. We choose the standard representation
of spin-3/2 angular momentum matrices Ji where Jz =
diag(3/2, 1/2,−1/2,−3/2) is diagonal, which also implies
the identification Eq. (S1). We construct the symmetric
traceless second rank tensor Sij = JiJj + JjJi − 52δij14,
with 4× 4 unit matrix 14. The anti-commuting matrices
γa are then defined by
γa =
1
2
√
3
SijM
a
ij , (S2)
see Ref. [20] for a detailed account. With the particular
representation chosen for Ji we obtain
γ1 =

0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0
 , γ2 =

1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 1
 , (S3)
γ3 =

0 1 0 0
1 0 0 0
0 0 0 −1
0 0 −1 0
 , γ4 =

0 −i 0 0
i 0 0 0
0 0 0 i
0 0 −i 0
 , (S4)
γ5 =

0 0 −i 0
0 0 0 −i
i 0 0 0
0 i 0 0
 . (S5)
The components ∆a of the complex order parameter φ
are given by ∆a = 〈ψTγ45γaψ〉. This eventually yields
∆1 = −2i〈c3/2c1/2 + c−1/2c−3/2〉, (S6)
∆2 = −2i〈c3/2c−3/2 + c1/2c−1/2〉, (S7)
∆3 = 2i〈c3/2c−1/2 − c1/2c−3/2〉, (S8)
∆4 = −2〈c3/2c−1/2 + c1/2c−3/2〉, (S9)
∆5 = 2〈c3/2c1/2 − c−1/2c−3/2〉. (S10)
These expressions are consistent with the expressions for
quintet pairing given in Ref. [32], with (∆1,∆2) and
(∆3,∆4,∆5) belonging to the E- and T2-representations,
respectively. For completeness we also display the s-wave
order parameter, which reads
∆s = 〈ψTγ45ψ〉 = −2i〈c3/2c−3/2 − c1/2c−1/2〉. (S11)
Using the inverse relation to Eq. (S2), namely Sij =√
3γaM
a
ij , we obtain
φij = ∆aM
a
ij =
1√
3
〈ψTγ45Sijψ〉, (S12)
which underlines again that φ transforms as an irre-
ducible second-rank tensor under rotations.
LUTTINGER HAMILTONIAN AND
PHENOMENOLOGICAL PARAMETERS FOR
YPTBI
We relate our isotropic model to the more general Lut-
tinger Hamiltonian and discuss phenomenological param-
eters for the band structure of YPtBi to estimate how
much they deviate from the more symmetric ansatz con-
sidered in the main text. The isotropic Luttinger Hamil-
tonian is given by
H =
(
α1 +
5
2
α2
)
p214 − 2α3(p · ~J)2 + 2(α3 − α2)
3∑
i=1
p2iJ
2
i
=
(
α1 +
5
2
α2
)
p214 − 2α3
∑
i 6=j
pipjJiJj − 2α2
3∑
i=1
p2iJ
2
i
= α1p
214 − (α2 + α3)
5∑
a=1
daγa + (α2 − α3)
5∑
a=1
sadaγa
(S13)
with Luttinger parameters α1,2,3 and
d1 =
√
3
2
(p2x − p2y), d2 =
1
2
(2p2z − p2x − p2y), (S14)
d3 =
√
3pzpx, d4 =
√
3pypz, d5 =
√
3pxpy. (S15)
We define s1,2 = −1, s3,4,5 = +1. We normalize the field
ψ such that the coefficient in front of daγa is unity in Eq.
(S13) and write
H = xp214 +
5∑
a=1
(1 + δsa)daγa, (S16)
such that
x = − α1
α2 + α3
, δ = −α2 − α3
α2 + α3
(S17)
quantify the particle-hole asymmetry and cubic
anisotropy, respectively. The isotropic model considered
in the main text corresponds to x = δ = 0. The isotropic
7model is a good leading order approximation if x, δ are
small compared to unity.
The phenomenological Hamiltonian for YPtBi given in
Ref. [33] reads
H = αp214 + γ
∑
i 6=j
pipjJiJj + β
∑
i
p2iJ
2
i +Hnc (S18)
with α = 20.5eVa2/pi2, β = −18.5eVa2/pi2, γ =
−12.7eVa2/pi2, a the lattice constant, and Hnc a non-
centrosymmetric contribution to be discussed below.
Comparing with the second line of Eq. (S13) we deduce
α = ~
2
2m∗ (α1 + 5α2/2), γ =
~2
2m∗ (−2α3), β = ~
2
2m∗ (−2α2).
Consequently,
x =
2(α+ 5β/4)
γ + β
= 0.17, (S19)
δ =
γ − β
γ + β
= −0.19. (S20)
The inversion symmetry breaking term Hnc is given by
Hnc = δˆ
∑
i
pi(Ji+1JiJi+1 − Ji+2JiJi+2) (S21)
with δˆ = 0.06eVa/pi. Since Hnc is linear in momenta,
it will be the dominant contribution for small momenta.
The typical momentum scale of excitations is given by
the Fermi momentum pF =
√
µ. The ultraviolet cutoff
reads Λ = pi/a. Consequently, the relative strength of
δˆ and α (representing a typical term of the quadratic
Luttinger Hamiltonian) is determined by the ratio
Rnc =
δˆpF
αp2F
=
δˆ
α
√
µ
=
0.06
20.5
1√
µ/Λ2
. (S22)
For generic values of µ/Λ2 we have Rnc  1. In order
to have Rnc ∼ 1, the chemical potential needs to be as
small as µ/Λ2 ∼ 10−5. From the fitting value µ = 35meV
from Ref. [33] together with the critical temperature
Tc = 0.8K for YPtBi we conclude Tc/µ = 0.002. From
Fig 2b of Ref. [33] we further estimate the ratio of µ over
the bandwidth to be on the order of several tens percent,
which motivates us to choose µ/Λ2 = 0.4 for our Fig. 2
in the main text.
EXCITATION SPECTRUM AND LINE NODES
Here we discuss nodes in the excitation spectrum for
real and complex orders. In particular, we show that real
tensor orders always feature line nodes.
Assume first that φ is real. We can rotate into the
eigenframe of the matrix and assume without loss of gen-
erality that
φ = ∆1M
1 + ∆2M
2 (S23)
with real eigenvalues ∆1,2. For momentum configura-
tions p that satisfy ~d(p) · ~∆ = 0 the excitation spectrum
reads E(p)2 = (p2 ±
√
∆2 + µ2)2 and has nodes at a ra-
dial amplitude p0 = (∆
2 + µ2)1/4. We thus need to dis-
cern whether ~d · ~∆ = 0 defines a zero- or one-dimensional
set of momenta, corresponding to point or line nodes,
respectively. Write p = p0(cosφ sin θ, sinφ sin θ, cos θ).
Due to the simplification in Eq. (S23) we have
0 = ~d · ~∆ = ∆1
√
3
2
(p2x − p2y) + ∆2
1
2
(2p2z − p2x − p2y)
= ∆1
√
3
2
p20 sin
2 θ cos(2φ) + ∆2
1
2
p20(2− 3 sin2 θ)
∝ ρ cos(2φ) + 2
sin2 θ
− 3 (S24)
with ρ =
√
3∆1/∆2 and we assumed sin θ 6= 0. This
equation has parametric solutions (θ0(φ), φ), where θ0(φ)
consists of the two branches
θ0(φ) =
arcsin(
√
2
3−ρ cos(2φ) )
pi − arcsin(
√
2
3−ρ cos(2φ) )
. (S25)
This corresponds to line nodes for all values of ρ < ∞.
For ρ =∞ (i.e. ∆2 = 0) the solution to Eq. (S24) is given
by (θ, φ0(θ)) with φ0(θ) =
pi
4 ,
3pi
4 . In Fig. 3 we display
the evolution of the line nodes from the uniaxial (ρ = 0)
to the general biaxial case (ρ > 0). We observe that the
parallel circles of the uniaxial solution start to wiggle for
small ρ and eventually become connected for ρ = 1. For
ρ > 1 the two lines split again and with increasing ρ
they deform into the configuration that corresponds to
the ∆2 = 0 solution of two intersecting circles.
In the case of complex tensor orders satisfying ~∆2 = 0,
the momentum configurations with ~d · ~∆ = 0 have ex-
citation energies E(p)2 = (p2 ± µ)2 and E(p)2 = (p2 ±√
2∆2 + µ2)2, where the signs are independent. How-
ever, the complex equation ~d · ~∆ = 0 generically only
leads to point solutions because it essentially consists
of two equations for the two angles (θ, φ). These point
nodes are inflated, see Ref. [36]. A notable exception
to point nodes, as pointed out in Ref. [32], is given by
~∆ = ∆√
2
(0, 0, 1, i, 0), because ~d · ~∆ = √3∆pz(px+ipy) = 0
allows for arbitrary px,y if pz = 0, resulting in an equa-
torial line node.
GINZBURG–LANDAU FREE ENERGY
We compute the GL free energy F (φ) as it is employed
in the main text. The second-order transition is obtained
from a one-loop expansion to sextic order. Let Fn(~∆) be
the contribution to an expansion of F (φ) that contains n
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FIG. 3: Evolution of line nodes for real order parameter ~∆.
The uniaxial case (top left corner) is ρ = 0, whereas ρ > 0
corresponds to the biaxial case. The momentum spheres
have radius p0 = (∆
2+µ2)1/4 and the black lines indicate the
location of the line nodes. We also display the corresponding
solutions θ0(φ) to Eq. (S24), where the momentum configu-
ration is parametrized as p = p0(cosφ sin θ, sinφ sin θ, cos θ).
The individual panels correspond to ρ = 0, 0.9, 1 (top row,
from left to right) and ρ = 1.1, 20, 500 (bottom row, from
left to right).
powers of φ. We have
F2(~∆) =
1
g
|~∆|2 − 1
2
Kab(µ, T,Λ)∆
∗
a∆b, (S26)
F4(~∆) =
1
4
Kabcd(µ, T,Λ) ∆
∗
a∆b∆
∗
c∆d, (S27)
F6(~∆) = −1
6
Kabcdef (µ, T,Λ) ∆
∗
a∆b∆
∗
c∆d∆
∗
e∆f , (S28)
where the functions K express the loop integrations con-
tained in the diagrams in Fig. 4. For their explicit ex-
pressions we introduce the propagator
G(Q) =
−iq0 + da(q)γa + µ
q20 + q
4 + 2iq0µ− µ2 . (S29)
Here Q = (q0,q) with q = |q|2, and q0 = 2pi(n + 1/2)T
denotes Matsubara frequencies with n ∈ Z. We write∫ Λ
q
(. . . ) =
∫ Λ d3q
(2pi)3
(. . . ), (S30)
  
FIG. 4: Diagrammatic depiction of the loop integration for
the functions Kab, Kabcd, Kabcdef entering F2,4,6 (from left
to right). The solid lines constitute fermion propagators, and
the wiggly lines are insertions of ∆ or ∆∗ with vertices γ45γa,
respectively.
where the momentum integration is restricted to the do-
main 0 ≤ q ≤ Λ. We have
Ka1...a2m = T
∑
n
∫ Λ
q
tr
( m∏
i=1
G(Q)γa2i−1G(−Q)γa2i
)
.
(S31)
In writing this expression we employed γ45G(Q)
Tγ45 =
G(Q).
We parametrize the most general terms in Fn by means
of
F2(~∆) = r|~∆|2, (S32)
F4(~∆) = q1|~∆|4 + q2|~∆2|2 + q3Q, (S33)
F6(~∆) = s1|~∆|6 + s2|~∆|2|~∆2|2 + s3|tr(φ3)|2
+ s4|tr(φ2φ†)|2 + s5|~∆|2Q (S34)
with Q = 12 tr(φ†φφ†φ). Choosing the configurations
~∆1 = ∆(1, 0, 0, 0, 0), ~∆2 = ∆(0, 1, 0, 0, 0), (S35)
~∆3 =
∆√
2
(1, i, 0, 0, 0), ~∆4 =
∆√
2
(0, 0, 1, i, 0), (S36)
~∆5 =
∆√
2
(1, 0, i, 0, 0) (S37)
we employ Eqs. (S26)-(S28) and F2(~∆1) = r∆
2,
F4(~∆2) = (q1 + q2 + q3)∆
4, (S38)
F4(~∆3) =
(
q1 +
2
3
q3
)
∆4, (S39)
F4(~∆4) = (q1 + q3)∆
4, (S40)
and
F6(~∆1) = (s1 + s2 + s5)∆
6, (S41)
F6(~∆2) =
(
s1 + s2 +
4
3
(s3 + s4) + s5
)
∆6, (S42)
F6(~∆3) =
(
s1 +
8
3
s3 +
2
3
s5
)
∆6, (S43)
F6(~∆4) = (s1 + s5)∆
6, (S44)
F6(~∆5) =
(
s1 +
9
8
s3 +
1
8
s4 + s5
)
∆6 (S45)
9to obtain the coefficients r, qi, si. The quadratic term r
is discussed in the next section, see Eq. (S54). For the
quartic and sextic terms we verify
q3 = s5 = 0, s4 = 9s3. (S46)
To display the remaining coefficients we write
qi(µ, T,Λ) =
1
T 3/2
fqi(µ/T,Λ/
√
T ), (S47)
si(µ, T,Λ) =
1
T 7/2
fsi(µ/T,Λ/
√
T ). (S48)
We introduce x = q/
√
T and x0 = q0/T = 2pi(n + 1/2)
and find
fq1(y, Λˆ) =
∫ Λˆ
x
∑
n
2x40 + x
2
0(− 365 x4 + 4y2) + 67x8 − 125 x4y2 + 2y4
[x20 + (x
2 − y)2]2[x20 + (x2 + y)2]2
, (S49)
fq2(y, Λˆ) =
∫ Λˆ
x
∑
n
−x40 + x20( 145 x4 − 2y2)− 2735x8 + 2x4y2 − y4
[x20 + (x
2 − y)2]2[x20 + (x2 + y)2]2
, (S50)
fs1(y, Λˆ) =
∫ Λˆ
x
∑
n
− 83x60 + x40(24x4 − 8y2) + x20(− 1207 x8 + 1445 x4y2 − 8y4) + 1368815015x12 − 247 x8y2 + 245 x4y4 − 83y6
[x20 + (x
2 − y)2]3[x20 + (x2 + y)2]3
,
(S51)
fs2(y, Λˆ) =
∫ Λˆ
x
∑
n
2x60 + x
4
0(− 825 x4 + 6y2) + x20( 625 x8 − 1085 x4y2 + 6y4)− 8621001x12 + 12235 x8y2 − 265 x4y4 + 2y6
[x20 + (x
2 − y)2]3[x20 + (x2 + y)2]3
, (S52)
fs3(y, Λˆ) = −
64
5005
∫ Λˆ
x
∑
n
x12
[x20 + (x
2 − y)2]3[x20 + (x2 + y)2]3
. (S53)
The Matsubara summation over n in each expression can
be performed analytically, leaving a one-dimensional in-
tegral over x. Note that s3 is manifestly negative.
CRITICAL TEMPERATURE
We derive the analytic expression for the weak coupling
critical temperature for nonzero µ given in the main text.
The quadratic term in the expansion of the free energy,
F2 = r|~∆|2, can be written as
r(g, µ, T,Λ) =
1
g
− 1
gc
+ T 1/2fr(µ/T,Λ/
√
T ), (S54)
where 1gc =
Λ
10pi2 is the inverse critical coupling, and the
function fr(y, Λˆ) is given by
fr(y, Λˆ) =
∫ Λˆ
x
(∑
n
−2x20 + 65x4 − 2y2
[x20 + (x
2 − y)2][x20 + (x2 + y)2]
+
1
5x2
)
. (S55)
The notation is adopted from the previous section.
In the following we compute the function fr(y, Λˆ) for
large y. We assume T > 0 and y = µT > 0. The integral
in Eq. (S55) is ultraviolet finite due to the term + 15x2 and
we can send Λˆ → ∞. In order to separate the divergent
part of the expression for y →∞ from the non-divergent
one, we decompose the expression according to
fr(y) =
∫
x
(∑
n
( 6
5x
4 − 2y2
4x2y
+
2(x2 − y)2
4x2y
) 1
x20 + (x
2 − y)2
−
∑
n
( 6
5x
4 − 2y2
4x2y
+
2(x2 + y)2
4x2y
) 1
x20 + (x
2 + y)2
+
1
5x2
)
. (S56)
Evaluating the Matsubara summation yields
fr(y) =
∫
x
[ 4
5x
2 − y
y|x2 − y|
(1
2
− 1
e|x2−y| + 1
)
− 2
5y
+
1
10x2
]
+
∫
x
[
−
4
5x
2 + y
y(x2 + y)
(1
2
− 1
ex2+y + 1
)
+
2
5y
+
1
10x2
]
= f1(y) + f2(y) + f3(y), (S57)
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with
f1(y) = −1
5
∫
x
[ y
y|x2 − y|
(1
2
− 1
e|x2−y| + 1
)
− 1
2x2
]
,
f2(y) =
4
5
∫
x
[ x2 − y
y|x2 − y|
(1
2
− 1
e|x2−y| + 1
)
− 1
2y
]
,
(S58)
f3(y) =
∫
x
[
−
4
5x
2 + y
y(x2 + y)
(1
2
− 1
ex2+y + 1
)
+
2
5y
+
1
10x2
]
.
The three individual terms are ultraviolet finite and can
be evaluated separately. For the first term we employ∫ ∞
0
dz
[ z2
|z2 − 1| tanh
(y|z2 − 1|
2
)
− 1
]
→ log
(8eγ−2
pi
y
)
(S59)
for y →∞, as is well-known from textbook BCS theory,
and, consequently,
f1(y) = −
√
y
20pi2
∫ ∞
0
dz
[ z2
|z2 − 1| tanh
(y|z2 − 1|
2
)
− 1
]
→ −
√
y
20pi2
log
(8eγ−2
pi
y
)
. (S60)
For the second contribution we employ∫ ∞
0
dz
−z2
ey(z2−1) + 1
=
√
pi
4y3/2
Li3/2(−ey) (S61)
→
√
pi
4y3/2
−y3/2
Γ(5/2)
= −1
3
, (S62)
where Liν(z) =
∑∞
k=1
zk
kν is the polylogarithm, and we
used Liν(−ey) → −yν/Γ(ν + 1) for y → ∞ and ν > 0.
Hence,
f2(y) =
4
5
∫
x
[ x2 − y
y|x2 − y|
(1
2
− 1
e|x2−y| + 1
)
− 1
2y
]
=
4
5
∫
x
[ x2 − y
y(x2 − y)
(1
2
− 1
ex2−y + 1
)
− 1
2y
]
=
4
5y
∫
x
[1
2
− 1
ex2−y + 1
− 1
2
]
=
4
5
√
y
2pi2
∫ ∞
0
dz
−z2
ey(z2−1) + 1
→ − 2
√
y
15pi2
. (S63)
At last, the third contribution is convergent for T → 0,
and we can boldly send y →∞ to arrive at
f3(y) =
√
y
2pi2
∫ ∞
0
dz z2
[
−
4
5z
2 + 1
z2 + 1
(1
2
− 1
ey(z2+1) + 1
)
+
2
5
+
1
10z2
]
→
√
y
2pi2
∫ ∞
0
dz z2
[
−
4
5z
2 + 1
2(z2 + 1)
+
2
5
+
1
10z2
]
=
√
y
2pi2
pi
20
=
√
y
40pi
. (S64)
Taken together we arrive at
fr(y)→ −
√
y
20pi2
log
(8eγ+ 23−pi2
pi
y
)
(S65)
for y →∞.
The weak coupling gap equation for T/µ → 0 and
Λ2/T →∞ becomes
0 =
1
g
− 1
gc
−
√
µ
20pi2
log
(8eγ+ 23−pi2
pi
µ
Tc
)
, (S66)
which is solved by
Tc
µ
=
8eγ+
2
3−pi2
pi
exp
{
−1− g/gc
g/gc
20pi2√
µgc
}
=
8eγ+
2
3−pi2
pi
exp
{
−1− g/gc
g/gc
2Λ√
µ
}
. (S67)
This proves the formula given in the main text. The nu-
merical value of the prefactor of the exponential is 1.836.
