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Résumé 
 
Les dispersions liquide-liquide et les émulsions sont présentes dans un grand nombre de 
domaines industriels ainsi que dans une grande variété de produits. Leur élaboration est parmi 
les opérations les plus complexes. L’influence très importante et combinée, des propriétés 
physico-chimiques des produits et de l’hydrodynamique dans l’appareil utilisé rend 
extrêmement difficile la prédiction des caractéristiques de la dispersion et, a fortiori, 
l’optimisation du procédé. 
 
Notre étude porte sur le cas de deux types de dispersions liquide-liquide, ayant en commun 
d’être réalisées en cuve agitée, mais à vocations très différentes. Le premier cas concerne une 
opération d’extraction, tandis que le deuxième vise la fabrication d’un produit dont une 
propriété doit être contrôlée (la taille des gouttes). 
 
Selon la nature et la complexité des phénomènes envisagés, nous avons développé deux 
démarches différentes.  
 
Dans le premier cas, nous avons adopté une démarche expérimentale pour optimiser le 
rendement d’une étape de procédé de purification des acrylates multi fonctionnels. Le résultat 
a mis en évidence l’influence prépondérante de certains paramètres opératoires et a ouvert la 
voie vers le développement d’un nouveau procédé répondant à des exigences 
environnementales et économiques. 
 
Dans la deuxième application, concernant l’élaboration d’émulsions présentant des propriétés 
particulières, nous avons appliqué une démarche synthétique, basée sur le couplage entre un 
réseau de neurones, en tant qu’outil de modélisation non linéaire de la relation fonctionnelle 
entre le diamètre moyen de gouttes et les différentes variables opératoires, et un algorithme 
génétique, comme un moyen de prédiction de conditions opératoires satisfaisant à un critère 
donné (d32). L’application de ces outils dans le domaine physique s’est révélée d’un grand 
intérêt. Elle ouvre une immense voie vers la maîtrise de la complexité des procédés en 
imposant plusieurs scénarii d’opération possibles. 
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MANAGEMENT OF BATCH PROCESSES 
 
METHODOLOGY FOR THE MODELLING AND THE OPTIMIZATION OF 
LIQUID-LIQUID DISPERSION OPERATIONS IN AGITATED VESSELS 
 
 
Abstract 
 
Liquid-liquid dispersions and emulsions are formed in a large number of industrial domains, 
as well as in a wide range of products. However, their development presents one of the most 
complex operations. Dispersions are highly dependent on the physicochemical properties of 
products used and the hydrodynamics in the apparatus, which makes the prediction of the 
dispersion characteristics, and in particular, the optimization of the process, extremely 
difficult. 
 
This thesis investigates two types of liquid-liquid dispersions. Each type is discussed via 
separate case studies both created in an agitated vessel. The first case investigates an 
extraction operation, while the second concerns emulsions manufacturing, where by the drop 
size must be controlled. 
 
According to the nature and the complexity of the phenomena considered, two different 
approaches have been developed. 
 
In the first case, an experimental approach has been employed in order to optimize the yield in 
the purification step of a multi-functional acrylates process. The results show that there are 
predominant influences of certain operating parameters. It argued therefore that there is a 
need to develop a new process which considers environmental and economic requirements. 
 
In the second case, the development of emulsions with particular properties was investigated. 
The case adopts a synthetic approach that is based upon coupling a neural network and a 
genetic algorithm. Neural network is used as a non-linear modelling tool to determine the 
functional relationships between the means drop diameter and different operating variables. 
The genetic algorithm is used as a means for prediction the operating conditions that enable a 
given criteria (d32) to be reached. The application of these tools in the physical domain studied 
was shown to be of great interest. It is anticipated that such tools will lead to the development 
of new ways to control complex processes. 
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Introduction 
 
 
Au carrefour d’exigences contemporaines et des défis posés par la complexité grandissante 
des procédés, la science des systèmes offre des voies de recherche et de réflexion parmi les 
plus prometteuses. Dans ce contexte, notre étude porte sur la combinaison efficace des 
avancées de la recherche en génie des procédés et en génie industriel pour proposer une 
stratégie de choix et de gestion de procédés discontinus, permettant de prendre en compte la 
globalité des phénomènes physiques pour apporter à l’ingénieur de procédés un outil d’aide à 
la décision dans un environnement multicritères. 
 
L’opération à laquelle nous nous sommes intéressés concerne la dispersion liquide-liquide. 
Elle consiste à créer des gouttes présentant certaines caractéristiques (taille, distribution de 
taille) d’une phase dispersée dans une phase continue. 
Ce mode particulier de coexistence de phases présente des propriétés particulières. Les 
dispersions liquide-liquide se retrouvent dans une quantité importante de produits utilisés ou 
consommés par l’homme. On les retrouve par exemple dans les produits conditionnés tels que 
les produits alimentaires, les cosmétiques, les produits pharmaceutiques, les peintures, etc… 
Elles peuvent aussi représenter une forme physique des produits lors d’étapes de procédés 
industriels tels que la polymérisation par émulsification ou l’extraction liquide-liquide. 
Quels que soient les domaines industriels où elles sont utilisées, la maîtrise des phénomènes 
de rupture et coalescence qui gouvernent l’évolution des dispersions dans les conditions 
réelles de leur formation doit permettre d’optimiser au mieux leurs conditions de fabrication 
et leurs propriétés applicatives. L’état actuel des connaissances permet de mettre en évidence 
la complexité extrême de la physique qui contrôle ces phénomènes. Les paramètres qui 
influencent le résultat de l’opération sont non seulement nombreux (formulation, propriétés 
physico-chimiques, paramètres géométriques et de fonctionnement), mais consistent 
également en certains aspects dynamiques (par exemple vitesse d’introduction des phases) ou 
relevant de conditions aux frontières ou de conditions initiales (mouillabilité 
fluides/matériaux, présence initiale de l’agitateur dans l’une ou l’autre des phases,…). C’est 
pourquoi il peut être intéressant de développer des méthodologies basées sur des approches 
différentes selon les objectifs visés. 
 
  4 
Au cours de ce travail, deux sortes d’applications de dispersions liquide-liquide ont été 
étudiées. Le premier cas concerne une opération de purification par l’extraction réactive où le 
taux résiduel des impuretés est contrôlé par l’aire interfaciale créée par l’agitation. Ce 
paramètre est la clé essentielle pour l’optimisation d’une telle opération. Le second cas 
concerne un procédé d’émulsification dans lequel la qualité du produit visé dépend 
essentiellement de la taille des gouttes qui auront été créées. 
 
La maîtrise et l’optimisation de ces procédés sont affectées par la nature des phénomènes 
impliqués et leurs interactions multiples, ce qui justifie le choix de chacune des approches 
d’optimisation. 
 
Dans le premier cas d’étude, où l’objectif est d’obtenir un rendement maximum de l’opération 
d’extraction tout en permettant une étape de décantation ultérieure courte et complète, 
l’approche expérimentale s’est imposée comme démarche d’optimisation adéquate. A ce stade 
le but est de : 
 clarifier les aspects cinétiques et mécaniques du phénomène dominants ; 
 préciser les variables opératoires affectant le rendement de transfert de matière ; 
 accentuer l’efficacité de transfert de matière via le contrôle de l’aire interfaciale, 
jouant à la fois en agitation et en décantation. 
 
Le second cas concerne la formulation d’émulsions avec une qualité d’usage précise, où la 
complexité des phénomènes et la non linéarité des interactions de variables sont des 
caractéristiques primordiales. Nous avons choisi d’utiliser le concept d’approche système 
pour prédire les combinaisons possibles de variables opératoires, les outils classiques de 
modélisation utilisés en génie des procédés présentant certaines limites pour gérer cette 
complexité. Cette dernière approche consiste en un couplage entre la technique de 
modélisation par réseaux de neurones (représentation du modèle de relation fonctionnelle non 
linéaire entre le diamètre moyen des gouttes et les variables opératoires) et optimisation par 
algorithmes génétiques. Le résultat consistera à mettre à disposition de l’ingénieur un 
ensemble de scénarii de formulations et modes d’opérations possibles, qui devront être validés 
mais permettront de raccourcir considérablement l’étape de mise au point expérimentale tout 
en ouvrant des possibilités de combinaisons non évidentes. 
 
 
  5
Le manuscrit est organisé de la façon suivante : 
 
Le premier chapitre présente les résultats de l’étude bibliographique. Ceci permet de situer les 
opérations de dispersion liquide-liquide, en mettant l’accent sur les différents aspects 
hydrodynamiques et physico-chimiques gouvernant la formation et les caractéristiques des 
dispersions. Des définitions ainsi que des notions de bases sont brièvement rappelées. De 
plus, nous insistons sur les différents modèles existants permettant de prédire le diamètre 
moyen de gouttes en fonction des conditions opératoires, en précisant leurs domaines de 
validité. 
 
Le chapitre 2 est consacré à la méthodologie d’optimisation du rendement de l’étape de 
lavage d’un acrylate multi fonctionnel (MFA), intégrée dans la série complète de purification 
du produit. Une démarche expérimentale est appliquée afin de déterminer les différentes 
variables influençant le rendement, et de mettre en évidence les phénomènes limitants. Une 
étape de simulation numérique permet de vérifier l’influence de la vitesse d’agitation à 
l’échelle du procédé industriel. Le résultat de cette partie consistera en la préconisation d’un 
nouveau mode opératoire répondant à des exigences de qualité, de coût et de préoccupations 
environnementales (réduction des rejets). 
 
Le chapitre 3 a pour but de décrire les différentes étapes de modélisation par la technique de 
réseaux de neurones. Il est consacré à la mise en œuvre d’un modèle neuronal du procédé 
d’émulsification en cuve agitée. L’application concerne deux types d’émulsions, diluées et 
concentrées. L’outil développé permet d’établir le modèle non linéaire de relation 
fonctionnelle entre le diamètre moyen des gouttes et les conditions opératoires avec une 
certaine fiabilité. 
 
Le dernier chapitre de ce manuscrit présente la méthodologie de prédiction. Il s’agit 
d’identifier par rapport à un critère donné les combinaisons optimales des variables 
opératoires par l’application d’un algorithme d’optimisation de type génétique. Dans cette 
approche, le modèle de base est le modèle neuronal développé dans le chapitre précédent. Une 
étape de validation expérimentale a également été réalisée. 
 
Le manuscrit se termine par une conclusion générale qui synthétise les résultats obtenus 
durant ce travail de recherche et les perspectives qu’il ouvre. 
 
 
 
CHAPITRE 1 
 
 
 
 
Dispersions liquide-liquide : Emulsions 
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Introduction 
 
Les émulsions font sans aucun doute partie des systèmes complexes les moins connus, bien 
que côtoyées par tout un chacun dans tous les aspects de la vie quotidienne. Elles se 
rencontrent dans le domaine alimentaire (lait, mayonnaise, etc.), les cosmétiques (crèmes et 
lotions), la pharmacie (crèmes, dérivés vitaminés ou hormonaux, etc.). Excepté dans certains 
cas où l’on observe une émulsification spontanée, leur élaboration est une opération unitaire 
mécanique du génie des procédés dont le principal enjeu est de combiner des effets 
hydrodynamiques et physico-chimiques. 
Ce chapitre se focalise sur les rappels des principes fondamentaux du procédé de dispersion 
liquide-liquide : émulsification. Nous nous attacherons à présenter les caractéristiques d’une 
émulsion et à rappeler les principaux paramètres du procédé et de la formulation influençant 
ces caractéristiques. En effet, nous cherchons à établir le lien entre les aspects du procédé, 
l’agitation en particulier, et les aspects physico-chimiques qui sont en interactions multiples. 
Cette étude bibliographique se termine par les différents modèles de prédiction de taille des 
gouttes en cuve agitée. 
Cette partie montre la complexité du phénomène d’émulsification en raison de la multitude et 
de la variété des paramètres mis en jeu. En outre, la globalité de cette étude permet de mieux 
souligner l’originalité du procédé de dispersion liquide-liquide. 
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I.  Approche qualitative 
Le terme d’émulsion désigne un système hétérogène comprenant au moins un liquide 
immiscible dispersé dans un autre sous la forme de gouttelettes dont les diamètres sont en 
général supérieurs à 0,1 µm [Becher, 1966]. Un tel système se caractérise par une stabilité 
minimale qui peut être accrue par l’ajout d’additifs tels que des agents de surface. 
Suivant les acteurs et leur domaine scientifique d’appartenance, le vocabulaire utilisé pour 
qualifier le système di-phasique liquide-liquide varie. Becher indique que la limitation de 
tailles inférieures à 0,1 µm ne repose sur aucune base théorique mais seulement sur les 
métrologies existantes à l’époque qui ne permettaient pas de faire des mesures de tailles de 
gouttes inférieures à 0,1 µm. Plus généralement, pour des systèmes contenant des gouttelettes 
de tailles importantes, supérieures à quelques micromètres, on parle de macroémulsion, tandis 
que pour les systèmes dont la taille des gouttelettes de phase dispersée se situe entre 1 à 50 
nanomètres, on parle de microémulsion [Davis, 1988]. 
Pour définir une macroémulsion, on emploie parfois le terme de dispersion liquide-liquide. 
Dans ce cas, les gouttelettes formées sont de tailles supérieures au micromètre, la quantité du 
tensioactif est faible comparée à celle présente dans une microémulsion. On a alors à faire à 
un système instable. 
Nous avons choisi d’utiliser indifféremment la dénomination ″émulsion″, et nous préciserons 
la taille visée, suivant le domaine d’application. 
D’un point de vue pratique, la fabrication d’émulsion s’accompagne d’un accroissement 
considérable de l’aire interfaciale et nécessite un apport d’énergie fournie, par exemple, par 
agitation mécanique. L’interface se déforme alors jusqu’à la formation de gouttelettes, ce qui 
représente une étape critique du processus d’émulsification. Les gouttelettes peuvent 
recoalescer aussitôt après leur formation. Ce qui constitue également une étape critique du 
processus d’émulsification. A ce niveau, le choix du tensioactif est primordial. La vitesse de 
coalescence des gouttes de la phase dispersée dépend essentiellement de la nature et de la 
concentration du tensioactif [Dalmazzone, 2000]. 
 
Au cours du temps, une émulsion évolue fatalement vers la séparation des phases ; les 
mécanismes de déstabilisation d’une émulsion peuvent être répartis en deux catégories : 
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• la première regroupe les phénomènes de migration de gouttes et met en jeu des 
phénomènes réversibles : floculation, sédimentation et crémage ; 
• la seconde concerne la variation de taille des gouttes, consistant en des processus 
irréversibles (coalescence) [Canselier, 2004]. 
Tous ces processus ont lieu simultanément, et leur vitesse dépend toujours de plusieurs 
facteurs. Il faut également garder à l’esprit que chaque processus influence le suivant. 
L’ensemble de ces effets combinés met en évidence la complexité du processus global 
d’émulsification. 
La fabrication des émulsions doit prendre en compte les variables de composition ou de 
formulation proprement dites (nature et proportion des phases, choix et quantités d’additifs, 
en particulier émulsifiants) et les conditions dans lesquelles ces émulsions sont produites 
(température…) : ces paramètres conditionnent le type de l’émulsion. D’autre part, les 
variables de procédé, relatives à la technique d’émulsification et au mode opératoire, 
déterminent en grande partie la qualité de l’émulsion (finesse, stabilité). 
La figure 1.1 représente l’influence complexe de différentes variables sur la stabilité finale de 
l’émulsion, en schématisant les interactions entre ces variables. 
 
Figure 1.1 : Influence des variables sur la stabilité d’une émulsion 
 
 
Rétention de 
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gouttes 
Viscosité 
Formulation 
Propriétés  
interfaciales 
Type d’émulsion 
Concentration 
Température
Tension  
interfaciale 
Propriétés physico-chimiques 
des phases (eau/huile) 
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II.  Caractérisation d’une émulsion 
Une émulsion se caractérise par des grandeurs mesurables. Cette caractérisation est répartie en 
cinq termes : type, qualité de la dispersion, stabilité, rhéologie et éventuellement propriétés 
organoleptiques. La qualité de l’émulsification, en relation avec le procédé utilisé, concerne 
principalement la taille des gouttelettes formées et leurs interactions [Brochette, 1999]. 
Dans l’intérêt de l’étude présente, nous avons développé les points suivants : 
 le type de dispersion 
 la concentration en phase dispersée 
 le diamètre moyen de gouttes 
 l’aire interfaciale 
 
II.1  Le type de dispersion 
En général, lors de la formation d’une dispersion liquide-liquide, la phase qui se présente sous 
forme de gouttelettes dispersées est dite phase dispersée ou interne tandis que la phase qui 
constitue le milieu dans lequel les gouttelettes se trouvent en suspension est dite phase 
continue ou externe. De plus, la notation H/E est utilisée pour désigner la dispersion de phase 
organique (huile) dans une phase aqueuse (eau), E/H pour la dispersion d’eau dans de l’huile, 
les dispersions multiples sont souvent désignées par E/H/E ou H/E/H. 
La nature de la dispersion créée, H/E ou E/H, dépend à la fois de la formulation et du procédé 
et, en particulier, du mode opératoire. Celui-ci fixe l’ordre d’introduction des constituants, les 
températures à respecter, les types d’agitations, les vitesses et les temps d’agitation. Le mode 
opératoire est un élément essentiel : avec les mêmes ingrédients, deux modes opératoires 
différents peuvent aboutir à deux émulsions radicalement différentes [Brochette, 1999]. En 
discontinu, la position de l’agitateur et la vitesse d’agitation pouvaient déterminer le type de 
dispersion créée E/H ou H/E. De plus, le protocole d’incorporation, spécialement la 
dynamique d’introduction de deuxième phase, joue un rôle primordial sur la taille de gouttes 
et sa distribution. 
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II.2  La concentration en phase dispersée 
Le taux de rétention Φ (ou la fraction volumique de phase dispersée) caractérise les 
proportions des phases que contient l’émulsion. Il est défini à partir des volumes des phases 
dispersée et continue, respectivement VD et VC, par la relation (1.1). 
CD
D
VV
V
+=φ  (1.1) 
Le taux de rétention maximum varie dans une gamme large en fonction des paramètres dits de 
formulation à savoir : la nature du surfactif, la température, la salinité, la nature des phases 
huile et aqueuse, … et des paramètres de procédé (agitateur, protocole, hydrodynamique, 
matériaux utilisés). 
Une augmentation de la concentration en phase dispersée résulte en une rapide augmentation 
de la viscosité de l’émulsion qui est directement due aux interactions entre les gouttes. Cet 
aspect favorise le phénomène de coalescence en augmentant la probabilité de rencontre entre 
les gouttes. 
II.3  Le diamètre moyen de gouttes 
Généralement, dans une émulsion, les gouttelettes de phase dispersée n’ont pas une taille 
unique, mais elles suivent plutôt une distribution de taille. Le diamètre moyen des gouttes 
dans une dispersion est souvent donné par le diamètre moyen de Sauter d32 défini par: 
∑
=
=
n
i ii
ii
dn
dnd
1
2
3
32  (1.2) 
La valeur du diamètre de Sauter résulte de l’équilibre entre les phénomènes de rupture, liés à 
la turbulence locale au voisinage du mobile d’agitation, et les phénomènes de coalescence 
dans les zones périphériques de turbulence et de cisaillement moyen. 
La taille moyenne et la distribution des gouttelettes sont de première importance pour évaluer 
la qualité de l’émulsion en termes de viscosité et de stabilité [Letellier, 2001]. 
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II.4  L’aire interfaciale 
La combinaison de diamètre moyen de Sauter avec le taux de rétention définit l’aire 
interfaciale par unité de volume, a, suivant la relation : 
32
6
d
a φ=  (1.3) 
L’aire interfaciale par unité de volume constitue une caractéristique importante de l’émulsion 
puisque c’est à l’interface des deux phases immiscibles que le tensioactif ou l’espèce 
stabilisante est adsorbé. 
Une analyse bibliographique met en évidence l’existence de deux approches principales dans 
l’étude de la préparation des émulsions. La première approche porte sur des aspects 
mécaniques de dispersion, alors que l’autre considère seulement les aspects physico-
chimiques. Il y a très peu de travaux qui combinent de façon systématique les aspects 
dynamiques avec les aspects physico-chimiques de sorte que les résultats soient extrapolables 
à d’autres systèmes similaires à ceux étudiés [Briceño, 2001]. 
III.  Aspects physico-chimiques 
Les variables physico-chimiques, qui incluent la formulation et la composition, ont un effet 
déterminant sur la taille des gouttelettes [Salager, (2000a et b)]. Ils peuvent influencer le type 
d’émulsion, sa stabilité, ainsi que la taille des gouttelettes. 
Dans les variables de formulation, on inclut le type et les propriétés des phases externe et 
interne (phase aqueuse, phase organique, densité, viscosité,…), le type de tensioactif utilisé 
quand le système est stabilisé au moyen d’un agent de surface, la salinité de la phase aqueuse 
et la température [Briceño, 2001]. Par ailleurs, la composition détermine le pourcentage de 
chacune des phases en présence. 
Si certaines approches tentent de caractériser indépendamment l’influence de chacun des 
paramètres de formulation sur l’émulsion, d’autres plus modernes, présentent l’intérêt d’être 
extrapolables d’un système à un autre, caractérisent l’influence de la formulation de manière 
plus globale. 
Nous rappellerons ici trois de ces approches : HLB, Concept de Winsor et SAD. 
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Dans chacun des cas, le tensioactif joue un rôle primordial lors de l’émulsification, non 
seulement par son rôle de stabilisant mais aussi par le type de dispersion H/E ou E/H qu’il 
favorise. 
III.1 HLB 
Le concept HLB « Hydrophile Lipophile Balance », introduit par Griffin en 1949, permet de 
formuler, d’une manière particulièrement rationnelle, des émulsions stables. La méthode HLB 
est basée sur une classification des tensioactifs par hydrophilie croissante. Elle correspond au 
rapport entre la proportion des groupements hydrophiles, ayant une affinité pour l’eau, et la 
longueur de l’enchaînement lipophile, ayant une affinité pour l’huile. 
Le HLB des émulsifiants peut être classé selon l’échelle de Davies. En dessous d’un HLB 
d’une valeur de 9, l’émulsifiant est de caractère lipophile tandis qu’entre 11 et 20, il a un 
caractère hydrophile. 
Le HLB peut être déterminé selon plusieurs méthodes : à partir de la structure chimique à 
l’aide de formules simples [Griffin, 1955], ou par une méthode de contribution de groupes 
développée par Davies, ou encore expérimentalement [Becher, 1988]. Toutefois, certaines de 
ces méthodes demeurent plus ou moins précises. 
Bien que très utile, la méthode HLB souffre de lacunes importantes. En attribuant une valeur 
unique à chaque émulsifiant, on néglige l’effet des autres constituants de la formulation, la 
salinité ou la température, etc…, qui modifient la physico-chimie d’un système 
eau_huile_émulsifiant [Salager, 1996]. De plus, des émulsifiants de même HLB peuvent 
présenter des comportements complètement différents, surtout s’ils sont le résultat du 
mélange de plusieurs produits. 
 
III.2 Concept de Winsor 
Le concept de Winsor (1950) fait intervenir les interactions intermoléculaires à l’interface et 
leurs conséquences sur le comportement des phases à l’équilibre. Winsor introduit la notion 
d’interactions entre le surfactif, la phase organique et le milieu aqueux de la dispersion. Il a 
introduit le rapport R des énergies d’interactions lipophiles et hydrophiles des différents 
composés en présence, qu’il relie au diagramme des phases. 
Il définit le rapport R selon la relation (1.4) : 
HHWWCW
LLOOCO
AAA
AAA
R −−
−−=  (1.4) 
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dans cette expression A désigne les énergies d’interactions et les indices O, C, W et H, L 
désignent l’huile, le surfactif, l’eau ainsi que les groupements hydrophiles et les groupements 
lipophiles. Suivant les forces d’interactions prépondérantes, la courbure de l’interface prendra 
une forme différente. Les configurations du système huile-eau-surfactif peuvent être ramenées 
à trois cas illustrés sur la figure 1.2. 
 
 
Figure 1.2 : Diagrammes ternaires de la théorie de Winsor 
 
Si R < 1 Diagramme de Winsor de type I 
La membrane amphiphile devient convexe par rapport à l’eau, favorisant la formation de 
micelles, s1, huile dans l’eau. Il existe deux phases : la phase huile et la phase aqueuse 
contenant le surfactif. 
Si R > 1 Diagramme de Winsor de type II 
La membrane amphiphile devient concave par rapport à l’eau favorisant la formation de 
micelles, s2, eau dans l’huile. Il existe alors deux phases : la phase aqueuse et la phase huile 
contenant le surfactif. 
Si R = 1 Diagramme de Winsor de type III 
Les énergies d’interactions hydrophiles et lipophiles à l’interface sont équilibrées. Dans la 
partie centrale, le système est séparé en trois phases : une phase de microémulsion, contenant 
beaucoup de surfactif, une grande quantité d’huile et d’eau solubilisée et deux autres phases, 
qui sont essentiellement de l’huile et de l’eau. Dans ce cas, il existe deux types de structures 
possibles : 
- la structure lamellaire 
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Elle est constituée en arrangement plus ou moins régulier de molécules de tensioactif 
superposées permettant la solubilisation alternée de l’eau et de la phase organique. 
- la structure fluctuante 
Elle se rapproche des micelles s1 et s2 où la membrane du surfactif peut tantôt emprisonner 
l’huile, tantôt emprisonner l’eau. Il s’agit d’une structure de haute solubilisation contenant à la 
fois des micelles et des micelles inverses gonflées. 
Le principal intérêt du concept de Winsor est de prendre en considération toutes les variables 
de formulation : salinité, type d’huile, type de tensioactif, … Ce concept permet de balayer 
plusieurs états d’un système suivant sa formulation. Néanmoins, cette approche reste très 
théorique. 
 
III.3 Surfactant Affinity Difference : SAD 
La variable de formulation SAD (Surfactant Affinity Difference) a été proposée par Salager 
(1988). Elle combine l’approche de Winsor avec l’approche du concept de PIT [Température 
d’Inversion de Phase] de Shinoda (1967,1969), [désignant la température à laquelle le 
tensioactif change son affinité de la phase aqueuse pour la phase huile], et aboutit à une 
généralisation des comportements des systèmes huile-eau-surfactif suivant leur formulation. 
En effectuant un balayage de formulation (variation de la température ou de la salinité ou des 
caractéristiques hydro/lipophiles du surfactif ou des caractéristiques de l’huile, etc.), les 
différents états décrits par Winsor peuvent être caractérisés. L’optimum de formulation 
correspondant à un système stable a ainsi pu être défini. Il correspond au minimum de tension 
interfaciale, à un système triphasique décrit comme le type III (R = 1) du diagramme de 
Winsor et également au point d’inversion de phase des émulsions. Comme les effets des 
différentes variables sont indépendants les uns des autres, la formulation optimale a pu être 
définie empiriquement à partir de la contribution de chacune des variables de formulation. La 
grandeur SAD a alors été définie comme l’écart à cet optimum de formulation suivant la 
relation (1.5), pour un tensioactif non-ionique. A l’optimum de formulation, SAD est donc 
nul. 
TCCmkACNbSEON
RT
SAD
TAA ∆+−−+−= α  (1.5) 
Où S est la salinité (% de NaCl), ACN est le nombre de carbones aliphatiques (Alkane Carbon 
Number) caractéristique de la phase huileuse, mA est fonction du type d’alcool et CA est sa 
concentration. α est un paramètre caractéristique du surfactif variant linéairement avec la 
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chaîne alkyle et EON est le nombre moyen de groupes d’oxyde d’éthylène par molécule de 
surfactif. ∆T est l’écart à la température ambiante (25°C), k et CT sont des constantes 
empiriques. 
Il existe une expression similaire pour les tensioactifs anioniques : 
TaCfkACNS
RT
SAD
TAA ∆+−−+= σln  (1.6) 
Où S est la salinité (% de NaCl), ACN est le Alkane Carbon Number caractéristique de la 
phase huileuse, fA est fonction du type d’alcool et CA est sa concentration. σ est un paramètre 
dépendant du surfactif. ∆T est l’écart à la température ambiante (25°C), k et aT sont des 
constantes empiriques. 
 
L’apport de ce concept est de rassembler toutes les variables de formulation en une seule, on 
peut ensuite combiner l’effet global de la formulation avec l’effet de la composition huile/eau 
sur le type d’émulsion obtenue, sur la stabilité, sur la viscosité, … [Salager et al. 1982, 1983, 
1990 ; Salager et Anton, 1983]. Des cartes bidimensionnelles formulation-composition 
peuvent alors être tracées comme celle schématisée figure 1.3. 
 
 
Figure 1.3 : Carte de formulation-composition 
 
La bande ombragée signale la position de la zone triphasique ou système 3. En dessus de la 
bande ombragée, c’est-à-dire (SAD/RT > 0), on a le système Winsor du type II, R> 1, et en 
dessous (SAD/RT < 0) le système Winsor du type I, R< 1. Toutefois, quand la fraction d’eau 
tend vers l’une des extrémités (zéro ou un), elle favorise la formulation des systèmes 
multiples H/E/H ou E/H/E respectivement. 
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Cette carte de formulation a une caractéristique générique, à savoir qu’elle a été définie à 
partir de nombreux systèmes eau-huile-surfactif. La ligne la plus épaisse qui ressemble à une 
chaise est appelé ligne d’inversion et marque la frontière qui divise la carte selon le type 
d’émulsion H/E ou E/H. Les lignes pointillées partagent la carte en plusieurs régions ou A- et 
C- correspondent aux émulsions H/E normales, A+ et B+ correspondent aux émulsions E/H 
normales. Le terme normal signifie que le type d’émulsion coïncide avec ce qui est établi pour 
le comportement de phase. Les régions B- et C+ délimitent les zones des émulsions anormales 
(multiples). 
Les caractéristiques des émulsions dépendent donc de leur position sur la carte SAD- 
composition. En ce qui concerne la stabilité et la taille de gouttelette, on trouve des tendances 
comme la montre la figure 1.4 : 
 
 
Figure 1.4 : Carte de formulation avec taille des gouttes 
 
On peut observer que, à l’exception de la bande triphasique, les régions de petite taille de 
gouttes correspondent aux régions de haute stabilité. Aux alentours de la région triphasique, la 
taille de goutte atteint un minimum ainsi que la stabilité et la tension interfaciale, ce qui est 
caractéristique de la formulation optimale. 
Il faut remarquer que les conditions hydrodynamiques pour lesquelles nous obtenons ce genre 
de cartes ne sont pas spécifiées, mais il a été observé qu’elles ont des effets notoires sur la 
position des frontières B-/A- et A+/C+ [Salager et al., 2000]. Ces frontières d’inversion sont 
donc très sensibles aux conditions hydrodynamiques de mélange. 
Nombreuses sont les études où le concept SAD intervient plus ou moins directement [Mitsui 
et al. 1970 ; Förster et al., 1994 ; Shinoda et Arai, 1967 ; Brooks et Richmond, 1994]. En 
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raison de son aspect générique, le concept SAD est une approche efficace pour la mise au 
point d’une formulation et le développement d’un procédé d’émulsification. Jusqu’à une 
époque récente, les études dont l’approche est la préparation des émulsions du point de vue du 
comportement de phase et propriétés, ont complètement ignoré les aspects dynamiques 
associés au procédé de formulation d’une émulsion. Plusieurs études récentes [Salager, 2000a 
et 2000b ; Salager et al., 2000 ; Briceño et al., 1999 ; Salager et al., 1997 ; Zerfa et Brooks, 
1996 ; Brooks et Richmond, 1994] prêtent un peu plus d’attention aux paramètres 
dynamiques, particulièrement à la vitesse d’agitation et son effet, conjugué avec la 
formulation, sur la taille de gouttelettes. Les systèmes évalués sont généralement concentrés 
(Ф > 50 %), mais on ne trouve aucune information concernant la géométrie d’agitation et la 
puissance consommée. 
 
IV.  Aspects dynamiques 
La formation des gouttelettes résulte de la rupture d’une gouttelette de plus grosse taille sous 
l’action de forces extérieures. Les forces agissant sur la goutte sont en majorité transmises par 
la phase continue. Elles peuvent être dues aux gradients de vitesse ou de pression, aux forces 
de cisaillement ou d’inertie. Ces forces motrices s’opposent aux forces de résistance qui sont 
les forces de cohésion de la goutte liées à la tension interfaciale existant entre les deux fluides 
et la viscosité de la phase à disperser [Hinze, 1955]. 
En résumé, le fractionnement de la goutte est le résultat d’un équilibre entre les forces 
motrices et les forces cohésives. Les paramètres qui déterminent la rupture sont donc : 
 les propriétés rhéologiques de la phase continue et celles de la phase dispersée, 
 les propriétés interfaciales des deux fluides, 
 l’hydrodynamique du système. 
Le nombre de Weber macroscopique est souvent utilisé pour modéliser les phénomènes de 
rupture. Ce nombre adimensionnel, donné par l’équation (1.7), compare les contraintes de 
déformation inertielles aux contraintes de cohésion (pression de Laplace). 
σ
ρ 32 DNWe c=  (1.7) 
Si ce rapport excède une certaine valeur, il y a rupture de la goutte. 
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D’après l’équation de Young Laplace appliquée au cas d’une sphère, la déformation d’une 
gouttelette est directement proportionnelle à la tension interfaciale, σ, et inversement 
proportionnelle au diamètre de la goutte d. 
d
P σ4=∆  (1.8) 
Cette équation met bien en évidence l’influence de tensioactif qui, généralement, en abaissant 
la tension interfaciale σ, diminue la quantité d’énergie nécessaire et favorise ainsi 
l’émulsification, jouant un rôle considérable sur le phénomène de rupture et donc sur la 
distribution de taille de l’émulsion. En outre, les tensioactifs agissent sur la coalescence qui 
devient non négligeable pour des émulsions concentrées. 
Dans le procédé de dispersion en cuve agitée, l’agitation joue un rôle prépondérant dans le 
processus de formation des gouttes. Deux zones hydrodynamiques principales peuvent être 
définies : l’une de coalescence, qui correspond au mouvement global induit des gros agrégats, 
et une zone de rupture, localisée vers l’agitateur où le cisaillement très intense permet la 
rupture des gouttes. 
Dans la zone de rupture, le cisaillement est réalisé par des tourbillons de taille inférieure à 
celle des gouttes de la phase dispersée et dont l’énergie cinétique est suffisante pour 
compenser les énergies de cohésion des gouttes. Dans la zone de coalescence, loin de 
l’agitateur, la coalescence est réalisée par des tourbillons de taille supérieure à celle des 
gouttes qui causent des collisions efficaces. Ces deux phénomènes, de rupture et de 
coalescence, conduisent à définir les diamètres minima et maxima stables d’une dispersion 
liquide-liquide. 
Pour expliquer le fractionnement des gouttes, il faut distinguer deux cas : l’écoulement 
laminaire et l’écoulement turbulent. Dans un écoulement laminaire, les forces visqueuses 
prédominent. Dans un écoulement turbulent, les forces d’inertie et les forces visqueuses sont 
toutes les deux présentes. 
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IV.1 Rupture en écoulement laminaire 
En écoulement laminaire, une gouttelette finira par se rompre si son nombre de Weber 
dépasse une valeur critique Wec. Ce dernier dépend principalement du type d’écoulement 
(cisaillement simple, hyperbolique plan, extensionnel axisymétrique) et du rapport des 
viscosités (k=µd/µc). Selon les conditions, la rupture des gouttes présente des allures 
différentes. Dans la mesure où il constitue la principale cause de la déformation des gouttes, 
seul le cas de l’écoulement à cisaillement pur sera abordé. 
Si Rep (le nombre de Reynolds de particule caractérisant le régime d’écoulement autour de la 
goutte de diamètre d) est inférieur à 0,1, les effets inertiels sont négligeables devant les 
contraintes visqueuses. Les gouttes étant de très petite taille, le gradient de vitesse est 
uniforme. Pour qu’il y ait rupture dans le cas de phases de viscosités comparables, le nombre 
de Weber particulaire, Wep, doit être, en gros, supérieur à un. 
1,0
..
Re
2
<≅
c
c
p
d
µ
γρ &
 (1.9) 
1
.. >= σ
γµ d
We cp
&
 (1.10) 
où 
.γ  : cisaillement moyen, s-1. 
L’analyse classique de Taylor (1934) montre l’influence de la viscosité de la phase continue 
sur le processus de rupture. Il semblerait donc qu’une phase continue de haute viscosité soit 
favorable à la formation de petites gouttes. Précisons que la température joue un rôle 
primordial sur l’aire interfaciale, de par son effet contraire sur la viscosité et la tension 
interfaciale. En effet, l’augmentation de la température entraîne une diminution de la 
première, ce qui se traduit par un taux de fractionnement croissant et des gouttes plus petites. 
Toutefois, cette augmentation réduit l’absorption du tensioactif, la tension interfaciale 
augmente, la coalescence est de plus en plus favorisée. En fait, c’est le rapport des viscosités, 
k=µd/µc, qui influe réellement sur le processus de rupture [Hinze, 1955]. Suivant le rapport 
des viscosités, la rupture se produit pour un nombre de Weber critique, Wep, pas forcément 
égal à un. 
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La courbe de Grace (figure 1.5) montre que, en cisaillement simple, Wec est de l’ordre de 1 
pour k inférieur ou légèrement supérieur à 1, mais qu’on ne peut plus rompre les gouttes 
lorsque la phase dispersée devient relativement visqueuse (k > 4). 
 
Figure 1.5 : Nombre de Weber critique en fonction du rapport des viscosités (d’après Grace, 
1982 ; Armbruster, 1990) 
Les autres types de déformation élongationnelle et rotationnelle ont également été étudiés par 
Grace (1982) ainsi que par d’autres auteurs dont Janssen et al. (1994). Les courbes du nombre 
de Weber critique en fonction du rapport des viscosités ont la même allure que celle obtenue 
dans le cas du cisaillement simple. Il est évident que les propriétés interfaciales conditionnent 
le processus de rupture (effet Marangoni). 
IV.2 Rupture en écoulement turbulent 
En écoulement turbulent, les vitesses locales fluctuent de façon chaotique autour de leurs 
valeurs moyennes [Davies, 1985]. Dans le cas d’une turbulence homogène et isotrope, les 
écoulements sont caractérisés au moyen des macroéchelles Λ et microéchelles λK données par 
Kolmogoroff (1949). 
Λ≤≤ maxdKλ    et         ReP > 5 
Si les forces visqueuses sont négligeables et la stabilité de la goutte est liée aux forces de 
déformation, et aux forces superficielles. Le nombre de Weber d’une goutte en mouvement 
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est le rapport de son énergie cinétique due aux fluctuations turbulentes (forces de déformation 
( 32 )( .. du dcv ρε = )) à l’énergie liée à la tension interfaciale ( 2.dis σε = ) soit : 
s
vWe ε
ε=  (1.11) 
σ
ρ du
We dc
2
)(=    et   ( ) 31)( .du d ε=  (1.12) 
σ
ερ 3532 dWe c=  (1.13) 
ε est la puissance dissipée par unité de masse. Hinze imagine l’existence d’un nombre de 
Weber critique Wec, pour lequel la force de déformation est très grande devant la force 
superficielle. Pour des valeurs inférieures à Wec la goutte consomme de l’énergie sans se 
casser. La rupture d’une goutte se produit lorsque le nombre de Weber atteint la valeur Wec. 
Le diamètre de cette goutte est appelé diamètre maximal stable dmax : 
( ) cdd WeWe == max  
5
25
3
5
3
max ..
−
−
⎟⎟⎠
⎞
⎜⎜⎝
⎛= εσ
ρ
i
c
cWed  (1.14) 
5
25
3
max
−
−
⎟⎟⎠
⎞
⎜⎜⎝
⎛≈ εσ
ρ
i
cd      (1.15) 
Cette relation a été initialement proposée par Hinze (1955) et Kolmogorff (1949). L’énergie 
locale dissipée au sein de la cuve peut s’exprimer par la relation  
L
c
HT
DN
.
..
2
53ρε ≅  (1.16) 
d’où, 
5
4
5
65
2
5
65
3
max
−−
−−
⎟⎟⎠
⎞
⎜⎜⎝
⎛⎟⎠
⎞⎜⎝
⎛⎟⎟⎠
⎞
⎜⎜⎝
⎛∝ DN
H
T
T
Dd
Lcρ
σ  (1.17) 
Relation qui s’écrit aussi avec le nombre de Weber macroscopique selon l’équation (1.18) : 
5
3max −∝We
D
d
 (1.18) 
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La relation n’est plus applicable lorsque la phase dispersée est visqueuse ou rhéologiquement 
complexe. Néanmoins, elle sert de base pour la plupart des équations de prédiction de la 
granulométrie d’une émulsion en fonction des critères hydrodynamiques et physico-
chimiques. De nombreux auteurs ont vérifié l’évolution du nombre de Weber en puissance -
3/5 même si les hypothèses demeurent très restrictives : turbulence homogène et isotrope, 
coalescence et forces visqueuses négligeables, et rhéologie de l’émulsion assimilée à celle de 
la phase continue. 
IV.3 Coalescence 
Dans les zones de circulation du mobile, à partir d’une taille minimale dmin, les interactions 
interparticulaires sont trop fortes et les gouttes se rencontrent et tendent à s’agréger voire à 
coalescer. dmin est la taille minimale de gouttes qu’il est possible d’obtenir compte tenu des 
forces d’attraction croissantes entre les particules de petite taille. 
En tenant compte des interactions électrostatiques et de celles de Van der Waals et, au moyen 
de la théorie DLVO (Deraguin Landau Verwey Overbek), Pacek et al. (1997) proposent, pour 
évaluer l’épaisseur critique entre deux gouttes, l’expression suivante : 
3
1
16
⎟⎠
⎞⎜⎝
⎛≈ πσ
mH
c
dAa  (1.19) 
où AH est la constante de Hamaker caractérisant la nature des deux liquides. 
Si la puissance locale dissipée, ε, est uniquement fonction des fluctuations de vitesse et que 
les agrégats concernés dm sont assimilés à l’échelle Λ, il vient : 
( )
4
1
8
1
8
3
3min
)(
ερc
H aACd =  (1.20) 
Dans la zone de l’agitateur, l’énergie volumique s’écrit selon : 
2
53
qD
DNcρε ≅  (1.21) 
D’où la relation, analogue à celle de Shinnar (1961) : 
8
34
1
8
3
min )( −⎟⎠
⎞⎜⎝
⎛⎥⎦
⎤⎢⎣
⎡≈ We
D
q
D
aA
D
d H
σ  (1.22) 
Expérimentalement, Sprow (1967) a vérifié l’existence des différents mécanismes de rupture 
dans une cuve agitée dans le cas où il existe une forte coalescence. Il a mesuré l’évolution des 
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diamètres minimaux en divers points de la cuve, près de l’agitateur et dans les zones de 
pompage de la cuve. 
La taille des gouttelettes est donc le résultat de deux processus : la rupture et la coalescence, 
et plus la concentration en tensioactif est élevée, plus la vitesse de coalescence est lente. On 
suppose souvent que la prévention de la coalescence est due à la répulsion colloïdale de la 
couche de tensioactif adsorbée [Dalmazzone, 2000]. 
Au sein de la cuve, on constate que le diamètre est déterminé par la coalescence, 4
3−≈ Nd  
(1.23), tandis que, vers l’agitateur, le diamètre est contrôlé par la rupture, 2
3−≈ Nd (1.24). 
Dans une cuve agitée en écoulement turbulent, les deux phénomènes, coalescence et rupture, 
interviennent et il est possible de définir une région où la taille des gouttelettes n’évoluera 
plus. Dans cette région, la taille des gouttes est suffisamment grande pour que les forces 
d’attraction interparticulaires n’aient pas d’effet et également suffisamment petite pour que la 
rupture ne soit plus possible. En résumé, les deux relations (1.23) et (1.24) définissant les 
diamètres minimaux permettent de tracer un diagramme de stabilité présenté sur la figure 1.6. 
 
Figure 1.6 : Diagramme de stabilité d’une dispersion 
 
Dans le zone de rupture, 5
2−≈ εMd  (1.25) 
Dans la zone de coalescence, 2
1−≈ εmd   (1.26) 
P/Vmin correspond à l’énergie volumique minimale de dispersion, en dessous de laquelle les 
deux phases restent bien distinctes. Il existe une zone où se superposent les effets de la rupture 
et de la coalescence dans laquelle l’énergie fournie par l’agitateur est inefficace. 
Pacek et al. (1997) ont comparé la vitesse de coalescence pour les dispersions H/E et E/H. le 
taux de coalescence de gouttes d’eau dispersées dans une huile et très supérieur à celui d’une 
dispersion huile dans l’eau, ceci bien que les propriétés des deux liquides restent inchangées. 
P/V 
d 
Stabilité 
Rupture 
Coalescence 
P/Vmin
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Cette différence peut s’expliquer en prenant en compte les interactions électrostatiques. En 
outre, à haute vitesse d’agitation, les diamètres moyens H/E et E/H sont pratiquement égaux, 
ce qui tend à prouver que les interactions électrostatiques deviennent négligeables devant les 
interactions hydrodynamiques. 
 
V.  Modèles de prédiction de tailles de gouttes formées en cuve agitée 
Nous avons vu que les mécanismes d’émulsification sont régis par les phénomènes simultanés 
de rupture et de coalescence. Les principales corrélations permettant le calcul du diamètre 
moyen des gouttes dans les systèmes liquide-liquide agités ont déjà fait l’objet d’une mise au 
point [Zhou et al., 1998]. La relation entre le diamètre de Sauter d32, le diamètre de l’agitateur 
D et le nombre de Weber s’exprime souvent sous la forme : 
6.032 −= CWe
D
d
 (1.27) 
Cette dernière équation a été vérifiée par quelques auteurs [Calabrese et al., 1986b ; Chen et 
Middleman, 1967] pour des dispersions très diluées avec des phases internes peu visqueuses.  
 
Cohen (1991) et Coulalogluo et Tavlarides (1976) prouvent que, dans le cas des émulsions 
concentrées où l’augmentation de la concentration de la phase interne entraîne 
l’amortissement de la turbulence et la croissance de la taille des gouttes, cette équation ne 
coïncide pas avec la théorie de Kolmogorov. Ainsi, Desnoyer et al. (2003) confirment cet 
effet, et suggèrent la modification de l’équation pour prendre en compte l’influence du 
pourcentage de la phase dispersée : 
( ) 6.02132 .1 −+= WeCCD
d φ  (1.28) 
Également, pour les cas où la viscosité de la phase dispersée est beaucoup plus grande que 
celle de la phase externe, Davies (1985) a proposé une modification de l’équation, qui, pour le 
cas général de dispersions relativement concentrées et phase interne visqueuse, prend la forme 
suivante : 
6.0max ).1()1.( −++= WeeaVC
D
d b
i φ  (1.29) 
Où 
3
1
32 ⎟⎠
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D
dND
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i
o
i σ
µ
ρ
ρ
 (1.30) 
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D’autres auteurs ont proposé de modèles divers qui sont aussi basés sur les concepts de la 
turbulence isotropique. Ces modèles permettent le calcul de non seulement la taille de goutte 
[Kumar et al., 1992 ; Nishikawa et al., 1991], mais aussi de la distribution de taille de 
gouttelettes [Tsouris et Tavlarides, 1994 ; Wright et Ramkrishna, 1994 ; Nambiar et al., 1994; 
Tobin et al., 1990 ; Baldyga et al., 2001]. 
 
Zhou et Kresta, (1998), suggèrent une synthèse non exhaustive résumant les corrélations 
théoriques établies à partie d’études expérimentales sur les dispersions liquide-liquide 
formées en cuve agitée présentée dans le tableau 1.1. 
 
Ces corrélations sont exprimées en termes de diamètre de Sauter, de diamètre maximum et 
d’énergie de dissipation. 
 
  
Propriétés Physiques Conditions Opératoires 
c
d
ρ
ρ
 
c
d
µ
µ
 
 σ  
 
 
Auteurs 
 
 
Corrélations 
(g/cm3) (cP) (dyn/cm) 
 
D 
(cm) 
 
T (cm) 
 
Φ 
 
N (rps) 
 
 
Type 
d’Agitateur 
Vermeulen et 
al. (1955) 6,032 −= WeCtef
D
d
φ  595,1693,0
595,1693,0
−
−
 
4,6581,1
184378,0
−
−
 
 
3,1-55,1 
 
_ 
 
25,4- 
50,8 
 
0,1-0,4 
 
1,80-
6,67 
Agitateur 
(4 pales) 
Rodger et al.  
(1956) 6,032 −
−
⎥⎦
⎤⎢⎣
⎡= We
T
d
Cte
D
d at  0,1
101,1761,0 −
 
0,1
91,3578,0 −
 
 
2,1-49 
 
5,1-
30,0 
 
15,5- 
45,7 
 
0,5 
 
1-20 
Turbine 
Rushton 
(6 pales) 
Calderbank 
(1958) 6,032 )75,31(06,0 −+= We
D
d φ  
6,032 )91(06,0 −+= We
D
d φ  
 
 
_ 
 
 
_ 
 
 
35-40 
 
 
5,8-
25,4 
 
 
17,8- 
38,1 
 
 
0-0,2 
 
 
_ 
Agitateur 
(4 pales) 
 
T.R. 
(6 pales) 
Chen et 
Middleman 
(1967) 
6,032 053,0 −= We
D
d
 
001,1997,0
101,1703,0
−
−
 
270,1890,0
8,2552,0
−
−
 
 
4,75-48,3 
 
5,1-
15,2 
 
10,0- 
45,7 
 
0,001-
0,005 
 
1,33-
16,7 
T.R. 
(6 pales) 
Sprow  
(1967) 6,032 0524,0 −= We
D
d
 
005,1
692,0
 
99,0
51,0
 
 
41,8 
 
3,2-
10,0 
 
22,2- 
30,5 
0-
0,015 
4,2-
33,4 
T.R.  
(6 pales) 
Brown et Pitt 
(1970) 6,032 )14,31(051,0 −+= We
D
d φ  
998,0972,0
838,0783,0
−
−
 
28,10,1
30,359,0
−
−
 
 
1,9-50,0 
 
10 
 
30 
 
0,05-
0,3 
 
4,2-7,5 
T.R.  
(6 pales) 
Van Heuven 
et Beek 
(1971) 
6,032 )5,21(047,0 −+= We
D
d φ  
998,0
_
 
 
_ 
 
8,5-48,5 
 
3,75-
40,0 
 
12,5- 
120 
 
0,04-
0,35 
 
_ 
T.R.  
(6 pales) 
Mlynek et 
Resnick 
(1972) 
6,032 )4,51(058,0 −+= We
D
d φ  
0,1
055,1
 
0,1
_
 
 
41 
 
 
10 
 
29 
 
0,025-
0,34 
 
2,3-
833 
T.R. 
 (6 pales) 
Browm et Pitt 
(1974) 
6,0
32 ⎥⎦
⎤⎢⎣
⎡=
cd t
Cted ρε
σ
 998,0972,0
838,0783,0
−
−
 
28,10,1
30,359,0
−
−
 
 
1,9-50,5 
 
10-15 
 
30 
 
0,05 
 
2,1-7,5 
 
T,R,  
(6 pales) 
 Coulaloglou 
et Tavlarides 
(1976) 
6,032 )47,41(081,0 −−= We
D
d φ  
0,1
972,0
 
0,1
3,1
 
 
43 
 
10,0 
 
24,5 
 
0,025-
0,15 
 
3,2-5,2 
T.R.  
(6 pales) 
Godfrey et 
Grilc 
(1977) 
6,032 )6,31(058,0 −+= We
D
d φ  
997,0986,0
829,0783,0
−
−
 
19,189,0
6,805,2
−
−
 
 
1,9-34,5 
 
5,1 
 
15,2 
 
0,05-
0,5 
 
8,33-
15,0 
T.R.  
(6 pales) 
Lagisetty et 
al. 
(1986) 
6,02.132 )0,41(125,0 −+= We
D
d φ  
0,178,0
47,188,0
−
−
 
1,20,1 −
− NewtonianNon
 
 
20-45,2-
50 
 
7,25 
 
14,5 
 
0,02 
 
3,33-
10 
T.R. 
(6 pales) 
Wang et 
Calabrese 
(1986) 
6,05
379,032 )97,01(053,0 −+= WeV
D
d
i  997,0792,0
986,0834,0
−
−
 
89,052,0
45981,0
−
−
 
 
0,21-47 
 
7,1-
15,6 
 
14,2- 
31,2 
 
<0,002 
 
1,4-4,7 
T.R. 
(6 pales) 
Calabrese et 
al. 
(1986) 
6,05
384,032 )91,01(053,0 −+= WeV
D
d
i  005,1792,0
101,1692,0
−
−
 
27,152,0
52051,0
−
−
 
 
0,21-48,3 
 
7,1-
19,6 
 
14,2- 
39,1 
 
<0,005 
 
0,93-
33,4 
T.R.  
(6 pales) 
Zhou et 
Kresta 
(1998) 
27,02
32 )(6,118
−= tNdd ε  _  _ _ _ _  0,0003 _ 
T.R. 
et hélice 
Shulze et al. 
(2000) )(32 φnWe
D
d ∝  _ _ _ _ _  0,05-
0,5 
_ T.R.  
(6 pales) 
Desnoyer et 
al. 
(2003) 
( ) )(32 φφ nWef
D
d =  _ _ _ _ _  0,1-0,6 
_ Hélice  
(6 pales) 
 
Remarques : 
 
• Cte et a sont des constantes 
• Dans les travaux de Calabrese et al., (1986) et Wang et Calabrese (1986), Vi =µd N dt / σ (ρc / ρd)1/2 est le nombre de viscosité 
• Dans les travaux de Brown et Pitt (1974) tc est le temps de circulation 
 
Tableau 1.1 : Synthèse des travaux de la littérature donnant les modèles de prédiction de tailles de gouttes [Zhou et Kresta, (1998)] 
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VI.  Conclusion 
Cette partie bibliographique s’applique à de nombreux systèmes liquide-liquide, tant du point 
de vue du procédé que de celui de la formulation. 
Par ailleurs, étant donné qu’une revue de la littérature existante dans le domaine de la 
formation des émulsions et de leur caractérisation ne peut être exhaustive, nous retiendrons 
les points essentiels suivants : 
 
• De nombreux facteurs dont, principalement, des aspects mécaniques liés à 
l’hydrodynamique ainsi que des aspects physico-chimiques liés à la formulation, 
interviennent lors du procédé d’émulsification. 
• La tendance générale des travaux traitant des aspects hydrodynamiques des 
dispersions liquide-liquide vise à analyser les paramètres macroscopiques régissant les 
mécanismes de rupture et de coalescence des gouttes. Les auteurs mesurent la taille de 
goutte en fonctions des conditions d’agitation et en déduisant des corrélations ou 
modèles phénoménologiques ou statistiques qui relient ces facteurs [Briceño, 2001]. 
• Certaines modélisations sont néanmoins très intéressantes mais restent limitées à des 
systèmes liquide-liquide spécifiques et à des conditions hydrodynamiques bien 
précises. L’application de ces modèles est donc particulièrement délicate. En outre, 
ces modèles font appel à des données difficilement mesurables. 
 
Il apparaît donc que l’approche fondamentale et globale de la relation entre hydrodynamique 
et formulation est un travail extrêmement complexe. Il est difficile de faire la part de 
l’importance relative des phénomènes mis en jeu et il est probable que les processus réels 
impliqués pendant la formation de l’émulsion soient encore plus complexes que ceux que 
nous venons de décrire. Cette étude se positionne donc clairement dans l’objectif de maîtriser 
et d’optimiser le procédé d’émulsification. 
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Introduction 
 
 
Nous nous plaçons ici, la démarche d’optimisation que nous développons dans le cadre d’un 
procédé de purification d’un acrylate multi fonctionnel. Il s’agit, en maîtrisant les paramètres 
de dispersion liquide-liquide, d’optimiser une opération d’extraction liquide-liquide. 
Le cas présent correspond à un cas industriel courant, qui nous a été proposé par la société 
Cray Valley. 
 
Après une brève présentation du contexte de l’étude, nous développerons les différentes 
étapes de la démarche que nous avons adoptée, à savoir : 
 l’identification des paramètres influençant le procédé étudié, et la quantification de 
leur influence sur le pilote de laboratoire, dans le cas d’un fluide modèle ; 
 la validation des résultats obtenus sur un pilote de laboratoire de Cray Valley, dans le 
cas du fluide industriel ; 
 la caractérisation numérique de l’hydrodynamique du réacteur industriel afin d’évaluer 
les performances du système d’agitation à l’aide de la méthode de simulation 
numérique CFD. 
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I. Contexte de l’étude : problématique 
Les résines photoréticulables font actuellement partie d’un secteur en plein essor dans la 
chimie de spécialité. C’est afin d’asseoir son implantation sur ce marché que Cray Valley, au 
travers du Centre de Recherche de l’Oise (CRO), cherche à développer et à améliorer ses 
procédés de fabrication, et à développer de nouveaux procédés. 
 
Le processus de fabrication des Acrylates Multi Fonctionnels (MFA), consiste en deux 
étapes : 
 étape de synthèse ; 
 traitements post-synthèse. 
 
Notre étude porte sur l’optimisation d’une étape postérieure à la synthèse des MFA, l’étape de 
lavage du produit formé. 
La synthèse de MFA repose sur l’estérification de l’acide acrylique et du tripropylèneglycol à 
l’aide des catalyseurs, acide méthane sulfonique (AMS) et acide hypophosphoreux (H3PO2). 
Des inhibiteurs de polymérisations sont présents, tels que : l’hydroquinone (HQ) et l’éthyle 
méthyle quinone (EMHQ), ayant pour but de stabiliser les doubles liaisons. 
Cette réaction se réalise avec un excès d’alcool et en présence d’un solvant organique 
(heptane). A son terme, nous récupérons le MFA avec un mélange des impuretés. 
La synthèse peut se schématiser sur la figure 2.1:  
 
 
Figure 2.1 : Schéma de synthèse de MFA 
 
Il est donc nécessaire d’éliminer toutes les impuretés contenues dans le MFA. Pour cela, on 
réalise une série de lavages avec une phase aqueuse. Toutes les lavages sont réalisés dans un 
mélanger décanteur suivant la séquence suivante (figure 2.2): 
 
 
Synthèse 
Acide acrylique 
AMS + H3PO2 
HQ + EMHQ 
Solvant 
Alcool MFA 
Impuretés 
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 un premier lavage réalisé avec une solution de soude, ayant pour but d’éliminer l’acide 
acrylique résiduel. Ce lavage est appelé neutralisation.  
Le mélange de la phase organique avec la phase aqueuse crée une dispersion de la 
phase aqueuse dans la phase organique favorable à l’extraction de l’acide, qui va 
ensuite réagir avec la soude contenue dans la phase aqueuse. L’extraction, d’une durée 
de 2 min, suivie d’une phase de décantation de 15 min. 
 un second lavage à la soude caustique permet ensuite de neutraliser l’inhibiteur ainsi 
que les résidus acides éventuels. 
L’extraction dure 30 min, et la décantation 60 min. Cette étape est répétée au 
minimum deux fois, jusqu’à l’obtention d’un résiduel en acide tolérable. 
 enfin, un dernier lavage, à l’eau, a pour but d’extraire les résidus de soude de la phase 
organique et d’empêcher ainsi toute réaction de saponification. 
Le lavage est réalisé pendant 3 min, il est suivi d’une décantation qui dure 30 min. 
Cette étape est répétée deux fois minimum de manière à obtenir une phase organique 
ayant les caractéristiques désirées (pH, couleur, …). 
Ce qui peut être schématisé par la suite : 
 
 
Figure 2.2 : Schéma de purification de MFA 
 
Ces différentes étapes nécessitent l’introduction d’un volume important de phase aqueuse, 
qu’il faut ensuite traiter. De plus, la totalité du processus de lavage dure environ quatre 
heures, (durée intéressante à réduire).  
 
ET
Soude 
ET 
Effluents aqueux 
Phase organique  
ET
Soud
Phase organique  Phase organique 
Vers stripping Effluents aqueux Effluents aqueux 
Neutralisation Lavage caustique 
N > 2 
Lavage aqueux 
N > 2 
Eau Solvant 
Produit brut 
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En accord avec Cray Valley, nous nous sommes focalisés sur l’étude de l’étape de 
neutralisation. Nos objectifs ont été les suivants : 
• améliorer la compréhension des phénomènes de cinétique et de diffusion qui régissent 
la neutralisation, 
• déterminer l’influence des paramètres hydrodynamiques et physico-chimiques sur le 
rendement de la neutralisation, 
• optimiser (minimiser) la consommation d’eau et le temps de cycle total du lavage. 
 
La figure 2.3 schématise le réacteur (laveur) avec ses agitateurs, ses courants d’entrées et de 
sorties. 
 
Figure 2.3 : Réacteur industriel de neutralisation 
 
La neutralisation (extraction) et la décantation se réalisent dans le même réacteur en arrêtant 
l’agitation pour la deuxième étape. Au terme de la décantation, les deux effluents se séparent 
et un nouveau lavage succède. 
Différentes analyses sont effectuées sur le produit final (à la fin de série de lavage). Les 
différents constituants doivent respecter les spécifications requises: 
 
 Acidité finale ≤ 0,05 % 
 Coloration ≤ 75 (APHA) 
 Teneur en HQ_EMHQ < 60 ppm 
 pH < 9 
Ces différents critères ainsi que les méthodes d’analyses associées sont définis par la suite. 
Produit brut 
Solvant 
Soude 
Eau 
ET
Effluents aqueux
Laveur
Phase organique  
Vers stripping 
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II. Analyse du procédé 
La neutralisation est une réaction acide-base. Elle représente, dans notre application, un 
processus de type extraction liquide-liquide, où elle convertit les composés à extraire (solutés) 
dans un sel soluble dans la phase aqueuse, en changeant leurs propriétés physiques et 
favorisant leur élimination [Thornton, 1992]. 
Normalement, les composés organiques peuvent être classés selon le type de leur groupe 
fonctionnel, comme un neutre, un acide, ou une base. La solubilité dans l'eau de ces composés 
souvent limitée à cause de leur caractère non polaire. On a intérêt à les faire réagir afin 
d’obtenir un composé soluble dans la phase aqueuse. La neutralisation est une des réactions 
chimiques utilisée à cette fin [Treybal, 1963 ; Seader et Henley, 1998]. 
 
Lors de la fabrication de MFA, l’étape de neutralisation consiste à réaliser une réaction entre 
les impuretés présentes dans le brut de MFA, telles que les acides forts, l’acide acrylique et 
les inhibiteurs [hydroquinone (HQ) et éthyle méthyle quinone (EMHQ)], et une phase 
aqueuse d’une solution basique de NaOH. 
Principalement les solutés se transfèrent de la phase organique vers la phase aqueuse à travers 
l’interface, selon un mécanisme de diffusion, puis ils entrent en réaction acide-base avec la 
soude. Le schéma de principe est donné par la suite : 
 
A titre indicatif, la réaction de neutralisation d’acide méthane sulfonique est la suivante: 
CH 3 S
O
O
O
H
N a O H CH 3 S
O
O
O
N a
OH 2+ +
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Les sels résultants sont transférés vers la phase aqueuse, laissant les autres composés 
organiques neutres dans la phase organique. 
 
II.1  Principe de l’extraction liquide-liquide 
L’extraction liquide-liquide est un procédé qui permet la séparation de deux ou plusieurs 
constituants d’un mélange en mettant à profit leur distribution inégale entre deux liquides non 
totalement miscibles. Ce procédé de séparation consiste à ajouter à un mélange homogène 
liquide, dont on veut extraire un ou plusieurs constituants (solutés), un autre liquide non 
totalement miscible (solvant) dans lequel ces constituants sont solubles. 
Généralement, les opérations d'extraction liquide-liquide sont classées en deux catégories 
[Robbins, 1979]: 
• une extraction avec un solvant organique : extraction dans laquelle ce solvant qui 
possède une grande affinité pour le composé à extraire, est utilisé pour l’extraire d'une 
autre solution. 
• une extraction réactive : où le solvant réagit avec la substance extraite, changeant ses 
propriétés et favorisant son extraction du milieu. 
C’est le deuxième type qui va être utilisé dans cette application. 
 
Dans les deux cas, le procédé requiert deux opérations successives : 
• une mise en contact intime des deux liquides durant un temps suffisant à l'obtention de 
l'équilibre pendant lequel le ou les solutés sont transférés d’une phase à l’autre; à 
l'équilibre, le rapport des concentrations du soluté dans les deux phases, appelé le 
coefficient de distribution, donne une mesure de l'affinité relative du soluté pour ces 
dernières [Rydberg et al., 1992]. 
• une séparation ultérieure des deux liquides. 
Cette mise en contact consiste à disperser une phase dans l’autre sous forme de gouttes. Le 
système est donc composé d’une phase continue, et d’une phase dispersée. La distribution de 
la taille des gouttes joue un rôle très important pour l’efficacité de l’extraction liquide-liquide, 
contrôlant l’aire interfaciale entre les deux phases et favorisant le transfert de matière 
[Kraume et al., 2000]. 
Chapitre 2  Optimisation d’un procédé de purification par extraction liquide-liquide 
 45
En effet, le processus de transfert de matière, l’extraction liquide-liquide, dépend de la 
coalescence et de la dispersion répétitive des gouttes afin d’achever le taux de transfert requis. 
Il exige le contrôle de l’aire interfaciale au lieu de contrôler le diamètre moyen des gouttes et 
la distribution de taille des gouttes. 
Pour un procédé économique, fiable, compact, et efficace, qui assurera la séparation avec une 
excellente sélectivité et une cinétique d'échange rapide, il faut prendre en considération 
plusieurs points essentiels : 
• le choix du solvant : il est primordial et parfois difficile ; dans notre cas, ce choix est 
imposé par le type de réaction de neutralisation ; 
• les données cinétiques qui décrivent la vitesse à laquelle s'effectue le transfert du 
soluté d'une phase à l'autre ; 
• les données thermodynamiques, qui sont nécessaires à la détermination des courbes de 
distribution nécessitant de nombreuses et fastidieuses mesures. 
II.2  Aspect cinétique 
Dans le processus d'extraction où deux liquides immiscibles sont mis en contact afin de 
provoquer la diffusion d'une substance d'un liquide à l'autre en traversant l’interface des 
phases, il est clair que la substance à diffuser doit traverser plusieurs couches de fluide 
visqueuses ou turbulentes. 
 
Conventionnellement, le transfert de matière dans l’extraction liquide-liquide a été considéré 
comme un processus entre deux phases qui dépend des étapes successives suivantes [Cote, 
1998] : 
• la convection et la diffusion du soluté dans tout le volume de la phase d’alimentation ; 
• la diffusion au travers des films d’interface et de l’interface ; 
• la convection et la diffusion du soluté dans tout le volume de la phase extractive. 
 
II.2.1 Transfert de matière entre deux phases 
La théorie classique du double film est utilisée pour expliquer le mécanisme de transfert de 
matière d'un soluté entre deux phases. La théorie suggère que les deux phases sont en 
équilibre à l’interface, et par conséquent qu’aucune résistance n’existe au niveau de 
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l'interface. La résistance du transfert de matière se produit donc dans les films minces de 
chaque côté de l'interface. Les concentrations dans les phases sont supposées constantes grâce 
aux tourbillons turbulents et à la diffusion moléculaire. Cette première image du processus du 
transfert de matière complet a été introduite par Whitman [Launder et al., 1974]. 
 
Les gradients de concentration dans le transfert de matière interfacial sont illustrés sur la 
figure 2.4. 
 
Figure 2.4 : Représentation du gradient de concentration à l’interface 
 
La concentration de la substance diffusée y est donnée en fonction de la distance à l’interface. 
Les deux phases liquides sont désignées par E et R, et les indices pour la concentration font 
référence aux différentes zones du système, i pour l'interface, E et R pour les portions 
principales des phases correspondantes. 
Ainsi, le gradient de la concentration (CEi – CE) présente la force motrice de diffusion dans le 
volume total de la phase E où la concentration moyenne est CE. 
La résistance de la diffusion moléculaire équivalente est représentée par l'épaisseur IE et IR. 
 
 
 
 
Chapitre 2  Optimisation d’un procédé de purification par extraction liquide-liquide 
 47
II.2.2 Coefficient global de transfert 
Prenant en compte le taux du transfert de matière d'un soluté d'une solution R à la solution E, 
les quantités de soluté transféré peuvent être écrites comme [Leybros, 2004]: 
 
N f = k R A ( CR – CRi ) = k E A ( CEi – CE ) (2.1) 
 
N f = k R A ( CR – C°R ) = k E A ( C°E – CE ) (2.2)  
Avec : 
k = le coefficient de transfert de matière du film pour une phase particulière [m.s-1] 
A = l’aire interfaciale [m2] 
C = la concentration du soluté dans tout le volume de la phase [kg.m-3] 
Ci = la concentration du soluté à côté de l’interface [kg.m-3] 
K = le coefficient global du transfert de matière [m.s-1] 
C° = la concentration du soluté dans la phase qui est en équilibre avec l’autre phase 
[kg.m-3] 
m = le coefficient de distribution 
 
Le coefficient global de transfert de matière est relié aux coefficients de transfert de matière 
des films par l'équation suivante: 
 
ERR mkkK
111 +=  (2.3) 
 
Les facteurs affectant le taux de transfert de matière sont : 
 
 Les coefficients de transfert de matière : 
Les coefficients de transfert de matière sont influencés par [Apreotesei et al., 2003]: 
1. la composition des phases, gouvernant la diffusivité ; 
2. la température, affectant le taux de diffusion; 
3. le degré et le type d'agitation, affectant l’épaisseur du film et la turbulence 
interfaciale; 
4. la direction du transfert de matière ; 
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5. les propriétés physiques du système (densités, viscosités, tension 
interfaciale, etc.). 
 
 L’aire interfaciale : 
Selon Skelland (1978), elle dépend de: 
1. la composition des phases, affectant les densités des phases et la tension 
interfaciale; 
2. la température, affectant la tension interfaciale; 
3. le degré et le type d'agitation, créant une dispersion plus ou moins fine de 
la phase dispersée ; 
4. la proportion des phases ; 
5. les propriétés physiques du système. 
 
 Les forces motrices, ∆C :  
Elles dépendent de: 
1. la concentration du soluté dans le volume de deux phases; 
2. le coefficient de distribution ; 
3. la température, affectant le coefficient de distribution. 
 
Toutefois, dans la plupart des procédés, il existe des interactions chimiques qui sont 
caractérisées par leurs propres cinétiques. En effet, il y a souvent une rupture et une formation 
de liaisons chimiques au cours de l’extraction. Il s’ensuit qu’une ou plusieurs étapes 
chimiques du mécanisme global de la réaction peuvent être suffisamment lentes pour limiter 
la vitesse d’extraction. 
Ainsi, de façon générale, le coefficient global de transfert d’un soluté d’une phase dans l’autre 
est fonction de la cinétique d’une ou plusieurs réactions chimiques, et/ou de la vitesse de 
diffusion (moléculaire ou turbulente) des espèces impliquées [Cote, 1998]. Selon l’importance 
respective de ces effets, le transfert, supposé thermodynamiquement possible, sera contrôlé 
par une cinétique chimique (régime cinétique) ou une cinétique de diffusion (régime 
diffusionnel), ou encore par les deux simultanément (régime mixte). 
 
On peut préciser que le mécanisme exact du transfert de matière interfacial dans un extracteur 
est beaucoup plus compliqué que l’approche précédente. Le taux de transfert de matière est 
affecté par l'hydrodynamique complexe de la turbulence à l’interface et par la coalescence des 
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gouttes [Cote, 1998]. Néanmoins, la théorie du double film est encore applicable pour 
interpréter les paramètres d'extraction qui affectent le taux de transfert de matière. 
 
II.3 Agitation mécanique 
Le procédé d’élimination des impuretés comporte deux étapes, une dispersion et une 
décantation, dans lesquelles l’agitation mécanique joue un rôle primordial. 
 
D’une part, le degré et la nature de l'agitation peuvent avoir une influence importante sur le 
transfert de matière, en influençant l'épaisseur du film (et, par la suite, augmenter le 
coefficient de transfert de matière) et en augmentant l’aire interfaciale en créant une 
dispersion plus fine des deux phases [Zhou et al., 1998]. 
 
Cependant, il y a aussi d’autres facteurs qui deviennent importants au-delà d'un certain point 
et qui ont tendance à empêcher une amélioration supplémentaire du transfert de matière avec 
l’augmentation de l’agitation [Skelland et al., 1978]:  
 
 avec la diminution de la taille des gouttes de la phase dispersée, la turbulence 
interfaciale diminue et la circulation du fluide dans les gouttes diminue jusqu’à ce que 
les gouttes soient assimilables à des sphères rigides. Tout le transfert de matière dans 
les gouttes est dû à la diffusion moléculaire qui est relativement lente, générant une 
diminution du coefficient de transfert de la phase dispersée ; 
 les très fines gouttelettes résultant d’une agitation excessive réduisent les interactions 
entre les gouttelettes et donc abaissent les coefficients de transfert de matière. 
 
Ces phénomènes peuvent contre-balancer les avantages liés à l’augmentation de l’aire 
interfaciale. Par conséquent, toutes ces considérations sur le transfert de matière suggèrent la 
possibilité d’arriver à un degré optimum d'agitation pour un taux de transfert de matière 
maximal. 
 
D’autre part, les phénomènes qui ont lieu pendant la décantation sont très complexes. 
Plusieurs paramètres influencent la séparation d’une dispersion liquide-liquide, parmi lesquels 
on cite le degré de turbulence induite dans la cuve, les propriétés physiques des liquides, telles 
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que la viscosité, la masse volumique et la tension interfaciale [Ban et al., 2000 ; Willliam et 
al., 1979]. 
Les études sur la coalescence qui ont été rapportées par Shen et al. précisent que pour plus 
d’efficacité de la phase de décantation [Schweitzer, 1979], il faut : 
 
1. minimiser la turbulence dans la cuve ; 
2. éviter la présence de petites gouttes dans la cuve. 
 
Puisque la dispersion est faite en mélangeant une phase liquide avec une autre en utilisant un 
cisaillement élevé dans un appareil de grande turbulence [May et al., 1998 ; Wichterle, 1995], 
il faut contrôler la qualité de dispersion créée afin d’optimiser à la fois le transfert de matière 
et la séparation des deux phases ensuite. 
 
Finalement, la synthèse de l’ensemble met en évidence l’existence d’un grand nombre de 
facteurs opératoires et physico-chimiques qui affectent la performance du procédé [Jeelani et 
al., 1998-1999 ; Kraume, 2003 ; Kyuchoukov et al., 1998 ; Lewis et al., 1924], à savoir : 
 
1. les propriétés physiques des deux phases : la viscosité, la différence de densité, 
la tension interfaciale, etc…. ; 
2. la proportion volumique des phases ; 
3. le transfert de matière ; 
4. la coalescence des gouttes dans leur propre phase et leur coalescence binaire ; 
5. la taille des gouttes et leur distribution ; 
6. la géométrie de la cuve et de l’agitateur ; 
7. l’intensité et la durée d’agitation ; 
8. le temps de séparation. 
 
Dans ce procédé de purification, la réaction acide-base, directe et rapide, est le mécanisme 
majeur permettant le transfert de matière. Celui-ci dépend de l’aire interfaciale développée, 
elle-même liée à la qualité de dispersion créée. La qualité de dispersion est fonction de 
plusieurs paramètres ici bien identifiés, et parfaitement quantifiables par une démarche 
expérimentale. C’est donc ce type de démarche que nous avons privilégiée. 
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Dans un premier temps nous avons choisi de déterminer l’influence de plusieurs paramètres 
sur l’efficacité d’élimination des impuretés de la phase organique reconstituée. Puis, une étape 
de vérification est réalisée sur un brut industriel dont l’objectif est de confirmer nos 
observations sur les effets notoires de quelques variables, avant de passer à l’étape finale 
comportant des suggestions et des modifications de la série complète de lavage dans le but 
d’optimiser les effluents aqueux ainsi que la durée de série. 
 
III.  Méthode expérimentale 
Les paramètres étudiés sont : 
• la stoechiométrie ; 
• la concentration en soude ;  
• la présence de solvant et sa quantité ; 
• la vitesse d’agitation ; 
• la durée d’agitation ; 
• le type d’agitateur. 
 
III.1 Dispositif expérimental 
Les expériences sont effectuées dans un réacteur d’un litre à double enveloppe d’un diamètre 
de 100 mm, équipé de quatre chicanes. L’agitateur est du type turbine de Rushton d’un 
diamètre de 52 mm (D/T = 0,52). Précisons que cette configuration de système d’agitation ne 
correspond pas à celle du réacteur industriel destiné à réaliser l’opération, figure 2.5. 
 
Figure 2.5 : Schéma de mélangeur décanteur, échelle laboratoire 
HL 
HA 
T 
ET 
D 
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Le rapport des quantités de liquides mélangés, le taux de rétention, a une importance 
considérable pour la détermination des phases dispersée et continue. 
De même, plusieurs paramètres physico-chimiques et hydrodynamiques ont une influence 
importante sur la nature de la dispersion obtenue [Henschke et al., 2002]. Dans notre cas, la 
phase organique représente la phase continue [brut reconstitué]. Elle est composée de : 
• Monomère ; 
• Hydroquinone photographique à 99,5 % ; 
• Acide méthane sulfonique (AMS : CH3SO3H), à 70 % ; 
• Acide hypophosphoreux (H3PO2), à 50 % ; 
• Acide acryliquel (C3H4O2) ; 
• Heptane (C7H16), à 95 %. 
 
Le brut reconstitué est préparé selon une recette massique précise fournie par Cray Valley. 
Une fois la phase organique préparée, nous ajoutons la quantité requise de solution basique 
d’hydroxyde de sodium (NaOH). Les deux phases sont mélangées pendant un certain temps 
afin d’atteindre l’équilibre. 
Une étape de décantation succède à l’extraction, étape durant laquelle la phase dispersée 
coalesce, puis les deux phases se séparent en deux volumes distincts. Au terme de la 
décantation, la phase aqueuse est soutirée du réacteur, et un échantillon de phase organique 
est prélevé, puis analysé. 
La température de mélange est régulée à 50°C tout au long de l’expérience par une circulation 
d’eau chaude prélevée dans un bain thermostaté. 
 
III.2 Méthodes d’analyses 
Afin de suivre l’avancement de la réaction de neutralisation des acides et des inhibiteurs, la 
phase organique est analysée à la fin de chaque étape. 
Les méthodes mises en œuvre permettent de qualifier la quantité d’acide globale, la 
concentration en hydroquinone et la coloration en fonction de la pureté de la phase organique. 
 
III.2.1 Détermination de l’acidité totale 
C’est un dosage potentiométrique en phase organique de la totalité des acides (traces de 
catalyseurs, d’inhibiteurs et d’acide acrylique (AA)) par la potasse méthanolique à 0,1 N. 
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Les analyses ont été réalisées dans un potentiomètre automatique complet (METTLER 
TOLEDO-DL50), en utilisant une électrode de type DG111-SC (mv). Notons que le milieu de 
titrage est un mélange de solvants : Tolène/ Métanole : 2/1 volumique. 
 
III.2.2 Analyse d’Hydroquinone 
Nous avons utilisé un chromatographe en phase liquide à haute performance HPLC, Thermo 
Finningan, pour mesurer la composition d’inhibiteur [HQ] de la phase organique.  
Les analyses ont été effectuées dans les conditions suivantes :  
- colonne symétrique ®, C18, 5µm (1,6 × 150 mm) ; 
- phase mobile : Eau (CH3COOH)/Acétonitrile : 70/30, débit (1 ml/min), volume 
d’injection (20 µl) ; 
- détecteur UV2000 (290 nm) ; 
- temps de rétention d’HQ (1,7 min). 
 
III.2.3 Détermination de la coloration HAZEN 
Après décantation, s’il reste des gouttelettes de cette phase aqueuse dans la phase organique, 
celle-ci est trouble et prend un reflet marron. Cet effet de coloration est un élément de 
contrôle de qualité du produit final exigé. 
 
La coloration d’un échantillon est déterminée selon l’échelle HAZEN, à l’aide d’un 
comparateur à disque LOVIBOND. 
Le principe est de comparer la coloration d’un disque HAZEN à un tube rempli de produit à 
analyser, par rapport à un tube rempli d’eau déminéralisée. 
Nous disposons d’un comparateur LOVIBOND, un disque standard de coloration HAZEN et 
des tubes à coloration HAZEN de 26 mm de diamètre, de 150 mm de hauteur pour un volume 
de 50 ml. 
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IV.  Résultats et discussion 
IV.1  Test de reproductibilité 
Une analyse de reproductibilité est effectuée, en réalisant quatre expériences dans des 
conditions opératoires identiques. Ces conditions sont considérées comme les conditions 
standard dans la suite de travail, à savoir : 
 Masse initiale de la phase organique = 0,5 kg ; 
 CNaOH = 25 % M ;  
 T = 50°C ; 
 N = 1000 tr/min ; 
 Durée d’agitation = 2 min ; 
 Temps de décantation = 15 min ; 
 Turbine de Rushton ; HA = 55 mm. 
 
La recette de reconstitution de phase organique, la concentration de soude, la température, les 
durée d’agitation et de décantation sont identiques à ceux utilisés dans le procédé industriel. 
Précisons que, dans la suite de travail, nous insistons seulement sur les conditions qui varient 
par rapport aux conditions standard. 
 
La figure 2.3 présente les résultats obtenus en terme d’indice d’acidité [IA] (figure 2.6a) et 
d’élimination d’hydroquinone [HQ] (figure 2.6b). 
 
80
90
100
0 1 2 3 4 5
N° Experience
R
en
d
em
en
t 
%
80
90
100
0 1 2 3 4 5
N° Experience
R
en
d
em
en
t 
%
Figure 2.6a : Reproductibilité des analyses 
d’IA 
Figure 2.6b : Reproductibilité des analyses 
d’HQ 
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Il faut noter que les calculs sont effectués en terme de rendement (pourcentage d’élimination 
par rapport à la quantité initiale). 
 
Les expériences sont donc bien reproductibles. Pour l’IA, la valeur moyenne obtenue est égale 
à 99,12 % avec un écart type de 1,1. Alors que pour l’HQ, la valeur moyenne est de 96,44 % 
avec un écart type plus important de 1,82. 
 
IV.2 Influence de la vitesse d’agitation 
Comme nous l’avons mentionné auparavant, pour déterminer le type de régime du système -
diffusionnel, cinétique ou mixte- il faut évaluer l’influence de la vitesse d’agitation sur le flux 
de matière transféré. En général, une extraction se produisant en régime diffusionnel ou mixte 
est caractérisée par le fait que le flux de matière augmente lorsqu’on augmente la vitesse 
d’agitation des phases. Cela résulte d’une diminution de l’épaisseur des films de diffusion. 
L’absence de variation en fonction de la vitesse d’agitation est souvent interprétée comme un 
critère indiquant une limitation de nature chimique. 
Pour évaluer l’influence de la vitesse d’agitation, nous avons fait varier ce paramètre entre 
300 et 2000 tr/min en gardant les autres conditions opératoires standard constantes. La gamme 
étudiée consiste de six valeurs différentes de vitesse d’agitation, [300–450–600–1000–1500-
2000 tr/min]. 
 
L’influence est interprétée non pas sur le transfert des acides, qui n’est pas qualifié, mais 
directement sur leur élimination à travers l’indice d’acidité [IA] et la quantité d’hydroquinone 
restante. 
 
IV.2.1 Effet sur l’indice d’acidité 
La figure 2.7 représente l’influence de la vitesse d’agitation sur l’efficacité d’élimination des 
acides. Quelle que soit la vitesse de rotation, l’efficacité est importante, supérieur à 95 %. 
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Figure 2.7 : Rendement d’élimination des acides en fonction de la vitesse d’agitation 
 
Le fait que la soude soit en excès de 10 % par rapport au pourcentage stoechiométrique rend 
la conversion des acides presque complète puisque la réaction acide-base est très rapide. 
 
Concernant l’indice d’acidité dans la phase organique après la neutralisation, on note sur la 
figure 2.8, que la valeur optimale de 0 % est obtenue pour une vitesse d’agitation de 1000 
tr/min, correspondant à 100 % d’élimination. Pour des valeurs inférieures comme pour des 
valeurs supérieures, une quantité d’acide résiduelle est présente dans la phase organique après 
la neutralisation. Celle-ci subira ensuite d’autres lavages. 
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Figure 2.8 : Indice d’acidité de la phase organique en fonction de la vitesse d’agitation 
 
Notre observation du comportement du système pendant l’opération de neutralisation permet 
de noter que : 
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 dans le cas où la vitesse d’agitation est de 300 tr/min, la turbulence est faible mais les 
circulations sont suffisantes dans le réacteur, de façon à favoriser le contact des phases 
entre elles. L’existence d’une mince couche marron au fond du réacteur tout au long 
de l’opération est due aux sels formés par la réaction qui ont sédimenté dès le début 
[phénomène de fond]; 
 à une vitesse d’agitation de 1500 tr/min, la turbulence est plus élevée. Le fait que 
l’indice d’acidité ne soit pas nul peut s’expliquer par le fait que le transfert de matière 
n’est pas optimal entre les petites gouttes. 
 
IV.2.2 Effet sur l’élimination d’hydroquinone 
L’influence de la vitesse d’agitation sur l’élimination de l’hydroquinone [HQ] est similaire à 
celle notée pour l’élimination des acides (figure 2.9). 
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Figure 2.9 : Rendement d’élimination d’HQ en fonction de la vitesse d’agitation 
 
L’efficacité d’élimination de l’hydroquinone semble sensible à la vitesse d’agitation dans une 
gamme comprise entre 200 et 500 tr/min. 
De 500 à 2000 tr/min, la vitesse d’agitation influence peu le rendement d’élimination η. Nous 
notons toutefois que l’optimum correspondant à η = 97 % est également obtenu à une vitesse 
de l’ordre de 1000 tr/min. 
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Les résultats obtenus montrent donc que sur les deux critères évalués, élimination des acides 
et élimination de l’hydroquinone, la vitesse d’agitation influence le transfert de matière tant 
que l’homogénéisation n’est pas suffisante (N < 500 tr/min). 
Selon la formule de Nagata (1975), équation 2.4, la vitesse minimale de dispersion vaut 1078 
tr/min dans notre cas où : ρc = 870 (kg/m3), ρd = 1333 (kg/m3), µc = 0,1 (Pa.s), T = 0,1 (m). 
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Nos résultats expérimentaux sont donc cohérents. 
Une fois la vitesse suffisante pour bien homogénéiser les deux phases, ce paramètre influence 
peu le transfert des composés de la phase organique à la phase aqueuse : on est donc en 
régime de type diffusionnel. 
 
De cette analyse, on note qu’il préférable de travailler avec une vitesse d’agitation qui est 
dans la gamme d’homogénéité complète et pas trop élevée, [600-1500 tr/min], pour assurer 
une élimination quasiment complète des acides et des inhibiteurs d’un seul coup. 
 
IV.3 Influence de la stoechiométrie 
Afin de vérifier l’influence de la réaction acide-base sur le transfert de matière, nous avons 
fait varier la quantité de soude. Une expérience a été réalisée en conditions stœchiométriques, 
une seconde à 10 % en défaut par rapport aux conditions stœchiométriques. Toutes les autres 
variables correspondent aux conditions standard. 
Les résultats obtenus sont comparés aux résultas correspondant aux conditions standard, (10 
% d’excès par rapport à la stœchiométrie). 
L’influence de la quantité de soude est moins importante sur l’indice d’acidité. On a 100 % 
d’élimination lorsqu’on travaille en excès ou en conditions stœchiométriques, alors que le 
rendement chute à 96 % lorsque la soude est en défaut de 10 % (figure 2.10a). En ce qui 
concerne l’hydroquinone, le rendement d’élimination est égal à 100 % lorsqu’on travaille en 
stœchiométrie ou en excès de soude. Mais lorsqu’on travaille en défaut, le rendement chute 
rapidement : seulement 27 % à 10 % en défaut de NaOH (figure 2.10b).  
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Figure 2.10a : Rendement d’élimination des 
acides en fonction de la stœchiométrie 
Figure 2.10b : Rendement d’élimination 
d’HQ en fonction de la stœchiométrie  
 
On met donc ici en évidence l’influence des réactions chimiques sur le transfert des acides. 
Les acides forts réagissent de manière prioritaire avec la soude (pourcentage d’élimination 
plus élevé en sous stœchiométrie), puis l’hydroquinone réagit à son tour. 
Le fait de travailler légèrement en excès de soude permet d’assurer une bonne élimination de 
cette dernière. 
 
IV.4  Influence de la durée d’agitation 
L’objectif à ce stade est de mettre en évidence l’influence de la durée d’agitation sur le 
transfert de matière. Pour cela, un prélèvement en continu est effectué dans le réacteur toutes 
les deux minutes, de 2 à 6 min, ainsi qu’un prélèvement à 12 min. Chaque échantillon de 10 
ml décante pendant 15 min avant d’être analysé. 
L’expérience est répétée pour deux valeurs de vitesse différentes : N = 350 et 600 tr/min. 
Il faut noter que l’agitateur est placé à 30 mm du fond du réacteur au lieu de 55 mm 
initialement. En effet, nous avons remarqué que les résultats d’analyses effectués sur des 
prélèvements n’étaient pas reproductibles lorsque l’agitateur se trouve trop près de la surface 
du liquide. 
 
Alors les conditions opératoires à ce stade sont : 
 Masse initiale de la phase organique = 0,5 kg ; 
 CNaOH = 25 % M ;  
 T = 50°C ; 
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 N = 350-600 tr/min ; 
 Durée d’agitation = 2-4-6-12 min ; 
 Temps de décantation = 15 min ; 
 Turbine de Rushton ; HA = 30 mm. 
 
Le changement de position d’agitateur entraîne une modification de certains paramètres : 
 la vitesse qui correspond au phénomène de fond, caractérisé par la couche 
marron de sels, passe de 300 à 250 tr/min, 
 la vitesse qui correspond à la limite entre le phénomène du fond et 
l’homogénéité totale, passe de 450 à 350 tr/min, 
 la vitesse qui correspond à l’homogénéité totale vaut 600 tr/min. 
 
IV.4.1 Effet sur l’indice d’acidité 
On constate que le rendement d’élimination des acides correspond à une valeur optimale de 
100 % à partir d’une durée d’agitation de 4 minutes, quelle que soit la vitesse d’agitation 
(figure 2.11). Nous insistons sur le fait qu’à une vitesse d’homogénéité complète le rendement 
d’élimination d’acides est plus important que dans les cas où on est à la limite de ce 
phénomène. 
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Figure 2.11 : Efficacité d’élimination des acides en fonction de la durée d’agitation pour 
différentes vitesses 
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IV.4.2 Effet sur l’élimination d’hydroquinone  
Le même effet est observé en ce qui concerne la quantité d’HQ restante. Elle diminue avec le 
temps, et à 12 min, cette quantité devient nulle, à n’importe quelle vitesse d’agitation (figure 
2.12). Néanmoins, à partir de 6 min, la quantité d’HQ restante est inférieure à 60 ppm, valeur 
correspondant au critère d’arrêt pour les étapes de lavage caustique suivantes. 
Les résultats sont présentés en terme d’efficacité sur la figure 2.13. 
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Figure 2.12 : Effet de la durée d’agitation 
sur la quantité d’HQ restante pour 
différentes vitesses 
Figure 2.13 : Efficacité d’élimination d’HQ en 
fonction de la durée d’agitation pour différentes 
vitesses 
 
Les résultats montrent qu’il est nécessaire de travailler avec des durées d’agitation plus 
importantes que la durée standard de l’étape (soit 2 min), pour augmenter de façon 
significative l’efficacité de transfert. 
 
IV.5 Influence de la concentration de soude 
A stoechiométrie constante, une même quantité de soude peut être introduite de manière plus 
ou moins diluée. Les conditions standard correspondent à une concentration de soude de 25 % 
M, soit une quantité de solution aqueuse de 47,667 ml pour 0,5 kg, en travaillant en 1,1 de 
conditions stoechiométriques. 
Une augmentation de la concentration en soude pourrait éventuellement nous permettre de 
générer des volumes de solutions de lavage moins importants. 
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Nous avons donc déterminé l’influence de la concentration en soude sur les pourcentages 
d’élimination des acides, pour une concentration variant entre 0 % et 50 %. La valeur 
maximale de concentration de soude admissible est déterminée de façon à éviter toutes les 
éventuelles réactions secondaires de saponification de monomère. 
Les conditions standard correspondent à CNaOH = 25 % M. 
Le tableau 2.1 donne les quantités de phase aqueuse correspondant à chaque concentration, 
pour une phase organique de 500 gr avec 3,9 % d’acidité initiale : 
 
Concentration de soude 
% 
Quantité de la phase aqueuse 
g 
0 47,667  
10 117,71 
25 47,667 
30 39,723 
35 34,048 
50 23,546 
 
Tableau 2.1 : Quantité de phase aqueuse équivalente aux différentes concentrations 
 
Il faut noter que dans le cas où la concentration de soude est nulle, la phase aqueuse est de 
l’eau distillée en proportion équivalente à une concentration en soude de 25 % (quantité de 
phase aqueuse = 47,667 g). 
 
Les six essais ont été réalisés à une vitesse d’agitation de 450 tr/min. 
 
IV.5.1 Effet sur l’indice d’acidité 
L’évolution de l’indice d’acidité après extraction et décantation en fonction de la 
concentration en soude est donnée dans la figure 2.14. Le rendement d’élimination des acides 
est faible, lorsqu’on opère avec une solution de lavage à 0 % en soude. 
Pour une concentration comprise entre 10 % et 30 %, le rendement vaut 99 %. Il chute ensuite 
à environ 60 % lorsque la concentration en soude augmente. 
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Figure 2.14 : Rendement d’élimination des acides en fonction de CNaOH 
 
IV.5.2 Effet sur l’élimination de l’hydroquinone 
L’évolution du pourcentage d’élimination d’hydroquinone en fonction de pourcentage 
massique de soude est semblable à celle de l’indice d’acidité, figure 2.15 : 
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Figure 2.15 : Rendement d’élimination d’HQ en fonction de CNaOH 
 
Pour une concentration en soude de 0 %, le rendement d’élimination de l’HQ est de 66 %. 
Pour CNaOH égal à 10 et 25 %, η est identique et vaut 98 %. La réaction de neutralisation de 
l’hydroquinone par la soude dans la phase aqueuse permet d’augmenter le transfert de la 
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phase organique vers la phase aqueuse. Dans ces conditions, la phase aqueuse obtenue est 
noire et uniquement liquide. 
Lorsqu’on augmente la concentration de soude à 30 %, le rendement diminue légèrement à 96 
%. On observe l’apparition d’une phase solide composée de particules de sel dans la phase 
aqueuse. On peut imaginer que la concentration en différents sels formés au cours de la 
réaction de neutralisation est alors supérieure à la concentration de saturation. La 
détermination de cette concentration permettrait de vérifier cette hypothèse. 
Après 15 min de décantation, on observe une couche de dépôt crémeux entre les deux phases. 
La caractérisation de ce dépôt nécessiterait des analyses complémentaires. 
 
A partir d’une concentration en soude de 35 %, le rendement chute et se stabilise à 27 %. On 
observe alors la formation de gros cristaux. Après décantation, la phase organique est très 
trouble, et contient une quantité importante de sédiments beiges. A l’interface, on observe, 
comme pour une concentration en soude de 30 %, un fort dépôt crémeux, assimilable à un gel. 
 
Selon ces différents essais, et prenant en compte la contrainte en terme de quantité d’effluent 
aqueux récupérée à la fin des étapes, la concentration optimale en soude pour la 
neutralisation, sans aucune réaction secondaire, est égale à 25 % M, ce qui correspond à la 
concentration industrielle nominale. 
 
IV.6 Influence du pourcentage d’heptane 
On cherche à déterminer l’influence de la quantité de solvant [Heptane] ajoutée dans l’étape 
de mise en densité de la phase organique sur les phénomènes de transfert de matière et donc 
sur l’efficacité de l’élimination des acides présents dans la phase organique. 
La phase organique résultant de l’étape de l’estérification contient une quantité d’heptane 
équivalente à 13,33 % massique. La remise en densité est nécessaire afin de procéder lors des 
lavages à des décantations rapides et efficace [la décantation est toujours l’étape la plus 
longue des lavages]. 
Dans le procédé actuel, la quantité d’heptane dans la phase organique après la mise en densité 
est de 40 %. Pour étudier l’influence de l’ajout supplémentaire d’heptane sur l’efficacité de 
transfert, nous avons exploité la gamme suivante [18 - 24,97 - 30,74 – 35 - 40 %]. 
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Pour chaque condition, la masse volumique de la phase organique initiale est donnée dans le 
tableau 2.2 : 
 
Heptane 
% 
Masse volumique 
g/cm3 
13,33 0,9604 
18 0,9442 
24,97 0,9024 
30,74 0,8828 
35 0,8598 
40 0,851 
 
Tableau 2.2 : Masse volumique des phases organiques initiales 
 
Les expériences sont effectuées à une vitesse de 800 tr/min, avec la turbine de Rushton à 30 
mm du fond. 
 
Les analyses montrent que le pourcentage d’heptane n’a aucune influence sur l’élimination 
des acides ni sur l’élimination de l’hydroquinone dans la gamme étudiée (figure 2.16 a-b). 
En effet, quelle que soit le pourcentage d’heptane, le rendement est de l’ordre de 95 %, 
équivalent à celui obtenu dans les conditions standard à 40 %. On arrive toujours à une 
efficacité maximale sans ajout supplémentaire d’heptane. 
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Figure 2.16a : Rendement d’élimination des 
acides en fonction du pourcentage d’heptane  
Figure 2.16b : Rendement d’élimination d’HQ 
en fonction du pourcentage d’heptane 
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Cependant, on observe une évolution de la capacité à décanter des deux phases suivant la 
quantité d’heptane introduite : il faut seulement 1 min pour obtenir les deux phases pour un 
pourcentage d’heptane de 40 %, alors qu’à 13,33 % la séparation des deux phases nécessite 7 
min. Au bout de ces 7 min, la phase organique est encore très trouble, elle contient une 
quantité non négligeable de phase aqueuse, piégée sous forme de fines gouttelettes qui sont 
lentes à décanter. 
 
Selon la loi de Stokes, la vitesse de décantation est fonction de la différence de masse 
volumique des deux phases. 
C
CDgdU µ
ρρ
18
)(2 −=   (2.5) 
U : vitesse de décantation (m.s-1) ; d : diamètre de goutte (m) ; ρD-ρC : masse volumique des 
phases dispersée et continue (kg.m-3) ; µC : viscosité de phase continue (Pa.s). 
Dans le cas où d, µC et ρC sont supposés constants : )( CDfU ρρ −= . Ce qui explique les 
résultats obtenus. 
 
En conclusion, l’analyse finale indique que la quantité d’heptane introduite dans la phase 
initiale n’a aucun effet sur l’élimination des acides. Cependant l’ajout d’heptane, en modifiant 
la densité de la phase organique, permet de faciliter l’étape de décantation située en aval de 
l’extraction des acides, et doit donc être conservé. 
 
IV.7  Influence du type d’agitateur 
Afin de déterminer si le type d’agitateur a une influence sur l’élimination des acides, nous 
avons remplacé la turbine de Rushton par un agitateur à 3 pales inclinées. Ce dernier est 
caractérisé par un écoulement mixte contrairement à celui de la turbine qui est radial. 
Plusieurs expériences sont réalisées avec l’agitateur situé à 3 cm du fond de la cuve. L’effet 
de deux paramètres, la vitesse d’agitation et la quantité de solvant ajouté sont étudiés. 
Notons que, suite à nos premiers résultats, il est convenu de ne plus analyser la teneur en 
acides de la phase organique neutralisée mais seulement la teneur en inhibiteurs [HQ]. 
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IV.7.1 Effet de la vitesse d’agitation sur l’élimination d’HQ 
Les essais sont menés pour quatre valeurs différentes de la vitesse d’agitation [250-350-600-
800 tr/min]. 
Les résultats obtenus en terme d’efficacité d’élimination de l’HQ montrent la même tendance 
que celle observée lorsque l’agitateur est une turbine de Rushton (figure 2.17). 
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Figure 2.17 : Rendement d’élimination d’HQ en fonction de la vitesse et de la géométrie des 
agitateurs 
 
Lorsque la vitesse de rotation est faible, ne permettant pas une dispersion complète de la 
phase aqueuse, le rendement d’élimination d’hydroquinone est de seulement 78 %. Pour des 
valeurs plus élevées de la vitesse de rotation, on obtient une valeur constate du rendement 
proche de 100 %. 
  
IV.7.2 Effet de l’heptane sur l’élimination d’HQ 
La même gamme de teneur en solvant dans la phase organique que précédemment est testée, 
soit une teneur comprise entre 13,33 et 40 %. Les expériences sont réalisées à une vitesse 
d’agitation de 800 tr/min et avec la turbine à 30 mm de fond. 
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La figure 2.18 présente les résultats pour les deux agitateurs. On constate que dans la gamme 
explorée, l’efficacité d’échange est indépendante de la quantité de solvant ajouté à la phase 
organique initiale. 
 
0
20
40
60
80
100
0 10 20 30 40 50
Pourcentade d'heptane %
η %
 
Turbine à pales inclinées
Turbine Rushton
 
Figure 2.18 : Rendement d’élimination d’HQ en fonction du pourcentage d’heptane et de la 
géométrie des agitateurs 
 
En conclusion, nous avons observé que le type d’écoulement créé au sein de la cuve et la 
puissance mise en œuvre n’ont aucune influence sur l’élimination des acides. Le paramètre 
limitant du transfert est la bonne homogénéité du mélange obtenu, quelle que soit le type 
d’agitateur. Pour une vitesse donnée, la quantité d’heptane introduite n’a aucune influence sur 
le rendement. 
Afin de confirmer ces constatations, des expériences ont été menées sur un brut 
d’estérification industriel au sein du laboratoire PEG du centre de recherche de l’Oise (CRO). 
 
IV.8 Vérification sur un Brut d’estérification industriel 
Les manipulations sont réalisées dans un équipement de géométrie différente de celle 
correspondant au réacteur pilote du Laboratoire de Génie Chimique (LGC). Le laveur a un 
volume de 2 litres avec un tronc conique. Les chicanes et l’agitateur, une turbine de Rushton, 
sont les mêmes que ceux utilisés au LGC. L’agitateur est placé à 5,5 cm du fond du laveur à 
cause de sa forme conique. 
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L’influence des paramètres suivants est évaluée : 
- la vitesse d’agitation ; 
- la quantité de solvant ; 
- la durée d’agitation ; 
- la stœchiométrie. 
 
IV.8.1 Effet de la vitesse d’agitation 
Les vitesses d’agitation mises en œuvre sont les suivantes : N = [300–450–600–1000-1500 
tr/min]. Notons que la formulation et tous les autres paramètres opératoires sont gardés 
constants. 
D’après les résultats obtenus, présentés sur la figure 2.19, le rendement d’élimination d’HQ 
est de l’ordre de 98 % quelle que soit la vitesse d’agitation. Dans cette configuration (fond 
conique, turbine positionnée au fond de la cuve), de faibles vitesses de rotation permettent une 
bonne homogénéisation du mélange. 
Nous avons observé qu’une vitesse d’agitation de 300 tr/min est suffisante pour arriver à 
l’homogénéité complète au sein de la cuve. 
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Figure 2.19 : Rendement d’élimination d’HQ en fonction de la vitesse d’agitation 
 
En ce qui concerne l’indice d’acidité, les résultats coïncident bien avec les résultats obtenus 
dans le cas d’un brut reconstitué. 
On arrive à éliminer tous les acides présents dans la phase organique en une seule étape. 
Dès l’instant où la vitesse d’agitation est très élevée (N > 1000 tr/min) et donc où la 
dispersion est très fine, des traces d’acide acrylique sont détectées dans la phase organique 
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après la neutralisation (figure 2.20). Notons que le rendement demeure très satisfaisant, et 
égale à 98,2 %. 
A cette étape, les gouttes deviennent des petites sphères rigides qui ne favorisent pas le 
transfert de matière ou l’échange entre les deux phases. 
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Figure 2.20 : Indice d’acidité de la phase organique en fonction de la vitesse d’agitation 
 
Ceci confirme notre observation de l’existence d’une vitesse optimale pour laquelle le 
phénomène de transfert est très favorable. Au dessus de cette vitesse, le rendement 
d’élimination des acides diminue. 
 
Puisqu’à une vitesse d’agitation de 600 tr/min, nous avons constaté qu’aucune trace des 
acides n’est détectée dans la phase organique, nous avons évalué seulement l’effet des autres 
paramètres sur le rendement d’élimination de l’hydroquinone. 
 
IV.8.2 Effet du pourcentage d’heptane 
L’influence de la quantité d’heptane ajoutée est étudiée en considérant trois pourcentages 
différents d’heptane [13,33 - 25 - 40 %]. Dans cette étape, la vitesse d’agitation est égale à 
600 tr/min. 
 
La figure 2.21 montre qu’à un pourcentage d’heptane de 13,33 %, ce qui représente un brut 
d’estérification sans mise en densité, le rendement d’élimination d’HQ est de 88 %. 
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L’efficacité est de 98 % dans le cas où l’heptane constitue 24 % ou plus de la phase organique 
initiale. 
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Figure 2.21 : Rendement d’élimination d’HQ en fonction du pourcentage d’heptane 
 
Dans le cas d’un brut d’estérification reconstitué, une petite différence est constatée par 
rapport au brut industriel lorsque l’heptane est présent à 13,33 %. En effet, dans ce cas le η est 
constant quelque soit le pourcentage d’heptane, et égal au cas standard 40 % d’heptane, figure 
2.22. 
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Figure 2.22 : Rendement d’élimination d’HQ en fonction du pourcentage d’heptane pour les 
deux bruts 
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Le seul effet de l’heptane est d’augmenter la différence en densité entre les deux phases, 
organique et aqueuse, pour favoriser la séparation des deux phases. Cet effet est mis en 
évidence par l’analyse de coloration de la phase organique après la séparation des deux 
phases. En effet, si la séparation n’est pas totale, une fraction de la phase aqueuse se trouve 
piégée sous forme de micro gouttelettes dans la phase organique, entraînant sa coloration. 
Lorsqu’on augmente la quantité de solvant présent, on facilite la séparation des deux phases, 
et la coloration de la phase organique est donc plus faible. 
 
IV.8.3 Effet de la durée d’agitation 
Nous avons testé l’influence de la durée d’agitation pendant la neutralisation. L’objectif est de 
déterminer la possibilité d’atteindre le rendement maximal de réaction en une seule étape. 
L’efficacité de ce protocole a été prouvée sur le brut reconstitué quelle que soit la vitesse 
d’agitation. Pour cela, une expérience est effectuée à une vitesse d’agitation de 600 tr/min. Le 
prélèvement des échantillons de 10 ml est effectué de façon continue (sans arrêt d’agitation). 
On les laisse décanter 15 min avant de les analyser afin de libérer la phase aqueuse piégée 
dans l’échantillon. 
Le rendement augmente avec le temps jusqu’à se stabiliser à une valeur de 98 % 
correspondant à une durée de 12 min, (figure 2.23). 
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Figure 2.23 : Rendement d’élimination d’HQ en fonction de la durée d’agitation 
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Donc, avec une durée d’agitation supérieure à 2 min, on peut aboutir à un gain d’au moins 6 
% sur le rendement total de l’opération. Ainsi, l’élimination des inhibiteurs est optimisée dès 
l’étape de neutralisation. 
 
IV.8.4 Effet de la stœchiométrie acide-base 
Afin de vérifier l’influence de la stœchiométrie sur le rendement de réaction acide-base dans 
le cas d’un brut industriel, deux essais sont effectués à une vitesse de 600 tr/min. 
Un des deux est à stoechiométrie exacte et l’autre est à 10 % d’excès. 
 
Avec 10 % d’excès de soude on arrive à 98 % d’efficacité d’échange ce qui est équivalent à 
une quantité d’HQ restante de 20 ppm seulement. A une quantité stoechiométrique de soude, 
le rendement n’est que de l’ordre de 74 %. Cette différence d’efficacité est plus importante 
que dans le cas d’un brut reconstitué (figure 2.24). On peut expliquer cette différence par la 
quantité d’impuretés certainement présentes dans le brut industriel. 
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Figure 2.24 : Comparaison du rendement entre les deux bruts 
 
V.  Modification et validation 
En stoechiométrie de 1,1, la quantité d’HQ restant dans la phase organique à la fin de la 
neutralisation est de l’ordre de 20 ppm, ce qui est inférieur au critère de qualité indiqué pour 
la fin du lavage caustique (HQ < 60 ppm). Partant de cette constatation, nous avons voulu 
évaluer l’effet d’élimination des étapes de lavage caustique de la série complète. 
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Dans un premier temps, nous avons évalué l’influence de l’élimination des étapes de lavage 
caustique sur le produit final. Pour cela, deux essais sont effectués sans lavages caustiques, où 
la série complète de lavage est décomposée seulement en trois étapes : 
 
- étape 1 : neutralisation 
- étape 2 : 1er lavage à l’eau 
- étape 3 : 2e lavage à l’eau 
 
A ce stade, le critère de coloration et le pH sont pris en compte. 
 
Nous avons respecté le protocole en termes de durée d’agitation [2 min], temps de décantation 
[15 min], température [50 °C] et en concentration de soude [25 % M], à une vitesse 
d’agitation de 600 tr/min. La seule différence est en terme de stoechiométrie. Le premier essai 
correspond à la stoechiométrie acide-base, alors que dans le deuxième, la quantité de NaOH 
est de 10 % en excès. 
Les résultats d’analyse sont regroupés dans le tableau 2.3 pour le produit final. 
 
 Critères d’arrêt 
finaux 
Stœchiométrie 
1 
Stœchiométrie 
1,1 
HQ ppm < 60 170 10 
pH < 9 7,38 7,92 
Coloration < 75 150 60 
 
Tableau 2.3 : Caractéristiques du produit final par rapport aux critères finaux 
 
Dans le cas de 100 % de la stoechiométrie, la quantité d’HQ est supérieure au critère d’arrêt 
indiqué à l’issue du lavage caustique. On observe qu’avec 10 % de plus de soude on obtient 
un produit final contenant 17 fois moins d’HQ. 
Pour respecter le critère de coloration, il faut également opérer avec 10 % de plus que la 
stoechiométrie. 
Dans tous les cas, le pH de la phase organique à la fin de la série de lavage est inférieur à la 
valeur de norme (pH = 9). 
Les résultats des différentes étapes, synthétisés en terme de rendement d’élimination d’HQ, 
sont présentés sur la figure 2.25. 
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Figure 2.25 : Effet de la stoechiométrie sur le η d’élimination d’HQ à chaque étape 
 
A l’issue de la neutralisation, dans le cas d’un coefficient de 1 seulement, l’efficacité est très 
faible en comparaison de celle obtenue avec un coefficient de 1,1. Mais elle continue à 
augmenter après les deux lavages à l’eau jusqu’à atteindre une valeur de l’ordre de 89 % à la 
dernière étape. Les simples lavages à l’eau favorisent aussi l’élimination d’HQ. 
Avec un coefficient de 1,1, le rendement est de l’ordre de 98 % dès la première étape, et 
n’évolue pas au cours des lavages. 
Ces résultats mettent en évidence la possibilité d’arriver aux critères finaux indiqués par la 
norme au bout d’une seule étape de neutralisation en travaillant avec 10 % en excès de soude 
par rapport à la stoechiométrie. 
On peut alors éliminer le lavage caustique suivant, ce qui permet un gain en terme d’effluents 
aqueux et de durée du procédé. 
 
Dans un deuxième temps, nous avons voulu examiner l’influence de la vitesse d’agitation, 
pendant l’étape du lavage aqueux, et celle du temps de décantation sur l’efficacité de 
séparation des deux phases. 
 
Pour cela, deux expériences sont aussi réalisées, au cours desquelles nous avons effectué deux 
étapes seulement : une neutralisation et un lavage à l’eau. 
Dans les deux cas, la phase organique est préparée à formulation constante. Ainsi, la 
neutralisation est effectuée à une vitesse d’agitation de 1000 tr/min, pour un temps de 
agitation de 6 min et avec 10 % plus de la stoechiométrie. Les autres paramètres sont 
conservés constants. 
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La seule différence réside dans la valeur de vitesse d’agitation utilisée pendant l’étape de 
lavage à l’eau. Pour la première expérience, le lavage à l’eau est fait à une vitesse d’agitation 
de 1000 tr/min, du même ordre que celle de l’étape de neutralisation [N constant]. Alors que 
dans le deuxième cas, la vitesse est d’ordre de 450 tr/min [N différent]. 
L’évolution du critère de coloration en fonction du temps de décantation de la phase 
organique restante, dans les deux cas, est représenté sur le figure 2.26. 
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Figure 2.26 : Effet du temps de décantation sur le critère de coloration de la phase organique 
à l’issue du lavage à l’eau 
 
On constate que la réduction de la vitesse d’agitation de 1000 à 450 tr/min, pendant le lavage 
à l’eau, accélère la diminution du critère de coloration avec le temps. Car on crée une 
dispersion moins fine, les gouttes formées décantent plus rapidement, ce qui améliore la 
séparation des deux phases. 
En opérant à une vitesse d’agitation plus faible dans la deuxième étape, on sépare 
efficacement les deux phases plus rapidement. A 45 minutes de décantation, le critère de 
coloration est de 55 APHA contre 100 APHA quand la vitesse d’agitation est 1000 tr/min. 
Ceci met en évidence l’influence de la vitesse d’agitation sur la séparation des deux phases. 
De la vitesse de rotation dépend la taille des gouttes formées, qui influence directement la 
vitesse de décantation selon la loi de Stokes équation (2.5) |Nadiv et al., 1995]. 
 
On conclut que l’augmentation du temps nécessaire à la phase de décantation après le lavage à 
l’eau permet d’atteindre les valeurs cibles des critères en une seule étape. Cela permet un gain 
d’une demi heure de plus à l’échelle industrielle. 
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Tout ce qui est précité met en évidence l’importance de l’homogénéisation des deux phases 
sur le transfert de matière, et sur la pureté du produit final désirée. 
A ce stade, une étude de simulation hydrodynamique est réalisée pour vérifier la performance 
de mélange du système d’agitation par l’établissement des profils de vitesse dans le réacteur. 
Ainsi, les schémas de circulation entre les agitateurs seront identifiés et la puissance 
consommée sera évaluée en utilisant les méthodes de simulation numérique de mécanique des 
fluides CFD [Computational Fluid Dynamic]. 
 
VI.  Modélisation numérique par la méthode CFD 
L’objectif est d’accéder, par la voie numérique, à l’ensemble des profils de vitesses 
caractéristiques de l’écoulement dans le réacteur. 
 
La modélisation numérique d’un écoulement dans un géométrie donnée se construit par étapes 
quel que soit le code de calcul utilisé [Aubin, 2001 ; Naude, 1998]: 
 
 objectif de la simulation : il s’agit de définir les informations attendues et leur 
niveau de précision ; 
 construction de la géométrie et du maillage ; 
 position du problème, à savoir définition des données (propriétés des fluides, 
conditions opératoires…) et des conditions-limites pour les différentes frontières 
du domaine d’étude ; 
 choix des modèles physiques : modèles de turbulence, représentation de la 
turbulence près des parois ; 
 mode de représentation de l’agitateur et de sa rotation : boîte noire, représentation 
exacte de l’agitateur, en stationnaire ou en instationnaire ; 
 méthode numérique : les paramètres de résolution – schémas de discrétisation, 
facteurs de sous-relaxation sont définis avant la résolution proprement dite. 
 
Dans notre étude, la simulation est réalisée à l’aide du logiciel de CFD, Fluent 5.6, pour 
résoudre, dans des coordonnées cartésiennes, les équations hydrodynamiques de conservation 
de la quantité de mouvement et de la masse dans l’écoulement turbulent au sein du réacteur. 
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Le logiciel s’appuie sur la résolution des équations de Navier-Stokes dans des volumes finis, 
faisant le bilan de l’écoulement, de la masse et de l’énergie cinétique turbulente au centre de 
chaque volume élémentaire [Sahu et Joshi, 1995]. 
 
Pour avoir de plus amples détails sur l’outil de la mécanique des fluides numériques, nous 
invitons le lecteur à se reporter aux différentes annexes (1-2-3). 
 
VI.1 Géométrie et maillage 
Les géométries exactes de réacteur et de système d’agitation, installés industriellement sont 
fournies par la société Cray Valley. Cette géométrie comportant une turbine à 3 pales, trois 
agitateurs HPM 20 et des chicanes est décrite sur la figure 2.27. 
 
3 HPM 20
Turbine à 3 pales
Chicane
 
 
Figure 2.27 : Un tiers de la cuve 
 
Grâce à la symétrie du système, seulement un tiers de la cuve a été considéré permettant ainsi 
une réduction du nombre de cellules et un gain en temps de calcul. 
La taille et la position des agitateurs dans la cuve sont précisées dans le tableau 2.4. 
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Etage Type Diamètre 
(mm) 
Distance du fond 
(mm) 
1 Turbine à 3 pales 1600 76 
2 HPM 20 2250 1900 
3 HPM 20 2250 3700 
4 HPM 20 2250 5500 
 
Tableau 2.4 : Diamètres des agitateurs et position dans la cuve 
 
La génération de maillage consiste à discrétiser le domaine étudié en volumes finis. Plusieurs 
types de maillage sont possibles [structuré, non-structuré et hybride]. Le mailleur commercial, 
Gambit 1.3, est utilisé pour créer un maillage non structuré tétraédrique représentant le 
système d’agitation. Le maillage obtenu et validé comporte 248068 mailles. 
Précisons que les pales des agitateurs et les chicanes ont une épaisseur de 9 mm. 
 
VI.2 Modèles et propriétés physiques 
Plusieurs modes de résolutions des écoulements turbulents sont disponibles ; tels que : la 
simulation directe, la méthode LES (Large Eddy Simulation) et la moyenne de Reynolds des 
équations de Navier-Stokes. Nous avons utilisé comme modèle de turbulence le modèle k-ε 
standard [Launder et Spaldin, 1974]. Dans ce modèle, k représente l’énergie cinétique 
turbulente et ε le taux de dissipation énergétique local. 
 
La simulation de l’écoulement dans le réacteur a été menée avec un fluide modèle, dont la 
densité correspond aux caractéristiques de fluide industriel et la viscosité est estimée selon les 
préconisations de l’utilisateur, en considérant les conditions opératoires suivantes : 
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 Simulation 
Rhéologie Newtonien 
Viscosité (Pa.s) 0,1 
Densité (kg.m-3) 1000 
Vitesse d’agitation (rpm) 30 
Tip vitesse (m.s-1) 3,53 
Diamètre d’agitateur (m)  2,25 
Nombre de Reynolds 25.103 
Chicanes 3 
Type de fond Conique 
Diamètre de cuve (mm) 4200 
Hauteur de liquide (mm) 6550 
HT/T 1,56 
Volume (m3) 74,6 
 
Tableau 2.5 : Conditions opératoires 
 
VI.3 Mode de représentation du système d’agitation 
Outre la modélisation de la turbulence, la description des agitateurs constitue une difficulté 
pour la simulation des cuves agitées. Aujourd’hui, les outils numériques permettent une 
description exacte de la géométrie des agitateurs. 
L’approche de type MRF (Multiple Reference Frame) est utilisée pour modéliser les 
interactions agitateur-chicanes [Essemiani, 2000]. Dans cette approche, plusieurs repères sont 
introduits. Les équations sont résolues dans deux repères différents : le premier, mobile, est lié 
aux agitateurs et à une partie du fluide l’entourant. Le second, fixe, est lié aux chicanes, aux 
parois de la cuve et au reste du fluide. Ce type de résolution suppose l’ajout des conditions de 
raccordement sur l’interface entre les deux zones, ainsi que l’introduction des forces 
centrifuge et de Coriolis. Dans notre cas, le positionnement est effectué au milieu. 
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VI.4 Conditions limites et paramètres de résolution 
Toutes les parois ont été définies comme des murs (type« wall »). Une condition limite de 
type symétrie est appliquée aux cellules représentant la surface du fluide où les composantes 
normales des vitesses sont nulles et où il n’y a pas de frottement tangentiel. De plus, 
l’activation des conditions dites « wall function » nous permet de représenter les sous-couches 
laminaires à la paroi. 
Tous les termes des équations sont discrétisés en utilisant un schéma de deuxième ordre. 
L’algorithme SIMPLE (Semi-Implicite Method for Pressure-Linked Equations) est appliqué 
pour la résolution séquentielle des équations de mouvement et de continuité. 
La simulation est considérée comme ayant convergé lorsque les résidus des variables 
[composantes de la vitesse, k et ε] sont inférieurs à 10 -6. 
 
VI.5 Les résultats 
Les résultats de simulation numérique sont analysés à deux niveaux : 
¾ au niveau global, en termes de grandeurs caractéristiques du mélange, en particulier 
le nombre de puissance ; 
¾ au niveau local, en termes de distributions spatiales des composantes de la vitesse, 
de l’énergie cinétique turbulente et de son taux de dissipation. 
 
VI.5.1 Puissance consommée 
La puissance dissipée est un des critères globaux qu’il est important de caractériser lors de la 
mise en œuvre d’un mobile d’agitation. Rappelons que l’agitation est une des opérations 
unitaires les plus consommatrices en termes énergétiques dans le domaine du génie des 
procédés. La puissance consommée peut également servir de critère de comparaison des 
performances de différents agitateurs. 
 
Expérimentalement, des mesures de couple conduisent à la consommation de puissance. Une 
mesure de la puissance à vide permet d’évaluer les différentes pertes mécaniques, 
essentiellement dues aux frottements sur les divers roulements et aux frottements sur l’arbre 
de rotation et électriques (effet Joule). 
La puissance consommée s’obtient par l’équation 2.6: 
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)(2 0TTNP −⋅⋅⋅= π  (2.6) 
où N est la vitesse de rotation [tr/s], T0 le couple à vide, et T le couple en charge [N.m]. Cette 
relation suppose évidemment que la puissance à vide est représentative des différentes pertes 
et que ces dernières sont, à une vitesse de rotation donnée, les mêmes en charge qu’à vide. 
 
Numériquement, la puissance est aussi calculée à partir du couple, qui correspond au moment 
des forces exercées sur l’agitateur (relation 2.6). 
 
Un système d’agitation est caractérisé par la valeur du nombre de puissance Np, obtenu à 
partir de la relation suivante : 
DN
PNP 53ρ=  (2.7) 
Les valeurs de la puissance consommée et de Np calculées dans notre cas sont rassemblées 
dans le tableau 2.6. 
 
Agitateur P 
(kW) 
NP 
 
Turbine à 3 pales 1,45 0,201 
HPM 20 5,60 0,777 
HPM 20 4,45 0,617 
HPM 20 4,75 0,658 
 
Total 
 
16,25 
 
 
 
Tableau 2.6 : Puissance et nombre de puissance 
 
VI.5.2 Analyse de l’écoulement 
L’écoulement de fluide est présenté sur deux plans verticaux. Le premier est le plan des 
chicanes et le deuxième est situé à mi-distance entre les chicanes. 
Le profil moyen de la vitesse est présenté sur la figure 2.28 sur les deux plans : notons que la 
première image correspond au plan des chicanes et la deuxième au plan entre les chicanes. 
 
Chapitre 2  Optimisation d’un procédé de purification par extraction liquide-liquide 
 83
 
Figure 2.28 : Vecteurs de l’écoulement moyen : a) plan des chicanes ; b) plan entre les 
chicanes 
 
L’écoulement principal est globalement axial, ascendant en paroi et descendant dans la partie 
centrale. 
Les boucles principales d’écoulement formées au niveau des trois mobiles HPM 20 sont bien 
connectées, il n’y a donc pas compartimentage dans la partie supérieure de la cuve. Par contre 
on observe une faible connexion entre la turbine de fond et l’hélice HPM 20 située au-dessus. 
Ainsi, une boucle de circulation secondaire est créée en partie supérieure de la turbine, ce qui 
entraîne le fluide dans un mouvement local. Ce mouvement ne favorise pas l’échange de 
fluide entres les deux agitateurs, par conséquent le fluide peut rester piégé dans la partie 
inférieure de la cuve (figure 2.29), malgré les échanges naturels entre les différentes boucles 
de circulation dus aux fluctuations turbulentes. 
On observe que la vitesse maximale dans le plan des chicanes est deux fois plus forte que 
dans le plan médian, ce qui met en évidence l’influence des chicanes sur l’écoulement généré 
par le système d’agitation. 
 
a b
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Figure 2.29 : Vecteurs vitesse colorés par la vitesse axiale entre la turbine et la 1er HPM 20 
 
Le champ de vitesses axiales permet de localiser les zones de fort mouvement axial et de 
vérifier la bonne connexion des boucles de circulation générées par les agitateurs. 
Sur la figure 2.30, on retrouve l’existence de zones d’écoulement distinctes : descendant et 
ascendant. Les trois hélices HPM 20 créent effectivement un mouvement descendant au 
centre de la cuve qui résulte en une remontée du fluide près des parois. 
 
 
Figure 2.30 : Profil de vitesse axiale : a) plan des chicanes ; b) plan entre les chicanes 
 
L’écoulement moyen généré sur un plan horizontal est représenté sur la figure 2.31 dans un 
plan de coupe situé entre les étages 2 et 3 des hélices HPM 20. 
 
a b
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Figure 2.31 : Vecteurs de l’écoulement moyen entre les deux hélices HPM 20 
 
On note l’influence du décollement des chicanes de la paroi, qui permet d’éviter quasiment la 
formation de tourbillons en aval des chicanes. 
 
La mise en évidence des circulations radiales (figure 2.32) permet de faire ressortir les zones 
où les boucles de circulation ont tendance à se refermer. Des écoulements radiaux importants 
sont observés au niveau de la première hélice HPM 20 située au dessus de la turbine avec un 
niveau de vitesse de 0,54 Vtip. Ceci traduit la compartimentation des écoulements entre le 
corps et le fond de la cuve. On peut également noter le rôle de l’hélice supérieure, qui 
fonctionne en partie en s’auto-alimentant : la connexion avec les étages inférieurs n’est pas 
parfaite. Ce comportement peut être dû à la proximité de la surface libre, qui engendre des 
écoulements beaucoup plus radiaux qu’axiaux dans la partie supérieure de la cuve, facilitant 
le développement d’une boucle. 
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Figure 2.32 : Vecteurs vitesse colorés par la composante radiale: a) plan des chicanes ; b) 
plan entre les chicanes 
 
En ce qui concerne la composante de la vitesse tangentielle, elle est maximale comme attendu 
à proximité des pales (figure 2.33). Dans la partie supérieure de la cuve, certaines 
recirculations sont mises en évidence par le modèle, mais très localement (voir figure 2.34). 
 
 
Figure 2.33 : Profil de vitesse tangentielle: a) plan des chicanes ; b) plan entre les chicanes 
 
a
a
b
b
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Figure 2.34 : Vecteurs de la vitesse tangentielle sur la surface libre 
 
Ces résultats mettent en exergues l’efficacité du mélange introduit par le système actuel. 
Toutefois, il est à noter une légère imperfection de la connexion, située sur la partie inférieure 
de la cuve ; ce qui ne porte pas préjudice au procédé de mélange, mais bien au contraire cette 
constatation ouvre de nouvelles perspectives en terme de design. 
 
VII. Conclusion 
Nos résultats ont montré l’influence de plusieurs paramètres opératoires sur l’efficacité de 
l’étape de neutralisation lors de fabrication des acrylates multi fonctionnels (MFA). 
 
Les analyses effectuées sur des bruts d’estérification industriels et reconstitués ont mis en 
évidence l’influence des paramètres suivants : durée d’agitation, contenu d’heptane dans la 
phase organique et vitesse d’agitation. 
 
La vitesse d’agitation joue un rôle très important sur l’efficacité du procédé, elle doit être 
suffisante pour permettre une bonne homogénéisation des deux phases, et ne doit pas être trop 
importante pour ne pas perturber l’étape de décantation. 
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De plus, les circulations induites par le système d’agitation, composé d'une turbine à trois 
pales et de trois agitateurs HPM 20, ont été simulées numériquement et la performance de 
mélange a été analysée. Les conclusions principales sont: 
 
- la configuration géométrique consomme une puissance de l’ordre de 16 kW 
- les boucles de circulation produites par les trois HPM 20 sont bien connectées, 
mais au niveau des deux mobiles inférieurs (Turbine et HPM 20), la connexion est 
très faible, ce qui entraîne un échange de fluide plutôt pauvre plus qu’un risque de 
saponification locale. 
 
L’ensemble des observations a permis de proposer quelques modifications de la série 
complète de lavage. 
Premièrement, au niveau de la neutralisation, nous proposons d’agiter plus longtemps afin 
d’assurer le transfert quasiment complète des impuretés. 
Deuxième, nous suggérons d’éliminer les étapes de lavage caustique (minimum 2 étapes), et 
de passer directement au lavage à l’eau, ce qui permet un gain de 3 heures de temps industriel 
et une forte diminution de quantité des effluents aqueux. Ainsi que nous précisons qu’une 
prolongation de durée de décantation pour plus que 45 minutes favorise la séparation des deux 
phases d’un seul coup sans avoir besoin d’un autre lavage aqueux. 
 
Ces modifications se schématisent par la suite : 
 
 
Une étape de vérification du changement de la série complète de lavage à une échelle pilote 
de laboratoire correspondant à la géométrie industrielle (cuve/agitateurs) est recommandée 
afin de tester les effets de l’ensemble des modifications proposées des paramètres opératoires 
sur la qualité du MFA final. 
 
Étape  
Durée 
(min) 
2 15 30 60 30 60 3 30 3 30 
33 min 180 min 
>6 15 3 45 
Neutralisation  4e lavage aqueux 3e lavage aqueux 1e lavage caustique 2e lavage caustique  
Série actuelle 
4 h 24 
Nouvelle série 
1h 10 
Agitation 
Décantation 
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Enfin, étant donnée, l’effet primordial de l’homogénéité des deux phases sur l’efficacité 
d’élimination des impuretés, et le fait qu’on n’a pas besoin d’une forte agitation afin d’assurer 
cette homogénéité, les mélangeurs statiques nous apparaissent une option alternative d’un 
système d’agitation sophistiqué. Cette dernière constatation, permet de passer au mode 
opératoire continue et ouvre la voie vers le développement d’un nouveau procédé. 
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Introduction 
 
 
Dans cette partie, nous décrivons le développement d’un modèle neuronal permettant de 
prédire un diamètre caractéristique de la dispersion liquide-liquide étudiée en fonction des 
différentes combinaisons de conditions opératoires. 
 
L’analyse bibliographique a montré qu’il n’existe pas à notre connaissance de modèle 
phénoménologique permettant de représenter le procédé d’émulsification. 
La complexité des phénomènes impliqués nous a conduit à utiliser une approche de type 
réseau de neurones afin de prédire le diamètre moyen de Sauter (d32) en fonction des 
conditions opératoires regroupant les deux jeux de paramètres, hydrodynamique et physico-
chimique. Ainsi, la contribution de chaque paramètre sur d32 sera mise en évidence. 
 
Ce chapitre est divisé en trois parties : la première partie rappelle les principes des réseaux de 
neurones (RN), et précise le type de réseau sélectionné. Dans la deuxième partie, l’application 
des réseaux de neurones à la prédiction des caractéristiques des dispersions liquide-liquide est 
présentée. 
A ce stade, deux cas d’études sont proposés ; le premier correspond à des émulsions diluées et 
sert de validation de la démarche neuronale en émulsification. Le second concerne des 
émulsions concentrées. Enfin, nous concluons ce chapitre en analysant l’importance relative 
des variables. 
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I.  Principes des réseaux de neurones 
En 1943, W.S McCulloch et W.Pitts donnent naissance au concept de réseaux de neurones 
formels, pour ″comprendre les mécanismes à l’origine des fonctions supérieures du cerveau″, 
ce qui implique des recherches dans des domaines tels que la neurobiologie, la psychologie, 
l’informatique et la physique. Dans ce vaste champ d’étude, le domaine particulier des 
réseaux de neurones s’est tout particulièrement développé durant les années 1980. 
A l’heure actuelle, les réseaux de neurones sont considérés comme des extensions puissantes 
de techniques statistiques classiques. Les techniques neuronales que nous allons présenter 
dans ce chapitre ne couvrent qu’un domaine restreint des applications potentielles des réseaux 
de neurones [White, 1992]. 
 
I.1   Modèle du neurone 
Les réseaux de neurones sont des réseaux fortement connectés de processeurs élémentaires 
(neurones) fonctionnant en parallèle, où un neurone formel est une fonction algébrique 
paramétrée, non linéaire en ses paramètres, à valeurs bornées. 
 
Selon Dreyfus et al. (2002), les réseaux de neurones entrent dans le champ de l’analyse 
statistique de données, où la forme de la fonction de distribution de la variable étudiée n’a pas 
besoin d’être gaussienne, ni même d’être connue. Cette propriété leur confère un grand 
avantage dans l’étude des phénomènes complexes. 
 
Le neurone formel est l’élément essentiel d’un réseau de neurones. C’est un opérateur 
mathématique très simple : il possède des entrées qui peuvent être les sorties d’autres 
neurones, ou des entrées de signaux extérieures, et une sortie. La valeur de la sortie résulte du 
calcul de la somme des entrées, pondérées par des coefficients (dits poids de connexions ou 
poids synaptiques) et du calcul d’une fonction non linéaire (dite fonction d’activation) de cette 
somme pondérée. 
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Son schéma de fonctionnement est donné sur la figure 3.1 : 
 
 
 
 
 
 
 
 
 
Plus précisément, chaque neurone se compose de deux éléments :  
• la jonction de somme Um qui additionne les signaux d’entrée après les avoir 
multipliés par la matrice des poids wi. 
• la fonction d’activation f qui reçoit deux signaux : la sortie de la jonction de 
somme et la valeur ″biaisée″ Kθ . 
La sortie du neurone est alors une fonction non linéaire d’une combinaison des entrées 
pondérées par les poids, et à laquelle on ajoute la valeur biaisée constante [Anderson, 1995]. 
On peut définir la sortie mY du neurone par : 
)()( Kmm UffY θϕ +==  (3.1) 
Le choix d'une fonction d'activation se révèle être un élément constitutif important des 
réseaux de neurones. Il existe plusieurs types de fonctions d’activation, certaines sont 
linéaires, exponentielles, à seuil, gaussiennes mais les plus utilisées sont non linéaires, et en 
particulier la fonction sigmoïde et la tangente hyperbolique. La fonction de transfert sigmoïde 
est la plus répandue, car elle introduit de la non linéarité: )1/(1 xey −+= . 
 
I.2   Architecture des réseaux de neurones 
I.2.1 Principes 
Comme leur nom l’indique, les réseaux de neurones sont organisés autour d’un ensemble de 
neurones interconnectés de manière à former un système avec une ou plusieurs entrées et une 
ou plusieurs sorties [Elie, 1997]. 
WK1 
WK2 
WKp 
…
 
…
 
X1 
 
XK 
Signaux 
d’entrée 
Σ Um )(ϕf  
Kθ  
Sortie 
Ym 
Poids  
Jonction de  
la somme 
Fonction 
d’activation 
Figure 3.1 : Modèle non linéaire de neurone 
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Le principe de fonctionnement est le suivant : on dispose d’une base de connaissances 
constituées de couples (entrées-sorties) et on veut utiliser cette base pour entraîner une 
mémoire informatique à raisonner en prenant en compte comme référence cette base 
empirique [Philip et al., 1995]. 
 
Sur le plan architectural, on distingue deux grands types : 
• les réseaux de neurones non bouclés : réalisent une (ou plusieurs) fonctions 
algébriques des entrées, par composition des fonctions réalisées par chaque neurone. 
• les réseaux de neurones bouclés : constituent un système dynamique à temps discret, 
régi par une (ou plusieurs) équations aux différences non linéaires, résultant de la 
composition des fonctions réalisées par chacun des neurones et des retards associés à 
chacune des connexions. 
Les réseaux de neurones non bouclés sont des objets statiques, utilisés principalement pour 
effectuer des tâches d’approximation de fonctions non linéaires, de modélisation de processus 
statiques non linéaires, alors que les réseaux de neurones bouclés sont utilisés pour effectuer 
des tâches de modélisation de systèmes dynamiques, de commande de processus, ou de 
filtrage [Dreyfus, 1998]. 
 
Dans notre cas, le réseau non bouclé est donc mieux adapté. Parmi ces réseaux, nous avons 
choisi le modèle classique, le Perceptron Multicouches PMC dont les principes sont exposés 
dans ce qui suit. 
 
I.2.2 Perceptron Multicouches 
Le Perceptron Multicouches (noté PMC par la suite) est un réseau de neurones non bouclé 
caractérisé par une structure bien particulière : ses neurones sont organisés en couches 
successives où les informations circulent dans un seul sens, de la couche d’entrée vers la 
couche de sortie. Les neurones d’une même couche ne sont pas interconnectés [Hornik et al., 
1989-1994]. Un neurone ne peut envoyer son résultat qu’à un neurone situé dans une couche 
postérieure à la sienne. 
 
Le réseau consiste de plusieurs couches, qui s’appellent, par convention: 
• Couche d’entrée : cette couche représente toujours une couche virtuelle associée aux 
entrées du système, composée des cellules d'entrée qui correspondent aux k variables 
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d'entrée. Ses neurones ont une fonction d’activation dite ‘identité’, laissant passer 
l’information sans la modifier. 
• Couches cachées : chaque couche est composée de p neurones, dont la fonction 
d’activation est de la famille des sigmoïdes. Ces neurones n’ont aucun lien avec 
l’extérieur et sont appelés neurones cachés [Rivals, 1995]. 
• Couche de sortie : elle constitue l’interface du réseau avec l’extérieur. Les neurones 
de cette couche ont une fonction d’activation linéaire ou non, suivant la nature du 
problème à résoudre. Ses sorties correspondent aux sorties du système. 
 
Les neurones sont reliés entre eux par des connexions pondérées ; ce sont les poids de ces 
connexions qui gouvernent le fonctionnement du réseau et programment une application de 
l’espace des entrées vers l’espace des sorties, à l’aide d’une transformation non linéaire 
[Parizeau, 2004]. 
 
La figure 3.2 illustre la structure de ce type de réseau. 
 
 
 
 
 
 
 
 
 
 
 
I.3   Construction d’un modèle 
La construction d’un modèle implique dans un premier temps le choix des échantillons des 
données d’apprentissage, de test et de validation. Le choix du type de réseau intervient dans 
un second temps. 
Les quatre grandes étapes de la création d’un réseau de neurones sont détaillées par la suite. 
 
 
j i
Couche d’entrée Couches cachées Couche de sortie  
Figure 3.2 : Structure générale du Perceptron Multicouches 
Chapitre 3  Modélisation par réseaux de neurones du phénomène d’émulsification 
 100
I.3.1 Construction de la base de données et choix des échantillons 
Le processus d'élaboration d'un réseau de neurones commence par la construction d’une base 
de données et le choix des échantillons. Il faut donc déterminer les grandeurs qui ont une 
influence significative sur le phénomène que l’on cherche à modéliser. 
Cette étape est cruciale et aide à déterminer le type de réseau le plus approprié pour résoudre 
un problème donné. En particulier, la façon dont se présente l'échantillon conditionne le type 
de réseau, le nombre de cellules d'entrée et de sortie et la façon dont il faudra mener 
l'apprentissage, le test et la validation [Bishop, 1995]. 
Afin de développer une application à base de réseaux de neurones, il est nécessaire de 
disposer de deux bases de données, une pour effectuer l’apprentissage et l’autre pour tester le 
réseau obtenu et déterminer ses performances.  
Pour mieux contrôler la phase d’apprentissage, il est souvent préférable de posséder une 
troisième base de données appelée ″base de validation croisée″ [Stone, 1977]. Les avantages 
liés à l’utilisation de cette troisième base de données seront exposés dans les paragraphes 
suivants. 
Notons qu’il n’y pas de règle pour déterminer ce partage d’une manière quantitative, 
néanmoins chaque base doit satisfaire aux contraintes de représentativité de chaque classe de 
données et doit généralement refléter la distribution réelle, c’est-à-dire la probabilité 
d’occurrence des diverses classes [Nascimento, 2000]. 
Généralement, les bases de données subissent un prétraitement qui consiste à effectuer une 
normalisation appropriée tenant compte de l’amplitude des valeurs acceptées par le réseau. 
Les valeurs d’entrées et de sortie sont normalisées dans un intervalle spécifique afin de 
donner à chaque paramètre la même influence statistique. De plus, un problème additionnel 
peut survenir à cause d’une possible saturation de la sortie, si la somme pondérée des entrées 
de PMC ( )ii xw∑  est dans la partie asymptotique de la fonction d’activation. 
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I.3.2 Définition de la structure du réseau 
La détermination de l’architecture optimale est restée pendant longtemps un problème ouvert. 
Il existe actuellement diverses méthodes empiriques mettant notamment en jeu des tests 
statistiques pour une vaste classe de réseaux [Urbani et al., 1994]. 
Comme nous l’avons mentionné, nous avons retenu le Perceptron Multicouches comme base 
du modèle. Nous structurons ce réseau en précisant le nombre de couches et de neurones 
cachés pour que le réseau soit en mesure de reproduire ce qui est déterministe dans les 
données. 
• Nombre de couches cachées : 
Mis à part les couches d'entrée et de sortie, il faut décider du nombre de couches 
intermédiaires ou cachées. Sans couche cachée, le réseau n'offre que de faibles possibilités 
d'adaptation. Néanmoins, il a été démontré qu’un Perceptron Multicouches avec une seule 
couche cachée pourvue d’un nombre suffisant de neurones, peut approximer n’importe quelle 
fonction avec la précision souhaitée [Hornik, 1991]. 
• Nombre de neurones cachés : 
Chaque neurone peut prendre en compte des profils spécifiques de neurones d'entrée. Un 
nombre plus important permet donc de mieux ″coller″ aux données présentées mais diminue 
la capacité de généralisation du réseau. Il faut alors trouver le nombre adéquat de neurones 
cachés nécessaire pour obtenir une approximation satisfaisante. 
Le nombre de neurones cachés dépend du type de données dont on dispose. Suivant les cas, 
on utilisera différentes méthodes d’optimisation de ce dernier. Cet aspect sera expliqué en 
détail dans deux cas d’application où les données sont d’un type différent (calculées et 
expérimentales). 
En général, ce nombre est déterminé par des règles empiriques [1]. Suivant les auteurs, la 
taille de la couche cachée doit être :  
 soit égale à celle de la couche d'entrée (Wierenga et Kluytmans, 1994),  
 soit égale à 75 % de celle-ci (Venugopal et Baets, 1994),  
 soit égale à la racine carrée du produit du nombre de neurones dans la couche d'entrée 
et de sortie (Shepard, 1990). 
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Pour des cas plus sophistiques, la recherche consisterait soit à : 
 estimer un réseau comportant de nombreux neurones puis à le simplifier par l'analyse 
des multicolinéarités ou par une règle d'apprentissage éliminant les neurones inutiles ;  
 définir une architecture tenant compte de la structure des variables identifiées au 
préalable par une analyse en composantes principales [Bermejo et al., 1999-2001] ; 
 augmenter progressivement la complexité du modèle à chaque itération, dite 
« Cascading », et réévaluer l’efficacité de généralisation à chaque addition d’un 
nouveau neurone [Zeki-susac, 2000].  
Nous avons fait le choix de la méthode ″Cascading″ qui sera explicité par la suite. 
 
I.3.3 Apprentissage 
Une fois l'architecture choisie, elle doit subir une phase d’apprentissage. Cette dernière 
consiste à calculer les coefficients synaptiques de telle manière que les sorties du réseau de 
neurones soient, pour les exemples utilisés lors de l’apprentissage, aussi proches que possibles 
des sorties ″désirées″. Celles-ci correspondent à la valeur de la fonction que l’on veut 
approcher ou à la sortie du processus que l’on veut modéliser [Dreyfus, 1998]. 
L’apprentissage correspond donc à la phase du développement du réseau durant laquelle les 
coefficients synaptiques sont modifiés jusqu'à l'obtention du comportement désiré.  
 
Il existe deux types d’apprentissage, supervisé ou non supervisé. L'apprentissage est dit 
supervisé lorsque les exemples sont constitués des couples de valeurs du type : (valeur 
d'entrée, valeur de sortie désirée). 
mjkiyx ji ,,2,1 ,,,2,1   ),( KK ==   
Tout le problème de l'apprentissage supervisé consiste, étant donné un ensemble 
d'apprentissage de n couples (entrée-sortie associée), à déterminer le vecteur des poids w d'un 
réseau WF capable de mettre ces informations en correspondance, c'est-à-dire un réseau tel 
que : 
k,1,2,  k,,1,2,i   )( KK === jyxF jiW  (3.2) 
L'apprentissage est qualifié de non supervisé lorsque seules les valeurs d'entrée sont 
disponibles. Dans ce cas, les exemples présentés à l'entrée provoquent une auto-adaptation du 
réseau afin de produire des valeurs de sortie qui soient proches des réponses à des valeurs 
d'entrée similaires. 
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Dans notre étude, comme nous disposons des valeurs de sortie, nous avons choisi 
l’apprentissage supervisé, mettant en jeu un algorithme d’optimisation. Ce dernier cherche à 
minimiser, par des méthodes d’optimisation non linéaire, une fonction de coût qui constitue 
une mesure de l’écart entre les réponses réelles du réseau et ses réponses désirées [Dreyfus et 
al., 2002]. 
Cette optimisation se fait de manière itérative, en modifiant les poids en fonction du gradient 
de la fonction de coût : le gradient est estimé par une méthode spécifique, dite la règle du 
gradient de l’erreur (delta rule). 
C’est une des règles les plus utilisées pour l’apprentissage supervisé de réseaux de neurones. 
Initialement développée pour résoudre des problèmes de traitements adaptatifs du signal 
[Widrow et al., 1960] [2], elle a conduit ensuite à un algorithme connu sous le nom de 
l’algorithme de rétropropagation du gradient de l’erreur ou encore ″Back-propagation″ 
[Rumelhart et al., 1986] [Le Cun et al., 1990] [3]. 
 
On distingue deux étapes dans la phase d’apprentissage : 
• une phase de propagation, qui consiste à présenter une configuration d’entrée au réseau, 
puis à la propager à celle de sortie en passant par les couches cachées. 
• une phase de rétropropagation, qui consiste, après le processus de propagation, à 
minimiser l’erreur commise sur l’ensemble des exemples présentés, erreur considérée 
comme une fonction des poids synaptiques [Parizeau, 2004]. Cette erreur représente la 
somme des différences au carré entre les réponses calculées et celles désirées pour tous les 
exemples contenus dans l’ensemble de l’apprentissage. 
 
I.3.4 Validation 
Enfin, la dernière étape doit permettre d’estimer la qualité du réseau obtenu en lui présentant 
des exemples qui ne font pas partie de l’ensemble d’apprentissage. Elle permet à la fois 
d’apprécier les performances du système neuronal et de détecter le type de données qui pose 
problème. Si les performances ne sont pas satisfaisantes, il faudra, soit modifier l’architecture 
du réseau, soit modifier la base d’apprentissage. 
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I.3.5 Organigramme de construction d’un modèle neuronal 
En résumé les étapes principales de la construction d’un modèle neuronal optimal sont 
rappelées dans la figure 3.3. 
 
 
 
Figure 3.3 : Démarche neuronale 
 
 
II. Application des réseaux de neurones à la prédiction des caractéristiques 
des dispersions liquide-liquide 
 
Récemment, les réseaux de neurones ont été appliqués avec succès en génie des procédés : 
citons sans être exhaustifs, le transfert thermique dans l’industrie alimentaire [Chen et al., 
2002], le procédé de polymérisation [Giudici et al., 2000 ; Tian et al., 2002], le procédé de 
combustion [Hao et al., 2001], où encore la modélisation de réacteurs chimiques [Molga, 
2003]. 
Cette partie présente l’application de la modélisation par réseaux de neurones pour prédire le 
comportement des dispersions liquide-liquide et concerne deux études. 
Base de données
Base d’apprentissageBases de test et de validation
Construction d’architecture du 
réseau de neurones 
 Nombre de couches cachées
Nombre de neurones cachés
Algorithme 
d’apprentissage 
Modèle valide ?
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Modèle neuronal optimal
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Le premier cas d’étude correspond à la préparation d’émulsions diluées. Dans ce cas, pour un 
nombre restreint de variables, il existe des modèles prédictifs de taille de gouttes des 
émulsions. Il est alors possible de construire la base de données retenue à partir de la 
prédiction d’un des modèles proposés dans la littérature. Cette première approche va nous 
permettre de tester la faisabilité de la démarche neuronale dans le domaine de 
l’émulsification. 
Le second cas d’étude concerne les émulsions concentrées en phase dispersée, pour lesquelles 
il n’existe pas, à notre connaissance, de modèle généralisable pour la prédiction de la 
granulométrie de l’émulsion. Cela vient sans doute en partie des phénomènes plus complexes 
qui sont mis en jeu lorsque la concentration en phase dispersée augmente : d’une part, il 
faudrait pour être rigoureux, prendre en compte les phénomènes de coalescence, et d’autre 
part, l’absence de technique fiable de caractérisation de la granulométrie lorsque l’émulsion 
est concentrée et peu stable rend l’analyse difficile voire impossible. 
Dans ce cas, le modèle est établi à partir de données expérimentales issues d’une étude 
précédente dans l’équipe Agitation et Mélange, portant sur les émulsions concentrées 
huile/eau. 
 
II.1 Modélisation par réseaux de neurones dans le cas des émulsions diluées 
II.1.1 Introduction 
D’une manière générale, lorsqu’on modélise un processus physique ou chimique, on 
détermine, par une analyse préalable du problème, les variables qui ont une influence sur le 
phénomène étudié.  
Comme nous l’avons mentionné dans le chapitre I, les mécanismes d’émulsification sont régis 
par les phénomènes parallèles de rupture et de coalescence. Leur vitesse dépend toujours de 
plusieurs facteurs. La contribution de tous ces paramètres et de leurs interactions met en 
évidence la complexité du processus global. 
Dans le cas des émulsions diluées, le régime d’écoulement est turbulent (Re > 104), le 
mécanisme de rupture est inertiel et très important. Par contre, le phénomène de coalescence 
est plus facilement contrôlé et limité par la faible quantité de la phase dispersée et l’ajout de 
tensioactifs. 
Rappelons ici, la relation de base utilisée pour la plupart des équations de prédiction de la 
granulométrie: 
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5
3max −∝We
D
d
 (3.3) 
où, σ
ρ 32 DNWe c=  (3.4)  
dmax :diamètre maximal de goutte (m), N : vitesse d’agitation (tr/s), D : diamètre d’agitateur 
(m), σ : tension interfaciale (mN/m), ρc : masse volumique de phase continue (kg/m3). 
 
A partir de cette équation, on cherche à exprimer dmax en fonction des paramètres liés à la fois 
à l’agitation mécanique et aux caractéristiques physico-chimiques. Notons que plusieurs 
auteurs ont montré expérimentalement l’existence d’une proportionnalité entre dmax et d32 
(diamètre moyen de Sauter) [Zhou et Kresta, 1998]. 
max32 kdd =  (3.5)  
Dans cette expression, le vecteur de proportionnalité varie entre 0,38 et 0,70. 
En supposant que l’agitation est assurée par une turbine de Rushton dans une cuve en 
configuration standard, on peut isoler la seule caractéristique géométrique du système 
d’agitation, qui correspond au diamètre de l’agitateur. 
La relation à établir prend alors la forme suivante : 
 
),,,(max σρcDNFd =  (3.6) 
où  
o dmax : diamètre maximal stable de la goutte (µm) 
o N : vitesse de rotation (tr/min) 
o D : diamètre de l’agitateur (m) 
o ρc : masse volumique de la phase interne (eau) (kg/m3) 
o σ : tension interfaciale (mN/m) 
 
II.1.2 Construction de la base de données 
La base de données de cette application est créée aléatoirement selon une fonction uniforme, à 
partir de l’équation suivante : 
 
5
3
5
3
5
6
5
4
5max .... σρ −−−= cNDCd  (3.7) 
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Cette équation est valable dans la gamme d’applications suivante :  
o C5 = 0,1 pour la turbine de Rushton 
o D = 0,05-0,08 (m) 
o N = 100-1000 (tr/min) 
o σ = 10-45 (N/m) 
o ρc = 800-1300 (kg/m3) 
 
Toutefois, il est important de préciser que cette relation est établie avec les hypothèses 
suivantes : 
 les milieux sont très peu concentrés, donc l’effet de la coalescence est totalement 
négligé. 
 la turbulence est homogène isotrope. 
 la rhéologie de la dispersion est décrite par celle de sa phase continue [Hinze, 
1955]. 
 
A partir de cette relation (3.7), nous avons généré 648 couples d’entrées-sorties. Un premier 
groupe de données (les ¾ soit 486 couples) va servir de base d’apprentissage. Les données 
vont donc être utilisées pour l’identification des paramètres du réseau de neurones. Le 
deuxième groupe de données (le ¼ restant) est utilisé pour tester les performances du modèle 
retenu, en l’éprouvant sur des données nouvelles. On évalue ainsi sa capacité de 
généralisation. 
Une étape de normalisation est réalisée sur les données [0,1], ce qui accélère la convergence 
du réseau pendant l’apprentissage et augmente son efficacité de généralisation [Dreyfus et al., 
2002]. 
 
II.1.3 Choix de la structure du réseau 
La structure de base retenue est un PMC à trois couches : entrée, cachée, sortie [figure 3.4]. 
Les neurones constituant ces trois couches comprennent : 
 
o quatre neurones d’entrée, ce qui correspond aux variables de fonction (N, D, ρc, 
σ ). 
o un neurone de sortie représentant la sortie de réseau dmax, avec une fonction 
d’activation linéaire. 
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o trois neurones cachés dont la fonction d’activation est de type sigmoïde. Le 
nombre de neurones cachés a été optimisé empiriquement durant la phase 
d’apprentissage en se basant sur les règles empiriques mentionnées. 
 
En effet, les essais préliminaires ont montré que la structure la plus stable est composée de 
trois neurones en couche cachée. Chaque configuration élaborée a été lancée avec 100 
initialisations différentes afin d’éviter les minima locaux. 
 
 
Figure 3.4 : Modèle identifié par le réseau de neurones 
 
Le nombre total des paramètres à estimer est égal à 19 (4*3 connexions entre la couche 
d’entrée et la couche cachée + 3*1 connexions entre la couche cachée et la couche de sortie + 
1 biais pour chaque neurone), et la base de données constitue 648 couples, ce qui évite 
l’occurrence des problèmes liés au sur-apprentissage et assure une fiabilité de prédiction du 
réseau final [Dutot, 2003]. 
Le modèle a été développé à l’aide du logiciel commercial [MATLAB® 6.5]. 
 
II.1.4 Apprentissage 
Le développement du réseau se base sur l’apprentissage supervisé à l’aide de l’algorithme de 
rétropropagation. Notons que cet algorithme a été utilisé avec beaucoup de succès dans 
plusieurs applications complexes, telles que, la formation d’ozone en atmosphère [Guardani et 
al., 1999], et plus proche de nos préoccupations, l’optimisation industrielle de processus 
chimiques [Nascimento et al., 2000]. 
Couche d’entrée de 4 nœuds 
(4 entrées) Couche cachée de 3 neurones 
(Fonction d’activation de type sigmoïde)
Couche de sortie d’un seul nœud de fonction 
d’activation linéaire 
[w1] [w2]
[b1] 
1
3
b2
1 
2 
3 
4 
2
Chapitre 3  Modélisation par réseaux de neurones du phénomène d’émulsification 
 109
Pendant cette phase, l’algorithme de rétropropagation du gradient d’erreur cherche les poids 
wi qui minimisent l’erreur quadratique moyenne (RQM) entre la valeur imposée et la valeur 
estimée par le modèle. 
2)(
2
1∑ −= estiméobservé yyRQM  (3.8) 
En d’autres termes, les poids wi sont modifiés tant que l’erreur RQM est supérieure à une 
certaine valeur seuil correspondant à la précision acceptable de sortie. Pour cette application, 
l’erreur est de l’ordre de (1,06.10-4) comme la montre la figure 3.5. 
 
 
Figure 3.5 : Evaluation de l’erreur quadratique en fonction du nombre d’itérations 
d’apprentissage 
 
L’adaptation des poids des connexions, représentés par les matrices [W1] et [W2], est 
effectuée en fonction des stimuli présents à l’entrée du réseau. Le but est de trouver les poids 
des connexions appropriés aux données précises en associant les entrées avec leur sortie 
correspondante.  
Une fois l’apprentissage fini, les poids ne sont plus modifiés, et le modèle final est obtenu. 
 
II.1.5 Validation 
L’évaluation de la capacité de généralisation du réseau est réalisée sur la base de validation, 
en utilisant des couples entrée-sortie n’appartenant pas à la base d’apprentissage. Une 
validation rigoureuse du modèle produit se traduit par une proportion importante de 
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prédictions exactes données sur l’ensemble de la validation. La performance du réseau est 
alors mesurée par le coefficient de régression R2. 
Les résultats obtenus montrent que les valeurs prédites (par le réseau de neurones) sont très 
proches des valeurs calculées par l’équation 3.7 (figure 3.6). La valeur de R2 est égale à 
0,997 et l’erreur relative est de l’ordre 0,0106 %, ce qui confirme que le modèle neuronal 
décrit de façon adéquate la relation entre les conditions opératoires et le diamètre maximal 
stable des gouttes. 
 
 
Figure 3.6 : Comparaison entre dmax calculé et dmax prédit par le réseau de neurones 
Groupe de validation 
Les résultats confirment ainsi la faisabilité de l’approche neuronale comme technique de 
modélisation du diamètre moyen de Sauter dans le cas d’émulsions diluées. 
 
II.2 Modélisation par réseaux de neurones dans le cas des émulsions concentrées 
II.2.1 Quelques rappels sur les travaux expérimentaux 
Cette application concerne des émulsions concentrées (50 <Φ< 80 %), du type H/E, 
stabilisées avec un tensioactif. Ces travaux ont fait l’objet d’une thèse réalisée dans l’équipe 
Agitation-Mélange dans le cadre de la préparation des émulsions concentrées H/E, combinant 
les effets de la physico-chimie et de l’hydrodynamique [Briceño, 2001]. 
Deux approches sont proposées dans la thèse : 
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¾ la formulation SAD/RT à composition constante en utilisant une famille de 
surfactifs non ioniques du genre nonyl phénol éthoxylé. 
¾ la composition à formulation constante en utilisant un surfactif anionique (DSS). 
 
La base de données élaborée par ce travail [340 expériences] est schématisée en trois 
dimensions, selon le SAD/RT, le pourcentage de phase interne et le diamètre moyen de 
gouttes, dans les figures (3.7 - 3.8). 
 
 
 
 
Figure 3.7 : Base de données d’origine 
SAD/RT vs Φ vs d32 (Briceño, 2001) 
Figure 3.8 : Zone d’origine de données 
 (Briceño, 2001) 
 
Les émulsions sont élaborées en régime de transition dans une gamme étroite de nombre de 
Reynolds, dans une cuve agitée à D/T fixe dont l’agitation est assurée par une turbine de 
Rushton. 
 
L’analyse des résultats de ce travail montre la complexité des phénomènes et la difficulté à 
prédire par un modèle phénoménologique le comportement de ce type d’émulsions, et qu’il 
est très difficile de choisir les conditions opératoires conduisant à une qualité définie de 
produit. Partant de cette constatation, nous avons retenu l’alternative consistant à modéliser 
par réseaux de neurones afin de prendre en compte les interactions possibles des paramètres 
gouvernant les phénomènes principaux du procédé d’émulsification. 
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II.2.2 Détermination des variables 
En analysant la base de données fournie par les travaux antérieurs mentionnés, nous 
observons l’influence des paramètres suivants sur le diamètre moyen de Sauter : 
 
o Variables hydrodynamiques : 
• Re : nombre adimensionnel de Reynolds 
• ε : puissance massique (W/kg) 
• D : diamètre de l’agitateur (m) 
• N : vitesse d’agitation (tr/s) 
• Tag : durée d’agitation (s) 
 
o Variables de formulation-composition : 
• SAD/RT : nombre adimensionnel de formulation 
• Csur : concentration de surfactif (%) 
• µd : viscosité de l’huile ; phase dispersée (cP) 
• ρd : masse volumique de l’huile (kg/m3) 
• Φ : rétention de la phase dispersée (%) 
 
Pour toute conception de modèle, la sélection des entrées doit prendre en compte deux points 
essentiels : 
• premièrement, la dimension intrinsèque du vecteur des entrées doit être aussi petite que 
possible, en d’autres termes, la représentation des entrées doit être la plus compacte 
possible, tout en conservant pour l’essentiel la même quantité d’information, et en gardant 
à l’esprit que les différentes entrées doivent être indépendantes. 
• en second lieu, toutes les informations présentées dans les entrées doivent être pertinentes 
pour la grandeur que l’on cherche à modéliser : elle doivent donc avoir une influence 
réelle sur la valeur de sortie. 
 
En ce qui concerne les paramètres hydrodynamiques, le nombre de Reynolds et la puissance 
consommée dépendent de la vitesse d’agitation et du diamètre de l’agitateur. Nous avons donc 
seulement gardé ces deux paramètres auxquels nous avons ajouté la durée d’agitation. 
L’aspect hydrodynamique du modèle est donc représenté par : N, D et Tag.  
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Pour les paramètres de formulation et de composition, nous avons retenu le SAD/RT et la 
rétention en phase dispersée Φ. 
 
Nous cherchons donc à identifier la relation suivante : 
),,,,,/(32 agsur TDNCRTSADFd φ=  (3.9) 
 
Le groupe de données est ramené à l’intervalle [0,1], selon un processus de normalisation et 
évitant la saturation, de type : 
)(
)(
minmax
min*
xx
xxx −
−=  (3.10) 
où : 
x* : la valeur normalisée 
x : la valeur réelle 
xmin et xmax : bornes de la gamme d’application. 
 
Le domaine d’application est restreint par le minimum et le maximum de chaque variable, et 
correspond au domaine de validité du modèle neuronal. Dans un premier temps, nous avons 
testé une gamme plus large des valeurs min et max de variables, mais le modèle résultant 
conduisait à un intervalle de confiance moins important de 95 %. 
Dans la mesure où nous cherchons à identifier le modèle le plus fiable possible, un 
prétraitement de données est effectué en terme de représentativité et de probabilité 
d’occurrence, nous avons retenu les bornes de chaque variable, présentées dans le tableau 3.1. 
 
Variables minimum maximum 
SAD/RT -6 0 
Csur % 1 3 
D (m) 0,03 0,061 
N (tr/s) 13 20 
Φ % 50 76 
Tag (min) 5 240 
d32 (µm) 2,71 104 
 
Tableau 3.1 : Bornes des variables 
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Comme nous l’avons mentionné précédemment, la base de données est répartie en trois bases, 
apprentissage, test et validation. Les deux premières bases sont utilisées pour optimiser les 
paramètres de la régression neuronale, afin de déterminer les valeurs optimales des poids de 
connexions wi. Ces poids optimaux sont utilisés ensuite comme les paramètres du modèle afin 
de tester leur performance avec la troisième base de données. 
Rappelons que pour réaliser une prédiction satisfaisante à l’aide du modèle neuronal, il faut 
que les trois bases de données soient homogènes, avec une distribution similaire des valeurs 
cibles [d32]. 
Pour cela, une attention spécifique est portée à la répartition de la base de données (301 
couples). Dans notre application, la moitié est spécifiée pour l’apprentissage, et l’autre partie 
est partagée en deux parts équivalentes pour le test et la validation. 
 
II.2.3 Mise au point du réseau 
Les règles empiriques ont d’abord été testées mais n’ont pas conduit à des résultats 
satisfaisants. Des tests plus sophistiqués se sont avérés nécessaires pour le choix de la 
structure du réseau, tenant compte de la diversité et de la nature des bases de données. 
Dans cet objectif, nous avons utilisé la méthode dite ″Cascading″ proposée par Fahlman, une 
des méthodes les plus connues pour déterminer le nombre optimal de neurones cachés 
[Doering et al., 1997]. 
Cette méthode suppose de commencer à partir d’un petit réseau d’un neurone en couche 
cachée et d’augmenter progressivement le nombre de neurones à chaque itération 
d’apprentissage et de test. 
Précision qu’à chaque ajout d’un neurone, il faut réinitialiser les poids de connexions du 
réseau et recommencer l’apprentissage, parce que le réseau, qui est non linéaire, a une 
approche très différente pour chaque ajout d’un nouveau neurone à sa structure. 
 
L’optimisation simultanée du type de fonction d’activation non linéaire et de la géométrie du 
réseau de neurones (nombre de neurones dans la couche cachée) a été réalisée grâce à de 
nombreux essais empiriques. Ainsi, avons construit des réseaux de neurones allant de 1 à 10 
unités dans la couche cachée. Chaque réseau a ainsi été entraîné avec deux fonctions non 
linéaires (sigmoïde et tangente hyperbolique), comportant 100 initialisations de poids. 
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II.2.4 Apprentissage 
Nous avons utilisé un apprentissage supervisé comme nous l’avons mentionné auparavant à 
l’aide de l’algorithme de rétropropagation (Levenberg-Marquardt backpropagation). Dans ce 
travail, la fonction d’erreur utilisée est la règle de Delta [Neural network toolbox, 2000]. 
Au final, les poids de connexions retenus sont appliqués aux données non vues qui constituent 
la base de données de validation. Ces derniers résultats sont utilisés pour quantifier la capacité 
du modèle à extrapoler. 
 
Les deux principaux pièges que l’on peut rencontrer lors de l’utilisation d’un réseau de 
neurones sont l’existence de minima locaux dans la fonction d’erreur et un possible sur-
apprentissage. 
 
Le premier écueil est évité en commençant l’algorithme d’optimisation des poids wi en 
diverses positions de l’espace de recherche. Au total, 100  valeurs différentes du jeu des poids 
initiaux ont été utilisées à cette étape. 
 
Le surapprentissage est un problème complexe qui apparaît lorsque le modèle intègre des 
détails ″bruités″ lors de la phase d’apprentissage. Un modèle ″bien renseigné″ est un modèle 
qui passe au plus près des points expérimentaux. Un modèle sur appris est un modèle qui 
passe exactement par les points expérimentaux mais qui oscille entre ceux-ci. 
Ce phénomène apparaît lorsqu’il y a trop de poids ajustables (et donc de neurones cachés) ou 
quand l’optimisation de ces poids est poussée trop loin. De tels modèles ont de très faibles 
performances en terme de prévision. 
Afin d’éviter ce genre de phénomènes, nous avons utilisé la technique appelée ″arrêt 
prématuré″-″early-stopping″, dont le principe est le suivant : 
 
- les données sont réparties en trois ensembles de données : d’apprentissage, de test, et 
de validation. 
- l’optimisation des poids wi, qui est calculée uniquement sur la base d’apprentissage, 
conduit à diminuer la fonction d’erreur sur le jeu d’apprentissage. 
- à chaque étape de modification de poids, on présente le modèle au jeu de données de 
test. L’erreur est calculée pour ces données. Tant que cette erreur, sur le jeu de test, 
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diminue on poursuit la modification des poids. Si l’erreur sur le test augmente, c’est le 
signe d’un sur-apprentissage. 
- on arrête donc le processus et on retient les valeurs finales de poids, au minimum de 
l’erreur sur le test. 
 
Typiquement, l’évolution de l’erreur quadratique sur la base d’apprentissage en fonction de 
nombre de cycles d’apprentissage, se comporte comme la courbe A de la figure (3.9). Sur 
cette même figure est également représentée l’évolution de l’erreur quadratique en 
généralisation calculée à partir d’une base de données de test (courbe B) [Elie, 1997]. 
 
 
Figure 3.9 : Evolution de l’erreur d’apprentissage et de généralisation 
 
Parmi différentes configurations testées du réseau, nous avons retenu celle produisant le plus 
faible écart type [racine carrée de l’erreur quadratique moyenne (REQM)] sur les données de 
validation en aveugle [Dutot et al., 2003].  
Notons que REQM est donné par la formule suivante : 
 
n
yy
REQM i
estiméevraie∑ −
=
2)(
 (3.11) 
 
où n est le nombre d’éléments de l’ensemble de validation. 
La figure 3.10 montre la variation de la racine carrée de l’erreur quadratique moyenne 
(REQM) en fonction du nombre de neurones cachés et du type de fonction d’activation, sur le 
jeu de validation. 
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Figure 3.10 : Variation de REQM avec le nombre de neurones cachés et de type de fonction 
d’activation 
 
Le minimum de l’erreur est atteint avec une configuration de 8 neurones cachés. En plus, 
l’analyse de résultats montre que l’influence du type de fonction d’activation n’est pas notoire 
pour les différentes structures. 
 
Au final, la structure optimale retenue pour le réseau comporte huit neurones cachés, avec une 
fonction d’activation de type sigmoïde. 
 
Comme mentionné auparavant, six paramètres sont utilisés en entrée de réseau. Par 
conséquent, le nombre total des paramètres à estimer est de 65. Comme pour tout modèle 
statistique, lors de l’identification de la fonction non linéaire, le nombre de paramètres 
ajustables doit évidemment être inférieur au nombre de données d’entrée [Besse, 2003]. Dans 
notre travail, le nombre total de données utilisées pour déterminer les paramètres de réseaux 
wi est 301 couples d’entrée-sortie, ce qui en accord avec ce principe. 
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La figure 3.11 montre la structure optimale du réseau retenu. 
 
 
 
II.2.5 Validation 
Nous constatons que le modèle obtenu conduit à un coefficient de régression égal à 98,6 %. 
La figure 3.12 représente la coïncidence entre les valeurs expérimentales et celles estimées 
par le modèle neuronal avec la base d’apprentissage. 
Figure 3.11: Modèle identifié par le réseau de neurones 
Couche d’entrée de 6 nœuds 
Couche de sortie d’un seul nœud  
Avec fonction linéaire 
[w1] [w2]
[b1]
b2
1 
2 
3 
4 
5 
6 
1 
2 
3 
4 
5 
6 
7 
8 
Couche cachée de 8 nœuds 
Avec fonction d’activation sigmoïde 
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Figure 3.12 : Comparaison entre d32 expérimental et d32 calculé par le réseau de neurones 
 Groupe d’apprentissage 
 
La dernière évaluation de la qualité de performance ou de régression de réseau retenue est 
testée sur la base de validation. Le diamètre moyen prédit vs diamètre moyen observé est 
schématisé sur la figure 3.13 pour les données de validation. 
Les valeurs obtenues par la régression neuronale sont tout à fait distribuées autour de la ligne 
idéale 1 :1. La pente de la droite représentant les données expérimentales vs les données 
modélisées est 0,934 et le R2 = 0,977. 
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Figure 3.13 : Comparaison entre d32 expérimental et d32 calculé par le réseau de neurones  
 Groupe de validation 
 
Bien que globalement les valeurs estimées soient proches des valeurs expérimentales, l’écart 
entre les deux valeurs peut-être important ponctuellement (d32 exp = 60 µm, par exemple pour 
d32 cal = 34 µm). 
 
Finalement, en considérant un intervalle de confiance de 95 %, soit un facteur deux, dans 
l’estimation est une performance acceptable, tous les points doivent se trouver à l’intérieur de 
cette fourchette (droites en pointillés sur la figure 3.14). 
Chapitre 3  Modélisation par réseaux de neurones du phénomène d’émulsification 
 121
 
Figure 3.14 : Performance de réseau à un intervalle de confiance de 95 % 
 
La ligne continue est la ligne idéale 1 :1, et les lignes (pointillées) représentent le facteur 2 au-
dessus et au-dessous de la ligne idéale, pour les valeurs algorithmiques. 
On observe que la performance de réseau est satisfaisante, tous les points se situent dans ce 
domaine avec seulement deux points en dehors. 
 
II.2.6 Analyse de l’importance des variables d’entrées 
 Approches classiques 
La complexité de la fonction implémentée par le réseau de neurones rend l’analyse de la 
contribution de chaque variable extrêmement difficile. En effet, à partir des variables 
d’entrées, le réseau est capable de prédire le paramètre de sortie, mais les mécanismes 
intérieurs de réseau sont complètement ignorés [Faur-Brasquet et al., 2003].  
Dans l’objectif de confirmer l’influence des paramètres spécifiques sur le diamètre moyen de 
Sauter, l’importance de chaque variable doit être déterminée. 
Comme dans une régression linéaire, les coefficients trouvés permettent de quantifier 
l’importance relative des variables utilisées dans le modèle. Ainsi, un coefficient élevé 
indique une importance forte de la variable considérée dans la valeur estimée de la sortie du 
modèle. 
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Bien que l’interprétation de réseaux de neurones ne semble pas aussi directe que tous les 
modèles simples de régression linéaire, il existe à l’heure actuelle, plusieurs méthodologies 
pour caractériser la boîte noire du type réseau de neurones [Dimopoulos et al., 1995-1999 ; 
Gevrey et al., 2003]. 
 
Ces méthodologies, analysant la contribution de variables sur la prédiction de réseau, sont 
reparties en deux catégories : 
• des approches quantitatives, basées sur les poids de connexions et leurs dérivées partielles 
[Garson, 1991] ; 
• des approches qualitative (visuelles), reposant sur le diagramme d’interprétation neuronal 
[Özesmi, 1999] et l’analyse de sensibilité [Lek et al., 1996a-b]. 
 
Olden et al. (2004), ont effectué une comparaison entre les différentes méthodologies utilisées 
pour évaluer la contribution des variables en réseaux de neurones. Ils précisent que l’approche 
des poids de connexions est le plus souvent privilégiée par rapport aux autres approches en 
terme de précision et de fiabilité. 
 
Dans notre application, nous avons choisi d’utiliser l’approche liée aux poids de connexions, 
afin d’examiner la contribution des variables prédictives sur le diamètre moyen des gouttes du 
produit final. 
 
 Approche des poids de connexions 
Rappelons que dans un réseau de neurones les poids de connexions sont les liens entre les 
entrées et la sortie. Par conséquent, ils représentent le lien entre le problème et la solution. La 
contribution relative des variables indépendantes sur la prédiction de réseau dépend de 
l’ampleur et de la direction des poids de connexions. Une variable d’entrée avec des poids de 
connexions forts représente une grande intensité sur le transfert de signal. Autrement dit, elle 
a une contribution forte sur la prédiction du réseau par rapport aux autres variables 
caractérisées par des poids de connexions plus petits. 
 
Selon Odlen (2002b), l’approche des poids de connexions (Connection Weight Approach) 
utilisant les poids de connexions bruts des connexions entrée-cachée et cachée-sortie de 
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réseau de neurones fournit la meilleure méthodologie pour une identification précise de 
l’importance des paramètres du modèle. 
Cette approche permet d’identifier avec succès l’importance réelle de toutes les variables du 
réseau de neurones. 
Elle calcule le résultat des connexions brutes des neurones entrée-cachée et cachée-sortie pour 
chaque neurone d’entrée et le neurone de sortie, et récapitule la somme de résultats à travers 
tous les neurones cachés [Olden et Jackson, 2002b]. 
 
- Mise en oeuvre 
Considérons notre réseau de neurones avec six neurones d’entrées, huit neurones cachés et un 
seul neurone de sortie, dont les matrices des poids de connexions sont données dans les 
tableaux 3.2 et 3.3 : 
 
 Caché 
1 
Caché 
2 
Caché 
3 
Caché 
4 
Caché 
5 
Caché 
6 
Caché 
7 
Caché 
8 
entrée 
1 
 
30,78 -33,34 -38,09 -10,83 -43,93 -0,91 30,52 -3,41 
entrée 
2 
 
9,79 1,67 -24,76 6,89 -18,77 -1,01 -14,32 11,81 
entrée 
3 
 
-16,28 -3,09 9,59 15,59 11,51 -3,49 2,94 -10,16 
entrée 
4 
 
0,87 26,11 -1,35 1,98 -31,53 -13,19 -22,73 -3,97 
entrée 
5 
 
15,54 12,84 4,42 -8,48 0,77 -7,19 -7,09 -3,32 
entrée 
6 
 
-0,51 -0,306 0,81 11,08 -2,57 0,25 0,36 -7,46 
 
Tableau 3.2 : Matrice des poids de connexions entrée-cachée 
× 
 Caché 
1 
Caché 
2 
Caché 
3 
Caché 
4 
Caché 
5 
Caché 
6 
Caché 
7 
Caché 
8 
sortie -17,36 17,52 -15,58 -0,06 -1,17 1,34 17,42 0,55 
 
Tableau 3.3 : Matrice des poids de connexions cachée-sortie 
 
La procédure de calcul consiste à multiplier la valeur du poids de connexion des neurones 
cachée-sortie, pour chaque neurone caché, par les valeurs des poids de connexion de la 
couche entrée-cachée. En effectuant cette démarche pour chaque neurone d’entrée, nous 
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identifions sa contribution à la sortie. Le produit effectué donne les résultats présentés dans la 
matrice suivante (tableau 3.4) : 
 
 
Caché 
1 
Caché 
2 
Caché 
3 
Caché 
4 
Caché 
5 
Caché 
6 
Caché 
7 
Caché 
8 
entrée 
1 -534,22 -583,97 593,53 0,64 51,44 -1,22 531,63 
 
-1,86 
entrée 
2 -169,92 29,28 385,70 -0,40 21,98 -1,34 -249,4 6,45 
entrée 
3 282,50 -54,20 -149,55 -0,92 -13,48 -4,67 51,24 -5,55 
entrée 
4 -15,06 457,48 21,08 -0,12 36,92 -17,65 -395,9 -2,17 
entrée 
5 -269,71 225,03 -68,91 0,49 -0,91 -9,62 -123,6 -1,81 
entrée 
6 8,85 -5,36 -12,66 -0,65 3,01 0,33 6,24 -4,07 
 
Tableau 3.4 : Produits des poids de connexions  
  
Ensuite, on effectue la somme des produits précédents pour chaque neurone d’entrée suivant 
l’équation (3.12) : 
∑
=
=
8
1Y
xyx CachéEntrée  (3.12) 
On peut alors quantifier l’importance ou la distribution de tous les poids de sortie attribués 
aux variables d’entrées données. Les résultats obtenus, pour chaque variable étudiée sont 
présentés dans le tableau 3.5 : 
 
 
Importance Ordre  
 
D 105,38 1 
 
N 84,55 2 
 
SAD/RT 55,98 3 
 
Csur  22,29 4 
 
Tag -4,31 5 
 
Φ -249,06 6 
 
Tableau 3.5 : Résultats de l’approche des poids de connexions 
Les résultats mettent en évidence la forte influence importante du diamètre de l’agitateur et de 
la vitesse d’agitation sur le diamètre moyen des gouttes. Ensuite, viennent le SAD/RT et la 
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concentration du tensioactif. En dernière position, interviennent la durée d’agitation et le 
pourcentage de la phase interne. 
 
III. Conclusion 
Nous avons proposé dans ce chapitre une modélisation par réseaux de neurones du procédé 
d’émulsification en cuve agitée afin de prédire la relation entre les conditions opératoires et le 
diamètre moyen des gouttes. La performance du réseau a dans un premier temps été validée 
sur l’exemple bien maîtrisé en pratique des émulsions diluées où le réseau a pu être entraîné à 
partir d’une loi de base de prédiction de la granulométrie. Des résultats tout à fait satisfaisants 
ont été obtenus et la démarche a dans un second temps été appliquée au cas plus complexe 
d’émulsions concentrées. 
 
Dans ce cas, la base de données résulte d’une étude expérimentale précédemment développée 
dans l’équipe Agitation-Mélange. Nous avons détaillé la méthodologie de sélection, des 
variables d’étude pour ce type d’émulsion, ce qui nous a conduit à retenir un modèle prenant 
en compte deux jeux de paramètre, d’une part les variables hydrodynamiques (vitesse 
d’agitation, durée d’agitation, diamètre d’agitateur) et les variables de formulation (SAD/RT, 
concentration de tensioactif, taux de rétention). 
 
Les résultats obtenus montrent là encore une très bonne fiabilité de prédiction du réseau. 
Une analyse quantitative par poids de connexions a alors permis d’analyser l’importance 
relative des différents paramètres. (D>N>SAD/RT>Csur>Tag>Φ). 
 
Ce modèle va à présent être impliqué dans une boucle d’optimisation afin de déterminer les 
conditions optimales de l’opération d’émulsification conduisant à un diamètre donné de 
gouttes. 
 
Néanmoins, ce dernier pourrait être élargi avec d’autres bases de données qui prennent en 
compte des variables supplémentaires telles que : le type d’agitateur, le protocole 
d’incorporation,…. etc. 
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Introduction 
 
Dans ce chapitre, nous présentons la méthodologie d’optimisation afin d’identifier et de 
prédire les combinaisons optimales des conditions opératoires du procédé d’émulsification 
[SAD/RT, Csur, Φ, N, D, Tag], répondant à un critère donné [d32]. Le modèle retenu est celui 
obtenu par la technique des réseaux de neurones qui a fait l’objet du chapitre précédent (figure 
4.1). 
 
Figure 4.1 : Couplage des réseaux de neurones et du module d’optimisation 
Ce chapitre est divisé en trois parties : 
• la première justifie la démarche d’optimisation retenue. 
• la deuxième est dédiée à la présentation de l’algorithme génétique choisi comme 
méthode d’optimisation ; nous insistons sur les points clés concernant son 
développement ainsi que le couplage avec le réseau de neurones. 
• la troisième présente les résultats obtenus par l’algorithme génétique pour la 
détermination des meilleurs scénarii concernant les conditions opératoires minimisant 
un critère d’optimisation, basée sur l’obtention d’un diamètre donné de taille de 
goutte. L’exploitation et la validation physique des scénarii retenus y sont également 
analysées. 
 
 
 
Modèle établi par les réseaux 
de neurones 
Module d’optimisation 
Combinaison optimale  
Base de données 
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I. Choix de la méthode d’optimisation 
La tâche principale de l’optimisation globale est la recherche de la solution qui minimisera un 
critère de coût donné, appelé « optimum global ». 
Les méthodes d’optimisation peuvent être classées en deux grandes approches : 
 déterministe : les algorithmes de recherche utilisent toujours le même cheminement 
pour arriver à la solution, et on peut donc ″déterminer″ à l’avance les étapes de la 
recherche.  
 évolutionnaire ou aléatoire : pour des conditions initiales données, l’algorithme ne 
suivra pas le même cheminement pour aller vers la solution trouvée, et peut même 
proposer différentes solutions [Oduguwa et al., 2005].  
 
Les méthodes déterministes sont généralement efficaces quand l’évaluation de la fonction est 
très rapide, ou quand la forme de la fonction est connue a priori. Les cas plus complexes 
(temps de calcul important, nombreux optima locaux, fonctions non-dérivables, fonctions 
fractales, fonctions bruitées…) sont souvent traités plus efficacement par des méthodes non-
déterministes. 
 
Figure 4.2 : Présentation schématique des optima local et global 
Généralement, avec les méthodes déterministes, on utilise des méthodes classiques telles que 
la méthode du gradient ou la méthode directe [Biegler et al., 2004 ; Deb, 1995 ; Hooke et al., 
1961]. L’utilisation de ces méthodes nécessite comme étape préliminaire la localisation des 
extrema. Celle-ci peut être faite, par exemple, sur un graphique ou par une discrétisation fine 
de l’espace de recherche. La recherche des extrema d’une fonction f revient à résoudre un 
système de n équations à n inconnues, linéaire ou non et la fonction à optimiser est évaluée en 
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chacun des points de discrétisation. La valeur maximale est alors considérée comme une 
bonne approximation de l’optimum de la fonction. Pour cette méthode le temps de calcul 
augmente exponentiellement en fonction du nombre de variables. 
Dans une étude préliminaire, nous avons testé des méthodes d’optimisation classiques 
déterministes (type SQP) [Coleman et al., (1996-1994)]. La résolution du problème a montré 
que les solutions obtenues dépendaient fortement de l’initialisation, conduisant donc à de 
nombreux optima locaux, ce qui n’est pas surprenant car la formulation du problème ne 
compte pas de contraintes (hormis les contraintes sur les bornes des variables). 
Par contre, l’application de méthodes stochastiques, telles que : un algorithme génétique, dans 
le cadre de l’optimisation de conditions opératoires s’est révélée très performante dans 
plusieurs domaines [Ahmad et al., 2004 ; Chen et al., 2002 ; Suh et al., 2000]. Nous nous 
sommes donc orientés vers le choix de ces méthodes dans le but de déterminer les conditions 
opératoires optimales. 
Précisons quelques caractéristiques des algorithmes évolutionnaires : 
1. utilisation d’un codage des éléments de l’espace de recherche et non pas des éléments 
eux-mêmes, ce qui permet d’explorer l’espace de recherche plus efficacement 
[Collette et al., 2002] ; 
2. recherche d’une solution à partir d’une population de points et non pas à partir d’un 
seul point ; 
3. aucune contrainte de régularité sur la fonction étudiée (continuité, dérivabilité, 
convexité…), ce qui est un des gros atouts des algorithmes génétiques ; 
4. modèles non déterministes mais utilisant des règles de transition probabilistes [Koza, 
1992]. 
Ces raisons nous ont conduits à retenir un algorithme génétique parmi la classe des 
algorithmes stochastiques (notamment par rapport à un algorithme de type recuit simulé par 
exemple qui raisonne avec un seul point de recherche). 
Après un bref exposé des fondements de ces méthodes auxquelles appartiennent les 
algorithmes génétiques, nous détaillerons la procédure retenue pour traiter notre problème 
d’identification paramétrique. 
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II.  Les algorithmes évolutionnaires 
Les algorithmes évolutionnaires sont inspirés du concept de sélection naturelle élaboré par 
Charles Darwin. La figure 4.3 présente l’organigramme d’un algorithme évolutionnaire. Il 
s’agit de simuler l’évolution d’une population d’individus divers (généralement tirée 
aléatoirement au départ) à laquelle on applique différents opérateurs (croisement, mutation) et 
que l’on soumet à une sélection, à chaque génération. Si la sélection s’opère à partir de la 
fonction d’adaptation, alors la population tend à s’améliorer [Bäck, 1996 et Bäck et al., 1997]. 
Un tel algorithme est fondé sur des règles d’évolution probabilistes. Il ne nécessite aucune 
connaissance du problème : il peut être représenté par une boîte noire comportant des entrées 
(les variables) et des sorties (les fonctions objectif). L’algorithme ne fait que manipuler les 
entrées, lire les sorties, manipuler à nouveau les entrées de façon à améliorer les sorties, etc. 
[Whitley, 1993]. 
 
Figure 4.3 : Organigramme d’un algorithme évolutionnaire 
Le principal attrait de ces techniques est le traitement de problèmes non convexes. En effet, 
contrairement aux méthodes numériques déterministes d’identification, elles permettent de 
s’extraire de minima locaux afin d’obtenir une solution optimale. De plus, le choix de ces 
méthodes stochastiques offre une plus grande flexibilité. On peut ainsi s’affranchir de la 
définition exacte de l’espace de recherche et opérer sans avoir besoin d’introduire de 
connaissance a priori sur la structure réelle de la solution [Fonseca et al., 1995]. 
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III. Les algorithmes génétiques 
Cette partie est consacrée au module de prédiction des conditions opératoires par algorithmes 
génétiques (AG). Après une présentation des fondements de la méthode, les diverses 
procédures nécessaires à ces algorithmes sont détaillées, ainsi que le codage spécifique des 
paramètres qui a été développé lors de cette étude. 
III.1 Historique 
Les algorithmes génétiques sont à la base des algorithmes d’optimisation stochastiques. Les 
premiers travaux dans ce domaine ont commencé dans les années cinquante, lorsque plusieurs 
biologistes américains ont simulé des structures biologiques sur ordinateur. Puis John Holland 
(1975), sur la base des travaux réalisés entre 1960 et 1970, développe les principes 
fondamentaux des algorithmes génétiques dans le cadre de l'optimisation mathématique. La 
parution en 1989 de l'ouvrage de référence écrit par D.E. Goldberg (1989) qui décrit 
l'utilisation de ces algorithmes dans le cadre de résolution de problèmes concrets a permis de 
mieux faire connaître ces derniers dans la communauté scientifique et a marqué le début d'un 
nouvel intérêt pour cette technique d'optimisation, qui reste néanmoins très récente. 
Ils s'attachent à simuler le processus de sélection naturelle dans un environnement hostile lié 
au problème à résoudre, en s'inspirant des théories de l'évolution proposées par Charles 
Darwin (1859) :  
1. Dans chaque environnement, seules les espèces les mieux adaptées perdurent au cours 
du temps, les autres étant condamnées à disparaître. 
2. Au sein de chaque espèce, le renouvellement des populations est essentiellement dû 
aux meilleurs individus de l'espèce. 
La génétique s’intéresse à chaque individu par son code génétique, composé d’un ensemble 
de données, les chromosomes, eux-mêmes constitués de gènes dont l’association caractérise 
parfaitement l’individu. Chaque individu se voit ainsi doté de telle ou telle capacité lui 
permettant d’évoluer dans son environnement naturel. 
Les opérateurs génétiques fonctionnent au niveau génotypique tandis que le mécanisme de 
sélection opère au niveau phénotypique (le phénotype d’un individu est l’ensemble des traits 
caractéristiques d’un individu, alors que le génotype est le codage de ces traits en gènes). Si 
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l’individu est bien adapté, il a une plus grande chance de procréer dans la génération future. 
Au fur et à mesure des générations, on sélectionne les individus les mieux adaptés, et 
l’augmentation du nombre des individus bien adaptés fait évoluer la population entière. 
La robustesse est une des caractéristiques principales des algorithmes génétiques [Fonseca et 
al., 1993]: ils permettent de fournir une ou plusieurs solutions de «bonne» qualité (pas 
nécessairement optimales, mais suffisantes en pratique) à des problèmes très variés. Ils ont 
donné de bons résultats pour résoudre le problème classique de l’itinéraire du voyageur de 
commerce [Homaifar et al., 1993], dans le domaine médical (gestion des bibliothèques 
biologiques) [Forrest et al., 1993 ; Kuzmanovski et al., 2005], dans les problèmes de contrôle 
du trafic aérien [Delahaye et al., 1994] et dans l’industrie manufacturière (extrusion de 
polymère, fermentation de la bière, stéré-lithographie) [Majumdar et al., 2004 ; Oduguwa et 
al., 2005 ; Tarafder et al., 2005]. 
III.2 Principes généraux des algorithmes génétiques 
Les algorithmes génétiques opèrent sur une population d’individus à un seul chromosome 
marqués par un codage spécifique qui les identifie complètement. Cette population constitue 
un ensemble de solutions potentielles au problème d’optimisation. 
L’évolution vers des solutions meilleures s’effectue selon des mécanismes similaires à ceux 
de l’évolution naturelle qui vise à adapter les individus à leur milieu environnant. Pour chacun 
des individus de la population, on définit une procédure d’évaluation qui détermine leur 
adaptation face au problème d’optimisation. Cette fonction d’adaptation est directement 
déduite du critère d’optimisation. 
Les algorithmes génétiques sont des méthodes itératives générant de nouvelles populations à 
partir des précédentes par des mécanismes de sélection et d’évolution, ou de reproduction 
(croisement et mutation) : 
- la phase de sélection favorise la survie des individus les mieux adaptés au 
détriment des plus faibles, en utilisant une procédure de sélection stochastique qui 
tient compte de l’adaptation respective de chaque individu ; 
- la phase de reproduction effectue le croisement d’individus aléatoirement appariés 
et la mutation des individus selon une probabilité donnée. 
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Les AG visent à générer des populations de mieux en mieux adaptées. L’efficacité de cette 
méthode dépend essentiellement du codage des individus. Il faut que ce codage comporte de 
bons schémas élémentaires caractéristiques des propriétés fondamentales du problème traité. 
Il faut de plus que ces schémas aient le maximum de chance de subsister lors de l’application 
des opérateurs de reproduction afin de sélectionner préférentiellement les meilleurs schémas 
[Goldberg, 1994]. 
Les analogies entre la génétique et les algorithmes génétiques sont résumées dans le tableau 
4.1. 
Génétique Algorithmes Génétiques 
Individu (représenté par ses chromosomes) Codage des solutions 
Gènes  Blocs élémentaires constitutifs du codage 
Population  Ensemble de solutions potentielles 
Adaptation de l’individu à son milieu Critère à optimiser 
Générations  Itérations de la procédure 
Tableau 4.1 : Analogie génétique biologique / algorithmes génétiques 
III.3 Forme classique d’un algorithme génétique 
L’algorithme génétique développé dans ce travail est issu d’une adaptation d’un algorithme 
appliqué à l’optimisation multicritère de la conception d’ateliers discontinus. Il a été élaboré 
dans le cadre d’un travail de thèse effectué au sein de l’équipe Conception Optimisation et 
Ordonnancement des Procédés (COOP) [Dietz, 2004]. 
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La structure basique de cet algorithme est la suivante : 
Création de la population initiale 
Evaluation de la fonction d’adaptation 
Tant que numéro population inférieur à nombre maximum de générations, faire : 
Génération de la nouvelle population 
Sélection des meilleurs individus 
Génération des descendants par croisement 
Mutation des individus 
Fin 
Fin 
Tri des solutions 
Ensemble des solutions optimales 
III.4 Points clés du développement de l’algorithme génétique 
La mise en œuvre de l’algorithme génétique doit prendre en compte les quatre éléments 
essentiels suivants : 
• un codage des individus ; 
• une procédure de génération de la population initiale ; 
• une fonction d’adaptation qui permet d’évaluer l’adéquation d’un individu ; 
• des mécanismes de sélection, de croisement et de mutation. 
L’ensemble des choix à effectuer est présenté ci-après. 
III.4.1 Codage des individus  
Le codage est une représentation conceptuelle, manipulable par l’algorithme génétique en vue 
de son évolution. C’est une étape primordiale car toutes les procédures suivantes en 
dépendent. Il associe à chacun des points de l'espace d'état une structure de données qui 
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synthétise toute l'information liée à ces derniers et se place donc après la phase de 
modélisation mathématique.  
 
 
Figure 4.4 : Passage de l’espace réel aux chromosomes 
 
Historiquement, le codage utilisé était représenté sous forme de chaînes de bits contenant 
toute l'information nécessaire à la description d'un point dans l'espace de recherche [Hibbert, 
1993]. Ce type de codage a pour intérêt de permettre de créer des opérateurs de croisement et 
de mutation simples (par inversion de bits par exemple). Plusieurs codes d’informations sont 
utilisés : code réel, codage de Gray et code binaire naturel qui est le plus fréquemment utilisé 
[Davis, 1991]. 
Dans notre algorithme nous utilisons un codage binaire. On aboutit à une structure présentant 
cinq niveaux d’organisation (figure 4.5):  
 
Figure 4.5 : Les cinq niveaux d’organisation de notre algorithme génétique 
Rappelons que, dans notre étude, les n variables sont supposées continues. Nous considérons 
un espace de recherche fini :  
Espace mathématique 
Espace réel 
Espace de chromosomes 
Codage 
Modélisation
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Cet espace de recherche est défini par les bornes inférieures et supérieures de variables 
représentant les conditions opératoires de procédé. Comme nous l’avons mentionné dans le 
chapitre III, les valeurs suivantes des bornes ont été adoptées (tableau 4.2). 
 
Variable Borne inférieure Borne supérieure 
SAD/RT -6 0 
Concentration de tensioactif (%) 1 3 
Diamètre d’agitateur (m) 0,03 0,061 
Vitesse d’agitation (rps) 13 20 
Pourcentage de phase interne (%) 50 75 
Durée d’agitation (min) 5 240 
 
Tableau 4.2 : Variables d’optimisation continues : conditions opératoires 
 
Les variables ont été discrétisées, ainsi qu’il est d’usage en utilisant un codage binaire avec 
changement de variable (figure 4.6). 
Variable continue
Variable discrète
Binf Bsup
0 2(Nbits)-1
 
 
Figure 4.6 : Codage des variables 
 
Le nombre de bits utilisés pour coder les conditions opératoires est calculé selon la précision 
souhaitée. Précisons que les variables sont introduites dans l’AG sous forme normalisée entre 
[0,1] afin d’assurer l’unicité et la faisabilité du modèle neuronal. 
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Le tableau suivant donne la précision physique souhaitée (dans l’unité de la variable), son 
équivalant en terme numérique entre [0,1] et le nombre de bits correspondant. 
 
Variable Précision physique Précision numérique Nombre de bits 
SAD/RT 1 0,173 4 
Concentration de tensioactif 0,5 0,25 3 
Diamètre d’agitateur  0,005 0,16 4 
Vitesse d’agitation  0,1 0,014 7 
Pourcentage de phase interne 5 0,2 4 
Durée d’agitation  5 0,02 6 
 
Tableau 4.3 : Précisions physique et numérique de variables et nombre de bits correspondant 
III.4.2 Génération aléatoire de la population initiale 
La population initiale constitue le point de départ de l’algorithme génétique ; il est 
généralement admis que l’efficacité ultérieure de l’algorithme est étroitement liée à la qualité 
ainsi qu’à la variété génétique de la première génération d’individus. En effet, il est 
intuitivement préférable d’avoir une génération initiale des individus qui, d’une part, ne viole 
pas les contraintes intrinsèques au problème et, d’autre part, constitue un échantillon 
représentatif du domaine de l’ensemble des solutions potentielles du problème. 
Il existe plusieurs méthodes de génération d’une population initiale, parmi lesquelles le tirage 
aléatoire, l’utilisation d’heuristiques ou la combinaison des deux techniques. 
La stratégie choisie pour la création de la population initiale consiste en une génération 
aléatoire des chromosomes, en partant du principe que la position de l’optimum dans l’espace 
de recherche est complètement inconnue. Cette méthode présente l’avantage de proposer une 
population variée, assurant un bon recouvrement de l’espace de recherche. Elle permet de 
générer une population acceptable, lorsqu’a priori aucune information n’est disponible sur la 
localisation de l’optimum [Dietz, 2004]. 
III.4.3 Calcul de la qualité 
La phase d’évaluation consiste à calculer la « force » d’adaptation de chaque individu de la 
population. L’algorithme génétique tend à maximiser la force des individus au cours des 
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populations successives pour aboutir à une population très bien adaptée, c’est-à-dire à un 
ensemble de très bonnes solutions pour le problème posé. 
 
Notre objectif est de faire tendre d32 vers une valeur cible dcible. Nous construisons alors un 
critère quadratique à minimiser comme suit : 
 
Min F(x)= (d32-dcible)2 
avec : 
),,,,,/(32 agsur TDNCRTSADFd φ= ; où SAD/RT, Csur, Φ, N, D, Tag représentent l’ensemble 
des conditions opératoires. 
 
Notons que, à l'inverse d'autres techniques d'optimisation, les algorithmes génétiques ne 
nécessitent pas de calculer la dérivée de la fonction objectif, ce qui les rend attrayants pour la 
résolution de problèmes dont les propriétés mathématiques sont méconnues ou délicates à 
mettre en œuvre. 
Généralement, dans un algorithme génétique la qualité ou la force de l’individu est calculée à 
partir de la fonction de coût F par une transformation telle que [Goldberg, 1994]: 
 
Qualité (x) = Fmax – F(x) si F(x)>0 ; Fmax = 0 si F(x) <0 
 
Fmax devra être choisie de manière à ce que la valeur de Qualité (x) reste toujours positive. 
Elle peut être, par exemple, la plus grande valeur observée de F(x), soit au sein de la 
population courante, soit depuis le début de la recherche. 
III.4.4 Opérateurs de reproduction 
La phase de reproduction exploite principalement deux opérateurs : le croisement et la 
mutation. Elle comporte aussi l’opération de sélection et l’opération de production de la 
génération suivante, à partir des populations parent et enfant. 
• Sélection 
La sélection consiste à choisir les paires d’individus survivant d’une génération à l’autre et 
ceux intervenant dans la procédure de reproduction de la future population [Goldberg, 1989]. 
Cette sélection s’effectue au prorata de l’adaptation des individus. 
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Un certain pourcentage de la taille de la population est conservé d’une génération à l’autre ; 
ce pourcentage, appelé taux de survie, reste constant au cours des générations. 
La méthode de sélection la plus classique, développée par Goldberg (1994), s’appuie sur un 
tirage aléatoire sur roue de la loterie biaisée. La roulette de Goldberg permet de sélectionner 
de manière stochastique les individus ayant la fonction d’adaptation la plus élevée, tout en 
n’interdisant pas la sélection d’individus moins bien adaptés. En effet, il est important 
d’autoriser dans une certaine mesure la sélection d’individus faibles, afin d’assurer une 
certaine variété génétique au sein de la future génération, garante d’une bonne exploration de 
l’espace des solutions.  
La sélection est effectuée par un tirage de loterie, dans lequel chaque individu de la 
population occupe un secteur de la roue proportionnel à sa force relative f, correspondant à sa 
force F rapportée à la somme totale des forces de tous les individus de la génération. 
 
Individus Force Force relative 
1 15 0,1 
2 30 0,2 
3 45 0,3 
4 22,5 0,15 
5 7,5 0,05 
6 30 0,2  
 
Figure 4.7 : Exemple d’application de la roulette Goldberg 
Il est noté dans Goldberg (1994) que le principe de la roulette offre le meilleur compromis 
entre exploration de l’espace de recherche et exploitation des informations obtenues. 
• Croisement 
Le croisement a pour but d'enrichir la diversité de la population en manipulant la structure des 
chromosomes [Qi et al., 1993 ; Syswerda, 1989]. Il s’applique à deux individus tirés 
aléatoirement dans la population précédente. Ces individus appariés vont donner naissance à 
deux descendants. Bien qu'il soit aléatoire, cet échange d'informations offre aux algorithmes 
génétiques une part de leur puissance : parfois, de "bons" gènes d'un parent viennent 
remplacer les "mauvais" gènes d'un autre et créent des fils mieux adaptés à l’environnement. 
Initialement, le croisement utilisé avec les chaînes de bits était le croisement à découpages de 
chromosomes « slicing crossover ». Pour effectuer ce type de croisement sur des 
3 
4 
1 
2 
5 
6 
Roulette 
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chromosomes constitués de L gènes, on tire aléatoirement une position inter-gènes dans 
chacun des parents. On échange ensuite les deux sous-chaînes de chacun des chromosomes, 
ce qui produit deux enfants C1 et C2 [Bridges et al., 1991]. Notons que le croisement 
s’effectue directement au niveau binaire, et non pas au niveau des gènes. 
 
Figure 4.8 : Croisement classique 
• Mutation 
L'opérateur de mutation s’applique à l’ensemble des individus présents dans la nouvelle 
population. Elle apporte aux algorithmes génétiques la propriété d'ergodicité de parcours de 
l'espace. Cette propriété indique que l'algorithme génétique sera susceptible d'atteindre tous 
les points de l'espace d'état. 
Dans le cas du codage binaire, la méthode classique consiste, après avoir déterminé le locus 
ou la position à muter, à inverser un bit dans un chromosome. Cela revient à modifier 
aléatoirement la valeur d’un paramètre de l’individu. La mutation assure une recherche aussi 
bien globale que locale, selon le poids et le nombre des bits mutés [Cerf, 1994]. 
Bien que ce déplacement puisse paraître petit au niveau des chaînes de bits, il peut être assez 
important dans la topologie initiale (considérons une mutation transformant " 000 " en " 100 " 
avec une topologie initiale basée sur la valeur décimale de la chaîne de bits). Ceci introduit un 
risque de ne pas générer la descendance dans le voisinage des parents. 
 
Figure 4.9 : Représentation schématique d’une mutation dans un chromosome 
P1 P2
C2C1 
Croisement 
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III.4.5 Paramètres de fonctionnement 
La mise en œuvre d’un algorithme génétique nécessite l’ajustement de certains paramètres. 
Comme dans tout algorithme itératif, il faut définir un critère d’arrêt tel que par exemple une 
valeur seuil, un nombre maximum d’itérations ou la détection d’un optimum (caractérisé par 
la non évolution de la fonction objectif). Dans notre application nous avons choisi le critère le 
plus répandu qui concerne le nombre de générations, lequel est implicitement lié au nombre 
maximal d’itérations. 
 
Les paramètres d’un algorithme génétique (taille de la population, taux de survie, taux de 
mutation, nombre de générations) sont très souvent ajustés de manière empirique. Ce réglage 
a un impact important sur la convergence de l’algorithme et sur la qualité des résultats 
obtenus. En effet, un des principaux inconvénients des méthodes stochastiques est qu’aucune 
règle universelle quant au choix de leurs paramètres de fonctionnement n’a pu être 
préalablement établie. Ces lacunes sont en général compensées par le savoir faire et 
l’expérience. Quelques remarques générales à propos de l’influence de ces paramètres 
peuvent néanmoins être formulées [Pibouleau et al., 2004] : 
 
- Taille de la population : ce paramètre représente le nombre d’éléments de l’espace 
solution qui sont présents à chaque génération. Une population de petite taille ne pourra pas 
évoluer de manière satisfaisante, car une mauvaise solution aura une influence très importante 
sur la force moyenne de la population. Ceci peut rendre la sélection par « roulette biaisée » 
moins efficace. Dans les cas où les temps de calcul ne constituent pas une contrainte majeure, 
il est donc plus judicieux de préférer des populations de grande taille, afin de mieux explorer 
l’espace des solutions tout en favorisant le parallélisme (i.e. la recherche simultanée de 
plusieurs solutions). En général, les algorithmes génétiques travaillent sur des populations 
contenant entre 20 et 1000 individus, et la taille demeure constante pour toutes les 
générations. 
 
- Taux de survie : ce taux, complémentaire du taux de croisement, détermine le brassage 
des gènes réalisé à chaque génération. Si ce taux est trop fort, la procédure va évoluer de 
manière très lente nécessitant ainsi un grand nombre de générations pour avoir une 
exploration correcte de l’espace de recherche. D’un autre côté, un taux de survie trop faible 
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risque de brasser trop violemment les populations, détruisant rapidement des structures 
intéressantes. La valeur 0,6 est souvent prise par défaut pour ce paramètre. 
 
- Taux de mutation : le taux de mutation doit demeurer assez faible afin de ne pas perturber 
l’évolution (voire même la convergence) de l’algorithme. Cependant, un taux trop faible peut 
entraîner des difficultés pour s’extraire des pièges constitués par les optima locaux. En fait, la 
mutation est un opérateur indispensable, beaucoup plus ″fin″ que le croisement et la sélection. 
Les valeurs communément admises sont de l’ordre de 0,1. bien évidemment, des taux de 
mutation plus élevés peuvent être utilisés pour des tailles de population réduites. 
 
- Nombre maximum de générations : ce nombre doit être suffisant pour permettre une 
exploration correcte de l’espace de recherche, mais pas trop grand pour ne pas devenir 
pénalisant sur le plan du temps de calcul. 
III.5 Organigramme de l’algorithme génétique 
L’organigramme du fonctionnement de l’algorithme génétique est présenté sur la figure 4.10. 
 
 
Figure 4.10 : Organigramme du fonctionnement de l’algorithme génétique 
Croisement 
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Nous avons retenu un réglage standard pour les paramètres de l’algorithme génétique, 
correspondant aux valeurs données dans le tableau 4.4. Le nombre de générations est deux 
fois plus grand que la taille de la population, de plus le taux de survie est relativement faible 
vis-à-vis des valeurs utilisées généralement dans les problèmes mathématiques ; en 
contrepartie, un taux de mutation faible a été utilisé, de l’ordre de 0,1. 
Taille de la population 100 
Nombre de générations 200 
Taux de survie 0,5 
Taux de mutation 0,1 
Tableau 4.4 : Paramètres de l’algorithme génétique 
Même si une étude systématique n’a pas été réalisée pour déterminer ces valeurs, quelques 
essais préliminaires ont été effectuées et finalement ces choix correspondent aux valeurs 
classiques qu’il est possible de rencontrer dans la littérature [Anderson et al., 2005 ; Bernal, 
1999 ; Bhaskar et al., 2000 ; Berard, 2000]. 
IV. Résultats de l’optimisation 
Après avoir déterminé les données nécessaires au traitement du problème, nous nous sommes 
concentrés sur l’exploitation des résultats de l’algorithme génétique et sur ses interprétations 
physiques. 
Rappelons que l’objectif de cette étude est consacré au développement d’une stratégie de 
choix aidant à cibler les recherches et économiser les efforts dépensés dans l’optimisation 
d’un procédé d’émulsification. Plus précisément il s’agit de prédire la meilleure combinaison 
de six variables, représentant les différentes conditions opératoires du procédé, afin 
d’atteindre une valeur cible donnée du diamètre moyen des gouttes. 
L’algorithme génétique a été mis en œuvre pour quatre valeurs cibles différentes : dcible = [5 - 
10 - 30 - 50 µm]. Pour prendre en compte le caractère stochastique de la méthode, six 
itérations ont été réalisées pour chaque valeur cible du diamètre moyen des gouttes. 
Les résultats obtenus sont analysés statistiquement afin de déterminer la répartition des 
solutions selon les six différents axes correspondant aux variables opératoires entrant en jeu. 
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IV.1 SAD/RT 
La plupart des solutions sont obtenues à des valeurs importantes de SAD/RT, plutôt dans la 
gamme entre [-6 ;-3]. Le pourcentage d’occurrences diminue de plus en plus avec 
l’augmentation de SAD/RT du système. Cette tendance est identique pour les quatre valeurs 
cibles étudiées comme la montre la figure 4.11. 
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Figure 4.11 : Pourcentage d’occurrences de solutions en fonction de SAD/RT 
IV.2 Concentration en tensioactif 
En ce qui concerne la concentration en tensioactif, la répartition des solutions est analysée 
selon quatre intervalles équivalents de [1-1,5, 1,5-2, 2-2,5, 2,5-3]. Sur la figure 4.12, nous 
observons que le plus fort pourcentage d’occurrences de solutions est obtenue dans la gamme 
de 1 à 2 % de tensioactif, et ceci quel que soit le diamètre moyen, pour des valeurs comprises 
dans l’intervalle étudié. 
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Figure 4.12 : Pourcentage d’occurrences de solutions en fonction de la concentration de 
tensioactif 
IV.3 Vitesse d’agitation 
Les solutions les plus nombreuses sont localisées dans l’intervalle où la vitesse d’agitation est 
comprise entre 13 et 16 tr/sec (rps) (figure 4.13). Pour un diamètre cible de 10 et de 50 µm, 
nous observons que le pourcentage d’occurrences diminue lorsque la vitesse d’agitation 
augmente. Pour un diamètre cible de l’ordre de 5 µm, la répartition des solutions affiche un 
pic pour un intervalle de 14 -15 rps de la vitesse d’agitation. Pour un plus faible diamètre, il 
est nécessaire d’avoir une vitesse de rotation un peu plus élevée, ce qui est en accord avec les 
relations issues de la littérature [Lesng et al., 2003]. En contrepartie, les solutions obtenues 
avec un diamètre cible de 30 µm montrent une allure inverse, où le minimum de probabilité 
d’occurrences est à une vitesse de l’ordre de 14 -15 rps. 
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Figure 4.13 : Pourcentage d’occurrences de solutions en fonction de la vitesse d’agitation 
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IV.4 Diamètre d’agitateur 
Les résultats présentés sur la figure 4.14 montrent que pour des faibles diamètres moyens de 
gouttes, le pourcentage d’occurrences de solutions est très important dans le cas de grands 
diamètres d’agitateurs. Néanmoins, pour arriver à des valeurs de diamètres plus grandes de 
d32, il n’est pas nécessaire d’utiliser de tels appareils. 
0
20
40
60
80
100
0,03 - 0,04 0,04 - 0,05 0,05 - 0,06
Diamètre d'agitateur (m)
P
o
u
rc
en
ta
g
e 
d
'o
cc
u
rr
en
ce
s 
%
d32 = 5µm
d32 = 10µm
d32 = 30µm
d32 = 50µm
 
Figure 4.14 : Pourcentage d’occurrences de solutions en fonction du diamètre d’agitateur 
IV.5 Pourcentage de phase interne 
On observe une forte localisation des solutions dans la gamme du pourcentage de phase 
interne compris entre 50 - 65 % (figure 4.15). 
Dans le cas de dcible de 5 µm, où il sera préférable de travailler avec des valeurs plus élevées 
de Φ. Autrement dit, il est plus aisé d’obtenir de petits diamètres avec des émulsions plus 
concentrées où la taille de goutte devient indépendante des conditions dynamiques et de µ 
[Briceño et al., 1999] 
Dans les autres cas, nous notons une tendance décroissante du pourcentage d’occurrences de 
solutions avec l’augmentation du pourcentage de phase interne. 
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Figure 4.15 : Pourcentage d’occurrences de solutions en fonction du pourcentage de phase 
interne 
IV.6 Durée d’agitation 
Les résultats de la figure 4.16 montrent que pour obtenir les valeurs les plus élevées de d32, le 
temps d’opération nécessaire est statistiquement plus faible que pour des diamètres de l’ordre 
de 5 et 10 µm. Remarquons que pour l’obtention de cette gamme de diamètres, il est inutile de 
poursuivre l’agitation au-delà de 200 min. 
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Figure 4.16 : Pourcentage d’occurrences de solutions en fonction de la durée d’agitation 
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V. Stratégies d’exploitation 
A l’issue de cette analyse et en tenant compte de la complexité du phénomène à travers les six 
variables retenues, nous avons choisi d’analyser les résultats selon deux approches : 
• une approche hydrodynamique, à travers les paramètres : N, D et Tag ; 
• une approche formulation, à travers les paramètres : SAD/RT, Csur et Φ. 
Dans le premier cas, nous avons fixé le SAD/RT, la concentration de tensioactif et le 
pourcentage de phase interne à des valeurs constantes et nous avons étudié l’évolution des 
trois autres variables dans l’espace de recherche. La même stratégie a été suivie dans le 
second cas, en étudiant l’évolution des trois variables de formulation et en gardant le jeu de 
paramètres hydrodynamiques constant. 
Les valeurs constantes des différents paramètres ont été choisies en fonction des résultats de 
l’analyse statistique précédente. Le tableau 4.5 représente les variables et les paramètres fixes 
dans les deux approches abordées. 
 Approche hydrodynamique Approche formulation 
Paramètres fixes SAD/RT = -4, Csur = 2 % 
Φ = 60 % 
D = 0,052 m, N = 14 rps 
Tag = 120 min 
Variables  D, N, Tag SAD/RT, Csur, Φ 
Tableau 4.5 : Les variables et les paramètres fixes des deux approches 
Des représentations tridimensionnelles des résultats obtenus, après vingt initialisations de 
l’algorithme génétique ont été effectuées pour chaque valeur cible du diamètre moyen de 
gouttes et sont proposées dans les deux figures (4.17 - 4.18) : 
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Figure 4.17 : Approche hydrodynamique 
 
Figure 4.18 : Approche formulation 
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Sur les deux figures, nous distinguons les solutions par différents jeu de symboles où :  
• Les carrés rouges représentent le diamètre de 5 µm ; 
• Les ronds noirs correspondent au dcible = 10 µm ; 
• Les croix bleus sont relatives à d32 = 30 µm ; 
• Les triangles violets montrent un diamètre de 50 µm. 
Nous constatons que le nombre des solutions dans l’approche formulation est beaucoup plus 
restreint que dans l’approche hydrodynamique. Par exemple dans le cas d’un diamètre moyen 
de 5 µm, la solution est unique sur 20 initialisations. Nous remarquons le même effet dans les 
autres cas, où le nombre de solutions diminue fortement. 
VI. Traitement d’une approche hybride 
Afin de valoriser et exploiter les résultats numériques au mieux, nous avons décidé de les 
analyser selon une approche hybride, correspondant à un grand nombre de cas industriels : 
- la formulation est imposée par les produits à traiter, ce qui fixe la valeur du rapport 
SAD/RT et la concentration en tensioactifs, 
- le système d’agitation disponible a une géométrie fixée, caractérisée par le 
diamètre moyen de l’agitateur. 
Dans notre cas, nous nous sommes fixés des valeurs correspondant au système physique qui 
sera étudié lors de la validation expérimentale du modèle, et un diamètre d’agitateur 
correspondant aux tailles utilisées dans nos pilotes de laboratoire. Les valeurs numériques des 
trois paramètres fixés sont donc les suivantes : 
• Emulsion E/H à SAD/RT = - 4 ; 
• Tensioactif à une concentration de 2 % ; 
• Agitateur à un diamètre de 0,052 m. 
 
Les différents jeux de solutions potentielles dans l’espace de recherche, résultant de 
l’exécution de l’algorithme génétique, sont représentés en trois dimensions (figure 4.19), en 
considérant les axes suivants : 
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• la vitesse d’agitation ; 
• le pourcentage de la phase interne ; 
• la durée d’agitation. 
 
 
Figure 4.19 : Présentation tridimensionnelle des solutions dans l’espace de recherche 
Dans la figure 4.19, nous avons distingué les solutions spécifiques à chaque valeur cible par 
un jeu de couleurs et de symboles différents. 
L’analyse de l’ensemble des solutions montre que le nombre de combinaisons possibles varie 
selon la valeur cible. Nous observons le plus grand nombre de solutions pour dcible = 10 µm, 
sous la forme d’une nuage dense de points. Pour les autres valeurs cibles de [5 - 30 - 50 µm] 
le nombre de solutions est moins important et marqué par une distribution plus large dans le 
domaine complet de recherche. 
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Une analyse des résultats selon l’influence des trois variables est détaillée dans ce qui suit : 
 La vitesse d’agitation 
Nous observons que la plupart des solutions se situent dans la gamme [13 - 15 rps], ce qui 
signifie qu’il n’y aura aucun intérêt à travailler avec des valeurs plus importantes de la vitesse 
d’agitation. 
Notons que la même tendance est observée pour les quatre valeurs cibles différentes. 
Toutefois, dans le cas de d32 = 50 µm, une probabilité d’occurrence non négligeable est aussi 
observée dans la gamme [16 - 17 rps] (figure 4.20). 
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Figure 4.20 : Pourcentage d’occurrences de solutions en fonction de la vitesse d’agitation 
 Le pourcentage de la phase interne 
Nous remarquons que le pourcentage le plus favorable de la phase interne varie selon la 
valeur cible désirée (figure 4.21). Par exemple pour arriver à une d32 égale à 5 µm, il est 
fortement conseillé de travailler avec un pourcentage élevé de l’ordre de 70 - 76 %. La même 
tendance est observée dans le cas d’un diamètre cible de 10 µm mais avec plus d’extension de 
la gamme de 65 - 76 %. Au contraire, pour cibler des valeurs plus grandes de diamètre moyen 
de gouttes [30 - 50 µm], une distribution plus large de la probabilité d’occurrence est 
remarquée dans la gamme complète de Φ de 50 - 70 %, particulièrement pour des émulsions 
moins denses par rapport aux premières. Ce phénomène peut s’expliquer en considérant que, 
dans le cas d’un plus faible pourcentage de la phase interne, la viscosité de l’émulsion est 
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moins élevée ce qui favorise la coalescence des gouttes et, par conséquente, une population 
moyenne de gouttes plus grosses. 
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Figure 4.21 : Pourcentage d’occurrences de solutions en fonction du pourcentage de phase 
interne 
 La durée d’agitation 
Une distribution large des solutions est observée dans la gamme totale de la variation de durée 
d’agitation (figure 4.22). 
Il est préférable de travailler avec des durées d’agitation plus importantes que 150 min pour 
arriver à un diamètre moyen de 5 et 10 µm. Notons que, dans le cas où la valeur cible est à 50 
µm, deux forts pourcentages d’occurrences sont observés, le premier dans la gamme [75 - 125 
min] et la deuxième dans la gamme [200 - 250 min]. Ce phénomène peut se traduire par le fait 
que, dans un premier temps nous pouvons arriver à un diamètre de l’ordre de 50 µm mais ce 
diamètre représente un état de transition avant d’arriver à l’étape finale caractéristique d’une 
émulsion plus stable, pour une durée d’agitation de 200 - 250 min. 
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Figure 4.22 : Pourcentage d’occurrence de solutions en fonction de la durée d’agitation 
En conclusion, cette analyse permet de caractériser les solutions obtenues par optimisation. La 
méthodologie retenue permet ainsi de trouver un ensemble de jeux de paramètres et constitue 
une aide à la décision pour l’ingénieur. 
VII. Validation expérimentale 
Il nous a semblé indispensable de valider les résultats obtenus par l’approche numérique par 
une approche expérimentale. Pour cela, nous avons choisi quelques points parmi les 
différentes combinaisons opératoires optimales et nous avons effectué les expériences 
correspondantes, puis comparé les résultats obtenus avec ceux calculés par l’approche 
numérique. 
VII.1 Choix du système 
Le choix du système physique est effectué en prenant en compte les bornes inférieure et 
supérieure du nombre adimensionnel SAD/RT sont [-6 ; 0]. 
Notre système est constitué par : 
• Phase interne : Kérosène [Ether de pétrole], distillant entre 60 - 80 °C, densité = 0,67 -
0,68, fourni par DSS; 
• Phase continue : Eau distillée; 
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• Tensioactif anionique: Dodécyles sulfates de sodium [C12H25NaO4S], puretée = 98 % 
min, founi par PROLABO; 
• Sel : Sodium chlorure, NaCl, pureté = 99,5 %, fourni par LABOSI. 
Puisque le dodécyles sulfates de sodium est un tensioactif anionique, le SAD/RT est donné 
par l’équation suivante (cf chapitre 1) : 
TaCfkACNS
RT
SAD
TAA ∆+−−+= σln  
Rappelons que, S est la salinité (% de NaCl) ; ACN est le Alkane Carbon Number 
caractéristique du Kérosène ; fA est fonction du type d’alcool et CA est sa concentration ; ∆T 
est l’écart à la température ambiante (25°C) ; et σ, k et aT sont des paramètres adimensionnels 
caractérisant les propriétés physiques du tensioactif (DSS). 
Pour notre système qui ne comporte pas d’alcool, nous avons [Salager et al., 2001]:  
- CA = 0 ; 
- ACN = 9 ; 
- S = 1 % wt ;    SAD/RT ≈ -4 
- aT = -0,01 ; k = 0,1 ; σ = -3 ; 
- T ≈ 20 °C. 
La valeur SAD/RT ≈ -4 comprise dans l’intervalle [-6 ; 0] rend le choix du système valide. 
Notons que ce dernier est complètement différent des systèmes analysés dans les travaux 
originaux (Briceño, 2001) qui ont servi de base de données lors de l’étape d’élaboration du 
modèle neuronal, ce qui accentue l’intérêt de la validation physique. 
VII.2 Protocole expérimental 
Le protocole expérimental suivi est identique à celui utilisé par Briceño (2001), lors de la 
réalisation de son travail. Notre objectif est d’approcher au maximum les conditions 
opératoires établies lors de la création des bases de données utilisées dans le modèle pour que 
la validation soit la plus fiable possible. 
Tout d’abord, nous préparons la phase continue en y dissolvant les quantités adéquates de 
tensioactif et de sel nécessaires à la valeur précise de SAD/RT. Dans un deuxième temps, 
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nous y ajoutons la phase dispersée [Kérosène] selon le pourcentage précis de Φ. Une fois la 
cuve remplie avec les deux phases, nous mettons en route l’agitation. 
Une fois que la durée d’agitation fixée est atteinte, l’agitation est arrêtée et l’échantillon est 
prélevé juste au dessus des pales de l’agitateur, au point médian entre l’axe de l’agitateur et la 
paroi de la cuve. 
Malgré l’apparence stable de toutes les émulsions préparées, nous avons prélevé deux 
échantillons à chaque expérience. Un échantillon est gardé tel quel (concentré), et l’autre est 
dilué immédiatement, après le prélèvement, avec une solution aqueuse du même tensioactif 
(dilué). Ce qui permet de comparer la mesure du diamètre des gouttes (d32) dans les deux cas : 
une dilution immédiate et une dilution au moment de l’introduction de l’échantillon dans la 
cellule de mesure (quelques minutes après le prélèvement). 
VII.3 Dispositif expérimental 
Dans la mesure où nous cherchons à respecter l’analogie géométrique avec le système de 
base, les expériences sont réalisées dans une cuve de 5 litres dont le diamètre T est égal à 156 
mm. Elle est équipée de quatre contrepales afin d’empêcher la formation du vortex et 
d’assurer l’homogénéité complète du mélange. 
L’agitation est assurée par une turbine de Rushton standard d’un diamètre de 55 mm 
[D=1/3T], centrée et placée à une distance égale à T/3 du fond plat de cuve. 
La figure 4.23 montre la géométrie précise du système : 
 
Figure 4.23 : Géométrie du système d’agitation 
T
D
D = T/3 
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VII.4 Technique de mesure 
La taille des particules de l’émulsion formée est déterminée par un granulomètre laser à 
diffraction de type Mastersizer (Malvern Instruments England). 
Le principe de ce type d’appareil peut être résumé de la façon suivante. Les gouttes sont 
éclairées par la lumière laser qu’elles dévient de son axe principal. La quantité de lumière 
déviée et l’importance de l’angle de déviation permettent de déterminer avec précision la 
taille des particules. Ainsi, les particules de grosse taille dévient des quantités importantes de 
lumière sur des angles faibles par rapport à l’axe de propagation et les petites particules, au 
contraire, dévient des quantités infimes de lumière mais sur des angles beaucoup plus larges. 
Cette mesure n’est possible que lorsque le particules se trouvent en faible concentration ce qui 
nécessite souvent une dilution de l’échantillon. 
Cette phase de dilution est très critique parce qu’elle change brusquement le rapport H/E et la 
concentration du tensioactif de l’émulsion, ce qui peut entraîner une modification du diamètre 
des gouttes. Afin de diminuer ces effets, nous avons dilué l’échantillon avec une solution 
aqueuse de tensioactif avec la même concentration que celle utilisée dans l’émulsion. 
La théorie mathématique interprétant la lumière diffusée par l’échantillon est modélisée pour 
des sphères par la théorie de Mie, elle-même issue des équations de Maxwell. La théorie de 
Frenhaufer, simplification de la théorie de Mie, se limite à l’interprétation de la lumière 
diffractée ; elle assimile les particules à des disques plats et complètement opaques à la 
lumière alors que la théorie de Mie nécessite de connaître les propriétés optiques des 
particules et du milieu. 
La répartition des diamètres des particules est représentée par un histogramme donnant la 
répartition des diamètres en volume ou en nombre. La répartition en volume est préférable car 
elle renseigne sur la présence de grosses particules dans l’échantillon. 
Le Malvern Mastersizer permet de caractériser la dispersion par les diamètres d(V ;0.1) 
d(V ;0.5) et d(V ;0.9) et d32 qui correspondent à la taille maximale des particules pour 10 %, 
50 %, et 90 % du volume de l’échantillon, et du diamètre de Sauter. 
Les résultats de tailles de particules présentés dans ce manuscrit ont été obtenus avec cet 
analyseur, où l’analyse du même échantillon est effectuée trois fois de suite afin de vérifier la 
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reproductibilité d’analyse. Cette technique est la plus courante. D’autres techniques de mesure 
sont également possibles : de type Zetasizer, sédimentation et centrifugation ou microscopie. 
VII.5 Discussion des résultats 
Premièrement, une analyse de reproductibilité est effectuée, où nous avons répété l’expérience 
trois fois dans les mêmes conditions opératoires : 
SAD/RT = -4 ; Csur = 2 % ; N = 14,43 (rps) ; D = 0,052 (m) ; Φ = 70,8 % ; Tag = 34,84 (min). 
Le résultat montre une fiabilité acceptable des expériences (figure 4.24) : 
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Figure 4.24 : Reproductibilité des expériences 
Comme nous l’avons mentionné préalablement, à chaque expérience, deux échantillons sont 
analysés, le premier est l’émulsion originale et le second est l’émulsion diluée. De plus, 
chaque analyse est répétée trois fois de suite. Finalement, les différents diamètres moyens des 
gouttes obtenus sont représentés en termes de diamètre moyen dilué (moyenne des mesures 
après dilution), et diamètre moyen concentré (moyenne des mesures directes après 
prélèvement) et diamètre moyen global (moyenne des deux valeurs précédentes). 
Les moyennes obtenues avec ou sans dilution sont similaires. Notons que la valeur 
expérimentale obtenue est égale à 17 µm au lieu des 10 µm prévus par le modèle. 
Après cet essai préliminaire, nous avons choisi plusieurs points dans l’espace de recherche 
pour les différentes valeurs cibles. L’ensemble de ces points est donné dans le tableau 4.6 : 
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Expériences SAD/RT Csur 
% 
D 
m 
N  
rps 
Φ  
% 
Tag  
min 
dcible  
µm 
A -4 2 0,052 14,21 70,80 172,86 5 
B -4 1,86 0,052 20 76 16,19 10 
C -4 2 0,052 13 69,07 202,7 10 
D -4 2 0,052 14,43 70,8 34,84 10 
E -4 2 0,052 13,28 63,87 42,3 30 
F -4 2 0,052 13,28 56,93 46,03 50 
Tableau 4.6 : Solutions numériques pour la validation physique 
Les résultats expérimentaux présentes sur la figure 4.25 montrent quelques écarts par rapport 
aux valeurs cibles dans certains cas. Par exemple, le point correspondant à un diamètre cible 
de 50 µm a donné un diamètre moyen de l’ordre de 22 µm lors de l’analyse en Malvern. Une 
partie de cette différence peut provenir d’un biais introduit au moment de l’analyse 
granulométrique : l’échantillon est soumis à une forte agitation lors du passage dans la cellule 
de mesure qui peut être responsable de la rupture des plus grosses gouttes. 
La différence entre résultats numériques et expérimentaux est moins importante pour les petits 
diamètres. Les points représentant les conditions opératoires conduisant à un diamètre moyen 
des gouttes de l’ordre de 10 µm, donnent des valeurs assez proches des valeurs numériques. 
Le tableau 4.7 montre ces valeurs pour les différents points évalués : 
Expérience dcible 
µm 
d32  
µm 
A 5 11 
B 10 10 
C 10 12 
D 10 17 
E 30 20 
F 50 22 
Tableau 4.7 : Comparaison entre dcible numérique et d32 physique 
Ces résultats sont représentés sur la figure 4.25, qui compare les résultats entre le modèle et 
les valeurs réelles. Pour les diamètres de 5, 10 et 30 µm, le modèle donne des valeurs 
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acceptables, et seul le résultat obtenu à 50 µm fait apparaître une différence importante, 
explicable par le problème analytique explicité précédemment. Ce qui met en évidence la 
nécessité d’orienter la recherche vers d’autres techniques analytiques plus adéquates afin de 
conforter les résultats. 
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Figure 4.25 : Comparaison entre le modèle et les valeurs réelles 
Malgré les différents inconvénients liés à la technique de mesure utilisée pour la 
détermination du diamètre moyen des gouttes des émulsions qui affectent fortement les 
résultats de l’approche physique (citons par exemple la nécessité de la dilution des 
échantillons avant de pouvoir les analyser et l’influence de la forte agitation utilisée dans la 
cellule de mesure), l’analyse des résultats met en évidence le rapprochement entre le modèle 
numérique et la réalité physique. 
VIII. Conclusion 
Dans ce chapitre, nous avons développé la méthodologie de couplage entre le modèle de type 
réseau de neurones et un algorithme génétique pour représenter le procédé d’émulsification. 
Nous avons adapté un algorithme génétique développé dans une étude précédente, et pour un 
autre type d’application. Notre contribution sur ce point concerne la prise en compte d’un 
codage adapté au problème traité, et le calcul du critère (appel au modèle par réseau de 
neurones). 
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Les résultats obtenus montrent que l’algorithme génétique conduit à un ensemble de solutions 
diversifiées. 
Nous avons ensuite analysé les solutions obtenues en les regroupant par gammes, afin d’aider 
le praticien dans le choix des conditions opératoires du procédé. 
Nous avons validé quelques jeux de paramètres en réalisant les expériences correspondantes. 
Nous retrouvons les tendances de l’approche par optimisation hormis pour une valeur élevée 
du diamètre cible, ce qui peut être attribué à une difficulté de mesure au moment de l’analyse 
granulométrique (rupture des plus grosses gouttes). 
En conclusion, la méthodologie proposée s’avère être un outil de prédiction intéressant pour 
le praticien, et peut constituer une aide précieuse pour déterminer les conditions opératoires 
optimales vis-à-vis du respect d’un critère de qualité de l’émulsion, représenté ici par le 
diamètre moyen de gouttes d32. 
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Conclusion 
 
 
Le génie des procédés se situe au croisement de la chimie, de la thermodynamique, de la 
physico-chimie, de l’hydrodynamique, et également des mathématiques appliquées, de la 
physique… car il fait appel aux différentes théories et concepts scientifiques de ces disciplines 
pour définir, maîtriser et améliorer un procédé. 
 
Le présent travail fournit l’illustration d’une nouvelle combinaison entre la pluridisciplinarité 
de cette science et celle du génie des systèmes. Il a été tenté de concilier certains aspects de la 
physico-chimie ou de la formulation et de l’hydrodynamique avec des notions mathématiques 
et numériques, pour optimiser des procédés de dispersions liquide-liquide. 
 
L’originalité de ces procédés réside essentiellement dans la complexité des mécanismes 
impliqués. Il est quasiment impossible de créer une dispersion avec un diamètre uniforme, à 
cause de la sensibilité des procédés concernés à un grand nombre de paramètres (propriétés 
physico-chimiques, caractéristiques géométriques, formulation, modus operandi, conditions 
opératoires). La prédiction de la taille des gouttes et de leur distribution, ainsi que celle de 
l’aire interfaciale s’avèrent très complexes. 
 
Suivant la complexité des contributions des différents paramètres contrôlant les 
caractéristiques du produit final et de son usage, ainsi que les données présentes dans la 
littérature, plusieurs démarches d’optimisation peuvent être proposées. 
 
La première approche présentée dans ce travail concerne l’optimisation du rendement d’une 
étape de purification d’un acrylate multi fonctionnel - réalisée par une extraction liquide-
liquide s’accompagnant d’une réaction de neutralisation du composé transféré, et suivie d’une 
décantation - par une démarche expérimentale. L’étape de purification à optimiser correspond 
à une problématique industrielle qui nous a été amenée par la société Cray Valley. Nous ne 
disposions que de peu de données sur l’évolution du rendement d’épuration en fonction des 
paramètres opératoires. Nous avons donc effectué une analyse physique des phénomènes mis 
en jeu dans le processus d’extraction afin de comprendre son comportement. Des expériences 
ont été ensuite réalisées afin de déterminer la contribution de chaque variable au procédé, 
exprimée en terme d’efficacité de purification. Les résultats ont mis en exergue l’influence 
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prédominante de certains paramètres opératoires, spécialement celui de la vitesse d’agitation. 
De plus, elles ont montré la nécessité d’effectuer une étude plus complète sur l’étape de 
décantation, qui peut sans doute être optimisée en maîtrisant davantage la granulométrie de la 
dispersion produite dans l’étape d’extraction. 
 
Des modifications de la série complète de lavage ont été proposées, concernant notamment 
l’élimination des lavages caustiques et l’augmentation de la durée de l’étape de décantation 
réalisée à l’issue du lavage aqueux. Avec la nouvelle procédure, un rendement de purification 
très satisfaisant a été obtenu à l’échelle du laboratoire sur un brut reconstitué ainsi que sur le 
brut industriel. Ainsi, un gain très important en terme de temps opérationnel et de quantité 
d’effluents aqueux nécessaires a été réalisé. 
 
L’homogénéisation des deux phases étant apparue comme un critère important pour 
l’efficacité du procédé d’extraction, une étude par simulation numérique a été réalisée sur 
l’hydrodynamique d’un réacteur industriel. Les simulations ont confirmé l’efficacité générale 
de système d’agitation installé dans le réacteur industriel, mais avec toutefois une 
imperfection dans la partie inférieure. 
 
Les perspectives de nos travaux à l’échelle opérationnelle semblent donc très prometteuses. 
Une modification du procédé batch peut déjà être envisagée sur la base des résultats obtenus à 
l’échelle pilote. Une nouvelle conception du procédé, en continu, pourrait également être 
envisagée. En effet, l’utilisation de mélangeurs statiques dans l’étape d’extraction pourrait 
permettre de mieux maîtriser la taille des gouttes et donc de favoriser l’étape de décantation 
tout en gardant une bonne efficacité dans l’opération d’extraction. 
 
La seconde approche concerne l’optimisation de l’élaboration d’émulsions aux propriétés 
contrôlées. Dans ce cas, le procédé est représenté comme une ″boîte noire″, dont seules les 
entrées (paramètres de fonctionnement) et les sorties (diamètre moyen des gouttes) sont 
connues. Nous avons cherché une expression mathématique qui traduise de manière fidèle le 
comportement ″entrée-sortie″ du processus d’émulsification dans un domaine de 
fonctionnement défini par l'utilisation ultérieure. Dans le cadre de la conception de modèles 
non linéaires de processus ″boîte noire″, les modèles neuronaux nous ont permis d’approcher 
le comportement du processus de façon satisfaisante. 
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Le modèle sélectionné a ensuite été intégré dans une démarche d’optimisation sophistiquée, 
l’algorithme génétique, dont l’objectif consiste à prédire un ensemble des combinaisons 
optimales de conditions opératoires, ce qui permet de minimiser le temps requis pour l’étape 
de développement du procédé. 
 
En conséquence, il nous apparaît fondamental d’envisager les deux perspectives suivantes : 
 approfondir et élargir le domaine de représentabilité et de validité du modèle neuronal, 
prenant en compte des données à la fois numériques et expérimentales, plusieurs types 
d’agitateurs et différents modes opératoires en particulier. Sur ce point, le choix de 
l’algorithme génétique s’avère judicieux puisque cette technique d’optimisation est 
reconnue pour être particulièrement adaptée à la prise en compte de variables 
discrètes. 
 développer l’optimisation multicritère en prenant en compte simultanément des 
critères de performance, de coût et de qualité. Là encore, la démarche proposée est 
transposable facilement à l’optimisation multicritère : rappelons que l’algorithme 
adapté a été initialement développé pour intégrer ces aspects. Les points délicats qui 
restent à traiter concernent plutôt la définition de ces critères, ce qui constitue souvent 
une tâche délicate. 
 
Malgré les limites de solutions, tant au niveau de la démarche scientifique employée que des 
scénarii proposés, ce couplage [RN+AG] représente une démarche originale dans le cadre du 
développement de nouveaux produits avec une forte potentialité d’application aux opérations 
complexes. 
 
Toutefois, ce travail de thèse constitue uniquement une ouverture parmi toutes les nouvelles 
approches envisageables dans le cadre de combinaisons entre les sciences du génie des 
procédés et celles du génie des systèmes. Le succès de ces développements repose 
essentiellement sur la synergie entre les compétences issues de la formulation, de l’application 
en terme d’usage, du génie des procédés et de celles du génie des systèmes. 
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MODELISATION NUMERIQUE PAR 
MECANIQUE DES FLUIDES NUMERIQUE 
 
 
 
 
 
 
 
Nous allons présenter dans ce paragraphe les différents aspects de la modélisation 
numérique des écoulements en milieu monophasique liquide par mécanique des fluides 
numérique. Pour de plus amples détails le lecteur pourra se référer aux travaux de Naude 
(1998) et Aubin (2001). Après avoir décrit la mise en œuvre des simulations, nous 
détaillerons quelques aspects pratiques comme les différents types de maillage et 
l'évaluation de la convergence. Une attention sera portée aux différents modèles de 
turbulence. Les aspects numériques sont regroupés dans l'annexe 2. Les géométries et les 
maillages ont été réalisés avec le logiciel Gambit (version 2.0.4) de Fluent Inc. et les 
simulations avec le logiciel Fluent (version 6.1.18). 
I. Mise en œuvre des simulations 
La mise en œuvre de simulations numériques impose de suivre un certain nombre d'étapes 
détaillées ci-dessous : 
• Définition des buts de la simulation : il faut définir les résultats que nous attendons 
de la simulation numérique ainsi que leur niveau de précision, 
• Construction de la géométrie et du maillage : il faut définir la géométrie et ses 
éventuelles simplifications (cuve entière ou non, prise en compte des       épaisseurs, 
…) puis choisir le type du maillage et le réaliser. La géométrie et le maillage ont été 
réalisés avec le logiciel Gambit, 
• Choix des modèles physiques : modèle de turbulence, … 
• Définition des propriétés des fluides employés, 
• Choix des conditions limites : il faut définir les conditions limites pour les parois de 
la cuve, des agitateurs, de la surface libre, …. Il faut aussi choisir les lois de parois, 
• Choix des paramètres de résolution : Il faut définir les schémas de discrétisation, 
les facteurs de sous-relaxation, … 
• Analyse des résultats : Il s'agit de la partie la plus importante. Il faut vérifier la 
cohérence physique des résultats obtenus (profils de vitesse et/ou grandeurs globales) 
en les comparant dans la mesure du possible avec des résultats expérimentaux, 
• Exploitations des résultats : Nous disposons à l'issu de la simulation des profils de 
vitesse, de dissipation d'énergie, de pression, … 
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II. Maillage du système 
Le code de calcul Fluent dans sa version 6.1.18 peut utiliser des maillages structurés, non-
structurés ou hybrides. Un maillage structuré est généralement composé de mailles 
quadrilatérales en deux dimensions (2D) et hexaédriques en trois dimensions (3D), tandis 
qu'un maillage non-structuré va être composé de mailles quadrilatérales ou triangulaires en 
2D et hexaédriques ou tétraédriques en 3D. Dans un maillage hybride les mailles proches 
des parois sont des quadrilatères en 2D et des hexaèdres en 3D et les mailles du reste du 
domaine sont des triangles en 2D et des tétraèdres en 3D. En 3D, les mailles qui font les 
liaisons entre les hexaèdres et les tétraèdres sont des prismes ou des pyramides. La figure 1 
montre ces trois types de maillage. 
 
 
Figure 1 : Les trois types de maillage en deux dimensions 
 
La principale contrainte du maillage structuré provient du fait que deux arrêtes 
opposées doivent avoir le même nombre de nœuds, comme cela apparaît sur la figure 1. 
Pour avoir un peu plus de souplesse, la géométrie va être découpée en plusieurs blocs, cette 
contrainte n'est alors respectée qu'au sein de chaque BLOC. La figure 2 montre justement 
la différence entre un maillage structuré et un maillage structuré par bloc. 
 
 
Figure 2 : Maillage structuré et maillage structuré par blocs en deux dimensions 
 
Avec un maillage non-structuré nous n'avons plus ce problème, celui-ci sera donc plus 
facile et plus intuitif à réaliser. Par contre le maillage volumique est plus facile à contrôler 
avec un maillage structuré, en effet il est réalisé par projection du maillage surfacique le 
long d'une arrête. En observant une coupe en 2D nous connaîtrons la qualité du maillage en 
3D. En non-structuré, le programme génère lui-même le maillage volumique à partir du 
maillage surfacique, nous ne pouvons que difficilement contrôler la transition de taille des 
mailles fines en parois vers les mailles plus grosses dans les zones qui nous intéressent 
moins. 
La qualité du maillage est jugée sur la base de la valeur de la distorsion θEAS. Celle-ci est 
calculée par la relation suivante : 
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où θCmax et θCmin sont les angles maximum et minimum (en degré) entre les arrêtes de 
l'élément, et θeq est l'angle correspondant à la forme équilatère correspondante. Pour les 
éléments triangulaires et tétraédriques nous avons θeq = 60° et pour les éléments 
quadrilatéraux et hexaédriques θeq = 90°. Par définition : 
10 ≤≤ EASθ  
où θEAS = 0 définit un élément équilatéral et où θEAS = 1 définit un élément complètement 
dégénéré. La figure 3 montre géométriquement ces deux cas extrêmes dans le cas 2D. Les 
valeurs maximales conseillées pour Fluent sont de 0,75 pour le maillage surfacique et 0,95 
pour le maillage volumique. 
 
 
Figure 3 : Valeur de la distorsion et cellule correspondante en deux dimensions 
 
Nous avons utilisé au cours de cette étude des maillages non-structurés composés de 
mailles triangulaires en 2D et tétraédriques en 3D. 
III. Convergence 
A chaque itération, des résidus sont déterminés pour chaque variable. Ils nous renseignent 
sur le degré de déséquilibre de l'équation associé à chaque variable. La convergence est 
déterminée à partir de ces résidus. Il n'existe pas de critères absolus pour évaluer la 
convergence. Il est recommandé d'examiner non seulement les résidus, mais aussi les 
valeurs des quantités calculées. Le résidu Rφ correspond au résidu de l'équation qui est 
associée à la variable φ. Il est d'abord calculé dans chaque volume de contrôle puis normé 
par un facteur d'échelle représentatif du débit de la variable φ dans les volumes de contrôle. 
Le résidu est finalement sommé sur l'ensemble des cellules définissant le système. Le 
résidu sur la pression est normé différemment : il est obtenu en divisant la valeur du résidu 
sur la pression à l'itération N par la valeur maximale de ce résidu au cours des cinq 
premières itérations. 
Le critère de convergence par défaut est de 10-3. Cette valeur par défaut est généralement 
insuffisante pour assurer une convergence satisfaisante, aussi nous la porterons à 10-8. 
D'une manière générale la convergence pour nos simulations est assurée lorsque les résidus 
sont de l'ordre de grandeur mentionné dans le tableau 1. L'évolution des résidus en fonction 
du nombre d'itérations est également à prendre en compte, nous recherchons un plateau de 
convergence. Une simulation pour laquelle un ou plusieurs résidus diminuent toujours 
fortement, alors qu'ils sont inférieurs à la valeur d'arrêt, sera considérée comme non encore 
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convergé. La figure 4 présente l'évolution des résidus normés en fonction du nombre 
d'itération pour une des simulations réalisée. 
 
Equation Ordre de grandeur des résidus (-) 
Continuité 10-8 
Vx 10-7 
Vy 10-7 
Vz 10-7 
k 10-5 
ε 10-6 
Tableau 1 : Ordre de grandeur des résidus 
 
 
Figure 4 : Exemple d'évolution des résidus normés 
IV. Modélisation des écoulements turbulents 
 
IV.1 Equations de Navier-Stokes 
Les équations de Navier-Stokes sont les équations qui gouvernent le mouvement du fluide. 
En tant que telles elles sont à la base de la mécanique des fluides numériques. Il s'agit de 
deux lois de conservation : la loi de conservation de la masse, ou équation de continuité, et 
la loi de conservation de la quantité de mouvement qui constitue à proprement parler les 
équations de Navier-Stokes. 
 Equation de continuité 
Le principe de conservation de la masse s'énonce : 
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Si nous supposons un flux stationnaire, l'absence de terme source, et que nous considérons 
un fluide incompressible, c'est à dire à masse volumique constante alors l'équation de 
continuité s'écrit : 
0=∂
∂
i
i
x
V
 (2)
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 Equation de quantité de mouvement 
Le principe de conservation de la quantité de mouvement s'énonce : 
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Pour un fluide Newtonien incompressible à viscosité constante, nous obtenons alors les 
équations de Navier-Stokes : 
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IV.2 Moyenne de Reynolds des équations de Navier-Stokes (modèle RANS) 
Les écoulements turbulents sont des phénomènes complexes. Les champs de vitesses et de 
pression, pour ne citer que ceux-là, sont irréguliers dans l'espace et dans le temps et sont 
soumis à des variations très rapides. Les équations de continuité et de quantité de 
mouvement vues précédemment sont toujours valables, mais les fluctuations dues à la 
turbulence rendent leur résolution numérique ardue. 
Il existe plusieurs méthodes de modélisation des écoulements turbulents. L'approche que 
nous allons décrire et que nous avons utilisée dans notre étude est la Moyenne de Reynolds 
des équations de Navier-Stokes (modèle RANS). Il s'agit de l'approche la plus utilisée dans 
les codes de calcul et qui permet de résoudre des problèmes d'écoulements d'importance 
pratique. Il existe également deux autres approches : le modèle Large Eddy Simulation 
(Eggels en 1996, Revstedt et al. en 1998, Derksen et Van den Akker en 1999 et Bakker et 
al. en 2000) et la simulation directe (Bartels et al. en 2000). 
Le traitement de la turbulence va consister à effectuer une moyenne temporelle des 
équations de Navier-Stokes. Nous allons alors travailler sur des grandeurs moyennes dans 
le temps et la turbulence sera modélisée par des modèles plus ou moins complexes. 
La décomposition de Reynolds découpe la valeur instantanée d'une variable d'un flux 
turbulent en une valeur moyenne et une fluctuation, par exemple pour la vitesse : 
iii VVV '+=  (4)
où iV  est la valeur instantanée de la vitesse, iV  sa valeur moyenne et iV '  sa fluctuation. 
L'introduction de cette décomposition ne change pas la forme de l'équation de continuité : 
0=∂
∂
i
i
x
V
 (5)
Mais dans l'équation de conservation de la quantité de mouvement apparaissent alors les 
termes du tenseur de Reynolds jiL VV ''ρ−  : 
Annexe 1   
 
iL
j
ji
L
j
i
L
ij
j
i
i
L gx
VV
x
V
x
p
x
V
V
t
V ρρµρ +∂
∂−∂
∂+∂
∂−=⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂+∂
∂ ''
2
2
 (6)
Ces termes supplémentaires entraînent que nous avons maintenant plus d'inconnues que 
d'équations. Il nous faut des modèles de fermeture pour calculer les termes du tenseur de 
Reynolds. Les modèles de turbulence seront utilisés comme modèle de fermeture. 
IV.3 Modèle de turbulence k-ε standard 
Dans le paragraphe précédent, nous avons vu que les équations de Reynolds faisaient 
apparaître le tenseur de Reynolds, ce qui entraîne la nécessité d'établir des modèles de 
turbulence pour fermer les équations. Différents types de modèles existent qui utilisent 
pour la plupart l'hypothèse de viscosité turbulente. Le lecteur pourra se référer à Launder et 
Spalding (1972) pour avoir de plus amples détails. Nous n'allons détailler ici que le modèle 
k-ε standard, modèle que nous avons utilisé pour notre travail. 
 Hypothèse de viscosité turbulente 
Un des premiers pas vers un modèle de la turbulence est l'hypothèse de la viscosité 
turbulente appelée aussi hypothèse de Boussinesq (Boussinesq, 1877). Elle suppose que le 
tenseur de Reynolds peut être relié linéairement aux gradients de vitesse moyenne de 
manière analogue à la relation entre les tenseurs de contrainte et de déformation pour un 
écoulement laminaire Newtonien. 
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Dans cette relation apparaît l'énergie cinétique turbulente, k, et la viscosité turbulente, µt. 
Celle-ci n'est pas une propriété du fluide mais dépend largement du champ de vitesse local. 
Cette hypothèse ne donne pas de méthode pour exprimer la viscosité turbulente en terme 
de grandeurs connues ou calculables. De nombreux modèles de turbulence ont été 
développés pour justement calculer la viscosité turbulente. 
 Modèle k-ε standard 
Le modèle semi-empirique k-ε dans sa forme standard a été décrit par Launder et Spalding 
en 1974. Il est plutôt adapté au milieu isotrope et est utilisé avec succès dans le calcul 
d'écoulements industriels. Il s'agit du modèle le plus couramment utilisé en mécanique des 
fluides numérique. Ce modèle est obtenu en remplaçant l'empirisme de la longueur de 
mélange par l'équation de transport du taux de dissipation de l'énergie cinétique turbulente 
ε. Il utilise l'hypothèse de la viscosité turbulente qu'il définit ainsi : 
ερµ µ
2kCLt =  (8)
La fermeture du modèle nécessite donc deux équations qui vont être les équations de 
transport de l'énergie cinétique turbulente et du taux de dissipation de l'énergie cinétique 
turbulente. 
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Le terme Gk représente la production d'énergie cinétique turbulente due aux gradients de 
vitesses moyennes. Il s'exprime selon la relation suivante : 
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Les différentes constantes sont portées dans le tableau 2. 
 
Cµ Cε1 Cε2 σk σε 
0,09 1,44 1,92 1,0 1,3 
Tableau 2 : Constantes du modèle k-ε standard 
 
Il faut noter que le modèle k-ε standard ne s'applique pas dans les régions proches des 
parois où une sous-couche laminaire se développe. Le traitement des écoulements proches 
de la paroi se fera à l'aide de lois de parois qui sont décrites dans le paragraphe suivant. 
IV.4 Traitement des zones proche des parois 
Une sous-couche visqueuse qui provient de la re-laminarisation de l'écoulement près des 
parois par la viscosité intrinsèque du fluide va influencer les écoulements en régime 
turbulent près de celles-ci. Une simulation exacte des phénomènes se produisant près des 
parois demanderait un maillage très serré. De plus le modèle k-ε standard n'est pas 
applicable dans cette zone. En effet dans cette zone les écoulements sont laminaires et ce 
modèle n'est valable que pour les écoulements pleinement turbulents. Plusieurs approches 
de lois de parois ont donc été développées pour relier les parois à la zone pleinement 
turbulente sans avoir à résoudre les équations dans la sous-couche visqueuse. 
Nous allons décrire ici le modèle que nous avons employé pour notre travail. Il s'agit de la 
loi de parois logarithmique standard proposée par Launder et Spalding (1974). Elle permet 
d'estimer la valeur de la vitesse dans la cellule juste adjacente à la sous-couche visqueuse 
et s'écrit sous la forme de la loi logarithmique suivante : 
( )** 1 AyLnV κ=  (12)
avec : 
W
ppL kCVV τ
ρ µ 5,025,0* =  (13)
L
ppL ykCy µ
ρ µ 5,025,0* =  (14)
L'indice p désigne un point placé au centre de la cellule la plus proche de la paroi. κ est la 
constante de Von Karman (0,42), A une constante empirique (9,81), Vp la vitesse du 
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liquide au point p, Cµ une constante définie dans le tableau 2, kp l'énergie cinétique 
turbulente au point p, τW la contrainte à la paroi, et yp la distance du point p à la paroi. 
La loi de paroi logarithmique standard est valide pour des valeurs de y* supérieure à 
environ 30 à 60. Dans Fluent cette loi est utilisée quand y* est supérieur à 30. La valeur de 
y* sur la dernière maille avant la paroi doit donc être supérieure à cette valeur. Si des 
cellules proches des parois se trouvent à des valeurs de y* inférieures à 30, Fluent applique 
la relation valable en régime laminaire qui peut s'exprimer ainsi : 
** yV =  (15)
 
 
Annexe 2   
 
 
 
MODELISATION NUMERIQUE PAR 
MECANIQUE DES FLUIDES NUMERIQUE :  
ASPECTS NUMERIQUES 
 
 
 
 
 
 
Les systèmes d'équations décrivant les phénomènes étudiés en mécanique des fluides 
numérique n'ont pas de solutions analytiques. Il est nécessaire de leur appliquer un 
traitement numérique qui comporte deux aspects : une discrétisation spatiale et une 
discrétisation des équations. La discrétisation spatiale consiste à construire une grille, ou 
maillage, à travers tout le domaine de calcul. Cette grille va définir un nombre fini de 
points où toutes les variables devront être déterminées. La discrétisation des équations 
consiste à transformer les équations différentielles continues en des équations algébriques 
discrètes qui contiennent les variables inconnues au point du maillage. Les trois méthodes 
de discrétisation les plus communes sont la méthode des différences finies, la méthode des 
éléments finis et la méthode des volumes finis. Fluent dans sa version 6.1.18 utilise cette 
troisième méthode. Pour plus de détail sur ces différentes méthodes, le lecteur peut se 
référer à Hirsch (1988). 
I. Schémas de discrétisation 
La méthode des volumes finis consiste donc à subdiviser le domaine étudié en un nombre 
fini de volume élémentaires (Sahu et Joshi, 1995). Ceci est réalisé durant l'étape de 
maillage du système. Ensuite les équations sont discrétisées sur ces volumes de contrôle. 
Le système d'équations obtenu est alors résolu. 
Les valeurs des variables sont considérées comme constantes dans chaque volume de 
contrôle. Il va falloir réaliser des interpolations pour déterminer les flux aux interfaces 
connaissant la valeur des variables conservatives dans les volumes élémentaires (milieu 
homogène). Ces interpolations peuvent être effectuées suivant un schéma du premier ordre, 
un schéma loi de puissance, un schéma du second ordre ou un schéma de troisième ordre. 
 
 
Figure 1 : Volume de contrôle élémentaire en deux dimensions
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Dans un schéma du premier ordre le flux d'une variable φF au niveau de la face qui nous 
intéresse est égale à la valeur de cette même variable dans le volume de la cellule située juste 
en amont (φO). Le schéma loi de puissance consiste en une interpolation linéaire de la variable 
φ. Un schéma de second ordre permet d'approximer la valeur de φF par un développement de φ 
selon une série de Taylor. Le développement de φF tient ici compte de la valeur de la variable 
au sein du volume des deux cellules en amont (φO et φOO). Le schéma du troisième ordre est 
appelé QUICK dans Fluent. Le calcul de φF prend en compte la valeur de la variable dans le 
volume des deux cellules en amont (φO et φOO) et au sein du volume de la cellule en aval (φE). 
Pour notre étude nous utiliserons un schéma de discrétisation du second ordre. 
II. Couplage des équations 
Dans le cas d'un écoulement incompressible, les équations de conservation de la masse et de 
quantité de mouvement en trois dimensions permettent d'obtenir quatre équations à quatre 
inconnues : les trois composantes de la vitesse et la pression. Résoudre ainsi ces quatre 
équations de manière simultanée pose des problèmes numériques. Un couplage vitesse – 
pression est alors réalisé. Il consiste à introduire la pression dans l'équation de continuité, ce 
qui la transforme en une équation de pression. La résolution se fait alors de manière 
séquentielle et non plus simultanée. 
Plusieurs algorithmes existent pour faire apparaître explicitement la pression dans l'équation 
de continuité. Nous avons utilisé pour ce travail l'algorithme SIMPLE : Semi-Implicit Method 
for Pressure-Linked Equations (Patankar et Spalding, 1972). Les deux autres algorithmes 
disponibles dans Fluent sont l'algorithme SIMPLEC (SIMPLE Consistent (Van Doormal et 
Raithby, 1984)) et l'algorithme PISO (Pressure-Implicit with Splitting Operators (Issa, 1985)). 
III. Résolution du système d'équations 
La résolution des équations se fait au sein de chaque volume de contrôle selon l'algorithme 
suivant : 
• Résolution de l'équation de conservation de la quantité de mouvement, 
• Résolution de l'équation de conservation de la matière, 
• Résolution de l'équation de turbulence k-ε, 
• Résolution des équations auxiliaires (éventuellement), 
• Mise à jour des propriétés du fluide (éventuellement), 
• Vérification de la convergence, 
• Si la convergence n'est pas atteinte, l'algorithme est répété. 
La résolution se fait en considérant les variables les unes après les autres et en les résolvant 
pour toutes les cellules en même temps. Un solveur d'équation linaire implicite en un point 
(Gauss-Seidel) est utilisé conjointement avec une méthode à grille multiple algébrique 
(AMG). 
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PRECISION SUR LES CONDITIONS 
LIMITES 
 
 
 
 
 
 
I. Condition "outflow" 
La condition limite de type "outflow" est utilisée pour modéliser la sortie de fluide quand les 
détails des champs de vitesse et de pression ne sont pas connus à priori avant la résolution 
complète de l'écoulement. Les valeurs des variables à la sortie sont extrapolées à partir des 
valeurs en amont dans l'écoulement. 
Par contre, la condition limite de type "outflow" ne prend pas en compte un éventuel retour de 
liquide à travers la sortie. Ceci n'est pas gênant dans notre cas, car un tel phénomène ne peut 
se produire en amont d'une pompe. 
II. Condition "symmetry" 
Lorsqu'une condition limite de type "symmetry" est imposée sur une surface, les deux points 
suivants sont imposés : 
• Vitesse perpendiculaire à la surface nulle, 
• Gradient perpendiculaire à la surface de toutes les variables nul. 
Nous pouvons donc utiliser cette condition limite pour définir la surface libre d'un 
écoulement. Toutefois, la surface ainsi modélisée sera forcement plane. Ce qui est suffisant en 
première approche pour un grand nombre de cas industriel. Pour représenter l'état de surface 
réel, il faut utiliser le modèle diphasique VOF (Volume of Fluid). Ce modèle est très lourd à 
employer car il impose d'utiliser un calcul instationnaire. 
 
III.   Condition "wall" 
Une condition de non-glissement est appliquée sur les parois. De plus, elles sont supposées 
parfaitement lisses. 
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DONNEES DE MODELES NEURONAUX 
 
 
 
Premier modèle : 
 
 
Poids d connexions : 
 
 
W1 = [-1,6178   -0,98931   -14,995    1,2784 
           1,2825    2,3541       5,0123   -2,6751 
           6,5926    0,67158     2,3859   -1,0383 ] 
 
 
W2 = [141,96   -0,23974   -108,26] 
 
 
b1= [ -3,5251 
         -1,7947 
          4,4892 ] 
 
 
b2 = 108,53 
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Deuxième modèle : 
 
 
Poids d connexions : 
 
 
W1 = [ 
30,78 9,79 -16,277 0,86783 15,54 -0,51 
-33,339 1,6716 -3,0944 26,118 12,847 -0,30576 
-38,098 -24,758 9,5994 -1,3531 4,423 0,81273 
-10,834 6,8996 15,599 1,9756 -8,4772 11,078 
-43,932 -18,77 11,513 -31,529 0,77422 -2,5687 
-0,9088 -1,0053 -3,4928 -13,189 -7,1871 0,24832 
30,522 -14,322 2,9418 -22,732 -7,0978 0,35833 
-3,4082 11,812 -10,158 -3,9717 -3,3198 -7,4585 
                                                                                                                              ] 
 
 
W2 = [-17,356   17,516   -15,579   -0,058682   -1,171   1,3379   17,418   0,54588] 
 
 
 
b1 = [-23,833 
          -14,915 
            21,862 
          -8,4266 
            28,172 
           14,319 
           15,739 
           4,5096 ] 
 
 
b2 = [-1,8816] 
 
 
 
