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56bDipartimento di Fisica, Università di Perugia, I-06100 Perugia, Italy
57aINFN Sezione di Pisa, I-56127 Pisa, Italy
57bDipartimento di Fisica, Università di Pisa, I-56127 Pisa, Italy
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We report the result of a search for the rare decay B0 !  in 426 fb1 of data, corresponding to
226 106 B0 B0 pairs, collected on the ð4SÞ resonance at the PEP-II asymmetric-energy eþe collider
using the BABAR detector. We use a maximum likelihood fit to extract the signal yield and observe
21þ1312 signal events with a statistical significance of 1:8. This corresponds to a branching fraction
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BðB0 ! Þ ¼ ð1:7 1:1ðstat:Þ  0:2ðsyst:ÞÞ  107. Based on this result, we set a 90% confidence level
upper limit of BðB0 ! Þ< 3:2 107.
DOI: 10.1103/PhysRevD.83.032006 PACS numbers: 13.20.He
I. INTRODUCTION
In the standard model (SM), the decay B0 !  occurs
through a flavor-changing neutral current (FCNC) transi-
tion involving electroweak loop diagrams, as illustrated in
Fig. 1. The decays B0 !  and Bs !  are closely
related, with the b ! d transition being suppressed
with respect to b ! s by Cabbibo-Kobayashi-
Maskawa (CKM) factors (jVtdj2=jVtsj2  0:04). Hadron
dynamics introduces uncertainties into the prediction of
branching fractions for these decays and may modify the
ratio away from the CKM-implied value. While B0 ! 
is expected to have a smaller branching fraction than
Bs ! , a search for the latter faces the experimental
challenge of obtaining a large sample of Bs mesons,
whereas large samples of B0 mesons are readily available
from B Factory experiments running on the ð4SÞ
resonance.
A leading-order calculation for the branching fraction of
B0 !  yields an estimate of ð3:1þ6:41:6Þ  108 [1]. This
mode is sensitive to new physics that could lead to an
enhancement of the branching fraction due to possible
contributions of non-SM heavy particles occurring in the
loop of the leading-order Feynman diagrams. Such en-
hancements to the branching fraction for B0 !  are
less constrained than those for Bs !  due to the fact
that the b ! s transition, responsible for Bs ! , is
known much more accurately than b ! d. For example,
some new physics scenarios involving an extended Higgs
sector may considerably enhance the branching fractions
with respect to the SM expectation [2]. Supersymmetry
with broken R parity [3] also provides scenarios where
order of magnitude enhancements are possible. In addition,
since the two-photon final state can be either CP even or
CP odd, studies of CP-violating effects may ultimately be
possible.
The best previous upper limit on the branching fraction at
90% confidence level (CL) is BðB0 ! Þ< 6:2 107
set by the Belle experiment [4] using a data set recorded at
the ð4SÞ resonance with an integrated luminosity of
104 fb1. For the related process Bs ! , Belle has set
an upper limit on the branching fraction of 8:7 106 (90%
CL) based on 23:6 fb1 of data taken on the ð5SÞ reso-
nance [5].
We report herein a new search for the decay B0 ! 
which uses a data sample with integrated luminosity of
426 fb1 taken at the ð4SÞ resonance. This corresponds
to the entire BABARð4SÞ data set and contains 226 106
B0 B0 pairs. The analysis does not distinguish between B0
and B0, and throughout this article, charge conjugation is
implied for all reactions.
The analysis proceeds through several steps. The full
data set is first reduced to a manageable size by selecting
events based on loose kinematic criteria consistent with the
B0 !  hypothesis. Studies are then performed to deter-
mine an optimal set of event selection criteria to maximize
the efficiency for detecting B0 !  events while effec-
tively rejecting background events. This analysis is per-
formed ‘‘blind’’ in the sense that the event selection criteria
are determined without considering the on-resonance data
within a specific signal region, as defined below. We use an
unbinned extended maximum likelihood fit to extract the
signal yield from the remaining events. Finally, since no
statistically significant B0 !  signal is observed, an
upper limit on the branching fraction is calculated based
on the likelihood function determined from the fit.
Section II of this article describes the BABAR detector
and the ð4SÞ data set. Section III outlines the optimiza-
tion of the event selection criteria and discusses back-
grounds due to exclusive B decays. Section IV describes
the fit methodology and Sec. V discusses the sources of
systematic uncertainties. Finally, Sec. VI reports the result-
ing branching fraction and the upper limit.
II. THE BABAR DETECTOR AND DATA SET
The BABAR detector recorded data from the PEP-II B
Factory located at the SLAC National Accelerator
Laboratory. In PEP-II, head-on collisions of 9.0 GeV elec-
trons and 3.1 GeV positrons provide a center-of-mass (CM)
energy of 10.58 GeV that lies at the peak of the ð4SÞ
resonance. The ð4SÞ meson decays almost exclusively to
B B pairs. The subsequent B meson decays were observed
in the BABAR detector, which has been described in detail
elsewhere [6]. Briefly, a superconducting solenoid pro-
duces a 1.5 T magnetic field approximately parallel to
the colliding electron and positron beams. Most detector
subsystems are inside the volume of the solenoid. Charged
particle tracking is accomplished by a combination of a
five layer double-sided silicon strip vertex detector and a
40 layer drift chamber. The track reconstruction algorithm
accepts tracks with a transverse momentum greater than
FIG. 1. Examples of lowest order SM Feynman diagrams for
B0 ! . The symbol q represents a u, c, or t quark. In some
new physics scenarios, the W boson may be replaced by a
charged Higgs particle.
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50 MeV=c. Identification of charged particles is accom-
plished using a ring-imaging Cherenkov detector aug-
mented with energy loss measurements in the tracking
detectors. Photons are detected in the electromagnetic
calorimeter (EMC), which consists of 6580 CsI(Tl) crys-
tals, oriented in a quasiprojective geometry with respect to
the interaction point. Outside of the solenoid, the steel flux
return is instrumented with a combination of resistive-plate
chambers and limited streamer tubes to provide detection
of muons and long-lived neutral hadrons.
The EMC is the most important detector subsystem for
the B0 !  search. It provides polar angle coverage in
the laboratory frame from 15.8 to 141.8, and full azimu-
thal coverage, corresponding to a solid-angle coverage of
90% in theð4SÞ CM frame. When a photon interacts with
the EMC it creates an electromagnetic shower depositing
its energy into many contiguous crystals, typically 10 to
30, hereafter called a ‘‘cluster’’. If no track in the event
points to the cluster, it is designated as a photon candidate.
Individual crystals are read out by a pair of silicon PIN
photodiodes attached to the rear face of the crystal.
Amplified signals are sampled and digitized with a period
of 270 ns, providing a continuous data stream towhich gain
and pedestal corrections are applied. When a first level
trigger is recorded, data samples in a time window of
1 s are selected, producing a waveform which is ana-
lyzed by a feature extraction algorithm running in real time
in readout modules. For events passing a higher level
trigger, any EMC signal with energy above a 0.5 MeV
threshold has its deposited energy and timing information
recorded for offline analysis.
The energy resolution of the EMC is parameterized as




E ðGeVÞ4p  1:35%;
while the angular resolution in the polar angle  and the
azimuthal angle  is given by
 ¼  ¼ 4:16ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E ðGeVÞp mrad:
In addition to the on-resonance data, a data sample of
44 fb1 taken about 40 MeV below the ð4SÞ peak is
recorded and used to validate the Monte Carlo (MC)
simulation of continuum processes, eþe ! q q (q ¼ u,
d, s, or c) and eþe ! þ. MC simulated events are
produced using the EVTGEN [8] package to model the
physics of B meson decays and JETSET [9] to model quark
fragmentation. The GEANT4 toolkit [10] is used to simulate
the interaction of these events with the detector model.
These tools are designed to take into account the varying
detector and beam conditions encountered during data-
taking. The MC events were analyzed with the same
reconstruction algorithms, event selection and fitting pro-
cedures as data. MC samples of B B events correspond to
about 4 times the integrated luminosity of the data. Those
for eþe ! c c events correspond to twice the data lumi-
nosity, while those for eþe ! u u, d d, ss or þ corre-
spond to approximately the same luminosity as data. In
addition, special MC data sets are created in which large
samples of rare B meson decays are generated for the
purpose of investigating the signal B0 !  decay as
well as possible backgrounds due to other B decays.
III. EVENT SELECTION AND BACKGROUNDS
A. Event selection
The full ð4SÞ on-resonance data set is first reduced by
selecting events that contain at least two photons with
energies of 1:15  E  3:50 GeV, where the asterisk
indicates a quantity in the ð4SÞ CM frame. We consider
all combinations of two photons whose energies lie in this
range and add their four-momentum to create B meson
candidates. Hereafter, these photons are referred to as B
candidate photons. The distribution of correctly recon-
structed B candidates will peak in two nearly uncorrelated
variables, mES and E. The beam energy substituted mass
is defined as mES 	
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E2beam  c2 ~p2B
q
=c2 and the energy
difference is E 	 EB  Ebeam, where Ebeam is the beam
energy, and ~pB and EB are the three-momentum and energy
of the B candidate, respectively. For B0 !  events, the
mES distribution will peak at the B meson mass,
5:279 GeV=c2 [11]. The MC predicts a full-width at half
maximum (FWHM) of 6:5 MeV=c2. The E distribution
is asymmetric and will peak near zero with a tail to the
negative E side due to photon energy loss outside the
active volume of the EMC. The FWHM for E predicted
by the MC is about 150 MeV.We select an event for further
analysis if it contains exactly one B candidate with mES >
5:1 GeV=c2 and 0:50  E  0:50 GeV. We find that
in B0 !  MC only 0.06% of events have more than one
B candidate and are removed by this selection. Some initial
suppression of events produced from continuum processes,
eþe ! q q and þ, is achieved by requiring the ratio of
the second-to-zeroth Fox-Wolframmoments [12], R2, to be
less than 0.90. This ratio is calculated from the momenta of
all charged and neutral particles in the event. To suppress
backgrounds from eþe ! þ events, which tend to
have lower multiplicity compared to B0 !  events, the
number of reconstructed charged tracks in the event is
required to be greater than two.
We define a signal region in the mES-E plane by fitting
each variable in B0 !  MC and selecting a range
around the peak of the distribution. The mES distribution
is fit with a Crystal Ball (CB) shape [13] and we take a
3 region around the CB peak corresponding to 5:27 
mES  5:29 GeV=c2. The E distribution is parameter-
ized using a double-sided modified Gaussian with tail
parameters given by







where  is the peak of the E distribution, L;R are the
distribution widths, and L;R are tail parameters on the left
and right side of the peak, respectively. We again take a
3 interval around the peak corresponding to 0:30 
E  0:13 GeV. This region is blinded in the on-resonance
data until the maximum likelihood fit is performed. With
this definition of the signal region, an mES sideband region
is defined as 5:20<mES < 5:27 GeV=c
2, and lower and
upper E sidebands are defined as 0:50  E<
0:30 GeV and 0:13< E  0:50 GeV, respectively.
We select photon candidates according to criteria chosen
to remove poorly reconstructed photons. The energy of the
cluster must be spread over at least 10 crystals with all
crystals in the cluster having active electronics with correct
calibrations. The shape of the cluster must be consistent
with that of a photon in the defined energy range; we
therefore require clusters to have lateral moments [14] in
the range 0:15 
 fL 
 0:50. To ensure the shower is fully
contained within the EMC volume, only photons whose
polar angle is in the range 22:9 < p < 137:5 are se-
lected. The photons are kept for further analysis if they are
isolated from all other clusters in the event by at least
25 cm.
If an eþe collision that results in a trigger is accom-
panied by another eþe collision nearby in time, EMC
signals from the out-of-time collision may populate the
event of interest. Because of the large Bhabha-scattering
cross section, these ‘‘pileup’’ events often involve high-
energy electrons which may produce EMC clusters. Since
the tracking detectors are sensitive over a narrower time
window, electron-induced tracks may not point to the EMC
clusters, causing them to be treated as photon candidates.
If their energy is also measured incorrectly, artificial
B0 !  candidates may result. This scenario is effec-
tively rejected by requiring the total event energy to be less
than 15.0 GeV and the cluster time of each B candidate
photon to be consistent with the trigger event time.
The dominant source of backgrounds are photons pro-
duced from high-energy 0 and 	 decays in continuum
events. These events are suppressed using a likelihood ratio
rejection technique. Each B candidate photon is separately
combined with all other photons in the event and the
invariant mass, m0 , and energy of the other photon,
E0 , are used to calculate a likelihood ratio given by
Li ¼
Piðm0 ; E0 Þ
Psigðm0 ; E0 Þ þ Piðm0 ; E0 Þ : (2)
In this equation, i is a label for 0 or 	, and P represents a
two-dimensional probability density function (PDF). For
each B candidate photon the pairing that gives the largest
value of the likelihood ratio is assigned. The signal PDF,
Psig, is constructed using simulated B
0 B0 events containing
a B0 !  decay where all B candidate photon pairings
are used. The PDF for a 0 or 	, Pi, is constructed from
simulated eþe ! q q and eþe ! þ events. The B
candidate photon in this case is required to be produced
from a 0 or 	 decay, while the other photon daughter is
required to be reconstructed in the calorimeter. The energy
of the other photon and the invariant mass of the pair are
then used to construct the 0 and 	 PDFs. A likelihood
ratio near 1.0 (0.0) is consistent with the B candidate
photon originating from a 0 or 	 (signal B). Figure 2
shows the L0 and L	 distributions for B
0 !  MC
events and for B candidate photons from 0 and 	 decays
in MC continuum background events.
For high-energy 0 decays with E0 * 2 GeV, the
daughter photons may not be separated enough in the
EMC to be resolved individually. In this case the photon
clusters are said to be ‘‘merged’’. A merged 0 can mimic
a B candidate photon because the cluster will have the full
0πL
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FIG. 2 (color online). (a) 0 likelihood ratio for B candidate
photons in simulated signal events (open histogram) and simu-
lated continuum background events (shaded histogram) where
the photon is required to originate from a 0 decay. (b) 	
likelihood ratio for B candidate photons in simulated signal
events (open histogram) and simulated continuum background
events (shaded histogram) that are required to originate from an
	 decay. Events where both B candidate photon likelihood ratios
are less than 0.84 are selected, as denoted by the arrows.
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energy of the parent 0 and will have no associated track.
At a given energy, the second moment of the energy
distribution around the center of the cluster will be differ-
ent for a photon and a merged 0. This allows for the
construction of a quantity called the merged 0 consis-
tency based on the energy and second moment of the
cluster. This variable compares the two inputs against
known distributions from photons as well as merged 0
decays to estimate the likelihood that the cluster originates
from either source. The 0 energy range that contributes B
candidate photons in this analysis begins at about 2 GeV
and extends above 6 GeV. To reduce this source of merged
0 background, we select B candidate photons whose
merged 0 consistency is compatible with that of a photon.
In the ð4SÞ CM frame, the B mesons are produced
nearly at rest and subsequently decay isotropically,
whereas events produced in continuum processes are typi-
cally collimated in jets along the q q axis. This difference in
event shape is exploited to further separate signal from
continuum background events using a neural network (NN)
multivariate classifier. The NN utilizes 19 input variables
that characterize event level features whose distributions
show separation power between signal and continuum
background events. The inputs include the minimum dis-
tances between each B candidate photon EMC cluster and
the EMC clusters produced by all other charged and neutral
particles, respectively; this is four quantities. The inputs
also include the polar angle of the B candidate momentum
in the lab frame, the number of reconstructed neutral
particles in the event, the number of reconstructed tracks
in the event, the total missing energy, the total transverse
momentum, R2, and the event sphericity. Additionally, we
include quantities that characterize the rest-of-the-event
(ROE), calculated using all reconstructed particles except
for one or both B candidate photons. These are: the polar
angles of the event thrust axes when either B candidate
photon is removed (two quantities); the first, second, and
third angular moments of the event when the B candidate
photon with the larger energy in the lab frame is removed;
the ratio of the second-to-zeroth Fox-Wolfram moments,
calculated in the CM frame, using all particles except the B
candidate photon with the smaller lab energy; the second
angular moment with respect to the thrust axis of the event
when both B candidate photons are removed; and the event
sphericity with both B candidate photons removed. We
train and validate the NN using independent samples of
B0 !  and continuum MC events. The training samples
are constructed by first applying the photon quality, event
pileup, and merged 0 selections to the MC events.
Additionally, we require mES 
 5:2 GeV=c2 and jEj 
0:5 GeV. The surviving events are randomly divided into
one set for training and one for validation. Each set con-
tains 45 200 events where half are B0 ! MC events and
the other half are continuum MC events whose composi-
tion of eþe ! q q and eþe ! þ events is scaled to
the luminosity of the on-resonance data for each compo-
nent. The parameters of the NN are tuned to achieve the
highest level of background rejection while avoiding over-
training the classifier. The validation sample is then used to
verify its performance. The NN response is a value be-
tween 0.0 (background-like) and 1.0 (signal-like). Figure 3
shows the NN response for the validation samples for
B0 !  and continuum background MC events.
The selection criteria for L0 , L	, the NN response, and
the number of tracks are optimized using B0 !  MC
events and on-resonance sideband data. The number of
background events is estimated by extrapolating the side-
band data into the signal region. The optimization proceeds
by iterating over the space of each variable individually
until we find a maximum of the figure-of-merit [15] given
by the expression "sig=ð3=2þ
ffiffiffi
B
p Þ. In this equation, "sig is
the efficiency of the event selection derived from B0 ! 
MC and B is the number of background events. The
iterative process continues to cycle through all variables
until the selection values converge. We find the optimum
values to be L0 < 0:84, L	 < 0:84, NN response greater
than or equal to 0.54, and the number of tracks to be greater
than two. The optimum selection criteria are found to
have an overall efficiency of 26.7% on a collection of
1:96 106 simulated B0 !  events, while rejecting
about 99.9% of background events.
B. Exclusive B decay backgrounds
Backgrounds from B decays that may peak in the mES
and E signal region are studied with large samples of
simulated events. Twelve B decay modes were identified as
potential background sources, and exclusive MC samples
were generated for each mode. The optimized event selec-
tion is applied to each of these samples and the estimated
number of background events expected in on-resonance
 NN response














FIG. 3 (color online). Output of the neural network on the
validation samples of simulated signal (open histogram) and
background (shaded histogram) events. Selected events have a
NN response greater than 0.54 as denoted by the arrow.
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data are determined from the latest branching fractions
[11]. After scaling the yields of these modes to the lumi-
nosity of the on-resonance data, it is estimated that they
contribute a total of 1:18 0:22 background events to the
signal region. This number is comparable to the expected
number of signal events predicted from the SM branching
fraction ( 4 events). The modes expected to contribute
significantly are B0 ! 00, B0 ! 0	, B0 ! 		, and
B0 ! !. The mES distributions of these modes peak at
the same value as true signal events, while the E distri-
butions peak at a value less than zero. This difference in
shape of the E distributions between B0 !  decays
and these ‘‘peaking’’ background B decays is exploited by
adding a component that describes them to the maximum
likelihood function.
IV. MAXIMUM LIKELIHOOD FIT
The signal yield is extracted using a two-dimensional
unbinned extended maximum likelihood (ML) fit in the
region mES > 5:2 GeV=c
2 and 0:5  E  0:5 GeV.
The likelihood function for a sample of N events with
signal, continuum, and peaking B B background compo-











niP ið ~xj; ~iÞ

; (3)
where i in this equation is an index for the three compo-
nents in the fit and ni is the event yield for each. Since the
correlations between mES and E are found to be small,
the signal and continuum background PDFs, P i, are each
defined as a product of one-dimensional PDFs in the
observables xj 2 fmES;Eg, with parameters ~i. A two-
dimensional histogram PDF is used for the peaking back-
ground component.
The signal PDF shapes for mES and E are determined
from simulated B0 !  events. The mES distribution is
parameterized by a Crystal Ball function [13], and the E
shape is parameterized by a double-sided modified
Gaussian with tail parameters given by Eq. (1). In the
ML fit, the signal PDF parameters are fixed to the MC-
determined values. All fixed signal parameters are later
varied to evaluate the systematic uncertainty that this
choice of parameterization has on the signal yield.
The continuum background mES distribution is parame-
terized by an ARGUS shape [16], while the E distribu-
tion is fit with a first-order polynomial. The endpoint of the
ARGUS function is fixed to the kinematic limit for B
decays (5:29 GeV=c2), while all other parameters are al-
lowed to float. The PDF for the peaking background com-
ponent is parameterized using large samples of simulated
exclusive B decays in the form of a two-dimensional
histogram PDF in mES and E. Both the shape and yield
of this component are fixed in the ML fit. The yield is fixed
to 3:13 0:54 events, which is the predicted number in the
fit region determined from the exclusive MC studies. The
fixed peaking background PDF shape and yield are later
varied to evaluate the systematic uncertainty on the signal
yield.
The fit is validated on an ensemble of prototype data sets
whose signal and background content and shape are as
expected in the on-resonance data. For the signal content,
the data sets are populated with signal events assuming
branching fractions of ð1; 5; 10Þ  108 corresponding to
signal yields of 1, 6, and 12 events, respectively. Two types
of data sets are constructed: one where both the signal and
background events are generated by randomly sampling
from their respective PDFs, and the other where the back-
ground events are generated from a random sampling of the
background PDF while the signal events are embedded
mES (GeV/c2)











































FIG. 4 (color online). Projections of the ML fit onto mES and
E. (a) The projection of the mES component when the range
of E has been restricted to 0:30  E  0:13 GeV. (b) The
E projection of the fit when the range of mES has been
restricted to mES > 5:27 GeV=c
2. The points represent the on-
resonance data. The solid curve represents the total PDF, the
dashed curve is the continuum background component, the dot-
dashed curve is the signal component, and the long-dashed curve
is the peaking background component. With an expected yield of
approximately one event, the peaking background component is
nearly indistinguishable from the x axis.
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directly from the simulated signal data set. The results of
the validation studies were consistent with negligible bias
in the fit result for the signal yield.
The on-resonance ð4SÞ data contains 1679 events after
the optimized event selection criteria are applied. We
perform the ML fit to extract the signal yield and find
Nsig ¼ 21:3þ12:811:8 events corresponding to a statistical sig-
nificance of 1:8. The significance is computed asffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2   lnLp , where  lnL is the difference in the log-
likelihood between the best fit to on-resonance data and a
fit where the signal yield is fixed to zero. Figure 4 shows
projections of the PDF components from the ML fit. For
the mES projection, the range of E has been restricted to
0:30  E  0:13 GeV. For the E projection, the
range of mES is restricted to mES > 5:27 GeV=c
2.
Since the signal yield extracted from the ML fit is out-
side the range initially tested during the fit validation, we
subsequently ran additional validation studies with input
signal yields up to twice the fit result. We observed a small
fit bias, which we estimate to be 0:5 0:1 events when the
input signal equals the result of our fit. Consequently, we
subtract this bias from our fit result, giving a corrected
signal yield of 20:8þ12:811:8 events.
V. SYSTEMATIC UNCERTAINTIES
Systematic errors that affect the calculation of the
branching fraction are investigated and include uncertain-
ties on the number of B0 B0 events in the data set, signal
efficiency, and the signal yield from the fit. Differences
between data and MC can lead to an error on the derived
signal efficiency. The identified sources that can lead to
this error include uncertainties in tracking, track multi-
plicity, photon reconstruction, the L0 and L	 require-
ments, and the NN selection. The uncertainties in the
modeling of the signal and B B background shapes in the
maximum likelihood fit can also affect the uncertainty on
the signal yield.
The systematic error associated with counting the num-
ber of B B pairs in the data set is 1.1%. The number of B0 B0
pairs is obtained by multiplying the ð4SÞ ! B0 B0
branching fraction, equal to ð48:4 0:6Þ% [11], with the
total number of B B pairs, from which a systematic error of
1.7% is assigned. A study of the track finding inefficiency
results in an assignment of a 0.2% systematic uncertainty
for the selection of events with at least three reconstructed
tracks. The uncertainty in the signal efficiency due to the
requirement of at least three reconstructed charged tracks
is estimated to be 3.4%, including components for both
generator-level simulation errors and detector-associated
data versus MC differences. The efficiencies in data and
MC for detecting high-energy photons which pass the
selection criteria (including the merged 0 consistency)
were compared using a sample of eþe ! þ events
with the photon energy in the CM frame restricted to be
consistent with the energy of B0 !  photons. No
significant difference is observed. An uncertainty of 2%
per photon is assigned to account for possible data versus
MC differences due to the required minimum distance
between the candidate photon cluster and all other clusters,
based on a study that embedded high-energy photons in
both data and MC events. We combine this uncertainty
linearly for both photons in B0 !  and assign an overall
photon efficiency systematic of 4%. The cluster time se-
lection is compared in data and MC and we assign a
systematic uncertainty of 0.7% for each B candidate. The
systematic uncertainty due to the 0 and 	 likelihood
ratios is estimated to be 1.0% for each, based on a study
that embedded signal-like photons in data and MC events
in which one Bmeson was fully reconstructed in the decay
B ! D. The signal efficiencies for the L0 and L	 se-
lections for data and MC are calculated by pairing the
embedded signal-like photon with all other photons in
these events that are not associated with the reconstructed
B. The systematic uncertainty due to the NN is estimated
by comparing the efficiencies of data to MC in signal-like
events. Signal-like events are selected by applying all event
selection criteria, but reversing either the NN, the L0 or
the L	 selection for one of the B candidate photons. The
efficiencies are then calculated from events in the fit region
with the signal region excluded. For all selection reversal
scenarios, the ratio of the efficiencies is found to be con-
sistent with unity and has a typical statistical error of 3.0%,
which is taken as the systematic uncertainty.
The systematic uncertainty on the signal yield due to the
choice of fit model has five components. The first is due to
the fixed signal shape for the mES and E PDFs. To
estimate the systematic uncertainty related to this choice
of parameterizations, the fixed parameters are varied
within their 1 errors, the on-resonance data set is refit,
and the change in the signal yield is calculated for each
parameter. The total systematic uncertainty is taken to be
the sum in quadrature of all variations and is found to be
0.6 events. A comparison between photon response in
eþe ! þ events in data and MC, using photons
in the energy range relevant to the decay B0 ! , shows
that the size of the variation in the signal shape parameters
is sufficient to take into account any systematic effects
from parameterizing the signal PDF shapes from MC.
The second component is due to the parameterization
choice for the signal shape. While the PDF used to fit the
mES distribution replicates the shape in B
0 !  MC,
there is a slight disagreement between the E distribution
in B0 !  MC and that of the double-sided modified
Gaussian used to describe it, Eq. (1). To test how large of
an effect this difference may have on the signal yield, the
E distribution is parameterized using a Crystal Ball shape
[13] that provides a larger discrepancy from the MC shape.
Ensembles of simulated experiments are performed
wherein each experiment consists of an independent data
set fit first using the E parameterization described in
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Sec. IV and then using the alternative parameterization
described here. The signal yields for each fit are compared
and the average difference is found to be 0.2 events which
is assigned as the systematic uncertainty. The third
component is due to the choice of the E continuum
background shape. Repeating the fit to data using a
second-order polynomial for E results in an increase of
1.9 events in the signal yield, which we take to be the
systematic error for this component. The fourth component
is due to the choice of shape and normalization for the
peaking background PDF, both of which are fixed in the
ML fit. The shape is fixed from the mES and E distribu-
tions of simulated exclusive B decays, while the yield is
fixed to the expected number of events in on-resonance
data. To estimate the systematic uncertainty on the signal
yield, both the peaking background yield and shape are
varied. The uncertainties on the yields of the individual
peaking background modes are added linearly to determine
the uncertainty on the total yield of the peaking component
in the ML fit. This results in a range for the peaking yield
between 2.02 and 4.24 events. The shape of the peaking
PDF is varied by replacing it solely with the shape derived
from B0 ! 00 MC. The E distribution of this mode
most closely resembles that from B0 !  MC. Another
ensemble of simulated experiments were performed where
the differences in the signal yield were compared when
using these set of extreme variations in the peaking com-
ponent and those from the ML fit to data. We take the
maximal change in the signal yield and assign a conserva-
tive systematic uncertainty of 0.5 events. The fifth compo-
nent is due to the fit bias found from an ensemble of
simulated prototype data sets. We take half the bias and
assign it as a systematic uncertainty of 0.25 events. The five
components are added in quadrature to give a systematic
uncertainty for the ML fit of 2.1 events corresponding to
9.9%.
These results are added in quadrature to give a total
systematic uncertainty on the signal yield of 2.6 events,
corresponding to 12.1%. The separate contributions to the
systematic uncertainty are summarized in Table I.
VI. RESULTS
The branching fraction is calculated from the measured
signal yield using
B ðB0 ! Þ ¼ Nsig
"sig  2  NB0 B0
; (4)
whereNsig is the signal yield from the maximum likelihood
fit, "sig is the signal selection efficiency determined from
simulated B0 !  events, and NB0 B0 is the number of
neutral B meson pairs in the on-resonance data set. We
calculate the branching fraction to be
B ðB0 ! Þ ¼ ð1:7 1:1 0:2Þ  107; (5)
with a statistical significance of 1:8, where the first error
is statistical and the second is systematic.
The upper limit at the 90% CL is obtained by integrating
the likelihood curve resulting from the ML fit from zero to
the value of Nsig which contains 90% of the area under the
curve. To incorporate the systematic uncertainty into the
determination of the upper limit, the likelihood curve is
convolved with a Gaussian shape whose width is equal to
the total systematic uncertainty of 2.6 events. This yields
a value of Nsig ¼ 39 events corresponding to an upper
limit of
B ðB0 ! Þ< 3:2 107 ð90%CLÞ: (6)
Figure 5 shows the likelihood curve from the fit after
convolution with the Gaussian shape. The shaded region
corresponds to the 90% integral of the curve.
This limit is nearly a factor of 2 below the best previous
upper limit ofBðB0 ! Þ< 6:2 107 set by Belle [4],
and is consistent with the SM branching fraction. This limit
TABLE I. Summary of the systematic uncertainties expressed
as a percent of the signal yield.
Source Uncertainty on Nsig (%)





L0 and L	 2.8
Neural network 3.0
Fit uncertainty 9.9
Sum in quadrature 12.1
Nsig










FIG. 5. Likelihood curve from the maximum likelihood fit, as
a function of the signal yield, after convolution with a Gaussian
shape whose width is equal to the total systematic error. The
shaded region corresponds to the integral of the curve up to 90%
of its total area. The y axis, L=L0, is the ratio of the likelihood
function for a given Nsig to the maximum likelihood.
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may allow tighter constraints on models that incorporate
physics beyond the SM.
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