I. INTRODUCTION HE Radon transform and its ill-conditioned inverse were
T first formulated by J. Radon in 1917. However, its widespread application has suffered from the numerical intensity of inversion. The projections of a region gathered over all possible angles constitutes a Radon transform. Many classical image reconstruction techniques can be decomposed into an inversion of the classical Radon transform or generalized versions of the Radon transform [l] , [2] . Image reconstruction by means of the inverse Radon transform allows the determination of a systems internal structure without physically probing the interior. For this reason, the Radon transform is used in a wide variety of applications such as tomography, ultrasound, x-ray, nuclear magnetic resonance imaging, optics, stress analysis, and geophysics, to name just a few [3] , [4] .
In d-D, the Radon transform maps a function to its integral over (d-1)-D hyperplanes at various directions in d-D space and at various distances from the zero coordinate to its transform domain. In 2-D, the continuous computation projects or maps an image plane to line integrals computed at various phase angles and intercept coordinates (T -p transform). While an exact inversion formula can be written for the continuous case [4] , many methods have been proposed for implementation of the DRT and its inverse [5] , [4] . The primary difficulty associated with the Radon transform stems from the requirement for an inversion procedures based upon finite (and sometimes arbitrary) number of projections. Fig. 1 , for instance, illustrates the general method for collecting Manuscript received December 20, 1991; revised January 5, 1993 . This work was supported in part by the National Science Foundation (NSF) under Grant MIPS-(9211725) . The associate editor responsible for coordinating the review of this paper and approving it for publication was Dr. David B. Harris.
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IEEE Log Number 9208877 projections from source radiation (detector not shown). Knowledge of all projections of the distribution constitute a Radon transform. Image reconstruction requires the application of the inverse Radon transform to the possibly limited collection of projections.
The two most popular inversion methods include back projection algorithms based upon Fourier domain interpretations and iterative reconstruction techniques [6] , [7] . A distinctly different approach to these methods can be derived in the T -p [4] domain by formulating the discrete approximation to the continuous problem as a linear algebra problem. In this case, Beylkin [SI demonstrated that if discrete versions are based upon a discretization of Radon's original formula, the inverse transform can be computed only approximately. Among the varied difficulties associated with the discrete Radon transform computation are the conversion between radial coordinates and a faster scan format, the interpolation required to compute the required line integrals approximations on a rectangular grid, and the significant computational requirements necessary for calculation of the inverse.
We demonstrate a new method (FRT) [9] that, by operating in the 1.5-D frequency domain,' successfully overcomes these problems. By reformulating the algebraic approach proposed in the seminal paper by Beylkin [8] as an approximation problem, we directly illustrate the exact relationship between the continuous Radon transform (CRT) and this discrete formulation. More importantly, by formulating the problem as an approximation to the continuous formula a generalized inversion procedure which allows for image reconstruction based upon an arbitrary collection of line integrals is fully illustrated. This new method can be viewed as passing the image through a 1.5-D filter that performs the entire DRT computation in one step. This method of implementation computes the T -p version of the CRT [4] .
In this paper, we explicitly and rigorously derive a version of the discrete fast Radon transform (FRT) in a way that allows us to also postulate a generalized inverse. In Section 11, we introduce the (T -p ) DRT algorithm, directly illustrate the relationship between the discrete algorithm and the exact continuous 2-D Radon transform formula, and define the generalized DRT equation. In Section 111, we analyze the discrete KM delta function, determine the exact form of the time domain function, and proved that it is not accurate for large slopes. In Section IV, we derive a new formula for computation of the discrete KM delta function which is accurate for large slopes. In Section V, we outline the FRT algorithm and present an example. In Section we present two new inversion algorithms for the generalized FRT. we also show that the inversion identity introduced in [81 is a special case of our first inversion algorithm based upon the determination of the pseudoinverse [lo] . Then, we derive a new fast inversion procedure that can be computed in a similar fashion to the FRT. This fast discrete inverse Radon transform formula (IFRT) is generalized so as to allow for reconstruction based upon an FRT image consisting of a collection of possibly
2) The impulse function in (4) performs only the rotation In Z-D, the CRT computes line integrals along various angles and intercepts in an image plane. Discrete approximations to line integrals can be problematic since the discrete data are restricted to lie only on specific grid points. Most classical methods rely upon some form of explicit interpolation [5] , [3].
A. ~i~~~~~~ F R T A~~~~~~~~~
The FRT is based upon discretization of the continuous formula. This requires an approximation to continuous KM delta. Furthermore, in order to generalize the following discussion, we define two additional functions, c(.) and d (.) . operation while the input image is translated. 
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Let 2 and R represent the set of all integers and the set of all real numbers, respectively. A continuous 2-D Kh4 line impulse function, S(n, m ) , is defined by
where n,m, t2,e: E R, z 1 , z l E 2. The discrete KM delta and function will be given by Equation (6) will also be referred to as the discrete line function. In Sections IV and 111, exact mathematical definitions are presented.
Assume that u ( t , z ) is of finite support. Let y ( n , s ) represent the discrete approximation to U R ( 7 , p ) , and let z(m,l) represent the discrete version of u(t, x). We can approximate
by S(n) = 6 ( n , 0 ) . (2) Equation (7) represents the Discrete Radon Transform (DRT) formula that will serve as the basis for the fast algorithm explained later. We now wish to rewrite (7) in a manner that allows us to replace the original sequences by causal versions. Fig. 2 illustrates the coordinate axis shift represented by (9). This coordinate axis shift is useful for the eventual transformation to the equivalent frequency domain computation (see Sections I11 and IV).
We now define a new causal input sequence, x (m,l) 
As written above, the output of the multichannel filter converts an (assumed odd) [2M' + 1 x 2L' + 1 1 input sequence into an odd [2N' + 1 x 2s' + 1 1 output sequence. We generalize to the even and odd case as follows:
Note that (11) represents the causal form of the DRT. By eliminating negative times, we simplify the time-frequency domain correspondence in the delta function approximations (see Sections 111 and IV) since the DFT can now be computed without any negative arguments. Let an odd 1-D sequence be defined as any discrete sequence possessing an odd number of samples and an even 1-D sequence be defined as any sequence containing an even number of discrete samples. More precisely, Although theoretically N + CO, we apply a finite extent approximation. For the sake of simplicity, we will also assume that M = N for the remainder of the paper. This is achieved by zero padding M to the desired value of N.
In matrix form this equation can be rewritten in the following manner: 2) Equation (13) is shown to be explicitly derived from (11), which in turn can be simply related to (4). This link is critical to the derivation of the generalized inversion equation (see Section VI-B). In this paper, we define the discrete Fourier transform of
s th element equal to y(n,s), and the l'th element equal to z(m,1).
gs(n) as follows:
. 
From the above equations, we note that: 1) Hermitian symmetry is enforced in order to preserve time domain "realness;"
2) the frequency domain delta function, ALS ( Thus the discrete Radon transform computation can be carried out by
We present an example of the forward computation in Section V.
B. Generalized Nonlinear Sampling Strategies
As currently formulated, the FRT computation based upon the DRT formula in (11) evaluates discrete line integrals over the slopes s = 0 , 1 , 2 ; . . . N -1. This is due to the 1-1 correspondence between the array indices of y(.,s) and the slope parameter in (11). In the discussion that follows, we will continue to assume that s = (0, I, 2.. . . , S -1). As opposed to the straightforward evaluation of ( l l ) , we instead propose the use of the generalized equation
Equation (20) allows the DRT computation to be performed for lines oriented at an arbitrary collection of angles.
We note that this rigorous inclusion of g(s) differentiates this treatment from that of [8] as follows: 1) By the proper choice of g(s) we derive algorithms for computing both the forward and inverse DRT for any arbitrary set of slopes. We present a method of inverting the (20) in Section VI. 2) We propose methods that allow us to compute 8(m -(N-1)/2, g(s)(l-(L-l)/Z)) for steeply dipping slopes (i.e., large 1g(s)l as defined by lemma 3.2.) without the dispersion problems of [8] or aliasing effects. For instance, by choosing
one formulates the discrete computation of the standard I--p method as shown in Fig 
Theorem I:
I [
Proof:
We note that this formulation is based upon the relation 1
Note that
The variable n in this instance does not directly correspond to the similar variable found in the classical DRT. Remark 2: To avoid costly interpolation procedures, the FRT method of computation discussed earlier computes these discrete line-integral functions in the frequency domain. Unfortunately, the 2-D periodic DKMD functions used to approximate particular line integrals can alias for steeply dipping slopes.
A. Aliasing and the 2-Dim Periodic Delta Function
The FRT method of computation relies upon performing the sampling for the discrete Radon transform in the frequency domain as opposed to the time domain. Although the required convolution operation can be performed efficiently in the frequency domain via the 1-D FRT, operations involving the discrete Fourier transform impose specific periodicity constraints that can often lead to unwelcome anomalies. Aliasing and the approximation of linear convolutions by circular convolutions are two artifacts resulting from the constraints imposed by discrete periodic signals. Of these, the line function aliasing of the DKMD is the more severe problem. 
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The explicit delta computation can be carried out using Fig. 18 or 23. Equation (23) requires more computation than (18). In 5(a), we note that the slope of the line may be a small rational number, in which case the discrete samples along the direction of the line are not guaranteed to fall on possibly sparse grid point locations. In such cases, we therefore expect to observe a function that appropriately disperses energy among neighboring grid points in such a way that the amplitudes of the discrete line function are slowly varying. This is illustrated most clearly in Fig. 5(a) . In 5(b), (c), the approximation is intuitively appealing. In these cases, the amplitudes also remain uniform across the image plane. Figure 5( 
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In a square image array, an effective procedure that avoids line aliasing for FRT slopes above s = 1 ( = 45") can be devised by changing the aspect ratio of the array. That is, if the original input image of aspect ratio a is zero padded along the vertical axis so as to create a new image of aspect ratio r , the new image can tolerate steeply dipping slopes as high as arctan(r) without delta function line aliasing. For instance, for r = 12, a maximum acceptable slope of 85.2" can be tolerated. Zero padding has the added benefit of increasing the total number of intercept values computed. This anti-aliasing procedure requires 0 ( r ) times more computation. A more sophisticated method that completely circumvents the aliasing of the DKh4D function for large slopes is presented in the next section.
IV. THE KM STEEP DIP FORMULA (KMSD)
As currently formulated, the DKMD formula aliases for slopes above arctan(r) for 2-D arrays possessing an aspect ratio of r. In addition, the aliasing for slopes above r quickly becomes catastrophic as slope values increase (s >> r ) .
For instance Fig. 6 illustrates the DKMD method of [8] corresponding to (23) for a 65 x 65 array (i.e., L = N = 65, r = 1) with s = -7. As illustrated in Fig. 6(a) , the majority of energy adds noise to the discrete Radon transform computation.
We now describe a new, novel KM Steep Dip (KMSD) procedure that accurately computes the KM delta function for steep dips (1 < s < CO). of this new method for s = -7. We will present both the even and odd case here. The full proof for the even case can be found in the Appendix. We can derive from (23)
. r We perform the operation analytically. For the even case, this leads to the following formula: 
The entire proof is given in the appendix. 
Proof: see the appendix. Remark3: Note that the computation of the KMSD function can be performed efficiently via an N length FFT. When N > L, all but the central L coefficients are discarded.
Though Fig. 6(a) demonstrates the superiority of the new KMSD formula for steep dips, a second source of error inherent in all frequency domain computations is that created by the use of cyclic signal constraints. For slopes, s > T , the reader is encouraged to convince himself that no cyclic convolution (regardless of the accuracy of the time domain line function) can accurately model the linear convolution of (1 1). For any computation involving slopes whose magnitude is greater than r , (11) must be computed in the time domain.
Since the DKMD formula aliases at these large slope the time domain KMSD formula in (60) and (69), evaluated as a time domain convolution, should be used for the computation when s > r.
V. THE FRT ALGORITHM
The steps for computing the FRT for g(s) = s are listed in A remarkable property of the FRT is the simplicity in choosing any arbitrary set of slopes when performing the discrete Radon transform computation. Furthermore, as pointed out earlier, when sampling in the frequency domain, the need for data interpolation is completely eliminated. In 2-Dim, the Radon transform maps line integrals at specific angles and spatial positions to points in Radon transform space. In the continuous coordinate system, the T -p transform is specified in terms of slopes and intercepts. A uniform variation of the slope, p , generates the standard T -p Radon transform. By varying the slope parameter uniformly, a nonuniform variation is created in the angular sampling (i.e., e). Often, it is desirable to select line integrals spaced at uniform angular distances. To induce a uniform angular sampling, the slope parameter must be varied nonuniformly.
The parameter s displayed in (18) selects the slopes of the particular line integrals in the computation. By the proper choice of s, uniform angular sampling of the Radon transform can be carried out. This slope parameter in the discrete version of the T -p Radon transform, if uniformly varied, samples very finely near the vertices of the square grid, as compared where, due to the periodicity assumption for the input function, m S 3 can be restricted to the range (0, 1, 2, 3,4) by evaluating the matrix equation modulo 5. This straightforward evaluation of (13) as a circular convolution would yield the same result as the linear convolution, but is less efficient than the frequency domain method. Since the maximum slope is equal to T ( = l), the frequency domain DKMD algorithm could be applied. The FRT method of computation is based upon an evaluation of (19). Since A~s ( l c ) is known explicitly (see (18) The FRT transform computation is carried out by (38) where & ( k ) represents the FFT of the input signal along only the columns of the array. The IFFT of the above the matrix-vector product along the columns of the output yields the discrete Radon transform output.
The primary advantages of the FRT are its simplicity and speed. Multiple I-D FFT's and matrix multiplications form the major computational steps. Moreover, within each of these steps, completely independent operations are involved. A n 'These matrices are described in the S x L plane. However, they are more identifiable in the .U x L plane. extremely fast computation results by exploiting this natural concurrency.
VI. INVERSION OF THE FRT
We propose two new techniques for the inversion. They are the discrete pseudo inverse fast radon transform (PIFRT) and a direct inversion method (IFRT). The first uses a least squares minimization to invert data. The latter is a very fast, efficient approach based upon the forward FRT method.
A. Method I : PIFRT
Though the FRT algorithm is an efficient method for computation of the DRT, inversion of the Radon transform has traditionally proven to be a more difficult. Since the FRT algorithm is based upon frequency domain matrix operators, one approach for inversion follows naturally from linear algebra. Clearly, ifand only ifA,s(IC) is nonsingular for every value of IC, does
&(IC)
[ALS(IC)l-lYS(k) yield a suitable discrete inverse Radon transform formula.
Unfortunately, exact invertibility is precluded as A~s ( k ) is generally not nonsingular for each value of IC. Figure 9 illustrates the ill-conditioned nature of the transform matrices for specific values of IC derived using (18). The graph of Fig. 9 represents a plot of the condition number of each of the frequency domain transform matrices in (18) versus the frequency index IC for the frequency domain transform matrix. In this instance, the parameters L = S = N = 121 were selected. Even in the special, contrived example of a square matrix, the singular nature of some of the matrices is still evident near dc at the high and low-frequency indices. This suggests that the dc level of the input signal is the most difficult part of the frequency spectrum to recover. As matrix inversion is limited to only square singular matrices, an alternative method to the direct inverse is the application of the PIFRT. 1.0000 1.0000 1.0000 1.0000 1.0000-1.0000 1.0000 1.0000 1.0000 1.0000 1 .oooo 1 .0000 1.0000 1 .0000 1 .oooo 1 .0000 1 .oooo 1 .oooo 1 .oooo 1 .oooo 1 1.0000 1.0000 1.0000 1.0000 1.0000, Therefore, (40) yields the smallest possible mean square error of the inverse transformation.
B. Method 2: Direct Inversion of the CRT
The least-squares inversion procedure introduced in Section VI-A is based upon a linear algebraic solution; and as such, it is most efficient in inverting problems that have been forward transformed by the same matrix operators. Although (41) can be applied as a general inversion procedure, our empirical results were generally unsatisfactory. The discrete Radon transformed data can be directly inverted with the PIFRT. However, if the DRT data is operated upon in the DRT domain, general inversion procedures based upon continuous domain formulations are required for inversion. Radon transform inversion methods are based upon approximations of continuous domain equations. Such methods are intrinsically based upon the relationship between the Radon transform and Fourier transform as described by the projection slice theorem [7] , [4] . The robustness of inversion methods based upon the projection-slice theorem increases as the number of projections increases. An adversity associated with such methods is the explicit conversion from polar to rectangular coordinates, as with the back-projection operation. As an efficient counterpart to filtered back-projection method^,^ we propose in the r -p (or slope intercept) domain, a new discrete inversion algorithm (IFRT) that is closely related to the forward FRT algorithm.
The relationship between the 2-D Fourier and Radon transform has been well established [7] , (41. Let the continuous Fourier and Radon transform, respectively, of u(t, x ) be written as follows: (47) We note that the derivative of the Hilbert transform of U*(r,p) corresponds to passing every row of the Radon transform into a filter of frequency response JwJ. Let us denote the output of this computation as v ( t ' , p ) . Then
One can rewrite the inversion formula in (47) as follows: 27r Equation (49) is the inversion counterpart to the forward CRT solution.
A property associated with the above formulation is that neither linear slope sampling nor nonuniform angular sampling (0)) evaluated at uniform values of B. We can now account for this and other slope functions in the generalized inverse formula by the proper selection of G(p) in (50). We note that generalized inversion procedures for both linear and nonlinear G(p) functions were not considered in [8] .
C. The Discrete Inverse Fast Radon Transform (IFRT)
Let x ( m , I) and 71472, s) represent the discrete counterparts of u (t, x ) and ~( t ' , G(p)), respectively. In this framework, ~( 7 2 , s) represents the discrete value of the derivative of the Hilbert transform of the DRT function, ~ ( n , g ( s ) ) .
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Although the vector sequence q, ( 7 2 ) represents the derivative of the Hilbert transform of y (n,), this additional step is trivially computed in the frequeGly domain [7] . In addition, in order to suppress the amplification of the high frequency noise caused by the Hilbert operation, we incorporated a Shepp-Logan filter [3] , (51 in all of the reconstruction examples. By discretizing (SO) in a manner similar to (4) and following the same procedure as (4)- (11), we define the generalized discrete inversion formula as follows: ,g(s) .
where the discrete function h ( s ) represents the discrete approximation to the negative derivative of G. If g ( s ) is varied to achieve uniform slope sampling or uniform angular sampling, as in (21) and (22) 
the l'th element equal to z(m, l ) , and; s'th element equal to w(n,, s). In the frequency domain, the IFRT computation is and
Comparing this formula to (41), the most notable difference is the complete circumvention of both a matrix inversion and/or SVD least squares inversion. We note that unlike the FRT, both the Fourier transform computation of the A matrix and q, (n,) signal for the IFRT use the same negative sign in the exponential. The reason for this is simple enough-the FRT algorithm decomposes into a correlation computation whereas the IFRT reduces to a convolution. The computational steps of the IFRT algorithm are shown in Fig. 10 , and a flow diagram of the FRT and IFRT are displayed in Fig. 11 . The symmetry between the forward and inverse algorithm in Fig. 11 are readily apparent. However, l l ( b ) requires an additional operation involving the derivative of the Hilbert transform [3], [5] , [7] . When performed in the frequency domain, the computation required for this step is relatively minor compared to the matrix multiply operations. Two other more subtle differences in Figs Therefore, all slopes and intercepts are computed with respect to a (0,O) coordinate which is placed at the center of each image. We selected the parameters T = 4, S = L = 256, and B = 4. In addition g ( s ) was chosen according to (22) . In Fig. 12(a) we display a 256 x 256 tool image. The central 512 x 256 Dortion of the FRT transformed image - Fig. 12(b Fig. 12(c) . Figure 13 illustrates the results when the identical procedure is applied
The computational aspects of the DRT are summarized in Table I . Since the Hilbert transform operation is only O ( N 2 1% N ) , the total computation of the IFRT is still in the same order as the FRT.
where 
VII. SUMMARY
The FRT is a very efficient, parallel, and flexible means of computing the Radon transform. This is due to the ability to compute any arbitrary set of projections angles with the FRT computations. We assumed either uniformly spaced angular projections or uniformly varying slopes for the forward FRT transform. This represented a desired choice as opposed to an implementation constraint. In addition, a fast computation can be performed concurrently in each frequency index. The DRT algorithm is based upon the discretization of a line in ( 7 ,~) space. We have presented a new parameterization method that leads to a discrete Radon transform computation which avoids many of the difficulties associated with previous classical methods. This new IFRT computation introduced represents a natural extension to the FRT based upon the inverse formula for ( T . p ) Radon transform. It represents an efficient, theoretically sound method of inversion that circumvents least squares and matrix inversion approaches, avoids the need for data interpolation, and requires no classical back-projection operation. It is computationally as efficient as the forward FRT. Presently we are investigating an inverse formulation for the 3-D FRT and the performance on a number of industrial applications (e.g., in machine vision and seismic migration, especially in conjunction with a new architecture developed for computing the Fourier transform . exp i -mo(r -N ) s (65) (21: (-i27r((r - N ) In converting from r to 1, we are interested in using the FFT. The reader is encouraged to finish the remainder of the proof which is similar to the even case. 
