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Abstract
A mixed symmetric Painleve´ III - V model which describes a hybrid of
both equations is defined and obtained by successive self-similarity and Dirac
Lagrange multiplier reductions from an integrable 4-boson hierarchy.
1 Introduction
This paper deals with a system of nonlinear ordinary differential equations
containing both Painleve´ III and V equations as well as a new equation that
passes the basic Painleve´ test and possesses invariance under A
(1)
1 extended
affine Weyl group. This system of equations emerges through self-similarity
and Dirac reductions performed on a special class of integrable models [3, 5]
referred to as multi-boson Lax hierarchies and presented here in a Hamiltonian
setting.
As postulated by Ablowitz, Ramani and Segur (ARS) [2] the partial dif-
ferential evolution equations of integrable hierarchies reduce in self-similarity
limit to ordinary differential equations with solutions that have no movable
critical points other than poles. This feature is known as Painleve´ property.
The self-similarity reduction applied to multi-boson Lax hierarchies [3, 5]
leads to higher Painleve´ equations invariant under extended affine Weyl groups
A
(1)
2m or A
(1)
2m−1,m = 1, 2. . . [14, 15, 16, 17]. More specifically, the 4-boson
model considered in this paper reduces in self-similarity limit to A
(1)
4 Painleve´
equations. In another well-known example the 2-boson model reduces to A
(1)
2
Painleve´ IV equations (see e.g. [6]). A construction given previously in [5,
6, 4] involved further reduction of A
(1)
4 Painleve´ equation to A
(1)
3 Painleve´ V
equation.
In this paper we are able to address the following question. How to reduce
integrable models of 2m-boson type to Painleve´ equations with symmetry
structures other than A
(1)
2m or A
(1)
2m−1 (m = 2 in this paper)? For instance
the Painleve´ III equation with B
(1)
2 extended affine Weyl symmetry is here
obtained as a limit of Dirac reduction of the A
(1)
4 Hamiltonian system. The
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two-step reduction of the 4-boson model, first to A
(1)
4 equations by the self-
similarity reduction then followed by the Dirac reduction involving Lagrange
multipliers leads to a new system of mixed symmetric Painleve´ III - V equa-
tions that embed A
(1)
3 Painleve´ V equation and B
(1)
2 Painleve´ III equation.
Explicitly this new system is governed by the following equations:
zfi, z = fifi+2
(
fi+1 − fi+3
)
+ (−1)ifi
(
α1 + α3 + C
)
(1.1)
+ αi
(
fi + fi+2
)− (−1)[i/2]i+1(fi+1 + fi+3), i = 0, 1, 2, 3
where fi = fi+4 and the symbol [i/2] is i/2, if i is even or (i + 1)/2, if i is
odd. Equations (1.1) have two features that distinguish them from standard
symmetric A
(1)
3 Painleve´ V equations [14, 15, 13]. First, one notices presence of
additional terms that contain “deformation parameters” i. These parameters
satisfy periodicity conditions i = i+2 that reduce their number to two: 0
and 1. Secondly, in addition to usual parameters αi, i = 0, 1, 2, 3 of the affine
Weyl structure the model also depends explicitly on an arbitrary parameter
C.
Equations (1.1) possess two integration constants r0, r1 appearing in rela-
tions:
f1 + f3 = r1 z
−C , f0 + f2 = r0 z(C+Ω) , (1.2)
where
Ω = α0 + α1 + α2 + α3 6= 0 . (1.3)
For two special values of C: C = 0 or C = −Ω the combinations f1 + f3 or
f0 + f2 become equal to integration constants r1 or r0, respectively.
For C satisfying the condition
C = −Ω/2 . (1.4)
the terms f1 + f3 and f0 + f2 are proportional to each other by a constant.
Such condition was assumed in [14, 15, 13]. When the condition (1.4) holds
equations (1.1) describe either Painleve´ III or Painleve´ V equation. More
explicitly, equations (1.1) will turn into Painleve´ III or Painleve´ V equations
depending on whether the integration constant r1 vanishes or has a non-zero
value (to simplify the argument we assumed here that constants r0 and 0
remain different from zero). Thus in the case of (1.4) (and r0 6= 0) equa-
tions (1.1) have effectively only one deformation parameter r1 determining
transition between Painleve´ III and V cases.
The symmetry structure of equations (1.1) possesses additional features
when C fails to satisfy the condition (1.4), which we illustrate here by con-
sidering C = 0. In this case (and with r0 = 1, 1 = 0) this model is described
by a second order differential equation:
qzz = −1
z
qz +
(
1
2q
+
1
2(q − r1)
)
(q2z − 20)−
(αr1 − 0zα3)q
z2(q − r1)
− βr1(q − r1) + 0r1zα1
z2q
− γq(q − r1)− 0(1 + α1)
z
+
1
2
q(q − r1)(2q − r1) ,
(1.5)
2
where q = f1 and with α, β, γ parameters to be defined below in relation
(4.33). The other two parameters present in the above equation are: a de-
formation parameter 0 and an integration constant r1. For non-zero values
of these two parameters equation (1.5) describes a system which is neither
Painleve´ III nor V equation but a new equation with only A
(1)
1 symmetry. It
will be shown that equation (1.5) passes the Painleve´ test for all values of its
parameters. Thus our study indicates that Dirac reduction of Hamiltonian
systems preserves the Painleve´ property. By letting one of these parameters
0 or r1 go to zero one recovers Painleve´ V or Painleve´ III equations. More
specifically, in the limit 0 → 0 the equation (1.5) becomes the Painleve´ V
equation with A
(1)
3 extended affine Weyl symmetry after transformation from
q to y = 1− r1/q. On the other hand, in the limit r1 → 0 the equation (1.5)
goes into the Painleve´ III equation invariant under B
(1)
2 extended affine Weyl
symmetry.
The schematic diagram of our presentation is shown below:
A
(1)
4
Higher Painleve´
equations
P III-V
Symmetric Painleve´ eqs.
4-Boson
Integrable
Model
A
(1)
3 Painleve´
V equation
B
(1)
2 Painleve´
III equation
A
(1)
1 eq. w.
Painleve´ prop-
erty
Eq. solvable by
quadratures
self-similarity
reduction
Dirac reduction
C
=
−Ω
/2
r 0
6= 0
, r
1
6= 0
r 0
=
0
or
r 1
=
0
C
=
0

1
=
0

0
=

1
=
0
r
1
=
0
The above diagram summarizes main results of our construction. Each
of the Painleve´ equations listed at the bottom of the diagram and associated
with A
(1)
3 , B
(1)
2 , A
(1)
1 symmetry structures can be identified with reductions
of higher Painleve´ equations of A
(1)
4 type via the Dirac Lagrange multiplier
method within the Hamiltonian framework. All these equations can be em-
bedded in a new set of symmetric symmetric Painleve´ III-V equations and
then recovered by taking appropriate limits of the underlying parameters
C, ri, i, i = 1, 2.
In section 2 we obtain higher Painleve´ equations in a self-similarity limit
of the 4-boson integrable model and recall their invariance under the extended
affine Weyl A
(1)
4 group of Ba¨cklund transformations.
3
In section 3 we work within the Hamiltonian formalism applying Dirac La-
grange multiplier method [10] on A
(1)
4 model to obtain Hamiltonian structures
governing symmetric Painleve´ III-V model.
In section 4 we discuss symmetric Painleve´ III-V equations and their re-
ductions. In subsection 4.1 we introduce a version of symmetric Painleve´
V equations with explicit dependence on an arbitrary constant C that de-
termines form of the Ba¨cklund automorphism pi of the extended affine A
(1)
3
Weyl group. By adding additional terms to symmetric Painleve´ V equations
that break ambiguity in the value of C we arrive at the notion of symmet-
ric Painleve´ III-V equations presented in subsection 4.2. Various submodels
obtained by setting the underlying constants to specific values and correspond-
ing to symmetry structures, A
(1)
3 , B
(1)
2 , A
(1)
1 , as well as a solvable model, are
discussed in separate subsections of this section. First, in 4.2 we point out
conditions, C = −Ω/2, r0 6= 0, r1 6= 0, on C, r1, r2 under which symmetric
Painleve´ III-V equations reduce to Painleve´ V equations. In subsection 4.3
we reduce symmetric Painleve´ III-V equations to symmetric Painleve´ III equa-
tions in the r1 → 0 limit for any C and study emergence of B(1)2 symmetry
group out of A
(1)
3 in this limit. Hamiltonian representations of symmetric
Painleve´ III-V equations are introduced in subsection 4.4. In 4.4.1 it shown
how for C = −Ω/2 all Hamiltonian equations can be derived from one model
with the fixed value of C taken here to be equal to −1/2. Thus, the Dirac
reduction of Section 3 carried out for C = −1/2 (and C = 0) can be consid-
ered established for all values of C = −Ω/2. In 4.4.2 and 4.4.3 we extend the
Hamiltonian representations to cases of C 6= −Ω/2. Especially in 4.4.3 we
cover the case of C = 0 and perform the Painleve´ analysis of A
(1)
1 equation
(1.5) obtained for C = 0, r0 = 1 and 1 = 0 that is a mixture of Painleve´ III
and V equations.
In a final section 5 we offer concluding remarks and discuss planned ex-
tensions of this work.
2 Self-similarity reduction of 4-Boson in-
tegrable model to A
(1)
4 Painleve´ system
The integrable 4-boson model is defined by the pseudo-differential Lax oper-
ator :
L =
(
∂
∂x
− e2
)(
∂
∂x
− e1 − c2
)(
∂
∂x
− c1 − c2
)
×
(
∂
∂x
− e1 − c1 − c2
)−1( ∂
∂x
− e2 − c2
)−1
,
(2.1)
and is a particular case of the 2m-boson sub-hierarchy of the KP hierarchy
with Lax operators that are given by a ratio of products :
Lm =
m+1∏
j=1
(
∂
∂x
+ vm+2−j
) m∏
l=1
(
∂
∂x
+ v˜l
)−1
, m = 1, 2, ... .
4
The Lax coefficients of this sub-hierarchy are subject to the constraint :
m+1∑
j=1
vj −
m∑
l=1
v˜l = 0
and the underlying second bracket structure has a form of graded SL(m +
1,m) Kac-Moody algebra in a diagonal gauge. As shown in [3, 4] the second
bracket structure is diagonalized by a change of variables to m conjugated
pairs (ci , ei)i=1,...,m through relations
v˜l = −el −
m∑
p=l
cp, vj = −ej−1 −
m∑
p=j
cp
for l = 1, 2, . . . ,m and j = 1, . . . ,m + 1. These relations automatically solve
the constraint and re-produce the graded SL(m+1,m) bracket structure from
a simple bracket structure
{ei(x, [t]), cj(y, [t])}2 = −δijδx(x− y), i, j = 1, 2, . . .,m (2.2)
where coefficients are taken at equal higher times [t] = t2, t3, . . . [3, 4].
The 2m-boson sub-hierarchy is characterized by invariance under Darboux-
Ba¨cklund symmetry transformations associated with a special Volterra lattice
symmetry structure within the bigger structure of Toda lattice [3].
The system of partial differential equations describing the second t2- flow
of the 4-boson integrable hierarchy [3]:
∂c1
∂t2
=
∂
∂x
(
c1,x − c21 − 2e1c1 + 2c2,x − 2c1c2
)
∂e1
∂t2
=
∂
∂x
(
−e1,x − e21 − 2e1c1 − 2e1c2
)
∂c2
∂t2
=
∂
∂x
(
c2,x − c22 − 2e2c2
)
∂e2
∂t2
=
∂
∂x
(
−e2,x − e22 − 2e2c2 − 2(e1,x + c1e1)
)
(2.3)
reduces in a self-similarity limit to ordinary differential equations with a
Painleve´ property, in agreement with the ARS conjecture [2]. The Painleve´
equations obtained from equations (2.3) in such limit will be a subject of this
section.
To perform self-similarity reduction we introduce a variable ξ = x/
√
t2
and define e˜j(ξ) and c˜j(ξ) through relations
c˜j(ξ) = cj(x, t2)
√
t2, e˜j(ξ) = ej(x, t2)
√
t2, j = 1, 2 .
Equations (2.3) in a self-similarity limit simplify when rewritten in terms of
Y1 = e˜1 + c˜1 + 2c˜2, Y2 = e˜2 + c˜2 and e˜i(ξ), i = 1, 2, that in this limit form
two pairs of conjugated canonical variables. To further streamline notation
5
we will drop the tilde over e˜i(ξ). In this notation a self-similarity limit of
equations (2.3) takes a form of Hamilton equations:
ej,ξ =
∂H
A
(1)
4
∂Yj
, Yj,ξ = −
∂H
A
(1)
4
∂ej
, j = 1, 2 . (2.4)
obtained from the Hamiltonian
H
A
(1)
4
(e1, Y1, e2, Y2) = −
2∑
j=1
ej
(
Yj − ξ
2
)
(Yj − ej) + 2e1
(
Y1 − ξ
2
)
(Y2 − e2)
+ k¯1Y1 + k¯2Y2 − k1e1 − k2e2. (2.5)
with arbitrary constants ki, k¯i, i = 1, 2. The Hamilton equations are consistent
with the following bracket structure
{ei, Yj} = δij , i, j = 1, 2 . (2.6)
The Hamiltonian (2.5) can be rewritten as [5]:
HA(1)4 =
2∑
j=1
pjqj (pj + qj + ξ/2) + 2p1q1p2 −
2∑
j=1
α2jqj +
2∑
j=1
pj
(
j∑
k=1
α2k−1
)
(2.7)
by employing a symplectic transformation:
e2 = p2 + q2 + ξ/2, e1 = −q1
Y2 = p2 + q1 + ξ/2, Y1 = −q2 − p2 − p1
(2.8)
and setting :
α1 = −k¯1, α2 = −k1 − k¯2, α3 = k¯2 − k2, α4 = k2 + k¯1,
We now can identify a self-similarity limit of (2.3) with A
(1)
4 Painleve´ equa-
tions:
fi,ξ = fi (fi+1 − fi+2 + fi+3 − fi+4) + αi, i = 0, . . . , 4 (2.9)
realized from a polynomial Hamiltonian (2.7) through relations
pi = f2i, qi =
i∑
k=1
f2k−1, i = 1, . . ., 4 , (2.10)
when conditions f0 + · · ·+ f4 = −ξ/2 and α0 + · · ·+ α4 = −1/2 are satisfied.
The above Painleve´ equations (2.9) are manifestly invariant under the
following Ba¨cklund transformations:
si(αi) = −αi, si(αj) = αj + αi (j = i± 1), si(αj) = αj (j 6= i, i± 1),
si(fi) = fi, si(fj) = fj ± αi
fi
(j = i± 1), si(fj) = fj (j 6= i, i± 1),
pi(αj) = αj+1, pi(fj) = fj+1, i, j = 0, 1, . . ., 4
(2.11)
of the extended affine Weyl group A
(1)
4 . The generators pi, si, i = 0, 1, . . ., 4
satisfy the following fundamental relations [1, 14, 15, 16, 17]:
s2i = 1, sisj = sjsi (j 6= i, i± 1), sisjsi = sjsisj (j = i± 1),
pi4 = 1, pisj = sj+1pi. (2.12)
6
3 Dirac Lagrange Multiplier Reduction of
H
A
(1)
4
Our starting point is the Hamiltonian H
A
(1)
4
(2.5) describing a self-similarity
reduction of the 4-Boson model.
We first define a pair of canonical variables P,Q :
P = −Nξe1, Q = Y1 −Mξ
Nξ
(3.1)
via symplectic transformation from e1, Y1 involving constants M,N and a
variable ξ from previous section. This change of variables redefines the corre-
sponding Hamiltonian H
A
(1)
4
as follows:
H
A
(1)
4
(P,Q, e2, Y2) = HA(1)4 (e1, Y1, e2, Y2)−
PQ
ξ
− MP
Nξ
so that H
A
(1)
4
in terms of e2, Y2, P,Q becomes:
H
A
(1)
4
(P,Q, e2, Y2) = − 1
(2 ξ N2)
(−2M P 2 + P 2 − 2 k¯2 Y2N2 ξ − 2 k1 P N
+ 2 k2 e2N
2 ξ + 2P QN2 + 2M P N − 2P Q2N3 ξ2
− 2P M2 ξ2N + P QN2 ξ2 + P M ξ2N − 2QN P 2
+ e2
2N2 ξ2 − 4P QN2M ξ2 + 2 e2N2 ξ Y22 − 2 e22N2 ξ Y2
− e2N2 ξ2 Y2 − 2P ξ N Y2 + 2P ξ N e2 − 2 k¯1 ξ2N3Q
+ 4P ξ N2QY2 − 4P ξ N2Qe2 + 4P ξ N M Y2 − 4P ξ N M e2)
up to constant terms.
To eliminate variables e2 and Y2 we impose two second class constraints :
φ1 = e2 − 1
ξ
(
Dξ2 + EP + FPQ
)
(3.2a)
φ2 = Y2 −Aξ (3.2b)
with constants D,E, F,A (together with N,M introduced earlier) to be com-
pletely determined by the condition that the reduction process reproduces one
of the following Hamiltonian systems :
• The Hamiltonian system that will be shown to describe equation (1.1)
for C = 0, r0 = 1,Ω = 1 and 1 = 0 and q = f1, p = −f2 as in relation
(4.23):
zHC=0 = p(p+ z)q(q − r1) + α2zq + (α1r1 + 0z)p− (α1 + α3)pq (3.3)
• The Hamiltonian system that will be shown to describe equation (1.1) for
C = −1/2,Ω = 1, r0 = 1 and 1 = −1 and for q = f1z−1/2, p = −f2z1/2
as in relation (4.26):
zHC=−1/2 = p (p+ z) q (q − r1)− (α1 + α3) pq + (α1r1 + 0) p
+ (α2 − r1) zq
(3.4)
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Here we define z as z = ξ2. Below in subsection 4.4 we will discuss how
these two Hamiltonian structures fit into the formalism of symmetric PIII-V
equations and show that all the Hamilton equations with C = −Ω/2 can be
obtained from HC=−1/2 by simple rescaling.
We will now follow the Lagrange multiplier approach to impose the con-
straints from (3.2) by augmenting the Hamiltonian H
A
(1)
4
by Lagrange multi-
plier terms:
H
A
(1)
4
→ Hλ
A
(1)
4
= H
A
(1)
4
+ λ1φ1 + λ2φ2 .
The Lagrange multipliers λ1, λ2 are fixed by condition of compatibility of
constraints φ1, i = 1, 2:
0 =
dφm
dξ
= {φm, HA(1)4 }+
∂φm
∂ξ
+
2∑
n=1
λn{φm, φn} (3.5)
on the constraint manifold. These compatibility conditions fix the values of
Lagrange multipliers to:
λn = −
2∑
n=1
{φn, φm}−1
(
{φm, HA(1)4 }+
∂φm
∂ξ
)
(3.6)
where the values of the matrix elements of the inverse of the matrix {φn, φm}
are {φ1, φ2}−1 = −1 = −{φ1, φ2}−1 and zero otherwise. Thus
Hλ
A
(1)
4
= H
A
(1)
4
−
2∑
n=1,m=1
φn{φn, φm}−1
(
{φm, HA(1)4 }+
∂φm
∂ξ
)
and equations of motion for P,Q become
Pξ = {P,HA(1)4 } − {P, φ1}{φ1, φ2}
−1
(
{φ2, HA(1)4 }+
∂φ2
∂ξ
)
|φi≈0 (3.7a)
Qξ = {Q,HA(1)4 } − {Q,φ1}{φ1, φ2}
−1
(
{φ2, HA(1)4 }+
∂φ2
∂ξ
)
|φi≈0 (3.7b)
Explicit calculation gives the following values for quantities appearing in (3.7):
{φ2, HA(1)4 } = −
∂H
A
(1)
4
∂e2
, {P, φ1} = 1
ξ
FP, {Q,φ1} = −1
ξ
(E + FQ) .
(3.8)
Multiplying both sides of equations (3.7) by ξ in order to obtain expressions
for ξPξ, ξQξ and inserting the technical results (3.8) yields:
ξPξ = −ξ
∂H
A
(1)
4
∂Q
− FP
(
∂H
A
(1)
4
∂e2
+A
)
|φi≈0 (3.9a)
ξQξ = ξ
∂H
A
(1)
4
∂P
+ (E + FQ)
(
∂H
A
(1)
4
∂e2
+A
)
|φi≈0 (3.9b)
8
We will first compare equations (3.9) to the Hamilton equations :
zqz = q(q − r1)(2p+ z)− (α1 + α3)q + α1r1 + 0z
zpz = −p(p+ z)(2q − r1) + (α1 + α3)p− α2z
(3.10)
obtained from HC=0 given in (3.3). For z = ξ
2 these equations can be rewrit-
ten as
ξqξ = 2
∂HC=0
∂p
, ξpξ = −2∂HC=0
∂q
. (3.11)
Equations (3.9a),(3.9b) will agree with equation (3.11) when we identify P = p
and Q = q and values of N,M,D,E, F,A become functions of r1 and 0 that
will now be given below. We find that
N = 2, A =
1
2
+
320
16r21 − 1
and F 6= 0 is a solution of a quadratic equation:
160F
2 + (16r21 − 1)(F − 1) = 0 . (3.12)
Note, that for 16r21 − 1 = 0 or r1 = ±1/4 it must hold that 0 = 0. It is
convenient to express the remaining parameters M,D,E in terms of F being
a solution (3.12) and an auxiliary quantity:
G = 1− F + 4r21F 2 = F 2
20 + r
2
1/4− 4r41
1/16− r21
as
D =
1
F 2
(
−F + F 2/4 + 1± 1
2
√
G
)
(3.13)
=
1
2
(
1
2
+
320
16r21 − 1
)
± 1
2
√
20 + r
2
1/4− 4r41
1/16− r21
(3.14)
M =
1
F 3
(
(1− 2r1)F 3 − 2F 2 + 2F ± F (F − 2)
√
G
)
(3.15)
E = − 1
4F
(
2r1F
2 + F ± F
√
G
)
(3.16)
In addition the following conditions on constants k1, k2, k¯1 need to hold :
k¯1 = α2 (3.17)
k2 =
1
2F 2
(
F 2 + 4− 6F+4F (α1 + α3)
)
(3.18)
k1 =
1
2F 3
(
F 3(1 + 4r1(α1 − α3)) + 2F − F 2(2(α1 + α3) + 1)+ (3.19)
±2F (F (α1 + α3)− 1)
√
G
)
. (3.20)
Next we determine conditions for which equations (3.9) and the Hamilton
equations
zqz = q (q − r1) (2p+ z)− (α1 + α3) q + α1r1 + 0
zpz = −p (p+ z) (2q − r1) + (α1 + α3)p− α2z + r1z
(3.21)
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will agree. Equations (3.21) are obtained from the Hamilton HC=−1/2 (see
definition (3.4)), which as will be shown in the next section describes (1.1) for
a special non-zero value of the parameter C (C = −1/2) and r0 = 1, 1 = −1.
Since we identify z = ξ2 the comparison is to be made with equations
ξqξ = 2
∂HC=−1/2
∂p
, ξpξ = −2
∂HC=−1/2
∂q
, (3.22)
This procedure fixes the values of N,M,D,E, F,A to
F = 1, A =
1
2
, N = 2, D =
1
4
± r1
and
E =
{ −14
−(r1 + 1/4) , M =
{
1/2− 2r1
1/2
and
k¯1 = α2 − r1 (3.23)
k2 =
3
2
− 2 (α1 + α3)) (3.24)
k1± = α0 + α2 + 2r1(2α1 − 1) + 40 +
{
0
4(α0 + α2)r1
(3.25)
In conclusion, we have obtained two Hamilton equations (3.10) and (3.21)
by Dirac reduction of the self-similarity limit of the 4-boson model. In the
next section the Hamilton equations (3.10) and (3.21) obtained in this section
will be identified with generic examples of new symmetric PIII-PV equations.
4 Symmetric Formulation of Painleve´ III
and V systems
4.1 On Symmetric A
(1)
3 Painleve´ equations
To provide a useful framework for combining reductions of systems described
in the previous section we first recall symmetric A
(1)
3 Painleve´ V (PV) equa-
tions (see e.g. [14]) :
zfi, z = fifi+2
(
fi+1 − fi+3
)
+ (−1)ifi
(
α1 + α3 + C
)
(4.1)
+ αi
(
fi + fi+2
)
, i = 0, 1, 2, 3 ,
where C and αi, i = 0, 1, 2, 3 are being constants. Unlike the reference [14] we
do not assume relation (1.4) between C and Ω.
Equations (4.1) are manifestly invariant under the extended affine Weyl
group A
(1)
3 generators pi, si, i = 0, 1, 2, 3 acting as defined in relations (2.11).
However the action of the automorphism operator pi depends on whether a
parameter C satisfies the condition (1.4) as we will now discuss.
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By summing i = 0, 2 and i = 1, 3 components of equation (4.1) one obtains
z
d(f0 + f2)
dz
= (f0 + f2)(C + α0 + α1 + α2 + α3),
z
d(f1 + f3)
dz
= (f1 + f3)(−C) ,
(4.2)
which can be rewritten as equations (1.2), revealing two integration constants
r0 and r1 of equation (4.1). Note that having identical equation z(fi+fi+2)z =
(−C)(fi+fi+2) for both i = 0 and i = 1 is a necessary condition for canonical
(pi(fi) = fi+1) transformation rule for pi. This requires the condition (1.4)
with r0 = r1. When the condition (1.4) holds one can cast equations (1.2) in
a compact form ;
fi + fi+2 = riz
−C , i = 0, 1 . (4.3)
We also observe that the substitution :
f¯j = z
κfj , j = 1, 3 f¯i = fi/z
κ, i = 0, 2 (4.4)
in equation (4.1) shifts the value of C to C¯ = C−κ and changes the canonical
action of pi automorphism to:
pi(f¯2j) =
1
z2κ
f¯2j+1, pi(f¯2j−1) = z2κf¯2j
Despite its non-conventional form such operator pi continues to satisfy the
extended affine Weyl group fundamental relations (2.12). In particular, for
the choice κ = C the value of C¯ = C − κ becomes equal to zero. One should
add that setting explicitly C = 0 in equation (4.1) with Ω = 1, r0 = 1 as it
was done in [20] results in invariance under pi given by
pi(αi) = αi+1, pi(f2i) =
z
r1
f2i+1, pi(f2i−1) =
r1
z
f2i , (4.5)
which agrees with above discussion on consequences of shifting the value of C
in (4.1) for the form of automorphism pi.
Thus for the symmetric Painleve´ V equation (4.1) one is able to vary the
value of the parameter C. The equation (4.1) remain invariant under the
extended affine Weyl symmetry although such transformations of C modify a
form of the automorphism pi.
4.2 Symmetric PIII-PV equations
In this subsection, we propose a model that combines Painleve´ III and Painleve´
V equations and study its properties.
We start our discussion by noticing an obvious ambiguity in the definition
(4.1). For a fixed value of α0 + α1 + α2 + α3 = Ω 6= 0 , let us consider adding
additional terms (−1)[i/2]κi
(
fi + fi+2
)
in (4.1) :
zfi, z = fifi+2
(
fi+1 − fi+3
)
+ (−1)ifi
(
α1 + α3 + C
)
(4.6)
+ αi
(
fi + fi+2
)− (−1)[i/2]κi(fi + fi+2),
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where κi = κi+2. Despite the presence of additional terms with κi equa-
tion (4.6) remains invariant under the extended affine Weyl group A
(1)
3 with
transformations (2.11) as long as one substitutes αi by α¯i = αi − (−1)[i/2]κi.
We have seen above that the parameter C in (4.1) can be shifted by a
simple re-scaling of fi’s that keeps (4.1) invariant but in the process changes
the form of action of pi.
In order to fix the value of the parameter C we now define a system shown
in (1.1), which for the convenience of the reader we reproduce here:
zfi, z = fifi+2
(
fi+1 − fi+3
)
+ (−1)ifi
(
α1 + α3 + C
)
(1.1)
+ αi
(
fi + fi+2
)− (−1)[i/2]i+1(fi+1 + fi+3), i = 0, 1, 2, 3 .
There are two deformation parameters involved in this construction; 0(= 2)
and 1(= 3).
The system (1.1) is invariant under pi(αj) = αj+1, pi(fj) = fj+1, pi(j) =
(−1)j+1j+1 but the equation (1.1) is no longer invariant under substitution
(4.4) and therefore the value of the constant C can not be shifted arbitrarily
through rescaling of fi’s. The equations (4.2) still hold for the system (1.1)
with integration constants r0, r1 defined as in (1.2).
As long as the condition (1.4) (C = −Ω/2) holds and r1 6= 0, r0 6= 0 we
can cast the system of equations (1.1) into (4.6) with κ1 = 1r0/r1 and κ0 =
0r1/r0. Thus for that case the system (1.1) is equivalent to the symmetric
Painleve´ A
(1)
3 equation (4.6) with shifted parameters αi → α¯i:
α¯i = αi − (−1)[i/2] i+1ri+1
ri
(4.7)
in Ba¨cklund relations (2.11).
Although equation (4.7) is only valid for ri 6= 0 it also signals what to
expect when one of the integration constants goes to zero. If, for instance,
r1 → 0 then the formula (4.7) diverges for α¯1 = α1 + 0r0/r1 and α¯3 =
α3 − 0r0/r1 indicating breaking of s1, s3 symmetries. Interestingly, the limit
r1 → 0 can however be taken of s1 and s3 acting successively in the product
s1s3. Observe namely that
s1s3(f2) = f2 − α¯3
f3
+
α¯1
f1
= f2 − α3 + 0r0/r1−f1 + r1z−C +
+
α1 − 0r0/r1
f1
−→
r1→0
f2 +
α1 + α3
f1
+
0r0z
−C
f21
s1s3(f1) = f1, s1s3(α0) = α0 + α1 + α3, s1s3(α2) = α2 + α1 + α3
(4.8)
Given these expressions we are able to verify that
lim
r1→0
s1s3 = pi
2pi0pi2 (4.9)
with explicit expressions for symmetry generators pi2, pi0, pi2 that emerge below
in subsection 4.3 as part of the B
(1)
2 symmetry structure obtained in the limit
r1 → 0 for an arbitrary C.
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4.3 B
(1)
2 -Model for r1 being zero.
In this case we set one of the integration constants, chosen here to be r1,
to zero. Note, that setting r1 = 0 effectively leaves only one deformation
parameter 0 as 1 appears in equation (1.1) only in the product with r1.
For r1 = 0 it follows that f1 + f3 = 0 and α3 = α1 = (Ω − α0 − α2)/2.
Consequently, equation (1.1) reduces to
z
df0
dz
= 2f0f1f2 + (2α1 + C)f0 + α0(f0 + f2) (4.10a)
z
df1
dz
= f21 (f0 − f2)− (2α1 + C)f1 + 0(f0 + f2) (4.10b)
z
df2
dz
= −2f2f0f1 + (2α1 + C)f2 + α2(f0 + f2) . (4.10c)
The system (4.10) provides a symmetric representation of Painleve´ III for an
arbitrary parameter C.
Note, that a similar structure appeared earlier in [21] and this structure can
be obtained from (4.10) by setting η = 0 and introducing f¯1 =
√
tf1, f¯i =
fi/
√
t, i = 0, 2 for C = −1/2,Ω = 1.
We will now study symmetries of equations (4.10). In addition to an obvi-
ous identity automorphism: fi → fi, αi → αi there also exists a sign reversal
automorphism: fi → −fi, αi → αi of order 2. A sign reversal automorphism
requires a corresponding transformation of z to be consistent with the second
of conditions listed in (1.2). For example, for C + Ω = 1, the consistency
requires z → −z to agree with the transformation f0, f2 → −f0,−f2.
Equations (4.10) are invariant under pi2 being “the square root” of an
identity automorphism defined on extended parameter space that includes 0
:
pi2 : f1 → −f1, f2 → f0, f0 → f2, α0 → α2, α2 → α0, 0 → −0 .
In addition, equations (4.10) are invariant under “the square root” of a sign
reversal automorphism that involves transformations of z with imaginary pa-
rameters :
ρ : f1 → if1, f2 → if0, f0 → if2, α0 → α2, α2 → α0, zC+Ω → izC+Ω ,
and ρ(0) = 0. Note that ρ is an automorphism of order 4 and pi
2 and ρ
commute
ρ pi2 = pi2ρ .
Equation (4.10) remains invariant under s0 and s2 :
s0 : f1 → f1 + α0
f0
, f0 → f0, f2 → f2, α0 → −α0, α2 → α2, α1 → α1 + α0
(4.11)
s2 : f1 → f1 − α2
f2
, f0 → f0 f2 → f2, α0 → α0, α2 → −α2, α1 → α1 + α2 .
(4.12)
For 0 6= 0 the system (4.10) is no longer invariant under s1, s3 transfor-
mations defined in equations (2.11), which together with s0, s2 were part of
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A
(1)
3 symmetry structure of PV equation (4.1). However for 0 6= 0 there
emerge two additional symmetries given by :
pi0 : f1 → − 0
f1
, f0 → −1
0
(
f21 f2 − α2f1
)
+ (f0 + f2), f2 → f1
0
(f1f2 − α2) ,
α0 → 2Ω + 2C − α0, α2 → α2 (4.13)
pi2 : f1 → 0
f1
, f0 → −f1
0
(f1f0 + α0) , f2 → 1
0
(
f21 f0 + α0f1
)
+ (f0 + f2),
α0 → α0, α2 → 2Ω + 2C − α2 , (4.14)
which for C = −Ω/2 are related to s1, s3 transformations of A(1)3 -model
through a limiting procedure introduced in (4.9).
The Ba¨cklund transformations s0, s2, pi
2, pi0, pi2 all square to one:
s20 = 1, s
2
2 = 1, (pi
2)2 = 1, pi20 = 1, pi
2
2 = 1 .
while ρ4 = 1. In addition they satisfy the following fundamental Ba¨cklund
relations:
pi2 (s0, s2, pi0, pi2) = (s2, s0, pi2, pi0)pi
2, ρ (s0, s2, pi0, pi2) = (s2, s0, pi2, pi0) ρ
as well as
(s0s2)
2 = 1, (pi0pi2)
2 = 1 (4.15)
(pi0s2)
2 = 1, (pi2s0)
2 = 1 . (4.16)
Relations (4.15) amount to commutativity of s0 with s2 and pi0 with pi2:
s0s2 = s2s0 , pi0pi2 = pi2pi0 ,
while relations (4.16) are equivalent to commutativity of s0 with pi2 and s2
with pi0 :
s0pi2 = pi2s0 , s2pi0 = pi0s2 .
The last two relations transform into each other under pi2 conjugation. The
reference [21] introduced in a setting of symmetric PIII equation a generator
ss1, which in our case corresponds to pi
2pi0pi2 for C = −Ω/2 = −1/2. The
identities (s0s
s
1)
4 = 1 and (s0s
s
1)
4 = 1 in reference [21] can easily be verified
as direct consequences of (4.15) and (4.16).
Below, we will discuss relation of the above symmetries to the extended
affine Weyl B
(1)
2 group. Let us inspect action of transformations s2, pi0, pi
2:(
α0
α2
)
s2−→
(
α0
−α2
)
→
(
v1
v2
)
s2−→
(
v2
v1
)
(4.17)(
α0
α2
)
pi2−→
(
α2
α0
)
→
(
v1
v2
)
pi2−→
(
v1
−v2
)
(4.18)(
α0
α2
)
pi0−→
(
2Ω + 2C − α0
α2
)
→
(
v1
v2
)
pi0−→
(−1− v2
−1− v1
)
(4.19)
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on v1, v2 variables:
v1 =
−1
2(Ω + C)
(α0 + α2) , v2 =
1
2(Ω + C)
(α2 − α0) , (4.20)
valid for C 6= −Ω (for C = −Ω the symmetry group simplifies into action of
two A
(1)
1 groups).
One sees that actions of pi0, s2, pi
2 on parameters (v1, v2) realize a represen-
tation of the extended affine Weyl group for the root system B
(1)
2 [18, 23, 11, 7].
To see the connection to the B
(1)
2 root lattice consider a 2-dimensional vector
space V consisting of vectors v = v1e1 +v2e2, with v1, v2 being parameters of
the Painleve´ III equation and e1, e2 being a canonical basis of V. Define next
a symmetric bilinear form 〈·|·〉 in V such that 〈ei|ej〉 = δij . Then according
to [18] vectors
a1 = e1 − e2, a2 = e2 (4.21)
are the fundamental roots of the B2 root system and
a0 = e1 + e2 (4.22)
is its highest root.
Reflections in V with respect to the lines 〈ai|v〉 = 0, i = 1, 2 and 〈a0|v〉 =
−1 generate transformations (4.19). Geometrically, the transformations s2, pi2
are reflections in the hyperplane perpendicular to vectors ai, i = 1, 2 and the
transformation pi0 corresponds to reflections in the hyperplane {v : 〈a0|v〉 =
−1}. These hyperplanes are determined by the conditions 〈a1|v〉 = 0, 〈a2|v〉 =
0 and 〈a0|v〉 = −1 or alternatively by v1 = v2, v2 = 0 and v1 = −1 − v2,
respectively.
The above discussion points to B
(1)
2 × Z2 symmetry for v1, v2, 0 configu-
ration space. It is worthwhile to point out that thanks to the fact that we
extended the configuration space to include 0 all our B
(1)
2 Ba¨cklund transfor-
mations transform z → z without a need to include a z → −z transformation
as in [22, 7].
4.4 Hamiltonian representations of PIII-PV system
In general case with C, r0, r1 taking arbitrary values it is useful to use Hamil-
tonian framework to study explicit form of symmetry operations of equations
(1.1).
We start defining Hamiltonian representation by introducing canonical
variables q, p through
f1 = q , f3 = −q + r1z−C
f2 = −p , f0 = p+ r0zC+Ω .
(4.23)
Then equations (1.1) can be summarized as two Hamilton equations:
zqz = q
(
q − r1z−C
) (
2p+ zC+Ω
)− (α1 + α3 + C) q
+ α1r1z
−C + 0r0zC+Ω
zpz = −p
(
p+ zC+Ω
) (
2q − r1z−C
)
+ (α1 + α3 + C)p
− α2r0zC+Ω + 1r1z−C
(4.24)
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obtained from the Hamiltonian:
zHC = p
(
p+ r0z
C+Ω
)
q
(
q − r1z−C
)− (α1 + α3 + C) pq
+
(
α1r1z
−C + 0r0zC+Ω
)
p+
(
α2r0z
C+Ω + 1r1z
−C) q (4.25)
In the following two sub-subsections of this subsection we will study symme-
tries of the Hamiltonian system (4.24) for two possible values of C: C = −Ω/2
and C 6= −Ω/2.
4.4.1 The Case of C = −Ω/2
In this subsubsection we impose the condition (1.4) and study the second
order differential equation of q. We will be able to show that all Hamilton
equations for arbitrary C such that C = −Ω/2 can be derived by simple
rescaling from one particular Hamiltonian structure associated with the fixed
value of C (taken here to be C = 1/2). This is important for evaluating a
general nature of Dirac reduction process shown in Section 3.
With condition (1.4) holding the relations (1.2) become (4.3). In this
context we define the canonical variables q, p through
q = f1z
C , p = −f2z−C (4.26)
In this parametrization equations (1.1) become
zqz = q (q − r1)
(
2p+ r0z
−2C)− (α1 + α3) q + α1r1 + 0r0
zpz = −p
(
p+ r0z
−2C) (2q − r1) + (α1 + α3)p− α2r0z−2C − 1r1z−2C
(4.27)
Equations (4.27) follow from the Hamiltonian (4.28):
zHC = p
(
p+ r0z
−2C) q (q − r1)− (α1 + α3) pq + (α1r1 + 0r0) p
+ (α2r0 + 1r1) z
−2Cq
(4.28)
The canonical transformation q → qzC , p → pz−C sends the Hamilton equa-
tions (4.27) into the Hamilton equations (4.24) for appropriate values of C.
Eliminating p from the above equations (4.27) and setting r0 = 1, 1 = −1
we obtain for qzz :
qzczc = −
1
zc
qzc +
(
1
2q
+
1
2(q − r1)
)
q2zc −
(α1 + α3 + 2α2 + 2C − 2s)q(q − r1)
4C2zc
− (α1 + α3)(r1(α3 − α1)/2− 0)q
4C2z2c (q − r1)
− (α1r1 + 0)
2
8C2z2c
(
1
q
+
1
q − r1
)
+
1
8C2
q(q − r1)(2q − r1)
(4.29)
where zc = z
−2C .
Note that the term α1 + α3 + 2α2 + 2C can be rewritten α2 − α0 for all
the models with C 6= 0.
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It is interesting to note that the Hamilton equations (4.27) can be rewritten
as
zc pzc = −
−1
2C
∂
(
zHC=−1/2
)
∂q
, zc qzc =
−1
2C
∂
(
zHC=−1/2
)
∂q
,
in terms of one single HC=−1/2 Hamiltonian from equation (3.4) for r0 =
1, 1 = −1. Thus the special case of C = −1/2 carries all information about
any Hamiltonian system with C = −Ω/2. It is therefore worthwhile to now
consider a special example of C = −1/2 with Hamiltonian HC=−1/2 giving
rise to equations (3.21) when we set r0 = 1 and 1 = −1. Plugging C = −1/2
into (4.29) one obtains
qzz = −1
z
qz +
(
1
2q
+
1
2(q − r1)
)
q2z −
(α1 + α3 + 2α2 − 1− 2r1)q(q − r1)
z
− (α1 + α3)(r1(α3 − α1)/2− 0)q
z2(q − r1) −
(α1r1 + 0)
2
2z2
(
1
q
+
1
q − r1
)
+
1
2
q(q − r1)(2q − r1)
(4.30)
For r1 = 0 the substitution:
τ =
√
z, q =
y√
z
into equation (4.30) yields the Painleve´ III equation:
yττ =
y2τ
y
− yτ
τ
− 4(α2 − α0)
τ
y2 − 40(α1 + α3)
τ
+ 2y3 − 4
2
0
y
(4.31)
We note that for r1 6= 0 the parameter 0 can be absorbed by simple redefi-
nitions α1 → α1 − 0/r1, α3 → α3 + 0/r1, this is contrary to the situation in
equation (1.5) with C 6= −Ω/2, where the 0-term could not be eliminated by
redefinition of parameters. Furthermore the simple change of transformation
q → y = 1 − r1/q casts equation (4.30) in a standard Painleve´ V form. This
is fully consistent with an observation that for r0 6= 0 r1 6= 0 equation (1.1)
describes the A
(1)
3 Painleve´ V system.
In summary, we have seen that the model for C 6= 0 satisfying the condition
(1.4) effectively contains only one deformation parameter r1 and the value of
r1 determines the type of the Painleve´ equation described by the model with
either the Painleve´ III equation for r1 = 0 and the Painleve´ V equation for
r1 6= 0.
4.4.2 The Case of C 6= −Ω/2
Since C 6= −Ω/2 we can not automatically conclude here that the model is
invariant under A
(1)
3 extended affine Weyl group for r0 6= 0, r1 6= 0 and we have
to involve the values of deformation parameters i, i = 0, 1 in the symmetry
analysis.
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Let us start with the simplest case of 1 = 0 and 0 = 0. In such case the
Hamilton equations (4.24) of HC are invariant under transformations :
s0(q) = q+
α0
r0zC+Ω + p
, s0(p) = p, s0(α2k) = −(−1)kα2k, s0(α2k+1) = α2k+1+α0,
k = 0, 1 as well as
s2(q) = q +
α2
p
, s2(p) = p, s2(α2k) = (−1)kα2k, s2(α2k+1) = α2k+1 + α2,
for k = 0, 1. In addition as long as 0 = 0, 1 = 0 one can also define symmetry
transformations
pi(q) = −p r1z
−C
r0zC+Ω
, pi(p) =
r0z
C+Ω
r1z−C
(
q − r1z−C
)
, pi(αi) = αi+1
s1(p) = p− α1
q
, s1(q) = q, s1(α2k+1) = −(−1)kα2k+1, s1(α2k) = α2k + α1,
for k = 0, 1 and s3 = pi
2s1pi
2. Despite its unconventional form the above
automorphism pi satisfies Ba¨cklund relations pisi = si+1pi and together with
si, i = 0, 1, 2, 3 form the A
(1)
3 extended affine Weyl group symmetry of the
Hamilton equations (4.24) as long as i = 0, i = 0, 1. Note that due to
i = 0, i = 0, 1 it is in this case anyway possible to shift the value of C in (1.1)
to ensure that the condition (1.4) is satisfied
If we set 1 = 0 and 0 6= 0, the Hamilton equations (4.24) of HC are no
longer invariant under pi, s1, s3 but remain invariant under
pi2(q) = −q + r1z−C , pi2(p) = −p− r0zC+Ω, pi2(αi) = αi+2, pi2(0) = −0
as well as s0 and s2 = pi
2s0pi
2. Together s0, s2, pi
2 form the extended affine
Weyl group A
(1)
1 .
For 0 6= 0, 1 = 0 one can define birational symplectic transformations
p¯i0(q) = −0
q
, p¯i0(p) =
1
0
(
q2p+ α2q
)
p¯i2(q) =
0
q
, p¯i2(p) =
−1
0
(
q2(p+ r0z
C+Ω) + (α1 + α2 + α3 + C)q + 0r0z
C+Ω
)
.
that transform the Hamiltonian HC from (4.25) into another polynomial in
p, q and thus preserve the holonomy of the system [20].
For r1 = 0 (and therefore 1 effectively eliminated from (1.1)) these trans-
formations give rise to new symmetries :
pi0(q) =
−0
q
, pi0(p) =
1
0
(
q2p+ α2q
)
pi0(α0) = 2Ω + 2C − α0, pi0(α2) = α2
pi0(α1) = α1 + α0 − Ω− C, pi0(α3) = α3 + α0 − Ω− C
(4.32)
and pi2 such that pi2 = pi
2pi0pi
2 in which we recognize B
(1)
2 symmetries given
in (4.14) in a different basis.
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4.4.3 The Case of C = 0
We now focus on the case of C = 0 that clearly falls into a category of
C 6= −Ω/2 since Ω is a constant different from zero.
All the equations and symmetry results of subsection 4.4 and subsubsection
4.4.2 follow just by inserting C = 0 into the appropriate places.
Especially, the Hamiltonian (3.3) and equations (3.10) are obtained from
the Hamiltonian (4.25) and equations (4.24) by setting C = 0, r0 = 1 and
1 = 0. Eliminating p from equations (3.10) for C = 0 yields equation (1.5) :
qzz = −1
z
qz +
(
1
2q
+
1
2(q − r1)
)
(q2z − 20)−
(αr1 − 0zα3)q
z2(q − r1)
− βr1(q − r1) + 0r1zα1
z2q
− γq(q − r1)− 0(1 + α1)
z
+
1
2
q(q − r1)(2q − r1)
(1.5)
with constants α, β, γ given by:
α =
1
2
α23, β = −
1
2
α21, γ = α2 − α0 . (4.33)
The extra parameters r1, 0 measure level of symmetry breaking.
• For 0 = 0, r1 6= 0 the above system is invariant under si, i = 0, 1, 2, 3, pi
and (1.5) becomes the Painleve´ V equation for y = (q − r1)/q .
• For 0 6= 0, r1 = 0 the above system is invariant under si, i = 0, 2, pi2, pi0, pi2
and (1.5) in this limit goes to the Painleve´ III equation.
• For 0 6= 0, r1 6= 0 the above Hamilton equations are only invariant
under s0, pi
2 and its composite s2. In view of the result establishing the
Painleve´ test for this equation (see the end of this subsection below)
this equation can be viewed as a mixture of Painleve´ III and Painleve´ V
equations.
• Finally, for the special case of 0 = 0, r1 = 0 the above system has
additional symmetries and can be solved by quadratures as discussed in
4.5.
Let us now address the question whether equation (1.5) passes the Painleve´
test for arbitrary values of deformation parameters r1, 0. First by inserting
q(z) = a0(z − z0)µ
and focusing on the dominant behavior near singularity on both sides of equa-
tion (1.5) we obtain
µ(µ− 1)a0(z − z0)µ−2 = a
2
0µ
2(z − z0)2µ−2
a0(z − z0)µ + a
3
0(z − z0)3µ
with contributions on the right hand side originating from the second and last
term of the right hand side of equation (1.5). This way we obtain:
a20 = 1, µ = −1
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consistent with the Painleve´ requirement that µ is a negative integer for a
movable pole with no branching. Next to check the resonance condition we
plug
q(z) = a0(z − z0)−1 + η(z − z0)−1+r
into equation (1.5) and keep only the terms linear in η to obtain the resonance
equation for r:
(r + 1)(r − 2) = 0
which is identical to the resonance condition for PIII (see [8]). This resonance
structure suggests that a Laurent expansion
q(z) =
∞∑
j=0
aj(z−z0)j−1 = a0(z−z0)−1+a1+h(z−z0)+a3(z−z0)2+a4(z−z0)3+· · ·
(4.34)
expresses expansion around an arbitrary pole at z0 where we identified a2 = h
as the single arbitrary coefficient. Direct insertion yields
a20 = 1, a1 =
1
2z0
(z0r1 + α2 − α0 ± 1)
and confirms that a2 = h is arbitrary with all higher coefficients aj , j ≥ 3
uniquely determined by lower coefficients of the Laurent expansion. These
observations verify successfully the Painleve´ test for equation (1.5).
4.5 Solvable model: r1 = 0, 0 = 0
The case with both r1 = 0 and 0 = 0 is solvable by quadratures. With 1
effectively eliminated due to r1 = 0 and 0 put to zero the model becomes a
submodel of PV. Introducing F = f1f2 one can rewrite in such case (4.10) as
z−C+1Fz = f1 (−F + α2) (4.35a)
zf1 z = −2f1F + z−Cf21 + (C + α0 + α2)f1 (4.35b)
where we set r0 = 1 (in addition to r1 = 0 and 0 = 0). One obtains from
(4.35a):
f1 =
zC+1Fz
α2 − F (4.36)
Plugging this into (4.35b) yields
zFzz = (zFz − F )z =
(−F 2 + (−1 + α0 + α2)F )z
and we notice that dependence on C dropped out in the above equation. After
integration the above Ricatti equation can be “linearized” by substituting:
F = −z (lnψ)z
that yields the linear second order equation:
zψzz + (1− α0 − α2)ψz +K1ψ/z = 0
that appears to be a Bessel equation with solution
ψ(z) = A1
√
zJ√1−4K1(2
√
1− α0 − α2
√
z)+A2
√
zY√1−4K1(2
√
1− α0 − α2
√
z)
(4.37)
where K1 is an integration constant [9].
20
5 Discussion
The A
(1)
3 Painleve´ V equation is here modified by introducing a new parameter
and by addition of two terms with deformation parameters. Various symmetry
structures emerging in the symmetric Painleve´ III-V system obtained in such
way are studied in the Hamiltonian formalism and shown to depend on mutual
relations between deformation parameters, integration constants and the new
explicit parameter of the underlying equations. The integrable origin of the
symmetric Painleve´ III-V system is identified with the 4-boson integrable
hierarchy that reduces to the A
(1)
4 higher Painleve´ equations in a self-similarity
limit. The Dirac Lagrange multiplier reduction method is here applied to
second-class constraints of the A
(1)
4 Painleve´ Hamiltonian system to obtain
generic Hamiltonians of the Painleve´ III-V system.
Various submodels of PIII-V model that are governed by subgroups A
(1)
3 ,
B
(1)
2 and A
(1)
1 are contained in a hybrid ordinary differential equation that
passes the Painleve´ test. Due to this result this work relates to recent papers
on mixing of Painleve´ equations. A model that mixes the second and the
third Painleve´ equations and possesses Painleve´ property was obtained from
a mixture of mKdV-Sine Gordon integrable models [12]. Likewise a mixture
of Lund-Regge and AKNS models was to shown to reduce to the ordinary
differential equation of Painleve´ type [19].
The work is in progress on performing reduction of 6-boson integrable
model model to Painleve´ VI and other models.
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