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Abstract
Machines whose sole function is to re-order their input data are considered. Every such machine deﬁnes a set of allowable
input–output pairs of permutations. These sets are studied in terms of the minimal disallowed pairs (the basis). Some allowable sets
with small bases are considered including the one deﬁned by a priority queue machine. For more complex machines deﬁned by two
or more priority queues in series or parallel, the basis is proved to be inﬁnite.
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1. Introduction
The question of which permutations can be sorted by a stack was posed and answered by Knuth in [9]. Since then
the same question has been studied for various generalisations of a stack and the survey [6] lists many newer results.
A wider context for these questions and others was deﬁned in [1] where permuting machines were introduced. These
are (non-deterministic) machines that receive an input stream of distinct tokens and transform it into an output stream
that is a permutation of the input stream. Two properties are usually demanded of such machines:
1. Suppose the machine is able to transform an input  into an output  and let ′ be a subsequence of  that becomes
rearranged as the subsequence ′ of . Then the machine must be able to transform ′ (if presented as an input
sequence in its own right) into ′.
2. The names (values) of the input items are unimportant. For example, the possible behaviours of the machine on
the input 3, 1, 4, 2 are the same as on the input 1, 2, 3, 4 (e.g. if it can reverse one input it can reverse the other).
Property 2 is normally exploited by renaming the items so that the input is 1, 2, . . . , n in which case we think of the
machine as a permutation generator, or by renaming the items so that the output is 1, 2, . . . , n in which case we think
of the machine as a sorting machine.
Property 1 ties the theory of permuting machines to the notion of subpermutations: we say a permutation  is a
subpermutation of a permutation  if  has a subsequence whose values are ordered relatively the same as . The
∗ Corresponding author. Tel.: +64 3 479 8538; fax: +64 3 479 8529.
E-mail address: mike@cs.otago.ac.nz (M.D. Atkinson).
0304-3975/$ - see front matter © 2005 Elsevier B.V. All rights reserved.
doi:10.1016/j.tcs.2005.07.039
310 R.E.L. Aldred et al. / Theoretical Computer Science 349 (2005) 309–317
combinatorial properties of the subpermutation relation have been studied very intensively in the last decade. A sample
of recent work can be found in [7].
Together, properties 1 and 2 tell us that the set of permutations that are sortable by a permuting machine is closed
under forming subpermutations. That sets the stage for investigating two questions: how many sortable permutations
of each length are there, and what are the minimal unsortable permutations?
The starting point of this paper is that there are some interesting machines where the second assumption does not
hold. For example, a priority queue is a permuting machine which allows items to be input and output except that,
when an item is output, it is the smallest of those currently in the machine. It is easily seen that the ﬁrst assumption
holds. However, since the output rule depends on the value of the output item the second assumption does not hold.
For example, the possible output streams when the input stream is 312 are 123, 132 and 312 whereas, for the input
stream 213, the possible output streams are 123 and 213. Nevertheless, although a priority queue produces different
behaviours depending on the input values, two input streams with the same relative values are not treated differently.
That suggests a weaker deﬁnition of a permuting machine in which the second property is replaced by the property:
3. Only relative order matters. More precisely, suppose , ′ are two sequences related by  = ′ where  is an
order preserving bijection from the values in the sequence  to those in ′. Let T , T ′ be the sets of possible outputs
if the machine is presented with the inputs , ′, respectively. Then T  = T ′.
For example, a priority queue can transform the input 231 into any of 123, 213 and 231; therefore, it can transform the
input 472 into any of 247, 427 and 472.
From now on we assume only properties 1 and 3. Although we cannot reduce the study of these machines to questions
about the subpermutation relation progress can be made nevertheless. We deﬁne a pair of permutations (, ) to be
allowable for a machine if it is possible for the machine to produce  as output when given  as input (otherwise (, )
is disallowable). For example, a machine that can transform 42513 into 51324 can transform 453 into 534 (property 1)
and therefore can transform 231 into 312 (property 3). In other words knowing that (42513, 51324) is allowable we can
infer that (231, 312) is also allowable. From this example we see that, rather than studying subpermutations, we need
to study pairs of permutations and a more complicated form of the subpermutation idea that we formalise as follows:
Deﬁnition 1. A pair of permutations (, ) is involved in another pair (, ) if  and  have subsequences ′ and ′ on
the same set of values such that  is order isomorphic to ′ and  is order isomorphic to ′. This condition is written
(, )(, ).
These deﬁnitions have been set up so that we have the following obvious result.
Proposition 1. The set of allowable pairs of permutations for a permuting machine is closed downwards under the
involvement relation.
We shall occasionally require a more algebraic formulation of involvement.
Lemma 2. Let ,  be permutations of [m] and ,  permutations of [n]. Then (, )(, ) if and only if there exist
monotonic increasing maps , ,  : [m] → [n] satisfying
= ,
= .
In these equations maps are composed from left to right.
Proof. Suppose the equations hold. Then ,  are permutations (rearrangements) of [m] order isomorphic to , ,
respectively, while ,  are subsequences of , , respectively. Since the equations hold (, )(, ). The converse
follows by reversing the argument. 
Example 1. (3142, 4213)(16527843, 35841276). We can see this either by spotting the subsequences (6284, 8426)
of the second pair or by using the monotonic maps  : {1, 2, 3, 4} → {2, 4, 6, 8};  : {1, 2, 3, 4} → {2, 4, 6, 7};
 : {1, 2, 3, 4} → {3, 4, 6, 8}.
R.E.L. Aldred et al. / Theoretical Computer Science 349 (2005) 309–317 311
It is trivial to check that involvement is a partial order on pairs. The theory of subpermutations suggests how it
should be studied. In particular, we deﬁne a closed class of pairs as one that is closed downwards under the involvement
relation. Thus, Proposition 1 says that the set of allowable pairs for a permuting machine is a closed class.
Furthermore, for every closed class X we may deﬁne its basis to be the set B(X) of minimal pairs not in the class.
Then, obviously, from B(X) we can reconstruct X itself since
X = {(, ) | (, )(, ) for all (, ) ∈ B(X)}.
Example 2. Consider the set of pairs {(12, 12), (21, 21)}. This is the basis of the set of pairs
{(, ) |  is the reverse of }.
There are many avenues that may now be explored. For example, if we are given a closed class X (possibly arising
from a permuting machine, or possibly deﬁned by its basis) we can ask
1. Is there an efﬁcient algorithm to decide whether a pair (, ) lies in X? Is this decision question in the class P of
problems soluble in polynomial time?
2. Does X have a ﬁnite basis? (If so, its membership problem would lie in P.)
3. How many pairs of length n lie in X?
4. Given a permutation , how many permutations  are there with (, ) ∈ X? There is an obvious dual question
also.
The ﬁrst three of these questions all have analogues in the theory of subpermutations. Pursuing the analogy a little
further we can deﬁne, for every pair (a1a2 . . . an, b1b2 . . . bn) of permutations, a (0 − 1) n × n × n tensor ijk where
ijk = 1 if and only if j = ai and k = bi.
This tensor is the analogue of the matrix of a permutation and describes a pattern of n points in 3-space just as a
permutation does in two dimensions. With this viewpoint involvement of pairs corresponds to containment of one
spatial layout within another.
The remainder of this paper is laid out as follows. In Section 2 we develop some general results about closed classes
that we rely on in the rest of the paper. In Section 3 we brieﬂy look at some closed classes deﬁned by simple bases; it
will be seen that the questions are signiﬁcantly harder than their subpermutation counterparts. Then, in Section 4, we
return to priority queues. We study permuting machines formed by connecting several priority queues in series or in
parallel and the closed classes they deﬁne. We observe that two priority queues in parallel deﬁne a class with an inﬁnite
basis but mainly we focus on series connections. In the case of one or two priority queues in series we give an efﬁcient
solution to the membership question. We prove that the class associated with a single priority queue is ﬁnitely based
but that the classes associated with two or more priority queues in series are not ﬁnitely based. Indeed we also prove
that, even when the priority queues are severely restricted in the number of items they can store, the basis is inﬁnite.
The ﬁnal section has some suggestions for follow-up work.
2. General results
Every set of pairs of permutations (closed or not) deﬁnes a binary relation on the set of permutations. Two binary
relations X ,Y may be composed in the usual way:
X ◦ Y = {(, ) | there exists 	 such that (, 	) ∈ X and (	, ) ∈ Y}.
Composition of relations is associative and so the set of all binary relations is a semigroup under composition.
Proposition 3. The set of closed classes is a subsemigroup of the semigroup of all binary relations on permutations.
Proof. We have to prove that, if X ,Y are closed so also is X ◦Y . Let (, ) ∈ X ◦Y by virtue of a permutation 	 with
(, 	) ∈ X and (	, ) ∈ Y . Suppose (, )  (, ). By Lemma 2 we have monotonic increasing maps , ,  such
that  =  and  = . The ﬁrst of these equations expresses that  is a certain sequence order isomorphic to 
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via the order isomorphism  and that it occurs at a particular set of positions within  determined by . Now the set of
values in  occurs somewhere within 	 at a set of positions deﬁned by a monotonic increasing map 
 but permuted
as a sequence order isomorphic to a permutation . In other words we have an equation  = 
	.
From the equations  =  and  = 
	 we see that (, )(, 	) and from the equations  = 
	 and  = 
that (, )(	, ). The closure of X and Y tells us that (, ) ∈ X and (, ) ∈ Y . Therefore, (, ) ∈ X ◦ Y proving
that X ◦ Y is closed. 
This result has an interpretation for permuting machines. For, if X1,X2 are the allowable sets for the machines
M1,M2, then X1 ◦ X2 is the allowable set for the serial composition of M1 and M2 (in which the output of M1 is fed
as input to M2).
The subpermutation relation has 8 symmetry operations (generated by reversal, complementation, and inversion).
For involvement we have a richer set of symmetries.
Lemma 4. If (, )(, ) then
1. (R, )(R, ) (reverse ﬁrst components).
2. (, R)(, R) (reverse second components).
3. (C, C)(C, C) (complement both components—in other words, for each k, replace the kth smallest symbol in
both permutations by the kth largest).
4. (, )(, ) (swap components).
5. (−1, −1)(−1, −1).
Proof. The ﬁrst four of these are readily checked. For the last, let , ,  be the monotonic maps guaranteed by Lemma
2. Then from  =  and  =  we have −1 = −1 and −1 = −1 giving the result. 
These symmetries and their compositions give, in all, 48 symmetrieswhich is considerablymore than the 8 symmetries
of the subpermutation relation. On the other hand, these symmetries act on pairs rather than on single permutations.
Although we shall not need this fact we note in passing that the symmetries are realised by the 48 symmetries of the
cube deﬁned by the corresponding tensors.
3. Small bases
The 48 symmetries arising out of Lemma 4 allow us to begin the study of closed classes of pairs with a small basis
(just as Simion and Schmidt [11] did for the subpermutation relation). It is straightforward to verify the following:
Proposition 5. Every pair of permutations of length 2 is equivalent to (12, 21). Every pair of permutations of length
3 is equivalent to one of
(123, 123), (123, 132), (132, 213).
Let W be the class of pairs that avoid (12, 21). Pairs (, ) ∈ W are those for which, whenever a pair of elements
a, b with a < b occurs in  in the order b..a then they occur in  also in the order b..a. In other words, the set of
inversions of  contains the set of inversions of . In other words  is below  in the weak order on permutations [5]. So
even this simple basis deﬁnes a complex class. Indeed, so far as we are aware, no enumeration of the weakly ordered
pairs of length n has been found (see sequence A007767 in [12]). When we ask about any class that avoids a pair of
length 3 we obviously have an even harder question.
Since classes deﬁned by a single basis pair seem to be out of reach we shall, instead, look at classes with two basis
pairs of lengths 2 and 3, respectively. Again, it is straightforward to verify
Proposition 6. Under the symmetry operations deﬁned above every two pairs of permutations of lengths 2 and 3 (and
incomparable under involvement) are equivalent to one of
1. {(12, 21), (123, 123)}.
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2. {(12, 21), (231, 213)}.
3. {(12, 21), (321, 132)}.
The reason for requiring the two pairs to be incomparable is, of course, so that they genuinely are the basis for the
class of permutations that avoids them (if the shorter permutation was involved in the longer then we might as well
discard the longer).
We shall denote by A,B,P the three classes deﬁned by taking the three sets (respectively) in this proposition as
basis. In the next two lemmas we shall see that A,B deﬁne relations that are partial orders on permutations: in other
words A2 = A and B2 = B. This is not true for the class P whose study we defer until Section 4 since it deﬁnes the
priority queue class.
Lemma 7. A is the set of pairs (, ) ∈ W such that 123 is not a subpermutation of . In particular A is a partial
order on permutations.
Proof. If (, ) ∈ A then certainly (, ) ∈ W . Furthermore, no three values of  can occur in increasing order for, by
the avoidance of (12, 21), these would occur in increasing order in  and this contradicts the avoided pair (123, 123).
The converse is obvious.
To prove that A is a partial order we must verify that it is transitive. However, if (, ) ∈ A and (, ) ∈ A then, as
A ⊆ W , we have (, ) ∈ W . But 123 is not a subpermutation of  and so (, ) ∈ A as required. 
Lemma 8. The binary relation B is a self-dual partial order on permutations.
Proof. To check the transitive property let (, ) and (, ) be pairs that each avoid {(12, 21), (231, 213)}. Because
W is a partial order we know that there cannot be two values x < y that occur in the order x..y in  and in the order
y..x in .
Suppose next that there are 3 values x < y < z that occur in  in the order y..z..x and in  in the order y..x..z.
In  the values y, z must occur in the order y..z and so in  we have either a subsequence xyz, yxz or yzx. The ﬁrst
causes (, ) to involve (12, 21), the second causes (, ) to involve (231, 213), and the third causes (, ) to involve
(231, 213).
It is easily checked that (, ) ∈ B if and only if (C, C) ∈ B and so B is self-dual. 
Although we have been unable to prove any enumeration results for A and B we have computed the number of pairs
of small length.
Length 1 2 3 4 5 6 7 8
A 1 3 16 124 1262 15898 238572 4152172
B 1 3 16 122 1188 13844 185448 2781348
4. Priority queues
The class P is easier to study than either of A or B because of the following result.
Proposition 9. The pairs of P are precisely the input–output pairs allowable for a priority queue.
Proof. Suppose that (, ) is a priority queue input–output pair. Then it must avoid each of (12, 21) and (321, 132)
for these are easily seen to be disallowable input–output pairs.
For the converse we shall use induction on the length of permutations. Let (, ) be a pair of permutations of length n
that avoids both (12, 21) and (321, 132). We wish to show that a priority queue can transform  into . Put  = 1n2
and  = 1n2. We have
1. All symbols of 1 occur in 1. For, if we had x ∈ 1 and x ∈ 2, then (, ) would contain the pair (xn, nx) which
is order-isomorphic to (12, 21).
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Fig. 1. Three priority queues in series.
2. The symbols of 1 that do not occur in 1 all occur in some initial segment of 2. If this were not true we could
ﬁnd symbols si, sj ∈ 2 with i < j , si ∈ 2 and sj ∈ 1. Then, either si < sj and (sisj , sj si) (isomorphic to
(12, 21) occurs in (, ), or si > sj and (nsisj , sj nsi) (isomorphic to (321, 132)) occurs in (, ).
Now, by induction, there is a sequence of priority queue operations that can transform 12 into 12. Because of the
last two statements we can assume that the priority queue is empty at the point that 1 has just been output. Therefore,
we can modify this sequence of priority queue operations to incorporate the value n occurring between 1 and 2 in
the input and between 1 and 2 in the output. We simply insert it in the priority queue when we have to (its presence
in the priority queue does not disturb any output operations because n is maximal); and at the point when we would
like to output it we can do so because it is then the only item in the priority queue. 
Now we can use the main result of [3].
Theorem 10. P has (n + 1)n−1 pairs of length n.
Unlike the classes A,B, the class P is not a partial order, i.e. P = P2. Indeed we have the following result proved
in [2].
Theorem 11. For all k1, Pk is strictly contained in Pk+1 and the transitive closure of P is the weak order.
From the remark following Proposition 3 the set Pk is the set of allowable pairs for the permuting machine deﬁned
by a series arrangement of k priority queues Q1,Q2, . . . ,Qk which we view as shown in Fig. 1. In such a machine the
fundamental operation is a “move” which either
1. transfers the next input symbol into the ﬁrst priority queue,
2. transfers the smallest item of one priority queue into the next,
3. transfers the smallest item from the last priority queue to the output.
If during a sequence of moves two elements x, y with x < y ever reside in the same priority queue then x will be output
before y. Therefore, when seeking a sequence of moves to produce an output  we may restrict our search to -viable
moves; such moves only move an element x into a priority queue Q if there is no element y presently in Q such that
x < y and y precedes x in .
During a sequence of moves that transforms  into  there may be a choice of viable moves at any point. We deﬁne
the greedy algorithm as the one that always makes the leftmost viable move. In other words, if it is possible to move
the next symbol expected in the output out of Qk we make that move. Otherwise we make a viable move from Qi−1
into Qi (or from the input stream into Q1) for the largest possible i.
Theorem 12. If k = 1 or 2 and if (, ) ∈ Pk then the greedy algorithm with k priority queues transforms  into .
Proof. Consider some intermediate point in a sequenceA of viablemoves that transforms  into . Assume that symbols
b1b2 . . . bi−1 of  have already been output and that bi is currently the smallest symbol of the ﬁnal priority queue. If
the next move of A is not a move of bi to output we deﬁne a different sequence A′ that is just like A except that the
move of bi to output is promoted so that it takes place at this point. Obviously, this variation does not affect the validity
of the subsequent moves of A and so A′ also transforms  into .
This argument settles the case k = 1 and, for k = 2, shows that we need consider only a situation where A is
scheduled to move a symbol from input into the ﬁrst priority queue whereas the greedy algorithm would have moved
a symbol s from the ﬁrst priority queue to the second. Again we deﬁne another sequence A′ which is the same as A
except that the move of s takes place at this point rather than subsequently. Now we must check that the subsequent
moves of A are all valid. Obviously, any move from input and any move out of the ﬁrst priority queue can still be made.
However, the second priority queue now has an extra element s and we must argue that any move demanded by A out
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of the second priority queue is still valid. Consider such a move of an element t (that takes place while s is resident in
the second priority queue, in which case t precedes s in ). If ts this move is still valid so we may assume that t > s.
In this case, however, the element t cannot have arrived in the second priority queue after s (because in the original
sequence A it cannot have been moved from the ﬁrst priority queue as s was present there). Therefore, t was already in
the second priority queue at the point that the move of s was promoted and this contradicts the viability of that greedy
move. 
Corollary 13. There is a polynomial time recognition algorithm for P2.
Theorem 12 is false for higher values of k as the following pair shows:
(4 8 3 12 7 2 11 1 6 10 5 9, 1 4 3 2 5 8 7 6 9 12 11 10).
It is easy to check that the greedy algorithm fails when k = 3. However, the pair is allowable for P3 as demonstrated
by the sequence which moves, in turn, the elements
4,4,4,8,8,8,3,3,12,12,7,2,11,1,1,1,1,4,3,3,2,2,2,12,7,
11,6,10,5,5,5,5,8,7,7,6,6,6,9,9,9,9,12,11,11,10,10,10
Theorem 11 tells us that the permutational power of k priority queues in series is strictly greater than the power of
k − 1 priority queues in series. Nevertheless, since P and its transitive closure both have simple bases, one might hope
that the various powers of P were at least ﬁnitely based. We shall show that this is false.
Let n, n (for all n > 1) be permutations of length 3n + 2 deﬁned as
n = 3 6 9 . . . 3n 2 3n + 2 5 1 8 4 11 7 . . . 3n − 1 3n − 5 3n + 1 3n − 2,
n = 1 3 2 4 6 5 7 9 8 . . . 3n − 2 3n 3n − 1 3n + 2 3n + 1.
Theorem 14. The pairs (n, n) are part of the basis of P2. In particular, P2 is not ﬁnitely based.
Proof. We shall prove that (n, n) ∈ P2 and then observe that the pair that results from deleting any symbol from n
and n results in a member of P2.
If there was a sequence of (viable) moves that transformed n into n it would begin by moving 3, 6, 9, . . . , 3n from
the input to the priority queues. We shall initially make the assumption that they are all moved via the ﬁrst priority
queue into the second and comment later on why no generality is lost. Once this has happened the next moves are of 2
and 3n+2 into the ﬁrst priority queue; these moves are forced since they are the only viable ones available. At this point
we have reached conﬁguration Ci with i = 0 where, in general, the conﬁguration Ci is one in which 3i symbols have
already been output, the second priority queue contains 3i + 3, . . . , 3n, the ﬁrst priority queue contains 3n+ 2, 3i + 2
and the next two symbols of the remaining input are 3i + 5, 3i + 1 (so long as i < n).
In general suppose we are in conﬁguration Ci . From here there is again a unique sequence of viable moves: the
symbol 3i + 5 is moved into the ﬁrst priority queue, then the symbol 3i + 1 is moved to the second priority queue via
the ﬁrst and then output. After that the symbol 3i + 3 is moved from the second priority queue to the output, and the
symbol 3i +2 is moved to the second priority queue and then to output. All this results in reaching conﬁguration Ci+1.
Thus, the procedure passes though conﬁgurations C0, C1, . . . . When it reaches conﬁguration Cn−1 the second priority
queue contains only 3n, the ﬁrst contains 3n + 2, 3n − 1, and the remaining input symbols are 3n + 1, 3n − 2. At this
point no viable move is possible and we have failed to transform n into n.
It is not difﬁcult to conﬁrm that if we had started with disposing 3, 6, 9, . . . , 3n in the two priority queues in a
different way then we would have reached a failure condition even earlier. Thus, we now know that (n, n) ∈ P2.
Now suppose that an arbitrary symbol is deleted from n and n. It can easily be veriﬁed that the procedure followed
above is able at some point to move the symbol 3n + 2 from the ﬁrst priority queue into the second. Then when we
reach the stage that corresponds to conﬁguration Cn−1 we ﬁnd that the procedure is not blocked and it can complete
the transformation. 
316 R.E.L. Aldred et al. / Theoretical Computer Science 349 (2005) 309–317
Fig. 2. Two priority queues in parallel.
It seemsmore difﬁcult to ﬁnd the complete basis ofP2. By computationally intensive calculationwe have found all the
basis elements of length up to 9. For lengths up to 7 they are (12, 21), (4321, 1432), (32541, 13254), (42531, 14253).
There are 54 of length 8 and none of length 9.
Similar examples can be constructed to show that Pk is not ﬁnitely based for any k > 2. These examples depend
crucially on the last priority queue having unrestricted size. It might be supposed that if we imposed upper bounds
on the number of elements that each of the priority queues could hold we would then have a ﬁnitely based system.
However, that is not the case, as we see in the next result. To state it we deﬁne Pt to be the set of input–output pairs
(, ) that are allowed by a priority queue which is not permitted to contain more than t elements. Using this notation
Ps ◦ Pt denotes the set of allowable pairs for the serial combination where the input symbols move ﬁrst into a priority
queue of size s, then to a priority queue of size t, and ﬁnally to the output stream.
Proposition 15. P4 ◦ P2 is not ﬁnitely based.
Proof. We consider the pairs (n,n) for n > 1 where
n = 2 2n + 2 4 1 6 3 8 5 . . . 2n 2n − 3 2n + 1 2n − 1,
n = 1 2 3 . . . 2n 2n + 2 2n + 1.
We now ﬁnd a situation similar to that in the proof of Theorem 14. When we attempt to transform n into n there is
a unique viable choice at each step (subject to the storage constraints) during which time the element 2n + 2 remains
in the ﬁrst priority queue. But, at the point that 2n + 1 should enter the ﬁrst priority queue, there is no viable move
available. Furthermore, we see that if any element is omitted from (n,n) then it would be possible to move the
element 2n + 2 into the second priority queue at some stage and the computation would succeed. 
We close this section with a remark about k priority queues in parallel (see Fig. 2 for the case k = 2). If the input to
such a permuting machine was in decreasing order then each of the priority queues would behave like a stack (since
its smallest symbol would be the most recently inserted). We may therefore appeal to a result of [8] and conclude that,
even when k = 2, the set of allowable pairs is not ﬁnitely based since all of the pairs (n,n) where
n = 4n, 4n − 1, 4n − 2, . . . , 2, 1,
n = 4n − 3, 4n, 4n − 5, 4n − 2, 4n − 7, 4n − 4, . . . , 1, 4, 4n − 1, 2
are in the basis.
5. Conclusions and future work
We have seen that permuting machines whose behaviour is sensitive to their input values should be studied using
the notion of involvement of permutation pairs. This relation is more complex than the subpermutation relation used
when the values in the input are immaterial. Nevertheless the two relations have much in common; for example, it is
easy to see that, when (, )(, ), −1 is a subpermutation of −1. So it would seem that a general theory of pair
involvement will resemble the theory of subpermutations. In this paper the beginnings of such a theory have emerged
in results concerned with avoided pairs and recognition procedures.
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Perhaps the next step will be to carry out some enumerations for classes other than P , such as the classes W,A,B.
One such result is
Proposition 16. Let qn be the number of pairs that avoid the set





1 + log(1 − x) .
Proof. By a simple extension of the proof of Proposition 9 the pairs in question are precisely the pairs of P2. The result
now follows from Theorem 2.1 of [4]. 
Other enumerative results ﬂow from enumerations of sets of permutations that avoid one or more subpermutations.
Let T be a set of permutations and let XT denote the set of permutations that do not have any member of T as a
subpermutation. Then it is not hard to verify that the set of pairs
YT = {(, ) |  ∈ XT }
is precisely the closed class that avoids all the pairs of
{,  |  ∈ B}
(in these expressions juxtaposition denotes composition of permutations as mappings). Furthermore yn = n!xn where
yn and xn denote the number of pairs and permutations of length n in YT and XT , respectively. In particular, it follows
from the recently proved Wilf-Stanley conjecture [10] that there is some constant c depending only on T such that
xncn, and therefore ynn!cn.
All of these enumerative results are evidence for the following.
Conjecture 1. The number of pairs of permutations of length n in a closed class that does not consist of all pairs is
bounded by n!cn for some constant c depending only on the class.
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