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Abstract 
With the growing demand of power generated by wind energy, prediction of wind speed has become an important region for 
research. In this paper, wind speed is predicted using Generalized Regression Neural Network (GRNN) and Multi-layer 
perceptron (MLP) in 67 cities of India. The input variables used are: Longitude, Latitude, daily solar radiation- horizontal, air 
temperature, relative humidity, earth temperature, elevation, cooling degree-days, heating degree-days, atmospheric pressure. The 
MSE of the two models are compared and found that GRNN gives better result than MLP. The accuracy of GRNN and MLP are 
99.99% and 97.974% for training phase and 98.85% and 95.23% for testing phase respectively. 
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1. Introduction 
Wind energy is the easiest available resource in today’s world. It is the most pure and easily accessible energy. 
Due to this it must be used responsibly to gain maximum benefit out of it. India is on second position in population. 
With the emerging population, the demand for energy is rising rapidly. Most of the sources for completing this 
demand are non-renewable and are on the verge of extinction. There are many renewable sources which can be 
utilized for generating energy. Wind is one of them, which can be used for energy generation more effectively. The 
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most commonly method used for electricity generation from wind is by using wind turbines. To install the wind farm 
at any particular area the wind speed prediction in that area must be accurate. 
Wind is uncontrollable and have properties of randomness. Due to which it is difficult to predict the wind speed 
correctly. Many models are developed for the prediction of wind speed. The most commonly used model is Artificial 
Neural Network (ANN). In this paper we have developed two models using GRNN and MLP. Then these two 
models are compared to find out which gives better result. 
2. Methodology 
In this section the dataset used for this study is described along with the brief introduction of GRNN, MLP and 
the implementation of the GRNN for predicting the long term wind speed. 
 
2.1 Dataset collection for study 
The selected 26 cities of India are used for training the GRNN model, 21 cities of Gujarat are used for testing and 
20 cities of Gujarat are used for prediction1. The training, testing and prediction cities are shown in the Table 1. The 
real time data of these cities are collected from the NASA2. Using this data long term wind speed prediction is done. 
The variables which are used as input are: Longitude, Latitude, daily solar radiation- horizontal, air temperature, 
relative humidity, earth temperature, elevation, cooling degree-days, heating degree-days, atmospheric pressure. 
Monthly average values for a year of these variables are recorded. 
Table 1. Data sets used for study
Datasets of 26 Locations of India are used for training 
S.N. city Lat. 
(Deg.) 
Lon. 
(Deg.) 
S.N. city Lat. 
(Deg.) 
Lon. 
(Deg.) 
S.N. city Lat. 
(Deg.) 
Lon. 
(Deg.) 
1 Srinagar 34.08 74.79 10 Bhavnagar 21.77 72.15 19 Minicoy 8.28 73.03 
2 New Delhi 28.35 77.12 11 Nagpur 21.09 79.07 20 
Thiruvanth 
puram 
8.5 76.9 
3 Jodhpur 26.18 73.01 12 Mumbai 19.07 72.51 21 Dehradun 30.19 78.02 
4 Jaipur 26.92 75.82 13 Pune 18.52 73.84 22 Lucknow 26.45 80.56 
5 Varanasi 25.45 82.85 14 Hyderabad 17.36 78.48 23 Hamirpur 31.68 76.52 
6 Patna 25.61 85.13 15 
Vishakhap 
atnam 
17.43 83.14 24 Ahmedabad 23.04 72.38 
7 Shillong 25.34 91.53 16 Panjim 15.49 73.81 25 Bangalore 12.57 77.38 
8 Bhopal 23.25 77.42 17 Chennai 13.081 80.27 26 Kolkata 22.39 88.27 
9 Ranchi 23.35 85.33 18 Port Blair 11.61 92.72     
Datasets of 21 cities are used for testing purposes 
1. Ahmadabad 23.05 72.66 8. Bhuj 23.25 69.81 15 Godhra 22.75 73.66 
2. Amreli 21.6 71.25 9. Bulsar 20.6 72.98 16 Idar 23.83 73.03 
3. Anand 22.53 73.0 10. Dabhoi 22.18 73.41 17 Jakhau 23.23 68.75 
4. Anklesvar 21.63 73.03 11. Dhandhuka 22.35 72.03 18 Jamnagar 22.45 70.11 
5. Bansda 20.75 73.46 12. Dholka 22.73 72.48 19 Jasdan 22.06 72.51 
6. Bharuch 21.68 73.01 13. Dhoraji 21.75 70.61 20 Junagadh 21.51 70.6 
7. Bhavnagar 21.76 72.18 14. Dhrangadhra 22.98 71.51 21 Kheralu 23.9 72.66 
Datasets of 20 cities used for Prediction purpose 
1 Limbdi 22.56 71.88 8 Palanpur 24.2 72.44 15 Rapar 23.53 70.06 
2 Mahesana 23.7 72.61 9 Palitana 21.51 71.88 16 
Taranga 
Hill 
24.05 72.73 
3 Mandvi 22.85 68.53 10 Patan 23.86 72.01 17 Tharad 24.38 71.61 
4 Modasa 23.46 73.35 11 Petlad 22.48 72.08 18 Vadodara 22.0 73.26 
5 Mundra 22.81 69.86 12 Porbandar 21.61 69.81 19 Viramgam 23.13 72.11 
6 Navsari 21.11 73.66 13 Radhanpur 23.08 71.63 20 Visavadar 21.36 70.86 
7 Padra 22.25 73.11 14 Rajkot 22.3 70.93     
 
2.2 Generalized Regression Neural Network (GRNN) 
GRNN is generally used for function approximation. It is a learning algorithm with highly parallel structure. The 
main objective of this algorithm is to obtain the perfect mapping between the input vector and the target vector with 
minimum error. It has two layers: radial basis layer and a special linear layer3. The Radial Basis Layer contains 
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hidden neurons which is equal to the number of the inputs. The net input to each neuron is the product of the 
weighted input with its bias.The hidden neurons calculate the Euclidean distance from centre point of neuron to the 
test case. The radial basis layer is connected to the linear layer. The linear layer is also called summation layer. This 
layer contains only two neurons. Generalized regression neural network does not require an iterative training 
procedure. The General structure of the GRNN is shown in Fig.1. 
2.3 Multi-Layer Perceptron 
A Perceptron is a grid of simple neurons, it basically computes single output from multiple inputs by creating a 
linear mixture. A usual MLP network consists of a set of source nodes creating the input layer, one or more hidden 
layers of calculation nodes, and an output layer of nodes.The general structure of MLP is shown in Fig. 2. The input 
signal propagates through the grid layer-by-layer. It can be represented mathematically by: 
1
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Fig. 1. General Structure of GRNN Fig. 2. General Structure of MLP 
 
2.4. Implementation of GRNN and MLP 
Firstly the data of 67 cities of India is collected from NASA. Then this data is divided into training, testing and 
prediction. The selected 26cities are used for training the GRNN model, 21 cities are used for testing the model and 
the remaining 20 cities are used for prediction. The variables used as input are: Longitude, Latitude, daily solar 
radiation- horizontal, air temperature, relative humidity, earth temperature, elevation, cooling degree-days, heating 
degree-days, atmospheric pressure. The training data contains 312 samples of 10 variables, testing data contains 252 
samples of 10 variables and 240 samples of 10 variables are used for prediction. Wind speed is used as the target. 
After preparing the data, code for GRNN is implemented and then the code is processed. The proposed algorithm 
for this model is shown in Fig. 34,5,6. 
The MLP model is developed using ANN fitting tool (nftool)4. The variables used are same as in GRNN. The 
input and target data are entered and are randomly divided data into 70%, 15% and 15% which is used in training, 
testing and validation respectively, resulting in ANN based model. After that network is trained by changing hidden 
layer neurons. The no of neurons in hidden layer is calculated by Eq. (2)7. The proposed algorithm is shown in Fig. 
4. 
2
i oh s                                                                                                                       (2) 
where s  and h  are total no of data samples and no of neurons in hidden layer, o  and i  represents no of output and 
input variables. 
GRNN is utilized due to some drawbacks of the MLP model. Some of the drawbacks are: model has to be run 
again and again for different number of neurons and have low prediction accuracy. GRNN model does not have 
these drawbacks that’s why it is used to develop the model. 
29 Gaurav Kumar and Hasmat Malik /  Procedia Computer Science  93 ( 2016 )  26 – 32 
  
Fig. 3. Proposed Algorithm for GRNN model Fig. 4. Proposed Algorithm for MLP model 
 
3. Result and Discussion 
3.1 Wind Speed Prediction Using MLP 
The results of MLP based model are shown in Fig. 5. The Regression plots for training, testing, validation and 
overall are shown in Fig. 5(a) to Fig. 5(d). The Performance plot of this model is shown in Fig. 5(e). This is a plot of 
Mean Square Error and number of Epochs. From this plot it is found that with the increase in epochs, the MSE is 
decreasing. The Validation set error and test set error has comparable characteristics at epoch 43. The Error 
Histogram shown in Fig. 5(f) provides the authentication to the model. It is a plot of Instance versus Error. Table 2 
shows the performance of the MLP model for training and testing phase. The measured and predicted values of the 
wind speed for some cities of Gujarat are shown in Table 3. Fig. 6 shows the comparison between the measured and 
predicted values of the predicted cities. 
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(e) (f) 
Fig.5. Graphical Results for MLP results (a) Regression plot for training, (b) Regression plot for testing, (c) Regression plot for validation, (d) 
Over all Regression plot of ANN model-1, (e) Performance plot, (f) Error histogram plot. 
 
Fig. 6. Comparison between the measured and predicted values of predicted cities. 
3.2 WS Prediction Using GRNN 
The Graphical results for GRNN model for training phase are shown in Fig. 7(a) and for testing in Fig. 7(b). The 
Regression plot for training and testing is shown. The accuracy for the training is 99.99% and for testing is 98.85%. 
In Fig. 7(c), Error Histogram of this model for training is shown. The Error Histogram shows the variation of the 
error with the instance. The major part of the data coincides with the zero error line. The model output and target 
plot is shown in Fig. 7(d). Fig. Fig. 7(d) shows the comparison between the measured and the predicted values of the 
predicted cities. 
 
 
(a) Regression Plot of training phase (b) Regression Plot of testing Phase 
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(c) Error Histogram training phase (d) Comparison between the measured and predicted values of 
predicted cities 
Fig. 7. Training and Testing Phase Results of GRNN 
The performance of the model is shown in the terms of MSE and RMSE. Table 2 shows the performance of the 
GRNN model for training and testing phase. 
3.3 Result Comparison of MLP and GRNN Model 
In this paper two model are developed using MLP and GRNN technique. On comparing these two models it is 
found that GRNN gives better result than MLP shown in Table 2. By analyzing the Table 2 and Fig. 5 to Fig. 8, we 
conclude that GRNN gives comparable results than MLP. Therefore GRNN can be used to predict the wind speed at 
new location. The comparison of the measured and the predicted values of WS of both the models is shown in Fig. 
8. WS of some cities of Gujarat, India has been predicted by using both models and compared with measured value 
obtained from [2] and are shown in Table 3.     
Table 2.Result Comparison 
Model 
Training Phase Results Testing Phase Results 
MSE RMSE Accuracy (%) MSE RMSE Accuracy (%) 
MLP 0.00719 0.0848 99.281 0.0394 0.1985 96.06 
GRNN 1x10-4 0.01 99.99 0.0115 0.1072 98.85 
 
 
Fig. 8. MLP and GRNN model result comparison with measured value  
Table 3. Predicted values of Wind Speed using MLP and GRNN models. 
Cities Model Jan. Feb. March April May June July Aug. Sep. Oct. Nov. Dec. 
Limbd
i 
Meas.* 2.3 2.3 2.5 2.7 3.4 3.6 3.3 2.7 2.3 1.7 1.7 2 
MLP 2.19029 2.1902 2.3807 2.5712 3.2378 3.4282 3.1425 2.5712 2.1902 1.6189 1.6189 1.9046 
GRNN 2.27355 2.2735 2.4712 2.6689 3.3609 3.5586 3.2620 2.6689 2.2735 1.6804 1.6804 1.977 
Mahes Meas.* 3.5 3.6 3.6 4 4.6 4.2 3.7 3.3 3 2.8 3 3.3 
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ana MLP 3.33305 3.4282 3.4282 3.8092 4.3805 3.9996 3.5235 3.1425 2.8569 2.6664 2.8569 3.1425 
GRNN 3.45975 3.5586 3.5586 3.954 4.5471 4.1517 3.6574 3.2620 2.9655 2.7678 2.9655 3.2620 
Mand
vi 
Meas.* 3 3.2 3.7 4.1 4.7 4.8 5 4.3 3.5 2.6 2.3 2.6 
MLP 2.8569 3.0473 3.5235 3.9044 4.4758 4.5710 4.7615 4.0948 3.3330 2.4759 2.1902 2.4759 
GRNN 2.9655 3.1632 3.6574 4.0528 4.6459 4.7448 4.9425 4.2505 3.4597 2.5701 2.2735 2.5701 
Moda
sa 
Meas.* 2.9 3.1 3.1 3.5 4.1 4 3.6 3.1 2.8 2.4 2.5 2.7 
MLP 2.76167 2.9521 2.9521 3.3330 3.9044 3.8092 3.4282 2.9521 2.6664 2.2855 2.3807 2.5712 
GRNN 2.86665 3.0643 3.0643 3.4597 4.0528 3.954 3.558 3.0643 2.7678 2.3724 2.4712 2.6689 
Mund
ra 
Meas.* 2.5 2.6 2.9 3.2 3.9 4.1 4 3.4 2.8 2.1 1.9 2.2 
MLP 2.38075 2.4759 2.7616 3.0473 3.7139 3.9044 3.8092 3.2378 2.6664 1.9998 1.8093 2.0950 
GRNN 2.38075 2.4759 2.7616 3.0473 3.7139 3.9044 3.8092 3.2378 2.6664 1.9998 1.8093 2.0950 
Navsa
ri 
Meas.* 1.9 2 2.2 2.5 3.1 3.3 3.1 2.6 2.1 1.5 1.5 1.6 
MLP 1.80937 1.9046 2.0950 2.3807 2.9521 3.1425 2.9521 2.4759 1.9998 1.4284 1.4284 1.5236 
GRNN 1.87815 1.977 2.1747 2.4712 3.0643 3.2620 3.0643 2.5701 2.0758 1.4827 1.4827 1.5816 
Padra Meas.* 2.1 2.2 2.3 2.7 3.3 3.4 3.1 2.5 2.2 1.6 1.7 1.9 
MLP 1.99983 2.0950 2.1902 2.5712 3.1425 3.2378 2.9521 2.3807 2.0950 1.5236 1.6189 1.8093 
GRNN 2.07585 2.1747 2.2735 2.6689 3.2620 3.3609 3.0643 2.4712 2.1747 1.5816 1.6804 1.8781 
Palan
pur 
Meas.* 4.1 4.2 4.2 4.4 5.1 4.7 4 3.6 3.5 3.4 3.7 3.9 
MLP 3.90443 3.9996 3.9996 4.1901 4.8567 4.4758 3.8092 3.4282 3.3330 3.2378 3.5235 3.7139 
GRNN 4.05285 4.1517 4.1517 4.3494 5.0413 4.6459 3.954 3.5586 3.4597 3.3609 3.6574 3.8551 
Meas.= measured 
4. Conclusion 
In this paper GRNN and MLP based neural network models are developed to predict long term wind speed. The 
data set for training, testing and prediction phase of these two models are collected from NASA. The variables 
which are used as input variables for these models are: Longitude, Latitude, daily solar radiation- horizontal, air 
temperature, relative humidity, earth temperature, elevation, cooling degree-days, heating degree-days, atmospheric 
pressure. The WS prediction accuracy for GRNN is found to be 99.99% for training and 98.85% for testing and for 
MLP is 99.281% for training and 96.06% for testing phase of the model. On comparing these models, it is found that 
GRNN gives better result than MLP. Hence GRNN can be used to predict the long term wind speed. 
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