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General notation
Throughout this thesis, an attempt has been made to keep the notation as consistent as possible
by adopting specific letter styles for each group of mathematical entities. The nomenclature com-
monly used in the literature on Computational Fluid Dynamics has been employed. The general
scheme of notation is described below.
CHARACTERS. GENERAL USAGE
• Calligraphic upper case E, T, V,W, . . . : Function spaces and sets (of elements or vertices).
• Greek letters Γ,Ω,Φ, γ, λ, . . . : Surfaces, scalars and scalar-valued functions.
• Italic bold-face lower case v, x, . . . : Multidimensional vector. Italic bold-face lower case
with subscript vi, xi, . . . : Multidimensional vector at node i. Italic light-face lower case
with subscript vd , xd , . . . : Spatial component of the corresponding vector.
• Italic bold-face upper case A, B, C, F, . . . : Multiple (pair, triple) of scalar matrices or func-
tions, e.g.,A=(A1,A2,A3). Italic light-face upper case with superscript Ad , Bd ,Cd , Fd , . . . :
Spatial component of the corresponding matrix or function.
• Italic bold-face lower case with subscript ai j, bi j, ci j, si j, . . . : Multi-component coefficient
vector for the edge ij, e.g., ai j =(a1i j,a2i j,a3i j). Italic light-face lower case with sub-/superscript
adi j, b
d
i j, c
d
i j, s
d
i j, . . . : Spatial component of the corresponding vector.
• Italic light-face lower case f , g, u, v, w, . . . : Scalar-valued functions. Italic light-face upper
case A, B,U,W,V, . . . : Scalar matrices or multi-component functions, e.g., A = {ai j} and
U = [U1,U2,U3]T . Italic light-face lower case with subscript ai j, bi j, . . . : Coefficient of the
corresponding matrix. Italic light-face upper case with subscript Uk, . . . : Component of the
corresponding vector.
• Sans-serif lower case u, v, . . . : Approximation of a scalar vector. Sans-serif lower case with
subscript ui, u j, . . . : Nodal component of the corresponding vector.
• Sans-serif upper case F, R, U, . . . : Approximation of a multi-component vector. Sans-serif
upper case with subscript Uk, . . . : Component of the corresponding vector, e.g., kth variable,
or Ui, U j . . . : Nodal component of the corresponding vector (for all variables).
• Sans-serif bold-face upper case F, . . . : Approximation of a multiple (pair, triple) of func-
tions, e.g., F = (F1, F2, F3). Sans-serif bold-face upper case with subscript Fi,F j . . . : Nodal
component of the corresponding vector. Sans-serif upper case with superscript Fd , . . . :
Spatial component of the corresponding vector.
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NOTATION FOR DIFFERENTIAL EQUATIONS AND FINITE ELEMENTS
Ω open domain in Rd
Γ boundary ∂Ω
ΓD part of the boundary, where Dirichlet boundary conditions are prescribed
ΓN part of the boundary, where Neumann boundary conditions are prescribed
Γin inflow part of the boundary
Γout outflow part of the boundary
θ implicitness parameter
σ perturbation parameter for Newton’s method
∇ f gradient operator, i.e. [∂ f/∂x1,∂ f/∂x2,∂ f/∂x3]
∇ · f divergence operator, i.e. ∑3d=1 ∂fd/∂xd
∆ f Laplace operator, i.e. ∑3d=1 ∂2 f/∂x2d
v⊗w tensor product, i.e. vwT = [viw j]3i, j=1
∂α/∂xα partial derivative with respect to variable x
∂/∂t local time derivative
d/dt substantial time derivative
Em, Vm set of elements/vertices in triangulation Tm = (Em,Vm)
H1(Ω) Sobolev space of L2 functions with square-integrable first derivatives
NE, NV number of elements/vertices of the triangulation
St , Sth finite element space and its discrete counterpart
Tm triangulation resulting from m refinement/re-coarsening steps
W,Wh space of test functions and its discrete counterpart
ij,~ij edge connecting nodes i and j and its oriented counterpart
t time variable
u scalar quantity
x spatial coordinates in Euclidean space
xˆ spatial coordinates in reference system
ρ(A) spectral radius of matrix A
O(·) Landau symbol
‖ · ‖p, ‖ · ‖∞ p-norm/maximum norm
ix
NOTATION FOR EULER EQUATIONS AND GAS DYNAMICS
A= (A1,A2,A3) inviscid Jacobian matrices
F= (F1,F2,F3) inviscid fluxes
c speed of sound
cp, cv specific heats at constant pressure/volume
e, E internal/total energy
γ= cp/cv ratio of specific heats
h, H specific/total enthalpy
I identity tensor
Λ= diag{λ1, . . . ,λ5} diagonal matrix of eigenvalues
λk eigenvalue for wave field k
lk, rk left and right eigenvectors for field k
M Mach number
n, ~N physical/numerical outward unit normal
ND number of spatial dimensions
NU number of state variables
Nn, Np number of numerical/physical boundary conditions
p pressure
R specific gas constant
ρ density
s, S specific/total entropy
T total temperature
τ, ~T physical/numerical tangential vector
U = [U1, . . . ,U5]T vector of conservative variables
v= [v1,v2,v3]T velocity vector
V = [V1, . . . ,V5]T vector of primitive variables
W = [W1, . . . ,W5]T vector of characteristic variables
xSUBSCRIPTS
h discretized quantity, e.g., approximate solution uh
i, j nodal point index, e.g., nodal coefficient ui
k number of wave field, e.g., eigenvalue λk
k, l component of a set, e.g., scalar sub-matrix Lkl from global operator L
max, min maximum/minimum value, e.g., maximum eigenvalue λmax =maxk{|λk|}
n normal component, e.g., vn = v ·n
τ tangential component, e.g., vτ = v · τ
∞ free stream quantities, e.g., U∞
0 initial condition, e.g., U0
SUPERSCRIPTS
n time level tn, e.g., un = u(tn)
(m) iteration number, e.g., u(m)
uˆ recovered values, e.g., recovered gradient value ∇ˆu
u¯ mean value or constant solution value
u˜ density averaged Roe value, e.g., A˜= (A˜1, A˜2, A˜3)
∗ predicted boundary value, e.g., U∗
∗∗ corrected boundary value, e.g., U∗∗
xi
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1Introduction
The design process of reliable simulation tools for Computational Fluid Dynamics involves three
basic steps: a mathematical model which describes the underlying physical principles, a numerical
method which is used to compute discrete solutions, and some mechanism to validate the numer-
ical approximation. This thesis is mainly concerned with the development of numerical methods
for flow problems which are commonly modeled by (systems of) partial differential equations. It
is therefore instructive to consider the linear advection equation in one space dimension [154]
∂u
∂t
+a
∂u
∂x
= 0 in R×R+0 , u(x,0) = u0(x) (1.0.1)
for a scalar quantity u as an introductory example. The initial profile u0 is prescribed at time t = 0
and advected along the x-axis with constant speed a, whereby the flow direction depends on the
sign of the velocity a. The exact solution at a fixed time t can be computed adopting the method
of characteristics. Let the curve x= x(t) in the x, t-plane satisfy the ordinary differential equation
dx
dt
= a (1.0.2)
so that the rate of change of the function u= u(x(t), t) along x= x(t) vanishes [154]:
du
dt
=
∂u
∂t
+
dx
dt
∂u
∂x
= 0 (1.0.3)
The above relation states that the solution u remains constant along characteristics. For each initial
condition x(0) = x0, there exists a straight line x(t) = x0+at passing through the point (x0,0) in
the x, t-plane so that the exact solution at future times can be computed from [154]
u(x, t) = u0(x0) = u0(x−at), t ∈ R+0 (1.0.4)
According to this formula, the shape of the initial profile cannot change, that is, a discontinuity
remains discontinuous and a smooth profile preserves its smoothness as indicated in Figure 1.1. In
other words, the solution at a single point (x0+at¯, t¯) in the space time domain depends solely on
the initial profile given at the location x0. Such localized propagation of information is a typical
feature of so-called hyperbolic partial differential equations. In particular, we are mainly interested
in conservation laws of hyperbolic type which require special solution techniques.
In general, it is difficult and for many flow problems of practical interest even impossible to
determine their solution exactly so that numerical methods are required to compute an approxi-
mation to it. The design of discretization techniques for conservation laws is a challenging task
which represents a field of active research. To illustrate some drawbacks of common methods,
consider a rectangular initial profile and solve the linear advection equation (1.0.1) numerically.
1
2 Introduction
Fig. 1.1. Linear convection: initial profile and exact solution.
Standard high-order discretization techniques are prone to produce spurious undershoots and
overshoots in the vicinity of steep gradients and discontinuities so that the approximate solution is
polluted by non-physical oscillations as presented in Figure 1.2 (left). From the physical point of
view, quantities such as density, temperature or concentration must preserve positivity. The occur-
rence of negative values which may be due to numerical undershoots leads to meaningless results.
Moreover, the method may become unstable and the simulation may even fail for instance if the
square root of a negative quantity is taken. On the other hand, low-order methods are free of these
drawbacks but they engender excessive numerical diffusion so that the final solution is ‘smeared’
considerably as depicted in Figure 1.2 (right). Hence, low-order schemes are incapable of produc-
ing accurate solutions, and therefore, not recommended for the simulation of flow problems which
are characterized by the presence of steep gradients and the formation of discontinuities.
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Fig. 1.2. Deficiencies of standard high-order methods (left) and low-order methods (right).
1.1. Research goals 3
Modern high-resolution schemes commonly in use rely on a suitable blending of both im-
perfect methods to recover the high accuracy of the original approximation in regions where the
solution is sufficiently smooth and switch to the diffusive low-order scheme in the vicinity of dis-
continuities. Thus, there are three crucial ingredients to be considered: a high-order approximation
for the accurate computation of smooth solutions, a non-oscillatory low-order scheme used near
steep gradients, and a mechanism to automatically switch between both methods.
1.1. Research goals
In this work, the Algebraic Flux Correction (AFC) methodology is adopted which was developed
by Kuzmin [133, 134] and Kuzmin and Turek [144, 145] for the design of high-resolution fi-
nite element schemes applicable to convection dominated partial differential equations. Starting
from the standard Galerkin finite element method, the low-order discretization is constructed by
performing row-sum mass lumping and elimination of negative off-diagonal entries from the dis-
crete transport operator by adding a proper amount of artificial diffusion. This technique termed
discrete upwinding [144] amounts to looping over pairs of off-diagonal matrix coefficients and
leads to the definition of discrete diffusion operators which can be safely applied without violat-
ing mass conservation principles. The difference between the high- and low-order residuals is
decomposed into sums of antidiffusive fluxes which need to be limited in order to prevent the
formation of non-physical oscillations [144] which would be generated if unconstrained antidif-
fusion was applied. A node-based limiting strategy is employed [135, 137] which is inspired by
Zalesak’s multidimensional flux corrected transport algorithm [268]. All manipulations required
to construct high-resolution schemes of this type are performed on the matrix level, and therefore,
algebraic flux correction can be applied to discrete transport operators of any origin.
In this thesis, the focus is placed on implicit high-resolution finite element schemes based on
the concept of algebraic flux correction which are applicable to unstructured meshes and complex
domains. This is in contrast to many flow solvers commonly in use which are typically based
on finite volume or discontinuous Galerkin finite element approximations making use of fully
explicit time-stepping schemes. Explicit time integration techniques such as the forward Euler
method may require some extra stabilization, and moreover, the size of the time step is subject to
a restrictive CFL condition. In short, the largest admissible global time step is dictated by local
CFL numbers which are likely to become very restrictive for locally refined meshes. In contrast,
implicit time discretizations can be operated at larger time steps since stability conditions (if any)
are less restrictive. However, the solution of an algebraic system of equations in each step is
mandatory so that implicit schemes are frequently denounced as being non-competitive and their
explicit counterparts are preferred. Furthermore, application of algebraic flux correction demands
for the solution of nonlinear systems even for linear governing equations.
This can be accomplished by means of a fixed-point defect correction scheme [255], whereby
the evolution operator for the underlying low-order discretization constitutes a viable precondi-
tioner [144]. On the other hand, convergence rates observed for standard defect correction schemes
tend to deteriorate significantly if the time step is increased and convergence may even fail com-
pletely. In this work, the algebraic flux correction methodology is equipped with discrete Newton
algorithms [183, 184, 187] which lead to an efficient solving of nonlinear algebraic systems. Ow-
ing to the fact that the construction of the low-order scheme and the limitation of compensating
antidiffusion are performed on the discrete level, there is no continuous counterpart which can be
differentiated explicitly and used in standard Newton methods. As a remedy, divided differences
are employed to construct an approximation to the Jacobian matrix which can be efficiently as-
sembled edge-by-edge. The use of a node-based flux limiter may give rise to an extended sparsity
pattern which is determined a priori by considering standard results from classical graph theory.
4 Introduction
The design of adaptive finite element schemes for transient flow problems constitutes the pri-
mary goal of this work. The dynamic mesh adaptation algorithm developed by Hempel [102]
for triangular grids in two dimensions is reviewed and the underlying concepts are generalized to
arbitrary triangulations which may consist of different types of elements. The mesh adaptation
procedure is based on the classical red-green strategy introduced by Bank et al. [19]. Each cell
is subdivided regularly whenever the element error of the numerical solution exceeds some pre-
scribed tolerance. Hanging nodes are eliminated by subdividing adjacent cells following so-called
green refinement rules. These transition elements need to be reverted to their original macro cell
prior to performing further refinement. Let us point out a key feature of the red-green adaptation
strategy: For every ‘atomic’ refinement, e.g., one quadrilateral is refined into four quadrilaterals,
there exists a unique re-coarsening operation which reverts the four cells into their macro element.
Adaptation procedures implemented in common simulation tools seem to be more concerned
with refining elements and require multiple cycles to thin out the grid once the error has dropped
below some tolerance. This may be attributed to the fact that automatic mesh generation tech-
niques have gained maturity so that overly resolved regions can be regenerated without the need
for user interaction. Such algorithms have been successfully used for very complex flow simula-
tions. However, local remeshing and multistep coarsening procedures are incapable to provide a
complete hierarchy of grids which is required, e.g., for multigrid algorithms [86]. In fact, each
element subdivision can be reversed on paper by a unique re-coarsening operation, but the crucial
part is to identify such patches efficiently and convert them to their macro cell. For triangles in two
dimensions, Hempel [102] proposed to manage the grid genealogy by storing the ‘date of birth’
for each node. All required information such as the type of element (red/green triangle) and its
relation to the unrefined macro cell is reconstructed from the nodal generation numbers so that
no auxiliary tree-like structure is required to maintain parent-child relations. The re-coarsening
algorithm is built on a recursive ‘locking’ [102] of vertices which must remain in the triangulation
either due to accuracy reasons or to prevent the generation of unhandled hanging nodes.
We generalize the definition of the nodal generation function to arbitrary cells and give a com-
plete characterization of elements in 2D based on the age of their corner vertices. The correctness
of this approach is shown by induction so that the resulting triangulations are guaranteed to com-
ply with all red-green rules. This approach can be extended to 3D, but the number of criteria to
check for a particular cell grows considerably and is therefore prone to programming errors. To
permit a fail-safe identification of elements in practical applications, we resort to local two-level
ordering which is based on the work by Turek [254], who used global two-level ordering for an
efficient implementation of geometric multigrid methods. In addition, we suggest a viable strategy
to characterize elements in terms of integral states. In particular, the ‘interplay’ of nodal genera-
tion data is converted into bit representation, whereby the consistent application of a predefined
local two-level ordering is mandatory to ensure uniqueness. Thus, the task to identify elements
based on the nodal generation function reduces to simple distinction of cases for admissible states.
For the design of an efficient re-coarsening technique, we pursue the idea of excluding vertices
from deletion step-by-step and devise a refined node locking algorithm applicable to general trian-
gulations. It is easy to implement and shares the outstanding property of its predecessor [102], that
is, the refinement and coarsening procedures feature the same ‘throughput’. In other words, re-
finement operations can be reversed by applying the inverse re-coarsening operations so that each
mesh of a transient flow computation provides an intrinsic hierarchy suitable for the application of
multigrid schemes [86]. The presented mesh adaptation algorithm is developed in a most general
framework, so that different types of elements can be easily combined in one triangulation. In
particular, hybrid grids can be used which attempt to combine the advantages of both structured
and unstructured meshes [261]. Since the algebraic flux correction paradigm [144] does not rely
on geometric criteria it perfectly suits the flexibility of our dynamic mesh adaptation algorithm.
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The use of mixed-type triangulations has to be accounted for in the derivation of error in-
dicators. A common approach is to recover improved gradient values and compare them to the
consistent slopes to obtain an estimate for the H1-error of the numerical solution. The recovery
of improved gradient values from the finite element solution features similarities to the accurate
treatment of convective terms so that some basic ideas from the construction of high-resolution
schemes for convection dominated problems can be adopted to reconstruct gradient values. Two
different approaches for the evaluation of improved gradient values are presented which make
use of slope limiting techniques [185, 186]. The gradient values at the edge midpoints can be
computed as the limited average of consistent slopes adjacent to the corresponding edge. As an al-
ternative, standard recovery techniques may be employed to predict gradient values either directly
at edge midpoints or at the element vertices so that provisional slope values can be interpolated for
each edge. A slope limiter is applied edge-by-edge to correct the intermediate values, whereby the
consistent gradient values from adjacent cells serve as upper and lower bounds. The local element
error can be computed from the improved slopes and used to steer the grid adaptation procedure.
In the last part of this work, high-resolution finite element schemes are used to simulate in-
viscid gas flows modeled by the compressible Euler equations. This first-order system consists of
hyperbolic PDEs which describe the conservation of mass, momentum and energy. The design
principles for scalar conservation laws have been generalized to hyperbolic systems of equations
in [140, 142, 143] and a handy flux limiting procedure is proposed in a recent publication by
Kuzmin [135]. These techniques which rely on the use of the group finite element formulation
[78] are combined with our dynamic mesh adaptation algorithm which is extended to coupled
systems. In particular, the error indicator is applied to a scalar key variable such as the density
or the Mach number, whereby both quantities are sensitive to shocks, contact discontinuities and
rarefaction waves. The predicted gradient error for the indicator variable is used to mark elements
for refinement and identify groups of cells which can be safely re-coarsened. As an alternative,
the dimensionless error indicator introduced by Löhner [161] is utilized in the simulation of more
complex flows which exhibit multiple features of different intensities and length scales.
Another topic of utmost importance is the numerical treatment of boundary conditions for
the compressible Euler equations. We resort to the predictor-corrector algorithm introduced by
Kuzmin et al. [142] and describe a uniform approach to the implementation of characteristic and
reflecting boundary conditions. In essence, a suitable combination of the local Riemann invariants
evaluated for the prescribed free stream data and the nodal components of the computed solution
vector is used at subsonic and supersonic inlets and outlets. Furthermore, a simplified 1D Riemann
problem is solved locally for each boundary node so as to impose the no-penetration condition at
solid walls. Each component of the overall solution strategy needs to be ‘fine-tuned’ so that time-
dependent problems can be simulated at reasonable cost. We describe two different data structured
for storing the global system matrix (or parts of it) in memory and utilize a segregated solution
procedure [140, 142] to reduce the numerical complexity of transient flow computations.
1.2. Outline of the thesis
This work mainly deals with the design of numerical schemes for convection dominated flow
problems. Besides the presentation of numerical methods, attention is also paid to practical as-
pects of their implementation. The main algorithms are presented in pseudo-code which should be
readable by any programmer who may translate it into his/her particular programming language.
Note that numerical methods for conservation laws are traditionally based on finite volume or dis-
continuous Galerkin finite element discretizations, whereas the use of the classical finite element
approach is not as popular in the ‘Conservation law community’. Therefore, a brief overview of
finite element fundamentals is given in Appendix A. On the other hand, experts in finite elements
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may be less familiar with the simulation of flow problems so that some classical results for hy-
perbolic conservation laws will be stated. Of course, this work can neither address all aspects of
fluid flow computations nor can the finite element method be covered in full detail. To keep the
presentation self-contained explicit formulas for Jacobian matrices as well as practical aspects of
storing and traversing matrices efficiently are postponed to Appendices B and C.
Chapter 2 provides a brief introduction to mathematical aspects of Computational Fluid Dy-
namics. A viable classification of partial differential equations is presented and the most important
properties of elliptic, parabolic and hyperbolic problems are discussed. In particular, the theory
of nonlinear hyperbolic equations is briefly reviewed on the basis of the one-dimensional Burgers
equation. The concept of weak solutions is introduced and the development of shocks and rarefac-
tion waves is analyzed, whereby additional criteria are employed to satisfy the entropy condition.
Chapter 3 is devoted to the numerical treatment of scalar conservation laws. Some properties
of standard discretization techniques are outlined and algebraic criteria for the design of high-
resolution schemes are presented. A generic conservation law is discretized by the Galerkin finite
element method, whereby the group formulation [78] is adopted to approximate the flux function.
The construction of a non-oscillatory low-order scheme is addressed, and viable strategies to de-
sign node-based flux limiters of FCT and TVD type are described. As an alternative to the standard
defect correction procedure, a discrete Newton method is developed for the efficient treatment of
implicit algebraic flux correction schemes. The presented high-resolution schemes are applied to
scalar benchmark problems for stationary and time-dependent flows in two dimensions.
The topic of error indication for convection dominated scalar problems is covered in Chap-
ter 4. A survey of a posteriori error estimation techniques is presented and their applicability to
algebraic flux correction schemes is investigated. Two recovery-based error indicators are sug-
gested, whereby slope limiting is employed to correct provisional gradient values recovered at
edge midpoints. As an alternative, the limited average of consistent finite element gradients pro-
vides a viable estimate of slope values evaluated at edge midpoints. A general framework for
hierarchical mesh adaptation is proposed which builds on the design principles of the classical
red-green strategy [19]. The earlier work by Hempel [102] is reviewed and a consistent extension
to arbitrary triangulations is devised. In particular, we show that the elements of any mesh created
by the red-green strategy can be characterized by the local values of the recursively defined nodal
generation function so that no tree-based data structure is required to manage the grid genealogy.
Efficient algorithms for dynamic mesh refinement and re-coarsening are devised and implemen-
tation details which may be helpful in practice are revealed. The new adaptation procedure is
applied to scalar transport problems for stationary and transient flows in 2D.
Chapter 5 deals with hyperbolic systems of conservation laws, and in particular, with the com-
pressible Euler equations. The most important properties of the governing equations are briefly
discussed at the beginning of the chapter. The group finite element formulation [78] is adopted
to approximate the inviscid fluxes and an edge-by-edge procedure for the efficient matrix assem-
bly is described. The construction of the low-order scheme is based on a generalization of scalar
concepts, whereby different choices for the design of artificial viscosities are discussed. Flux
correction for hyperbolic systems is performed in terms of characteristic variables, whereby flux
limiting of TVD type [135] is adopted. The implementation of boundary conditions for the two-
dimensional Euler equations is reviewed in the framework of an implicit finite element formula-
tion. A viable treatment of characteristic and solid wall boundary conditions is outlined which
make use of the node-based predictor-corrector algorithm [140, 142]. Numerical examples are
presented for transient and stationary benchmark problems in two space dimensions, whereby
adaptive mesh refinement and re-coarsening is utilized to reduce the computational costs.
2Mathematical aspects of scalar conservation laws
2.1. Introduction to partial differential equations
Engineers and scientific analysts face the need to predict the behavior of increasingly complex
physical systems to a more and more detailed level. However, for realistic configurations which
frequently occur in industrial applications it is impossible to predict the exact behavior even if the
most sophisticated mathematical models are adopted. The challenging task of practitioners and
researchers alike is to find the most appropriate model for a specific application. This requires a
profound knowledge of all physical restrictions which have been introduced during the derivation
of the model. As a consequence, these limitations inevitably lead to modeling errors which form
the tip of a large hierarchy of error sources. In this chapter, we will provide a brief introduction
into frequently adopted mathematical models and investigate the most relevant properties.
The analysis and numerical simulation of most continuous systems such as fluid dynamics,
solid mechanics or heat conduction is based on partial differential equations (PDEs). In con-
trast to ordinary differential equations (ODEs) which involve only one independent variable and
derivatives with respect to this variable, PDEs may have several independent variables and par-
tial derivatives with respect to those variables. Hence, the theoretical analysis and the numerical
treatment of partial differential equations is considered difficult and requires special tools and so-
lution techniques. In the next paragraphs, we will consider different classes of partial differential
equations and introduce some of their most important properties.
2.1.1. Classification of partial differential equations
The type of the differential equation characterizes the qualitative behavior of solutions and it im-
pacts the choice of boundary conditions. Theoretical results concerning existence and uniqueness
are frequently tailored to a single class of PDEs. In particular, there exist three types of par-
tial differential equations, namely, elliptic, parabolic and hyperbolic ones. There are many ways
to classify PDE problems based on rigorous mathematical analysis [6, 79, 104]. It is common
practice to start from a linear first- or second-order PDE for a single independent variable and
investigate the eigenvalues or the determinant of the constant coefficient matrix. The classification
of PDEs can be extended to first-order systems by analyzing the existence of wave-like solutions.
A plane wave traveling in the direction n with velocity λ/|n| can be expressed as follows [262]
U = Uˆeiw(t,x), Uˆ = constant, w(t,x) = n ·x−λt (2.1.1)
In fact, the classification of first-order systems suffices since it is always possible to rewrite higher-
order partial differential equations as a first-order system of m equations with m unknowns [262].
This work is mainly concerned with the numerical solution of partial differential equations,
and especially, concentrates on those used to model fluid dynamics applications. In order to get a
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better understanding of the physical significance of the classification, it is worthwhile to present
some well-known model equations for each type of PDE and discuss their respective properties.
The reader who is interested in a comprehensive study of theoretical aspects of partial differential
equations is referred to the classical textbook on CFD, e.g., by Hirsch [104] and Wesseling [262].
2.1.2. Partial differential equations of elliptic type
Consider the Poisson equation which is one of the most prominent examples of an elliptic PDE
−∆u= f in Ω (2.1.2)
Its solution u describes the potential throughout Ω for the prescribed charge density f [41]. Its
homogeneous counterpart ( f = 0) is the well-known Laplace equation ∆u = 0 which has many
applications in elasticity, electromagnetism, and fluid dynamics.
Consider the rectangular two-dimensional domain Ω ⊂ R2 sketched in Figure 2.1, where P
denotes an arbitrary point in the interior. It follows from the theoretical analysis that information
does not propagate in a preferred direction but travels essentially uniformly within the entire do-
main [8]. Hence, the solution at point P depends on all surrounding points of the closed domain
Ω. On the other hand, small perturbations applied to the value at point P may influence the solu-
tion everywhere throughout the domain. Therefore, the domain of dependence and the region of
influence for point P coincide which is common property of elliptic problems [104]. Numerical
schemes for this class of PDEs must therefore determine the solution values at all points simulta-
neously, whereby the profile within the domain depends on the total boundary [8]. In fact, there
are three different types of boundary conditions to be considered: Dirichlet boundary conditions
which specify the value of the dependent variable at the boundary, Neumann boundary conditions
which fix its normal derivatives and mixed-type boundary conditions.
In gas dynamics, solution techniques for elliptic problems need to be applied to subsonic
inviscid flows which may reach steady state [8]. Owing to the fact that small disturbances travel
at the speed of sound or even faster, they may propagate in all directions. In the absence of
dissipative effects, no damping takes place so that the variations expand to infinity. The same
applies to incompressible inviscid flows for which the speed of sound reaches infinity so that
the Mach number tends to zero [8]. Flow problems may acquire elliptic character in regions of
recirculation, where information may travel opposite to the principal flow direction [76]. On the
other hand, unsteady problems are never of elliptic type [76].
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Fig. 2.1. Domain of dependence and region of influence for an elliptic problem.
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2.1.3. Partial differential equations of parabolic type
A classical example of parabolic problems is the transient heat equation which is derived from
Fourier’s law of cooling. It describes the variation of temperature T in time [8]
∂T
∂t
= α∆T in Ω×R+0 (2.1.3)
where the thermal diffusivity α = k/ρcv is a material-dependent parameter. It relates the thermal
conductivity to the volumetric heat capacity and indicates the ability of the material to conduct
energy [8]. If an initial temperature distribution is given, a flow of heat actuates from warmer
regions to colder areas of the medium which is assumed to be homogeneous. Equation (2.1.3) is a
special case of the more general diffusion equation ∂u∂t +∇ · (D∇u) = 0 with D(u,x).
For the one-dimensional transient heat equation considered in the space-time domain, the do-
main of dependence is separated from the region of influence by a single line, whereby the union
of both zones occupies the entire domain [172] as depicted in Figure 2.2. Consider the tempera-
ture value at the fixed point P which depends on all temperatures in the domain at previous times.
Conversely, it will influence the temperature of the whole domain in the future so that the hori-
zontal line can be interpreted as ‘present time’. Due to this strict separation the use of marching
techniques is favorable for the treatment of parabolic equations. Starting from an initial condition
given along the straight line ab (see Figure 2.2), the solution is computed step by step whereby
lateral boundary conditions need to be prescribed along the segments ad and bc, respectively [8].
Parabolic equations are typically related to transient problems for which the marching direction
corresponds to the time variable t and an arbitrary number of space variables is admissible [8].
Another prominent example of a parabolic differential equation deals with stationary boundary-
layer flows [262]. As a rule of thumb, the impact of viscosity is most pronounced in the vicinity
of boundaries. In order to simplify the mathematical model and reduce the computational costs, it
is possible to consider the flow to be inviscid in the interior of the domain and account for viscous
effects only near the boundary. A typical application of this approach is the simulation of flow
around an obstacle placed in the free stream, e.g., an airfoil or some missile. Owing to the fact
that the boundary-layer equation is of parabolic type, its solution can be computed by means of
time-marching methods. Away from boundaries, the flow is considered to be inviscid so that a
different model equation has to be adopted. In general, their type may be different so that other
and ideally cheaper solution strategies can be applied.
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Fig. 2.2. Domain of dependence and region of influence for a parabolic problem.
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2.1.4. Partial differential equations of hyperbolic type
Hyperbolic equations, like parabolic ones, can be solved using marching methods. In the hyper-
bolic case, the domain of dependence and the region of influence are bounded and they do not
occupy the whole domain. As an example, consider the linear second-order wave equation [104]
∂2u
∂t2
= c2
∂2u
∂x2
in Ω×R+0 (2.1.4)
which describes the propagation of waves at constant speed c in a medium at rest. For each point
P in the space-time domain, there exist two real and distinct characteristic curves intersecting at P
as depicted in Figure 2.3. The domain of dependence and the region of influence are bounded by
the characteristic curves and the boundary of the domain [104]. As a consequence, the solution
value at point P is only influenced by a specific region of the domain which is identified by the
direction of wave propagation. At the same time, information can only travel at finite speed within
the region of influence ‘leaving’ point P. In most situations, one characteristic carries information
into the domain whereas information travels out of the domain following the other characteristic.
Thus, only one boundary condition can be prescribed at the boundary, namely, for the incoming
characteristic [104]. The treatment of boundary conditions for hyperbolic equations is a difficult
task which requires a careful investigation of the problem at hand. For inviscid compressible flows,
this topic is briefly addressed in Section 5.3 and practical aspects are discussed.
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Fig. 2.3. Domain of dependence and region of influence for a hyperbolic problem.
2.1.5. Partial differential equations of mixed type
Most mathematical models adopted for practical applications cannot be classified simultaneously
for all initial and boundary conditions so that the same PDE may exhibit different types subject to
the concrete flow configurations. Consider the Euler-Tricomi equation [262]
− ∂
2w
∂x2
− y∂
2w
∂y2
= 0 in Ω (2.1.5)
which can be used to study steady transonic flows. The type of the above equation depends on the
sign of y. In particular, y > 0 yields an elliptic equation which corresponds to subsonic flows. In
contrast, supersonic flows, i.e. y < 0, give rise to a hyperbolic problem [262]. There exist many
examples for mixed-type problems such as the stationary potential flow equation which can attain
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each of the three types depending on the local flow speed (see Example 3.2.1 in Hirsch [104]). Due
to the mixed nature of the potential equation, the simulation of transient problems is a challenging
task and special solution algorithms are required. Some equations may not be classified at all since
they exhibit an undefined type (see Example 2.2.1 in Wesseling [262]).
2.1.6. Summary of classification
As we have seen, many partial differential equations may be classified as elliptic, parabolic or hy-
perbolic. However, the type of a particular equation may be different for different initial conditions
and it may even vary locally due to local flow properties. On the other hand, some problems may
exhibit an undefined type either globally or for some special choice of parameters. The domain
of dependence and the region of influence strongly depend on the type of the governing equation,
and hence, different solution algorithms may be necessary for the different classes. Parabolic as
well as hyperbolic equations can be solved by means of marching methods, whereas the solution
to an elliptic equation has to be computed simultaneously for all points of the domain.
Marching techniques are a useful tool for the simulation of steady inviscid flows as long as long
as the flow is supersonic so that the equations are of hyperbolic type. Subsonic regions are elliptic
in character, and hence, different solution algorithms may be required [76, 262]. On the other
hand, unsteady inviscid flows governed by the compressible Euler equations are unconditionally
hyperbolic, no matter whether the flow is locally subsonic or supersonic. To stress this important
property, such equations are frequently termed hyperbolic in time [8]. Regardless of the number
of spatial dimensions, the distinct marching direction is dictated by the time variable t. Starting
from an initial state, the solution can be computed step by step marching forward in time.
2.2. Nonlinear hyperbolic equations
In the introduction, we considered the linear advection equation (1.0.1) and analyzed some prop-
erties of its exact solution. In particular, the initial profile is transported along characteristic lines
and does not change its shape. This is in contrast to nonlinear hyperbolic conservation laws which
allow for the creation of discontinuities. This section deals with solutions to nonlinear hyperbolic
equations for scalar variables. In particular, the one-dimensional Burgers equation is considered
which represents the simplest model problem that captures some key features of gas dynamics,
namely, the generation of shocks and rarefaction waves. The viscous Burgers equation does not al-
low for discontinuous solutions and its exact solution can be determined by means of the so-called
Cole-Hopf-transformation [154, 263]. In contrast, discontinuities may be created in the absence
of counterbalancing viscosity. Therefore, generalized solutions are sought in an integral sense.
These weak solution may not be unique so that additional mechanisms are required to determine
the entropy solution. In principle, the concepts discussed in this section also apply to nonlinear
hyperbolic systems of conservation laws which are addressed in Chapter 5. It is beyond the scope
of this work to present the theory of conservation laws in full detail. The aim is to point out the
basic concepts and address the main difficulties. For a comprehensive coverage of this topic, the
interested reader is referred to classical textbooks on conservation laws, e.g., [82, 154, 157].
2.2.1. Scalar conservation laws
As a model problem for a nonlinear scalar conservation law, consider the one-dimensional Cauchy
problem for the inviscid Burgers equation in conservative form [154]
∂u
∂t
+
∂ f (u)
∂x
= 0 in R×R+0 , u(x,0) = u0(x) (2.2.1)
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where f (u) = 12u
2 denotes the flux function. By application of the chain rule, it can be written in
quasi-linear form which states that the unknown solution u is advected by itself
∂u
∂t
+u
∂u
∂x
= 0 in R×R+0 , u(x,0) = u0(x) (2.2.2)
This equation can be interpreted as follows [64]: For a smooth solution u(x, t) fixed in time and
space the total derivative with respect to time vanishes in the direction defined by the slope dxdt = u.
The latter quantity is termed characteristic curve and it follows from the quasi-linear form (2.2.2)
that the solution values are constant along characteristics since its material derivative vanishes
du
dt
=
∂u
∂t
+
dx
dt
∂u
∂x
= 0 (2.2.3)
Thus, the characteristic curve dxdt = u is a straight line as in the linear case (see Chapter 1). For
continuous initial data, the value of the exact solution is implicitly defined as follows [154]
x0 = x−u0(x0)t, u(x, t) = u0(x0) (2.2.4)
provided the characteristics do not cross. The intersection of characteristics, which will eventually
happen if the spatial derivative of the initial data u0(x) is negative at some point, is a special
phenomenon observed for nonlinear conservation laws. First intersection takes place at [154, 251]
Tb =
−1
minx u′o(x)
(2.2.5)
which is referred to as the breakup time where the function u(x, t) has an infinite slope. For times
t > Tb some of the characteristics have crossed so that there exists points x where multiple lines
lead back to t = 0. As an example [64], consider the decreasing initial profile depicted in Figure 2.4
(left). Let us analyze the exact solution before the break-up at time Tb = 1. For x ≤ t and x ≥ 1,
the characteristics are given by dxdt = 1 and
dx
dt = 0, respectively. As a result, the exact solution is
given by the initial data. For the interval t < x < 1, the characteristic line can be determined by
solving the ordinary differential equation dxdt = u subject to the initial condition u0 so that [205]
For t < x< 1 : x= (1− x0)t+ x0 ⇒ u(x, t) = 1− x0 = 1− x1− t (2.2.6)
As depicted in Figure 2.4 (left), the exact solution develops a discontinuity at time t = 1 which is
due to the fact that slower waves are overtaken by faster ones propagating information from the
left. The intersection of characteristics at time t = 1 is illustrated in Figure 2.4 (right). Beyond
the breakup time Tb a classical solution to the conservation laws (2.2.2) does not exist, and hence,
more general concepts for the treatment of discontinuous solutions are mandatory.
Fig. 2.4. Burgers’ equation: Crossing of characteristic curves at time Tb.
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2.2.2. Weak solutions
To weaken the continuity requirements on the solution u(x, t) one can multiply the conservative
form (2.2.1) by some test function w(x, t) ∈ C10(R×R+0 ) and integrate over time and space [154]Z ∞
0
Z ∞
−∞
w
[
∂u
∂t
+
∂ f (u)
∂x
]
dxdt = 0 (2.2.7)
Here, C10 denotes the space of continuous functions which exhibit continuous first derivatives and
have compact supports, that is, w(x, t) = 0 outside of some bounded set. Integration by parts (using
Green’s formula) can be performed to ‘shift’ the derivatives from the solution to the test functionZ ∞
0
Z ∞
−∞
∂w
∂t
u+
∂w
∂x
f (u)dxdt =−
Z ∞
−∞
w(x,0)u(x,0)dx (2.2.8)
whereby the boundary terms vanish due to the compact support property of w. A measurable
function u(x, t) is termed a weak solution of the conservation law (2.2.1) provided the integral
relation (2.2.8) is satisfied for all test functions w(x, t) ∈ C10(R×R+0 ). Of course, the (strong)
solution of the differential equation (2.2.1) is a weak solution. On the other hand, the concept
of weak solutions is more general since relation (2.2.8) does neither include derivatives of the
unknown solution u nor of the flux function f (u). Therefore, weak solutions to conservation laws
are not necessarily unique so that additional criteria are required to pick out the physically relevant
entropy solution. The correct weak solution to the inviscid Burgers equation can be recovered from
the viscous counterpart of conservation law (2.2.1) in the limit of vanishing viscosity ε→ 0 [64]
∂uε
∂t
+
∂ f (uε)
∂x
= ε
∂2uε
∂x2
in R×R+0 , uε(x,0) = u0(x) (2.2.9)
There exist other conditions which are easier to check without resorting to the viscous equation.
Shock waves
To discuss weak solutions, it is worthwhile to consider the piecewise constant initial data
u(x,0) =
{
uL if x< 0
uR if x> 0
where uL > uR (2.2.10)
which is a special case of the discontinuous function generated by the initial profile depicted in
Figure 2.4 (left). For each time t ≥ 0, the solution has two constant states, whereby the charac-
teristic lines run into the discontinuity from both sides as sketched in Figure 2.5. In gas dynamics
applications, such kind of discontinuities are termed shocks. The unique weak solution is given by
u(x, t) =
{
uL if x< st
uR if x> st
(2.2.11)
whereby the shock speed s must satisfy the so-called Rankine-Hugoniot condition [154]
f (uL)− f (uR) = s(uL−uR) (2.2.12)
which relates the jump in the solution to the difference of the flux functions. For the inviscid
Burgers equation (2.2.1) it is given by the average velocity s= 12(uL+uR).
Remark. The smooth solution uε of the viscous Burgers equation (2.2.9) reads as follows [64]
uε(x, t) = uR+
uL−uR
2
[
1− tanh
(
(uL−uR)(x− st)
2ε
)]
(2.2.13)
so that the unique solution (2.2.11) is in fact the desired vanishing viscosity solution.
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Fig. 2.5. Burgers’ equation: Shock wave.
Rarefaction waves
If the initial data to the Cauchy problem is given by the following piecewise constant profile
u(x,0) =
{
uL if x< 0
uR if x> 0
where uL < uR (2.2.14)
there exist infinitely many weak solutions. Again, one of them is given by expression (2.2.11),
whereby the characteristics emanate from the discontinuity as illustrated in Figure 2.6.
Note that this solution is highly unstable in the sense that small perturbations of the initial data
may lead to large changes in the final profile [251]. Moreover, adding a slight amount of viscosity
changes the solution profile completely [64]. Such solutions are termed entropy-violating shocks
and they are physically incorrect. Another weak solution is the rarefaction wave given by [154]
u(x, t) =

uL if x< uLt
x/t if uLt ≤ x≤ uRt
uR if x> uRt
(2.2.15)
which is stable to perturbations. The smooth transition from the left state uL to the right state uR
is depicted in Figure 2.7. It is the unique entropy solution of the viscous Burgers equation (2.2.9)
in the limit of vanishing viscosity. However, the vanishing viscosity approach may be difficult to
work with in practice. For stability reasons, characteristics should not emanate from a shock as
time evolves (see Figure 2.6) but they must always run into the shock as shown in Figure 2.5.
Fig. 2.6. Burgers’ equation: Entropy-violating shock wave.
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Fig. 2.7. Burgers’ equation: Rarefaction wave.
2.2.3. Entropy condition
A very general criterion to check for entropy-violating shocks for arbitrary flux functions f (u)
is due to Oleıˇnik [198]. Since the shock speed s can be computed directly from the Rankine-
Hugoniot condition (2.2.12) it suffices to consider the following entropy condition
Theorem 2.2.1 (Oleıˇnik’s entropy condition [154]). A weak solution to equation (2.2.1) with
initial data (2.2.10) or (2.2.14) is the physically correct entropy solution if all discontinuities satisfy
f (u)− f (uL)
u−uL ≥ s≥
f (u)− f (uR)
u−uR ∀u= θuL+(1−θ)uR, 0< θ< 1 (2.2.16)
Geometrically speaking, Oleıˇnik’s criterion guarantees that the flux function does not intersect
the secant line connecting the two states uL and uR [149]. In particular, it lies entirely above that
line for uL < uR and it lies below the secant for uL > uR. The flux function for the Burgers equation
is convex, i.e. f (u)′′≥ 0 for all u, so that Oleıˇnik’s condition reduces to the entropy condition [154]
f ′(uL)> s> f ′(uR) (2.2.17)
Again, making use of convexity arguments, the above inequality necessarily requires uL > uR.
Thus, the shock wave presented in Figure 2.5 is physically correct whereas the unstable rarefaction
shock [251] depicted in Figure 2.6 violates the entropy conditions (2.2.16) and (2.2.17).
2.2.4. Summary of nonlinear hyperbolic equations
To summarize what we have said so far, nonlinear hyperbolic equations may give rise to the de-
velopment of steep fronts and discontinuities even if the initial profile is smooth. Shock waves are
characterized by the crossing of characteristic curves, so that classical solution techniques based
on the method of characteristics can no longer be applied. As a remedy, generalized solutions are
considered in a weak sense which allow for the presence of discontinuities. However, weak solu-
tions to a given initial value problem may not be unique so that additional criteria are required to
determine the physically correct solution. For an increasing initial profile, a possible weak solution
to the inviscid Burgers equation may be given by entropy-violating shocks which are highly unsta-
ble to small perturbations. Moreover, such solutions do not coincide with the unique rarefaction
wave recovered from the viscous Burgers equation in the limit of vanishing viscosity. Oleıˇnik’s
entropy condition can be employed to ensure that a weak solution to the inviscid Burgers equation
is in fact the physically correct entropy solution. As a rule of thumb, characteristics should always
run into the shock but they must not emanate from discontinuities.
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3Numerical methods for scalar conservation laws
3.1. Introduction to numerical methods
For most conservation laws of practical interest, the computation of exact solutions is not possible
so that one has to rely on numerical methods for finding approximate solutions to the problem at
hand: A suitable method is chosen and applied on a particular grid consisting of a finite number of
points. This step entails certain errors which need to be analyzed in order to assess the quality of
the computed solution. The Lax equivalence theorem of numerical methods for linear differential
equations can be summarized colloquially by the following statement [157]:
consistency + stability ⇔ convergence
The next section is concerned with the theory of numerical methods for differential equations.
In particular, aspects of consistency, stability and convergence are discussed for one-dimensional
scalar conservation laws. In addition, mathematical criteria to ensure the boundedness of the
numerical approximation are presented in Section 3.1.2. Such constraints can be directly based
on the total variation of the solution which should not increase as time evolves. The local ex-
tremum diminishing property constitutes a viable generalization to multidimensions and it can be
used to design non-oscillatory numerical methods on unstructured meshes. Some properties of
non-negative matrices as well as M-matrices are reviewed and an algebraic criterion for the con-
struction of positivity-preserving schemes is given [144]. This section is primarily based on the
textbooks on numerical methods for conservation laws by LeVeque [154, 157], Kröner [128], and
Toro [251], and on the research article by Kuzmin and Turek [144]. Results from matrix analysis
are mainly taken from the books by Hackbusch [87] and Varga [257].
3.1.1. Convergence and stability
Consider the one-dimensional conservation law for a scalar quantity u in divergence form
∂u
∂t
+
∂ f (u)
∂x
= 0 in R×R+0 (3.1.1)
where f : R→ R denotes a continuous flux function. The problem at hand is equipped with the
initial condition u(x,0) = u0 which should be bounded whereas boundary conditions are neglected
to avoid technical difficulties. For simplicity, the resulting Cauchy problem is solved over the
unbounded spatial domain R, whereby the initial data is assumed to have compact support, that
is, it is non-zero only in some bounded domain and vanishes at infinity. Owing to the finite
propagation speed of hyperbolic problems, the exact solution has compact support at all times
t ∈ R+0 , so that all integral terms presented below extend over finite intervals [157].
17
18 Numerical methods for scalar conservation laws
For a fixed computational grid, the nodal values of the exact solution are denoted by uni , where
superscript n refers to the time step tn ∈ R+0 . In general, we expect errors to grow with time, and
moreover, a finite grid may not be capable to reproduce meaningful solution values for arbitrarily
large times. Therefore, it makes sense to compute the solution over a finite time interval [0,T ]
when discussing ‘convergence’ [157]. For simplicity, the time step ∆t is assumed to be constant
so that N = T/∆t denotes the total number of time steps. In addition, a uniform spatial grid is
employed, where h stands for the characteristic mesh width. It is also reasonable to assume that
the ratio ∆t/h is fixed which means that grid refinement goes along with a reduction of the time
step size. The numerical solution is denoted by uh so that uni represents the approximate value at
node i for the time tn. The term ‘node’ can be used for finite difference, finite volume and finite
element discretizations alike. However, the definition of uni is different in each method.
The simplest discretization one may think of is an explicit numerical scheme of the form [157]
un+1h =N(u
n
h) (3.1.2)
where the operator N maps the given solution at time tn to the new one at time tn+1 = tn+∆t. Ap-
plication of the numerical operator N to the exact solution un and comparison to the true solution
at the next time level yields an indicator for the error introduced in a single time step. The local
truncation error is defined by dividing this one-step error by the time step size [157]
τn =
N(un)−un+1
∆t
(3.1.3)
so as to measure the error inherent to the discretization scheme. An important property of nu-
merical schemes is consistency which can be formalized as follows [157]: A numerical method is
called consistent with the differential equation if the local truncation error (3.1.3) vanishes for all
smooth solutions u(x, t) as the mesh width h and the size of the time step ∆t tend to zero.
In addition to the local truncation error, let the global error of the numerical solution at time tn
be defined as the difference between the numerical approximation and the exact solution
en = unh−un (3.1.4)
This quantity can also be seen as the ‘pollution’ that has to be applied to the exact solution so as
to obtain the numerical approximation, that is, unh = u
n+ en. Making use of the explicit numerical
procedure (3.1.2), the global error at the new time step can be reformulated as follows [157]
en+1 =N(un+ en)−un+1 (3.1.5)
By virtue of equation (3.1.3), one can rewrite the global error at time tn+1 in terms of the previous
error augmented by the local truncation error multiplied by the time step size
en+1 = [N(un+ en)−N(un)]+∆tτn (3.1.6)
Stability theory is required to obtain an upper bound for the term in brackets which measures the
effect of the discretization on the previous global error en. On the other hand, the one-step error
∆tτn engendered in the current step can be bounded by means of consistency arguments [157].
Assume that the operator N is contractive, that is, ‖N(v)−N(w)‖ ≤ ‖v−w‖ for any two grid
functions v and w. A contractive numerical method is stable in the particular norm, and an upper
bound for the global error (3.1.6) can be readily obtained by setting v= un+en and w= un [157]:
‖en+1‖ ≤ ‖N(un+ en)−N(un)‖+∆t‖τn‖ ≤ ‖en‖+∆t‖τn‖ (3.1.7)
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This technique can be applied recursively to relate the global error at the final time T = N∆t to the
error in the initial data augmented by the cumulated contributions of the local truncation errors
‖eN‖ ≤ ‖e0‖+∆t
N−1
∑
n=1
‖τn‖ (3.1.8)
The sum over local contributions can be bounded by the largest addend so as to obtain [157]:
‖eN‖ ≤ ‖e0‖+T max
1≤n≤N−1
‖τn‖, T = N∆t (3.1.9)
The error in the initial data is required to vanish as h→ 0 to guarantee that the correct initial value
problem is solved. Provided the numerical scheme is consistent, that is, each truncation error ‖τn‖
vanishes as the time step size and the mesh width tend to zero, this yields convergence ‖eN‖→ 0.
Alternative approaches to stability analysis for linear methods exist, such as the von Neumann
stability analysis, which can be found in the literature, for instance in [128, 157].
3.1.2. Boundedness
In addition to the presented properties – consistency, stability and convergence – an essential
feature of a numerical scheme is related to the boundedness of the approximate solution. As a
motivation, consider the oscillatory solution profile depicted in Figure 1.2 in Chapter 1. In order
to prevent the formation of spurious undershoots and overshoots in the vicinity of steep gradients
it makes sense to ensure that some natural properties of the exact solution are inherited by the
numerical approximation. A useful property of the entropy-satisfying weak solution to a scalar
conservation law is that two sets of initial data with u0(x)≥ v0(x) everywhere in the domain, lead
to entropy solutions u(x, t)≥ v(x, t) for all x and all later times t > 0 [154].
Monotone methods
Numerical methods mimicking this property are termed monotone schemes, if uni ≥ vni for all
nodes i necessarily implies that un+1i ≥ vn+1i everywhere. For linear methods expressed by the
explicit formula (3.1.2), monotone schemes can be equivalently characterized as follows [154]:
∂un+1i
∂unj
=
∂N(unh; i)
∂unj
≥ 0, ∀ i, j (3.1.10)
This inequality means that function N is monotonically non-decreasing in any argument [128] so
that the new solution un+1i at all nodes i cannot decrease, whenever the value of any u
n
j from the
previous time step is increased [154]. As a direct consequence, global maxima (minima) cannot
increase (decrease) from one time step to the other, and hence, the maximal (minimal) values of
the initial condition may serve as upper (lower) bounds for all times [251]:
max
j
un+1j ≤ maxj u
n
j ≤ . . . ≤ maxj u
0
j
min
j
un+1j ≥ minj u
n
j ≥ . . . ≥ minj u
0
j
(3.1.11)
Consequently, no creation of spurious oscillations takes place since the numerical scheme does
not generate new extrema. In other words, minima tend to increase whereas maxima are likely to
decrease as time evolves. This leads to some clipping of extrema which is a common drawback of
monotone numerical schemes [251]. From the above inequalities one can also conclude that the
solution at any point i is bounded for all times by the initial data, i.e. min j u0j ≤ uni ≤ max j u0j .
This property is especially useful for the computation of numerical approximations to physical
quantities such as the mass density ρ which must remain strictly positive.
20 Numerical methods for scalar conservation laws
Remark. If a general monotone scheme is also consistent with the conservation law, then it is
possible to prove convergence to an entropy solution provided the initial data is bounded and the
numerical flux function is sufficiently smooth [92, 93]. A comprehensive proof which covers all
technical details is given in the textbook by Kröner [128]. It is applicable to linear and nonlin-
ear discretizations alike, and moreover, it allows for explicit and implicit time-stepping schemes.
The topic of convergence analysis was also addressed by Sanders in [229] who investigated the
convergence behavior of monotone finite difference schemes on non-uniform grids.
In his well-known theorem, Godunov [83] proved that linear schemes which satisfy the mono-
tonicity property can be at most first-order accurate. In other words, there are no monotone, linear
schemes of second- or higher-order accuracy [251]. For practical applications, first-order approx-
imations are insufficient to produce accurate results. Hence, other classes of numerical methods
are required which exhibit the non-oscillatory behavior of monotone schemes and, at the same
time, provide the accuracy of high order methods. The key idea is to sacrifice the linearity of the
numerical scheme in favor of the monotone property so as to circumvent Godunov’s first-order
barrier. Ideally, this will prevent the formation of spurious oscillations since monotonicity does
not allow for the creation of new extrema; cf. upper/lower bounds(3.1.11).
Total variation diminishing methods
The general definition of monotone schemes does not provide a suitable criterion that can be
checked in practice. Moreover, the monotonicity property is very restrictive so that weaker con-
straints are preferable to control the boundedness of the solution. A handy criterion is based on
the total variation (TV) of a scalar quantity u which is defined as follows [251]
TV(u) = lim
δ→0
sup
1
δ
Z ∞
−∞
|u(x+δ)−u(x)|dx (3.1.12)
If the function u= u(x) is differentiable, then its total variation is equivalently given by [251]
TV(u) =
Z ∞
−∞
∣∣∣∣∂u(x)∂x
∣∣∣∣ dx (3.1.13)
Strictly speaking, the above definition can still be applied to non-differentiable functions if we
consider ∂u/∂x to be the distribution derivative. For time-dependent functions u = u(x, t), defini-
tions (3.1.12) and (3.1.13) can be generalized accordingly [154]. As we are about to see, it suffices
to consider the total variation at a fixed time tn so as to control the growth of solution values. The
discrete analogon of definition (3.1.13) for a valid grid function unh reads as follows [251]
TV(unh) =
∞
∑
i=−∞
|uni+1−uni | (3.1.14)
The initial data is assumed to have compact support. Due to the finite propagation speed inherent
to hyperbolic problems, this property carries over to the solution values at all time levels tn. There-
fore, the total variation TV(unh) is bounded and does not tend to infinity. Laney [148] observed
that the total variation (3.1.14) equals the sum of extrema; maxima counted positively and minima
counted negatively. Each extremum is counted twice except for the two infinite boundary values
un−∞ and un∞, which are supposed to vanish due to the compact support assumption.
Consider an initial value problem for a scalar conservation law in divergence form (3.1.1),
where the total variation of the initial data is assumed to be finite. A fundamental theorem states
that maxima do not increase, minima do not decrease and no new extrema are created [251]. In
other words, the exact solution satisfies the total variation diminishing (TVD) property [92, 150]
TV(u(x, t2))≤ TV(u(x, t1)), ∀ t2 ≥ t1 ∈ [0,T ] (3.1.15)
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In his original paper on high resolution schemes [92], Harten suggested the name total variation
non-increasing (TVNI) which describes the underlying principle more precisely but subsequent
articles [93] adopted the less cumbersome term total variation diminishing (TVD).
Definition 3.1.1 (TVD schemes [157]). A two-level numerical method is said to be total variation
diminishing if for any given data unh the computed solution u
n+1
h satisfies the following inequality
TV(un+1h )≤ TV(unh) (3.1.16)
For TVDmethods, the above definition can be applied recursively to relate the total variation of
the current solution to that of the initial data TV(un+1h )≤TV(u0h)which is bounded by assumption.
Let the initial profile u0h be monotone, that is, it is globally non-increasing or non-decreasing
u0i ≥ u0i+1 or u0i ≤ u0i+1, ∀ i (3.1.17)
If the numerical method features the total variation diminishing property, then the approximate
solution will remain monotone in all future time steps, that is, monotonicity is preserved [128].
Definition 3.1.2 (Monotonicity-preserving schemes [157]). A two-level numerical method is termed
monotonicity-preserving (MP) if the following implication holds for all nodes i:
uni ≤ uni+1, ∀ i ⇒ un+1i ≤ un+1i+1 , ∀ i (3.1.18)
Harten [92] demonstrated that the following hierarchy among the different classes of numerical
methods holds for a general nonlinear scalar conservation law of the form (3.1.1):
monotone ⊆ total variation
diminishing
⊆ monotonicity
-preserving
(3.1.19)
Definition (3.1.10) of monotone schemes suffices to control the boundedness of the solution but it
is impractical for the design of numerical methods. Hence, the aim is to base the construction of
non-oscillatory discretization techniques on less restrictive constraints such as the total variation
diminishing property or the MP principle which can be easily verified in practice.
One can show [251] that all three classes coincide for linear schemes (3.1.2) applied to the di-
vergence form (3.1.1) with linear flux function f (u) = au and constant velocity a. Hence, all such
schemes are doomed to be first-order accurate at most according to Godunov’s theorem [83]. In
contrast, for nonlinear numerical methods, monotone schemes form a real subclass of total vari-
ation diminishing schemes which are contained in the even more general class of monotonicity-
preserving approximations. As we are about to see in Section 3.1.3, the total variation diminishing
(TVD) property can be turned into a handy criterion for the design of non-oscillatory numerical
methods. Imposing upper bounds on the total variation is also useful to study the stability of
nonlinear numerical methods. It is very difficult or even impossible to prove convergence for non-
linear schemes applicable to general systems of equations. On the other hand, the TVD property
is a useful tool to prove convergence in the context of scalar conservation laws [157].
Consider an explicit method of the form (3.1.2) and adopt a special mapping operator
un+1i = u
n
i −
∆t
h
[
f ni+1/2− f ni−1/2
]
(3.1.20)
where f ni−1/2 represents an approximation to the time-averaged flux at point xi−1/2 [157]
f ni−1/2 ≈
1
∆t
Z tn+1
tn
f (u(xi−1/2, t))dt (3.1.21)
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In general, the above quantity depends on the solution values in the vicinity of point xi−1/2, i.e.
f ni−1/2 = F(u
n
i−kL , . . . ,u
n
i+kR), whereby kL and kR denote two non-negative integers and the numer-
ical flux function F is supposed to satisfy the consistency condition f (u¯) = F(u¯, . . . , u¯) for any
constant profile u¯ [251]. For hyperbolic problems, information travels at finite speed, and hence,
it is reasonable to evaluate f ni−1/2 based on the data u
n
i−1 and u
n
i , that is, f
n
i−1/2 = F(u
n
i−1,u
n
i ). Then
the explicit update formula (3.1.20) yields a numerical method with a three-point stencil [157]
un+1i = u
n
i −
∆t
h
[
F(uni ,u
n
i+1)−F(uni−1,uni )
]
(3.1.22)
Such schemes are termed conservative since they mimic the behavior of the integral form. A
fundamental theorem states that a consistent and conservative numerical method which features
a Lipschitz continuous flux function is convergent in some special norm if it satisfies the total
variation diminishing property given in Definition 3.1.1. A comprehensive proof can be found in
the textbook by LeVeque [157], whereby the TVD property is slightly relaxed. In particular, it
suffices to require that the total variation of the numerical solution be uniformly bounded.
Definition 3.1.3 (Total variation bounded [157]). A numerical scheme is total variation bounded
(TVB) if for any initial data u0h which satisfies TV(u
0
h)< ∞ and for any final time T there exists a
constant R> 0 and a value ∆t0 > 0 such that the total variation is uniformly bounded, that is,
TV(unh)≤ R, ∀n, ∆t with ∆t < ∆t0, n∆t ≤ T (3.1.23)
A TVD scheme certainly is TVB and the constant R equals the total variation of the initial data.
The above criteria guarantee that a sequence of approximations u(∆t)h converges to some fixed
‘state’ as the mesh width h and the time step size ∆t are refined. However, it is questionable if this
function is a weak solution to the original conservation laws. This question is typically answered
by considering the famous Lax-Wendroff theorem which reads as follows:
Theorem 3.1.1 (Lax and Wendroff [151]). If a consistent and conservative method converges to
some function u(x, t) as h and ∆t go to zero, then u(x, t) is a weak solution of the conservation law.
Note that the above theorem does not provide a criterion to ensure convergence. It only states
that if a consistent and conservative method converges then the converged quantity actually is a
weak solution of the conservation law. Therefore, an additional criterion such as the TVD property
or the boundedness of the total variation is necessary to guarantee convergence at all.
Let us conclude what we have said so far. Consistency and stability of a linear numerical
method are sufficient to prove convergence. In addition, the approximate solution should satisfy
some physical constraints, e.g., the mass density must remain positive for all times. This can be
achieved by using monotone schemes for which the numerical solution is bounded by the maxi-
mum and minimum values of the initial data. Moreover, new extrema are not created so that the
final solution is free of non-physical undershoots and overshoots. As an alternative, the increase
of total variation can be bounded in order to prevent the formation of non-physical oscillations
and ensure that monotonicity is preserved. Unfortunately, for linear approximations there is no
difference between monotonicity-preserving, total variation diminishing and monotone methods
so that Godunov’s first-order barrier applies to all such schemes. On the other hand, there is a real
hierarchy for nonlinear approximations, with monotonicity-preserving schemes being the most
general class and monotone methods constituting the most specialized subclass. In particular, the
total variation diminishing property lends itself to the design of non-oscillatory numerical methods
since it can be verified in practice. For consistent and conservative methods, the TVB and TVD
criteria can be used to prove convergence to weak solutions of scalar conservation laws.
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3.1.3. Design criteria for numerical methods
This section is devoted to the design of non-oscillatory numerical methods applicable to scalar
problems in multidimensions. Semi-discrete schemes are considered in the first part, and the
local extremum diminishing property is investigated which can be used to prevent the formation of
spurious oscillations. The second part mainly deals with some properties of non-negative matrices
as well as M-matrices, which can be used to ensure that solution values do not change their sign.
Local extremum diminishing methods
The total variation diminishing (TVD) property presented in the previous section provides a valu-
able tool for the design of numerical methods since the total variation of the initial data represents
an upper bound on TV (uh) for all times. In particular, TVD schemes do not tend to create spurious
oscillations since the monotonicity of the initial profile is preserved, and hence, no new extrema
are generated. The true solution of a scalar conservation law is still total variation diminishing
in multidimensions, whereby the definition of the total variation (3.1.12) needs to be extended
accordingly [157]. On the other hand, Goodman and LeVeque [84] demonstrated that any TVD
method in two space dimensions is in general at most first-order accurate except for some spe-
cial cases. Hence, a genuinely multidimensional generalization of the total variation diminishing
condition is required for the design of non-oscillatory schemes in multidimensions.
Let the nodal value of the scalar solution uh satisfy the following ordinary differential equation
dui
dt
=∑
j
ci ju j (3.1.24)
where the coefficients ci j account for the spatial approximation. Suppose that they have zero row
sums so that the diagonal coefficient can be expressed in terms of off-diagonal ones
∑
j
ci j = 0 ⇒ cii =−∑
j 6=i
ci j (3.1.25)
whereby the notation ‘ j 6= i’ implies that summation is performed over j= 1, . . . ,M skipping index
i. It was shown by Jameson that the birth and growth of non-physical undershoots and overshoots
can be prevented by enforcing that all off-diagonal coefficients are non-negative [113–115].
Theorem 3.1.2 (Local extremum diminishing scheme [114]). A semi-discrete scheme of the form
mi
dui
dt
=∑
j 6=i
ci j(u j−ui) (3.1.26)
with mi > 0 is stable in the L∞−norm if all off-diagonal coefficients ci j are non-negative, i.e.
ci j ≥ 0, ∀ j 6= i (3.1.27)
Proof. Let the solution attain its global maximum at some node, say i, so that ui =max j u j. As a
consequence, the solution differences satisfy u j− ui ≤ 0 for all indices j. Owing to the fact that
all coefficients ci j ≥ 0 by hypothesis, the right-hand side of the above equation does not exceed
zero. Therefore, condition duidt ≤ 0 implies that maxima do not increase. Conversely, the global
minimum ui =min j u j does not decrease since u j−ui ≥ 0 for all nodes j, and hence, duidt ≥ 0.
In conclusion, the above condition guarantees that a numerical method which can be repre-
sented by formula (3.1.26) is stable in the L∞-norm provided that all off-diagonal coefficients are
non-negative. As a rule, coefficient matrices resulting from finite element/finite volume discretiza-
tions are sparse so that ci j = 0 unless i and j are adjacent nodes. Arguing as above, one can prove
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that local maxima cannot increase, and similarly local minima cannot decrease. Schemes which
exhibit this property are called local extremum diminishing. The LED criterion has been applied
by various authors to construct oscillation-free spatial discretizations on (un-)structured meshes
[39, 116, 268]. Moreover, the positivity of physical quantities such as concentrations or densities
is preserved since the global minimum of the initial data serves as a lower bound for the solution.
Three-point finite difference methods in one space dimension which are local extremum di-
minishing necessarily satisfy Harten’s total variation diminishing property [92]. To illustrate this
fact, consider definition (3.1.14) of the total variation for a discrete grid function uh. If homo-
geneous Dirichlet boundary conditions are prescribed at both endpoints, the total variation of the
piecewise linear approximate solution can be expressed as sums of local extrema [114, 148]
TV(uh) =
∞
∑
i=−∞
|ui+1−ui|= 2
(
∑maxuh−∑minuh
)
(3.1.28)
Since local extremum diminishing schemes do not lead to an enhancement of maxima and min-
ima as time evolves the total variation of the solution cannot increase. The equivalence of one-
dimensional LED and TVD schemes was also proven by Tadmor [246]. Linear total variation
diminishing schemes coincide with monotone methods, and hence, they can be first-order accu-
rate at most [83]. This order barrier also applies to linear discretizations which satisfy the LED
constraint. Thus, the non-negative coefficients in the local extremum diminishing scheme (3.1.26)
have to depend on the unknown solution in order obtain a high-resolution method.
In light of the above, Jameson’s LED criterion represents a multidimensional generalization of
Harten’s TVD constraint (3.1.23) which can be used for the design of non-oscillatory discretiza-
tions. It suffices to ensure that all off-diagonal coefficients ci j have positive sign which can be
accomplished for arbitrary discretizations on unstructured meshes in multidimensions.
Positivity-preserving methods
So far, only design criteria for spatial approximations have been investigated, intentionally ne-
glecting the discretization in time. Consider a general algebraic system of the form
Au= Bv where A, B ∈ Rn×n and u, v ∈ Rn (3.1.29)
One may think of u = un+1h and v = u
n
h as the solution vectors at two consecutive time levels,
while A and B are the discrete matrix operators representing the spatial discretization and the
time-stepping scheme. The task is to find sufficient criteria to verify that some property of the old
solution, i.e. non-negativity, carries over to the new one. Kuzmin and Turek [144] proved that this
is the case if all entries of matrix B are non-negative and the operator A is a so-called M-matrix.
Definition 3.1.4 (M-matrix [257]). A square matrix A= {ai j} with ai j ∈ R is called an M-matrix
if it is non-singular, its off-diagonal coefficients satisfy ai j ≤ 0 for all j 6= i and A−1 ≥ 0.
The existence of the non-negative inverse matrix A−1 ≥ 0 lead Kuzmin and Turek [144] to the
introduction of the following positivity criterion for general two-level time-stepping schemes:
Theorem 3.1.3 (Positivity-preserving (PP) scheme [144]). A fully discrete numerical scheme is
positivity-preserving if it can be written as an algebraic system of the form
Aun+1h = Bu
n
h (3.1.30)
where A= {ai j} is an M-matrix and B= {bi j} has no negative entries.
Proof. unh ≥ 0 ⇒ un+1h = A−1Bunh ≥ 0; cf. Positivity Theorem 2 by Kuzmin and Turek [144].
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In short, the positivity-preserving property can be directly verified for any one-step method
of the form (3.1.30) by checking the M-matrix property of A and ensuring that matrix B is non-
negative. Of course, this may not be the case for arbitrary time-stepping techniques but for the
standard θ-scheme it can be achieved by adjusting the employed time step size [144].
Criteria for admissible time steps
Let the semi-discrete problem (3.1.26) be discretized in time by the two-level θ−scheme
mi
un+1i −uni
∆t
= θ∑
j 6=i
cn+1i j (u
n+1
j −un+1i )+(1−θ)∑
j 6=i
cni j(u
n
j −uni ) (3.1.31)
where superscripts refer to the old and new time levels tn and tn+1 = tn+∆t and ∆t = tn+1− tn
denotes the time step size. The explicit forward Euler method (θ = 0), the semi-implicit Crank-
Nicolson schemes (θ= 12 ) and the fully implicit backward Euler time-stepping (θ= 1) is recovered
by varying the implicitness parameter θ between zero and unity. The above equation can be written
in matrix notation which yields an algebraic system of the form (3.1.29) with coefficients
ai j =
{ −θ∆tcn+1i j if j 6= i
mi−θ∆tcn+1ii otherwise
bi j =
{
(1−θ)∆tcni j if j 6= i
mi+(1−θ)∆tcnii otherwise
(3.1.32)
Suppose that the semi-discrete counterpart of equation (3.1.31) satisfies the LED criterion [114]
(cf. Theorem 3.1.2), that is, all off-diagonal coefficients ci j are non-negative so that the corre-
sponding entries of both matrices A and B have the correct sign. The constraint bii ≥ 0 for the
diagonal entries of B yields a computable upper bound for admissible time steps [144]:
min
i
{mi+(1−θ)∆tcnii} ≥ 0, 0≤ θ< 1 (3.1.33)
Matrix B is unconditionally non-negative for θ = 1 and/or if all diagonal entries cn+1ii are non-
negative. Otherwise, the above time step criterion yields the following upper bound [141]
∆tBmax ≤
−mi
(1−θ)cn+1ii
, cn+1ii < 0, 0≤ θ< 1 (3.1.34)
It remains to verify that A is an M-matrix, that is, it is non-singular and exhibits a non-negative
inverse. Definition 3.1.4 does not provide useful criteria that can be easily checked in practice,
and therefore, equivalent characterizations of M-matrices are mandatory. A common approach is
to impose the following sign conditions on the matrix coefficients (cf. Hackbusch [87], p. 49)
aii > 0, ai j ≤ 0, ∀ i, ∀ j 6= i (3.1.35)
and require that A be strictly diagonally dominant, that is
|aii|>∑
j 6=i
|ai j|, ∀i (3.1.36)
Then it is possible to prove that A is an M-matrix, and hence, it is invertible, whereby all entries
of its inverse are non-negative (see Theorem 4.3.10 in Hackbusch [87], p. 53).
All off-diagonal coefficients of matrix A as defined in (3.1.32) are non-negative, since cn+1i j ≥ 0
is required by the LED constraint 3.1.2. In the case of explicit time-stepping schemes (θ = 0)
and/or if the coefficient matrixCn+1 = {cn+1i j } features the zero row-sum property (3.1.25)
aii = mi > 0 or aii = mi+θ∆t∑
j 6=i
cn+1i j > 0, ∀ i (3.1.37)
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the sign condition (3.1.35) is unconditionally satisfied. Otherwise, the largest admissible time step
is bounded from above if some diagonal coefficients cn+1ii are strictly positive:
∆tAmax <
mi
θcn+1ii
, cn+1ii > 0, 0< θ≤ 1 (3.1.38)
No restriction on the time step is required if the diagonal of matrixCn+1 has only negative entries.
Condition (3.1.36) can be weakened by requiring that A be diagonally dominant, that is
|aii| ≥∑
j 6=i
|ai j|, ∀i (3.1.39)
Then the sign condition (3.1.35) suffices to guarantee the M-matrix property of A provided that the
strict inequality in expression (3.1.39) holds for at least one row index i, and moreover, matrix A
must be irreducible (see Theorem 4.3.10 in Hackbusch [87], p. 53). In particular, its inverse is not
only non-negative but one can even show that A−1 > 0 (see Theorem 4.3.11 in Hackbusch [87]).
The reducibility of A ∈ Rn×n states that there exists a permutation matrix P ∈ Rn×n such that
PAPT =
[
A11 A12
0 A22
]
(3.1.40)
where A11 and A22 are submatrices with dimensions r× r, 1≤ r < n and (n− r)× (n− r), respec-
tively. If no such permutation exists, then A is irreducible [257]. A more practical definition (see
Definition 4.3.2 in Hackbusch [87], p. 49) states that A= {ai j} is irreducible if each two indices i
and j from the set {1,2, . . . ,n} are connected, that is, there exists a ‘chain’ of direct links
i= α0,α1, . . . ,αK = j such that aαk−1αk 6= 0, 1≤ k ≤ K (3.1.41)
Loosely speaking, the sparsity graph of matrix A is strongly connected [257] so that it is impossible
to single out submatrices which can be treated independently from the rest of the matrix A.
Remark. Some matrix manipulations to be perform in the course of discrete upwinding (see Sec-
tion 3.2.4) can lead to zero rows in the discrete transport operator [131] so that the irreducibility
property and/or the (strict) diagonal dominance may be lost. It is therefore essential to apply the
positive contributions of the lumped mass matrix to the diagonal coefficients of the system matrix
which can be accomplished by resorting to pseudo time-stepping.
Practical aspects of M-matrices
It is worthwhile to address some properties of M-matrices which may be useful for the implemen-
tation of iterative solution strategies for nonlinear (systems of) equations. Consider, say, the mth
outer iteration for a generic variable x which gives rise to the following system of equations:
Ax(m) = r (3.1.42)
Here, A may be evaluated from the last iterate x(m−1) and r contains all terms that do not depend
explicitly on x(m). Patankar [200] proposed an implicit under-relaxation strategy of the form
A˜x(m) = r˜ (3.1.43)
which should increase the diagonal dominance of matrix A˜ and simplify the solution process. In
essence, the main diagonal entries of A are scaled by some parameter 0 < β < 1 whereas each
entry of the modified vector r˜ exhibits some explicit contribution from the diagonal part
a˜ii =
aii
β
, r˜i = ri+
1−β
β
aiix
(m−1)
i (3.1.44)
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Once the outer iteration scheme (3.1.43) has converged, the terms involving parameter β cancel
out so that the solution to the original problem (3.1.42) is recovered. The modifications applied to
the diagonal coefficients of A can be equivalently stated as follows
A˜= A+D, D=
1−β
β
diagA (3.1.45)
where the diagonal matrix D is non-negative provided that all diagonal coefficients of matrix A
exhibit this property. Suppose that A is an M-matrix so that matrix A˜= A+D satisfies
a˜i j ≤ 0, ∀i, ∀ j 6= i and a˜i j ≥ ai j, ∀ i, ∀ j (3.1.46)
One can show that A˜ also features the M-matrix property 3.1.4, and moreover, A−1 ≥ A˜−1 ≥ 0 (see
Theorem 2.5.4 in Horn and Johnson [106], p. 117). In short, an implicit under-relaxation strategy
can be employed to enhance the diagonal dominance of the system matrix. For an M-matrix A the
modified operator A˜= A+D inherits this amenable property so that its inverse is non-negative.
Summary
Let us briefly recall the main ideas presented in this section. The local extremum diminishing
property extends the concept of total variation diminishing schemes to multidimensions. It does
not rely on geometric conditions, and therefore, it can be applied to arbitrary discretizations on
unstructured meshes. For semi-discrete schemes of the general form (3.1.26), the formation of
non-physical undershoots and overshoots can be prevented by controlling the sign of off-diagonal
coefficients. Such local extremum diminishing schemes remain positivity-preserving after the
discretization in time if they can be represented as algebraic system of the form Aun+1h = Bu
n
h,
where A is an M-matrix and B has only non-negative entries. For the two-level θ-scheme this can
be achieved by adjusting the time step size. On the one hand, matrix B is unconditionally non-
negative for implicit schemes or if all diagonal entries of the operator Cn are non-negative. If this
is not the case, then the largest admissible time step is subject to the upper bound (3.1.34). On the
other hand, the M-matrix property of A is unconditionally satisfied for fully explicit time-stepping
schemes and/or if the coefficient matrixCn+1 has zero row sums. In the presence of non-vanishing
row sums with positive diagonal coefficients cn+1ii > 0 the time step should satisfy estimate (3.1.38)
to guarantee that A is an M-matrix. In the worst case, the largest admissible time step is given
by ∆tmax = min{∆tAmax,∆tBmax} so as to fulfill the requirements of the positivity constraint 3.1.3.
Furthermore, the use of an implicit under-relaxation strategy can be justified theoretically if the
iteration matrix features the M-matrix property which carries over to the relaxed operator.
3.2. High-resolution finite element schemes
The development of reliable discretization techniques for convection dominated flows is a chal-
lenging task. A variety of stabilization techniques have been presented in the literature so as to
combat the formation of non-physical oscillations which would be generated otherwise. The ad-
vent of nonlinear high-resolution schemes traces its origins to the flux-corrected transport (FCT)
methodology introduced in the early 1970s by Boris and Book [39]. The fully multidimensional
generalization proposed by Zalesak [268] has formed a very general framework for the design
of FCT algorithms by representing them as a blend of linear high- and low-order approximations.
Unlike other flux/slope limiting techniques, which are typically based on geometric design criteria,
flux correction of FCT type is readily applicable to finite element discretizations on unstructured
meshes [165, 167]. A retrospective and a comprehensive summary of the state of the art can be
found in the literature [138]. Moreover, the forthcoming monograph by Kuzmin [132] will cover
many aspects of flux correction schemes including a presentation of recent research activities.
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In addition, total variation diminishing (TVD) schemes were introduced in the realm of finite
differences [92, 93] and extended to finite volume/finite element schemes [9, 172, 174, 231, 232].
The current trend in the unstructured grid community is to use finite volume upwinding [74], resid-
ual distribution/fluctuation splitting [47, 61] or discontinuous Galerkin methods [52, 54]. The de-
sign philosophy behind modern front-capturing methods involves a set of physical or mathematical
constraints to be imposed on the discrete solution so as to prevent the formation of spurious un-
dershoots and overshoots in the vicinity of steep gradients. To this end, the following algorithmic
components are to be specified and integrated into the flow solver [139, 269]:
• A high-order approximation which may fail to possess the desired properties;
• A low-order approximation which does enjoy these properties but is less accurate;
• A way to decompose the difference between the above into a sum of skew-symmetric inter-
nodal fluxes which can be manipulated without violating mass conservation;
• A cost-effective mechanism for adjusting these antidiffusive fluxes in an adaptive fashion so
that the imposed constraints are satisfied for a given solution.
In the context of the algebraic flux correction (AFC) paradigm devised by Kuzmin and Turek [144]
the above issues are treated by imposing mathematical constraints on discrete operators to achieve
certain favorable matrix properties. Remarkably, all necessary information is provided by the
matrix itself, so that high-resolution schemes can be constructed as ‘black-box’ tools applicable
to arbitrary discretizations. The remainder of this section which is mainly based on the research
articles by Kuzmin and Turek [144] and Kuzmin et al. [141] is concerned with the first three
items, namely the construction of semi-discrete high- and low-order finite element schemes and
the derivation of a conservative flux decomposition. The topic of algebraic flux correction is
postponed to Sections 3.3 and 3.4 which present node-based flux limiters of TVD and FCT type.
3.2.1. Finite element discretization
As an introductory model problem, consider the time-dependent continuity equation
∂u
∂t
+∇ · (vu) = 0 in RND×R+0 (3.2.1)
which represents a mass conservation law for a scalar quantity u. The non-uniform velocity field
v= v(x, t) is assumed to be known analytically or computed numerically from a momentum equa-
tion solved in a parallel way. For the time being, neglect boundary conditions and let the initial
data be given by u(x,0) = u0(x). The variational formulation is obtained by multiplying the strong
form (3.2.1) by the weighting function w ∈W := {w ∈H1(Ω)} and integrating over the domainZ
Ω
w
[
∂u
∂t
+∇ · (vu)
]
dx= 0 (3.2.2)
The weighting functions which do not depend on time are considered in the Sobolev spaceH1(Ω),
that is, the set of square integrable functions for which all first derivatives are also square inte-
grable. The solution of the weak form (3.2.2) is sought in the space of trial functions [64]
St := {u : u(·, t) ∈H1(Ω), t ∈ [0,T ]} (3.2.3)
which varies as a function of time. This separation of the spatial approximation from the dis-
cretization in time is particularly useful for the treatment of time-dependent problems.
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The spaces W and St are spanned by infinitely many functions, and thus, they are inappro-
priate for the numerical treatment. In the Galerkin formulation, the space of test functions W is
approximated by the finite dimensional subspaceWh := span{ϕ1, . . . ,ϕM}, where ϕi denotes the
shape function associated with node i. A second finite dimensional subspace Sth ⊂ St is used to
approximate the space of trial functions [64]. The basic ideas of the finite element method as well
as some properties of interpolation functions are addressed in Appendix A. A more comprehensive
presentation of finite elements applied to flow problems is given by Donea and Huerta [64].
A common practice in finite element methods for conservation laws is to interpolate the con-
vective fluxes in the same way as the numerical solution, as proposed by Fletcher [78]:
uh(x, t) =
M
∑
j=1
u j(t)ϕ j(x), (vu)h =
M
∑
j=1
(v ju j(t))ϕ j(x) (3.2.4)
Substitution of the above relations into (3.2.2) yields the following semi-discrete problem
M
∑
j=1
[Z
Ω
ϕiϕ j dx
]
du j
dt
+
M
∑
j=1
[Z
Ω
ϕiv j ·∇ϕ j dx
]
u j = 0 (3.2.5)
This gives a system of ordinary differential equations for the nodal values of the approximate
solution which can be compactly written in matrix form as follows [144]:
MC
du
dt
= Ku (3.2.6)
Here, MC = {mi j} denotes the consistent mass matrix and K = {ki j} is the discrete transport
operator. The corresponding matrix entries are given by the following relations
mi j =
Z
Ω
ϕiϕ j dx, ki j =−v j · ci j, ci j =
Z
Ω
ϕi∇ϕ j dx (3.2.7)
The coefficients mi j and ci j remain unchanged as long as the mesh is fixed, and hence, they can be
computed once at the beginning of the simulation and each time the grid has been modified. As
a result, all entries ki j may be computed from formula (3.2.7) so that matrix K can be efficiently
assembled without resorting to costly numerical integration. The operator C= {ci j} corresponds
to the discretized space derivatives, and it has zero row sums, i.e. ∑ j ci j = 0, as long as the sum of
basis functions ϕ j equals one at every point (see properties (A.7) and (A.8) in Appendix A).
The reader who is interested only in the continuity equation (3.2.1) may directly proceed to
Section 3.2.4 which presents an algebraic strategy [144] to render the semi-discrete high-order
scheme (3.2.6) local extremum diminishing. The remainder of this section deals with the treatment
of boundary conditions in the framework of variational methods. Moreover, standard techniques to
approximate general flux functions are presented. A conservative flux decomposition is reviewed,
which is applicable to general finite element discretizations on arbitrary meshes [141].
3.2.2. Treatment of boundary conditions
The time-dependent continuity equation (3.2.1) considered in the previous paragraph is a special
case (f(u) = vu) of the following conservation law for a scalar quantity u
∂u
∂t
+∇ · f(u) = 0 in RND×R+0 (3.2.8)
where f(u) :R→R denotes a general flux function. Again, the variational formulation is obtained
by integrating the weighted residual over the domain Ω and setting the result equal to zeroZ
Ω
w
[
∂u
∂t
+∇ · f(u)
]
dx= 0 (3.2.9)
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Example 3.2.1. For scalar conservation laws of the form (3.2.8), one frequently makes use of
so-called flux boundary conditions which are only prescribed at the ‘inlet’ of the boundary [64]:
f(u) ·n= b on Γin (3.2.10)
For the pure convection equation, i.e. f(u)= vu, the inflow part is given by Γin = {x∈Γ : v ·n< 0}.
The rest of the boundary Γ=Γin∪Γout is referred to as ‘outlet’ Γout = {x∈Γ : v ·n≥ 0}, where no
boundary conditions are specified. It is common practice to perform integration by parts applied
to the divergence of the flux function in the weak formulation (3.2.9), that isZ
Ω
w
∂u
∂t
dx−
Z
Ω
∇w · f(u)dx+
Z
Γ
w f(u) ·nds= 0 (3.2.11)
Flux boundary conditions can be included by replacing the boundary integral by
R
Γin wbds.
Example 3.2.2. As a simple example for a linear model problem, consider the flux function
f(u) = vu−d∇u (3.2.12)
where v= v(x, t) denotes the velocity field introduced above. For a non-vanishing diffusion coef-
ficient d > 0, expression (3.2.8) yields the time-dependent convection-diffusion equation which is
of parabolic type (see Section 2.1.3). Hence, the boundary Γ = ΓD∪ΓN consists of a portion ΓN
on which the diffusive flux is prescribed and a complementary part ΓD on which the value of the
solution is set directly. The first type of boundary conditions is known as Neumann (or natural)
conditions whereas subscript D refers to the Dirichlet (or essential) boundary conditions [64]:
u = uD on ΓD
d∇u ·n = b on ΓN
(3.2.13)
Here, n denotes the outward unit normal vector. Using the divergence theorem to perform integra-
tion by parts for the diffusive flux in the weak form, we obtain the integral relationZ
Ω
w
∂u
∂t
dx+
Z
Ω
w∇ · (vu)dx+
Z
Ω
∇w · (d∇u)dx−
Z
Γ
wd∇u ·nds= 0 (3.2.14)
so that Neumann boundary conditions can be included by replacing the last integral by
R
ΓN wbds.
A classical solution to the strong form (3.2.8) needs to be twice continuously differentiable,
that is, it must satisfy u ∈ C2(Ω)∩C0(Ω¯). This regularity condition is considerably relaxed in the
weak form (3.2.14) since integration by parts moves one differentiation to the weighting function
w ∈H1(Ω) so that u ∈H1(Ω) is sufficient [64]. Classical solutions of the strong form (3.2.8) will
also satisfy (3.2.14). In contrast, the integral equation does not account for Dirichlet boundary
conditions which need to be explicitly built into the space of trial functions Sth. Moreover, the
weighting functions are assumed to vanish at the boundary, that is, w ∈H10(Ω).
3.2.3. Approximation of the flux function
Let us briefly discuss several techniques to approximate the flux function f(u) present in the general
conservation law (3.2.8). The simplest choice is to adopt a constant flux for each element [64]
fh(x, t)' f(u¯h) (3.2.15)
where u¯h denotes an average of the solution values. Another option is to interpolate the approxi-
mate solution uh at the desired point (x, t) and use it to evaluate the flux as follows [64]
fh(x, t)' f
(
M
∑
j=1
u j(t)ϕ j(x)
)
(3.2.16)
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This approach is commonly employed in the one-step Lax-Wendroff method, whereby the flux is
evaluated at the Gauss points once the nodal solution values are available. As an alternative, the
flux can be interpolated in the same way as the numerical solution which is especially useful for
the numerical simulation of flow problems based on finite element approximations
fh(x, t)'
M
∑
j=1
f j(t)ϕ j(x) (3.2.17)
This option was promoted by Fletcher [78] who called it the group finite element formulation.
It provides several advantages over the two-step approach inherent to relation (3.2.16). First, it
simplifies the evaluation of the flux divergence since the spatial dependence of fh(x, t) is directly
built into the ansatz functions. Moreover it was found to provide an efficient treatment of nonlin-
ear convective terms and even lead to a small gain of accuracy for the two-dimensional Burgers
equation discretized by linear finite elements on a uniform grid [78]. The group formulation is
used throughout this work to approximate the flux function unless indicated otherwise.
Substitution of the group representation (3.2.17) into the weak form (3.2.9) yields an ordinary
differential equation for each nodal value of the approximate solution
M
∑
j=1
[Z
Ω
ϕiϕ j dx
]
du j
dt
+
M
∑
j=1
[Z
Ω
ϕi∇ϕ j dx
]
· f j = 0 (3.2.18)
It is commonly known that the Galerkin finite element method is globally conservative [90]. This
can be verified by summing the above equation over all nodes i ∈ {1, . . . ,M}. Taking into account
that the basis functions sum to unity (consistency property, see equation (A.7) in Appendix A),
this yields the integral form (3.2.9) of the conservation law which states that mass is conserved.
In the finite element discretization of divergence terms, there exists no natural decomposition
into a sum of numerical fluxes from one node into the other. Since most high-resolution schemes
operate with such fluxes, their extension to finite elements proved to be a difficult task. Peraire
et al. [204] demonstrated that a conservative flux decomposition is feasible for piecewise linear
finite elements on simplex meshes. A similar technique was proposed by Barth [21, 22] who
investigated the relationship between finite element and finite volume discretizations.
A viable flux decomposition techniques was developed by Kuzmin et al. [141] which is appli-
cable to general finite element approximations on arbitrary meshes. It makes use of the divergence
theorem to perform integration by parts in the semi-discrete formulation (3.2.18)
M
∑
j=1
[Z
Ω
ϕiϕ j dx
]
du j
dt
−
M
∑
j=1
[Z
Ω
∇ϕiϕ j dx−
Z
Γ
ϕiϕ j nds
]
· f j = 0 (3.2.19)
Of course, the same relation is obtained if the group representation of the fluxes (3.2.17) is used in
the weak formulation (3.2.11). The volume integral that results from the discretization of spatial
derivatives can be expressed by the auxiliary coefficient ci j introduced in (3.2.7) [139][Z
Ω
∇ϕiϕ j dx
]
· f j = c ji · f j, ci j =
Z
Ω
ϕi∇ϕ j dx (3.2.20)
Owing to the zero row sum property (cf. equation (A.8) in Appendix A) of the coefficient matrix
C= {ci j} it is possible to express each diagonal entry in terms of off-diagonal ones
M
∑
j=1
ci j = 0 ⇒ cii =−∑
j 6=i
ci j (3.2.21)
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Consequently, equation (3.2.19) can be cast into the following form [141]
M
∑
j=1
[
mi j
du j
dt
+ si j · f j
]
+
M
∑
j=1
gi j = 0 (3.2.22)
where the entries of the mass matrices for the volume and surface triangulation are given by
mi j =
Z
Ω
ϕiϕ j dx, si j =
Z
Γ
ϕiϕ j nds (3.2.23)
The interior part of the discretized divergence term is assembled from the Galerkin fluxes
gi j := ci j · fi− c ji · f j, g ji =−gi j (3.2.24)
which are associated with the edges of the sparsity pattern [141]. These skew-symmetric quantities
are responsible for the bilateral mass exchange between two neighboring nodes i and j, whereby
no mass is created or destroyed artificially in the interior of the domain. The total amount of the
scalar quantity u is conserved in the interior and it may only change due to the external feed si j · f j
which is equal to zero unless the basis functions for both nodes are non-vanishing at the boundary.
The above flux decomposition fills the gap between the specialized data structure proposed
by Peraire et al. [204] and arbitrary Galerkin discretizations. Indeed, upwinding techniques and
high-resolution finite element schemes based on slope limiters which were originally developed
for piecewise linear approximations on triangular meshes can be extended to more general grids
[163, 172, 174, 189]. In general, flux correction algorithms try to recover the high accuracy of the
underlying discretization (e.g., Galerkin/Taylor-Galerkin FEM) for smooth solutions, and resort to
a non-oscillatory low-order approximation in the vicinity of steep gradients. First-order accurate
upwind methods which satisfy the local extremum diminishing (LED) criterion (3.1.26) have been
available for finite difference and finite volume discretizations for a long time. On the other hand,
the construction of such least diffusive linear LED schemes in the framework of finite elements
has been a challenging task. A viable strategy for the derivation of upwind-biased finite element
methods is to adopt finite volumes for the approximation of convective terms [9, 11, 255], whereas
the used of standard streamline-diffusion techniques such as SUPG does not ensure monotonicity-
preservation. Kuzmin [133] and Kuzmin and Turek [144] proposed an algebraic approach for the
design of ‘monotone’ low-order methods which is presented in the next section.
3.2.4. Semi-discrete low-order scheme
Let the discretization in space be performed by a high-order finite element (Galerkin or Taylor-
Galerkin) method which yields a DAE system for the vector of time-dependent nodal values [144]
MC
du
dt
= Ku (3.2.25)
whereMC = {mi j} denotes the consistent mass matrix and K = {ki j} is the discrete transport oper-
ator. The latter may contain some streamline diffusion used to stabilize the convective contribution
and/or to achieve better phase accuracy in the framework of Taylor-Galerkin methods [65].
It is well known that even stabilized high-order methods may produce non-physical under-
shoots and overshoots in the vicinity of steep gradients. As a remedy, Jameson introduced the
concept of local extremum diminishing schemes (3.1.26) which impose mathematical constraints
on the sign of the off-diagonal coefficients to prevent the formation of spurious oscillations. For
linear finite element discretizations of the form (3.2.25), the LED property can be readily enforced
by means of discrete upwinding [133, 144]. The required matrix manipulations are as follows:
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• Replace the consistent mass matrixMC by its row-sum lumped counterpartML = diag{mi}.
• Render the operator K local extremum diminishing by adding an artificial diffusion operator
D= {di j} so as to eliminate all negative off-diagonal coefficients.
This straightforward ‘post-processing’ transforms (3.2.25) into its linear LED counterpart
ML
du
dt
= Lu, L= K+D (3.2.26)
As stated above the Galerkin FEM is globally conservative [90] and mass is neither created nor
destroyed if row-sum mass lumping is employed, i.e. mi :=∑ jmi j > 0. To ensure the conservation
property after the elimination of negative off-diagonal entries, Kuzmin and Turek [144] defined
the diffusion operator D as a symmetric matrix with zero row and column sums
M
∑
i=1
di j =
M
∑
j=1
di j = 0 (3.2.27)
As a result, the application of the discrete operator D to the vector of nodal values u yields
(Du)i = ∑
j=1
di ju j =∑
j 6=i
di j(u j−ui) (3.2.28)
Hence, the contribution of Du to node i can be decomposed into a sum of skew-symmetric inter-
nodal fluxes which are associated with the edges of the sparsity graph [144] (see also Appendix B)
(Du)i =∑
j 6=i
f di j, f
d
i j = di j(u j−ui) =− f dji (3.2.29)
In particular, there exists an edge between node i and node j if and only if their basis functions
have overlapping supports, that is, (ϕi,ϕ j) 6= 0, whereby (·, ·) denotes the standard inner product.
In fact, this representation is valid for all discrete diffusion operators [144], whereby the flux f di j
from node j into node i is proportional to the difference between the nodal values. Depending
on the sign of the coefficient di j, it is of diffusive or antidiffusive nature and leads to flattening
(di j > 0) and steepening (di j < 0) of solution profiles, respectively. In any case, the symmetry of
the matrix D implies that f dji =− f di j so that there is no loss or gain of mass.
In order to eliminate all negative off-diagonal coefficients from the high-order transport oper-
ator K, the optimal choice for the artificial diffusion coefficient di j for the edge ij reads [133, 144]
di j =max{−ki j,0,−k ji}= d ji (3.2.30)
Consequently, the low-order operator L = {li j} exhibits the LED property (3.1.26) since all off-
diagonal coefficients li j := ki j+di j and l ji := k ji+di j are non-negative by construction. Owing to
the zero row sum property of the diffusion operator D, the diagonal coefficients of L are given by
lii := kii−∑
j 6=i
di j (3.2.31)
Kuzmin and Turek [145] suggested the following orientation convention for the edge ij: Without
loss of generality, let~ij denote the oriented edge such that 0 ≤ li j ≤ l ji = k ji+di j, which implies
that node i is located ‘upwind’ and corresponds to the row number of the eliminated negative
coefficient. From now on, an (unoriented) edge between nodes i and j will be denoted by ij and
the notation~ij implies that the above orientation convention has been applied.
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The semi-discretized equation for the nodal solution value ui(t) reads as follows
mi
dui
dt
=∑
j 6=i
li j(u j−ui)+ui
M
∑
j=1
li j (3.2.32)
where mi = ∑ jmi j > 0 denotes the corresponding entry of the lumped mass matrix and all off-
diagonal coefficients li j are non-negative by construction. Owing to the zero row sum property
of the discrete diffusion operator D, the last term in the above relation is not affected by discrete
upwinding [145], i.e. ui∑ j li j = ui∑ j ki j. For the continuity equation (3.2.1), the last term in the
above expression represents a discrete counterpart of −u∇ ·v which vanishes for divergence-free
velocity fields and is responsible for a physical growth of local extrema otherwise [142, 145].
In a practical implementation, the transport operator can be initialized by L := K and assem-
bled edge-by-edge without constructing the global matrix D explicitly. Each pair of non-zero
off-diagonal coefficients li j and l ji is examined. If the smaller one is negative, it is set to zero and
three other entries are modified so as to restore row/column sums [142, 145]:
lii := lii−di j, li j := li j+di j
l ji := l ji+di j, l j j := l j j−di j
(3.2.33)
A general framework for the implementation of edge-based algorithms is presented in Appendix B
which also addresses some common storage techniques convenient for sparse matrices.
Example 3.2.3 (Kuzmin and Turek [144]). To illustrate the algebraic construction procedure of
the positivity-preserving low-order scheme, consider the one-dimensional convection equation
∂u
∂t
+ v
∂u
∂x
= 0 (3.2.34)
with constant velocity v> 0 and apply the lumped-mass Galerkin method for the discretization in
space. If a piecewise linear approximation is employed on a uniform mesh of width ∆x, the central
difference discretization of the convective term is recovered at interior nodes
dui
dt
= v
ui−1−ui+1
2∆x
(3.2.35)
The corresponding 2×2 element matrices are given by
MˆL =
∆x
2
[
1 0
0 1
]
, Kˆ =
v
2
[
1 −1
1 −1
]
(3.2.36)
The negative coefficient in the upper-right corner of Kˆ violates the LED criterion (3.1.26) and
should be eliminated in a conservative way. This can be done by applying the artificial diffusion
operator Dˆ which is designed to be a symmetric matrix with zero row and column sums
Dˆ=
v
2
[ −1 1
1 −1
]
⇒ Lˆ= Kˆ+ Dˆ= v
[
0 0
1 −1
]
(3.2.37)
After the global matrix assembly, this yields the standard upwind method
dui
dt
= v
ui−1−ui
∆x
(3.2.38)
which is the least diffusive linear scheme that is local extremum diminishing.
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Example 3.2.4. To illustrate the effect of discrete upwinding for a nonlinear conservation law,
consider the one-dimensional inviscid Burgers equation in conservative form
∂u
∂t
+
∂ f (u)
∂x
= 0 (3.2.39)
with the nonlinear flux function f (u) = 12u
2. Let the discretization in space be performed by the
lumped Galerkin method, whereby the group formulation (3.2.17) is adopted for the fluxes [78].
The use of a piecewise linear approximation on a uniform mesh of width ∆x yields [79]
dui
dt
=
1
2
(ui−1+ui+1)
ui−1−ui+1
2∆x
(3.2.40)
whereby the numerical fluxes have been expressed in terms of the nodal solution values. The
element matrices for the high- and low-order operators Kˆ and Lˆ= Kˆ+ Dˆ are given by
Kˆ =
1
2
[
u¯ −u¯
u¯ −u¯
]
, Lˆ=
1
2
[
u¯−|u¯| −u¯+ |u¯|
u¯+ |u¯| −u¯−|u¯|
]
(3.2.41)
where u¯ denotes the standard average of nodal solution values on each element. Depending on the
sign of u¯ either the upper or the lower row of Lˆ will have two zero entries
Lˆ= u¯
[
0 0
1 −1
]
if u¯> 0, Lˆ=−u¯
[ −1 1
0 0
]
if u¯< 0 (3.2.42)
which yields the following ‘upwind’ discretization for the one-dimensional Burgers
dui
dt
=
1
2
(u¯L+ |u¯L|)ui−1−ui∆x −
1
2
(u¯R−|u¯R|)ui+1−ui∆x (3.2.43)
where u¯L = 0.5(ui−1+ ui) and u¯R = 0.5(ui+ ui+1) denote the averaged velocities in the left and
right element neighbors, respectively. Concerning the LED criterion (3.1.26), both solution differ-
ences in the above formula are either applied with positive sign or canceled completely if the flow
velocity has the ‘wrong’ direction. Note that the right-hand side of the low-order scheme (3.2.43)
vanishes if both coefficients are eliminated. This can lead to an unphysical behavior engendered
by discrete upwinding [131] which may require some kind of entropy-fix [157].
3.2.5. Conservative flux decomposition
The semi-discrete low-order scheme (3.2.26) is non-oscillatory but overly diffusive. Excessive
artificial diffusion can be removed in regions, where the solution is sufficiently smooth, so that the
high accuracy of the original method can be achieved without generating non-physical undershoots
and overshoots. To this end, the difference between the residuals (3.2.25) and (3.2.26)
f = (ML−MC)dudt −Du (3.2.44)
needs to be decomposed into sums of skew-symmetric internodal fluxes so that all further manip-
ulations will preserve mass. The artificial diffusion operator D was designed to be a symmetric
matrix with zero row and column sums. Moreover, the difference between the consistent mass
matrix and its lumped counterpart exhibits the same properties [144]
MC−ML = {dmi j}, dmi j =
Z
Ω
ϕi(ϕ j−δi j)dx (3.2.45)
36 Numerical methods for scalar conservation laws
and thus, it is referred to as mass diffusion operator. In the above formula, δi j denotes the Kro-
necker delta symbol which equals 1 if i = j and 0 otherwise. As a consequence, the contribution
of (3.2.44) to node i can be decomposed into a sum of raw antidiffusive fluxes [139, 144]
fi =∑
j 6=i
fi j, fi j =
[
mi j
d
dt
+di j
]
(ui−u j) =− f ji (3.2.46)
The amount received by node i is subtracted from node j and vice versa so that no net loss or
gain of mass can take place. In order to prevent the formation of non-physical local extrema,
every antidiffusive flux fi j is multiplied by some solution-dependent correction factor αi j ∈ [0,1].
The resulting limited antidiffusive fluxes are inserted into the right-hand side of the semi-discrete
low-order scheme (3.2.32) so that the flux-corrected equation for node i reads [136]
mi
dui
dt
=∑
j 6=i
li j(u j−ui)+ui
M
∑
j=1
li j+ f¯i, f¯i =∑
j 6=i
αi j fi j (3.2.47)
By construction, the oscillatory high-order discretization (3.2.25) is recovered for αi j ≡ 1 whereas
αi j ≡ 0 yields the local extremum diminishing counterpart (3.2.26) which is overly diffusive. For
accuracy reasons, the correction factors should approach 1 in regions where the solution is suf-
ficiently smooth. At the same time, some artificial diffusion is required in the vicinity of steep
gradients so as to combat the formation of non-physical undershoots and overshoots which would
be generated otherwise. The task of the flux limiter is to determine optimal correction factors αi j
so as to remove as much artificial diffusion as possible without generating spurious oscillations.
Over the years, a rich variety of limiting strategies has been proposed by Kuzmin [133, 134,
136], Kuzmin and Turek [144, 145], Kuzmin and Kourounis [137] and Kuzmin et al. [142].
The reader who is interested in a comprehensive survey of the entire algebraic flux correction
(AFC) methodology is referred to publication [139] in the book by Kuzmin et al. [138] and to
the forthcoming monograph by Kuzmin [132]. It is beyond the scope of this work to elucidate the
ins and outs of all approaches suggested in the literature. We therefore present an assortment of
flux-corrected algorithms that work well in practice. They exhibit a good compromise between
ultimate accuracy and usability concerning ease of implementation and computational costs.
For strongly time-dependent flows, the recovery of the consistent mass matrix MC that was
replaced by ML is desirable in order to improve the phase accuracy [33, 134]. A symmetric lim-
iting strategy lends itself to the treatment of mass antidiffusion (ML−MC)dudt due to the lack of
a pronounced flow direction. In contrast, upwind-biased limiting strategies are preferable for the
treatment of convective antidiffusion. A comprehensive analysis of both approaches and a general-
purpose flux limiter applicable to implicit finite element discretizations with consistent mass ma-
trix is presented by Kuzmin [134]. The next section deals with upwind-biased limiters of TVD
type, whereas the presentation of symmetric limiters of FCT type is postponed to Section 3.4.
3.3. Upwind-biased limiters of TVD type
For the time begin, assume that the problem at hand is stationary so that the contribution of the
consistent mass matrix can be neglected. Hence, the raw antidiffusive flux (3.2.46) reduces to
fi j = di j(ui−u j) =− f ji (3.3.1)
which equals the negative diffusive flux defined in relation (3.2.29), i.e. fi j = − f di j. Such fluxes
violate the LED criterion (3.1.26) if they are of the form fi j = pi j(u j−ui), where pi j =−di j < 0.
On the other hand, edge contributions with non-negative coefficients resemble diffusive fluxes
and are harmless. The antidiffusive flux from node j into node i (or some portion of it) is also
admissible if it can be interpreted as a diffusive flux from another node, say k. This is the case as
long as there exist solution-dependent coefficients qik ≥ 0 such that fi j = ∑k 6=i qik(uk−ui) [134].
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3.3.1. Node-based limiting strategy
This sufficient condition can be enforced resorting to a node-based upwind-biased limiting strategy
which was proposed by Kuzmin and Turek [145] and later refined by Kuzmin [134, 135]. It
is largely inspired by Zalesak’s limiter [268], and hence, his notation is adopted to reflect this
relationship. For each node, the net antidiffusion may consist of both positive and negative edge
contributions, but in the worst case, all fluxes have the same sign. It is therefore advisable to limit
them separately according to the following three-step algorithm [135]:
1. Compute the sums of positive and negative antidiffusive fluxes
P+i = ∑
li j≤l ji
max{0, fi j}, P−i = ∑
li j≤l ji
min{0, fi j} (3.3.2)
2. Define the upper and lower bounds to be imposed on the sums P±i
Q+i =∑
j 6=i
max{0,− fi j}, Q−i =∑
j 6=i
min{0,− fi j} (3.3.3)
3. Evaluate the nodal correction factors and perform flux limiting
R±i =min{1,Q±i /P±i }, αi j =
{
R+i if fi j > 0
R−i if fi j ≤ 0
(3.3.4)
Fig. 3.1. Upwind-biased flux limiting.
According to the orientation convention [145], the edges of the sparsity graph are oriented
such that li j ≤ l ji. Hence, the nodal quantity P±i as defined in (3.3.2) accounts for the total amount
of raw antidiffusion that node i receives from its downwind neighbors. As mentioned above, the
special structure of the antidiffusive flux (3.3.1) implies that− fi j = f di j so that the upper and lower
bounds Q±i can be readily defined in terms of diffusive edge contributions. It follows directly from
the definition of the nodal correction factors (3.3.4) that |R±i P±i | ≤ |Q±i | for the upwind node i.
After flux limiting, the contribution of the edge~ij to the downwind node j is given by [134]
l ji(ui−u j)−αi j fi j = (l ji−αi jdi j)(ui−u j) (3.3.5)
which also proves local extremum diminishing provided that the antidiffusion coefficient−di j and
the correction factor αi j satisfy the inequality l ji−αi jdi j ≥ 0. For the trivial case di j = 0 this is
always true since l ji ≥ li j ≥ 0 by construction. Let di j > 0 so that the above positivity constraint
implies k ji+(1−αi j)di j ≥ 0. This can be guaranteed by ‘prelimiting’ the flux according to [134]
fi j =min{di j, l ji}(ui−u j) (3.3.6)
before computing the sums P±i andQ
±
i in the above limiting procedure (see Figure 3.1). Of course,
there is no need for prelimiting unless both off-diagonal coefficients of the high-order operator K
are negative. In summary, algorithm (3.3.2)–(3.3.4) guarantees that there exist coefficients q±i j ≥ 0
such that the sum of limited antidiffusive fluxes is bounded from below and above [134]
Q−i =∑
j 6=i
q−i j(u j−ui)≤∑
j 6=i
αi j fi j ≤∑
j 6=i
q+i j(u j−ui) = Q+i (3.3.7)
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which proves that the resulting semi-discrete scheme is local extremum diminishing.
The upwind-biased limiting procedure described above leads to the nonlinear ODE system
ML
du
dt
= Lu+ f¯ (u) (3.3.8)
whereby the correction term f¯ (u) is designed to improve the accuracy in regions of smooth so-
lutions without reintroducing ripples in the vicinity of steep gradients. Each nodal component is
given as a sum of individual edge contributions f¯i = ∑ j 6=iαi j fi j and the same limited flux αi j fi j
is applied to node j but with opposite sign. It is instructive to define F(u) as a symmetric matrix
with zero row and column sums whose off-diagonal entries are given by −αi jdi j so that f¯ can be
rewritten in terms of a discrete (anti-)diffusion operator applied to the vector of nodal values
f¯ (u) = F(u)u (3.3.9)
As a result, the high-resolution scheme (3.3.8) can be cast into compact matrix form [145]
ML
du
dt
= K∗(u)u (3.3.10)
where the modified transport operator K∗(u) = {k∗i j} exhibits the following structure
K∗(u) = L+F(u) = K+D+F(u) (3.3.11)
It is constructed from the original high-order operator K by adding artificial diffusion D and ap-
plying some compensating antidiffusion F(u) so that its matrix coefficients are given by
k∗ii = kii−∑
j 6=i
(1−αi j)di j, k∗i j = ki j+(1−αi j)di j (3.3.12)
Of course, some off-diagonal coefficients may be negative and violate the LED criterion (3.1.26)
at first glance. In contrast, the low-order scheme is local extremum diminishing since the dif-
fusion matrix D = {di j} is designed in such a way that 0 ≤ ki j + di j ≤ k ji + di j, whereby the
orientation convention implies that node i is located upwind and corresponds to the row number of
the eliminated negative coefficient (if any). The two-sided estimate (3.3.7) states that there exist
non-negative coefficients q±i j such that the amount of limited antidiffusion can be interpreted as a
sum of diffusive contributions. This suffices to ensure the existence of a matrix L∗ which satisfies
K∗(u)u= L∗(u)u for a given solution u, whereby all off-diagonal coefficients l∗i j are non-negative.
Thus, the semi-discrete scheme (3.3.10) has an equivalent representation [145]
ML
du
dt
= L∗(u)u (3.3.13)
which satisfies the LED constraint (3.1.26) by construction. In practice, it is not necessary to
construct the modified transport operator L∗ explicitly; its existence suffices to guarantee that the
original high-resolution scheme (3.3.10) also satisfies the LED property (3.1.26). This equivalence
will be exploited extensively in subsequent sections which deal with the discretization in time and
with iterative solution techniques applicable to the linear and nonlinear algebraic systems.
Let us summarize what we have said so far and present a practical algorithm [135] for node-
oriented flux correction based on the upwind-biased flux limiting procedure (3.3.2)–(3.3.4). The
nodal quantities f¯i, Q±i , P
±
i and R
±
i are initialized by zeros and updated as illustrated in Figure 3.2.
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For each pair of neighboring nodes i and j orient the edge~ij so that li j ≤ l ji.
In a loop over edges:
1. Compute the prelimited raw antidiffusive flux fi j =min{di j, l ji}(ui−u j)
and apply it to sums of positive/negative fluxes at the upwind node i
P+i := P
+
i +max{0, fi j}, P−i := P−i +min{0, fi j} (3.3.14)
2. Update the upper and lower bounds to be imposed on the sums P±i
Q+i := Q
+
i +max{0,− fi j}, Q+j := Q+j +max{0, fi j}
Q−i := Q
−
i +min{0,− fi j}, Q−j := Q−j +min{0, fi j}
(3.3.15)
In a loop over nodes:
3. Evaluate the nodal correction factors to be applied
R±i =min{1,Q±i /P±i } (3.3.16)
In a loop over edges:
4. Check the sign of the antidiffusive flux fi j and multiply the flux
by the corresponding correction factor evaluated at the upwind node
f¯i := f¯i+αi j fi j
f¯ j := f¯ j−αi j fi j
αi j =
{
R+i if fi j > 0
R−i if fi j ≤ 0
(3.3.17)
Fig. 3.2. Practical implementation of the generalized TVD algorithm.
Example 3.3.1. Let us illustrate the flux correction procedure for the one-dimensional linear ad-
vection equation ∂u∂t + v
∂u
∂x = 0 with constant velocity v > 0. As explained in Example 3.2.3, the
artificial diffusion coefficient equals di j = v/2 which yields the upwind discretization (3.2.38). Its
accuracy can be improved by adding some portion of the raw antidiffusive flux fi j = di j(ui−u j),
where j = i+ 1 corresponds to the downwind node. The nodal correction factor for the upwind
node is given by R±i =min{1,r±i }, where the smoothness indicator r±i = Q±i /P±i reads
r+i =
max{0,ui+1−ui}+max{0,ui−1−ui}
max{0,ui−ui+1} =
max{0,ui−1−ui}
ui−ui+1 if fi j > 0 (3.3.18)
r−i =
min{0,ui+1−ui}+min{0,ui−1−ui}
min{0,ui−ui+1} =
min{0,ui−1−ui}
ui−ui+1 if fi j < 0 (3.3.19)
As stated above, the correction factor is evaluated at the upwind node i, i.e. αi j = R±i , and more-
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over, it depends on the sign of the antidiffusive flux from the downwind node j = i+1:
αi j fi j =

min
{
1,
max{0,ui−1−ui}
ui−ui+1
}
di j(ui−u j) if fi j > 0
min
{
1,
min{0,ui−1−ui}
ui−ui+1
}
di j(ui−u j) if fi j < 0
(3.3.20)
Here, the trivial case fi j = 0 can be safely neglected since it implies that ui = ui+1 and no correction
takes place. It is easy to check that the limited antidiffusive flux can be equivalently written as
αi j fi j =max{0,min{1,ri}}di j(ui−u j) (3.3.21)
where the unsigned smoothness indicator ri is defined as the slope ratio evaluated at node i
ri =
ui−1−ui
ui−ui+1 (3.3.22)
The corrected flux (3.3.21) is also obtained from standard TVD schemes [92, 93] if the minmod
limiter is employed [134]. It constitutes the lower bound of Sweby’s second-order TVD region
[245] and is the most diffusive limiter claimed to provide second-order accuracy. The relation
between TVD schemes in general and the algebraic flux correction paradigm has been analyzed by
Kuzmin and Turek [145] and Kuzmin [134]. In short, second-order accuracy can only be assured
for a constant velocity v on a uniform mesh. The straightforward generalization of standard TVD
limiters to multidimensional finite element discretizations on unstructured meshes may lead to
polluted solutions in smooth regions since second-order accuracy can no longer be guaranteed.
Example 3.3.2. For the one-dimensional inviscid Burgers equation ∂u∂t +
∂ f (u)
∂x = 0, flux correction
of TVD type is straightforward. The underlying low-order discretization (3.2.40) is constructed as
explained in Example 3.2.4, whereby the group formulation is employed. For the time being let us
assume that the solution remains non-negative so that the raw antidiffusive fluxes are of the form
ui ≥ 0 ∀ i ⇒ fi j = |ui+u j|2 (ui−u j) (3.3.23)
where j = i+ 1 denotes the downwind node and the corresponding diffusion coefficient equals
the modulus of averaged velocities di j = 0.5|ui+u j|. The nodal correction factor for the upwind
node i is given by R±i =min{1,r±i } as in the linear case. The smoothness indicator r±i needs to be
redefined accordingly, whereby the sign of the flux implies that the denominator does not vanish
r+i =
|ui+ui−1|max{0,ui−1−ui}+ |ui+ui+1|max{0,ui+1−ui}
|ui+ui+1|max{0,ui−ui+1} if fi j > 0
r−i =
|ui+ui−1|min{0,ui−1−ui}+ |ui+ui+1|min{0,ui+1−ui}
|ui+ui+1|min{0,ui−ui+1} if fi j < 0
(3.3.24)
Since all nodal solution values are assumed to be non-negative the absolute values can be ne-
glected. The correction factor αi j = R±i is evaluated at the upwind node i which yields
αi j =

min
{
1,
(ui+ui−1)max{0,ui−1−ui}
(ui+ui+1)(ui−ui+1)
}
if fi j > 0
min
{
1,
(ui+ui−1)min{0,ui−1−ui}
(ui+ui+1)(ui−ui+1)
}
if fi j < 0
(3.3.25)
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This complicated formula can be simplified so that the corrected antidiffusive flux reads
αi j fi j =max{0,min{1,ri}}di j(ui−u j) (3.3.26)
where the generalized slope ratio ri needs to be re-defined as follows
ri =
(ui+ui−1)(ui−1−ui)
(ui+ui+1)(ui−ui+1) =
u2i−1−u2i
u2i −u2i+1
(3.3.27)
For globally non-positive solution values, essentially the same formulas can be derived by swap-
ping the indices i−1 and i+1 in the above equations and adopting the downwind node j= i−1. If
the solution attains both positive and negative values, the situation is more complicated. Depend-
ing on the sign of the nodal average 0.5(ui+ui±1), node imay be an upwind node receiving either
one or two antidiffusive fluxes from its downwind neighbors i±1. On the other hand, node i can
be located downwind relating to both neighbors if its solution value satisfies −ui−1 < ui < ui+1.
3.3.2. Iterative defect correction
The upwind-biased limiting strategy is derived on the semi-discrete level which makes it possible
to apply algebraic flux correction of TVD type directly to steady-state problems of the form
∇ · f(u) = 0 in RND (3.3.28)
The corresponding weighted residual formulation is approximated by finite elements to obtain the
high-order transport operator K. It is turned into its low-order counterpart L = K+D by adding
artificial diffusion as explained in Section 3.2.4. Application of the node-based limiting algorithm
presented in Figure 3.2 gives rise to the nonlinear algebraic system
K∗(u)u= 0 (3.3.29)
which must be solved iteratively. Let us adopt the method of successive approximations
u(m+1) = u(m)+[P(u(m))]−1K∗(u(m))u(m), m= 0,1,2, . . . (3.3.30)
to compute a solution to the problem at hand, whereby the ‘preconditioner’ P(u(m)) should be easy
to invert. Starting from an initial guess u(0), the iteration process continues until convergence.
In a practical implementation, the ‘inversion’ of the preconditioner P is performed by a suitable
iteration procedure for solving the linear subproblem for the solution increment ∆u(m):
P(u(m))∆u(m) = K∗(u(m))u(m)
u(m+1) = u(m)+∆u(m)
}
m= 0,1,2, . . . (3.3.31)
A viable preconditioner can be constructed from the low-order transport operator [133, 144]
P=−L, L= K+D (3.3.32)
for the linear scheme (3.2.26). The operator L was designed to satisfy the LED constraint Theo-
rem 3.1.2 so that the off-diagonal entries of the preconditioner P are all non-positive which is in
compliance with the sign condition (3.1.35). However, it is impossible to enforce the positivity of
diagonal coefficients (3.2.31) so that P can lack the M-matrix property and may even be singular.
As a remedy, problem (3.3.28) can be replaced by its transient counterpart which is marched into
a steady state limit (addressed in Section 3.3.7). In this case the pseudo time step can be tuned
accordingly to guarantee that the nonlinear preconditioner is an M-matrix, whence P−1 ≥ 0.
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3.3.3. Newton-like techniques
As an alternative to the method of successive approximations (3.3.30) the nonlinear algebraic
system (3.3.29) can be linearized by means of the multivariate Taylor expansion
K∗(u¯)u¯= K∗(u)u+ JK∗(u)(u¯−u)+higher-order terms (3.3.33)
where u¯ 6= 0 is a non-trivial root of the original problem, u represents a suitable approximation to
it and JK∗ denotes the Jacobian matrix of K∗(u)u. Let this infinite series be truncated after the first
derivative term and set the result equal to zero as required by the root-condition K∗(u¯)u¯= 0. This
gives an update formula for the solution vector commonly referred to as Newton’s method
u(m+1) = u(m)+[P(u(m))]−1K∗(u(m))u(m), m= 0,1,2, . . . (3.3.34)
which is akin to (3.3.30), and hence, the auxiliary procedure (3.3.31) is employed in practice to
‘invert’ the operator P. Here, the ‘preconditioner’ is an approximation to the exact Jacobian
P(u(m)) =−J(u(m)), J(u(m))≈ JK∗(u(m)) (3.3.35)
evaluated at the known state u(m). The choice of a good initial guess u(0) in the above algorithm is
crucial since Newton’s method is likely to diverge for crude starting values.
For the solution of the steady Euler equations, Hemker et al. [100] suggest a two-step defect
correction approach. A provisional first-order solution for the stationary problem is computed
directly, that is, without resorting to pseudo time-stepping. Next, the low-order profile is used
as initial guess for a second-order accurate defect correction iteration, whereby the first-order
operator serves as a preconditioner. Within a Newton iteration approach, this idea may be adopted
as follows [183]. In order to obtain a reasonable initial guess, a small number of ‘presmoothing’
steps is performed, whereby the monotone evolution operator (3.3.32) can be applied either per
se (without resorting to algebraic flux correction) or as a preconditioner within a high-resolution
flux/defect correction scheme. After a few outer iterations, the approximate Jacobian (3.3.35) is
used so that Newton’s algorithm is recovered from the above iteration procedure (3.3.34).
The formal definition (3.3.35) of the Jacobian matrix requires the ‘differentiation’ of the mod-
ified transport operator K∗(u(m)) which is constructed on the semi-discrete level and consists of
diffusive and antidiffusive contributions (see Sections 3.2.4 and 3.3.1). Due to the lack of a contin-
uous counterpart that could be differentiated ‘by hand’ no analytical expression for the derivative
of K∗(u(m)) is available. Furthermore, the node-based flux limiter (3.3.2)–(3.3.4) makes use of
min and max expressions which may not be globally differentiable. It is therefore mandatory to
devise a suitable approximation J(u(m)) to the exact Jacobian matrix JK∗ evaluated at u(m).
In a practical implementation, the two-step procedure (3.3.31) is adopted to circumvent the
‘inversion’ of the Jacobian matrix in Newton’s formula (3.3.34). The use of Krylov subspace
methods [227] for the solution of the auxiliary subproblems requires the computation of Jacobian-
vector-products which may be approximated by means of first-order divided differences
J(u(m))∆u(m) =
K∗(v+)v+−K∗(u(m))u(m)
σ
, v+ = u(m)+σ∆u(m) (3.3.36)
It is even possible to improve the accuracy from first to second order by combining forward and
backward Taylor expansions and so as to end up with central differences
J(u(m))∆u(m) =
K∗(v+)v+−K∗(v−)v−
2σ
, v± = u(m)±σ∆u(m) (3.3.37)
In practice, the performance of Newton’s method is quite sensitive to the size of the perturbation
parameter σ which should be sufficiently small to obtain a good approximation to the derivative
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[109]. Following a simple strategy proposed by Nielsen et al. [191], the step size can be deter-
mined using the relation σ‖∆u(m)‖=√ε, where ε denotes the machine precision. Some alternative
choices are given in a survey paper by Knoll and Keyes [123]. An effective formula proposed by
Pernice et al. and successfully used in the NITSOL package [206] reads as follows
σ‖∆u(m)‖= p+1
√
(1+‖u(m)‖)ε (3.3.38)
where p denotes the order of the employed finite difference formula (usually p= 1 or p= 2).
What makes such matrix-free approaches most attractive at first glance is their Newton-like
nonlinear convergence behavior without the costs of computing and storing the Jacobian explicitly.
It suffices to assemble the modified transport operators K∗ based on the last iterate u(m) and/or
the ‘perturbed’ solution v± = u(m)±∆u(m) and apply the resulting matrices to the corresponding
vectors. For the second-order accurate formula (3.3.37) this can be accomplished as follows:
1. Choose the perturbation parameter σ> 0, e.g., from relation (3.3.38).
2. Assemble the high-order transport operatorsK(v±) and perform discrete upwinding (3.2.33)
so as to eliminate all negative off-diagonal entries which yields the low-order operators
L(v±) = K(v±)+D(v±), v± = v(m)±∆u(m) (3.3.39)
3. Resort to the generalized TVD algorithm (cf. Figure 3.2) and apply it to v+ and v− to
construct the vectors of limited antidiffusion f¯ (v+) and f¯ (v−), respectively.
4. Approximate the Jacobian-vector product by second-order divided differences
J(u(m))∆u(m) =
L(v+)v++ f¯ (v+)−L(v−)v−− f¯ (v−)
2σ
(3.3.40)
If the governing equation is linear, then the low-order operator L= K+D does not depend on the
solution so that the second step in the above algorithm can be omitted which yields
J(u(m))∆u(m) = L∆u(m)+
f¯ (v+)− f¯ (v−)
2σ
(3.3.41)
A word of caution is in order. Despite its attractive simplicity, the use of (3.3.36) or (3.3.37) may
become quite costly since multiple linear iterations are typically required in practice to perform
one outer Newton step. In addition, each inner BiCGSTAB or GMRES [228] iteration may engen-
der more than one matrix-vector multiplication J(u(m))x, where x ∈ RM. Consequently, a single
Newton step may be prohibitively expensive due to the recurrent assembly of low-order operators
and the frequent use of algebraic flux correction based on the constantly changing vectors u(m)±x.
Another crucial point is that there are only few preconditioners (for the linear subproblems)
that can be applied without knowing the system matrix explicitly [50]. As a consequence, the
solution process may slow down significantly or even fail to converge at all. Last but not least,
Jacobian matrices resulting from finite element discretizations are in general very sparse, and
hence, the savings in terms of memory usage are not as overwhelming as one might think.
3.3.4. Approximation of the Jacobian matrix for transport operators
In light of the above, the explicit assembly of Jacobians gains more attraction, provided a suffi-
ciently accurate approximation can be computed at reasonable costs. For our purpose it makes
sense to introduce the divided difference operator Dk for a generic function g : R→ R
Dk[g] :=
g(u+σek)−g(u−σek)
2σ
(3.3.42)
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whereby ek denotes the kth unit vector. In what follows, the iteration index m is omitted to improve
readability. For a differentiable function g(u), each nodal component of the first derivative can
be approximated with second-order accuracy, i.e. g′k(u) = Dk[g] +O(σ
2). If relation (3.3.38) is
employed to compute the perturbation parameter σ, all columns exhibit the same approximation
error proportional to 3
√
[(1+‖u‖)ε]2, whereas the strategy by Nielsen et al. [191] yields σ=√ε.
With aid of the central difference operator defined in (3.3.42), each column of the exact Jaco-
bian JK∗(u) can be approximated by divided differences such that [183]
[J(u)]·,k =Dk[K∗(u)u] =Dk[L(u)u+ f¯ (u)] (3.3.43)
where the term f¯i = ∑ j 6=iαi j fi j represents the amount of limited antidiffusion that is applied to
node i. Let us turn off the upwind-biased flux limiter (αi j ≡ 0) for the time being and devise an
edge-based algorithm for the efficient assembly of the approximate ‘upwind’ Jacobian Dk[L(u)u]
[183]. Of course, it reduces to the standard low-order transport operator L=K+D if the governing
equation is linear. Therefore, let us assume that the convective term depends on the unknown
solution and consider a single entry of the associated Jacobian matrix
[J(u)]i,k =
[
L(v+k )v
+
k
]
i−
[
L(v−k )v
−
k
]
i
2σ
, v±k = u±σek (3.3.44)
Here, subscript i refers to the ith row of the vectors in brackets and i,k stands for the corresponding
matrix coefficient for column k. Let us adopt the short-hand notation L± = {l±i j} for the modified
low-order transport operators and regroup terms in the above expression so as to obtain [183]
[J(u)]i,k =
[
L+−L−
2σ
u
]
i
+
[
L++L−
2
ek
]
i
, L± = L(u±σek) (3.3.45)
In fact, a single column of an arbitrary matrix can be extracted via multiplication by the corre-
sponding unit vector so that the second term in the above expression reduces to the average[
L++L−
2
ek
]
i
=
lik(u+σek)+ lik(u−σek)
2
(3.3.46)
In our experience, the above coefficient has only minor influence on the global Jacobian matrix
and can be safely replaced by the standard operator L(u) evaluated at the unperturbed vector u. On
the other hand, all necessary information is also required for the treatment of the divided difference
of the convective term so that its standard average (3.3.46) can be computed at no additional costs.
Let us investigate the crucial part of equation (3.3.45) and carry out the multiplication formally[
L+−L−
2σ
u
]
i
=
1
2σ
M
∑
j=1
(l+i j − l−i j )u j, l±i j = li j(u±σek) (3.3.47)
The most interesting question that arises is which scaling factors l+i j − l−i j are different from zero
and which coefficients cancel each other. In particular, the perturbation of the solution applied to
node k only affects its direct neighbors which share an element with it, that is
li j(u+σek) 6= li j(u−σek) if k ∈ {i, j} (3.3.48)
Hence, an edge ij has to be considered in the assembly process if and only if any endpoint is
perturbed so that the sparsity patterns of the standard finite element matrix and of the upwind
Jacobian coincide [183]. Moreover, there exist explicit formulas to compute the matrix coefficients
[
L+−L−
2σ
u
]
i,k
=

Dk[lik]uk−Dk[dik]ui if i 6= k
M
∑
j=1
Dk[li j]u j if i= k
(3.3.49)
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The upper expression corresponds to off-diagonal entries and follows directly from the definition
of the low-order operator (3.2.33). In particular, the artificial diffusion coefficient dik which is
used to render lik = kik+dik non-negative is subtracted from the diagonal entries (3.2.31) in order
to restore zero row and column sums [133, 144]. As a result, its divided difference is multiplied
by the corresponding entry in the nodal solution vector and applied with negative sign. In short,
each off-diagonal coefficient of the low-order Jacobian can be equivalently computed from[
L+−L−
2σ
u
]
i,k
=Dk[kik]uk+Dk[dik](uk−ui) if i 6= k (3.3.50)
On the other hand, the diagonal coefficients of the approximate Jacobian receive contributions
from all matrix positions of the corresponding row. It is worth mentioning that relation (3.2.31)
can be used to rewrite formula (3.3.49) for the diagonal coefficients as follows[
L+−L−
2σ
u
]
i,k
=
M
∑
j=1
Dk[ki j]u j+∑
j 6=i
Dk[di j](u j−ui) if i= k (3.3.51)
Expression (3.3.49) can be directly turned into an edge-based algorithm which can be used to
assemble the approximate Jacobian matrix associated with the low-order transport operator effi-
ciently. In a practical implementation J = {sc ji j} is initialized by the low-order operator L(u) or
its standard average (3.3.46), and moreover, the diagonal entries are augmented by Di[kii]ui. Then
the global matrix can be assembled efficiently in a loop over the edges of the sparsity graph
Jii := Jii+Di[ki j]u j+Di[di j](u j−ui), Ji j :=D j[ki j]u j+D j[di j](u j−ui)
J ji :=Di[k ji]ui−Di[di j](u j−ui), J j j := J j j+D j[k ji]ui−D j[di j](u j−ui)
(3.3.52)
Note that the suggested procedure for the construction of J(u) does not mean to compute the
approximate Jacobian for the high-order transport operatorK(u) first and perform discrete upwind-
ing in order to remove negative off-diagonal entries afterwards. In fact, expression (3.3.45) mim-
ics the effect of algorithmic differentiation [85] applied to the discrete upwinding procedure. An
edge-based assembly can also be used to approximate the Jacobian of the operator K(u), whereby
the diffusive contributions are no longer present in (3.3.52). This yields an efficient alternative to
the element-by-element evaluation which is commonly employed in finite element codes [46].
3.3.5. Approximation of the Jacobian matrix for TVD schemes
So far, the flux limiter was turned off (αi j ≡ 0) to obtain the low-order operator L(u) and uncon-
strained raw antidiffusion (αi j ≡ 1) was applied to remove excessive diffusion and recover K(u),
respectively. If the problem at hand is linear, then both operators do not depend on the solution,
and hence, their Jacobian matrices reduce to L and K, respectively. On the other hand, application
of the node-based limiting strategy (3.3.2)–(3.3.4) leads to solution-dependent correction factors
αi j = αi j(u) which need to be accounted for in the approximation of the Jacobian matrix even if
the problem at hand is linear. It is therefore expedient to distinguish between physical nonlinear-
ities which reside in the governing equations and numerical nonlinearities which are engendered
artificially by the numerical method and require special treatment.
Let us revisit equation (3.3.43) and devise a strategy for the assembly of the Jacobian matrix
associated with the upwind-biased flux limiting procedure (cf. Figure 3.2). In particular, each col-
umn of the Jacobian matrix Dk[ f¯ (u)] can be constructed by the algorithm presented in Figures 3.3
and 3.4. In the first step, the precomputed nodal quantities P±i and Q
±
i are reused to initialize their
local counterparts P±i [u
±] and Q±i [u
±], whereby the stencil of node k is defined as follows [183]:
Sk = {i : (ϕi,ϕk) 6= 0} (3.3.53)
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Due to this kind of initialization, it is mandatory to remove the contribution of unperturbed fluxes
prior to applying their perturbed counterparts in expressions (3.3.56) and (3.3.57), respectively.
Note that forward and backward perturbations indicated by [u±] = [u±σek] need to be treated
separately. Finally, the nodal correction factors R±i [u
±] are evaluated for all vertices in the stencil
Sk and used to limit the antidiffusive fluxes which are affected by the perturbation of the solution
at node k. In contrast to the ‘upwind’ Jacobian addressed in the previous section which exhibits
In a loop over each column k = 1,2, . . . ,M of the Jacobian matrix J proceed as follows:
1. Set P±k [u
±] = 0 and Q±k [u
±] = 0 and initialize the nodal quantities
in the neighborhood of node k by their unperturbed counterparts
P±i [u
±] := P±i , Q
±
i [u
±] := Q±i , ∀ i ∈ Sk \{k} (3.3.54)
2. Loop over all oriented edges~ij such that k ∈ {i, j}
(a) Retrieve fi j = di j(ui−u j) and compute the fluxes for the perturbed node k
f+i j = di j[u+σek](ui+σδik−u j−σδ jk)
f−i j = di j[u−σek](ui−σδik−u j+σδ jk)
(3.3.55)
(b) Update the local sums of positive and negative antidiffusive fluxes
P±i [u
+] := P±i [u
+]+ maxmin {0, f+i j }
P±i [u
−] := P±i [u
−]+ maxmin {0, f−i j }
}
if i= k 6= j
P±i [u
+] := P±i [u
+]+ maxmin {0, f+i j }− maxmin {0, fi j}
P±i [u
−] := P±i [u
−]+ maxmin {0, f−i j }− maxmin {0, fi j}
}
if i 6= k = j
(3.3.56)
(c) Update the local upper and lower bounds for admissible antidiffusion
Q±i [u
+] := Q±i [u
+]+ maxmin {0,− f+i j }
Q±i [u
−] := Q±i [u
−]+ maxmin {0,− f−i j }
Q±j [u
+] := Q±j [u
+]+ maxmin {0, f+i j }− maxmin {0, fi j}
Q±j [u
−] := Q±j [u
−]+ maxmin {0, f−i j }− maxmin {0, fi j}

if i= k 6= j
Q±i [u
+] := Q±i [u
+]+ maxmin {0,− f+i j }− maxmin {0,− fi j}
Q±i [u
−] := Q±i [u
−]+ maxmin {0,− f−i j }− maxmin {0,− fi j}
Q±j [u
+] := Q±j [u
+]+ maxmin {0, f+i j }
Q±j [u
−] := Q±j [u
−]+ maxmin {0, f−i j }

if i 6= k = j
(3.3.57)
Fig. 3.3. Assembly of Jacobian matrix for the upwind-biased flux limiter.
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3. Evaluate the nodal correction factors for all nodes i in the neighborhood of k
R±i [u
±] =min{1,Q±i [u±]/P±i [u±]}, ∀ i ∈ Sk (3.3.58)
4. Loop over all oriented edges~ij such that i ∈ Sk and j ∈ Sk
(a) Check the sign of the antidiffusive fluxes (3.3.55) and adopt the correction factors
α+i j =
{
R+i [u
+] if f+i j > 0
R−i [u
+] if f+i j ≤ 0
α−i j =
{
R+i [u
−] if f−i j > 0
R−i [u
−] if f−i j ≤ 0
(3.3.59)
(b) Apply the divided difference of the limited fluxes to the Jacobian matrix
f¯i j =
α+i j f
+
i j −α−i j f−i j
2σ
, Jik := Jik+ f¯i j, J jk := J jk− f¯i j (3.3.60)
5. Loop over all oriented edges~ij, k /∈ {i, j} such that upwind node i ∈ Sk and j /∈ Sk
(a) Retrieve the precomputed raw antidiffusive flux fi j = di j(ui−u j)
and employ the correction factors from the upwind node i
α±i j =
{
R+i [u
±] if fi j > 0
R−i [u
±] if fi j ≤ 0
(3.3.61)
(b) Apply the divided difference of the limited flux to the Jacobian matrix
f¯i j =
α+i j −α−i j
2σ
fi j, Jik := Jik+ f¯i j, J jk := J jk− f¯i j (3.3.62)
Fig. 3.4. Assembly of Jacobian matrix for the upwind-biased flux limiter (continued).
the same sparsity pattern as the finite element stiffness matrix, the node-based flux limiter of TVD
type gives rise to additional entries in each column Dk[ f¯ (u)] of the Jacobian matrix. Remarkably,
the structure of the connectivity graph of the Jacobian matrix for the antidiffusive contribution is
known a priori and it can be constructed by resorting to symbolic matrix multiplication. Let us
present the basic concepts by considering a simple model problem in one space dimension and
postpone the extension to multidimensions to the next Section.
Example 3.3.3. Consider the one-dimensional transport equation ∂u∂t +v
∂u
∂x = 0 and let the velocity
v > 0 be constant. Application of discrete upwinding (cf. Example 3.2.3) yields the standard
upwind method (3.2.38) and the raw antidiffusive flux fi j = v2(ui− u j) from the downwind node
j = i+1 is limited with aid of the correction factor evaluated at the upwind node i
αi j =max{0,min{1,ri}}, ri = ui−1−uiui−ui+1 (3.3.63)
The algorithmic details of algebraic flux correction are presented in Example 3.3.1. Owing to the
linearity of the pure convection equations, the low-order Jacobian reduces to the upwind operator
L. The crucial task is to approximate the derivative of the antidiffusive contribution.
In order to assemble the ith column of the Jacobian matrix, let us modify the solution vector
according to u±i = ui±σ which gives rise to the perturbed antidiffusive fluxes f±i j = v2(u±i − u j).
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Moreover, the slope ratio ri for the upwind node i is likely to change due to variations in the
numerator and denominator. Consequently, the divided difference of limited antidiffusive fluxes
Di[αi j fi j] =
α+i j f
+
i j −α−i j f−i j
2σ
(3.3.64)
contributes to the ith row (with positive sign) and also to row j = i+ 1 (with negative sign). In
addition, the perturbation exerted on node i may also affect the flux into the upwind node i−1
f±i−1,i =
v
2
(ui−1−u±i ) (3.3.65)
and changes in the denominator of the slope ratio ri−1 are likely to occur so that rows i−1 and i
of the ith column may be affected by the perturbation. So far, the sparsity pattern of the standard
finite element matrix may also be adopted for the Jacobian, that is,
J ji 6= 0 if |i− j| ≤ 1 (3.3.66)
As we are about to see, some extension is mandatory in order to account for extra contributions to
node i+2. Consider the nodal quantities r±i+1 which are proportional to the slope ratios
r±i =
u±i −ui+1
ui+1−ui+2 (3.3.67)
Due to the presence of the nodewise perturbed quantities u±i , the difference of limited antidiffusive
fluxes running between nodes i+ 1 and i+ 2 may not cancel out, and therefore, yield a non-
vanishing contribution to rows i+ 1 and i+ 2 in the ith column of the Jacobian. In general, the
upwind direction may not be the same for all nodes which leads to the pentadiagonal matrix
J ji 6= 0 if |i− j| ≤ 2 (3.3.68)
The same sparsity pattern is recovered for the mass matrix if quadratic finite elements are adopted.
3.3.6. Sparsity pattern of the Jacobian matrix
Let us generalize the one-dimensional concepts to multidimensions and present a straightforward
approach to construct the connectivity graph of the Jacobian matrix. In light of the above, the
sparsity pattern of the standard finite element matrix needs to be extended by one ‘connectivity
layer’ so as to account for additional fill-in engendered by the flux limiter. In particular, non-
vanishing coefficients present in the kth column of the Jacobian matrix Dk[ f¯ (u)] may be [183]
• located on the diagonal, i.e. Jkk,
• associated with the edge ij, whereby either of its endpoints is node k,
• associated with the edge ij and there exists the edge kl such that l ∈ {i, j}
which indirectly ‘links’ node k to nodes i and j via the common vertex l.
Note that the edge orientation convention [145] has not been adopted so that the sparsity pattern
of the resulting Jacobian matrix is symmetric. To illustrate the structure of the connectivity graph,
consider mixed bi-/linear finite elements employed on an unstructured mesh as depicted in Fig-
ure 3.5 (left). Let the centered node correspond to the column number k so that the edges (indicated
by dotted lines) are associated with non-zero off-diagonal coefficients in the finite element matrix.
In order to assemble the kth column of the approximate Jacobian matrix Dk[ f¯ (u)], the solution
value at node k is perturbed which yields the extended sparsity pattern depicted in Figure 3.5
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k k
Fig. 3.5. Connectivity graph: FE matrix vs. Jacobian operator.
(right). Of course, the antidiffusive flux fi j = di j(ui− u j) which is associated with the edge ~ij
may be affected by the perturbation provided that k ∈ {i, j}. As a result, the nodal quantities
P±i [u
±], Q±i [u
±] and R±i [u
±] computed from (3.3.56) and (3.3.57) for node k and all of its direct
neighbors may differ from their unperturbed counterparts recovered from the upwind-biased flux
limiter (3.3.2)–(3.3.4). Hence, the corresponding matrix coefficients need to be updated in the kth
column of the Jacobian. The divided difference of the limited flux for the edge~ij is given by
Dk[αi j fi j] =
R±i [u
+] f+i j −R±i [u−] f−i j
2σ
, k ∈ {i, j} (3.3.69)
whereby the appropriate correction factor for the upwind node i are chosen in accordance with
the sign of the perturbed raw fluxes f±i j . Here, the notation R
±
i [u
±] implies that the evaluation
of the multiplier (3.3.58) is based on the perturbed solution vector u± = u±σek. Without loss of
generality, let node i 6= k be a direct neighbor of vertex k and consider the antidiffusive flux fi j with
j 6= k which needs to be limited by the nodal correction factor from the upwind node i. Hence, the
perturbed quantities R±i [u
±] may lead to a non-vanishing divided difference of the form
Dk[αi j] fi j =
R±i [u
+]−R±i [u−]
2σ
fi j k /∈ {i, j} ∧ ∃ik (3.3.70)
whereby the raw flux fi j is not affected by the perturbed solution. It is instructive to refer to node
j as an indirect neighbor of vertex k since there exists a pair of (unoriented) edges ij and ik which
‘couples’ nodes j and k by virtue of the common vertex i. It is thus that all matrix coefficients that
correspond to the second ‘layer’ of nodes need to be considered in the kth column of the Jacobian.
It is worth mentioning that the extended sparsity pattern depicted in Figure 3.5 (right) re-
sembles that of the edge-oriented stabilization technique [43, 44]. A detailed description of the
underlying data structure for non-conforming bilinear finite elements is presented by Ouazzi and
Turek [199]. It is possible to adapt the suggested storage algorithm to conforming linear/bilinear
finite elements but care must be taken to avoid duplicate entries in the rows of the finite element
matrix. It is therefore expedient to review some ideas from graph theory and devise an alternative
storage algorithm which is directly tailored to conforming (bi-)linear finite elements [183].
Let the adjacency graph of the stiffness matrix be denoted by X = {xi j} ∈ {0,1}M×M. It is
symmetric since xi j = x ji = 1 if and only if the finite element basis functions ϕi and ϕ j have
overlapping supports. In other words, either i= j or there exists an edge ij connecting nodes i and
j. Each coefficient of the square matrix Y = X ·X ∈ {0,1,2}M×M satisfies yi j > 0 if and only if
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there exists a path of length not greater than two between nodes i and j since
yi j =
M
∑
k=1
xikxk j > 0 ⇔ ∃k : xik = 1 ∧ xk j = 1 (3.3.71)
As a result, a standard algorithm for sparse matrix multiplication [18] can be employed to generate
the sparsity pattern of the Jacobian matrix which is symmetric by construction.
3.3.7. Time-stepping schemes
This paragraph deals with the extension of the iterative solution strategies presented in Sec-
tions 3.3.2 and 3.3.3 to transient or pseudo-transient conservation laws of the form
∂u
∂t
+∇ · f(u) = 0 in RND×R+0 (3.3.72)
It is common practice in the computation of steady flows to introduce an artificial time derivative
which is supposed to vanish if the flow becomes stationary. In other words, the above model
problem is adopted and marched towards steady-state so as to obtain a converged solution.
Let the above equation be discretized in space using the upwind-biased limiting strategy pro-
posed by Kuzmin and Turek [145] so as to obtain the semi-discrete high-resolution scheme
ML
du
dt
= K∗(u)u (3.3.73)
which is designed to satisfy the local extremum diminishing constraint 3.1.2. Additional criteria
are required to guarantee that such methods remain positivity-preserving [144] after the discretiza-
tion in time (see Section 3.1.3). Application of the two-level θ-scheme, where the implicitness
parameter θ may vary between zero and one, yields the nonlinear algebraic system
A(un+1)un+1 = B(un)un,
{
A(un+1) = ML−θ∆tK∗(un+1)
B(un) = ML+(1−θ)∆tK∗(un)
(3.3.74)
According to Theorem 3.1.3, the positivity of un carries over to the new solution provided that all
entries of the operator B(un) are non-negative and A(un+1) satisfies the M-matrix property.
For θ = 0, the explicit forward Euler method is recovered from (3.3.74) which is known to
be unstable. As a remedy, Löhner et al. [167, 170] employ a two-step Taylor-Galerkin method
of the Lax-Wendroff type for the design of fully explicit high-resolution methods. In general, the
two-level θ-scheme method (3.3.74) is unconditionally stable for all parameter values θ ≥ 12 and
the choice θ= 12 corresponds to the semi-implicit Crank-Nicolson discretization which is the only
θ-scheme that exhibits second-order accuracy [64]. This trapezoidal rule is positivity-preserving
[144] provided the time step does not exceed an upper bound of the form (3.1.34) so that matrix
B(un)≥ 0 is non-negative. Furthermore, the operator A(un+1) must satisfy the M-matrix property
which may lead to additional constraints (3.1.38) to be imposed on the time step. Last but not least,
the backward Euler method is recovered for θ = 1. It corresponds to first-order upwind in time
which makes it overly diffusive at large time steps. At the same time, this fully implicit scheme
is unconditionally positive [144] so that arbitrary time steps can be employed unless iterative
solvers fail to converge. In the case of an implicit time discretization (0 < θ ≤ 1), the physical
nonlinearities inherent to the governing equation and/or the numerical nonlinearities due to the
employed high-resolution scheme call for the use of an iterative solution strategy.
Several strategies for computing successive approximations to the end-of-step solution un+1
of the nonlinear algebraic system (3.3.74) can be based on the fixed-point iteration scheme
u(m+1) = u(m)+[P(u(m))]−1r(m), u(0) = un, m= 0,1,2, . . . (3.3.75)
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which is initialized by the solution from the last time step. The iteration process continues until the
norm of the global defect or that of the relative changes between two successive iterates becomes
small enough. The constant right-hand side and the residual for the mth cycle are given by
bn = B(un)un, r(m) = bn−A(u(m))u(m) (3.3.76)
In a practical implementation, the contribution of the modified transport operator applied to the
solution vector can be assembled edge-by-edge without the need to assemble matrix K∗ explicitly.
Moreover, an auxiliary iteration procedure is employed for the ‘inversion’ of the operator P:
P(u(m))∆u(m) = r(m)
u(m+1) = u(m)+∆u(m)
}
u(0) = un, m= 0,1,2, . . . (3.3.77)
The evolution operator of the LED scheme (3.2.26) constitutes a viable preconditioner [133, 144]
P=ML−θ∆tL, L= K+D (3.3.78)
Note that all off-diagonal entries of the low-order transport operator L are non-negative by con-
struction, and therefore, those of matrix P comply with the sign condition (3.1.35). The strict
positivity of diagonal coefficients may be satisfied from the outset and it can be ensured by con-
straining the time step subject to the upper bound (3.1.38) otherwise. Thus, the preconditioner
(3.3.78) can be turned into an M-matrix, whereby its inverse is given by a non-negative matrix.
In practice, the diagonal dominance of P can be further enhanced by means of an implicit
under-relation strategy [200] which is described in Section 3.1.3. Moreover, Meijerink and van der
Vorst [181] showed that there exists a unique ILU(k)-decomposition for all values k ∈ N provided
that the operator P satisfies the M-matrix property. Thus, the linear convergence rates of a Krylov
method applied to the auxiliary problems (3.3.77) can be improved by resorting to preconditioning
based on an incomplete LU-factorization of the preconditioner (3.3.78).
As an alternative to the low-order operator (3.3.78) which is constant for linear problems, the
fixed-point iteration scheme (3.3.75) can be preconditioned by the nonlinear LED operator [134]
P(u(m)) =ML−θ∆tL∗(u(m)) (3.3.79)
The existence of the operator L∗ which includes limited antidiffusion (3.3.13) is guaranteed by
the upwind-biased flux limiter [145]. All intermediate solutions u(m) remain positivity-preserving
[122] by construction but convergence is a prerequisite for mass conservation [134]. However,
the construction of (3.3.79) is time-consuming and quite cumbersome for arbitrary discretizations.
Moreover, it has to be re-assembled in each outer iteration due to the numerical nonlinearity en-
gendered by the flux limiter. This has led to the design of a discrete Newton method [183] which
allows for an efficient treatment of time-dependent and steady-state flows alike.
Let us rewrite the nonlinear algebraic system (3.3.74) recovered from the θ-scheme as follows
F(u¯;un) = A(u¯)u¯−B(un)un (3.3.80)
where un denotes the given data from the previous time step and the new solution un+1 = u¯ at time
tn+1 can be determined by computing the root of the above expression. The Newton iteration for
F(u¯;un) = 0 is derived from the multivariate Taylor expansion about the current state u(m)
F(u(m+1);un) = F(u(m);un)+ JF(u(m);un)(u(m+1)−u(m))+higher-order terms (3.3.81)
where JF represents the Jacobian matrix of the function F. Neglecting terms of higher-order
curvature and setting the right-hand side equal to zero one obtains the sequence of linear systems
JF(u(m);un)∆u(m) = −F(u(m);un)
u(m+1) = u(m)+∆u(m)
}
u(0) = un, m= 0,1,2, . . . (3.3.82)
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The Newton iteration is terminated based on a required drop in the norm of the nonlinear residual
‖F(u(m);un)‖/‖F(u(0);un)‖< tolabs and/or a sufficiently small increment ‖∆u(m)‖/‖u(m)‖< tolrel.
It is easy to verify that the right-hand side −F(u(m);un) equals the residual term r(m) defined
in (3.3.76). A viable approximation to the exact Jacobian JF can be computed as follows
P(u(m)) =ML−θ∆tJ(u(m)), J(u(m))≈ JK∗(u(m)) (3.3.83)
whereby the Jacobian matrix JK∗ for the convective contribution (3.3.33) can be approximated
as explained in Sections 3.3.4 and 3.3.5. Adopting the above preconditioner in the fixed-point
iteration scheme (3.3.75) yields a strict Newton method for the transient problem (3.3.72).
The operator defined in (3.3.83) is not an M-matrix in general so that intermediate solutions
will not preserve positivity. Hence, convergence of the Newton iteration is a prerequisite for
the numerical scheme to be positivity-preserving [144]. The use of a globalization strategy to
achieve/improve convergence and some useful convergence criteria are addressed in Section 3.3.8.
A common practice in the computation of the stationary problem (3.3.28) is to resort to the
corresponding transient formulation (3.3.72) and march the solution to steady state. Since tempo-
ral accuracy is non-relevant the fully implicit backward Euler method (θ= 1) is adopted, whereby
the artificial time step is taken as large as possible. Moreover, it can be initially chosen reasonably
small to ensure convergence and adjusted in the course of the simulation to quickly reach steady
state. There is a strong relation between the fully implicit backward Euler method (3.3.74) and the
stationary formulation (3.3.29) equipped with an under-relaxation strategy. The use of a constant
time step for the solution update (3.3.75) corresponds to taking an individual relaxation factor for
each nodal equation (3.3.30). Conversely, uniform under-relaxation in the steady-state approach
is equivalent to adopting a different time step for each node [76].
Let us summarize the presented algorithms which are based on the generalized TVD algorithm
by Kuzmin and Turek [145]. In essence, all nonlinear solution procedures can be expressed as
u(m+1) = u(m)+[P(u(m))]−1r(m), m= 0,1,2, . . . (3.3.84)
whereby the possible choices for the preconditioner P and the ‘residual’ vector r(m) are presented
in Figure 3.1. If the steady-state problem is solved directly, both the low-order transport operator
L and the nonlinear LED operator L∗ may fail to possess the M-matrix property. Moreover, they
can become singular due to the presence of zero rows resulting from the conservative elimination
of negative off-diagonal entries. In contrast, tuning the (pseudo) time step according to constraint
(3.1.38) provides a mechanism to guarantee that the low-order evolution operator ML−θ∆L is an
M-matrix so that its inverse exists and has non-negative entries.
Steady-state problems r(m) = K∗(u(m))u(m), u(0) = u0
Successive approximations P=−L, or P=−L∗(u(m))
Newton’s method P=−J(um), where J(um)≈ JK∗(u(m))
Transient problems r(m) = B(un)un−A(u(m))u(m), u(0) = un
Successive approximations P=ML−θ∆tL, or P=ML−θ∆tL∗(u(m))
Newton’s method P=ML−θ∆tJ(u(m)), where J(um)≈ JK∗(u(m))
Tab. 3.1. Overview of nonlinear solution strategies.
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3.3.8. Convergence criteria and globalization
In general, the nonlinear preconditioners (3.3.35) and (3.3.83) employed in the Newton iteration
do not possess the M-matrix property so that convergence of the fixed-point iteration (3.3.84)
is a prerequisite for positivity-preservation. Admittedly, the performance of Newton’s method
depends on the quality of the initial guess. For transient flows, the solution from the previous
time step provides a reasonable starting value unless extremely large time steps are employed. In
contrast, the simulation of stationary problems may require some ‘pre-iterations’ by means of the
low-order upwind scheme in order to predict a usable initial guess for the Newton iteration.
Since the linear system (3.3.84) for the increment ∆u(m) = u(m+1)−u(m) is solved iteratively,
the resulting algorithm is classified as an inexact Newton method [63]. The accuracy of the (inner)
linear solver greatly affects the convergence behavior of the (outer) Newton algorithm. If the linear
subproblems are not solved accurately enough, more Newton steps are required, and hence, the
nonlinear convergence rates deteriorate. Conversely, a very small tolerance for the linear solver
results in a drastic increase of inner iterations which does not pay off. Moreover, an iterate u(m)
which is not sufficiently close to the desired root may be a poor candidate for linearization by
means of Taylor expansion. In fact, it does not reflect the behavior of the nonlinear residual
very well. As a consequence, solving the linear system with high accuracy one may obtain a
poor Newton update ∆u(m) which deteriorates the nonlinear convergence behavior [235, 253].
This phenomenon is typically known as oversolving [71]. Indeed, an inappropriate intermediate
solution u(m) may even crash the simulation if no precautions are taken to prevent divergence.
A common practice is to define the forcing term η(m) ∈ [0,1) a priori and require that the
solution increment ∆u(m) be computed accurately enough by the inner solver so that
‖r(m)−P(u(m))∆u(m)‖ ≤ η(m)‖r(m)‖ (3.3.85)
The left-hand side of the above inequality is both the residual of the linear subproblem (3.3.84)
and the model of the equation at hand linearized at the most recent state u(m). Thus, by reducing
the linear residual to satisfy (3.3.85), one will also improve the nonlinear residual provided that
the truncated Taylor expansion constitutes a reasonable linearization of the nonlinear problem.
Several approaches for choosing the forcing term in an adaptive fashion are considered by
Eisenstat and Walker [70, 71]. A viable strategy is to choose η(0) ∈ [0,1) and adopt
η(m+1) =
∣∣‖r(m+1)‖−‖r(m)−P(u(m))∆u(m)‖∣∣
‖r(m)‖ , m= 0,1,2, . . . (3.3.86)
which reflects the agreement between the nonlinear residual and its local linear model at the last
iterate. If there is a great discrepancy, then the forcing term will become large so that the linear
solver will not spend too much time to find an accurate approximation to the Newton step in the
next iteration. Conversely, a small value of η(m+1) indicates a good agreement between the residual
and its linearized model, and moreover, it forces the linear solver to approximate the Newton step
very accurately. As an alternative, the forcing term can be updated as follows [70]
η(m+1) = γ
(
‖r(m+1)‖/‖r(m)‖
)α
, m= 0,1,2, . . . (3.3.87)
where the coefficient γ may vary between zero and one and the exponent satisfies α ∈ (1,2].
Although the use of an adaptive forcing term determined by (3.3.86) or (3.3.87) is usually ef-
fective to avoid oversolving, η(m+1) may occasionally become too small far away from a solution.
As a remedy, additional safeguards [71] may be used to prevent the rapid reduction of forcing
terms. In essence, η(m+1) is required to be no less than a prescribed minimum value η(m+1)min which
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is given by its predecessor η(m) raised to a power associated with the expected rate of conver-
gence. In fact, the lower bound must also exceed some fixed threshold in order to be effective.
This mechanism overrides the safeguard in the vicinity of solutions and gives rise to the asymp-
totic convergence. In a practical implementation, the value of forcing terms is thus predicted from
expressions (3.3.86) or (3.3.87) and corrected by imposing the following safeguard [71]
η(m+1) :=max
{
η(m+1),η(m+1)min
}
if η(m+1)min > tol (3.3.88)
The threshold tol= 0.1 was adopted in all our experiments which is somewhat arbitrary but works
well in practice. Finally, one has to take care that the forcing term is strictly bounded from unity.
Following theoretical considerations by Eisenstat and Walker, the minimum values for safe-
guarding the forcing terms computed from (3.3.86) and (3.3.87) are given by [71]
η(m+1)min =
[
η(m)
](1+√5)/2
and η(m+1)min = γ
[
η(m)
]α
(3.3.89)
respectively. The initial value of the forcing term is defined as η(0) = 0.5 and the auxiliary param-
eters γ= 0.5 and α= (1+
√
5)/2 are used in all numerical examples [71].
Once the increment for the fixed-point procedure (3.3.84) has been determined by the linear
solver, ∆u(m) can be used to update the last iterate. Since Newton’s method is prone to diverge
for inaccurate starting values and/or improper intermediate solutions, an appropriate globalization
technique is mandatory. To this end the provisional increment is scaled by some relaxation factor
s so that the new iterate u(m+1) = u(m)+ s∆u(m) satisfies the sufficient decrease condition [70]
‖r(m+1)‖ ≤ [1−ξ(1−η(m))]‖r(m)‖ (3.3.90)
where ξ ∈ (0,1) represents the prescribed tolerance. In practice, line search and trust region
methods are frequently employed to compute acceptable multipliers [188, 201].
In a practical implementation, backtracking [235] can be used to compute the step length
reduction factor s which is supposed to lie in the safeguard interval [smin,smax]. The basic idea is
to minimize the function g(s) = 12‖r(u(m)+ s∆u(m))‖2 with respect to s. Since it can be expensive
to solve this minimization problem exactly, g(s) is interpolated by the quadratic polynomial [238]
λ(s) = [g(1)−g(0)−g′(0)]s2+g′(0)s+g(0) (3.3.91)
which is found by requiring λ(0) = g(0), λ(1) = g(1) and λ′(0) = g′(0). Imposing the necessary
condition for a local extremum, i.e. λ′(s) = 0, yields a possible candidate for the step length
s=
−g′(0)
2[g(1)−g(0)−g′(0)] (3.3.92)
If λ′′(s) ≤ 0 then the quadratic model is concave down so that s = smax is the best choice. On
the other hand, λ′′(s) > 0 implies that (3.3.92) is a valid minimizer of the interpolation function.
Starting from the initial value ∆u(m), the solution increment is updated by ∆u(m) := s∆u(m) and
the forcing term is adjusted accordingly, i.e. η(m) := 1− s(1−η(m)). If the sufficient decrease
condition (3.3.90) is still not satisfied by the new quantities, a new multiplier s is determined
from expression (3.3.92) and the reduction process is repeated. The backtracking algorithm is
stopped once inequality (3.3.90) holds or if a maximum number of reduction steps or a minimum
value for the net reduction has been reached. If no acceptable solution can be determined by the
backtracking algorithm, then the Newton update is rejected and the mth step of the fixed-point
iteration (3.3.84) is repeated using a less cumbersome preconditioner, e.g., P=ML−θ∆tL.
3.3. Upwind-biased limiters of TVD type 55
Algorithm 3.1: Inexact Newton backtracking method.
Given: u(0), η(0) ∈ [0,1), ξ ∈ (0,1), 0< smin < smax < 1
Result: Converged solution u(m+1)
for m= 0,1,2, . . . (until convergence) do1
Solve the linear problem2
P(u(m))∆u(m) = r(m)3
such that4
‖r(m)−P(u(m))∆u(m)‖ ≤ η(m)‖r(m)‖5
Compute u(m+1) = u(m)+∆u(m)6
while ‖r(m+1)‖> [1−ξ(1−η(m))]|r(m)‖ do7
Choose s ∈ [smin,smax] from equation (3.3.92)8
Update ∆u(m) := s∆u(m) and η(m) := 1− s(1−η(m))9
end compute new solution u(m+1) = u(m)+∆u(m)10
end11
if Backtracking failed then12
Recompute P(u(m))∆u(m) = r(m) with different preconditioner13
and accept solution u(m+1) = u(m)+∆u(m) unconditionally14
end15
Check for convergence16
‖r(m+1)‖
‖r(0)‖ < tolabs or
‖u(m+1)−u(m)‖
‖u(m)‖ < tolrel17
end18
In summary, an inexact Newton backtracking method [70] can be implemented as presented in
Algorithm 3.1. The use of some forcing strategy (see line 6) is advisable to prevent oversolving in
the linear iterations. On the other hand, globalization is mandatory since inaccurate starting values
or unacceptable intermediate solutions would directly lead to divergence of Newton’s method. A
simple backtracking strategy can be employed to scale the predicted solution update ∆u(m) so as to
satisfy the sufficient decrease condition (lines 8–11). If backtracking fails, then the outer iteration
step is repeated adopting the low-order evolution operator as preconditioner.
3.3.9. Summary of upwind-biased flux limiting of TVD type
Multidimensional upwind-biased flux limiting schemes can be readily implemented in a finite
element code [145]. All the necessary information is extracted from the original matrix K and
there is no need to know coordinates of nodes or any other geometric details. Since the origin of
the discrete transport operator K is immaterial, algebraic flux correction is also applicable to finite
difference/volume discretizations if they can be represented as a DAE system of the form (3.2.25).
The node-based limiting proposed by Kuzmin and Turek yields the high-resolution method
(3.3.8) and (3.3.10), respectively. Although some off-diagonal entries of the modified transport
operator K∗ may be negative, the two-sided estimate (3.3.7) guarantees the existence of an equiva-
lent operator L∗ which proves that the semi-discrete scheme is local extremum diminishing. After
the discretization in time by the two-level θ-scheme, the numerical method (3.3.74) is positivity-
preserving if it satisfies Theorem 3.1.3. This extra requirement yields computable bounds for
admissible time steps. The generalized TVD algorithm (see Figures 3.2) gives rise to the nonlin-
ear algebraic systems that call for an iterative solution strategy. The low-order evolution operator
(3.3.78) constitutes a viable preconditioner which exhibits amenable matrix properties. It is easy
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to invert and does not depend on the solution for linear problems so that it can be assembled once
at the beginning of the simulation and stored for subsequent usage. The design of an alternative
preconditioner may be based on Newton’s linearization (3.3.81), whereby the approximate Jaco-
bian matrix (3.3.83) can be efficiently assembled edge-by-edge (cf. Sections 3.3.4 and 3.3.5). The
sparsity pattern of the underlying finite element matrix needs to be extended by one connectivity
layer which can be achieved by means of symbolic matrix multiplication (3.3.71).
Upwind-biased flux limiting [145] is derived on the semi-discrete level, and hence, it can be
directly applied to steady-state problems of the form (3.3.28). However, the M-matrix property
of the preconditioner (3.3.32) may be irrecoverably lost since discrete upwinding can render the
low-order transport operator singular due to the presence of zero rows. As a remedy, the use of
pseudo time-stepping may be preferable for the computation of stationary flows. In particular,
the pseudo time step can be adjusted according to constraint (3.1.38) to enforce the M-matrix
property of the low-order evolution operator (3.3.79). Furthermore, the upper bound (3.1.34) is
unconditionally satisfied for the fully implicit backward Euler method so that large time steps can
be employed unless iterative solvers fail to converge. Newton’s method can also be applied to the
steady-state formulation (3.3.29), whereby the choice of a good initial guess is crucial. It may be
worthwhile to perform a few pre-iteration steps adopting the standard defect correction scheme
(3.3.30) preconditioned by the low-order operator (3.3.32) prior to resorting to the approximate
Jacobian matrix (3.3.35). In all nonlinear solution algorithms, the inversion of the preconditioner
is performed by solving the sequence of linear subproblems (3.3.77), e.g., with aid of a Krylov
subspace method. In each Newton step, the accuracy of linear problems can be monitored by
a suitable forcing strategy so as to prevent ‘oversolving’. Moreover, Newton’s method can be
equipped with a simple backtracking procedure which is designed to ensure global convergence.
The performance of the proposed algorithms will be illustrated by numerical examples for two-
dimensional benchmark problems to be presented at the end of this chapter.
3.4. Symmetric limiters of FCT type
As pointed out in Section 3.2.5, the difference between the high- and low-order residuals (3.2.44)
consists of convective antidiffusion proportional to −Du and of the contribution (ML−MC)dudt .
The latter has been intentionally neglected in the design of upwind-biased flux limiters since no
genuine flow direction (upwind/downwind) is available for the mass diffusion operator MC−ML.
On the other hand, mass lumping degrades the phase accuracy of the numerical method, and thus,
a significant advantage of finite element schemes over finite difference and finite volume methods
being applied to truly time-dependent problems is lost. The fully discretized mass flux [134]
fmi j =
mi j
∆t
(un+1i −un+1j )−
mi j
∆t
(uni −unj) (3.4.1)
consists of an implicit part which is truly antidiffusive and a diffusive explicit part which has a
strong damping effect. Kuzmin suggested a symmetric flux limiter [134] to include the consistent
mass matrix in a positivity-preserving fashion and combined it with upwind-biased flux limiting
[145] for the convective antidiffusive. This so-called general-purpose flux limiter [134] can be
used to compute accurate solutions to time-dependent problems and it is capable of producing
sharply resolved profiles for stationary flows. Thus, if the temporal evolution of the simulation
is unknown, the general-purpose flux limiter may be employed without sacrificing the consis-
tent mass matrix from the outset, and at the same time, the existence of convective antidiffusion
prevents a loss of accuracy in the stationary limit. This flexibility comes at the cost of a more ex-
pensive procedure for evaluating the nodal quantities P±i , Q
±
i and R
±
i which need to be rebuilt in
each outer iteration. Moreover, the nonlinear convergence rates deteriorate significantly for larger
time steps so that steady-state computations may become time consuming.
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3.4.1. Nonlinear FEM-FCT algorithm
Essentially the same limitations apply to early generalizations of Zalesak’s multidimensional flux
limiter [268] to implicit FCT algorithms for finite element discretizations on unstructured meshes
[133, 144]. Some improvements and extensions have been proposed in a series of subsequent
publications [141, 142] but there remain critical issues that need to be addressed:
• The correction factors αi j produced by Zalesak’s limiter depend on the time step which
deteriorates the accuracy of most FCT algorithms as ∆t increases.
• Classical FCT algorithms require the re-evaluation of sums of antidiffusive fluxes P±i , of
admissible upper and lower bounds Q±i and of the nodal correction factors R
±
i in each outer
iteration which accumulates the computational costs and leads to an extended stencil of the
approximate Jacobian if Newton’s linearization is employed.
The first drawback has been partially alleviated by the advent of iterative flux correction [142]
which is designed to recycle the rejected antidiffusion step-by-step. On the other hand, the neces-
sary adjustment of correction factors αi j in each outer iteration increases the computational costs
and deteriorates the nonlinear convergence behavior significantly. The second issue has been in-
vestigated by Kuzmin and Kourounis [137] who presented a semi-implicit FEM-FCT algorithm
for the simulation the treatment of time-dependent flows. In order to increase the efficiency of
the semi-implicit flux correction scheme, it has been equipped with a discrete Newton method
[187]. Recently, Kuzmin [136] presented a novel approach for the design of explicit and implicit
FEM-FCT schemes based on the linearization of antidiffusive fluxes.
It is expedient to introduce the underlying idea of flux correction algorithms in a more general
framework and present the semi-implicit FCT limiter in the next section. Let the semi-discrete
method (3.2.47) be discretized in time by the two-level θ-scheme [144]
Aun+1 = Bun+ f¯ (un+1,un) (3.4.2)
The operator A=ML−θ∆tL is designed to be an M-matrix which may involve some restrictions
to admissible time steps (see constraint (3.1.38)). Furthermore, matrix B =ML+(1−θ)∆tL can
be rendered non-negative by adjusting the time step according to estimate (3.1.34) and it is uncon-
ditionally non-negative for the fully implicit backward Euler method (θ= 1). The last term in the
right-hand side of equation (3.4.2) is assembled from skew-symmetric internodal fluxes
f¯i =∑
j 6=i
αi j fi j, f ji =− fi j (3.4.3)
whereby the fully discrete counterparts of the raw antidiffusive fluxes (3.2.46) are given by [144]
fi j = [mi j+θ∆tdn+1i j ](u
n+1
i −un+1j )− [mi j− (1−θ)∆tdni j](uni −unj) (3.4.4)
The nonlinearity of equation (3.4.2) inherent to the governing equation and/or engendered by alge-
braic flux correction calls for the use of an iterative solution strategy. Successive approximations
to the end-of-step solution un+1 can be computed by the fixed-point iteration scheme
u(m+1) = u(m)+[P(u(m))]−1r(m), m= 0,1,2, . . . (3.4.5)
which is initialized by the solution from the last time step, i.e. u(0) = un. The residual vector
r(m) = bn+ f¯ (u(m),un)−Au(m), bn = Bun (3.4.6)
needs to be updated in each outer iteration, whereby the net right-hand side b(m) = bn+ f¯ (u(m),un)
consists of the constant low-order part augmented by limited antidiffusion [142, 144].
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A natural choice for the preconditioner P is the monotone evolution operator A =ML−θ∆tL
which turns expression (3.4.5) into the standard fixed-point defect correction scheme [255]
Au(m+1) = b(m), m= 0,1,2, . . . (3.4.7)
To satisfy the positivity constraint 3.1.3, it suffices to define a positivity-preserving auxiliary solu-
tion u˜≥ 0 and a matrix B(u˜) = {bi j} so that the right-hand side can be written as follows [144]
b(m) = B(u˜)u˜ and bi j ≥ 0, ∀ i, j (3.4.8)
The non-negative matrix B(u˜) does not need to be constructed explicitly, but its existence and the
M-matrix property of A guarantee that the positivity of the right-hand side is preserved, whence
u˜≥ 0 ⇒ b(m) ≥ 0 ⇒ u(m+1) = A−1b(m) ≥ 0 (3.4.9)
An explicit low-order approximation to u(tn+1−θ) can be computed by solving the auxiliary sub-
problem MLu˜= Bun for the positivity-preserving intermediate solution [144]
u˜= un+(1−θ)∆tM−1L Lun (3.4.10)
The task of the flux limiter is to determine suitable correction factors αi j ∈ [0,1] which ensure that
each nodal component of the updated right-hand side remains non-negative [144]
b(m)i = miu˜i+∑
j 6=i
αi j fi j ≥ 0 if u˜ j ≥ 0, ∀ j (3.4.11)
A viable choice is Zalesak’s multidimensional FCT limiter [268] which has been successfully
employed to construct flux corrected algorithms for finite element methods [137, 142, 144].
3.4.2. Semi-implicit FCT limiter
Some drawbacks of the semi-explicit FCT algorithm [133, 144] have been remedied by the advent
of semi-implicit flux correction [137]. It is of predictor-corrector type, whereby the costly evalua-
tion of nodal correction factors is only required once per time step. As a tribute to Zalesak’s limiter
[268], Kuzmin and Kourounis adopted the same notation for the nodal quantities P±i , Q
±
i and R
±
i
which are initialized by zeros before the first outer iteration (m= 0). They can be updated follow-
ing the three-step algorithm presented in Figure 3.6 and used to predict a set of limited fluxes f˜i j
which serve as an explicit estimate for the maximum amount of admissible antidiffusion.
Note that the antidiffusive flux f ni j is not the real target flux (3.4.4) but merely an explicit
predictor which is recovered in the first iteration (u(0) = un) from the antidiffusive flux [137]
f (m)i j =
[
mi j+θ∆td
(m)
i j
](
u(m)i −u(m)j
)
− [mi j− (1−θ)∆tdni j](uni −unj) (3.4.12)
In the worst case, all antidiffusive fluxes into node i have the same sign. Therefore, it is worth-
while to treat the positive and negative ones separately [268]. The maximum/minimum admissible
increment depends on the solution values at all neighboring nodes that share an element with i.
The quantities Q±i defined in (3.4.15) measure the distance to a local maximum/minimum of the
low-order solution (3.4.10), and hence, they provide upper/lower bounds for the nodal values [137]
u˜maxi = u˜i+Q
+
i , u˜
min
i = u˜i+Q
−
i (3.4.13)
Semi-implicit flux correction [137] follows the two-step algorithm presented in Figure 3.7 which
is invoked in each outer iteration. The solution from the previous iteration is used to evaluate
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Before the first outer iteration (m= 0), compute a set of antidiffusive fluxes f˜i j which
provide an explicit estimate for the admissible magnitude of f¯i j = αi j f
(m)
i j
1. Compute the sums of positive and negative antidiffusive fluxes f ni j = ∆tdni j(uni −unj)
P+i =∑
j 6=i
max{0, f ni j}, P−i =∑
j 6=i
min{0, f ni j} (3.4.14)
2. Define the upper and lower bounds for admissible increments
Q+i =max{0,maxj 6=i {u˜ j− u˜i}}, Q
−
i =min{0,minj 6=i {u˜ j− u˜i}} (3.4.15)
3. Evaluate the nodal correction factors and perform flux limiting
R±i =
{
miQ±i /P
±
i if P
±
i 6= 0
1 if P±i = 0
f˜i j =
{
min{R+i ,R−j } f ni j if f ni j > 0
min{R−i ,R+j } f ni j if f ni j ≤ 0
(3.4.16)
Fig. 3.6. Semi-implicit FCT algorithm: predictor step.
the target flux (3.4.12) which is limited based on the precomputed quantities f˜i j. In contrast to
Zalesak’s classical limiter, the nodal correction factors R±i are allowed to exceed unity which
carries over to the flux ratio f˜i j/ f ni j, but the effective correction factors [137]
αi j := f¯i j/ f
(m)
i j (3.4.17)
are bounded by 0 and 1, as required for consistency. Kuzmin and Kourounis [137] give the posi-
tivity proof for the semi-implicit FCT algorithm (3.4.14)–(3.4.19) which follows the one for Zale-
sak’s limiter [144]. For the sake of completeness it is presented in what follows. In the non-trivial
case f¯i j 6= 0, the net antidiffusion received by node i does not vanish so that the ith component of
At each outer iteration (m= 0,1,2, . . . ), assemble f¯i j and plug it into the right-hand side (3.4.6)
1. Constrain the updated target flux f (m)i j so that its magnitude is bounded by that of f˜i j
f¯i j =
 min{ f
(m)
i j ,max{0, f˜i j}} if f (m)i j > 0
max{ f (m)i j ,min{0, f˜i j}} if f (m)i j ≤ 0
(3.4.18)
2. Insert the limited antidiffusive flux f¯i j into the right-hand side
b(m)i := b
(m)
i + f¯i j, b
(m)
j := b
(m)
j − f¯i j (3.4.19)
Fig. 3.7. Semi-implicit FCT algorithm: corrector step.
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the right-hand side admits the following representation
f¯i :=∑
j 6=i
f¯i j 6= 0 ⇒ b(m)i = miu˜i+ f¯i = (mi−αi)u˜i+αiu˜k (3.4.20)
The nodal coefficient αi is defined in terms of the local extremum (3.4.13) of the low-order solution
αi :=
f¯i
u˜k− u˜i , u˜k =
{
u˜maxi if f¯i > 0
u˜mini if f¯i < 0
(3.4.21)
which implies that αi > 0, and moreover, the limited antidiffusion satisfies f¯i = αiQ±i .
It follows from reformulation (3.4.20) of the right-hand side that the sign of the intermediate
solution u˜ is preserved provided the inequality mi−αi ≥ 0 holds for all nodes i. In the negative
case f¯i < 0, the antidiffusive correction to node i is bounded from below by
miQ−i ≤ R−i P−i ≤∑
j 6=i
min{0, f˜i j} ≤ f¯i = αiQ−i (3.4.22)
Conversely, there exists an upper bound for each strictly positive contribution f¯i > 0
αiQ+i = f¯i ≤∑
j 6=i
max{0, f˜i j} ≤ R+i P+i ≤ miQ+i (3.4.23)
Combining both estimates, the inequality 0≤ αi ≤ mi holds, which proves that the ith component
of the right-hand side (3.4.20) remains non-negative provided that u˜i ≥ 0 and u˜k ≥ 0.
Putting together what we have said so far, the semi-implicit FCT algorithm is positivity-
preserving as long as the diagonal coefficients of matrix B = ML+(1− θ)∆tL are non-negative.
This requirement is unconditionally satisfied for the fully implicit backward Euler method (θ= 1)
and the largest admissible time step can be computed from the upper bound (3.1.34) otherwise.
3.4.3. Approximation of the Jacobian matrix for FEM-FCT schemes
As an efficient alternative to the fixed-point defect correction scheme (3.4.5), the nonlinear al-
gebraic system of equation (3.4.2) can be linearized by means of Newton’s method. Thus, the
difference between two successive approximations is related to the residual vector as follows [187]
P(u(m))∆u(m) = r(m)
u(m+1) = u(m)+∆u(m)
}
P(u(m)) =ML−θ∆tJ(u(m))− J¯(u(m)) (3.4.24)
whereby the solution from the previous time step serves as an excellent initial guess, i.e. u(0) = un.
The solution-dependent preconditioner P comprises the approximate Jacobian operators
J(u(m))≈ JL(u(m)), J¯(u(m))≈ J f¯ (u(m)) (3.4.25)
A viable strategy for the calculation of the ‘upwind’ Jacobian JL which corresponds to the deriva-
tive of the low-order contribution L(u)u has been described in Section 3.3.4. It is only required for
nonlinear conservation laws and reduces to the low-order transport operator L= K+D otherwise.
It remains to devise and efficient algorithm for approximating the Jacobian matrix J f¯ which
results from the application of the semi-implicit flux correction procedure (cf. Figures 3.6 and
3.7). Since the predictor step (3.4.14)–(3.4.16) is only based on explicit contributions, the esti-
mated fluxes f˜i j are available from the residual assembly at no additional cost. The kth column
of the approximate Jacobian J¯ can be assembled by performing the corrector steps (3.4.18) and
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At each outer iteration (m= 0,1,2, . . . ), initialize J¯ ≡ 0 and rebuild it in a loop over edges ij.
1. Evaluate the explicit antidiffusive contribution
f expi j =
[
mi j− (1−θ)∆tdni j
]
(uni −unj) (3.4.26)
Define the difference ∆ui j := u
(m)
i −u(m)j and perform the following steps for k = i and k = j
2. Compute auxiliary coefficients based on the perturbed solution u± := u(m)±σek
a+i j = mi j+θ∆tdi j[u
+], a−i j = mi j+θ∆tdi j[u
−] (3.4.27)
3. Update the perturbed target fluxes (3.4.12) depending on the index k
if k = i : f+i j = a
+
i j(∆ui j+σ), f
−
i j = a
−
i j(∆ui j−σ)
if k = j : f+i j = a
+
i j(∆ui j−σ), f−i j = a−i j(∆ui j+σ)
f±i j := f
±
i j + f
exp
i j (3.4.28)
4. Constrain each flux f±i j so that its magnitude is bounded by that of f˜i j
f¯+i j =
{
min{ f+i j ,max{0, f˜i j}} if f+i j > 0
max{ f+i j ,min{0, f˜i j}} if f+i j ≤ 0
(3.4.29)
f¯−i j =
{
min{ f−i j ,max{0, f˜i j}} if f−i j > 0
max{ f−i j ,min{0, f˜i j}} if f−i j ≤ 0
(3.4.30)
5. Compute the divided difference and insert it into the kth column of the Jacobian matrix J¯
f¯i j =
f¯+i j − f¯−i j
2σ
J¯ik := J¯ik− f¯i j, J¯ jk := J¯ jk+ f¯i j (3.4.31)
Fig. 3.8. Assembly of Jacobian matrix for the semi-implicit FCT algorithm.
(3.4.19) based on the perturbed solution vectors u+σek and u−σek so as to evaluate the limited
antidiffusion f¯+ = f¯ (u+σek) and f¯− = f¯ (u−σek), respectively. Their difference can be scaled
by 1/2σ and inserted into the corresponding positions in row k. However, this approach is pro-
hibitively expensive since it does not exploit the sparsity of the Jacobian matrix. Let us emphasize
the fact that the correction factors (3.4.17) are only defined ‘virtually’, and therefore, they do not
entail a widening of the matrix stencil. Thus, the connectivity graph of the finite element matrix
carries over to that of the Jacobian operator J¯. This is in contrast to the semi-explicit FCT lim-
iter [133, 144], where the use of correction factors αi j ∈ [0,1] yields an extended sparsity pattern
which is identical to the one obtained for upwind-biased flux limiting schemes (cf. Section 3.3.6).
In light of the above, the semi-implicit FCT algorithm allows for an efficient edge-based as-
sembly of the operator J¯ which can be implemented as depicted in Figure 3.8. The implicit part of
the target flux (3.4.12) gives rise to the following possibilities of perturbed solution differences
∆ui j± (δik−δ jk), j 6= i, k ∈ {i, j} (3.4.32)
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They are multiplied by the corresponding coefficients a±i j which account for the consistent mass
matrix and the contribution of the perturbed diffusion operator. The above algorithm is applicable
to linear and nonlinear transport operators alike. In case of a linear transport operator, the diffu-
sion coefficient di j and the auxiliary quantity ai j ≡ mi j + θdi j are not affected by nodal solution
variations so that the perturbed fluxes exhibit the following symmetry property [187]
k = i : f±i j = ai j(∆ui j±σ)+ f expi j
k = j : f∓i j = ai j(∆ui j±σ)+ f expi j
(3.4.33)
The constrained fluxes (3.4.29) and (3.4.30), which are evaluated for the ith column, can be applied
to column j but with opposite sign. Hence, it suffices to compute the divided difference (3.4.31)
for one index, say k = i, and update the four coefficients of the Jacobian matrix J¯ simultaneously
J¯ii := J¯ii− f¯i j, J¯i j := J¯i j+ f¯i j
J¯ ji := J¯ ji+ f¯i j, J¯ j j := J¯ j j− f¯i j
(3.4.34)
For nonlinear problems, the above symmetry property does not hold so that the contributions to
columns i and j need to be evaluated separately following the algorithmic steps (3.4.28)–(3.4.31).
3.4.4. Summary of symmetric flux limiting of FCT type
The semi-implicit approach to flux correction of FCT type leads to a robust and efficient special-
purpose algorithm for time-dependent problems. The accuracy of the resulting scheme improves
as the time step is refined and the consistent mass matrix can be included in a positivity-preserving
fashion. The new limiting strategy makes it possible to avoid repeated computations of the nodal
correction factors at each outer iteration so that semi-implicit time-stepping methods prove com-
petitive to their fully explicit counterparts which suffer from very restrictive CFL-like conditions.
The use of an explicit predictor makes it possible to apply Newton’s linearization without the
need to extend the sparsity pattern of the finite element matrix. The Jacobian operator can be
assembled edge-by-edge using divided differences applied to the low-order transport operator and
to the vector of limited antidiffusive fluxes. For linear governing equations, the ‘upwind’ Jaco-
bian JL reduces to the low-order operator L, and moreover, the contribution J f¯ can be efficiently
constructed exploiting the symmetry property (3.4.33). The semi-implicit FCT algorithm is not
recommended for steady-state computations which call for the use of implicit time-stepping meth-
ods operated at large time steps. In this case, the consistent mass matrix can be safely neglected
so that upwind-biased flux correction as presented in Section 3.3 is preferable.
If the flow dynamics is not known a priori, a general-purpose flux limiter can be devised by
combining upwind-biased flux correction for the convective antidiffusion with a symmetric limiter
for the transient contribution [134]. The resulting algorithm is more complicated, and moreover,
severe convergence problems may occur if the the monotone evolution operator ML − θ∆tL is
employed in the fixed-point iteration scheme (3.4.5). The author performed some preliminary
tests with a discrete Newton method applied to the general-purpose flux limiter which leads to an
extended stencil for the approximate Jacobian operator. On the one hand, the number of nonlinear
iterations could be reduced significantly as compared to the standard defect correction procedure.
On the other hand, the assembly of the approximate Jacobian matrix is time consuming, and
thus, impractical for transient flow computations which require the use of moderately small time
steps due to temporal accuracy. In practice, it is advisable to implement two special-purpose
limiters side by side, e.g., the semi-implicit FCT algorithm for transient flows and an upwind-
biased flux limiter of TVD type suitable for steady-state computations, and control the relative
solution variation between two successive time steps to switch between both methods.
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3.5. Numerical examples for scalar conservation laws
In this section, we apply the presented high-resolution schemes to scalar benchmark problems for
stationary and time-dependent flows. Some of these configurations will be reused in Section 4.7 to
assess the ability of the novel mesh adaptation procedure to deal with dynamically changing flow
fields. The main objective of this section is to investigate the behavior of iterative solution proce-
dures as applied to nonlinear algebraic equations. In particular, the potential of discrete Newton
methods is compared to that of the standard defect correction scheme in the context of the algebraic
flux correction paradigm. Moreover, we analyze the influence of the different discretization tech-
niques on the quality of the approximate solution and on the challenge to compute it numerically.
It is beyond the scope of this thesis to give a quantitative analysis of AFC schemes and highlight
individual advantages of this methodology. The reader who is interested in an in-depth coverage
of this material is referred to the series of research papers [134, 136, 137, 139, 141, 142, 144, 145]
and the forthcoming monograph by Kuzmin [132]. A rigorous comparison of various stabilized
finite element methods for time-dependent convection dominated problems including the latest
FEM-FCT algorithms [136] is presented by John and Schmeyer [119].
3.5.1. Stationary convection-diffusion
Algebraic flux correction schemes of TVD type are derived on the semi-discrete level [145], and
hence, they can be applied to stationary problems directly or within the pseudo time-stepping ap-
proach. In the latter case, the solution is computed by adopting the transient counterpart of the
equation at hand which is marched into a steady state limit. Since evolution details are immaterial,
the fully implicit backward Euler method is preferable, whereby the artificial time step should be
taken as large as possible to reduce the computational cost. As an alternative, the stationary prob-
lem can be solved directly, whereby the use of implicit under-relaxation [200] may be advisable
to ensure convergence and improve robustness of the overall algorithm.
Test problem 1: Consider the stationary convection-diffusion equation in two dimensions
v ·∇u−d∆u= 0 in Ω= (0,1)× (0,1) (3.5.1)
where v= (cos(−pi/3),sin(−pi/3))T denotes the divergence-free velocity vector and the diffusion
coefficient d=1.0e–8 is extremely small. The transient counterpart of equation (3.5.1) is addressed
in Example 3.2.2. The concomitant boundary conditions of Dirichlet type read as follows
u(x,y) =
{
0 if x= 1 or y≤ 0.7
1 otherwise
(3.5.2)
This benchmark was proposed by Hughes et al. [110] and used by other authors to analyze the
behavior of stabilization techniques applied to convection dominated flows, e.g. [117]. Note that
the solution of the reduced problem (d = 0) does not satisfy the homogeneous Dirichlet boundary
conditions, and hence, exponential boundary layers develop next to the lines x= 1 and y= 0. This
is a common feature of singularly perturbed problems which are characterized by the presence of
sharp fronts in the vicinity of the boundary. Moreover, the discontinuity which is prescribed along
the line x= 0 produces an internal layer in the direction of the convection emanating from the point
(0,0.7). For large physical diffusion coefficients, the steep front would be considerably smoothed
but in the convection dominated case (d=1.0e–8) no smearing should be visible. The solutions
depicted in Figure 3.9 were computed on the uniform Grid 1 consisting of 64×64 bilinear finite
elements. The upper profile (a) was obtained from the fully discrete counterpart of the low-order
scheme (3.2.26), whereas the high-resolution TVDmethod (3.3.10) was used to produce Figure 3.9
(b). Both discretizations were applied directly without resorting to pseudo time-stepping.
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(a) Low-order scheme: discrete upwinding
(b) High-resolution FEM-TVD scheme
Fig. 3.9. Stationary convection-diffusion: 64×64 bilinear finite elements (Grid 1).
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It is worth mentioning that the two profiles are completely free of non-physical oscillations,
and moreover, the minimum/maximum solution values are bounded by zero and unity. However,
a large amount of artificial diffusion is introduced by performing discrete upwinding so that the
resolution of the internal layer is unacceptable due to excessive smearing. In fact, it was impossible
to compute any solution by the high-order Galerkin finite element method without stabilization.
We also tried solving the pseudo-transient convection-diffusion equation by the linear high-order
approximation but the simulation immediately failed due to strong undershoots and overshoots.
To quantify the amount of artificial diffusion engendered by the numerical scheme and to
assess its ability to abstain from generating spurious oscillations, John and Knobloch introduced
the following quantities used to compare various stabilized finite element methods [117]:
oscexp =
√
∑
(x,y)∈Ω2
[max{0,uh(x,y)−1}]2 (3.5.3)
oscint =
√
∑
(x,y)∈Ω1
[min{0,uh(x,y)}]2+[max{0,uh(x,y)−1}]2 (3.5.4)
smearexp =
√
∑
(x,y)∈Ω2
[min{0,uh(x,y)−1}]2 (3.5.5)
smearint = x2− x1 (3.5.6)
Here, x1 and x2 are the x-coordinates of the first points along the cutline y = 0.25 such that
uh(x1,0.25)≥ 0.1 and uh(x2,0.25)≥ 0.9, respectively. Thus, their difference measures the thick-
ness of the interior layer. To improve accuracy, x1 and x2 are evaluated on a grid with mesh
width 10−5. The summations in the above quantities are performed over the nodes (x,y) of the
computational grids, whereby the sub-domains are defined as follows [117]:
Ω1 = {(x,y) ∈Ω : x≤ 0.5, y≥ 0.1} (3.5.7)
Ω2 = {(x,y) ∈Ω : x≥ 0.7} (3.5.8)
In a recent publication [118] on stabilized finite element methods designed to diminish spurious
oscillations at layers, John and Knobloch redefine the quantities (3.5.3) and (3.5.4) as follows:
osc∗exp = maxx≥0.7
{max{0,uh(x,y)−1}} (3.5.9)
osc∗int = max
{
max
(x,y)∈G
{uh(x,y)−1},
∣∣∣∣ min(x,y)∈G{uh(x,y)}
∣∣∣∣} (3.5.10)
where (x,y) are the nodes in the rectangle G := [0,0.5]× [0.25,1] surrounding the internal layer.
The above quantities (3.5.9) and (3.5.10) are independent of the computational grid, and hence,
they can be used for arbitrary meshes which may be locally adapted to the layers.
In addition to the quadrilateral Grid 1, we performed all computations on two different trian-
gular meshes which result from the 64×64 grid by subdividing each cell into two triangles along
the diagonals which yields exactly the computational grids utilized by John and Knobloch [117].
In particular, Grid 2 is opposite to the internal layer and Grid 3 is aligned to the internal layer. The
three meshes feature the same number of degrees of freedom, namely 4,225, whereas the number
of elements equals 4,096 for the quadrilateral Grid 1 and is twice as large for both triangular grids.
The values of the benchmark quantities (3.5.3)–(3.5.6) are presented in Table 3.2.
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Grid oscint oscexp osc∗int osc
∗
exp smearint smearexp
Discrete upwinding, BiCGSTAB, tolabs =1.0e–12
Grid 1 (Q1) 0.0 0.0 0.0 0.0 1.929e–1 8.525e–1
Grid 2 (P1) 0.0 0.0 0.0 0.0 2.457e–1 1.549e+0
Grid 3 (P1) 0.0 0.0 0.0 0.0 1.176e–1 1.065e–5
Defect correction scheme, tolabs =1.0e–6
Grid 1 (Q1) 0.0 0.0 0.0 0.0 5.730e–2 5.547e–1
Grid 2 (P1) 0.0 0.0 0.0 0.0 6.530e–2 9.839e–1
Grid 3 (P1) 0.0 0.0 0.0 0.0 3.930e–2 7.071e–6
Defect correction scheme, tolabs =1.0e–12
Grid 1 (Q1) 0.0 0.0 0.0 0.0 5.730e–2 5.547e–1
Grid 2 (P1) 0.0 0.0 0.0 0.0 6.530e–2 9.839e–1
Grid 3 (P1) 0.0 0.0 0.0 0.0 3.930e–2 7.071e–6
Newton’s method, tolabs =1.0e–6
Grid 1 (Q1) 1.679e–6 0.0 1.570e–5 1.570e–5 5.730e–2 5.547e–1
Grid 2 (P1) 6.755e–6 0.0 3.400e–6 3.400e–6 6.530e–2 9.839e–1
Grid 3 (P1) 7.077e–6 0.0 3.930e–2 2.964e–6 6.00e–7 7.071e–6
Newton’s method, tolabs =1.0e–12
Grid 1 (Q1) 0.0 0.0 0.0 0.0 5.730e–2 5.547e–1
Grid 2 (P1) 0.0 0.0 0.0 0.0 6.530e–2 9.839e–1
Grid 3 (P1) 0.0 0.0 0.0 0.0 3.930e–2 7.071e–6
Tab. 3.2. Stationary convection-diffusion: Benchmark quantities.
As expected, the use of discrete upwinding leads to quite diffusive results, whereby the cre-
ation of non-physical undershoots and overshoots is precluded by construction. In contrast, the
high-resolution FEM-TVD scheme yields more accurate solution profiles but convergence is a pre-
requisite for positivity-preservation. We therefore considered two different values for the absolute
tolerance of the outer iteration, i.e. ‖∇ · f(u)‖ ≈ ‖K∗(u(m))u(m)‖ < tolabs. For the standard defect
correction scheme (3.3.30) preconditioned by the constant low-order operator P=−L, it suffices
to adopt the moderate tolerance tolabs =1.0e–6 to ensure positivity. Let us mention that less re-
strictive convergence criteria led to the creation of small wiggles. On the other hand, the parameter
value tolabs =1.0e–12 is required for Newton’s method which tends to produce oscillatory results
in the absence of convergence (cf. the quantity oscint, osc∗int and osc
∗
exp in Table 3.2).
The amount of artificial diffusion introduced by the numerical schemes strongly depends on
the computational grid. The alignment of triangles (Grid 3) along the predominant flow direction
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Solver configuration CPU NN NL NL/NN
Defect correction, η=1.0e–1 11 sec 385 619 1.60
Defect correction, η=1.0e–2 24 sec 391 2,069 5.29
Defect correction, η=1.0e–3 47 sec 391 4,697 12.01
Newton, η=1.0e–1, σ=
√
ε 36 sec 64 1,647 25.73
Newton, η=1.0e–2, σ=
√
ε 62 sec 74 3,265 44.12
Newton, η from (3.3.86), σ=
√
ε 22 sec 64 727 11.36
Newton, η from (3.3.87), σ=
√
ε 49 sec 216 555 2.57
Newton, η=1.0e–1, σ= 3
√
[(1+‖u‖)ε]2 48 sec 107 1,936 26.16
Newton, η=1.0e–2, σ= 3
√
[(1+‖u‖)ε]2 86 sec 104 4,515 43.41
Newton, η from (3.3.86), σ= 3
√
[(1+‖u‖)ε]2 37 sec 121 943 7.79
Newton, η from (3.3.87), σ= 3
√
[(1+‖u‖)ε]2 83 sec 344 1,371 3.99
Tab. 3.3. Stationary convection-diffusion: 128×128 Q1 elements (Grid 1).
permits to reduce smearing of the exponential boundary layer considerably. Conversely, false
alignment of elements may lead to a significant increase of numerical diffusion. In general, the a
priori alignment of elements is impossible for complex flows which may not even possess a global
flow direction. The use of bilinear finite elements employed on quadrilateral cell provides a good
compromise between aligned and unaligned triangular grids. The reader who is interested in a
comprehensive comparison of stabilized finite element methods is referred to [117].
Owing to the fact that the governing equation is linear, the low-order method yields a lin-
ear algebraic system that can be easily computed, e.g., by means of the BiCGSTAB or GMRES
algorithm [228]. Therefore, the focus is placed on solving the nonlinear system (3.3.29) which
results from the application of algebraic flux correction [135]. Note that there are no physical
nonlinearities for this benchmark problem which allows us to analyze the usability of Newton’s
method applied to numerical nonlinearities per se. In particular, we investigate the performance
of the edge-by-edge assembly of the approximate Jacobian for the antidiffusive fluxes presented
in Section 3.3.5. The convergence behavior of different nonlinear solution strategies is presented
in Tables 3.3–3.5, whereby the concrete solver configuration is described in the first row. The
required computing time (including pre- and postprocessing), the total number of nonlinear (NN)
and linear (NL) iterations and the number of linear iterations per nonlinear step (NL/NN) are given
in rows 2–5. The numerical solutions were computed on three different meshes which result from
Grids 1–3 by subdividing each element regularly into four cells. In other words, 16,384 bilinear
finite elements (Q1) are compared to 32,768 linear finite elements (P1). The degrees of freedom
are located at the vertices, and hence, their number equals 16,641 in all three cases.
The outer iteration was required to satisfy the tolerance tolabs =1.0e–12 to prevent the creation
of spurious wiggles due to the lack of convergence. For the standard defect correction procedure
(3.3.30) preconditioned by the constant low-order operator P = −L, the number of nonlinear it-
erations is considerably large but the overall computing time is unrivaled. Here, the parameter η
is used to control the accuracy for the linear subproblems (3.3.31), that is, the BiCGSTAB solver
is required to gain one, two and three digits per outer iteration, respectively. In particular, an
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Solver configuration CPU NN NL NL/NN
Defect correction, η=1.0e–1 10 sec 384 843 2.20
Defect correction, η=1.0e–2 24 sec 383 2,624 6.85
Defect correction, η=1.0e–3 53 sec 383 6,517 17.02
Newton, η=1.0e–1, σ=
√
ε 50 sec 85 3,268 38.45
Newton, η=1.0e–2, σ=
√
ε 88 sec 90 6,113 67.92
Newton, η from (3.3.86), σ=
√
ε 21 sec 78 824 10.56
Newton, η from (3.3.87), σ=
√
ε 45 sec 246 970 3.94
Newton, η=1.0e–1, σ= 3
√
[(1+‖u‖)ε]2 70 sec 153 4,189 27.38
Newton, η=1.0e–2, σ= 3
√
[(1+‖u‖)ε]2 116 sec 161 7,672 47.65
Newton, η from (3.3.86), σ= 3
√
[(1+‖u‖)ε]2 43 sec 175 1,556 8.89
Newton, η from (3.3.87), σ= 3
√
[(1+‖u‖)ε]2 77 sec 350 2,339 6.68
Tab. 3.4. Stationary convection-diffusion: 32,768 P1 elements (Grid 2).
incomplete LU-factorization of the low-order evolution operator L is used to precondition the lin-
ear problems. Obviously, it suffices to solve the linear problems for the solution increment very
roughly to achieve good overall convergence of the outer defect correction procedure.
The total number of nonlinear iterations can be reduced significantly (385/64 ≈ 6) by fine-
tuning the discrete Newton algorithm; cf. Table 3.3. However, an unfeasible value for the per-
turbation parameter σ and/or the ‘wrong’ strategy for choosing the forcing term η can lead to
a devastating increase of nonlinear iterations and computing time. Admittedly, the latter one is
twice as large in the best case (indicated by boldface) so that Newton’s method cannot compete
with the standard defect correction scheme. In fact, the permanent reassembly of the Jacobian
matrix and the inner solver for the auxiliary subproblems turn out to be the critical parts which
consume most CPU time. For the presented results, the standard BiCGSTAB algorithm [228] was
employed, whereby the ILU-decomposition of the Newton operator (3.3.35) served as linear pre-
conditioner. Note that the approximate Jacobian matrix features an extended sparsity pattern so
that each linear algebra operation is more costly due to the larger number of non-zero matrix en-
tries. Furthermore, the Jacobian matrix is not well-conditioned so that the task of the linear solver
is quite demanding, and thus, it may require more inner iterations be performed per outer solution
update. The nonlinear convergence rates for the unaligned triangular Grid 2 presented in Table 3.4
show essentially the same trends as in the case of bilinear finite elements. Of course, the number
of elements is twice as large but the number of degrees of freedom equals that of the quadrilat-
eral Grid 1. In our implementation, the residual vector and the Jacobian matrix are assembled
edge-by-edge. Hence, bilinear finite elements should be slightly more costly since each element
gives rise to two internal edges. If a quadrilateral is converted into two triangles, one internal edge
becomes a physical one, whereas the second internal edge vanishes completely. As a result, the
number of total edges is reduced by the number 128×128 if all quadrilaterals are converted into
triangles. Remarkably, aligning the triangles along the flow direction not only reduces the amount
of numerical diffusion but it also improves the convergence rates of all nonlinear solution strate-
gies; cf. Table 3.5. In particular, the fixed-point defect correction schemes requires considerably
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Solver configuration CPU NN NL NL/NN
Defect correction, η=1.0e–1 7 sec 254 442 1.74
Defect correction, η=1.0e–2 15 sec 240 1,732 7.22
Defect correction, η=1.0e–3 31 sec 240 3,235 13.48
Newton, η=1.0e–1, σ=
√
ε 26 sec 61 1,379 22.60
Newton, η=1.0e–2, σ=
√
ε 38 sec 66 2,334 35.36
Newton, η from (3.3.86), σ=
√
ε 13 sec 58 412 7.10
Newton, η from (3.3.87), σ=
√
ε 26 sec 172 281 1.63
Newton, η=1.0e–1, σ= 3
√
[(1+‖u‖)ε]2 25 sec 78 1,175 15.06
Newton, η=1.0e–2, σ= 3
√
[(1+‖u‖)ε]2 37 sec 82 2,081 25.38
Newton, η from (3.3.86), σ= 3
√
[(1+‖u‖)ε]2 28 sec 114 942 8.26
Newton, η from (3.3.87), σ= 3
√
[(1+‖u‖)ε]2 44 sec 222 896 4.04
Tab. 3.5. Stationary convection-diffusion: 32,768 P1 elements (Grid 3).
less iterations (385/254≈ 1.5), whereas the gains are moderate for Newton’s method.
Let us draw an intermediate conclusion from the results presented for the stationary convection-
diffusion equation. Algebraic flux correction can be directly applied to the steady-state formula-
tion so that pseudo time-stepping is not necessary. The numerical nonlinearities engendered by the
TVD limiter are of good nature so that solving the nonlinear algebraic system by the fixed-point
defect correction scheme (3.3.30) yields the most efficient solution algorithm. Let us empha-
size the fact that the low-order evolution operator L is constant, and thus, all the preconditioner
P = −L can be assembled and stored once and for all at the beginning of the simulation. On the
other hand, the Jacobian matrix (3.3.35) and its incomplete LU-decomposition need to be evalu-
ated repeatedly. As a consequence, the reduction of nonlinear steps is foiled by overhead costs
of each Newton step. Strictly speaking, the simplicity of the problem at hand does not justify the
use of complex solution strategies. As we are about to see in the course if this section, Newton’s
method will demonstrate its full potential if the governing equation is nonlinear from the outset
and/or the discrete transport operator L is not constant throughout the simulation.
3.5.2. Burgers’ equation in space-time
The second test problem deals with nonlinear conservation laws for a scalar quantity u, whereby
the time derivative is considered as an additional space variable. This approach corresponds to
computing the solution for all time levels simultaneously instead of doing it step-by-step [139].
This enables us to apply flux correction both in time and space which may lead to an improved
temporal resolution. On the one hand, the algebraic systems can be very large especially in 3D so
that space-time formulations may be inappropriate for the simulation of realistic applications.
Test problem 2: Consider the one-dimensional inviscid Burgers equation in space and time
∇xt · f(u) = 0 in Ω= (0,1)× (0,0.5) (3.5.11)
where f(u) = (12u
2,u) is the flux function and ∇xt := ( ∂∂x ,
∂
∂t ) denotes the gradient in space and
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Exact solution
Fig. 3.10. Burger’s equation in space-time: 128×64 bilinear finite elements (NLEV=7).
time. Let the following boundary conditions be imposed at the ‘inlet’ of the space-time domain
u(x, t) =

1 if t = 0 and 0.1≤ x< 0.4
1
2 if t = 0 and 0.4≤ x≤ 0.7
0 if t = 0 and x< 0.1 or x> 0.7
(3.5.12)
This corresponds to prescribing ‘descending stairs’ as initial profile and solving the transient Burg-
ers equation up to the final time T = 0.5, whereby homogeneous Dirichlet conditions are imposed
at the inflow, i.e. u(0, t) = 0. The exact solution depicted in Figure 3.10 was computed by solving
the individual Riemann problems as explained in Section 2.2.2. In particular, two shock waves
emanating from (x1, t0) = (0.4,0.0) and (x2, t0) = (0.7,0) are traveling at speeds s1 = 0.75 and
s2 = 0.25, respectively. The Heaviside function centered about x= 0.1 yields the rarefaction wave
u(x, t) =

0 if x< 0.1
x−0.1
t if 0.1≤ x≤ t+0.1
1 if x> t+0.1
(3.5.13)
The numerical profiles depicted in Figure 3.11 were computed on a regular mesh consisting of
128× 64 bilinear elements. The two shock waves are sharply resolved by the high-resolution
FEM-TVD scheme and the solution varies smoothly across the rarefaction wave. On the other
hand, discrete upwinding leads to excessive smearing so that the shocks are smoothed out and the
linear transition in the rarefaction wave degenerates to a curve. In order to illustrate the strength of
smoothing, the contour plots of both solutions have been included in the corresponding profiles.
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(a) Low-order scheme: discrete upwinding
(b) High-resolution FEM-TVD scheme
Fig. 3.11. Burger’s equation in space-time: 128×64 bilinear finite elements (NLEV=7).
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The difference between the exact solution u and its approximation uh was measured in the L1-norm
‖u−uh‖1 =
Z
Ω
|u−uh|dx≈
M
∑
i=1
mi|u(xi)−ui| (3.5.14)
as well as in the L2-norm defined by the following formula
‖u−uh‖22 =
Z
Ω
|u−uh|2dx≈
M
∑
i=1
mi|u(xi)−ui|2 (3.5.15)
Their values evaluated for the low-order solution are presented in the last two columns of Table 3.6.
The shock waves are considerably smeared by artificial diffusion which manifests itself in the
magnitude of solution errors which decrease as the mesh is refined.
Note that the the first component of the flux function f(u) gives rise to a physical nonlinearity
so that the low-order approximation (3.2.26) and its flux corrected counterpart (3.3.10) call for
the use of a nonlinear solution strategy. This enables us to study the quality of the approximate
Jacobian for the transport operator per se and assess the applicability of the edge-based assembly
procedure developed in Section 3.3.4. Discrete upwinding was applied directly to the stationary
problem (3.5.11) without resorting to pseudo time-stepping. The outer iteration loop was termi-
nated once the nonlinear residual satisfied ‖∇ ·f(u)‖≈ ‖K∗(u(m))u(m)‖< tolabs, where the absolute
tolerance was defined as tolabs =1.0e–12. The solutions of the linear subproblems were computed
by the BiCGSTAB algorithm [228] which was operated without preconditioning. It was found
that the number of inner iterations could be reduced by using an incomplete LU-factorization of
the preconditioner which, however, led to a significant increase of the overall CPU time.
The convergence results obtained on three levels of successively refined computational grids
are presented in Table 3.6. The finer meshes consist of 32,768 and 131,072 bilinear finite ele-
ments and result from the 128×64 coarse grid by regularly subdividing each cell once and twice,
respectively. In order to provide a good initial guess for the nonlinear solver, the solution from
grid level NLEV was prolongated to the next finer level NLEV +1 which amounts to performing
nested iterations [88]. This technique is also known as full multigrid algorithm (FMG) [42] and
it is frequently employed to accelerate steady state convergence. For the 128×64 coarse grid the
solution was initialized by the boundary profile (3.5.12) extended in the direction of the t-axis.
Albeit this yields a crude initial guess, no convergence problems have been observed.
The quantities presented in Table 3.6 do not include CPU times and iteration numbers required
to compute the initial guess on coarser grids. The standard defect correction scheme requires more
and more nonlinear iterations as the mesh is refined which results in a considerable increase of
computing time. This phenomenon could not be reduced by solving the linear subproblems with
higher accuracy, i.e. η=1.0e-3. In contrast, the number of Newton steps does not increase as the
mesh width becomes smaller, and moreover, the nonlinear convergences rates can be improved by
adopting a more restrictive forcing term η. However, there is always a trade-off between outer and
inner iterations which can lead to significant differences in computing time. For this benchmark
configuration, choosing the forcing term adaptively yields the best overall performance, whereby
Newton’s method outperforms the defect correction approach by factor 4 (≈138 sec / 34 sec).
To conclude what we have said so far, the Jacobian matrix for the discrete transport operator
of low order can be approximated by divided differences. The resulting Newton algorithm is
quite competitive both in terms of nonlinear convergence rates and the overall computing time.
Moreover, no numerical difficulties are observed for realistically fine computational meshes. Let
us point out that the low-order operator L may become singular due to the presence of zero rows
which are engendered by the discrete upwinding technique. If this is the case, the defect correction
scheme (3.3.30) with P = −L fails completely, whereas round-off errors in the approximation of
the Jacobian (3.3.43) may lead to an ill-conditioned but non-singular preconditioner P=−J.
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NLEV grid CPU NN NL NL/NN ‖u−uh‖1 ‖u−uh‖2
Defect correction scheme, η=1.0e–1
7 128×64 3 sec 31 823 26.58 1.4555e–2 3.5057e–2
8 256×128 18 sec 42 1,510 35.95 8.5403e–3 2.5198e–2
9 512×256 138 sec 62 2,384 38.45 4.7566e–3 1.7452e–2
Newton’s method, η=1.0e–1, σ=
√
ε
7 128×64 1 sec 14 193 13.79 1.4555e–2 3.5057e–2
8 256×128 7 sec 13 434 33.38 8.5403e–3 2.5198e–2
9 512×256 47 sec 14 701 50.07 4.7566e–3 1.7452e–2
Newton’s method, η=1.0e–4, σ=
√
ε
7 128×64 1 sec 8 321 40.13 1.4555e–2 3.5057e–2
8 256×128 7 sec 6 572 95.33 8.5403e–3 2.5198e–2
9 512×256 42 sec 7 675 96.43 4.7566e–3 1.7452e–2
Newton’s method, η from (3.3.86), σ=
√
ε
7 128×64 1 sec 13 176 13.54 1.4555e–2 3.5057e–2
8 256×128 5 sec 10 303 30.30 8.5403e–3 2.5198e–2
9 512×256 34 sec 11 510 46.36 4.7566e–3 1.7452e–2
Tab. 3.6. Burger’s equation in space-time: discrete upwinding.
The flux corrected solution could not be obtained by solving the stationary problem directly
since convergence failed unless impractically small under-relaxation parameters were adopted. As
a remedy, we applied algebraic flux correction to the transient counterpart of equation (3.5.11)
∂u
∂τ
+∇xt · f(u) = 0 in Ω×R+0 (3.5.16)
where τ denotes the pseudo time. The fully implicit backward Euler method (θ= 1) was employed
for the discretization in ‘time’ and the resulting nonlinear algebraic system
[ML−∆τn+1K∗(un+1)]un+1 =MLun (3.5.17)
was marched into a steady state limit as explained in Section 3.3.7. The above problem was not
‘solved exactly’ but only a few outer iteration were performed until the nonlinear solver gained one
digit or the maximum number of 10 defect correction/Newton steps was reached. Note that expres-
sion (3.5.17) can be interpreted as a relaxation scheme for the stationary problem [76], whereby
each component of the quantity ∆τn+1M−1L represents an individual relaxation parameter which is
applied to the corresponding nodal equation (see Section 3.3.7). Pseudo time-stepping was termi-
nated once the stationary part of the residual achieved the desired tolerance tolsteady =1.0e–12.
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It is worth mentioning that the initial residual (3.3.76) of the outer iteration for time step τn+1
can be used to control steady-state convergence based on the solution from the previous step:
u(0) := un ⇒ ‖∇xt · f(u)‖ ≈ 1∆τn+1 ‖r
(0)‖= ‖K∗(un)un‖ !< tolsteady (3.5.18)
Hence, no additional evaluations of the defect vector are required which would lead extra cost.
The computations presented in Table 3.7 were performed on the 128×64 mesh adopting dif-
ferent values for the time step size ∆τ. For the fixed-point defect correction scheme (3.3.75) with
P=ML−∆τL, the linear subproblems were solved by the BiCGSTAB algorithm [228] which was
required to gain one digits per nonlinear step, i.e. η =1.0e–1. The total number of pseudo time
steps (NT) is about 250 unless impractically small time steps were employed. However, the value
NN/NT=9.9 indicate that the outer iteration did not converge within the admissible number of 10
steps, that is, the standard defect correction algorithm was unable to gain one digit per pseudo time
step. Since evolution details are immaterial, convergence of pseudo time steps is not mandatory
provided that the initial residual satisfies the steady-state criterion (3.5.18) in the long run.
As an alternative, Newton’s method was applied to the nonlinear algebraic equation (3.5.17),
whereby the forcing term was chosen adaptively following strategy (3.3.86). The BiCGSTAB
algorithm was not able to solve the subproblems for the solution increments (3.3.81) so that the
GMRES(k) method [228] had to be used, where k = 10 denotes the dimension of the Krylov
subspace. In fact, 15-16 time steps suffice to compute the steady state solution, and moreover, the
Newton iteration converges within the admissible number of 10 steps. The relaxation parameter
∆τ plays an important role for the overall performance, and thus, it has to be determined carefully.
Choosing the time step too large may lead to ill-conditioned system matrices which makes the task
of the linear solver extremely difficult. It may even fail completely if the time step is chosen too
large. On the other hand, the nonlinear convergence rates deteriorate for a very small parameter
∆τ CPU NT NN NL NN/NT NL/NN
Defect correction scheme, BiCGSTAB, η=1.0e–1
100.0 50 sec 249 2,488 6,521 9.99 2.62
10.0 50 sec 248 2,478 6,574 9.99 2.65
1.0 47 sec 253 2,526 6,561 9.98 2.60
0.1 52 sec 288 2,848 5,915 9.89 2.08
∆τmean = 82.2 47 sec 244 2,436 6,780 9.98 2.78
Newton’s method, GMRES(10), η from (3.3.86), σ=
√
ε
100.0 32 sec 16 130 5,855 8.13 45.04
10.0 29 sec 15 118 5,039 7.87 42.70
1.0 33 sec 23 129 6,079 5.61 47.12
0.1 102 sec 129 570 10,231 4.42 17.95
∆τmean = 10.2 36 sec 19 162 6,444 8.52 39.78
Tab. 3.7. Burger’s equation in space-time: FEM-TVD scheme.
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∆τ which corresponds to performing strong under-relaxation of the stationary problem [76]. This
discrepancy between the number of outer and inner iterations manifests itself in the total CPU
times required to compute the steady state solution which can differ by magnitudes.
A viable strategy to choose the pseudo time step in an adaptive fashion was suggested by
Mulder and van Leer [190] and successfully implemented into a defect correction scheme by
Tracy et al. [252]. In the so-called switched evolution relaxation approach, a small value ∆τ0 is
used at the beginning of the simulation and the time step is updated in each iteration as follows:
∆τn+1 = ∆τn
‖K∗(un−1)un−1‖
‖K∗(un)un‖ (3.5.19)
In essence, ‘time-accurate’ integration of the backward Euler scheme (3.5.17) is performed in the
start-up phase, whereas ∆τn→∞ once the solution un is sufficiently close to the steady state limit.
In a practical implementation, one should also limit the growth and reduction of the time step
[131]. It is also advisable to prescribe upper and lower bounds for the absolute time step size
l ≤ ∆τ
n+1
∆τn
≤ L, ∆τmin ≤ ∆τn+1 ≤ ∆τmax (3.5.20)
Otherwise, the size of the artificial time step tends to oscillate as the solution becomes nearly
stationary, and it is impossible to compute the converged steady state solution.
Preliminary results for an adaptively chosen parameter ∆τ∈ [1,100] are presented in Table 3.7,
where ∆τmean denotes the average time step size. In fact, the update formula (3.5.19) turned out
to be helpful in adjusting the relaxation parameter in the nonlinear solver if the ‘optimal’ value
∆τ was not known a priori which is typically the case in practical applications. However, tuning
the parameters l, L, ∆τmin, and ∆τmax which depend on the problem at hand, the mesh width
and the solution strategy to name just a few is not trivial. The general drawback of the switched
evolution relaxation procedure is as follows: Formula (3.5.19) modulates the time step size based
on ratio of steady state residuals but it does not include the work required to compute the solution
in the particular steps. Thus, if the overall costs for approximating the solution un very accurately,
i.e. ‖K∗(un)un‖  ‖K∗(un−1)un−1‖, are considerably large, the relaxation parameter ∆τn+1 is
increased so that the computation of the new solution is likely to be even more expensive. Strictly
speaking, the time step is only reduced if the current time step diverged/failed completely. In light
of the above, the optimal strategy for adjusting ∆τ in practice is an open problem.
The resolution power of the FEM-TVD scheme is best illustrated by considering the errors
NLEV = 7 : ‖u−uh‖1 = 4.0624e−3, ‖u−uh‖2 = 1.5019e−2 (3.5.21)
NLEV = 8 : ‖u−uh‖1 = 1.7635e−3, ‖u−uh‖2 = 1.0210e−2 (3.5.22)
NLEV = 9 : ‖u−uh‖1 = 8.0907e−4, ‖u−uh‖2 = 8.0820e−3 (3.5.23)
which are significantly less than those observed for discrete upwinding; cf. Table 3.6.
In summary, the flexibility in choosing parameters for Newton’s method is both a blessing
and a curse. Oversolving of the linear problems can be avoided effectively by updating the forc-
ing term following expression (3.3.86) proposed by Eisenstat and Walker [71]. In all numerical
studies, this adaptive strategy was more efficient than keeping η constant throughout the simula-
tion. The low-order solution to the inviscid Burgers equation in space-time formulation could be
computed directly, whereby the discrete Newton algorithm outperformed the slowly converging
defect correction procedure. Application of the high-resolution FEM-TVD scheme led to nonlin-
ear algebraic equations which called for the use of pseudo time-stepping to ensure convergence.
In practice, choosing the artificial parameter ∆τ is a delicate task since improper choices may lead
to poor overall performance. In essence, the challenge is to find the ‘optimal’ relaxation parameter
for the stationary problem which may be different in each pseudo time step.
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3.5.3. Solid body rotation
Let us proceed to transient flows and consider the time-dependent continuity equation
∂u
∂t
+∇ · (vu) = 0 (3.5.24)
A challenging benchmark intended to assess the ability of high-resolution transport algorithms to
preserve both smooth and discontinuous profiles was proposed by LeVeque [156].
Test problem 3: A slotted cylinder, a cone and a smooth hump are exposed to the non-uniform
velocity field v = (0.5− y,x−0.5)T and undergo a counterclockwise rotation about the center of
the unit square Ω = (0,1)× (0,1). Each of these bodies lies within a circle of radius r0 = 0.15
centered at point (xb,yb) ∈Ω for b= 1,2,3. The rest of the domain is initialized by zero.
After each full revolution (t = 2pik, k ∈ N), the exact solution of the pure convection equation
(3.5.24) coincides with the initial data depicted in Figure 3.12 (top). The shapes of the solid bodies
can be expressed by means of the normalized distance function for the reference points (xb,yb):
rb(x,y) =
1
r0
√
(x− xb)2+(y− yb)2 (3.5.25)
Then, the analytical expressions for the three shapes read as follows [145]:
Cylinder: (x1,y1) = (0.5,0.75), u(x,y,0) =
{
1 if |x− x1| ≥ 0.025 ∨ y≥ 0.85
0 otherwise
Cone: (x2,y2) = (0.5,0.25), u(x,y,0) = 1− r2(x,y)
Hump: (x3,y3) = (0.25,0.5), u(x,y,0) = 0.25[1+ cos(pimin{r3(x,y),1})]
Homogeneous Dirichlet boundary conditions are prescribed at the inflow boundary, i.e. v ·n< 0.
This benchmark was repeatedly utilized to assess the potential of algebraic flux correction schemes
[134, 136, 139, 145] which allows to observe the development of the AFC methodology over the
years. The numerical solution depicted in Figure 3.12 (bottom) was computed by the semi-implicit
FEM-FCT algorithm [137] described in Section 3.4.2, whereby a triangular grid consisting of
32,768 linear finite elements was adopted. For the discretization in time, the second-order accurate
Crank-Nicolson time-stepping scheme (θ= 0.5) was employed using the time step ∆t = 10−3. No
spurious wiggles are observed in the computed solution profile and the shapes of all three bodies
are well preserved. In order to quantify the error, the difference between the exact solution u
and its finite element approximation uh after one complete revolution (i.e. at time t = 2pi) was
measured in the L1- and L2-norm given by expressions (3.5.14) and (3.5.15), respectively.
In contrast to test problems 1 and 2, this benchmark deals with transient flows, and hence, a
time-accurate resolution of evolution details is essential. It is therefore insufficient to perform a
few outer iterations and proceed to the next time step. In contrast, the nonlinear algebraic sys-
tem (3.4.2) needs to be solved for the end-of-step solution un+1, e.g., by the fixed-point iteration
scheme (3.4.5). It is worth mentioning that the low-order evolution operator A =ML−θ∆tL can
be turned into an M-matrix by adjusting the time step size as explained in Section 3.1.3. Thus,
intermediate solutions are also positivity-preserving so that non-physical oscillations cannot occur
even if the fixed-point iteration (3.4.5) is terminated too early. Of course, the errors engendered by
unconverged solutions accumulate as time goes on so that the final solution profile may be poorly
resolved. The Newton operator (3.4.24) lacks the M-matrix property so that convergence is a pre-
requisite for positivity-preservation. If the nonlinear algebraic systems are not solved accurately
enough, the maximum and minimum solution values can exceed their upper and lower bounds
imposed by the initial profile so that small undershoots and overshoots are likely to occur [187].
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(a) Initial data / exact solution at time t = 2pik
(b) High-resolution semi-implicit FEM-FCT scheme at time t = 2pi
Fig. 3.12. Solid body rotation:, 32,768 linear finite elements (NLEV=7).
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NLEV CPU NN NN/NT NL NL/NN ‖u−uh‖1 ‖u−uh‖2
Defect correction scheme, η=1.0e–1
5 48 sec 132,474 21.08 132,474 1.00 3.4905e–2 9.9643e–2
6 226 sec 127,219 20.24 127,219 1.00 2.0905e–2 7.8877e–2
7 1,230 sec 120,973 19.25 120,973 1.00 9.1127e–3 4.5320e–2
Newton’s method, η=1.0e–1, σ=
√
ε
5 45 sec 27,836 4.42 47,288 1.70 3.4905e–2 9.9643e–2
6 206 sec 27,373 4.36 45,584 1.67 2.0904e–2 7.8876e–2
7 1,170 sec 26,266 4.18 44,218 1.68 9.1127e–3 4.5321e–2
Newton’s method, η from (3.3.86), σ=
√
ε
5 46 sec 31,440 5.00 40,647 1.29 3.4905e–2 9.9643e–2
6 231 sec 31,393 5.00 39,413 1.25 2.0904e–2 7.8876e–2
7 1,260 sec 30,130 4.79 36,913 1.23 9.1127e–3 4.5321e–2
Tab. 3.8. Solid body rotation: semi-implicit FEM-FCT scheme.
In the numerical results presented in this work, we therefore accepted the approximate solution
provided that the residual (3.4.6) reached the absolute tolerance ‖r(m)‖< 1.0e−10. This stopping
criterion was also utilized for the defect correction procedure to allow for a fair comparison. The
linear problems for the solution increment were solved by the BiCGSTAB algorithm [228].
The convergence behavior of the different solution procedures is presented in Table 3.8, whereby
two alternative strategies for choosing the forcing term η were studied. Application of Newton’s
method leads to a small gain of computing time (about 5− 8%) as compared to the standard de-
fect correction scheme. On the other hand, the number of outer iterations can be reduced by
factor 4− 5. The discrepancy between CPU time and nonlinear convergence rates can be ex-
plained by the ‘simplicity’ of the linear model equation (3.5.24). The low-order evolution operator
A = ML− θ∆tL is constant as long as the mesh is fixed, and therefore, it can be assembled and
stored once and for all at the beginning of the simulation. Conversely, the Jacobian matrix (3.4.25)
for the antidiffusive fluxes needs to be evaluated in each outer iteration. It is worth mentioning
that the resulting Newton operator P = ML− θ∆tJ− J¯ exhibits the same sparsity pattern as the
stiffness matrix, and therefore, the costs of linear algebra operations are comparable for A and P.
Of course, the matrix condition numbers may be different so that the BiCGSTAB algorithm needs
slightly more iterations to solve the linear subproblems if Newton’s method is employed.
In light of the above, we expect the potential of Newton’s method to be more pronounced for
time-dependent velocity fields for which the discrete transport operator L(t) needs to be updated
in each time step. Hence, the preconditioner A(t) =ML−θ∆tL(t) is no longer constant, and thus,
it cannot be computed a priori. Furthermore, system matrices need to be assembled/updated if
the grid is modified, e.g., if adaptive mesh refinement and/or coarsening is performed. We will
reinvestigate this issue in Section 4.7 which is concerned with dynamic mesh adaptivity.
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3.5.4. Swirling flow problem
Let us consider another numerical example for the time-dependent continuity equation (3.5.24).
Test problem 4: This two-dimensional benchmark introduced by LeVeque [156] deals with the
swirling deformation of the initial data subject to the non-uniform velocity field
v(x, t) = (sin2(pix)sin(2piy)g(t),−sin2(piy)sin(2pix)g(t))T (3.5.26)
where g(t) = cos(pit/T ) on the time interval 0 ≤ t ≤ T . The initial velocity profile at time t = 0
is shown in Figure 3.13 (left). Since v = (0,0) on the boundary of the unit square, no boundary
conditions need to be prescribed in the case of pure convection. The initial condition equals unity
within a circular sector of pi/2 radians and is set to zero elsewhere:
u(x,y,0) =
{
1 if (x−1)2+(y−1)2 < 0.8
0 otherwise
(3.5.27)
The initial mass distribution is deformed by the time-dependent velocity field which gradually
slows down and reverses at time T/2 so that the initial profile is recovered as exact solution
at the final time T = 1.5. The numerical solutions were computed by the semi-implicit FEM-
FCT algorithm [137] with linear finite elements. The solution profiles recovered at two different
time instants are depicted in Figure 3.14. They are completely free of spurious oscillations, and
moreover, the steep front which assumes a spiral shape as time goes on is sharply resolved.
Owing to the time dependency of the velocity field (3.5.26) it is expedient to adjust the time
step size dynamically in the course of the simulation. This can be accomplished in the framework
of adaptive control [89] by using the Proportional-Integral-Differential (PID) controller [256]
∆tn+1 =
(
en−1
en
)kP(etarget
en
)kI( e2n−1
enen−2
)kD
∆tn, en =
‖un+1−un‖
‖un+1‖ (3.5.28)
Here, etarget denotes the desired target tolerance for relative changes and the quantity en measures
the actual variation of solution values from time tn to time tn+1. The PID variables kP = 0.075,
kI = 0.175 and kD = 0.01 are defined as suggested in [256]. The objective of the above equation
is to make the output quantity en follow the desired reference value etarget along a smooth curve
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Fig. 3.13. Swirling flow: initial velocity field and evolution of the time step size.
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(a) Intermediate solution at time t = 0.75
(b) Final solution at time t = 1.5
Fig. 3.14. Swirling flow: 32,768 linear finite elements, semi-implicit FEM-FCT scheme.
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(vs. time), while minimizing abrupt changes in ∆t. If a time step yields an unacceptable value
en > emax, then it is rejected and the solution un+1 is recomputed adopting the scaled time step size
∆tn := emaxen ∆t
n. In a practical implementation, one should also limit the growth and reduction of
the time step [131] and prescribe absolute bounds to countervail the wind-up effect [256]
∆tmin ≤ ∆tn+1 ≤ ∆tmax, l ≤ ∆t
n+1
∆tn
≤ L (3.5.29)
In our computations we adopted the value etarget =5.0e–3 which yields ∆t ≈1.0e–3 as the ini-
tial/minimal time step size and set l = 1/L = 0.5. The evolution of the step size for the semi-
implicit FEM-FCT scheme is illustrated in Figure 3.13 (right). The creeping flow velocity near
time T/2 correlates with the increase of the time step and the initial value ∆t ≈1.0e–3 is recovered
at the end of the simulation. Note that the upper bound ∆tmax = 0.1 is never reached which demon-
strates that the control algorithm (3.5.28) does not drive the step size ad infinitum but monitors
the relative changes precisely. The same computations were performed with a constant time step
∆t =1.0e–3 in order to measure the gain in computing time and to estimate the error engendered
by using larger time steps during the simulation. The results obtained from the application of
Newton’s method and the fixed-point defect correction scheme (3.4.5) are presented in Table 3.9.
The total number of time steps (NT) reduces by factor 1.6 (≈ 1,500 sec/905 sec) by letting
the PID controller (3.5.28) adjust ∆t dynamically. The price to be paid is a slightly less accurate
temporal resolution of the final solution. However, the deterioration of solution errors measured
in the L1- and L2-norm is not more than 5− 6% which is acceptable for practical applications.
The smaller number of total time steps goes along with a reduction of the overall computing time.
Newton’s method converged within 5−6 iterations per time step even if ∆t varies between 1.0e–3
and 2.0e–2. In essence, the discrete Newton algorithm scales linearly in the number of time steps
so that the CPU time reduces by factor 1.5 by adopting the evolutionary PID controller (3.5.28).
On the other hand, the nonlinear convergence rates of the fixed-point defect correction scheme
degrade if larger time steps are employed so that the gain in computing time is less pronounced
(1.2≈ 1,367 sec/1,119 sec). In conclusion, the final solution can be determined about three times
faster by choosing the time step adaptively and solving the nonlinear algebraic systems by New-
ton’s method. If temporal accuracy is most important, sufficiently small time steps need to be
employed so that P=ML is an excellent preconditioner for the fixed-point iteration scheme (3.4.5).
Time-stepping CPU NT NN NN/NT NL/NN ‖u−uh‖1 ‖u−uh‖2
Defect correction scheme, η=1.0e–1
etarget =5.0e–3 1,119 sec 905 22,196 24.53 1.00 7.6305e–3 4.0892e–2
∆t =1.0e–3 1,367 sec 1,500 32,890 21.93 1.00 7.1581e–3 3.8926e–2
Newton’s method, η from (3.3.86), σ=
√
ε
etarget =5.0e–3 336 sec 905 5,281 5.84 1.18 7.6305e–3 4.0893e–2
∆t =1.0e–3 512 sec 1,500 7,947 5.30 1.19 7.1580e–3 3.8926e–2
Tab. 3.9. Swirling flow: semi-implicit FEM-FCT scheme.
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3.5.5. Taxonomy of nonlinear solution techniques
In summary, our numerical studies did not reveal the ‘ultimate’ solver which performed best in
all disciplines. It is therefore important to know about the pros and cons of the presented solution
strategies to chose the most suitable approach for a concrete application in practice.
Symmetric flux limiting of FCT type is favorable for the simulation of transient flows, whereby
the use of moderately small time steps is required to achieve good temporal accuracy. The com-
puting time can be significantly reduced by adjusting the size of the physical time step adaptively,
e.g., by means of the PID controller (3.5.28) which monitors the relative changes of the solution.
For the solution of the nonlinear algebraic equations, we considered the standard defect cor-
rection scheme and compared its performance to that of the discrete Newton method. As a rule
of thumb, the complexity of Newton’s method pays off if (a) physical nonlinearities are present in
the governing equation, (b) sufficiently large (pseudo) time steps can be employed, (c) the grid is
refined (e.g., by using adaptive mesh refinement), and (d) the system matrix changes in time and
needs to be updated in each outer iteration. In other words, Newton’s method seems to benefit
from the numerical difficulties inherent to the problem at hand, whereas the convergence behav-
ior of defect correction schemes deteriorates for increasingly demanding applications. On the
other hand, the ease of implementation and its unrivaled performance observed for the stationary
convection-diffusion equation make it the perfect solution strategy for simple problems.
In a practical implementation, both solution procedures may act in concert as follows: If New-
ton’s method fails to determine the numerical solution, the particular (time) step can be recom-
puted adopting the more robust defect correction approach. Conversely, slow convergence of the
latter one may serve as an indicator to include the Jacobian matrix into the global preconditioner.
In conclusion, algebraic flux correction schemes were equipped with discrete Newton methods
which – in most situations – led to an improvement of the overall performance.
For stationary problems, one has to decide whether the steady-state formulation is solved
directly or its transient counterpart is marched into a steady state limit making use of the fully
implicit backward Euler method. Theoretically, upwind-biased flux limiters of TVD type can
be applied directly to the stationary problem so that there is no need for pseudo time-stepping.
In practice, the resulting system matrices may become extremely ill-conditioned so that most
standard approaches fail to solve the linear problems for the solution increments. Furthermore, the
conservative elimination of negative off-diagonal coefficients from the discrete transport operator
may lead to zero rows [131], and hence, singular matrices can be produced by performing discrete
upwinding. This drawback is circumvented by resorting to pseudo time-stepping, whereby the
artificial time step ∆τ serves as relaxation parameter that can be tuned to improve robustness [76].
However, finding its optimal value is quite an art. In principle, it should be sufficiently large to
achieve steady state convergence in a few steps. On the other hand, the stationary formulation
is obtained for ∆τ → ∞ so that the linear solver converges slowly and it may even fail if the
artificial time step is too large. It is therefore advisable to employ a moderately small ∆τ at the
beginning and adjust its value adaptively in the course of the simulation. However, further research
is required to devise a robust strategy to control the time step size in an optimal manner. A viable
approach may be based on the (asymptotic) convergence rate of the nonlinear solution procedure
ρn =
(
‖r(m)‖
‖r(0)‖
) 1
m
(3.5.30)
where m denotes the number of iterations performed in the current step. The above quantity
accounts for the actual ‘work’ required to compute the end-of-step solution un+1, and ρn ≥ 1
indicates that the initial residual did not reduce. The new time step size may be determined by the
PID controller (3.5.28) applied to the convergence rate (3.5.30) subject to the target value ρtarget.
4Mesh adaptivity
4.1. Introduction to mesh adaptivity
Progress in computer performance and the improvement of numerical methods for CFD have
enabled analysts to simulate more and more challenging problems for which no or at least little a
priori knowledge of the solution structure is available. This complexity has made it increasingly
difficult and time consuming to construct usable grids – not to speak of optimality in any sense –
by trial and error. The situation gets even worse for the treatment of transient flows, where local
phenomena such as discontinuities and steep gradients may appear, travel in space and disappear
again as time evolves. More and more effort is required to verify the reliability of numerical
schemes and to validate the simulation results produced by existing CFD codes [192, 221].
The main ingredients for the design of an adaptive finite element scheme are as follows:
• A tool that estimates the error between the exact solution and its finite element approxima-
tion or at least a mechanism which indicates where the difference is unacceptably large;
• An algorithm that modifies the grid so as to reduce the numerical error (h-adaptation);
• A sensor which adjusts the order of approximation for each element (p-adaptation).
Convection dominated problems give rise to the formation of steep gradients and shock waves
which may propagate and interact with each other. Standard discretization techniques are prone
to generate non-physical overshoots and undershoots in the vicinity of shocks and discontinuities
so that a non-oscillatory low-order approximation should be used locally. In the framework of
algebraic flux correction (AFC) [133, 134, 137, 139, 144, 145], flux limiting is employed to blend
discretizations of high and low order so as to prevent the formation of wiggles. Hence, such high-
resolution schemes can be interpreted as a rudimentary p-adaptation approach, whereby the largest
order of approximation is given by the original Galerkin discretization. It is used provided the local
solution is sufficiently smooth whereas the discrete upwind method is recovered in the vicinity of
discontinuities. Adaptive grid refinement improves the resolution of shocks significantly without
leading to a prohibitively expensive increase in computational costs caused by global refinement.
Note that for hyperbolic problems information travels at finite speed along characteristic curves
so that adaptive mesh refinement is most likely to improve the solution locally without corrupting
its global behavior. The original mesh can be safely restored in locally refined regions once the
feature of interest that caused refinement is no longer present.
The variation of the approximation order is a common approach in the framework of discon-
tinuous Galerkin finite element schemes (DGFEM) since the discontinuity of adjacent cells is
acceptable by construction [35, 52, 107, 244]. In the context of classical Galerkin schemes vari-
ation of the approximation order is not straightforward [1] and beyond the scope of this thesis.
Therefore, only mesh adaptation strategies are considered which are based on grid modifications.
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In particular, we will present a hierarchical mesh adaptation approach applicable to hybrid meshes,
which attempt to combine the advantages of both structured and unstructured meshes [233, 261].
The use of triangles or tetrahedra is particularly useful for the triangulation of complex domains
which can be accomplished for instance by advancing front algorithms [170, 203]. Unstructured
grids can be also used to replace parts of structured grid of poor quality, e.g., in the vicinity of
singular points, where highly stretched distorted cells are likely to occur. On the other hand,
numerical methods may be implemented more efficiently on structured meshes since indirect ad-
dressing of elements can be avoided. This has led to the use of Cartesian cores [166] in the interior
of the domain, whereas unstructured meshes are employed at the boundary and/or to join multiple
regions of structured grids. For the solution of the Navier-Stokes equations, the use of orthogonal
grids in the boundary layer is considered by some authors an essential property to obtain a good
discretization of the diffusive operator. Hence, structured meshes can be generated near the bound-
ary, whereas unstructured and probably coarser triangulations are employed elsewhere. In short,
the flexibility of hybrid meshes makes them a favorable tool for a wide range of applications.
This chapter is structured as follows. A brief survey of existing error estimation strategies
applicable to convection dominated problems is given in Section 4.2. The aim is to point out the
basic ideas and discuss, whether the underlying principles can be applied to finite element approx-
imations based on algebraic flux correction [139]. Moreover, error indicators commonly in use are
presented since they represent an efficient alternative to rigorous error estimation techniques which
are computationally more expensive. In particular, recovery-based error indicators are reviewed
and a slope-limited variant of the standard gradient recovery procedure is proposed in Section 4.3.
As an alternative, an efficient error indicator based on limited slope averaging is suggested.
The second part of this chapter starts with an overview of recent trends in mesh adaptive
procedures (cf. Section 4.5). In particular, the work by Hempel [101, 102] is reviewed and a
generalized approach to hierarchical mesh adaptation for transient flow problems is proposed in
Section 4.6. It is based on the red-green refinement strategy introduced by Bank et al. [20] but
special care is taken to allow for an efficient re-coarsening of previously refined mesh regions.
The genealogy of the entire triangulation is managed by means of generation indices which store
the date of birth of each vertex. These nodal quantities allow to control the maximum refinement
level, and moreover, the type of element (green or red) and its relation to adjacent cells can be
determined in constant time. The grid re-coarsening algorithm is based on the recursive locking
of vertices which must not be deleted either due to accuracy reasons or to ensure that the resulting
grid is free of ‘hanging nodes’. Implementation details are discussed and some basic properties
of the proposed algorithms are analyzed. Numerical examples which illustrate the performance of
the proposed algorithm for two-dimensional benchmark problems are presented in Section 4.7.
4.2. Survey of error estimation techniques
Starting with the pioneering work of Babuška and Rheinboldt [12, 13] on a posteriori error analy-
sis for finite element approximations of the Poisson and Cauchy-Riemann equations, an extensive
development of theories and methods for a posteriori error estimation has come to life. For a
review of some of the main developments, the interested reader is referred to the monographs
by Ainsworth and Oden [194], Babuška and Strouboulis [14], Bangerth and Rannacher [17] and
Verfürth [259] as well as the comprehensive review articles by Becker and Rannacher [26] and
Eriksson et al. [73]. The recent book edited by Barth and Deconinck [23] provides a compilation
of survey articles addressing error estimation techniques for fluid dynamics applications. Rigor-
ous a posteriori error estimation techniques for scalar conservation laws in multidimensions can
be found in the publications by Cockburn [51], Johnson [121], Hartmann, Houston [94], Kröner,
Ohlberger [129, 130, 197], Mackenzie et al. [175] and Süli, Houston [243] to name just a few.
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4.2.1. Types of errors
In contrast to elliptic and parabolic problems, where solution deficiencies have only local effects
due to global minimization principles, the mechanism of error propagation is more complex in
the hyperbolic case. Consider an initial coarse mesh which is incapable of resolving small scale
features. Then the error estimator may completely miss these unresolved features and suggest
grid refinement in the wrong place or no adaptation at all. A similar behavior can be observed
if the employed discretization scheme engenders too much artificial dissipation so as to suppress
important small scale features and smear shock waves considerably [210]. It follows that the
initial grid should be sufficiently fine so that essential flow features are captured. If some a priori
knowledge of the flow behavior is available, it is worthwhile to pre-adapt the computational grid
‘by hand’ and introduce more cells in regions, where one expects the solution to exhibit localized
structures. Moreover, the use of a high-resolution discretization scheme is advisable so as to
minimize the error due to excessive artificial diffusion and non-physical oscillations, respectively.
Houston et al. [108] decompose the error eω = e|ω on an open subset ω of the domain Ω into
its cell contribution ecellω which is governed by the local residual and the transmitted error e
trans
ω
which accounts for the disturbances generated outside of ω and propagated through its boundary
eω = ecellω + e
trans
ω (4.2.1)
A numerical study [243] revealed that the error correlates well to the transmitted error but shows
little similarity to the cell error as well as to the local residual. This has significant implications
in the context of mesh adaptation. In particular, grid refinement based on monitoring the local
residuals may fail to refine all elements where ‖eω‖ is large since the transmitted error is ignored
[243]. On the other hand, the local cell errors can be used to control the error e0 restricted to some
element Ω0 at least for scalar conservation laws. In particular, the sum of local errors ecellk for all
elements Ωk located in the domain of dependence of Ω0 provide an upper bound of e0 [242].
In most engineering applications, not only the global flow field is required but also specific,
scalar-valued quantities of interest J(u) that depend on the solution u. Hence, a second type of
error comes into play, namely, the error of the linear or nonlinear output functional
eJ = J(u)− J(uh) (4.2.2)
Typical quantities of interest are the drag and lift coefficients for the simulation of flow around an
airfoil or boundary fluxes and pressure-drop between inflow and outflow in internal flows. It is
also possible to measure localized quantities such as the average velocity of the computed field v
in the subset ω⊂Ω in a prescribed direction d by adopting the linear functional [211]
J(v) =
1
|ω|
Z
ω
v ·ddx (4.2.3)
Owing to the linearity of the above functional, the error in J(v) is then defined by
eJ = J(v)− J(vh) = J(ev) = 1|ω|
Z
ω
ev ·ddx, ev = v−vh (4.2.4)
If the error of a nonlinear output functional such as the kinetic energy of the velocity field v
N(v) =
1
2
Z
Ω
v2 dx (4.2.5)
is sought, it is advisable to linearize the resulting error relation [211]
N(v)−N(vh) = 12
Z
Ω
(vh+ ev)2−v2h dx=
Z
Ω
vh · ev dx+ 12
Z
Ω
e2v dx (4.2.6)
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by neglecting the second term which corresponds to the second derivative of N(·) with respect to
the variable vh. This simplification allows to define the error in terms of the linear functional
eJ =
Z
Ω
vh · ev dx (4.2.7)
provided the error is reasonably small so that its square can be safely neglected. Most quantities of
interest can be expressed as linear or linearized functionals so that goal-oriented error estimation
strategies can be developed in a general framework. Note that global error measures such as the
commonly used energy norm error can also be expressed in terms of output functionals [26]
J(ϕ) =
(∇ϕ,∇e)
‖∇e‖ ⇒ eJ = J(u)− J(uh) = J(e) = ‖∇e‖ (4.2.8)
whereby the error e= u−uh of the scalar solution vector is considered as a fixed quantity.
In this work, the numerical error will only serve as an indicator which is used to steer the
mesh adaptation algorithm. Hence, the process of error indication should be computationally
inexpensive and easy to implement into existing finite element codes. We therefore neglect the
temporal as well as the transmitted error and perform grid refinement and re-coarsening based on
the local element error of the current solution. In what follows, a short and certainly incomplete
overview of existing approaches is given which are used to estimate the solution error a posteriori.
4.2.2. Reconstruction-based techniques
The basic idea of this class of estimators is to compare the approximate solution or its gradient to
an improved reconstruction of the corresponding quantity so as to obtain an estimate of the true
error. By construction, reconstruction-based error estimators can only detect features which are
already present in the solution computed on a given grid. In other words, they are doomed to fail
if the computational grid is too coarse or if the numerical scheme is overly diffusive so that shock
waves are only resolved as humps. Moreover, such techniques do not account for the temporal
development of the error since they only investigate the solution values at a given time instant.
Error estimation by Richardson’s extrapolation
A common approach to the adaptive treatment of hyperbolic problems is based on Richardson’s
extrapolation which is used to estimate the truncation error of the numerical scheme and equidis-
tribute the error by means of local grid refinement [28, 31]. Due to its simplicity it can be easily
integrated into existing codes such as CLAWPACK [155] extending the algorithm by Berger and
Colella [28] to wave-propagation schemes applied on rectangular curvilinear grids [30].
In its original form, Richardson’s extrapolation requires the a priori knowledge of the order
of approximation p which is problem-dependent. Let uh and urh denote the solutions computed
on two nested grids at the same time instant. Here, r represents the refinement factor and h stands
for the mesh width of the fine grid which is contained inside the coarse grid. The refinement also
applies to the time step. If the coarse grid solution is advanced from time tn to tn+1 = tn+ s∆t
then s small time steps ∆t are required to obtain the solution on the refined grid. To simplify the
presentation, let the ratio of mesh width and time step size be constant so that r = s. Moreover,
assume that the order of accuracy p is the same in time and space. It is worth mentioning that this
restriction can be circumvented by adopting a more expensive convergence study as explained in
a research article by Berger and Oliger [31]. If the true solution is sufficiently smooth, the local
truncation error can be expressed by means of the following Taylor series expansion [31]
u(x, tn+1)−uh(x, tn+1)≈ rτ, τ= ∆t [C1∆t p+C2hp] (4.2.9)
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where the higher-order terms have been neglected and the auxiliary coefficients C1 and C2 do not
depend on the mesh width h. The truncated Taylor series for the coarse grid solution reads
u(x, tn+1)−urh(x, tn+1)≈ rp+1τ (4.2.10)
and subtraction of equation (4.2.9) yields an estimate of the local truncation error [31]
uh(x, tn+1)−urh(x, tn+1)
rp+1− r ≈ τ (4.2.11)
at time tn+1. As a matter of fact, Richardson’s extrapolation constitutes a usable tool to obtain a
global a posteriori estimate of the true error e= u−uh on the finest grid in a suitable norm [76]
‖eh‖= ‖uh−urh‖|rp−1| ≈ ‖e‖ (4.2.12)
It has been already mentioned that the spatial order of accuracy p is problem-dependent. More-
over, the observed order of convergence may differ from its theoretical value due to the presence
of discontinuities, the way in which boundary conditions are implemented or the use of nonlin-
ear flux/slope limiters. In practice, it needs to be determined numerically by means of a grid
refinement study. Ferziger and Peric´ [77] employ a sequence of three nested grids with constant
refinement factor r. Note that the error due to the time discretization needs to be negligibly small
if the spatial approximation is of interest. Let uh, urh and ur2h denote a sequence of consecutive
solutions which are required to be in the asymptotic convergence range, that is, they change mono-
tonically as the grid is refined. Then the rate of convergence can be estimated globally by means
of the L2-norm as follows (e.g., r = 2 if the spacing is halved [76])
p= log
(‖ur2h−urh‖
‖urh−uh‖
)
1
log r
(4.2.13)
Roache [222] extends this type of error estimation technique by means of Richardson’s extrap-
olation to sequences of grids which are not systematically refined or coarsened. An alternative
approach was proposed by Schall et al. [230] to certify the accuracy of the numerical solution
by means of a grid convergence analysis. To be more precise, a sequence of three anisotropic
meshes consisting of NV, 4NV and 16NV vertices is generated which are adapted individually so as
to obtain the best approximate solution with a fixed number of nodes. From that, all solutions are
transferred to the finest grid so that the global order of convergence can be determined similarly to
(4.2.13). If early second-order mesh convergence cannot be observed, that is, p /∈ [1.6,2.2], then
a finer mesh consisting of 32NV vertices is generated and the whole procedure is repeated.
Since the order pmay vary locally due to the presence of discontinuities and/or the application
of nonlinear flux/slope limiting schemes Roy [226] suggested the use of first- and second-order
extrapolation, whereby the error can be estimated from the sequence of approximate solutions:
u(x, t)−uh(x, t)≈ (r
2+ r−1)(urh−uh)− (ur2h−urh)
(r+1)(r−1)2 (4.2.14)
The main disadvantage of extrapolation based error estimators is that this approach relies on the
local smoothness of the solution. Thus, this technique may be unreliable for hyperbolic prob-
lems which exhibit shock waves and discontinuities. Moreover, coarser grids may completely fail
to resolve small scale features. Hence, the coarsest of the three grids already needs to be suffi-
ciently fine so as to guarantee asymptotic convergence behavior so that Richardson’s extrapolation
can become quite costly when applied to hyperbolic problems. Despite this lack of theoretical
backing, several researchers successfully employed this estimation technique for the simulation of
compressible flows [223] and found it even more reliable than other approaches [111].
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Recovery-based error estimators
In 1987, Zienkiewicz and Zhu [274] suggested a new type of error estimator based on gradient
recovery. The ‘simple error estimator for practical engineering analysis’ presented for linear elastic
problems is motivated by the observation that the solution gradient ∇uh of a piecewise continuous
finite element approximation uh exhibits discontinuities at element interfaces. Provided the true
solution u is sufficiently smooth, these slope jumps may serve as an indicator for the numerical
error. If the unknown gradient of the exact solution is replaced by a smoothed slope ∇ˆuh recovered
from the finite element approximation, a computable error estimator can be derived [274]:
‖eˆ‖=
√Z
Ω
|∇ˆuh−∇uh|2 dx≈ ‖e‖ (4.2.15)
The idea of using recovery techniques to obtain improved gradient values exhibits quite a long
tradition in finite elements (cf. Oden et al. [193, 195] or Hinton and Campbell [103]). To the
author’s best knowledge, Cantin et al. [45] were the first to consider so-called averaging projection
schemes for calculating an improved approximation to the consistent stresses. Zienkiewicz and
Zhu employed this technique in their original article on recovery-based error estimation [274].
Ainsworth et al. [4] consider averaging projection schemes in a more general framework to analyze
their convergence properties and give some advice concerning the aspect of efficiency.
In 1992, Zienkiewicz and Zhu proposed the superconvergent patch recovery (SPR) technique
[275, 276] which is described in more detail in Section 4.3.2 of this thesis. As an alternative,
polynomial preserving recovery (PPR) schemes [271] compute the smoothed gradient vector by
differentiating a higher-order polynomial approximation of the solution values. Recently, Zhang
and Naga [272] introduced a meshless recovery procedure which abandons the concept of element
patches in favor of spherical patches which can be expanded adaptively. This strategy overcomes
the solvability problem for the patchwise systems of equations which may be under-determined
for an insufficient number of sampling points likely to occur at the boundary.
The ease of implementation, robustness, and accuracy in many situations have promoted the
popularity of recovery based adaptive schemes especially in the engineering community. However,
a word of caution is mandatory: Ainsworth and Oden [194] construct a one dimensional example
in which the estimated error equals zero while the exact error can be arbitrary large. Problems
have also been reported in applying this methodology to compressible flows using classical finite
element or finite volume schemes [211]. In essence, shock waves are typically smeared across
several elements and captured as linear approximation with steep gradients. As a consequence, the
jumps across element interfaces are very small and the error predicted by the recovery procedure
tends to zero at the location of the ‘discontinuity’ [210]. Hence, mesh refinement is forced in the
vicinity of the shock but not at its core. Yet, it is questionable if this phenomenon can be attributed
to the gradient reconstruction or to the overly diffusive discretization scheme employed.
4.2.3. Residual-based error estimators
Another class of a posteriori error estimates which has been extensively considered in the literature
relates the residual of the discrete solution to the numerical error. As an example [211], consider
the steady-state convection diffusion equation for the scalar-valued quantity u
v ·∇u−d∆u= f in Ω (4.2.16)
u= 0 on ΓD (4.2.17)
n ·∇u= g on ΓN (4.2.18)
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where f ∈ L2(Ω), d > 0 denotes the diffusion coefficient and the velocity v is assumed to be
solenoidal, i.e. ∇ ·v= 0. Its weak form is obtained by multiplying the equation by a suitable test
function, integrating over the domain and setting the result equal to zero. Moreover, integration
by parts is applied to the high-order term which yields the weak formZ
Ω
w(v ·∇u)+d∇w ·∇udx=
Z
Ω
w f dx+
Z
ΓN
wgds (4.2.19)
whereby the boundary conditions (4.2.17)–(4.2.18) have been replaced in the boundary integral.
It is common practice to introduce the following short hand notation
A(u,w) :=
Z
Ω
w(v ·∇u)+d∇w ·∇udx, F(w) :=
Z
Ω
w f dx+
Z
ΓN
wgds (4.2.20)
so that the problem at hand can be formulated as follows [211]: Find u ∈W such that
A(u,w) = F(w), ∀w ∈W (4.2.21)
where the Dirichlet boundary values are built into the space W = {w ∈H1(Ω) : w = 0 on ΓD}.
Consider a conforming finite element approximation and let the standard Galerkin approach be
adopted which amounts to finding the approximate solution uh ∈Wh ⊂W such that
A(uh,w) = F(w), ∀w ∈Wh (4.2.22)
Due to the use of conforming finite elements, the error e= u−uh belongs toW as well. Replacing
u by uh+ e in (4.2.21) and subtracting A(uh,w) from both sides of the equation yields
A(uh+ e,w)−A(uh,w) = Rh(w), ∀w ∈W (4.2.23)
where the linear functional Rh(w) = F(w)−A(uh,w) denotes the residual. In particular, the resid-
ual vanishes onWh which is typically referred to as Galerkin orthogonality property
Rh(w) = 0, ∀w ∈Wh (4.2.24)
In general, computing an approximation to equation (4.2.23) is as expensive as finding the solution
of the original problem (4.2.21). Hence, the task is to estimate the norm of the residual so as to
obtain computable upper and lower bounds for the error with positive constantsC1 andC2 [211]
C1‖e‖W ≤ ‖Rh‖∗ ≤C2‖e‖W (4.2.25)
Here, ‖e‖W is a suitable norm of the error e in spaceW and ‖Rh‖∗ denotes the dual norm of the
weak residual with respect to ‖ · ‖W which is typically defined by the following expression
‖Rh‖∗ := sup
w∈W
w6=0
|Rh(w)|
‖w‖W (4.2.26)
For the convection diffusion problem (4.2.16), the error can be measured as follows [211]:
‖e‖W =
√Z
Ω
∇e ·∇edx (4.2.27)
Moreover, it is possible to prove that C1 = 1 and C2 = 1+M0 in the estimate (4.2.25), where the
positive constant M0 depends on the solenoidal velocity field v so as to ensure that [211]∣∣∣∣ZΩw(v ·∇u)dx
∣∣∣∣≤M0 ‖u‖W ‖w‖W, ∀u,w ∈W (4.2.28)
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In light of the above, the norm of the residual should in general provide a reasonable estimate of the
solution error provided the values of the constantsC1 andC2 are not far away from unity. For many
practical applications, their value depends on various other constants, and hence, it is difficult or
even impossible to obtain sharp estimates of the form (4.2.25). For a detailed presentation of
residual-based error estimation techniques the interested reader is referred to the survey article by
Prudhomme and Oden [211], and the monographs by Ainsworth and Oden [3] and Verfürth [259].
In general, it is impossible to compute the supremum norm (4.2.26) directly so that an a pos-
teriori estimate of the residual is needed. Since the residual vanishes for all w ∈Wh, finer meshes
and/or different function spaces need to be considered for the evaluation of the residual term. In
contrast, a numerical solution u∗h computed by some high-resolution finite element scheme based
on algebraic flux correction [139] does not satisfy the Galerkin orthogonality property (4.2.24). In
particular, the high-order Galerkin solution uh is ‘perturbed’ by some discrete stabilization so that
Rh(w) = F(w)−A(u∗h,w) does not vanish on the function spaceWh. However, it can be directly
computed for a given function w ∈Wh and used within standard residual-based error estimators.
Remark. For the convection diffusion problem (4.2.16), the solution error is naturally related to
the residual via the error equation (4.2.23). This approach can be extended to general conservation
laws of the form ∂tu+∇ · f(u) = 0, whereby the residual Rh serves as a source term [147]
∂e
∂t
+∇ · f˜(e) = Rh (4.2.29)
and the modified flux function is given by f˜(e) =
R 1
0 ∇ · f(ξuh+(1− ξ)(uh− e))dξ. Zhang et al.
[270] utilize a similar approach for the treatment of the compressible Euler equations, whereby the
above equation is solved explicitly adopting a numerical method of higher-order approximation.
4.2.4. Goal-oriented error estimators
As pointed out in the introduction, engineers are more interested in controlling the error of local
quantities which are given by linear or nonlinear functionals of the field variables. To illustrate
the basic ideas of goal-oriented error estimation techniques consider the variational form (4.2.21)
for the steady convection diffusion problem (4.2.16)–(4.2.18) and let J(·) be some linear output
functional as discussed in Section 4.2.1. The task is to control the error of the quantity of interest
eJ = J(u)− J(uh) = J(e), e= u−uh (4.2.30)
Becker and Rannacher [26] utilized an ‘optimal control approach’ so as to relate the output func-
tional J(·) to the exact solution z ∈W of the adjoint/dual problem as follows
A(w,z) = J(w), ∀w ∈W (4.2.31)
By construction, the dual solution z and the exact solution u ∈W of the primal problem (4.2.21)
are mutually adjoint to each other so that the following relation holds [26]
J(u) = A(u,z) = F(z) (4.2.32)
Let the numerical solution uh ∈Wh ⊂W to the primal problem (4.2.21) be computed by means of
Galerkin finite elements. As a result, the error (4.2.30) can be expressed as follows
J(u)− J(uh) = A(u,z)−A(uh,z) = A(u−uh,z) (4.2.33)
Owing to the Galerkin orthogonality property A(u− uh,zh) = 0, ∀zh ∈Wh ⊂W , the error in the
output functional can be related to the errors of the primal and dual problems [26]
J(u)− J(uh) = A(u−uh,z− zh) (4.2.34)
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Moreover, the above expression yields J(u)− J(uh) = F(z− zh), provided that the dual solution
zh also exhibits the Galerkin orthogonality property, that is, A(uh,z− zh) = 0, ∀uh ∈Wh ⊂W.
In essence, there exist two alternative approaches to estimate the modulus of the right-hand
side of equation (4.2.34). Johnson et al. [73] make use of the Cauchy-Schwartz inequality and
‘eliminate’ the term z− zh to obtain the global a posteriori estimate
|J(u)− J(uh)| ≤CintCstab‖hsRh‖∗, s≥ 0 (4.2.35)
where the constantsCint andCstab strongly depend on the problem at hand and are difficult to obtain
in practice. In the dual-weighted residual (DWR) method proposed by Becker and Rannacher [26]
the residual is decomposed into element contributions first. Afterwards, each cell contribution
can either be estimated by means of the Cauchy-Schwartz inequality or computed numerically
adopting local higher-order approximations or difference quotients.
Since the Galerkin orthogonality property is crucial for the derivation of equation (4.2.34)
goal-oriented error estimation techniques cannot be applied directly to numerical solutions which
were computed by the nonlinear high-resolution AFC schemes described in the previous chapter.
Thus, the extension of the dual-weighted residual approach to this type of non-standard Galerkin
schemes is outstanding, and in general, the design of error estimators for output functionals appli-
cable in the context of the algebraic flux correction paradigm is a topic of ongoing research.
4.2.5. Error indicators
From the theoretical point of view, so-called feature indicators are less attractive but enjoy great
popularity in practice. As the name suggests, these techniques are designed to identify the location
and strength of special flow features such as discontinuities or large variations of the solution in
smooth regions. We will present some popular error indicators presently in use.
First- or second-difference indicator
Assume that the numerical scheme used to compute the approximate solution uh is first-order
accurate so that the error is proportional to the H1-seminorm of the exact solution u, that is
‖u−uh‖0 ≤Ch|u|1, |u|1 =
√
∑
|α|=1
‖∂αu‖20 (4.2.36)
Here, h denotes the characteristic mesh width and the constant C is independent of h. The jump
in u may serve as an indicator for large variations in the solution. This so-called first-difference
indicator empirically derived in [59, 60] computes the undivided first differences of the solution
uh. However, a suitable normalization strategy is mandatory. A detailed description is given by
Shapiro [236] who promoted this indicator especially for transonic flows. In particular, Shapiro
considered the compressible Euler equations and used the undivided first difference of the density
as an indicator for mesh adaptation. If we assume the solution to be sufficiently smooth, then the
error can be also approximated in the H2-seminorm, that is, its second derivatives [196]
‖u−uh‖0 ≤Ch2|u|2, |u|2 =
√
∑
|α|=2
‖∂αu‖20 (4.2.37)
Error indicators of such type have a common drawback: they are not dimensionless. As a result,
they are more sensitive to strong features (e.g., shock waves) than to weaker features (e.g., contact
discontinuities and shear layers). To overcome this drawback so-called multi-pass strategies have
been suggested [2]. In the first pass, only strong features are detected and mesh adaptation is
performed accordingly, and the focus is placed on weaker flow features in the second pass.
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First- and second-difference indicators
Löhner [161] introduced a non-dimensional error indicator which is based on (4.2.37) scaled by
the absolute values of the gradient so as to avoid the ‘eating-up’ effect in the presence of strong
shocks. To illustrate this approach consider linear finite elements of constant length h in one space
dimension so that Löhner’s indicator [161] evaluated for the internal node i reads as follows
ei =
|ui+1−2ui+ui−1|
|ui+1−ui|+ |ui−ui−1|+δi , δi =Cn(|ui+1|+2|ui|+ |ui−1|) (4.2.38)
The term δi serves as a ‘noise’ filter which is required to prevent the indicator from approaching
unity due to small wiggles in the solution profile. The parameter Cn depends on the problem and
the numerical algorithm used to solve the governing equations. In our experience, it is worthwhile
to replace δi in the denominator by δ∗i = max{δi,ε}, where ε denotes some absolute tolerance,
since δi does not reduce noise if the approximate solution uh tends to zero. The above error
indicator is normalized, i.e. 0 ≤ ei ≤ 1, so that preset tolerances may be employed for general
classes of problems. Moreover, it can be applied to multiple indicator variables if mesh adaptation
is to be performed for systems of conservation laws (see Chapter 5). In the context of finite element
approximations, the multidimensional generalization of equation (4.2.38) reads
ei =
√√√√√ ∑
α,β≥1
|α+β|=2
(D′′α,β)
2
(D′α,β+Dα,β)
2 (4.2.39)
where the derivative terms for the node i are evaluated as follows [163]
D′′α,β =∑
j
[Z
Ω
(
∂ϕi
∂xα
)(
∂ϕ j
∂xβ
)
dx
]
u j (4.2.40)
D′α,β =
Z
Ω
∣∣∣∣ ∂ϕi∂xα
∣∣∣∣
∣∣∣∣∣∑j ∂ϕ j∂xβ u j
∣∣∣∣∣ dx (4.2.41)
Dα,β =Cn∑
j
[Z
Ω
∣∣∣∣ ∂ϕi∂xα
∣∣∣∣ ∣∣∣∣∂ϕ j∂xβ
∣∣∣∣ dx]∣∣u j∣∣ (4.2.42)
The first term represents the second derivative of the finite element solution uh = ∑ jϕ ju j. Since
linear finite elements are employed integration by parts is performed to shift one derivative to
the test function ϕi, whereby the contribution from the arising boundary integral is neglected.
The second term is proportional to the modulus of the gradient, i.e. |∇uh| = |∑ j∇ϕ ju j| which
is multiplied by the absolute values of the derivatives of nodal shape functions |∇ϕi|. The third
term which serves as noise filter requires the absolute value of nodal solution values |u j|, and
hence, it needs to be scaled by the moduli of the first derivatives of basis functions [160]. Since
the gradient of linear finite elements is constant on each triangle, the above quantities can be
computed efficiently without resorting to costly numerical integration. Explicit expressions for
the first derivatives of linear basis functions are given in equation (A.19) in Appendix A.
The dimensionless error indicator (4.2.39) has been analyzed by Löhner [161, 162] and applied
by various authors to perform challenging flow simulations in two and three space dimensions
[24, 25, 164]. In this work, we make use of mixed computational grids consisting of triangles and
quadrilaterals, whereby linear and bilinear finite elements are adopted. In light of the above, it is
expedient to divide quadrilateral elements into two non-overlapping triangles so that all quantities
(4.2.40)–(4.2.42) can be efficiently evaluated from constant derivative values.
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4.2.6. Summary of error estimation techniques
The development of reliable a posteriori error estimators for convection dominated problems is
an issue of utmost importance. Owing to the complicated error propagation mechanism it may be
insufficient to measure only cell errors which correlate to local residuals. Thus, the transmitted
error should be taken into account if rigorous a posteriori error estimates are required.
Error estimation based on Richardson’s extrapolation has been successfully employed to steer
mesh adaptation algorithms for the simulation of compressible flows. In practice, the solution is
computed on a sequence of three nested grids in order to estimate the error of the solution on the
finest mesh. This approach relies on a uniform order of spatial accuracy which is not satisfied
for nonlinear high-resolution schemes based on flux limiters. A generalization to discretizations
which exhibit a varying order of approximation is feasible but the main disadvantage of extrapo-
lation based error estimators remains: the Taylor expansion relies on the local smoothness of the
solution which may be not the case in convection dominated problems. Moreover, the coarsest
grid must already be fine enough so as to capture all essential flow features such as shock waves
and discontinuities. This restriction also applies to error estimation techniques based on gradient
recovery. In essence, the consistent finite element gradient is compared to improved slope values
which are computed, e.g., by averaging projection methods, the superconvergent patch recovery
approach or so-called polynomial preserving recovery schemes.
Residual-based error estimation techniques make use of the fact that the cell error corre-
lates well to the residual evaluated for each element. Standard finite element schemes exhibit
the Galerkin orthogonality property which states that the residual vanishes for all functions from
the discretized weighting space. To evaluate the residual term explicitly, it is common practice to
employ higher-order basis functions and/or enrich the given function space, e.g., by edge shape
functions or interior bubble shape functions. As an alternative, the residual can also be computed
on a finer grid. Note that high-resolution schemes based on algebraic flux correction fail to pos-
sess the Galerkin orthogonality property. Hence, the residual does not vanish but its contribution
is computable, and hence, it can be used within standard error estimators. Moreover, the flux func-
tion of the problem at hand can be modified to derive a conservation law for the solution error,
whereby the residual serves as a source term. This error estimation technique has been applied to
compressible flows with moderate success. However, the error equations needs to be solved with
higher-order accuracy so that the computational costs are quite high in practice.
For engineering applications, the error is frequently measured in term of quantities of interest
which are typically given by linear or nonlinear output functionals. Goal-oriented error estimation
techniques can be based on an optimal control approach so as to relate the error of the (linearized)
output functional to the global errors of the primal and the adjoint solution. The derivation relies
on the Galerkin orthogonality of the finite element method and an extension of the dual-weighted
residual approach applicable to algebraic flux correction schemes is still under development.
From the practical point of view, error estimators/indicators should be easy to implement into
existing simulation tools and inexpensive to compute so that they can be applied to realistic prob-
lems. The first- and second-difference of the approximate solution have been used to control the
solution error. Both approaches have difficulties if the flow field exhibits strong shocks as well
as weak features which are not detected reliably unless multi-pass strategies are employed. As
an efficient alternative, a dimensionless error indicator can be constructed by dividing the sec-
ond derivative by the gradient values as suggested by Löhner [161], whereby the solution average
serves as a noise filter to prevent the ‘activation’ of the indicator due to small wiggles. Since the
indicator is bounded by zero and unity, it can be applied to multiple key variables simultaneously
and a suitable combination thereof may be used to steer the grid adaptation algorithm.
94 Mesh adaptivity
4.3. Recovery-based error indicators
This section focuses on the design of recovery based a posteriori error indicators [185, 186] appli-
cable to high-resolution finite element schemes for convection dominated flows. In particular, the
developed techniques can be employed for scalar governing equations and systems of hyperbolic
conservation laws alike. In the latter case, the recovery procedure is applied to some indicator vari-
able which may be either a primary variable present in the solution vector or a derived quantity
such as the Mach number. It is also possible to consider a set of indicator variables and use a com-
bination of the estimated error to steer the mesh adaptation procedure. To keep the presentation
self-contained, let us derive the a posteriori error indicator for a generic finite element solution
u≈ uh =
M
∑
j=1
u jϕ j(x) (4.3.1)
where ϕ j denote the set of conforming linear or bilinear basis functions spanning the finite-
dimensional subspace Wh ⊂W. Moreover, the temporal evolution of the flow is neglected so
that uh represents a scalar indicator variable evaluated at a fixed time tn. In this section, we will
concentrate on the numerical error resulting from the approximation of spatial derivatives. In
particular, an a posteriori error indicator for the vector-valued gradient error
e= ∇u−∇uh (4.3.2)
is devised. The consistent finite element gradient is computed from the approximate solution
∇uh =
M
∑
j=1
u j∇ϕ j(x) (4.3.3)
and the unknown values of the exact slopes ∇u are replaced by a smoothed gradient field ∇ˆuh. As
a result, a viable approximation to the true gradient error (4.3.2) may be computed as follows
e≈ eˆ= ∇ˆuh−∇uh (4.3.4)
Pointwise error estimates are difficult to obtain in general, so integral measures are typically em-
ployed in the finite element framework. Let the computational domain Ω be partitioned into a
set of non-overlapping finite elements Ωk so that the L2-norm represents a usable measure for the
global error, and moreover, its square can be assembled from local element errors
‖eˆ‖=
(
∑
Ωk
(eˆ, eˆ)Ωk
)1/2
(eˆ, eˆ)Ωk =
Z
Ωk
eˆT eˆ dx (4.3.5)
For piecewise linear (P1) finite elements on triangular meshes, the consistent gradient ∇uh is con-
stant on each triangle, whereas linear variations are observed for bilinear (Q1) elements. The de-
tails of linear and bilinear basis functions and explicit formulas for their first derivatives are given
in Appendix A. In order to obtain an improved approximation to the exact gradient∇u, let us spec-
ify slope values ∇ˆui j = ∇ˆuh(xi j) at all midpoints of edges, i.e. xi j := 12(xi+ x j). For triangular
elements, the smoothed gradient ∇ˆuh varies linearly in each Ωk and is allowed to exhibit discon-
tinuous jumps across inter-element boundaries. This approach can be interpreted as seeking the
nodal values for a non-conforming gradient approximation by means of linear Crouzeix-Raviart
elements [57] for which the local degrees of freedom are located at edge midpoints. As a general-
ization to bilinear finite elements used on quadrilateral meshes, a similar gradient approximation
can be based on the non-conforming Rannacher-Turek element [212]. The reconstruction of gra-
dient values at edge midpoints enables us to impose mathematical constraints on the recovered
gradient which are inspired by common slope limiting techniques [185, 186].
4.3. Recovery-based error indicators 95
4.3.1. Limited gradient averaging
The first approach to obtaining a smoothed edge gradient is inspired by slope limiting techniques
employed in the context of high-resolution finite volume schemes and later carried over to discon-
tinuous Galerkin finite element methods [53]. The basic ideas can be best illustrated by consider-
ing a finite volume discretization of the one-dimensional advection equation ∂u∂t + v
∂u
∂x = 0.
Let the interval I = (x0,x1) be partitioned into a set of finite volumes I j = (x j−1/2,x j+1/2) on
which the mean value u¯ j of the solution is constant. The task is to define a suitable slope value u′j
on each cell so that a piecewise linear approximation can be defined as follows
uh(x) = u¯ j+u′j(x− x j), ∀x ∈ I j. (4.3.6)
In the simplest case, one-sided or centered slopes can be utilized to obtain first- and second-
order accurate schemes which lead to rather diffusive profiles and are quite likely to produce
non-physical oscillations in the vicinity of steep fronts, respectively. For a numerical scheme to
be non-oscillatory, it should possess certain properties [139], e.g., be monotone, positivity pre-
serving, total variation diminishing (TVD) or local extremum diminishing (LED) as presented in
Sections 3.1.2 and 3.1.3. In order to construct LED schemes [113], Jameson introduced a family
of limited average operators L(a,b) which are characterized by the following properties [114]:
(P1) L(a,b) = L(b,a) (P3) L(a,a) = a
(P2) L(ca,cb) = cL(a,b) (P4) L(a,b) = 0 if ab≤ 0
While conditions (P1)–(P3) are natural properties of an average, (P4) is to be enforced by means
of a limiter function. Jameson demonstrated that the most widely used TVD limiters can be cast
into two-parameter form as presented in Figure 4.1. Here, the modified sign function is given by
S(a,b) =
sign(a)+ sign(b)
2
(4.3.7)
which equals zero for ab ≤ 0 and returns the common sign of a and b otherwise. As a result, the
adjusted counterpart of u′j in (4.3.6) can be computed as the limited average of left and right slopes
uˆ′j = L
(
u¯ j−1− u¯ j
∆x
,
u¯ j+1− u¯ j
∆x
)
(4.3.8)
1. minmod: L(a,b) = S(a,b)min{|a|, |b|}
2. maxmod: L(a,b) = S(a,b)max{|a|, |b|}
3. Van Leer: L(a,b) = S(a,b)
2|a||b|
|a|+ |b|
4. MC: L(a,b) = S(a,b)min
{ |a+b|
2
,2|a|,2|b|
}
5. superbee: L(a,b) = S(a,b)max{min{2|a|, |b|},min{|a|,2|b|}}
Fig. 4.1. Standard TVD limiters in two-parameter form.
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Let us return to our original task that involves the reconstruction of smoothed gradients at edge
midpoints. This is where the benefit of an edge based formulation comes into play. Except for
vertices which are located at the boundary, exactly two elements are adjacent to each edge ij such
that an improved gradient can be determined efficiently as the limited average of the constant slope
values to the left and to the right by letting each component be defined as follows [185, 186]
∇ˆui j = L(∇u+i j ,∇u
−
i j) (4.3.9)
It is easy to verify that for all limiter functions L presented in Figure 4.1, the recovered edge
gradient is naturally bounded from below and above by the constant slope values
∇umini j ≤ ∇ˆui j ≤ ∇umaxi j , where ∇u
max
min
i j =
max
min
{∇u+i j ,∇u−i j} (4.3.10)
The above inequality holds separately for each spatial component of the vector-valued gradients.
Suppose the upper and lower bounds have different sign for the dth spatial component:
∇u+i j
∣∣
d ·∇u−i j
∣∣
d < 0 ⇒ ∇ˆui j
∣∣
d = L
(
∇u+i j ,∇u
−
i j
)∣∣
d = 0 (4.3.11)
According to the mean value theorem for continuous functions, the corresponding slope value
should attain zero somewhere in-between. If this is true for all components of the gradient, the
solution may attain a local extremum across the edge. In light of the above, property P4 of limited
average operators acts as a discrete analog to the necessary condition for local extrema in the
continuous case which requires the derivative to be zero [185].
The recovered gradient (4.3.9) depends on the choice of the limiter L to some extent. In the
author’s experience, MC has proven to be robust in practice as it tries to select the standard average
of the left and right slopes whenever possible without violating the natural upper and lower bounds.
4.3.2. Limited gradient reconstruction
As an alternative to the limited averaging approach, traditional recovery procedures can be used to
predict provisional gradient values at edge midpoints which are corrected by means of edgewise
slope limiting so as to satisfy the geometric constraints set up by inequality (4.3.10). In their
first paper on recovery-based error estimation [274], Zienkiewicz and Zhu make use of so-called
averaging projection schemes to construct improved stress values from the finite element solution
∇ˆuh =
Mˆ
∑
j=1
∇ˆu j φ j(x) (4.3.12)
where the coefficients ∇ˆu j are obtained by solving the discrete problemZ
Ω
φi(∇ˆuh−∇uh)dx= 0, ∀φi ∈ Wˆh (4.3.13)
In general, the element shape functions used to construct the basis functions φ j may differ from
those adopted in the finite element approximation (4.3.1). A detailed analysis by Ainsworth et
al. [4] revealed the fact that the corresponding polynomial degrees should satisfy degφ ≥ degϕ
whereby the original choice φ = ϕ by Zienkiewicz and Zhu [274] ‘is not only effective, but also
the most economical’ [4] one. This has also been mentioned in an earlier publication by Oden and
Brauchli [193]. The substitution of expansion (4.3.12) into equation (4.3.13) yields
Mˆ
∑
j=1
[Z
Ω
φiφ j dx
]
∇ˆu j−
M
∑
j=1
[Z
Ω
φi∇ϕ j dx
]
u j = 0 (4.3.14)
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which amounts to solving a linear algebraic system for each component of the smoothed gradient
MC∇ˆuh = Cuh (4.3.15)
The consistent mass matrix MC = {mi j} and the multi-component operator C = {ci j} which cor-
responds to the discretized spatial derivatives are assembled from the integral terms
mi j =
Z
Ω
φiφ j dx, ci j =
Z
Ω
φi∇ϕ j dx (4.3.16)
The coefficients mi j and ci j remain unchanged as long as the mesh is kept fixed, and hence, they
need to be evaluated once during the initialization step and each time the grid has been adapted.
If the same set of basis functions is used for the numerical solution and the approximate gradient,
i.e. φ ≡ ϕ, then the coefficients defined in (4.3.16) coincide with those required to assemble the
finite element matrices and are thus available at no additional costs. The discrete operator C has
zero row sums as long as the sum of basis functions equals one at every point so that each nodal
component of the right-hand side in equation (4.3.15) can be assembled edge-by-edge [185, 186]
M
∑
j=1
ci j = 0 ⇒ (Cuh)i =∑
j 6=i
ci j(u j−ui) (4.3.17)
Note that the system of algebraic equations (4.3.15) can also be obtained by applying the Galerkin
approximation to the weak form of the continuous problem ∇ˆu = ∇u, where the weighting and
basis functions may or may not be the same. Therefore, projection schemes of the form (4.3.12)–
(4.3.13) are called variational recovery schemes [172], and moreover, they can be applied repeat-
edly so as to approximate higher-order derivative [163]. In any case, the solution to the linear
problem (4.3.15) can be computed iteratively by means of successive approximation, whereby the
lumped mass matrixML = diag{mi}, where mi = ∑ jmi j provides an excellent preconditioner
∇ˆu(m+1)h = ∇ˆu
(m)
h +M
−1
L
[
Cuh−MC∇ˆu(m)h
]
, m= 0,1,2, . . . (4.3.18)
Mass lumping can also be applied directly to the algebraic equation (4.3.15) which yields an
explicit formula for computing the values of the projected gradient at each node
∇ˆui =
1
mi
∑
j 6=i
ci j(u j−ui) (4.3.19)
In general, provisional slopes at edge midpoints can be interpolated from the nodal values obtained
either from (4.3.15) or (4.3.19) making use of the finite element representation (4.3.12). For linear
and bilinear finite elements this corresponds to taking the mean values for each edge ij, that is,
∇ˆui j = ∇ˆuh(xi j) =
∇ˆui+ ∇ˆu j
2
(4.3.20)
It is also possible to recover smoothed slope values directly in the edge midpoints by using non-
conforming Crouzeix-Raviart and/or Rannacher-Turek elements in the projection scheme (4.3.15).
An alternative superconvergent patch recovery technique (SPR) has been suggested by Zien-
kiewicz and Zhu [275]. It is based on the observation that the finite element solution exhibits
superconvergence at some exceptional points which are known a priori for common finite ele-
ments. Let the smoothed gradient be represented in terms of a polynomial expansion of the form
∇ˆuh = P(x)a (4.3.21)
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where P(x) denotes a polynomial that is of the same degree and completeness as the one employed
to approximate the original solution uh. For linear and bilinear finite elements it contains all first-
order monomials, that is, P(x) = [1,x,y] and P(x) = [1,x,y,xy], respectively. The multi-component
vector of coefficients a= [a1,a2, . . . ,am]T contains the nodal values of the recovered gradient.
For each vertex there exists a patch Pk of elements surrounding this node. As an alternative to
this node-base approach, element-based patches can be constructed by ‘gluing’ together all cells
which are adjacent to a given element. Last but not least, the selection can be restricted to face-
neighboring cells [5]. All possible choices for constructing element-based and node-based patches
are illustrated in Figure 4.2. Let the set of sampling points for a given patch be defined as follows:
Sk =
{
j : x j ∈ Pk
}
(4.3.22)
To compute the improved gradient ∇ˆuh it suffices to solve the minimization problem [275]
F(a) =
|Sk|
∑
j=1
(∇ˆu j−∇u j)2 → min (4.3.23)
The unknown coefficients a can be computed by seeking a least squares fit through all (supercon-
vergent) sampling points. Substitution of interpolations (4.3.21) and (4.3.12) in the corresponding
least squares minimization leads to the local algebraic problemMa= f, where
M = ∑
j∈Sk
PT (x j)P(x j), f= ∑
j∈Sk
PT (x j)∇uh(x j) (4.3.24)
The number of rows in the least squares system is equal to the number of coefficients in the
polynomial expansion P. Thus, the total number of sampling points |Sk| must be equal or greater
than that quantity in order to obtain a unique solution. For linear and bilinear finite elements it
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Fig. 4.2. Examples of element-based and node-based patches.
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suffices to sample the consistent slopes at the superconvergent Gaussian quadrature points in the
center of the element [275]. If patches are constructed in an element-based fashion at least three or
four elements are adjacent to each cell in the interior so that the local minimization problems can
be solved unconditionally. However, the number of adjacent elements may be insufficient to solve
the minimization problem at the boundary. In particular, this problem occurs for corner vertices
especially if node-based patches are employed. As a remedy, the slope values at all boundary
nodes can be recovered with aid of interior patches as suggested by Zienkiewicz and Zhu [275]
but it is easy to construct meshes for which two boundary components are only separated by one
layer of elements such that no interior patches are available [146]. In the author’s experience, an
element-based construction of patches may be slightly more expensive due to a larger number of
sampling points but solvability problems have rarely been observed in practice.
The practical implementation of the SPR algorithm has been addressed by Akin [5] who sug-
gests a unified approach for mixed finite elements using a constant Jacobian for each patch. To
illustrate the basic ideas consider a group of cells surrounding the ‘master’ element Ωk as pre-
sented in Figure 4.3. For element-based patches, Ωk corresponds to the cell for which the current
patch Pk is created and it is the element with the highest polynomial degree otherwise. It is com-
mon practice in finite elements to introduce a one-to-one mapping Fk : Ωˆk → Ωk which converts
the physical cell into the reference element Ωˆk and vice versa. The details of this coordinate trans-
formation are presented in Appendix A. As a generalization to the normalized reference element,
let us make use of the bounding element Ω¯k which comprises all sampling points in the patch and
exhibits the same coordinate alignment as Ωˆk. In other words, the mapping F¯k : Ωˆk→ Ω¯k features a
constant Jacobian since points undergo a linear transformation and no deformation takes place. As
a result, all sampling points x j ∈ Sk in the physical space can be efficiently converted to the non-
dimensional coordinates x¯ j adopting the constant Jacobian. The least squares fit process (4.3.24)
is carried out in the patch-induced frame of reference and the reconstructed gradient values are
converted back to physical coordinates afterwards. A very detailed description of this approach
including a working package of Fortran 90 subroutines is provided by Akin [5].
The ease of implementation, generality and ability to produce quite accurate estimators boosted
the popularity of recovery-based techniques especially in the engineering community. However,
any of the above-mentioned strategies to predict the high-order gradient values may fail if the
solution exhibits jumps or the gradient is too steep. This is typically the case for hyperbolic con-
servation laws such as the compressible Euler equations featuring strong shock waves.
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Fig. 4.3. Bounding a group of elements with a constant Jacobian patch.
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Based on our experience in the design of high-resolution finite element schemes for convec-
tion dominated problems we suggested a suitable post-processing of the recovered gradient values
of high order [185, 186]. The averaging process extends over an unsettled number of surrounding
element gradients which may strongly vary in magnitude and even possess different signs. It is
therefore difficult to find admissible upper and lower bounds to be imposed on such nodal gradi-
ents. On the other hand, the transition to an edge based formulation makes it possible to correct
the provisional slope values at edge midpoints subject to their low-order counterparts evaluated
in adjacent elements. It is also advisable to enforce the sign-preserving property (P4) of limited
average operators so as to mimic the necessary condition of a local extremum [185, 186]
∇ˆu∗i j = si j
∣∣∣max{∇umini j ,min{∇ˆui j,∇umaxi j }}∣∣∣ , si j := S(∇umini j ,∇umaxi j ) (4.3.25)
As a result, the corrected slope ∇ˆu∗i j is bounded from below and above by the low-order gradient
values adjacent to the edge ij, and moreover, it equals zero if the consistent gradient changes its
sign. For an interior edge, the interplay of quantities involved in this predictor-corrector edgewise
limited recovery (ELR) procedure are illustrated in Figure 4.4. The generality of this approach al-
lows for the use of arbitrary reconstruction techniques in the prediction step (L2-projection and su-
perconvergent patch recovery as well as polynomial-preserving recovery schemes [271] or mesh-
less variants [272]) and apply edgewise slope-limiting as a black-box post-processing tool.
xj xi
∇u
max
ij
∇u
min
ij
∇ˆuij
∇u
−
ij
∇ˆu
∗
ij
∇u
+
ij
∇ˆuj
∇ˆui
Fig. 4.4. Edgewise slope-limited gradient recovery.
4.3.3. Numerical examples for gradient-recovery techniques
The examples that follow illustrate the influence of the presented techniques on the quality of the
recovered gradient. As a first test problem (TP1), consider the Gaussian hill function
u(x) = αexp(−βx2), α= 0.4, β= 5 (4.3.26)
which is smooth and attains its maximum value at the origin x= 0. The exact ‘gradient’ which is
given by u′(x) =−2αβxexp(−βx2) is well-defined for all x ∈R. It exhibits two global extrema at
xmax,min =±1/
√
2β as long as β is positive so that the profile (4.3.26) changes its curvature twice.
The various recovery procedures – edgewise limited averaging (ELA), superconvergent patch
recovery (SPR), and L2-projection with consistent and lumped mass matrix – have been applied
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to the above model problem making use of successively refined meshes. The results obtained on
the coarsest grid consisting of 10 uniform cells are depicted in Figure 4.5, where the exact slope
values are indicated by dotted lines and the horizontal bars represent the constant finite element
gradient. All recovery techniques fail to reproduce the nodal gradient values at the turning points
except for the L2-projection method (4.3.15) if the consistent mass matrix is adopted. On the other
hand, this scheme tends to produce small overshoots and undershoots which can be observed in the
upper right profile of Figure 4.5. All other methods are free of this drawback since the recovered
nodal quantities are bounded by the constant finite element slopes of the adjacent elements. This
property is a blessing and a curse. It prevents the formation of unphysical wiggles in the improved
gradient profile, and at the same time, it leads to a poor resolution of local extrema. This so-called
peak-clipping phenomenon is well known for high-resolution schemes based on flux/slope limiters
which resort to overly diffusive low-order approximations in the vicinity of steep gradients.
The generation of undershoots and overshoots becomes less pronounced if the mesh is refined.
The gradient values which have been recovered on a grid consisting of 40 uniform elements are
depicted in Figure 4.6. The various recovery techniques slightly differ in the facility to capture the
minimum and maximum gradient values accurately. On the other hand, it is nearly impossible to
distinguish the computed gradient profiles visually apart from local extrema.
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Fig. 4.5. TP1: Comparison of consistent and recovered gradient with 10 elements.
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In order to assess the quality of the improved gradient values quantitatively, we measured the
pointwise error between the exact slopes and the recovered gradient at x1 = 0.4 and x2 = 1.2 which
are both present on the coarsest grid. The first point is located nearest to xmin = 1/
√
10≈ 0.3162,
where u′(xmin) = −
√
1.6/exp ≈ −0.7672 attains its global minimum value. The second point
x2 = 1.2 is placed such that the recovered gradient values may suffer from unphysical oscillations
if the variational recovery scheme (4.3.15) is employed with consistent mass matrix. The nodal
convergence rates for the recovered slopes are depicted in Figure 4.7. The consistent finite element
gradient ∇uh is piecewise constant and exhibits jumps across element boundaries. Its ‘nodal’
values have been computed as the standard average of the two adjacent slope values which yields
a linear reduction of the gradient error. All recovery techniques presented in Sections 4.3.1 and
4.3.2 are at least superconvergent, whereby the differences in the pointwise error is negligible for
sufficiently fine grids. However, the absolute error of the ‘improved’ quantity ∇ˆuh at point x2
may even exceed that of the consistent finite element gradient unless edgewise limited averaging
is employed to compute the nodal slope values. Consequently, equation (4.3.4) may provide an
unusable estimate of the true gradient error for very coarse grids. It is worth mentioning that the
error reduction rate is improved significantly if the nodal gradient values are recovered by means
of consistent L2-projection, whereby the same limitations apply on insufficiently fine meshes.
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Fig. 4.6. TP1: Comparison of consistent and recovered gradient with 40 elements.
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(a) at x1 = 0.4
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(b) at x2 = 1.2
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Fig. 4.7. TP1: Nodal convergence rate for recovered gradient.
The second test problem (TP2) deals with the steady convection-diffusion equation
a
∂u
∂x
−d ∂
2u
∂x2
= 0 in (0,1), u(0) = 1, u(1) = 0 (4.3.27)
which may give rise to the formation of a steep boundary layer if the convective term dominates,
i.e. a d > 0. The exact solution to the above model problem and its gradient are given by
u(x) =
exp(γ)− exp(γx)
exp(γ)−1 , u
′(x) =
−γexp(γx)
exp(γ)−1 (4.3.28)
where the parameter γ = a/d denotes the ratio of convective and diffusive effects. For a = 1
and d = 10−2, the gradient is nearly constant everywhere in the domain and abruptly tends to
−γ = −100 near the right boundary. Nodal slopes have been computed on a sequence of suc-
cessively refined equidistant meshes adopting the recovery techniques presented above. A rep-
resentative assortment of smoothed gradient profiles is depicted in Figure 4.8, whereby 10 (left)
and 40 (right) linear elements have been employed. All methods fail to predict the steep descent
u′(1) ≈ −100 at the boundary correctly. Moreover, the consistent L2-projection scheme tends to
produce overshoots and undershoots which also persist on the twice refined mesh.
The convergence rates of the pointwise gradient error measured at three exceptional nodes
is illustrated in Figure 4.9. The absolute error observed for the consistent L2-projection schemes
differs by orders of magnitude as compared to the other recovery techniques. This can be attributed
to the presence of spurious wiggles engendered on moderately coarse grids in the vicinity of steep
fronts. On the other hand, the consistent L2-projection scheme features the fastest error reduction
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Fig. 4.8. TP2: Comparison of consistent and recovered gradient with 10 and 40 elements.
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(a) at x1 = 0.8
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(b) at x2 = 0.9
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(c) at x3 = 1.0
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Fig. 4.9. TP2: Nodal convergence rate for recovered gradient.
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rate once the grid spacing has become sufficiently small. It is worth mentioning that all other
recovery procedures exhibit the same rate of convergence, whereby edgewise limited averaging
yields superior gradient values in the interior (e.g., at points x1 and x2) if moderately coarse grids
are employed. In contrast, superconvergence at the boundary, e.g., near x3 = 1.0, is only observed
for the SPR technique, whereas all other recovery schemes provide linear error reduction.
The preliminary results obtained for the two test problems deliver insight into the behavior of
recovery-based error indicators applied to solution profiles with steep fronts. Variational recov-
ery schemes are inexpensive and easy to implement, and moreover, the consistent L2-projection
method provides superior error reduction rates in many situations. On the other hand, spurious
oscillations are likely to occur in the vicinity of steep gradients so that the predicted nodal slopes
may be erroneous on coarse grids. This can be remedied by correcting the provisional gradient val-
ues with aid of the edgewise slope-limiting procedure (4.3.25). The results computed by edgewise
limited averaging are promising especially on coarse grids, and hence, this approach represents an
efficient alternative to the more elaborate recovery schemes such as the SPR technique.
4.4. Adaptation strategy
Error estimation techniques provide reasonable tools to verify the quality of the computed solution
per se. In practice, they are frequently used to identify regions, where the grid should be further
refined in order to improve the accuracy of the approximate solution. The advantage of dimension-
less error indicators is as follows: Each element or vertex is given a value from a finite domain,
e.g., [0,1] for Löhner’s difference indicator [161]. Hence, it suffices to define some tolerance Cref
and mark those elements for refinement for which the indicator exceeds the prescribed tolerance.
In addition, the constant Ccrs is used to identify patches of cells which can be safely re-coarsened
provided the corresponding values of the indicator are less than the parameterCcrs.
Another simple adaptation strategy known as fixed fraction criterion involves the two param-
eters Cref,Ccrs ∈ (0,100) such that Cref +Ccrs < 100. Let the elementwise error indicators be
ordered according to their size. Those elements which correspond to theCref percent of the largest
entries in the ordered sequence (say, the top 20%) are refined. In contrast, a portion ofCcrs percent
of elements with smallest error (say, the bottom 10%) are coarsened. Further variations on this
approach, e.g., with dynamically changing parametersCref andCcrs are also possible [243].
In practice, the accuracy requirement may be given in terms of an overall percentage error
ζ=
‖e‖
‖u‖ (4.4.1)
where ‖ · ‖ denotes some norm suitable for the problem at hand. Since both the exact solution u
and the error e are unknown, the available approximations are used instead so that the predicted
values of the percentage error (4.4.1) can be computed as follows [274]
ζh =
√
‖eh‖2
‖uh‖2+‖eh‖2 (4.4.2)
Here, uh denotes the finite element solution and the global norm of the estimated error eh can be
decomposed into individual element contributions (cf. equation (4.3.5)), that is
‖eh‖2 =∑
Ωk
‖eh‖2Ωk (4.4.3)
In general, the user will specify the permissible value ζmax of the percentage error (4.4.1) and try
to achieve ζh < ζmax economically, that is, by refining the mesh locally. Assume that the error is
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distributed equally between elements so that the permissible element error can be defined as [274]
‖eh‖2 ≈ NE e2max ⇒ emax = ζmax
√
‖uh‖2+‖eh‖2
NE
(4.4.4)
where NE denotes the total number of elements. In order to identify elements which should be
refined it suffices to check the ratio of predicted and permissible element errors:
‖eh‖Ωk > emax ⇒ refine element Ωk (4.4.5)
A similar strategy may be employed to determine the set of element which can be coarsened.
In particular, a lower bound ζmin for the percentage error is defined and cells are marked for
coarsening if the estimated error is less than the smallest permissible element error:
emin = ζmin
√
‖uh‖2+‖eh‖2
NE
, ‖eh‖Ωk < emin ⇒ coarsen element Ωk (4.4.6)
Of course, there are many more strategies to select elements for refinement and coarsening based
on a given error distribution per element. Let us mention some iterative error-balancing strategy
which tries to equilibrate the element error such that [17]
‖eh‖Ωk ≈ ζmax/NE, k = 1,2, . . . ,NE (4.4.7)
Since the total number of mesh cells NE is only obtained at the end of the adaptation cycle this
yields an implicit criterion to mark elements for refinement. Let the local errors be ordered in
decreasing order. Starting from the largest value, i.e. k = 1 and n= 0, we check if
‖e‖Ωk ≤
ζmax
NE+3n
(4.4.8)
and refine the element Ωk otherwise. In this case, the counter n is increased by one to account for
the new number of elements. Once the above condition is satisfied for some element, the process
is stopped since all further elements exhibit smaller local errors.
4.5. Survey of mesh adaptation methods
The primary objective of mesh adaptation is to construct an underlying mesh which yields the
numerical solution to a given problem with a desired accuracy at minimal computational costs.
For pure h-adaptivity this coincides with the requirement of using the smallest possible number
of degrees of freedom. If higher order finite elements are employed, e.g., in p- or hp-adaptivity,
solution costs may also grow due to a denser connectivity pattern of the finite element matrix.
With this observation in mind, mesh adaptation can be seen as an optimization problem for the
underlying triangulation, whereby the choice of optimization criteria is problem dependent.
Equidistribution schemes try to minimize the displacement globally in a suitable energy norm
so that the error is distributed uniformly in space which yields a finite element mesh with as few
degrees of freedom as possible [12, 13]. This strategy is tailored to elliptic problems for which the
domain of dependence and the region of influence coincide and occupy the entire domain. Since
there is a mutual interaction between any two grid points reduction of the global error is preferable.
From an engineering point of view, it frequently makes sense to bound the absolute error locally,
e.g., for sub-domains or even at some single point. To illustrate this idea, consider the steel cables
of a rope bridge. For the safe operation it is most important to guarantee that each rope bears the
load applied to it under realistic weather conditions and rush-hour traffic.
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The solution of convection dominated flows is characterized by the appearance of discontinu-
ities and steep gradients. The location of these zones of high activity is not known a priori and
may even change in the course of the simulation so that adaptive mesh refinement/re-coarsening
is mandatory. The accuracy of the approximation is greatly improved by locally refining the mesh
in the vicinity of ‘interesting’ features. At the same time, considerable savings in terms of mem-
ory usage and CPU time are obtained by coarsening the distribution of grid points in regions of
uniform activity. In practical CFD application, an adaptive remeshing procedure for steady state
flow computations is as follows: An initial mesh is chosen which is most unlikely optimal [168],
since one does not know about the exact location of the regions of high activity a priori. As a
rule of thumb, the initial mesh should be coarse enough to reduce the computational costs. At the
same time, a ‘good’ point distribution is essential to capture all salient flow features and to reduce
the number of adaptivity cycles for steady state computations [179]. The solution is marched to
a quasi steady state and one or more adaptation criteria are adopted to create a new – and hope-
fully more suitable – mesh. The previous solution is transferred to the new grid and advanced
towards steady state again. A global indicator is used to stop the iterative process of computing a
converged solution and remeshing the grid. For time-dependent problems, the situation is slightly
more complicated since ‘interesting’ flow features are likely to travel through the domain as time
goes on. Of course, the grid can be adapted in each time step so as to resolve the current solution
in an optimal way. However, this strategy is prohibitively expensive so that multiple time steps are
performed on the same mesh before the grid is re-adapted to the solution. This demands for some
foresight of the error estimator so as to refined the grid in regions, where interesting flow features
will be generated in forthcoming time steps. In practice, error estimation techniques based on the
current solution are employed to determine a set of elements which need to be refined and some
protection layers of cells are included to account for the flow field of forthcoming time steps.
Even though this ad hoc approach lacks theoretical justification it works well in practice [161].
More sophisticated error estimation techniques for time-dependent flows may be based on a space-
time splitting of the adjoint error representation [242]. As an alternative, the problem at hand can
be considered in the space-time domain which amounts to computing the solution to all time levels
simultaneously. As a result, standard error estimation techniques can be employed. This approach
is very expensive for realistic configurations, and hence, not applicable to three-dimensional real-
life applications. In what follows, we will consider different types of mesh adaptation in use.
Grid redistribution
Grid redistribution schemes (r-adaptation) [169] are quite easy to implement into an existing code
since the grid topology remains unchanged. The basic idea is to align the fixed number of grid
points to the flow field in an optimal sense without changing the connectivity. A good overview of
various grid redistribution schemes is given in the survey articles by Eiseman [69] and Thompson
[249, 250] and in the book by Carey [48]. The early attempts date back to Miller’s moving finite
element method [182], in which the new coordinates of the grid points are subject to some func-
tional minimization process. Another redistribution method based on optimization approaches has
been proposed by Jacquotte [112]. In the field of hypersonic flows, Gnoffo [81] utilized a spring
analogy energy minimization in which the stiffness of the springs is proportional to the error in-
dicator. His work was extended to parabolized Navier-Stokes solutions for simple configurations
[98, 99], but in general, redistribution methods revealed a lack of robustness [97].
In addition, grid redistribution schemes can be based on variational principles at the expense of
solving an additional partial differential evolution equation in each adaptation step. Recently, mov-
ing mesh methods have been applied successfully to hyperbolic conservation laws [247]. Notwith-
standing the impressive results for two-dimensional Euler flow calculations by Tang [248], the
‘background’ mesh needs to be sufficiently fine so that enough cells can be concentrated in the
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vicinity of shock waves. Many popular approaches allow to prescribe the volume of cells of the
new grid but lack the facility to control their shapes, and hence, such techniques may lead to highly
distorted triangulations. The use of grid redistribution schemes in complex and/or non-convex do-
mains is more complicated and requires special care. Moreover, some schemes may completely
fail if interior obstacles such as airfoils give rise to several boundary components.
It is now believed [169] that redistributing points is not flexible enough to be successfully ap-
plied to highly unstructured grids and complex geometries for general compressible flow problems
since the elements tend to become extremely distorted. Even predicting the number of required
grid points a priori is a non-trivial task. On the other hand, high-performance computations can
thrive on the fact that the point connectivity remains unchanged throughout the whole simulation.
If specialized (re)numbering strategies are employed to construct optimized hardware-oriented
numerical schemes then mesh redistribution may be a viable candidate for grid adaptation. Ad-
ditionally, grid smoothing techniques can be employed as post-processing to improve the grid
quality after another mesh adaptation strategy has been applied [80]. Strictly speaking, they can
also be regarded as grid redistribution method since the connectivity is preserved.
Grid regeneration
An alternative approach is grid regeneration (m-adaptation) which came along with the devel-
opment of automatic grid generators. For a given solution the new distribution of grid points is
determined with aid of error estimation techniques. Then local parts or even the entire compu-
tational domain are regenerated by means of advancing front algorithms [170, 203], Delaunay
triangulations [40, 178, 260] and modified quadtree or octree techniques [237], respectively. A
detailed description of grid regeneration schemes is given by Peraire et al. [202, 203] and Hassan
et al. [209]. The grid points can be aligned with the flow field in an optimal sense without pro-
ducing skewed elements. Local remeshing provides a reasonable tool for computing flow fields
with moving bodies [209], for which pure grid redistribution would lead to unacceptably distorted
cells. On the other hand, the high computational costs required by grid regeneration and (conser-
vative) interpolation of the solution between two completely different grids does not pay off in the
context of steady state problems for which a usable initial grid can be constructed quite efficiently.
Furthermore, automatic grid generation of hexahedral meshes is still a matter of research so that
m-adaptivity is commonly applied to triangular and tetrahedral grids in practice.
Grid enrichment
The approach we will follow in this thesis is based on enriching the computational grid. This can
be either done by inserting new nodes into the grid and subdividing existing elements into new
ones (h-adaptivity) or by enhancing the degree of basis functions (p-adaptivity). The latter strategy
can be accomplished by means of higher-order polynomials [15], spectral functions [177] or by
hierarchical shape functions [273]. As pointed out earlier, solutions to convection dominated flow
problems are characterized by singularities which can be approximated with first order accuracy at
most without violating the monotonicity constraint [83]. In light of the above, the high-resolution
schemes presented in Chapter 3 can be regarded as rudimentary p-adaptation. Algebraic criteria
are employed to detect regions in which the high-order discretization (p ≈ 2) has to be gradually
reduced to low-order (p≈ 1) by introducing artificial diffusion. Mesh enrichment by means of p-
adaptivity (p 1) is frequently employed in the context of discontinuous Galerkin finite element
discretization which allow for an unproblematic treatment of different approximation orders.
Mesh refinement by means of h-enrichment has been widely used for fluid dynamic problems
both with embedded grids aligned to the initial one [168] and unaligned grids [31]. In addition to
the fact that conservation of physical quantities is naturally maintained, the classical h-refinement
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procedure does not introduce numerical diffusion, since no interpolation except for the basis func-
tions is required. In the context of aligned embedded mesh methods we have to distinguish be-
tween those which engender so-called ‘hanging nodes’ [236] and others which do not give rise to
interface regions [168]. The latter strategy is sometimes referred to as conformal mesh refinement
which results in regular grids [19, 27]. Following the method proposed by Rivara [215], for all
triangles/tetrahedra that are marked for refinement the mid-point of the longest edge is connected
to the opposite vertex. In a recursive algorithm, hanging nodes are connected in the same manner
until global conformality is achieved, whereby the longest-edge refinement algorithm terminates
in a finite number of steps [214]. Moreover, it has been shown that the smallest interior angle in
a triangulation resulting from a repeated use of this algorithm is greater than or equal to half the
smallest angle of the initial grid. In a series of publications [213, 216–218, 220], various improve-
ments of this algorithm have been suggested and its properties such as linear run-time have been
analyzed. Although an analogous strategy has been successfully applied in three space dimensions
[219] some mathematical results which hold for triangles and give the theoretical justification for
this approach are not available in 3D. Even more important, longest-side bisection can only be
applied to triangles/tetrahedra and lacks a natural counterpart for quadrilaterals/hexahedra.
This severe restriction has been overcome by another bisection-type mesh refinement approach
which was proposed by Bank et al. in an early paper [19]. The basic idea is to subdivide each
element in two space dimensions into four self-similar sub-triangles and sub-quadrilaterals, re-
spectively. This strategy is commonly known as red-refinement. Afterwards, global conformality
of the triangulation is restored by introducing transition elements which are referred to as green
elements. These auxiliary cells are recombined to their original macro element prior to performing
further refinement so that the quality of the resulting grid does not deteriorate due to acute angles.
Pattern-based mesh refinement can be directly extended to three space dimensions [163], whereby
the quality of the resulting grids may slightly deteriorate. As an example consider a tetrahedron
which is regularly refined into four tetrahedra and one interior octahedron. The latter needs to
be further subdivided into four tetrahedra, whereby the new cells should be placed around the
shortest inner diagonal so as to produce the fewest distortion in the refined grid [163]. Alternative
refinement patterns have been considered by Mavriplis [180], Bieterman et al. [36], Leitner and
Selberherr [152], Korotov and Krˇıˇžek [124]. For simplicity, we will consider hierarchical mesh
adaptation algorithms based on the red-green refinement strategy in two dimensions and address
its generalization to three space dimensions in a forthcoming publication.
4.6. Hierarchical mesh adaptation
Mesh adaptivity is an essential component of modern simulation software since it allows to sim-
ulate real-life applications at reasonable costs. In light of the above, the design of an efficient
adaptation strategy is a challenging task which requires a profound knowledge of the problem to
be solved. Some approaches – like grid redistribution schemes – perform well for moderate grid
deformation but they may fail completely in case of strong mesh anisotropies due to the devel-
opment of steep fronts and/or shock waves. In this thesis, we present a mesh adaptation strategy
which is guaranteed to produce a series of conformal triangulations that possess the same quality
as the initial triangulation. In addition, this approach maintains the grid hierarchy to the largest ex-
tent which may be exploited in a geometric multigrid approach. This technique is largely inspired
by the work by Hempel [102] who considered inviscid compressible flows discretized by explicit
finite volume schemes. What makes the difference is the fact, that Hempel proposed a special
purpose algorithm which is only applicable to triangles in two space dimensions. In this work, we
utilize the same ideas and extend them to arbitrary – and possible mixed – triangulations. Despite
the fact that only two-dimensional numerical examples are presented in this thesis the presented
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strategy is readily applicable in three dimensions. Admittedly, the complexity of implementation
is more demanding but in principal there are no difficulties from the theoretical point of view.
The design goal of our mesh adaptation procedure can be summarized as follows: What can
be refined in a single step, can also be re-coarsened in one subsequent step undoing the pre-
vious modifications [102]. The importance of this paradigm is due to several reasons. First, it
states that for every atomic refinement operation there exists an inverse re-coarsening procedure
so that their consecutive application yields the identity which amounts to performing no mesh
modification at all. As a result, any grid resulting from the application of several refinement and
re-coarsening steps can equivalently be constructed from the same initial mesh by only making use
of local refinement. It is worth mentioning, that both mesh refinement and re-coarsening have the
same ‘throughput’ [101] which is an outstanding property among today’s grid coarsening strate-
gies. Most coarsening algorithms try to identify simply connected blocks of elements which can
be collectively coarsened [101, 163]. A common drawback of such methods is the necessity to
repeatedly apply mesh coarsening in order to restore the outcome of one refinement step.
The flow chart of algorithmic steps involved in the hierarchical mesh adaptation procedure is
sketched in Figure 4.10. First, an error indicator/estimator is used to obtain an error distribution
of the solution which was computed in the given mesh. This information is used to mark cells
for refinement and identify patches of elements which can be re-coarsened to their original macro
cell. The actual refinement and re-coarsening steps are performed one after the other.
1. Mark elements for refinement based on a given error distribution
M : Em→ N0, ∀Ωk ∈ Em, where Tm = (Em,Vm)
2. Lock vertices from removal and update element marker for re-coarsening
d : Vm→ Z, ∀Vi ∈ Vm, where Tm = (Em,Vm)
3. Insert new vertices and perform local mesh refinement
g : V′m+1→ N0, ∀Vi ∈ V′m+1, where T′m+1 = (E′m+1,V′m+1)
4. Delete unneeded vertices and perform local mesh re-coarsening
T′m+1 = (E
′
m+1,V
′
m+1)→ Tm+1 = (Em+1,Vm+1)
Fig. 4.10. Roadmap of the mesh adaptation procedure: Tm→ Tm+1.
The outline of this section is as follows: In Section 4.6.1 we take up an abstract position
and introduce a hierarchical mesh refinement algorithm which is based on the red-green strategy
suggested by Bank et al. [19]. A conformal re-coarsening strategy is developed in Section 4.6.2
extending the previous work by Hempel [102] to general triangulations. Section 4.6.3 is concerned
with the theoretical properties of the presented mesh adaptation algorithm and gives a complete
characterization of elements which is purely based on nodal information. Issues of practical im-
plementation are addressed in Sections 4.6.5 and 4.6.6 which may be particularly worth reading
for practitioners who want to include the suggested algorithms in an existing CFD/CSM code in
an efficient way. A summary of the proposed mesh adaptation procedure is given in Section 4.6.7.
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4.6.1. Conformal mesh refinement algorithm
Let T = T(E,V) denote a triangulation of the computational domain Ω ⊂ RND subdivided into
non-overlapping elements E = {Ωk : k = 1, . . . ,NE} which are numbered globally by positive
integers. The set of vertices which constitute the corner nodes of the elements is denoted by
V= {Vi : i= 1, . . . ,NV}, whereby the quantities NE and NV stand for the total number of elements
and nodes, respectively. In the context of the finite element method, a triangulation is said to be
conformal if all pairs of elements (Ωk,Ωl) with k 6= l satisfy one of the following conditions:
• the intersection of both elements Ωk∩Ωl is empty
• the elements Ωk and Ωl share a common vertex
• the elements Ωk and Ωl share an edge between two common vertices
• the elements Ωk and Ωl share a common face (only in 3D)
We will restrict ourselves to h-adaptivity and neglect post-processing techniques such as grid
smoothing for the time being so that the position of vertices is fixed once they have been inserted
into the mesh. Then the task of the adaptation procedure is to transform a given conformal trian-
gulation Tm into a new grid Tm+1 which is also conformal, whereby T0 = T(E0,V0) denotes the
initial triangulation whose vertices V0 must be preserved in all refinement and coarsening steps.
Note that we carefully distinguish between the termini operation and step. A refinement op-
eration is always applied to a single element or a localized group of neighboring cells whereas the
term step denotes the ensemble of all operations of the same type. To illustrate this difference,
consider the initial triangulation T0. In order to generate T1 by performing one refinement step
T0→ T1, a sequence of, say S, elemental refinement operations is applied, that is
T0 = T
(0)
0 , . . . ,T
(s)
0 → T(s+1)0 , . . . ,T(S)0 = T1 (4.6.1)
It is worth mentioning that an intermediate triangulation T(s)0 need not be conformal provided that
the final grid T1 is. This concept naturally carries over to arbitrary triangulations Tm → Tm+1,
whereby S= Sr+Sc denotes the sum of element refinement and re-coarsening operations.
Hempel introduced the so-called generation function g : Vm→ N0 which defines the ‘date of
birth’ for each vertex of the triangulation [102]. By definition, all vertices of the initial trian-
gulation belong to generation zero, and hence, they are considered unremovable throughout the
simulation. If a new vertex Vp /∈ Vm is inserted at the midpoint of the edge between the two nodes
Vi ∈ Vm and V j ∈ Vm then its date of birth is defined as the maximum of the generation num-
bers g(Vi) and g(V j), increased by one. For general triangulations in arbitrary space dimensions
Hempel’s idea can be extended as follows: If a new vertex is placed in the interior of an element,
say Ωk, then the largest generation number of all corner nodes constituting cell Ωk is adopted and
increased by one for the new node. In three space dimensions, new vertices may be introduced at
element faces shared by two adjacent elements. Then, the age of the new vertex is computed as
the maximum generation number of the three/four corner nodes increased by one. In general, the
generation function for the set of vertices is defined recursively as follows:
g(Vp) :=

0 if Vp ∈ V0
max
Vi∈Γkl
g(Vi)+1 if Vp ∈ Γkl := Ω¯k∩ Ω¯l
max
Vi∈∂Ωk
g(Vi)+1 if Vp ∈Ω◦k :=Ωk \∂Ωk
(4.6.2)
4.6. Hierarchical mesh adaptation 113
where ∂Ωk represents the boundary of element Ωk. Let us remark that the second condition in
the definition of the generation function (4.6.2) covers the cases of common edges in 2D and of
common edges and common faces in three space dimensions, respectively.
As a consequence, it is trivial to prescribe a maximum number of admissible refinement levels
which is particularly useful to control the computational costs of transient flow computations if
dynamic mesh adaptation is employed. Of course, the youngest vertex of an element, that is,
the one with the largest generation number, is always the node which was last inserted. At the
same time, the vertex generation coincides with the number of refinement operations which were
required to generate the element from the initial triangulation whose points all possess index zero.
As we are about to see, the generation information suffices to determine the complete genealogy
of any element present in an arbitrary triangulation produced by hierarchical red-green adaptation.
Insertion of elements and vertices
Let us review the classical red-green refinement algorithm introduced by Bank et al. [19] by
considering an element Ωk of the current triangulation Tm which is marked for refinement. Such
elements are uniformly subdivided into four self-similar elements which are of the same type as
the original cell, i.e. triangles or quadrilaterals in two space dimensions. This procedure which is
commonly referred to as red-refinement may give rise to hanging nodes located in the midpoint of
adjacent edges if no global refinement of the whole triangulation is performed.
green refinement blue refinement red refinement
Fig. 4.11. Types of refinement for triangles in 2D.
For triangles appearing in two space dimensions, all possible cases are illustrated in Fig-
ure 4.11. If three hanging nodes are present in an element, it suffices to perform regular red-
refinement for this cell. On the other hand, a single subdivided edge can be easily cured by
connecting the new vertex in the edge midpoint to its opposite corner node. This so-called green-
refinement resembles the longest-edge bisection strategy proposed by Rivara [215]. In general, the
quality of the resulting triangulation may deteriorate but the smallest interior angle of any triangle
can at most be halved. In order to avoid permanent deterioration due to successive subdivision
of the same edge, a green element is recombined with its corresponding green neighbor prior to
performing further refinement steps. This process is sketched in Figure 4.12, where the hatched
triangle is marked for regular refinement. Suppose the a priori removal of green elements is ne-
glected for the time being. Then the dotted edges need to be introduced which will produce four
acute triangles. As a remedy, the affected green triangles are converted back to their macro cells
which are subdivided into four similar elements. Finally, the red strategy is applied to the hatched
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Fig. 4.12. Red-green refinement for triangles in 2D.
triangle and hanging nodes are removed by means of green refinement of adjacent cells.
The so-called blue-refinement is depicted in Figure 4.11 (middle). On the one hand, it is not
obvious which of the two hanging nodes should be connected with the opposite vertex. On the
other hand, interior angles may become very small so that distorted triangles can already result
from one refinement operation. That is why blue refinement is avoided in the standard red-green
algorithm [19]. Consequently, an additional vertex is introduced at the midpoint of the untouched
edge and regular refinement following the red strategy is used to treat the three hanging nodes.
A similar technique can be applied to quadrilateral elements as depicted in Figure 4.13, whereby
the different possibilities of blue refinement patterns have been omitted for obvious reasons. Let
us emphasize the fact that this approach may turn a pure quadrilateral mesh into a mixed tri-
angulation by virtue of the green transition elements. This may be a problem for discretization
techniques which rely on uniform triangulations and/or are strongly based on geometric construc-
tion principles which are difficult or even impossible to generalize to mixed grids. Kuzmin and
Turek [144, 145] demonstrated that high-resolution methods can be constructed on the basis of
algebraic criteria, and hence, they are completely free of such drawbacks. Therefore, the algebraic
flux correction schemes presented in Section 3.2 are convenient for the use of hybrid meshes.
green refinement green refinement green refinement red refinement
Fig. 4.13. Types of refinement for quadrilaterals in 2D.
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4.6.2. Conformal mesh re-coarsening algorithm
In addition to local grid refinement required in regions where the solution error is unacceptably
large, the mesh should be coarsened in those parts of the domain with errors smaller than average.
As an example, consider a straight single shock wave which travels through the domain as time
evolves. The locally adapted mesh should ‘follow’ the shock wave so as to provide a sufficiently
high resolution of the discontinuity. At the same time, as few elements as possible should be used
to reduce the computational costs. This is typically accomplished by removing some vertices and
elements whose contribution to the error is negligible. Various techniques applicable to unstruc-
tured meshes can be found in the literature. The main difficulty is to identify sets of elements that
can be agglomerated so as to remove some vertices and/or cells from the triangulation.
This can be done for instance by performing successive edge-swapping [91] until the vertex
to be deleted is surrounded by exactly three triangles as illustrated in Figure 4.14. In three space
dimensions, the node needs to be isolated in an analog fashion so that the four adjacent elements
can be combined to one tetrahedron. If the node to be removed is located at the boundary, an
artificial element is introduced so as to virtually ’move’ the vertex into the interior. Afterwards the
standard procedure can be applied to eliminate the marked vertices. However, edge-swapping is
tailored to triangular and tetrahedral elements and is not applicable to quadrilaterals and hexahedra.
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Fig. 4.14. Deletion of an interior vertex.
As an alternative, a family of admissible blocking patterns [163] can be defined a priori. When
it comes to the coarsening of a patch of elements, one tries to recognize some of these patterns
for which suitable algorithms have been implemented in the CFD code. In particular, the topic
of pattern recognition has been a field of active research for decades [2, 29, 31, 60, 161, 179].
As another alternative, one can remove all cells in an element patch marked for deletion and
perform local remeshing in this region of the domain. In any case, nodal connectivity may change
completely from one grid to the other so that no hierarchy of grids is available.
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Deletion of elements and vertices
A hierarchical approach for removing elements arises naturally in the context of red-green adaptiv-
ity. The adaptation process starts from those cells which are marked for refinement due to accuracy
reasons and performs regular subdivision (red refinement) into four triangles/quadrilaterals in 2D.
The green rule is applied afterwards in order to restore global conformality. Consequently, the
deletion process must be initiated by patches of regularly refined cells whose fine resolution is no
longer required so that they can be converted back into the original macro element. All green cells
which are no longer needed to absorb ‘hanging nodes’ are eliminated in a second step.
For practical applications, an efficient algorithm to delete vertices and remove unneeded el-
ements is crucial for the simulation of transient flows. Hempel [102] devised an elegant re-
coarsening algorithm applicable to triangular grids in two space dimensions. In this thesis, we
extend his work to arbitrary triangulations and present a more general algorithm for hierarchical
mesh re-coarsening. Let us introduce the deletion indicator function d : Vm→ Z whose absolute
values coincide with those of the nodal generation function g : Vm→ N0 defined in (4.6.2). Fol-
lowing the strategy by Hempel [102], the sign of function d is used to select vertices for removal:
• Node Vp ∈ Vm can be removed from the triangulation Tm if d(Vp)> 0;
• otherwise node Vp ∈ Vm is ‘locked’ and must not be deleted if d(Vp)≤ 0.
Of course, all vertices of the initial mesh T0 belong to generation zero, and therefore, they are
unconditionally locked by construction. All other nodes are potential candidates for removal so
that the deletion indicator is initialized as d(Vp) := g(Vp) at the beginning of each re-coarsening
step. For triangular meshes, Hempel [102] presented a set of rules which are applied to exclude
vertices from the list of nodes that will be deleted. This so-called locking algorithm is divided
into two parts, whereby the second step requires the re-investigation of adjacent elements once
a node has been locked. Note that vertices cannot be unlocked by the re-coarsening procedure
so that an infinite toggling between the two states – ‘free’ and ’locked’ – cannot occur. In order
to extend Hempel’s approach [102] to arbitrary triangulations we established additional rules and
reformulated some node-locking criteria. To our belief, this also improves the clarity of the basic
principles of the re-coarsening strategy. The resulting algorithm is depicted in Figure 4.15.
Following the road map depicted in Figure 4.10, the node-locking algorithm is applied after
elements have been marked for refinement based on an error indicator/estimator and before the
actual refinement takes place. In the first loop, the term edges refers to the three and four physical
edges of triangular and quadrilateral elements, respectively. They are not to be confused with the
edges of the sparsity pattern which have been repeatedly mentioned in Chapter 3. All vertices
which must unconditionally remain in the triangulation Tm are locked, once rule (R1) has been
applied. Note that a vertex, say Vi ∈ Vm, can only be eliminated if it has been engendered by
the most recent refinement operation. In other words, there exists an edge ij such that node V j
also belongs to the previous triangulation Tm−1, and thus, it has smaller generation number, i.e.
g(V j) < g(Vi). If both nodes feature the same age, then they have been introduced due to the
same refinement operation, and thus, they are potential candidates for removal. Strictly speaking,
condition (4.6.3) ensures that all vertices which belong to some macro element(s) are excluded
from the provisional list of nodes that can be deleted from the current triangulation Tm.
Rules (R2) and (R3) are responsible to transform the values of the cellwise error indicator/es-
timator into re-coarsening patterns applicable to groups of elements. Obviously, pending element
subdivision conflicts with the removal of associated nodes. This is why all corners vertices of an
element, say Ωk, are locked by rule (R2) if the cell is marked for refinement. As stated above, the
removal process starts from patches of red elements which are located in regions, where fine grid
resolution is no longer required. In particular, rule (R3) ensures that elements which are neither
marked for further refinement nor accepted for re-coarsening are kept ‘as is’.
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In a loop over physical edges ij:
(R1) Check if g(Vi) 6= g(V j) and lock the vertex with smaller generation number
d(Vl) :=−|d(Vl)|, l ∈ {i, j} such that g(Vl)< g(Vk), k = i+ j− l (4.6.3)
In a loop over nodes:
(R2) Check if node Vi belongs to an element which is marked for refinement,
then lock that vertex, i.e. d(Vi) :=−|d(Vi).
(R3) Check if node Vi belongs to a red element which is not marked for
re-coarsening, then also lock that vertex.
In a (recursive) loop over elements (in 2D):
(R4) Check if two vertices of an inner red triangle are locked, then lock the third node.
(R5) Check if the ‘interior’ node of a patch ω of four red quadrilateral elements is
locked or if more then six vertices associated with that group of elements are locked,
then lock all nodes comprised in the patch ω.
Fig. 4.15. Locking algorithm to prevent vertices from removal.
In a practical implementation, all criteria (R1)–(R3) may be applied in a single loop over the
elements, whereby condition (R1) can be ignored if (R2) or (R3) is already satisfied. It is worth
mentioning that the rules (R1)–(R3) can be utilized without modification in three dimensions so
that the first part of the locking algorithm can be carried out in linear time, i.e. O(NE). An
additional post-processing step is required to prevent the creation of blue elements. In this work,
we present sufficient conditions for mixed triangulations in two space dimensions. The extension
to 3D follows essentially the same strategy but it has not been implemented by the author so far.
Let us reconsider the possible refinement patterns for triangles illustrated in Figure 4.11. If
two vertices of the inner triangle are locked the situation corresponds to the blue strategy (middle)
which was avoided intentionally during refinement. In light of the above, rule (R4) is mandatory
to prevent the generation of blue triangles, whereas condition (R5) ensures that re-coarsening of
quadrilateral elements is restricted to the admissible patterns depicted in Figure 4.13.
re-corasening refinement
conversion
Fig. 4.16. Conversion of four triangles into three triangles.
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Obviously, the locking of node Vi, engendered by some element, say Ωk, requires the reinves-
tigation of all cells surrounding Vi. Consequently, the last part of the locking algorithm needs to
be applied recursively until the deletion indicator d remains unchanged for all nodes. Once the list
of ‘free’ vertices (i.e., d(Vi)> 0) is assembled, the corresponding nodes are removed from the tri-
angulation Tm and the neighboring cells are ‘combined’ to their original macro elements. In some
situations, this process may lead to hanging nodes which need to be eliminated by appropriate
green refinement. As an example, consider a group of four green triangles which are marked for
re-coarsening, whereby one additional vertex at the edge midpoint is locked as illustrated in Fig-
ure 4.16. In this situation, the four cells are combined to their original macro quadrilateral which
is refined following the green rule afterwards. In a practical implementation, these two successive
re-coarsening/refinement operations can be carried out simultaneously in a simple conversion.
4.6.3. Formalized red-green adaptivity
At first glance, the task of finding appropriate patches of elements and converting them into coarser
cells sounds complicated and quite time consuming. In Section 4.6.6 we will present a smart
implementation of our hierarchical mesh adaptation procedure which does not need additional
space and requires only linear time. It is worthwhile to analyze some basic properties of the
suggested strategies and think about how they can be turned into an efficient algorithm.
For our purpose it makes sense to introduce a formalized naming convention for all red and
green refinement/re-coarsening operations which allows for an unambiguous addressing.
Definition 4.6.1. An element subdivision or recombination will be referred to as n1E1B n2E2
operation, whereby n1,n2 ∈ {1,2,3,4} and E1,E2 ∈ {"Q(uadrilateral)","T(riangle)"}.
According to this convention, the green and red refinement operations depicted in Figure 4.11
are termed 1T B 2T and 1T B 4T refinement, respectively. Furthermore, the grid modifications
presented in Figure 4.13 are called 1QB3T , 1QB4T , 1QB2Q and 1QB4Q refinement operations
(from left to right). In any case, n1 = 1 and the subdivision of cells implies n2 > n1.
For each refinement operation there exists an atomic re-coarsening procedure which can be
interpreted as the corresponding inverse operation, e.g., 4QB 1Q or 3T B 1Q re-coarsening. It is
easy to see that n2 = 1 and n1 > n2 for any kind of element re-coarsening operation. In particu-
lar, all grid modifications required to generate a refined triangulation Tm+1 starting from Tm can
be ‘undone’ in a single step by using the corresponding inverse operations. Hence, a mesh Tm
that results from T0 by application of m refinement and re-coarsening steps can be constructed
by purely refining the initial triangulation m′ ≤ m times. As a result, both grids are topologically
equivalent, i.e. Tm ∼ Tm′ , whereby the actual numbering of vertices/elements may be different.
This observation is useful in several respects. On the one hand, it simplifies the theoretical anal-
ysis which can be based on triangulations resulting from pure refinement. On the other hand, it
allows to easily validate the correct interplay of mesh refinement and re-coarsening procedures in
a concrete implementation. For instance, a green element is only introduced by the refinement
procedure to ‘absorb’ a hanging node engendered by the regular subdivision (red refinement) of
an adjacent cell. Hence, a vertex must not be completely surrounded by green elements.
Last but not least, let us introduce some shorthand notation for so-called conversions. Each
element subdivision can be considered as an atomic refinement operation for which there exists
a unique inverse, also atomic re-coarsening procedure. Of course, it is possible to combine a
group of four triangles into the corresponding macro quadrilateral and perform green refinement
into three triangles afterwards. This bi-atomic operation eliminates one of the two nodes recently
inserted at the edge midpoints as depicted in Figure 4.16. For simplicity, we will refer to this
composition of two operations as 4T B3T conversion which means that a 1QB3T refinement of
the macro element is performed after the application of a 4T B1Q re-coarsening.
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In general, mesh refinement is initiated by those cells which exceed some prescribed error
tolerance. The regular subdivision of cells may spread across several element layers until it stops
either at the boundary or by application of a particular green refinement rule. An important design
principle is that a green element cannot appear out of nowhere but it has to be necessitated by some
red refinement operation applied to one of its edge or face neighbors. This property of the red-
green strategy ensures that vertices are introduced at edge midpoints, if at least one adjacent cell
has been refined regularly. In other words, a recently created node cannot belong to several green
elements which result from different refinement operations. Moreover, the locking algorithm
presented in Figure 4.15 complies with that rule which means that repeated re-coarsening does not
lead to ‘isolated’ vertices which are surrounded by only green elements.
4.6.4. Implicit mesh genealogy
In many adaptive flow solvers, mesh adaptation is accomplished with aid of so-called genealogy
trees which store the relation between all cells. In essence, the root consists of all elements present
in the initial triangulation T0. Whenever a cell, say Ωk, is subdivided into n2 parts, the appropriate
number of leaves are inserted into the tree as children below the corresponding parent item. Af-
terwards, all parents are deactivated, that is, they are virtually removed from the list of elements.
Note that these items physically remain in the genealogy tree, and thus, additional storage is re-
quired for all non-active cells. By construction, the depth of the tree cannot exceed the maximum
level of admissible refinement operations Rmax so that the total memory is bounded by [56]
|E0|
Rmax
∑
r=0
Qr = |E0|Q
Rmax+1−1
Q−1 (4.6.4)
where |E0| denotes the number of elements of the initial triangulation T0 and the regular subdivi-
sion of a single cell typically gives rise to Q = 4 and Q = 8 new elements in two and three space
dimensions, respectively. The elements of the current triangulation Tm are given by all leaves of
the genealogy tree. The removal of elements is performed in reverse order. For all leaves which
are marked for coarsening, the corresponding parent nodes are re-activated and all of their children
are destroyed. In a practical implementation, an additional array may be introduced to allow for a
direct ‘look-up’ of leaves, i.e. active elements. Moreover, each child may keep a link to its parent
to avoid expensive search operations which typically require logarithmic time on average.
In contrast, the nodal generation function (4.6.2) is defined for all vertices present in the cur-
rent triangulation so that no unnecessary information needs to be stored in order to revert to some
coarser mesh. In other words, the number of vertices NV =maxm=1,...,M |VM| present in the ‘finest’
computational mesh yields an upper bound for the total space required to store the complete ge-
nealogy of a sequence of triangulations {Tm}Mm=0 which is generated from an initial grid T0 by ap-
plication of a finite number of refinement and/or re-coarsening steps. Remarkably, each element,
say Ωk ∈ Em of a particular triangulation Tm can be ‘characterized’ by the generation numbers of
the corner vertices. Moreover, this information suffices to determine the relation ofΩk to its macro
element. Hempel [102] demonstrated that four different cases have to be considered to identify
triangles resulting from red-green adaptation. We have generalized this strategy to mixed triangu-
lations in two dimensions and present a viable characterization in Theorem 4.6.1. It is complete
in the sense that each cell can be uniquely identified so that no ambiguous element constellations
can occur. The proof of this proposition is quite technical, and therefore, it is postponed to Ap-
pendix D. As we are about to see in Section 4.6.6, the tedious identification of elements can be
simplified considerably by defining element states a priori which can be checked in constant time.
The extension of Theorem 4.6.1 to tetrahedral and/or hexahedral meshes in three space dimensions
is still outstanding but no conceptual difficulties are to be expected.
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Theorem 4.6.1. (Characterization of elements in 2D) Let Tm = (Em,Vm), m = 0,1, . . . be an
arbitrary conformal triangulation that is constructed from T0 by m refinement/re-coarsening steps.
(a) If all nodes of a triangle/quadrilateral Ωk have generation number zero, then Ωk ∈ E0, that
is, the element belongs to the initial triangulation T0.
(b) If three nodes of a quadrilateral Ωk have the same generation number, then Ωk is a red
element which results from 1QB4Q refinement.
(c) If all nodes of a triangle Ωk have the same generation number, then Ωk is an inner red
element resulting from 1T B3T refinement.
(d) If exactly two consecutive nodes of a quadrilateral Ωk have largest (positive) generation
number (in the cell), then the connecting edge was introduced by a green 1QB2Q refinement
and the adjacent element Ωl constitutes the corresponding green neighbor.
(e) Let two nodes of a triangle Ωk have largest generation number (in the cell).
(e.1) If the neighbor along the edge connecting these two vertices is an inner red triangle,
then Ωk is an outer red triangle resulting from 1T B 3T refinement. The third vertex
which has smaller generation number coincides with one node of the macro element.
(e.2) Otherwise (i.e. there is no adjacent inner red triangle), element Ωk is a green triangle
which results from 1QB4T refinement of a quadrilateral into four triangles.
(f) Let one node, say Vi, of a triangle Ωk possess largest generation number (in the cell).
(f.1) If there exists a neighboring triangleΩl with two vertices with largest generation num-
ber, thenΩk is one of the two outer green triangles resulting from 1QB4T refinement.
(f.2) If there exists exactly one triangleΩl meeting at the common node Vi which has largest
generation number (in cell Ωl), then both elements result from 1T B2T refinement of
the original macro triangle Ωk∪Ωl into two green triangles.
(f.3) If there exist exactly two trianglesΩl meeting at the common node Vi which has largest
generation number (in all cells), then the three elements result from 1QB 3T refine-
ment of the original macro quadrilateral into three green triangles.
Proof. See Appendix D.
4.6.5. Local two-level ordering of vertices
The complete characterization of elements presented in Theorem 4.6.1 is theoretically attractive,
but in practice, it may be cumbersome to repeatedly check multiple adjacent cells in order to
determine the state of a single element. As a remedy, we resort to the two-level ordering strat-
egy suggested by Turek [254] for multigrid algorithms and extend his approach to locally refined
meshes. The basic idea is to define some numbering strategy for node insertion/element subdivi-
sion a priori so that some ‘knowledge’ about adjacent elements is available implicitly.
As an example, consider a single quadrilateral in two space dimensions which is subdivided
into four regular cells as depicted in Figure 4.17. In the two-level ordering procedure, the numbers
of existing vertices are preserved and new nodes are numbered in ‘ascending’ order [254]. The
global element numbers are indicated by italics, and again, some predefined ordering is applied.
Asterisks are used to indicated the starting position of the local node numbering within each ele-
ment. For example, element Ω2 ∈ T1 is spanned by nodes V3 ∈ V0 and V7, V9, V6 ∈ V1 \V0. In
practice, regular subdivision is applied repeatedly so as to obtain the computational grid Tm.
4.6. Hierarchical mesh adaptation 121
9
8 6
4
1 1 5 22
* *
**
1
*
4 3 7 3
1 2
34
Fig. 4.17. Two-level ordering of vertices for regular refinement.
By construction, nodes of the same generation are grouped contiguously so that vertex coordi-
nates for all multigrid levels can be stored in a single vector and addressed as follows: All vertices
Vi ∈ V0 of the initial coarse grid T0 are numbered from i= 1, . . . , |V0|. Nodes Vi ∈ V1 \V0 which
have been introduced on the next finer level reside in positions i= |V0|+1, . . . , |V1| and so forth.
In what follows, we extend the two-level ordering strategy [254] to meshes which exhibit
locally refined subregions. Of course, the strict separation of node generations into contiguous
memory blocks cannot be maintained if local mesh refinement and re-coarsening is performed.
However, all nodes of the initial triangulation are stored en bloc, and they are numbered in com-
pliance with the two-level ordering strategy so that standard multigrid procedures can be adopted.
In this thesis, we dwell on the two-dimensional triangulation Tm = (Em,Vm) but the general-
ization to higher space dimensions is straightforward. All vertices Vi ∈ Vm are globally numbered
according to i= 1, . . . ,NV, whereas elements Ωk ∈ Em are addressed by k= 1, . . . ,NE. In addition,
there exists a local numbering of nodes per element, iloc1, iloc2, . . . , ilocNVE , whereby a counter-
clockwise ordering is adopted without loss of generality as indicated in Figure 4.17. This enables
us to refer to the edge succeeding the vertex ilocl as the lth edge of elementΩk and the cell adjacent
to this edge is termed the lth element neighbor. Note that in three dimensions, the local numbering
of nodes is not unique. Moreover, the number of corner nodes does not coincide with the number
of faces and edges so that local edge-/face-numbering strategies need to be defined explicitly.
Let us return to red-green adaptation in two space dimensions and consider a triangle Ωk
which is marked for 1T B 4T refinement. Starting with the first local edge, three new vertices
are inserted at the midpoints of edges. They are assigned the global numbers NV+ l, where NV
stands for the total number of vertices present in the triangulation just before the subdivision
of element Ωk and l = 1,2,3 denotes the local edge numbers. The inner red triangle preserves
the number of the macro element Ωk by definition, whereas all three outer triangles are labeled as
depicted in Figure 4.19 (bottom). Without loss of generality, the local numbering within each outer
triangle starts at the oldest vertex, that is, the unique vertex which is inherited by the original macro
element. Consequently, the inner red triangle can always be reached from an outer red triangle
‘via’ the second edge. The local numbering of the interior element can be chosen arbitrarily as
long as the same strategy is used consistently in all adaptation steps.
The application of local two-level ordering employed for green 1T B 2T refinement is illus-
trated in Figure 4.19 (top). It makes no difference whether we start from element Ωk or ΩNE+1,
the corresponding green neighbor can always be reached ‘via’ the second edge. In general, there
is some flexibility in choosing the local ordering strategy as long as a set of concrete numbering
rules is defined a priori and strictly applied in each refinement and/or re-coarsening operation. For
quadrilateral elements, a viable local two-level numbering for all possible red and green refine-
ment patterns is presented in Figure 4.18. In both Figures 4.18 and 4.19, the encircled numbers
denote so-called element states which will be defined in Section 4.6.6.
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Fig. 4.19. Local two-level ordering of vertices for triangles in 2D.
By virtue of two-level ordering, the identification of elements can be simplified significantly.
Let triangle Ωk possess a single node with largest generation number and consider criteria (f.1)–
(f.3) of Theorem 4.6.1 which may require the investigation of multiple neighboring elements. Due
to the particular numbering strategy sketched in Figures 4.18 and 4.19, it suffices to investigate the
adjacent cell Ωl along the second edge. It is easy to verify that element Ωl can possess:
• one vertex with largest generation number at local position 3, then (f.2) applies;
• one vertex with largest generation number at local position 1, then (f.3) applies;
• two vertices with equal generation numbers at local positions 2 and 3, then (f.1) applies.
Thus, the brute-force analysis of all cells surrounding Ωk can be replaced by selective checks
applied to the single elements Ωl whose position is known a priori. Such 1-check criteria can
be devised for all statements of Theorem 4.6.1 so that an efficient identification of elements is
feasible. The entire presentation of all ‘technical subtleties’ is beyond the scope of this work.
4.6.6. Practical implementation
To our belief, the usability of any mesh adaptation algorithm rises and falls with its flexibility
and the ease of implementation. In this section, we explain some technical details which may be
helpful for programming red-green adaptivity in an efficient way. In particular, the local two-level
ordering strategy presented in Section 4.6.5 is adopted consistently so that a wealth of a priori
knowledge about the internal structure of the triangulation is available at no additional costs.
The marking of elements for red and green refinement can be performed with aid of the so-
called marker function M : Em → N0. Its task is to assign a natural number to each element
Ωk ∈ Em from which the refinement operation to be performed can be determined directly. A
viable approach is to use binary arithmetic (in MSB representation) and associate the edge locally
numbered by l with bit[l]. In two space dimension 4 bits suffice to represent all edges of a
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type of element Ωk value of state function S(Ωk)
triangle / quadrilateral of initial triangulation
000002 = 010
000012 = 110
green quadrilateral from 1QB2Q refinement 001012 = 510
101012 = 2110
red quadrilateral from 1QB4Q refinement 011012 = 1310
inner red triangle from 1T B3T refinement 011102 = 1410
outer red triangle from 1T B3T refinement
001002 = 410or green triangle from 1QB4T refinement
(left) green triangle from 1T B2T , 1QB3T , 1QB4T refinement −001002 = −410
(right) green triangle from 1T B2T , 1QB3T , 1QB4T refinement −010002 = −810
centered green triangle from 1QB3T refinement −000102 = −210
Tab. 4.1. List of admissible element states in 2D.
quadrilateral cell. Moreover, the least significant bit is used to distinguish triangles (bit[0]=0)
from quadrilaterals (bit[0]=1) so thatM(Ωk) ∈ [02,111112] = [010,3110]. In three dimensions,
we need to account for 12 edges and possibly more than two different types of elements (tetrahedra,
hexahedra, prisms) so that cell markers can be stored as Bytes or Words.
If an element Ωk is destined for regular refinement, then all edges will be subdivided, that is,
the corresponding bits of M(Ωk) are set to 1. Of course, the same edge needs to be marked for
bisection in the adjacent cell Ωl until all elements have been processed. The flipping of bits in
neighboring cells may yield indication for blue refinement. If the element is a triangle, it suffices
to replace all unacceptable markers 01102 = 610, 10102 = 1010 and 11002 = 1210 by 11102 = 1410,
that is, regular refinement is enforced. For quadrilaterals, the set of invalid markers can be easily
deduced from the admissible refinement patters depicted in Figure 4.13. Note that the detection
and elimination of blue refinement markers needs to be performed recursively for neighboring
cells until all invalid identifiers have been removed. In fact, it suffices to consider only those
elements which are adjacent to edges that have been recently marked for subdivision.
For an efficient implementation of mesh refinement and re-coarsening procedures it is essential
that the element type can be determined from the nodal generation function (4.6.2) in no time. Let
us introduce the element state function S : Em → Z which is used to assign an integer value to
each element of the triangulation. This concept is inspired by the strategy suggested to construct
the refinement marker by resorting to binary arithmetic. In two dimensions, the state S(Ωk) of
the element Ωk can be expressed by 5 bits, whereby bit[0] is used to distinguish triangles from
quadrilaterals. A viable approach to construct the state function is as follows:
• Let bit[0]=1 for quadrilaterals and bit[0]=0 for triangles and exit if all nodes have gen-
eration number zero, that is, the element belongs to the initial triangulation.
• Set bit[l]=1 if the two endpoints of the lth edge have the same positive generation number.
• If bit[1..4] are zero, then determine the local number l ∈ {1, . . . ,4} of the node with
largest generation number, set bit[l]=1 and negate the state. This also applies to triangles
if the bit that corresponds to the unique vertex with largest generation number is not set.
4.7. Hierarchical mesh adaptation 125
The last rule is slightly more complex but it can be implemented efficiently since only bit
modifications are performed. If the particular two-level ordering strategy of Figures 4.19 and 4.18
is employed, the different types of elements can be characterized by the ten different states given in
Table 4.1. To make the presentation self-contained, these states are indicated by encircled numbers
in aforementioned Figures. In essence, the states of all cells can be evaluated at the beginning of
each adaptation step and stored in linear space. As a result, the identification of element types by
means of Theorem 4.6.1 reduces to a few case selections, whereby the local two-level ordering of
vertices can be used exclude sets of impossible constellations a priori.
4.6.7. Summary of hierarchical mesh adaptation
Let us summarize what we have said so far. A hierarchical grid adaptation algorithm based on
the red-green strategy can be used for the efficient treatment of transient flow problems. Cells
which are marked for refinement are subdivided regularly (red refinement) and hanging nodes are
eliminated by means of transition elements (green refinement). Green elements are removed prior
to performing further refinement so as to avoid the degeneration of the mesh quality due to acute
triangles. The re-coarsening of element patches is an inverse operation which deletes superficial
vertices and restores the original macro element. Both the refinement and the re-coarsening proce-
dure can be based on the generation function (4.6.2) which stores the date of birth for each node. If
a vertex is inserted at the midpoint of an edge, the maximum age of the two endpoints is increased
by one and used as the new generation number. For internal nodes, all surrounding vertices are
considered and their maximum age increased by one is adopted. As a result, the youngest node(s)
of a particular element always correspond to vertices which can be deleted at first in order to re-
cover the original macro element. The presented mesh re-coarsening algorithm starts from a list
of nodes which are potential candidates for removal and a recursive procedure is applied to ‘lock’
vertices which must remain in the triangulation. Once the algorithm has terminated, the nodes
which are unlocked are eliminated and the corresponding macro elements are restored.
In a practical implementation, both the cell marker and the element state can be expressed by
integers, whereby individual bits are associated with the numbers that denote the local position
of edges/vertices in the element. It is expedient to adopt the two-level ordering strategy so that
the structure of cell adjacencies is known a priori. In principle, the local ordering strategy can
be chosen arbitrarily for each type of elements. On the other hand, labeling vertices, edges (and
faces in 3D) locally per elements demands skill in order to extract most information from the ele-
ment states. In particular, ten different states suffice to identify elements in two space dimension.
Remarkably, the element states provide all necessary information required to address the ‘correct’
cell neighbor directly without performing an extensive investigation of neighboring elements.
The main steps of the hierarchical red-green adaptation algorithm are presented in Figure 4.20.
Let us remark that the two interpolation steps can be combined and performed at the very end of
the adaptation procedure if stationary flow computations are performed. In this case, loss of mass
and/or reduced accuracy of the interpolated profile on the adapted grid can be neglected since
the new solution only serves as an ‘initial guess’ that is marched towards steady state. For time-
dependent flows it is worthwhile to introduce separate interpolation steps after refinement and
re-coarsening. For the first one, the finite element interpolation will do since the triangulation
Tm is only enriched by new vertices and elements. It does not introduce any numerical diffusion
and the numerical solution is conserved naturally. However, the grid re-coarsening may violate
the conservation principle so that care must be taken to prevent a spurious loss of mass which
may occur otherwise. On the other hand, cells are typically combined to their macro elements in
regions of nearly uniform flow so that the loss of mass is expected to be sufficiently small.
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Given: conformal initial triangulation T0 = (E0,V0)
For m= 0,1, . . . ,M
1. Compute numerical solution on triangulation Tm.
• Solve for the steady-state solution un (n→ ∞), or
• perform k time steps to update the solution un−k→ un.
2. Compute an error distribution en for the solution un on triangulation Tm.
• Employ a posteriori error estimation, or
• use one or more error/feature indicators.
3. Mark elements for refinement based on error distribution en.
• Allocate temporal memory and construct markerM(Ωk) for all elements Ωk ∈ Em.
• Determine new dimensions of E′m+1 and V′m+1 and allocate memory accordingly.
4. Mark elements for re-coarsening based on error distribution en.
• Initialize the deletion indicator d(Vi) := |g(Vi)| for all nodes Vi ∈ Vm.
• Apply the algorithm from Fig. 4.15 to lock vertices which should not be deleted.
• Determine new dimensions of Em+1 and Vm+1.
5. Perform adaptive mesh refinement Tm→ T′m+1.
• Loop over all elements Ωk ∈ Em and refine them according to the markerM(Ωk).
• Interpolate solution values un to the new triangulation T′m+1.
6. Perform adaptive mesh re-coarsening T′m+1→ Tm+1.
• Loop over all elements Ωk ∈ E′m+1 and re-coarsen patches based on locked vertices.
• Interpolate intermediate solution values from step 5. to the final triangulation Tm+1.
• Adjust dimensions of Em+1 and Vm+1 according to their values determined in step 3.
7. Update/re-assembly all system matrices based on Tm+1 and proceed to step 1.
Fig. 4.20. Summary of the mesh adaptation procedure.
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4.7. Numerical examples for scalar conservation laws
In this paragraph, we apply recovery-based error indicators to convection dominated flow prob-
lems and perform adaptive mesh refinement to improve the accuracy of solution profiles at rea-
sonable cost. The numerical solutions were computed by the high-resolution schemes addressed
in Chapter 3. In particular, upwind-biased flux limiting of TVD type (Section 3.3) is employed
for stationary problems and transient flow simulations are performed by the semi-implicit FEM-
FCT algorithm (Section 3.4). A recovery-based error indicator is used to identify elements which
have to be refined. In particular, we employ the gradient-recovery techniques presented in Sec-
tion 4.3 for the computation of smoothed slope values which are compared to the consistent finite
element gradients to obtain an estimate for the true gradient error (4.3.2). The global L2-norm
of the predicted gradient error is decomposed into individual element contributions which serve
as indicators for insufficiently resolved regions in the computational grid. The adaptation strat-
egy described in Section 4.4 is used to mark cells for refinement and re-coarsening based on the
elementwise error indicator. Mesh adaptation is performed as explained in Section 4.6, whereby
pure triangular as well as mixed triangulations are considered to demonstrate the flexibility of our
hierarchical approach. The examples that follow are meant to illustrate the potential of adaptive
finite element schemes applied to stationary and time-dependent flows. For a detailed description
of the underlying benchmark configurations, the interested reader is referred to Section 3.5.
4.7.1. Stationary convection-diffusion
Mesh adaptivity for stationary flows follows the algorithm outlined in Figure 4.20. In essence, the
steady state solution is computed on the (initial) triangulation Tm, for m= 0,1, . . . which is locally
refined based on the elementwise error distribution e. Ideally, this process continues until mesh
convergence is achieved, that is, the global solution error (4.2.1) and/or a particular quantity of
interest (4.2.2) satisfies a desired tolerance so that no further refinement is required. In practice,
shock waves and steep gradients may lead to ‘infinitely’ small cells if no maximum refinement
level is prescribed a priori. In this thesis, we decided on a maximum number of elements/vertices
so that numerical solutions could be computed in acceptable time by the underlying flow solver
and determined the number of admissible refinement levels accordingly.
Shapiro [236] suggested to allow for ‘halfway’ converged intermediate solutions, that is, the
square root of tolsteady is used to monitor steady state convergence, i.e. ‖K∗(u)u‖2 < tolsteady. The
original convergence parameter is only adopted on the last grid so as to obtain a fully converged
final solution. In the simulation of stationary problems we observed a phenomenon also reported
by Shapiro [236]: Each adaptation step Tm→ Tm+1 tends to increase the number of elements NE
until a maximum is reached. The largest number of elements is typically present in the triangu-
lation, when the finest admissible refinement level is first introduced. Successive adaptation steps
tend to remove cells near discontinuities until the number of elements ‘converged’.
Test problem 1: Our first numerical example proposed by Hughes et al. [110] deals with the sta-
tionary convection-diffusion equation (3.5.1) in two space dimensions. The details of this bench-
mark including concomitant boundary conditions are given in Section 3.5.1. John and Knobloch
[117, 118] used this test case to compare various stabilization techniques for finite element meth-
ods based on the quantities (3.5.3)–(3.5.6). Obviously, the sums over solution values depend on
the underlying grid spacing so that only the thickness of the internal layer smearint = x2−x1 yields
a meaningful benchmark quantity for locally refined meshes. Here, x1 and x2 correspond to the
smallest x-coordinates such that uh(x1,0.25)≥ 0.1 and uh(x2,0.25)≥ 0.9, respectively. The nodal
values of the numerical solution along the cutline y= 0.25 were interpolated on a background grid
of width 10−7 so that the coordinates x1 and x2 could be evaluated with high accuracy. We also
evaluated the quantities (3.5.9) and (3.5.10) whose values were below machine precision.
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In the original benchmark [117], the numerical solutions were computed by linear finite ele-
ments adopting three different grids, whereby the number of degrees of freedom was 4,225 in all
triangulations. We expect that locally refined meshes are capable of reproducing the layers more
accurately, that is, smearing due to numerical diffusion is likely to reduce if sufficiently small cells
are clustered in the vicinity of steep fronts. Therefore, we started from a very coarse background
grid T0 and performed adaptive mesh refinement based on the local L2-norms of the estimated gra-
dient error. Repeated subdivision of cells was stopped once the number of vertices NV exceeded
the value 4,225. Let Tm = (Em,Vm) be the triangulation, where this happens first. Then the largest
generation number (4.6.2) was determined by the following expression
gmax = max
Vi∈Vm
g(Vi) (4.7.1)
and used as upper bound for the admissible refinement level. Successive adaptation steps were
performed to delete excess elements until the number of vertices reached a steady state. The
aim of this benchmark can be summarized as follows: Impose an upper bound on the number of
degrees of freedom and construct an ‘optimal’ mesh adjusted to the local flow field so that the
internal and external layers are captured with least numerical diffusion possible (see also [118]).
For lack of space, it is impossible to present intermediate profiles and partially refined grids for
all combinations of error indication techniques and initial triangulations so that we had to make
a selection. The numerical solutions depicted in Figures 4.21–4.22 (left) were computed on a
sequence of gradually refined meshes, whereby the consistent L2-projection scheme (4.3.15) was
employed to compute improved gradient values ∇ˆuh at the nodes. The consistent slopes ∇uh were
evaluated from the approximate solution uh using linear or bilinear finite elements depending
on the cell type. Figures 4.21–4.22 (right) display the L2-norm of the estimated gradient error
‖∇uh− ∇ˆuh‖Ωk for each element. A logarithmic scaling was used for the visualization neglecting
values below 10−8 (indicated by purple color in the error distributions). The adaptation strategy
presented in Section 4.4 was adopted to equidistribute the gradient error over all cells, whereby
the upper/lower bounds ζmax = 5% and ζmin = 1% were imposed on the percentage error (4.4.1).
The initial triangulation consists of 64 quadrilaterals and 81 degrees of freedom. The error
indicator reliably detects the poorly resolved internal and external layers and triggers mesh refine-
ment in their vicinity. In the course of successive refinement, a maximum number of 8,060 cells
and 7,189 vertices is created. The zone of highest grid point concentration confines itself more
and more to the layer regions so that the ‘converged’ mesh exhibits 20% less elements/vertices; cf.
Figure 4.23 (a). It is worth mentioning that the computational grids mainly consist of quadrilateral
cells since triangles are only introduced as transition elements (less than 35%).
The crisp resolution of the solution profiles leads to a significant reduction of artificial diffu-
sion. Let the benchmark quantity smearint =5.73e–2 from Section 3.5.1 serve as ‘reference’ value
which was obtained on a uniform grid using 64× 64 bilinear finite elements. For the adaptively
refined mesh depicted in Figure 4.22 (top), the number of degrees of freedom decreases by 65%
without changing the strength of smearing. The thickness of the internal layer diminishes by factor
2.3 (≈ 5.729e–2/2.447e–2) if two more levels of local refinement are accepted. A similar value
for smearint was computed on a structured grid consisting of 66,049 vertices and 256×256 Q1 el-
ements. Thus, 10% of the vertices from the regularly refined grid suffice to reproduce the solution
profile with the same accuracy if local mesh refinement is performed.
As an alternative to the L2-projection scheme (4.3.15) for the computation of improved gra-
dient values, we implemented the superconvergent patch recovery (SPR) technique (4.3.21) in-
troduced by Zienkiewicz and Zhu [275]. We also utilized limited gradient averaging (4.3.9) to
evaluate smoothed slope values directly at the midpoints of edges adopting the MC limiter (cf.
Figure 4.1). As before, the computational grids were adjusted based on the local L2-norms of the
estimated gradient errors. Their distribution on the final mesh is depicted in Figures 4.23 (b) and
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Numerical solution
smearint =3.154e–1
smearint =1.836e–1
smearint =1.045e–1
Error distribution
NE = 64, NV = 81, 0% triangles
NE = 241, NV = 258, 10% triangles
NE = 702, NV = 675, 21% triangles
Fig. 4.21. Stationary convection-diffusion: consistent L2-projection.
130 Mesh adaptivity
Numerical solution
smearint =5.729e–2
smearint =3.358e–2
smearint =2.449e–2
Error distribution
NE = 1,686, NV = 1,553, 25% triangles
NE = 3,740, NV = 3,370, 25% triangles
NE = 8,060, NV = 7,189, 27% triangles
Fig. 4.22. Stationary convection-diffusion: consistent L2-projection (continued).
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(a) Consistent L2-projection
NE = 6,593, NV = 5,694
34% triangles, smearint =2.44713e–2
(b) Superconvergent patch recovery
NE = 7,279, NV = 6,393
31% triangles, smearint =2.44790e–2
(c) Limited gradient averaging
NE = 6,469, NV = 5,565
35% triangles, smearint =2.44764e–2
(d) Grid history
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Fig. 4.23. Stationary convection-diffusion: error distribution on the ‘converged’ mesh.
(c). In essence, the resolution of the internal and external layers is comparable to that produced
by the consistent L2-projection strategy which can be seen from the benchmark quantity smearint.
However, the total number of degrees of freedom present in the ‘converged’ grid is different for
all three approaches, whereby the superconvergent patch recovery technique yields the triangula-
tion with the largest number of elements/vertices. Away from steep fronts, the magnitude of the
estimated slope errors decays slowly so that less elements were re-coarsened in successive adapta-
tion steps. Conversely, limited gradient averaging identifies the internal layer most precisely, and
therefore, it produces the coarsest mesh which is best adjusted to the flow field. The history of
grid convergence for all three gradient-recovery techniques is illustrated in Figure 4.23 (d).
The hierarchical adaptation procedure developed in Section 4.6 can be readily applied to pure
triangular meshes. The structured mesh depicted in Figure 4.24 (top, right) serves as initial tri-
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Numerical solution
smearint =2.093e–1
smearint =1.351e–1
smearint =7.406e–2
Error distribution
NE = 128, NV = 81
NE = 493, NV = 278
NE = 1,361, NV = 730
Fig. 4.24. Stationary convection-diffusion: superconvergent patch recovery.
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Numerical solution
smearint =3.933e–2
smearint =2.494e–2
smearint =1.815e–2
Error distribution
NE = 3,156, NV = 1,659
NE = 6,783, NV = 3,528
NE = 14,107, NV = 7,296
Fig. 4.25. Stationary convection-diffusion: superconvergent patch recovery (continued).
134 Mesh adaptivity
(a) Consistent L2-projection
NE = 6,946, NV = 3,703
smearint =1.80484e–2
(b) Superconvergent patch recovery
NE = 9,319, NV = 4,894
smearint =1.80606e–2
(c) Limited gradient averaging
NE = 6,688, NV = 3,574
smearint =1.80046e–2
(d) Grid history
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Fig. 4.26. Stationary convection-diffusion: error distribution on the ‘converged’ triangular mesh.
angulation which results from the regular 8× 8 grid by subdividing each quadrilateral into two
triangles along the diagonal in the direction of the internal layer. The improvement of the nu-
merical solutions in the course of mesh adaptation and the distributions of local gradient errors
predicted by the superconvergent patch recovery technique are depicted in Figures 4.24–4.25. As
in the previous example, successive adaptation steps were performed once the number of degrees
of freedom reached the upper bound 4,225 until a ‘converged’ mesh was obtained. Note that 1,659
adaptively positioned vertices suffice to reduce the thickness of the internal layer to the reference
value smearint =3.93e–2 which is an effective saving of 60%. The final computational grids pro-
duced by recovery-based error indication based on consistent L2-projection, the SPR-technique
and limited gradient averaging are presented in Figure 4.26 (a)–(c). The zones of high grid point
concentration are indistinguishable, whereas the total number of vertices differs considerably.
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4.7.2. Swirling flow problem
Let us proceed to transient flows and consider the continuity equation solved in the unit square
∂u
∂t
+∇ · (vu) = 0 in (0,1)2× (0,T ) (4.7.2)
where T is the final time of the simulation. The non-uniform velocity field v is given by
v(x, t) = (sin2(pix)sin(2piy)g(t),−sin2(piy)sin(2pix)g(t))T (4.7.3)
The details of this benchmark problem proposed by LeVeque [156] are given in Section 3.5.4.
Test problem 2: Let us adopt the time-dependent function g(t) = cos(pit/T ) which causes the
swirling velocity field to come to rest at t = T/2 and reverse its direction for t > T/2. Hence,
the initial profile is recovered as exact solution, whereby intermediate solutions attain a spiral
shape; cf. Figure 3.14. In Section 3.5.4, this test problem was solved by using linear finite ele-
ments on a structured grid consisting of 32,768 triangles and 129×129 degrees of freedom. The
L1- and L2-norm of the solution errors presented in Table 3.9 will serve as reference values.
Let us reduce the number of elements/vertices by resorting to dynamic mesh adaptation as
explained in Section 4.6 so as to produce numerical solutions of the same accuracy in shorter
computing time. For the simulation, a 17×17 coarse mesh was ‘pre-adapted’ three times. That is,
the gradient-based error indicator was applied to the analytically given profile
u(x,y,0) =
{
1 if (x−1)2+(y−1)2 < 0.8
0 otherwise
(4.7.4)
which was repeatedly prescribed on locally refined grids. The initial mesh produced by perform-
ing three steps of local refinement based on the limited gradient averaging approach is shown in
Figure 4.27. It consists of 3,960 triangles and comprises 2,022 degrees of freedom. The structured
129× 129 grid which was used to compute the reference solution corresponds to applying three
steps of global refinement, and hence, the maximum level of local refinement was set to 3 to obtain
comparable results. Thus, the shortest length of the legs of the triangles is 1/128 in both cases.
Fig. 4.27. Swirling flow: pre-adapted initial mesh.
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Every five time steps (which corresponds to ∆tadapt =5.0e–2 for constant ∆t =1.0e–3), limited
gradient averaging was performed to compute improved slope values which were compared to
the consistent finite elements gradient. The computational mesh was adapted with the objective
of equidistributing the gradient error as explained in Section 4.4. In our simulations, we adopted
the values ζmax = 5% and ζmin = 2% as tolerances for the percentage error (4.4.1). In transient
flow computations, the mesh has to be adapted not only to the current solution profile but also
to its expected shape in the future. In practice, it is therefore advisable to introduce one or more
protection layers to account for future evolution details. In our implementation, all cells adja-
cent to elements which were selected for refinement by the error indicator were also marked for
subdivision. This procedure was applied to the new set of elements, whereby those cells which
had already been flagged in the first pass were neglected to avoid the redundant investigation of
neighboring elements. More sophisticated strategies may be devised but the above algorithm to
construct protection layers of width two is simple to implement and it worked well for our purpose.
The sequence of triangulations shown in Figure 4.28 demonstrates that the dynamic mesh
adaptation algorithm developed in Section 4.6 is capable of ‘following’ the evolution details of
transient flows. We performed numerical experiments using the constant value ∆t =1.0e–3 and
by letting the PID controller (3.5.28) adjust the time step size adaptively based on the relative
changes of the solution. The quality of the numerical results is assessed by comparing the ap-
proximate solution at the final time T = 1.5 to its exact/initial value given by expression (4.7.4).
The differences are measured in the L1- and L2-norm defined in (3.5.14) and (3.5.15), respectively.
The solution errors presented in Table 4.2 are in very good agreement with the reference values
shown in Table 3.9 which were computed without mesh adaptivity. The deviation between the
different recovery techniques is insignificant and the slight deterioration due to the use of variable
time steps is consistent with the effects observed in the reference case.
Time-stepping ‖u−uh‖1 ‖u−uh‖2 ‖u−uh‖1 ‖u−uh‖2 ‖u−uh‖1 ‖u−uh‖2
L2-projection SPR-technique lim. averaging
etarget =5.0e–3 7.2480e–3 3.9241e–2 7.2600e–3 3.9300e–2 7.2399e–3 3.9200e–2
∆t =1.0e–3 7.1742e–3 3.8925e–2 7.1697e–3 3.8924e–2 7.1807e–3 3.8945e–2
Tab. 4.2. Swirling flow: solution error for dynamic mesh adaptivity.
The quality of the adapted mesh depends on the reliability of the error indicator to a large
extent. Hence, the hierarchical mesh adaptation algorithm may create more grid points than re-
quired if the local gradient error is not well predicted. To investigate the facilities of the underlying
gradient-recovery techniques, we plotted the number of degrees of freedom versus simulation time
in Figure 4.29. Obviously, all three error indicators provoke refinement as the initial profile is de-
formed by the velocity field and succeed in re-coarsening the mesh once the flow reverts to its
initial data. In fact, the computational grids look similar to those shown in Figure 4.28, and there-
fore, they are not displayed in this thesis. However, the total number of vertices present in the
sequence of triangulations is different which can also be seen from their maximum values
L2-proj : 3,682, SPR : 4,403, lim. avg. : 3,301 (4.7.5)
In essence, the superconvergent patch recovery technique tends to predict larger values for the
local gradient errors so that more elements located at the foothills of the discontinuity are marked
for refinement. On the other hand, consistent L2-projection and limited gradient averaging identify
the moving front more precisely, and hence, they do not give rise to excess elements.
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(a) simulation time t = 0.25
(c) simulation time t = 0.75
(e) simulation time t = 1.25
(b) simulation time t = 0.5
(d) simulation time t = 1.0
(f) simulation time t = 1.5
Fig. 4.28. Swirling flow: dynamically adapted computational meshes.
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Fig. 4.29. Swirling flow: evolution of the vertex number.
Error indicator CPU NT NN NL NN/NT NL/NN
Defect correction scheme, η=1.0e–1, etarget =5.0e–3
L2-projection 180 sec 1,262 28,924 170,257 22.92 5.89
SPR-technique 262 sec 1,242 28,560 164,901 23.00 5.77
lim. averaging 165 sec 1,277 29,216 174,966 22.88 5.99
Defect correction scheme, η=1.0e–1, ∆t =1.0e–3
L2-projection 220 sec 1,500 32,778 191,211 21.85 5.83
SPR-technique 298 sec 1,500 32,776 187,472 21.85 5.72
lim. averaging 196 sec 1,500 32,802 195,126 21.87 5.95
Newton’s method, η from (3.3.86), σ=
√
ε, etarget =5.0e–3
L2-projection 96 sec 1,262 8,301 58,115 6.58 7.00
SPR-technique 163 sec 1,242 7,884 55,087 6.35 6.99
lim. averaging 87 sec 1,277 8,474 60,398 6.64 7.13
Newton’s method, η from (3.3.86), σ=
√
ε, ∆t =1.0e–3
L2-projection 113 sec 1,500 9,585 66,525 6.39 6.94
SPR-technique 185 sec 1,500 9,259 64,465 6.17 6.96
lim. averaging 102 sec 1,500 9,684 68,362 6.46 7.06
Tab. 4.3. Swirling flow: nonlinear vs. linear solution behavior.
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Let us dwell on the solution strategies discussed in Chapter 3 and reconsider the numerical
results for the swirling flow problem presented in Table 3.9. In short, Newton’s method operated
with the adaptively chosen forcing term (3.3.86) and a variable time step size provides the most
efficient solution algorithm. The same solver configurations were adopted for the numerical re-
sults given in Table 4.3, whereby dynamic mesh adaptation based on all three gradient-recovery
techniques was performed. Note that the smallest element size (i.e. the length of the legs of the tri-
angles is 1/128) coincides with that of the structured 129×129 grid which was utilized to compute
the reference computations. The relative changes of solution values seem to be larger if locally
adapted meshes are employed, and hence, the PID controller (3.5.28) determines smaller ∆t so that
more steps are required to reach the final time T = 1.5. In essence, the convergence behavior of
the nonlinear and linear solution strategies coincide with their counterparts in Table 3.9. That is,
Newton’s method converged within 6 iterations per time step, whereas 3–4 times more cycles were
performed by the defect correction scheme. Consequently, the CPU time required to compute the
final solution reduced by using variable time steps and adopting the discrete Newton algorithm
in lieu of the defect correction approach. Remarkably, the choice of the gradient-recovery tech-
niques has a great impact on the overall computing time. The solution of local least squares
problems required by the superconvergent patch recovery procedure described in Section 4.3.2 is
rather time-consuming. For elliptic equations, the overhead cost may pay off by turning expression
(4.3.4) into a robust estimator for the global solution error [274, 276]. However, the identification
of steep fronts suffices for our purpose, and thus, limited gradient averaging yields the most effi-
cient error indicator which is simple to integrate into existing codes. It is worth mentioning that
the adaptation procedure required less than 1% of the total CPU time running in serial mode.
Let us summarize what we have said so far. The dynamic mesh adaptation algorithm developed
in Section 4.6 is particularly useful to adjust the grid to local flow features so as to reduce the
computational cost of transient flow simulations. In fact, the performance of the simplest solution
strategy, namely, the fixed-point defect correction scheme operated with constant time step size,
improves by factor 7 (≈ 1367sec/165sec) if locally adapted meshes are employed. The most
efficient solution algorithm for this benchmark problem builds on Newton’s method and makes
use of the PID controller (3.5.28) to adjust the time step dynamically. At the end of the day, the
total CPU time can be reduced to only 6% (i.e. 87 sec) of its worst case value 1,367 sec.
4.7.3. Swirling deformation
In our last numerical example for scalar conservation laws, mesh adaptation is used to improve the
spatial accuracy of the high-resolution FEM-FCT scheme without performing successive global
refinement which is prohibitively expensive, and therefore, not feasible for practical applications.
Test problem 3: Consider the time-dependent continuity equation (4.7.2) and let the solution be
initialized by expression (4.7.4). The initial mass distribution is exposed to the incompressible
velocity field (4.7.3) which is constant for g(t) ≡ 1 so that the complex spiral shape depicted
in Figure 4.30 is obtained at time t = 2.5. This benchmark proposed by LeVeque [156] was
employed in [139, 187] to assess the resolution power of flux-correction algorithms using linear
and bilinear finite elements on structured grids. In this thesis, we present numerical results for
highly unstructured meshes which are created from the coarse grid shown in Figure 4.31 by means
of local mesh refinement. Limited gradient averaging was repeatedly applied to the profile (4.7.4)
so as to construct the initial computational mesh which consists of 15,547 vertices and 10,996
elements. For this test case, we utilized the parameter values ζmax = 5% and ζmin = 2% for the
percentage error (4.4.1) and let each cell of the initial grid be refined five times at most. Note
that global subdivision of the coarse grid up to the maximum refinement level 5 yields 513×513
degrees of freedom and nearly 400,000 elements which is impractical for non-parallel codes.
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(a) Numerical solution at time t = 2.5
(b) Cross section along x= 0.5
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Fig. 4.30. Swirling deformation: adaptive finite element scheme.
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Fig. 4.31. Swirling deformation: initial coarse grid.
The aim of this benchmark is to produce highly accurate numerical solutions at a fraction of the
computational costs engendered by globally refined grids. Note that the initial profile (4.7.4) sepa-
rates the unit square into two simply shaped zones of constant density, whereas the computational
domain is entirely occupied by the swirling flow field as time evolves. Hence, the challenging task
of the adaptation algorithm is to keep the mesh as coarse as possible and perform local refinement
only in the vicinity of steep fronts. We utilized the semi-implicit FEM-FCT algorithm [137] for
the discretization in space and performed integration in time by the second-order accurate Crank-
Nicolson scheme (θ = 0.5). The constant value ∆t =1.0e–3 was adopted which corresponds to
performing 2,500 time steps to compute the solution at the final time. The mesh was adapted
every five steps to ensure accurate spatial resolution, whereby a protection layer of width two was
introduced to account for variations of the solution within the time interval ∆adapt =5.0e–3.
The crisp resolution of the solution produced on the locally adapted mesh at time t = 2.5 can
also be seen from the cross sections depicted in Figure 4.30 (b) and (c). The bold dots correspond
to solution values sampled at the actual grid points located on the cutline x = 0.5 and y = 0.5,
respectively. Note that the finest mesh width is 1/512 ≈ 1.9e–3 so that the tolerance 1.0e–3
was adopted for the search radius. The cross section x = 0.5 separates the region of triangular
elements (x > 0.5) from the mixed triangulation (x < 0.5), whereby 221 common grid points are
located on the cutline. Conversely, the cross section along y= 0.5 depicted in Figure 4.30 (c) runs
through both regions. It is worth mentioning that no spurious transition between triangles and
quadrilaterals is visible in the distribution of the 240 solution values sampled at the vertices.
The sequence of triangulations recovered at simulation times 1.0, 1.5, 2.0 and 2.5 are presented
in Figures 4.32–4.33. The counterclockwise furling of the initial profile as time goes on is very
well represented by the underlying grids. The computational mesh at the final time consist of
137,390 elements and 89,576 degrees of freedom which is only 35% of the computer memory
necessary for global mesh refinement. Hence, dynamic mesh adaptation provides a useful tool to
lower the storage requirement which leads to the reduction of the overall computing time.
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(a) time t = 1.0
(b) time t = 1.5
Fig. 4.32. Swirling deformation: dynamic mesh adaptation.
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(c) time t = 2.0
(d) time t = 2.5
Fig. 4.33. Swirling deformation: dynamic mesh adaptation (continued).
144 Mesh adaptivity
(a) upper subregion [0.3,0.6]× [0.6,0.9]
(b) lower subregion [0.3,0.6]× [0.2,0.5]
Fig. 4.34. Swirling deformation: closeup view of adapted mesh at time t = 2.5.
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A closeup view of the final solution profile computed on the locally adapted mesh is shown
in Figure 4.34. By construction, the grid contains only triangles for x > 0.5, whereas the use of
triangular transition elements give rise to a mixed triangulation for x < 0.5. However, either pure
linear (x > 0.5) or bilinear (x < 0.5) finite elements are employed in the vicinity of steep fronts.
Note that there is no difference in the approximation quality in the transition between triangles
and quadrilaterals, i.e. along x = 0.5. The presented numerical results show that algebraic flux
correction schemes are readily applicable to hybrid grids which may consist of different cell types
from the outset or make use of triangular transition elements in the course of mesh adaptation.
===================================================
Time for ... % time self seconds
===================================================
computing solution 72.34% 1.38253341E+04
mesh adaptivity 0.46% 8.79990000E+01
error indication 11.37% 2.17369880E+03
triangulation 0.31% 5.97498000E+01
coefficient assembly 1.15% 2.19738300E+02
matrix assembly 11.49% 2.19514410E+03
residual/rhs assembly 2.62% 5.00788100E+02
pre-/post-processing 0.01% 2.80150000E+00
===================================================
total simulation 1.91119527E+04
Fig. 4.35. Swirling deformation: profiling of computational cost.
The simulation ran 318 minutes on an AuthenticAMD OpteronTMProcessor 250 using a single
core, whereby less than 1% of the CPU time was spent on mesh adaptivity. An overview of the
computing time for each part of the code is presented in Figure 4.35. In fact, the solution of
the nonlinear and linear problems represents the most expensive task. In summary, the assembly
of the global system matrix which needs to be updated each time the grid was modified and the
right-hand side/defect vector require less than 15% of the total CPU time. Another 15% of the
computing time is spent on error indication, mesh adaptivity and the re-assembly of coefficient
matrices and auxiliary data structured required by the kernel routines of the finite element library.
4.7.4. Conclusion on adaptive schemes for scalar conservation laws
In the present chapter, we considered recovery-based error indicators and developed a hierarchical
mesh adaptation algorithm which was adopted for stationary and time-dependent flow simulations.
In all computations, the nodal generation number recursively defined in (4.6.2) was used to impose
an upper bound on the maximum refinement level which was prescribed a priori. Three to five
refinement levels were typically accepted in the computations performed for this thesis.
The usability of various recovery techniques was analyzed for the stationary convection-
diffusion equation adopting a very small diffusion coefficient. All approaches succeeded in locally
refining the mesh in the vicinity of steep fronts so as to reduce the amount of numerical diffu-
sion and improve the accuracy of the approximate solution. The superconvergent patch recovery
procedure is computationally more expensive than consistent L2-projection and limited gradient
averaging. Moreover, the SPR-technique tends to predict larger values for the gradient error so
that cells were also refined in regions, where the flow was smooth or nearly constant. However,
this did not reduce the amount of numerical diffusion and the resolution of the numerical approxi-
mation did not improve noticeably. Thus, the overhead cost of the superconvergent patch recovery
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technique cannot be justified by more accurate solution profiles. The L2-projection scheme and
the even less expensive limited gradient averaging represent efficient alternatives for the design of
recovery-based error indicators for convection dominated problems.
The employed grid re-coarsening algorithm was effective in removing excess elements in re-
gions, where the gradient error was sufficiently small. The largest number of vertices/elements was
typically obtained when the finest refinement level was reached for the first time. It is therefore
advisable to invoke the mesh adaptation procedure successively until a ‘converged’ grid is recov-
ered. In a practical implementation, fully converged solutions are required only on the final grid.
Following Shapiro [236], the stopping criterion can be relaxed on all intermediate meshes, e.g., by
using the square root of the parameter tolsteady as tolerance to monitor steady state convergence.
Hierarchical mesh adaptivity based on the red-green strategy [19] is applicable to triangula-
tions consisting of triangles and/or quadrilaterals, whereby triangular transition elements may be
introduced in the latter case. In our computations performed for the convection-diffusion prob-
lem, we did not observe numerical difficulties for hybrid meshes. The essential flow features were
resolved either by pure linear or by pure bilinear finite elements, and moreover, the amount of
artificial diffusion (smearint) was similar to the reference values evaluated on structured grids.
Dynamic mesh adaptation was studied for the time-dependent continuity equation adopting
both transient and constant velocity fields. The mesh refinement and re-coarsening algorithms
succeeded in adjusting the computational mesh to local flow features so as to ‘follow’ steep fronts
as time evolves. The simple strategy to refine elements in a protection layer of width two by way
of precaution was sufficient for our purpose as long as mesh adaptation was performed frequently
enough. Otherwise, essential flow features such as steep fronts are likely to drop out of locally
refined mesh regions, and hence, they are irretrievably corrupted by excessive numerical diffusion.
The numerical results produced for the test problem 2 demonstrate that mesh adaptivity can be
used to reduce the computing time of transient flow calculations without degrading the accuracy
of numerical solutions. In particular, there is a very large gap between the most expensive solution
strategy (defect correction scheme on a regular grid using a constant time step) and Newton’s
method combined with dynamic adjustment in time (evolutionary PID controller) and space (h-
adaptivity). For this particular benchmark, the most efficient algorithm determined the numerical
solution in only 6% of the worst case CPU time, whereby the accuracy deteriorated by 1− 2%
which is negligibly in practice. In light of the above, the use of mesh adaptivity combined with
efficient solution algorithms is beneficial to reduce the computational cost of transient simulations.
The potential of dynamic mesh adaptation in improving the resolution of complex flow fields
was investigated in the third numerical example. The computational grids were fully adjusted to
the spiral shape of the profile, and moreover, there was apparently no difference in the resolution of
the approximate solution when using linear or bilinear finite elements. Admittedly, the separation
of the unit square into a quadrilateral region and a triangular part left and right to the vertical line
x= 0.5 is somehow artificial. In practical applications, the decision on triangles and quadrilaterals
should be based on the facilities of the employed mesh generation software and/or on physically
motivated criteria. It is commonly thought that rectangular elements are particularly useful to
resolve boundary layers present in viscous flows. Hence, test problem 3 serves as a proof-of-
concept to demonstrate that hierarchical mesh refinement based on the red-green strategy [19] is
applicable to hybrid meshes. To our belief, the dynamic mesh adaptation procedure suggested in
this thesis can be easily integrated into existing CFD software packages and it is suited for the
treatment of complex flows which arise in real-world applications.
5The compressible Euler equations
Unstructured grid finite element methods appear to be particularly attractive for the numerical
treatment of aerodynamic applications governed by the compressible Euler equations [163, 172,
189]. Most of the algorithms currently in use are explicit and subject to the CFL condition. For
hyperbolic systems, the local CFL number is given by the ratio of the maximum eigenvalue and the
smallest mesh width multiplied by the time step. For highly unstructured and/or locally adapted
grids, the largest admissible time step is subject to the local CFL number on the smallest cell un-
less local time-stepping schemes are employed. Such techniques are frequently combined with
the pseudo time-stepping approach used for the simulation of stationary flows which do not call
for temporal accuracy and mass conservation in each time step. In essence, the use of a common
global time step is abandoned in favor of local steps at which each cell is individually marched
to steady-state. Recently, local time-stepping techniques have been applied to space-time expan-
sion discontinuous Galerkin (DG) schemes [171] for the two dimensional unsteady compressible
Navier-Stokes equations. Apart from this particular algorithm, the use of different time steps at
different mesh points may result in a loss of ‘mass’ and allow shocks to move at wrong speeds so
that local time stepping is not feasible for transient flows in general.
In light of the above, there is a need for the development of implicit high-resolution finite
element schemes for the above-mentioned class of CFD applications. On the one hand, fully
implicit schemes are unconditionally stable, and thus, they can be operated at large time steps
which makes them a favorable tool for the computation of steady-state flows. For time-dependent
flows, the semi-implicit Crank-Nicolson discretization represents a viable alternative to the ex-
plicit Euler method which requires further stabilization. On the other hand, implicit schemes are
more difficult to implement and their actual performance strongly depends on the choice of data
structures, the configuration of linear and nonlinear solvers, the efficiency of the global matrix
assembly and the interplay of all components. In this chapter, we present a Galerkin flux decom-
position for the Euler equations. Roe’s linearization of the Jacobian matrix is used to devise the
high-order semi-discrete scheme which lends itself to an implicit time discretization. The con-
cept of local extremum diminishing schemes is generalized to hyperbolic systems and a viable
low-order method is constructed by elimination of negative eigenvalues of the Jacobian matrix.
Different choices for the construction of artificial viscosities are discussed and the dimensional
splitting approach is adopted to extend node-based flux limiting of TVD type to systems of hy-
perbolic conservation laws. Some strategies for the iterative solution of the nonlinear algebraic
systems of equations are reviewed. The implementation of boundary conditions is addressed and
a unified predictor-corrector algorithm applicable to characteristic as well as wall boundary condi-
tions is suggested. The grid adaptation algorithm introduced in the previous chapter is generalized
to hyperbolic systems. The developed numerical methods are applied to some two-dimensional
benchmark problems for the compressible Euler equations to assess their usability.
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5.1. Governing equations
The Euler equations of gas dynamics represent a system of conservation laws for the mass, mo-
mentum, and total energy of an ideal, inviscid, compressible fluid [105]:
∂ρ
∂t
+∇ · (ρv) = 0
∂(ρv)
∂t
+∇ · (ρv⊗v)+∇p = 0 (5.1.1)
∂(ρE)
∂t
+∇ · (ρHv) = 0
Here, the scalar quantity ρ denotes the fluid density, p is the thermodynamic pressure and v repre-
sents the vector-valued flow velocity. The total energy E is assembled from the internal energy e,
which is not a conserved quantity [64], augmented by the specific kinetic energy, that is
E = e+
|v|2
2
, |v|2 = v21+ v22+ v23 (5.1.2)
Moreover, the specific enthalpy h and the stagnation, or total enthalpy H are given by
h= e+
p
ρ
, H = E+
p
ρ
(5.1.3)
The first-order system (5.1.1) of partial differential equations is a simplification of the more real-
istic compressible Navier-Stokes equations, whereby the effects of body forces, viscous stresses
and heat conductivity are neglected [104]. Note that the above system is under-determined since
it has less equations than variables. In order to solve the compressible Euler equations additional
equations of state are required to relate the pressure to the conserved variables. In this work, only
perfect gases are considered which leads to a single equation of state for the pressure.
This section is concerned with analytical aspects of the Euler equations. In addition to the
divergence form, we will present the quasi-linear form of the equations (5.1.1) which is appropriate
for the design of numerical methods. Some important properties such as the hyperbolicity of the
Jacobian matrix are reviewed. The reader who is already familiar with the theory of inviscid
flows may want to skip this paragraph and continue reading at Section 5.2 which deals with the
construction of numerical methods for hyperbolic systems of conservation laws.
5.1.1. Equations of state
Let the fluid of interest be an ideal gas, that is, it is required to obey the thermal equation of state
p= ρRT (5.1.4)
where T denotes the total temperature measured in Kelvin. The specific gas constant R differs for
different species, and a typical value for air at sea-level is R= 287N ·m/kg ·K. Moreover, let the
fluid of interest satisfy the caloric equation of state which is given by
e= cvT (5.1.5)
where cv denotes the specific heat at constant volume. Making use of the specific enthalpy defined
in (5.1.3), a similar expression for the specific heat at constant pressure reads as follows
h= cpT (5.1.6)
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For thermally perfect gases which additionally satisfy the ideal gas law (5.1.4), internal energy e
and enthalpy h are functions of temperature T alone and the specific heats are constant. Combining
the three relations (5.1.4)–(5.1.6) leads to the definition of so-called perfect gases for which
R= cp− cv (5.1.7)
Substitution into the ideal gas law (5.1.4) and elimination of the temperature T with aid of the
caloric equation of state (5.1.5) yields the following constitutive relation for the pressure [105]
p= (γ−1)ρe= (γ−1)ρ
(
E− |v|
2
2
)
(5.1.8)
Here, γ= cp/cv is the ratio of specific heats which in general satisfies 1< γ≤ 5/3. In particular,
cv = 717N ·m/kg ·K and cp = 1004N ·m/kg ·K for air at sea-level so that γ = 1.4. All other
gases not satisfying equations (5.1.4) and (5.1.5) are known as real gases which may be either
dense or rarefied. For perfect gases microscopic particles are assumed to interact only upon direct
collision. In contrast, molecules are close enough in dense gases so that intermolecular forces
play an important role. On the other hand, the number of microscopic particles per unit volume in
rarefied gases is very small, so that the statistical average used for perfect gases cannot be applied.
We will only consider perfect gases in this work, and in particular, air at sea-level is adopted.
In addition to conservation laws, any physical system must satisfy the second law of thermo-
dynamics which states, that the total entropy of the universe never decreases. This fundamental
quantity measures the ‘disorder’ of the thermodynamic system. Roughly speaking, the thermo-
dynamic equations presented above describe the average state of microscopic particles, whereas
entropy measures the deviation from the average. An equation of state for the specific entropy s is
s= cvlog p− cplogρ+ const (5.1.9)
which is valid for all perfect gases. The exact value of the additive constant is usually unobtain-
able and at the same time unimportant. Zero entropy corresponds to perfect knowledge of the
microscopic particles but increasing entropy goes along with the increase of uncertainty about the
microscopics. From the practical point of view, the most important property of entropy is given
by the fact that for smooth flows its value remains constant along particle paths and changes to a
higher value if particles are crossing a shock. This is a natural consequence of neglecting viscous
phenomena and other sources of entropy generation in the Euler equations except for shocks [149].
5.1.2. Mach number and speed of sound
For an isentropic flow which exhibits no entropy variation, the speed of sound is defined as [251]
c=
√
∂p
∂ρ
∣∣
s (5.1.10)
where c represents the speed at which small disturbances, i.e., acoustic waves, propagate through
a fluid measured relative to the motion of the flow, whereby the entropy s is kept fixed. Note that
in general the relation for the speed of sound is nonlinear due to the fact that the equation of state
for the pressure typically depends on density and internal energy, i.e. p = p(ρ,e). However, for
perfect gases the thermal equation of state (5.1.4) implies that [251]
c=
√
γRT =
√
γp
ρ
(5.1.11)
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Using the state equation for perfect gases (5.1.8) and definition (5.1.3) the speed of sound can also
be written in terms of total energy/enthalpy and kinetic energy, respectively
c2 = γ(γ−1)
(
E− |v|
2
2
)
, c2 = (γ−1)
(
H− |v|
2
2
)
(5.1.12)
The compressibility effect can be analyzed by considering the dimensionless Mach number
M =
|v|
c
(5.1.13)
which relates the modulus of the flow velocity to the speed of sound. In (nearly) incompressible
fluids, sound waves travel at infinite speed (c→ ∞) so that the Mach number tends to zero. On
the other hand, it can be used to classify subsonic (0<M < 1), transonic (M ≈ 1), and supersonic
(M > 1) compressible flows. Hypersonic flows (M  1) give rise to chemical reactions which
cannot be modeled by the Euler equations due to the lack of heat conductive effects.
5.1.3. Vector notation
For further analysis, it is expedient to represent the system of compressible Euler equations (5.1.1)
in a compact vector notation. LetU =U(x, t) be the column vector of conservative variables which
depend both on the spatial coordinates x∈Ω and time t ∈R+0 , whereby R+0 denotes the set of non-
negative real numbers. Without loss of generality, the computational domain is embedded into
the Cartesian space, i.e. Ω⊂ RND . Mathematically speaking, the vector of conservative variables
U = [U1, . . . ,UNU ]
T is given by the following function [105]
U =

ρ
ρv
ρE
 U(x, t) : RND×R+0 → RNU (5.1.14)
Here, ND ∈ {1,2,3} denotes the number of space dimensions and NU ∈ N \ {0} represents the
number of state variables, whereby the relation NU = ND+2 holds for the Euler equations.
The initial conditions of the state vector at time t = 0 is typically given as a function of space
alone, i.e. U0 =U(x,0) : RND→RNU . The divergence terms present in the system of compressible
Euler equations (5.1.1) can be written uniformly in terms of the multi-component inviscid flux
function F = F(U) : RNU → RNU . In three space dimensions it is given by the triple of fluxes
F= (F1,F2,F3) for each direction of the Cartesian coordinate system [105]
F=

ρv
ρv⊗v+ pI
ρHv
 Fd =

ρvd
ρvvd + pI
ρHvd
 (5.1.15)
Thus, the Cauchy problem for the Euler equations (5.1.1) in divergence form reads as follows
∂U
∂t
+∇ ·F = 0 in RND×R+0
U(x,0) = U0(x) in RND
∇ ·F :=
ND
∑
d=1
∂Fd
∂xd
(5.1.16)
Whenever possible, the value ND = 3 will be adopted so as to keep the presentation most general
and restriction to one or two space dimensions will be explicitly indicated. Finally, the under-
determined system (5.1.16) is closed by the equation of state for a perfect gas (5.1.8).
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5.1.4. Quasi-linear form of equations
For the design of numerical methods it is convenient if the spatial derivatives are applied directly
to the conservative variables rather than the inviscid fluxes. This can be accomplished by making
use of the chain rule so as to obtain the quasi-linear form of the Euler equations
∂U
∂t
+A ·∇U = 0, A ·∇U =
ND
∑
d=1
Ad
∂U
∂xd
, Ad(U) =
∂Fd
∂U
(5.1.17)
Here, A= (A1,A2,A3) denotes the triple of Jacobian matrices which can be found in any textbook
on gas dynamics [105], and for the two-dimensional case in the Appendix C.
We would like to emphasize the fact that application of the chain rule requires both functions
F(U) and U(x, t) to be differentiable. Nonlinear conservation laws give rise to the formation of
shock waves and other discontinuities so that their solution can only be defined in a weak sense
(see Section 2.2.2). In essence, integration by parts is employed to shift the derivatives to some
properly chosen test function, so that the solutionU and the fluxes F(U) only need to be integrable.
In light of the above, it is desirable to relate the triple of inviscid fluxes to the values of the
solution vector directly without resorting to the chain rule. For the compressible Euler equations,
this can be achived by using the homogeneity property of the flux function.
Theorem 5.1.1 (Homogeneity Property [82]). Each component of the flux function F=(F1,F2,F3)
is a homogeneous function of degree one, that is, for an arbitrary constant α ∈ R it satisfies
Fd(αU) = αFd(U), d = 1,2,3 (5.1.18)
Proof. See Godlewski and Raviart [82]; Lemma 5.1.
Let equation (5.1.18) be differentiated with respect to α and set α= 1 which yields
Fd(U) = Ad(U)U, Ad(U) =
∂Fd
∂U
, d = 1,2,3 (5.1.19)
The above relation provides a valuable tool for the design of numerical methods based on the flux
vector splitting approach. The homogeneity property is also satisfied by the Euler equations with
an equation of state that is slightly more general than (5.1.8) only valid for perfect gases [240].
5.1.5. Hyperbolicity of equations
The hyperbolicity of the Euler equations of gas dynamics is an important feature which is fre-
quently employed in the design of numerical solution algorithms. To introduce the basic ideas
consider the one-dimensional Euler equations in quasi-linear form
∂U
∂t
+A(U)
∂U
∂x
= 0, A(U) =
∂F
∂U
(5.1.20)
whereby the solutionU is assumed to be differentiable. The Jacobian matrix is given by [154]
A=

0 1 0
1
2(γ−3)v2 (3− γ)v γ−1
1
2(γ−1)v3− vH H− (γ−1)v2 γv
 (5.1.21)
where v is the fluid velocity and H = E+ p/ρ denotes the total enthalpy defined in (5.1.3). The
diagonal matrix of eigenvalues of the Jacobian A reads as follows
Λ= diag{v− c,v,v+ c} (5.1.22)
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where c=
√
γp/ρ is the local speed of sound which is always greater than zero. As a consequence,
all eigenvalues are real and, moreover, they are distinct. This leads directly to the following
Definition 5.1.1 (Hyperbolic system [251]). A system of the form (5.1.20) is said to be hyperbolic
if for all vectorsU , the coefficient matrix A(U) has three real eigenvalues
λ1(U)≤ λ2(U)≤ λ3(U) (5.1.23)
with a complete family of right eigenvectors rk = rk(U), k= 1,2,3. Moreover, the system is called
strictly hyperbolic if all eigenvalues are distinct for all possible values ofU .
The one-dimensional Euler equations are strictly hyperbolic which can be seen from the matrix of
eigenvalues (5.1.22) and the family of right eigenvectors stored columnwise [140]
R=

1 1 1
v− c v v+ c
H− vc 12v2 H+ vc
= [r1,r2,r3] (5.1.24)
In contrast, the rows of its inverse correspond to the left eigenvectors given by [140]
R−1 =

1
2(b1+
v
c)
1
2(−b2v− 1c ) 12b2
1−b1 b2v −b2
1
2(b1− vc) 12(−b2v+ 1c ) 12b2
=

l1
l2
l3
 (5.1.25)
where the auxiliary coefficients b1 and b2 are defined according to
b1 =
b2v2
2
, b2 =
γ−1
c2
(5.1.26)
From the physical point of view, the eigenvalues represent the speed at which information prop-
agates through the flow field. The hyperbolicity of the one-dimensional Euler equations can be
equivalently stated as follows [157]: A system of the form (5.1.20) is said to be hyperbolic if for
all vectors U, there exists a real diagonal matrix Λ(U) and a real non-singular matrix R(U) such
that A(U)R(U) = Λ(U)R(U) hold. Here, the diagonal matrix Λ represents the set of real eigen-
values of A and the columns of R comprise the family of right eigenvectors (5.1.24). Due to the
non-singularity of the latter one, there exists a characteristic decomposition of the form
A= RΛR−1 (5.1.27)
The wave-like solution behavior of hyperbolic systems can be studied by substituting the decom-
position (5.1.27) into the quasi-linear form (5.1.20) and multiplying the resulting system by R−1
R−1
∂U
∂t
+ΛR−1
∂U
∂x
= 0 (5.1.28)
This leads to the definition [105] of a new set of characteristic variables δW = [δw1,δw2,δw3]T
δW = R−1δU (5.1.29)
where δ denotes an arbitrary variation either ∂t or ∂x. In other words, the increments δW can be
expressed as a linear combination of the increments of the conservative variables δU with coef-
ficients equal to the left eigenvectors (5.1.25). On the other hand, the solution δU to the original
5.1. Governing equations 153
problem can be decomposed into simple waves which are described by the right eigenvectors rk
with amplitudes equal to the characteristic components δwk [105]
δU =
3
∑
k=1
δwkrk (5.1.30)
In general, the left and right eigenvectors are functions of the flow variables so that the coefficients
in the above expansion are not constant. For the time being, assume that the coefficient matrix A
is constant so that the one-dimensional Euler can be transformted into the canonical form [251]
∂W
∂t
+Λ
∂W
∂x
= 0, W := R−1U (5.1.31)
For an isentropic flow (i.e. no variation of entropy occurs) of a polytropic ideal gas the character-
istic variablesW which are also called Riemann variables read as follows [105]:
W =
[
v− 2c
γ−1 ,s,v+
2c
γ−1
]T
(5.1.32)
Here, s denotes the entropy per unit mass of fluid defined in (5.1.9). Since the matrix of eigenvalues
Λ is diagonal, system (5.1.31) yields a sequence of decoupled scalar convection equations
∂wk
∂t
+λk
∂wk
∂x
= 0, k = 1,2,3 (5.1.33)
which state that the quantity wk propagates along the corresponding characteristic with constant
speed λk. The exact solution is constant along the straight lines satisfying the ODEs
dx
dt
= λk, where λk = const (5.1.34)
In particular, entropy is transported along the path line of the fluid and it is conserved along the
characteristic dx/dt = v in the absence of discontinuities. The quantities v± 2c/(γ− 1) travel at
speeds v± c along the so-called Mach lines defined by dx/dt = v± c.
The solution to the original problem can be recovered as U = RW , where the Riemann vari-
ables wk are the coefficients of the right eigenvectors rk in the following decomposition
U =
3
∑
k=1
wkrk, wk(x, t) = wk(x−λkt,0) (5.1.35)
which depends only on the initial data [154]. It is important to note that general nonlinear hyper-
bolic systems give rise to non-constant matrices, and hence, the eigenvalues and eigenvectors of
the Jacobian matrix A vary in space and time. Consequently, Riemann variables W can only be
defined locally for a ‘frozen’ state of the unknown solution U . It is thus that the characteristics
associated with the Euler equations are not in general straight lines but curves in the x, t-plane
dx
dt
= v− c, dx
dt
= v,
dx
dt
= v+ c (5.1.36)
Moreover, they do not transport constant values of the unknowns unless the variation of the char-
acteristic variables equals zero. If the characteristic variables W remain constant, then they are
termed Riemann invariants [105]. These one-dimensional concepts turn out to be useful for the
design of numerical methods and the specification of boundary conditions in multidimensions.
The concept of hyperbolicity can be extended to multidimensions by restriction to a prescribed
direction [105]. Then it suffices to consider the eigenstructure of the associated Jacobian matrix
which results from a suitable linear combination of uni-directional Jacobians A= (A1,A2,A3).
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Definition 5.1.2 (Hyperbolic system [72]). A system of the form (5.1.17) is termed hyperbolic if
for all admissible vectorsU and all ‘directions’ e ∈ RND , |e|= 1 the linear combination
A(U,e) =
ND
∑
d=1
edAd(U) (5.1.37)
of the uni-directional Jacobian matrices Ad , ∀d = 1, . . . ,ND has real (possibly multiple) eigen-
values λk = λk(U,e), ∀k = 1, . . . ,NU and a complete family of right eigenvectors rk = rk(U,e).
Moreover, the system is termed strictly hyperbolic if the eigenvalues are distinct for allU .
The above property is also known as hyperbolicity in time [105, 251]. The multidimensional
Euler equations (5.1.16) are hyperbolic in time [105], which can be shown by proving an equiva-
lent formulation of the above definition. In particular, it suffices to show that any linear combina-
tion of the three uni-directional Jacobian matrices is diagonalizable with real eigenvalues
A(U,e) = R(U,e)Λ(U,e) [R(U,e)]−1 (5.1.38)
Here, Λ(U,e) is the diagonal matrix of real (but not distinct) eigenvalues and the matrix of right
eigenvectors R(U,e) is non-singular. As in the one-dimensional case, its inverse is composed of
the left eigenvectors. Analytical expressions for all matrices in two space dimensions are given
in Appendix C, and their three-dimensional counterparts can be found in many textbooks on gas
dynamics, e.g. [105, 225]. Owing to the fact that the Euler equations exhibit multiple eigenvalues
Λ(U,e) = diag{v · e− c,v · e,v · e+ c,v · e,v · e} (5.1.39)
the strict hyperbolicity is lost in multidimensions. Unfortunately, the uni-directional Jacobians do
not commute, and therefore, they have different eigenvalues [105]. Consequently, it is impossible
to diagonalize all Ad simultaneously while this can be done for any linear combination.
The characteristic formulation of the multidimensional Euler equations is not unique, that is,
there exists infinitely many wave descriptions of a given flow in multidimensions [149]. Moreover,
waves may have any dimension between 1 andND in the x, t-plane, and they can travel in an infinite
number of directions. For a detailed characteristic analysis the interested reader is referred to the
textbook by Hirsch [105] and the work by Kröger in characteristic theory [127].
5.1.6. Properties of the Euler equations
Let us summarize the main results presented in this section. The compressible Euler equations
(5.1.1) represent a system of conservation laws for the mass, momentum and energy, which needs
to be equipped with an equation of state. In this thesis, the fluid is assumed to be a perfect, that is,
it is an ideal gas that is thermally perfect, so that equation (5.1.8) can be employed. The governing
equation were cast into compact vector notation and the resulting first-order system (5.1.16) can be
transformed into an equivalent quasi-linear formulation (5.1.17) which relates the Jacobian tensor
A to the derivative of the state vector U . The one-dimensional Euler equations are strictly hyper-
bolic which is due to the fact that all eigenvalues are distinct. The canonical form can be derived
by transition to the characteristic variables so as to decouple the one-dimensional Euler equations
into a sequence of scalar transport equations for individial waves. For a constant Jacobian A, all
characteristics are straight lines and the exact solution can be determined as the superposition of
simple waves. For nonlinear hyperbolic systems, the characteristics are curves in the space-time
domain so that Riemann variables can be only defined locally. In multidimensions, each linear
combination of uni-directional Jacobians is diagonalizable with real eigenvalues. On the other
hand, the individual matrices do not commute so that it is impossible to diagonalize all Jacobians
simultaneously. Moreover, λk = v ·e is a multiple eigenvalue so that the strict hyperbolicity is lost.
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5.2. High-resolution schemes for the Euler equations
This section deals with the application of algebraic flux correction schemes [133, 144, 145] to
the equations of gas dynamics [142]. The presentation of this material follows closely that in
[140]. Implicit finite element methods are still rarely used in compressible flow simulations, and
therefore, the construction of the global Jacobian matrix is addressed in detail. In particular,
an efficient edge-based assembly procedure is presented which is applicable to general Galerkin
finite element schemes. A suitable low-order method is constructed by adding a tensor of artificial
diffusion which is designed to eliminate negative eigenvalues from the off-diagonal blocks [140].
Different approaches for the construction of artificial viscosities are discussed and dimensional
splitting is adopted to employ characteristic flux limiting of TVD type as proposed by Kuzmin
[135]. Some strategies for the iterative solution of nonlinear systems of equation are reviewed and
a segregated approach is promoted for moderately small time steps.
5.2.1. High-order scheme
Consider the weighted residual formulation of the compressible Euler equations (5.1.16)Z
Ω
W
[
∂U
∂t
+∇ ·F(U)
]
dx= 0 (5.2.1)
whereW denotes the vector-valued weighting function. A common practice in the simulation of
conservation laws is to employ the group representation proposed by Fletcher [78]
Uh(x, t) =
M
∑
j=1
U j(t)ϕ j(x), Fh(x, t) =
M
∑
j=1
F j(t)ϕ j(x) (5.2.2)
which yields a system of semi-discretized equations for the time-dependent nodal values
M
∑
j=1
[Z
Ω
ϕiϕ j dx
]
dU j
dt
+
M
∑
j=1
[Z
Ω
ϕi∇ϕ j dx
]
· F j = 0 (5.2.3)
For the numerical treatment, it is expedient to eliminate the dependent variables F j in favor of the
unknows U j which yields a DAE system for the vector of time-dependent nodal values
MC
dU
dt
= KU (5.2.4)
Here, MC is the block-diagonal mass matrix and K denotes a discrete counterpart of the operator
−A ·∇ from (5.1.17). A viable strategy applicable to (5.2.3) was suggested by Kuzmin et al. [142].
Consider the coefficient matrices C= {ci j} which account for spatial derivatives and features
zero row sums so that its diagonal entries can be expressed in terms of the off-diagonal ones:
ci j =
Z
Ω
ϕi∇ϕ j dx, cii =−∑
j 6=i
ci j (5.2.5)
Substitution of the above expression into the semi-discrete formulation (5.2.3) yields [142]
M
∑
j=1
Mi j
dU j
dt
+∑
j 6=i
ci j · (F j− Fi) = 0 (5.2.6)
where the block Mi j =mi j I contains the coefficients mi j =
R
Ωϕiϕ j dx of the consistent mass matrix
MC = {mi j} and the dimension of the identity operator I equals the number of state variables.
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Hence, the right-hand side of the semi-discrete system (5.2.4) can be constructed in a loop over
the edges of the sparsity pattern, whereby edge ij gives rise to the following contribution [142]:
(KU)i ←− ci j · (Fi− F j) (5.2.7)
(KU) j ←− c ji · (F j− Fi) (5.2.8)
The triple of coefficient matrices C= (C1,C2,C2) engendered by first-order space derivatives can
be assembled once and for all at the beginning of the simulation and needs to be updated each time
the mesh is modified. Thus, the group finite element formulation [78] allows for an assembly of
the right-hand side vector without resorting to costly numerical integration.
Since we are mainly interested in implicit time discretizations, the global operator K (or parts
of it) is required explicitly rather than its application to the vector of unknown solution values. In
his pioneering work on approximate Riemann solver [224], Roe presented a linearization strategy
which can be used to express the jump of fluxes in terms of solution differences multiplied by
the linearized Jacobian matrix. In particular, any linear combination of flux differences can be
rewritten as the solution jumps multiplied by the so-called cumulative Roe matrix [142, 143]
e · (F j− Fi) = e · A˜i j(U j−Ui) (5.2.9)
In the above expression, the vector e=(e1,e2,e3) is an arbitrary ‘direction’ in the three-dimensional
space. The operator A˜i j denotes the triple of Jacobian matrices A = (A1,A2,A3) evaluated at the
density averaged Roe mean values which are given by the following expressions [224]
v˜i j =
√ρivi+√ρ jv j√ρi+√ρ j , H˜i j =
√ρiHi+√ρ jH j√ρi+√ρ j , c˜i j =
√√√√(γ−1)(H˜i j− |v˜2i j|2
)
(5.2.10)
An explicit value for the density is not required for computing the Jacobian matrices and the aver-
age ρ˜i j =
√ρiρ j can be used otherwise [251]. By virtue of this linearization, the edge contributions
(5.2.7) and (5.2.8) can be rewritten as a combination of unidirectional Roe matrices multiplied by
the difference between the values of the conservative variables at nodes i and j [142]:
(KU)i ←− ci j · A˜i j(Ui−U j) (5.2.11)
(KU) j ←− c ji · A˜i j(U j−Ui) (5.2.12)
For our purpose it makes sense to split the coefficients that correspond to the discretized spatial
derivatives into their symmetric and skew-symmetric parts [142, 143]
ci j = ai j+bi j, ai j :=
ci j− c ji
2
=−a ji, bi j := ci j+ c ji2 = b ji (5.2.13)
Integration by parts applied to the volume integral in (5.2.5) reveals that [163]
ci j =−c ji+ si j, si j =
Z
Γ
ϕiϕ jnds (5.2.14)
whereby si j is an entry of the ‘mass matrix’ for the surface triangulation. It is symmetric and
vanishes unless both nodes are located at the boundary so that bi j = 12si j equals zero in the interior.
Furthermore, coefficient ai j = ci j for an interior edge ij and it can be evaluated from expression
(5.2.13) otherwise. It is instructive to apply splitting (5.2.13) to the cumulative Roe matrices [142]
Ai j = ai j · A˜i j, Bi j = bi j · A˜i j (5.2.15)
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whereby the symmetric contribution Bi j is only needed at the boundary and vanishes in the interior.
Thus, only the skew-symmetric part Ai j of the averaged Jacobians is to be evaluated unless edge ij
is located at the boundary. In general, its contribution to the right-hand side of (5.2.4) reads [142]
(KU)i ←− (Ai j+ Bi j)(Ui−U j) (5.2.16)
(KU) j ←− (Ai j− Bi j)(Ui−U j) (5.2.17)
This representation leads to a very efficient edge-based algorithm for matrix assembly. The coef-
ficients ai j and bi j can be computed and store once and for all at the beginning of the simulation.
They depend solely on the underlying mesh and on the type of approximation so that an update
is only required after the grid has been modified. The global operator K can be evaluated without
resorting to costly numerical integration. It is initialized by zeros and updated in a loop over edges
of the sparsity graph making use of the local Jacobians (5.2.15) (see Kuzmin et at. [142]):
Kii := Kii +Ai j+ Bi j, Ki j :=−Ai j− Bi j
K j j := K j j−Ai j+ Bi j, K ji := Ai j− Bi j
(5.2.18)
In particular, the local blocks Ai j and Bi j (if required) are evaluated edge-by-edge based on the
Roe mean values (5.2.10) and the precomputed coefficients (5.2.13). Their entries are scattered
individual to the corresponding positions in the Jacobian operator adopting the correct signs from
formula (5.2.18). A general framework for edge-based algorithms and some useful data structures
for storing large sparse block matrices are discussed in Appendix B. It is worth mentioning that
it is also possible to assemble only parts of the global operator and avoid explicit matrix-vector
multiplications by evaluating KU edge-by-edge as described in expressions (5.2.16)–(5.2.17).
5.2.2. Low-order scheme
To a large extent, the ability of a high-resolution scheme to withstand the formation of wiggles
depends on the quality of the underlying low-order method. For scalar conservation laws, the
construction of a local extremum diminishing scheme can be based on two main principles [144]:
Row-sum mass lumping is performed in order to remove antidiffusion from the consistent mass
matrix and discrete upwinding amounts to a conservative elimination of negative off-diagonal
entries from the high-order transport operator. The first strategy can be readily applied whereas a
generalization of the LED principle to hyperbolic systems is required [142]. Let row-sum mass
lumping be performed in the Galerkin discretization (5.2.4) which is replaced by
ML
dU
dt
= LU (5.2.19)
Here, ML is the lumped mass matrix and L represents the low-order Jacobian operator [142] to
be defined below. Jameson’s LED criterion 3.1.2 for scalar equations relates the L∞−stability of
a numerical scheme (3.1.26) to the sign of the off-diagonal coefficients [114]. It provides a good
starting point for the construction of non-oscillatory discretizations for systems of conservation
laws, where the edge contributions to the global matrix L are no longer scalar quantities but local
tensors Li j ∈RNU×NU . Consider the semi-discretized equation for the solution value at node i [140]
Mi
dUi
dt
=∑
j 6=i
Li j(U j−Ui) (5.2.20)
where Mi = miI denotes the coefficients of the lumped mass matrix mi = ∑ jmi j > 0 multiplied by
the local identity matrix I and Li j corresponds to the low-order Jacobian which is not symmetric
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in general. As a natural generalization of Theorem 3.1.2 to hyperbolic systems [142] assume that
all off-diagonal matrix blocks Li j ≥ 0 are positive semi-definite, that is,
VT Li jV ≥ 0 ∀V ∈ RNU V 6= 0 (5.2.21)
Let us mention that the discussion of definiteness is often restricted to only Hermitian matrices
and there is no agreement in the literature on the proper definition of positive semi-definite for
non-Hermitian matrices. The above inequality implies that all eigenvalues of the local block Li j
are non-negative. By saying this, we tacitly assume that the hyperbolicity of the original Jaco-
bian carries over to its low-order counterpart such that each block Li j is diagonalizable with real
eigenvalues λk. The vector V ∈ RNU can be chosen arbitrarily, so that
VT Li jV = VTλkV = λk‖V‖2 ≥ 0 (5.2.22)
necessarily implies λk ≥ 0 due to the norm property ‖V‖ = 0 if and only if V = 0. As a con-
sequence, a possible generalization of Theorem 3.1.2 to hyperbolic systems is to require that the
eigenvalues of all off-diagonal matrix blocks Li j be non-negative [142]. For the trivial case NU = 1,
this requirement is consistent with Jameson’s LED [114] criterion 3.1.2 since the ‘eigenvalue’ of a
scalar quantity is the coefficient itself. On the other hand, condition (5.2.21) is much less restrictive
than the requirement that all off-diagonal entries of the global operator L be non-negative.
Theorem 5.2.1 (LED principle for systems [140]). A semi-discrete system of the form (5.2.20)
is local extremum diminishing for a certain set of local characteristic variables if all off-diagonal
matrix blocks Li j are positive semi-definite, that is, their eigenvalues are all non-negative.
To satisfy this generalized LED criterion the symmetric boundary contribution Bi j is neglected
in the assembly procedure (5.2.18) and tensorial artificial viscosity Di j is applied so that the low-
order operator L can be initialized by zeros and updated edge-by-edge as follows [142]
Lii := Lii +Ai j−Di j, Li j :=−Ai j+Di j
L j j := L j j−Ai j−Di j, L ji := Ai j+Di j
(5.2.23)
Hence, there is no need to assemble the high-order operator K at all. Note that subtraction of Di j
from the diagonal blocks guarantees that mass is conserved. In fact, the global operator D= {Di j}
is block-symmetric (Di j = D ji) and features blockwise zero row- and column-sums
M
∑
i=1
Di j =
M
∑
j=1
Di j =~0 ∈ RNU×NU (5.2.24)
The symmetric part Bi j which is just present at the boundary and vanishes in the interior as well
as the contribution from the consistent mass matrix belong into the raw antidiffusive flux [142]
Fi j =
[
Mi j
d
dt
+Di j+ Bi j
]
(Ui−U j) , F ji =−Fi j (5.2.25)
which is skew-symmetric. It offsets the error induced by mass lumping and removes the amount
of artificial viscosity which is required to enforce the generalized LED constraint. As in the scalar
case it is limited to prevent the formation of spurious oscillations and inserted into the right-hand
side of the semi-discrete low-order scheme (5.2.20) so as to obtain its flux-corrected counterpart
Mi
dUi
dt
=∑
j 6=i
Li j(U j−Ui)+ F¯i, F¯i =∑
j 6=i
F¯i j (5.2.26)
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A remark is in order in case the low-order scheme (5.2.19) is employed per se. If no flux
correction is applied, it is worthwhile to account for the symmetric part Bi j in the right-hand side
of equation (5.2.20) which can be assembled from individual edge contributions (see [142])
(LU)i ←− (Ai j+ Bi j−Di j)(Ui−U j) (5.2.27)
(LU) j ←− (Ai j− Bi j+Di j)(Ui−U j) (5.2.28)
It remains to design the dissipation tensor Di j so as to enforce the generalized LED constraint.
5.2.3. Design of artificial viscosities
As pointed out earlier, the compressible Euler equations represent a hyperbolic system of conser-
vation laws so that any linear combination of the uni-directional Jacobian matrices is diagonaliz-
able with real eigenvalues (see Definition 5.1.2). In particular, there exists a diagonal matrix Λi j
of eigenvalues and a regular matrix Ri j of right eigenvectors such that the symmetric part of the
cumulative Roe matrix Ai j = ai j · A˜i j admits the following factorization [142]
Ai j = |ai j|Ri jΛi jR−1i j (5.2.29)
The scaling factor is given by the Euclidean norm of the skew-symmetric coefficient vector
|ai j|=√ai j ·ai j, ai j = (a1i j,a2i j,a3i j) (5.2.30)
which is defined in (5.2.13). Furthermore, the entries of the diagonal matrixΛi j = diag{λ1, . . . ,λ5}
are given by real eigenvalues which represent the characteristic speeds of wave propagation [140]
λ1 = v˜i j− c˜i j, λ2 = λ3 = λ4 = v˜i j, λ5 = v˜i j+ c˜i j (5.2.31)
The speed of sound c˜i j for Roe’s linearization can be computed from formula (5.2.10) whereas the
‘projection’ of the density-averaged velocity vector vi j onto the edge ij yields [142]
v˜i j = |ai j|−1 ai j · v˜i j (5.2.32)
In the continuous case, there are two superimposed acoustic waves traveling at speeds ±c relative
to the gas. Moreover, the characteristics associated with the multiple eigenvalue λ2 = λ3 = λ4
represent the trajectories of fluid particles [64]. In contrast to the scalar case, there may be different
‘upwind’ directions for different waves depending on the sign of the eigenvalues.
The artificial dissipation Di j is meant to eliminate the negative eigenvalues in the off-diagonal
blocks of the discrete Jacobian, i.e. Li j = −Ai j + Di j and L ji = Ai j + Di j. At the same time, the
diagonalizability property of the original operator should be preserved. A viable strategy is to
introduce matrix |Λi j| which contains the absolute values of the eigenvalues
|Λi j|= diag{|λ1|, . . . , |λ5|} (5.2.33)
and define the artificial viscosity tensor Di j for the edge ij as follows [142]
Di j = |ai j|Ri j |Λi j|R−1i j (5.2.34)
It is instructive to separate the eigenvalues of the cumulative Roe matrix Ai j into their positive
and negative contributions Λ±i j =
1
2(Λi j± |Λi j|) (see [64]). As a consequence, application of the
artificial viscosity Di j to the off-diagonal blocks of the low-order Jacobian matrix yields
Li j =−2|ai j|Ri jΛ−i j R−1i j , L ji = 2|ai j|Ri jΛ+i j R−1i j (5.2.35)
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which proves that the corresponding eigenvalues are non-negative as required by the generalized
LED constraint 5.2.1. In particular, the above strategy corresponds to the flux difference splitting
approach. In one dimension, Roe’s approximate Riemann solver [224] is recovered which is one
of the most popular discretization techniques for the Euler equations of gas dynamics.
Instead of dealing with the cumulative Roe matrix for the edge ij, it is also possible to employ
dimensional splitting and diagonalize the uni-directional Jacobians one at a time [105, 157, 251]
Ai j = ai j · A˜i j =
ND
∑
d=1
adi jA˜
d
i j, A˜
d
i j = R
d
i jΛ
d
i j [R
d
i j]
−1 (5.2.36)
The generalized LED criterion can be satisfied by elimination of negative eigenvalues for each
spatial dimension which leads to the following definition of artificial dissipation [140]
Di j =
ND
∑
d=1
Rdi j |adi jΛdi j| [Rdi j]−1 (5.2.37)
As a result, the off-diagonal blocks of the low-order Jacobian operator are given by
Li j =
ND
∑
d=1
−Rdi j min{0,2adi jΛdi j} [Rdi j]−1, L ji =
ND
∑
d=1
Rdi j max{0,2adi jΛdi j} [Rdi j]−1 (5.2.38)
Of course, this decomposition into one-dimensional wave patterns brings about strong numerical
diffusion in the crosswind direction. Moreover, the cost of evaluating Di j triples in comparison to
(5.2.34) but parallel implementation is straightforward. On the other hand, dimensional splitting
can be used to perform flux limiting in terms of characteristic variables [135, 136, 140].
Last but not least, the spectral radius of the cumulative Roe matrix provides a reasonable
measure for the amount of viscosity required to eliminate negative eigenvalues [163, 172, 269]
Di j = |ai j|λmax I, λmax =max
k
{|λk|} (5.2.39)
Note that Di j just affects the diagonal blocks of the discrete Jacobian operator, and moreover, it is
the same for all variables. In particular, this so-called scalar dissipation approach corresponds to
discrete upwinding applied to the fastest wave propagating at the characteristic speed
λmax = |v˜i j|+ c˜i j (5.2.40)
It leads to a very efficient assembly of the global matrix L without resorting to characteristic fac-
torizations of the form (5.2.29). Surprisingly enough, a slightly over-diffusive low-order method
may even be preferable due to the resulting improvement of phase accuracy [142, 269] as long
as excessive artificial viscosity is removed in the course of flux correction. Furthermore, scalar
dissipation can be used as a cost-effective preconditioner for the approximate Riemann solver.
Example 5.2.1 (Kuzmin and M. [140]). To illustrate the construction of the non-oscillatory low-
order scheme (5.2.19), consider the one-dimensional Euler equations in quasi-linear form
∂U
∂t
+A(U)
∂U
∂x
= 0 (5.2.41)
An explicit expression for the Jacobian matrix A(U) = ∂F∂U is given in equation (5.1.21) and the
characteristic decomposition A = RΛR−1 is discussed in Section 5.1.5. The use of linear finite
elements for discretization in space employed on a uniform mesh of width ∆x yields
mi = ∆x, ci j =
{
1/2 for j = i+1
−1/2 for j = i−1
(5.2.42)
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At interior nodes, the high-order element/edge contribution is of the form
Ki j = ci jA˜i j =−Ai j, j = i±1 (5.2.43)
where A˜i j stands for the Jacobian matrix which is evaluated using the Roe mean values (v˜i j, H˜i j).
The tensor of viscous dissipation Di j defined in (5.2.34) and (5.2.37) simplifies to
Di j =
1
2
Ri j |Λi j|R−1i j , Λi j = diag{v˜i j− c˜i j, v˜i j, v˜i j+ c˜i j} (5.2.44)
where the density-averaged speed of sound is given by c˜i j =
√
(γ−1)(H˜i j− 12 v˜2i j). Substitution of
the above expression for the artificial viscosity into formula (5.2.28) yields the numerical flux
GRoei j =
Fi+ F j
2
− 1
2
Ri j |Λi j|∆Wi j, j = i+1 (5.2.45)
which is identical to that recovered from Roe’s approximate Riemann solver [224]. Let the differ-
ence between two nodal solution values be transformed into characteristic variables
∆Wi j = R−1i j (U j−Ui) (5.2.46)
This representation reveals that Roe’s first-order scheme, which is described in many textbooks on
gas dynamics [82, 105, 157, 251, 262], can be interpreted as discrete upwinding (see Section 3.2.4)
applied to the decoupled scalar equations for the local characteristic variables. In particular, the
amount of artificial diffusion for wave k is proportional to the absolute value of the eigenvalue
1
2 |λk| which is just enough to render the scalar semi-discrete scheme for the kth field LED.
5.2.4. Characteristic limiters of TVD type
In the last decades, remarkable progress has been made in the development of high-resolution
schemes for scalar conservations laws and a genuinely multidimensional framework is available
for finite element discretizations. What makes its rigorous generalization to hyperbolic systems
difficult, is the lack of reliable physical and mathematical criteria for the design of flux limiters.
The intricate coupling of the Euler equations (5.1.1) precludes the use of a flux correction algo-
rithm developed for scalar problems which is independently applied to the continuity equation,
momentum equation and energy equation. In particular, this naïve adjustment of the conservative
fluxes may give rise to non-physical undershoots and overshoots in certain dependent variable
such as pressure, internal energy or entropy. In light of the above, the design of flux limiters for
hyperbolic system is more involved than that for scalar conservation laws since the evolution of
all physically relevant quantities needs to be controlled simultaneously [140]. On the one hand,
the numerical solution is strongly influences by the type of the flux limiter as it is the case for
scalar equations. On the other hand, the set of variables to which flux correction is applied plays
an important role. For an in-depth coverage of this topic, the reader is referred to [269].
In this work, we neglect the contribution of the consistent mass matrix to the raw antidiffusive
fluxes (5.2.25) and employ the characteristic limiter of TVD type which was recently proposed
by Kuzmin [135] for the treatment of coupled systems. As for scalar conservation laws [145], the
resulting semi-discretized problem can be cast into the general form; cf. equation (3.3.10)
ML
dU
dt
= K∗U (5.2.47)
where the modified Jacobian K∗ = {K∗i j} represents a discrete counterpart of the operator −A ·∇
designed to be local extremum diminishing for a set of local characteristic variables. It is com-
posed from the low-order Jacobian (5.2.23) and a limited amount of compensating antidiffusion
so that its structure is comparable to that of its scalar counterpart (3.3.11).
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The origin of characteristic TVD schemes for the one-dimensional Euler equations dates back
to the work by Yee et al. [266, 267] in the 1980s. Various ad hoc extensions to finite elements
have been proposed in the literature [9, 66, 172, 231, 232] and applied with considerable success.
However, the derivation of a genuinely multidimensional generalization remains a challenging
task since waves can travel in an infinite number of directions so that the wave decomposition is
no longer unique. It is therefore unclear how to transform the linearized hyperbolic system into a
set of decoupled advection equations, for which robust numerical techniques are available.
Consider the semi-discrete system (5.2.26) and let the raw antidiffusive flux be given by
Fi j = [Di j+ Bi j](Ui−U j), F ji =−Fi j (5.2.48)
where Di j denotes the tensor of artificial viscosity and Bi j is the symmetric boundary contribution
defined in (5.2.15). Since the cumulative Roe matrix Ai j = ai j · A˜i j is evaluated in the direction of
the coefficient vector ai j it can be diagonalized as presented in equation (5.2.29).
Characteristic TVD schemes can be based on uni-directional slope limiting [174] so that the
use of a single direction for the definition of local characteristic variables is feasible. On the other
hand, the design of node-oriented flux limiters is based on the following algorithmic steps [140]:
1. Collect upstream/downstream edge contributions to individual nodes;
2. Compute nodal correction factors on the basis of this information;
3. Check the sign of antidiffusive fluxes and limit them edge-by-edge.
The above operations demand for consistency, that is, the nodal data collected in the first step
should correspond to the same set of characteristic variables. However, the transformation matrices
Ri j and R−1i j for the cumulative Roe matrix Ai j depend not only on the density averaged solution
values but also on the coefficient vector ai j which represents the direction for the edge at hand.
As a remedy, dimensional splitting can be adopted which amounts to performing flux cor-
rection independently for each coordinate direction as proposed by Yee et al. [267]. Negative
eigenvalues of the uni-directional Roe matrices A˜di j are eliminated to satisfy the generalized LED
constraint 5.2.1 for each spatial dimension [135, 140]. Excessive artificial viscosities are removed
by performing characteristic flux limiting based on the raw antidiffusive flux [135]
Fi j =
ND
∑
d=1
Fdi j, F
d
i j := R
d
i j
(
|adi jΛdi j|+bdi jΛdi j
)
[Rdi j]
−1(Ui−U j) (5.2.49)
Since dimensional splitting has to be performed also for the low-order contribution it is worthwhile
to initialize the right-hand side of (5.2.47) by the skew-symmetric part of the high-order operator
(K∗U)i :=∑
j 6=i
Ai j(Ui−U j), Ai j = ai j · A˜i j (5.2.50)
and update it following the algorithm presented in Figures 5.1. It is ivoked individually for each
spatial dimension d = 1,2,3, whereby the nodal quantities P±i and Q
±
i are initialized by zeros.
A few remarks are in order. The definition of nodal correction factors implies |R±I,kP±I,k| ≤ |Q±I,k|
for all waves k at the upwind node I. Moreover, the coefficient adji = −adi j is skew-symmetric so
that the off-diagonal entries of the low-order operator in characteristic variables satisfy
lki j =−min{0,2adi jλdk} ≥ 0, lkji =max{0,2adi jλdk} ≥ 0 (5.2.51)
Let node i be located ‘upstream’ so that adi jλdk ≥ 0 according to expression (5.2.57). Hence, the
LED property for the downstream node j follows from the fact that
lkji− R±i,kmax{0,min{|adi jλdk |+bdi jλdk ,2|adi jλdk |}} ≥ (1− R±i,k)2adi jλdk ≥ 0 (5.2.52)
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In a loop over edges:
1. Decompose the difference between the nodal solution values U j and Ui given in conservative
variables into its characteristic components
∆Wi j = [Rdi j]
−1(U j−Ui) (5.2.53)
whereby the rows of the transformation matrix R−1i j are populated by the left eigenvectors of
the uni-directional Roe matrix A˜di j corresponding to the eigenvalues
λd1 = v˜
d
i j− c˜i j, λd2 = λd3 = λd4 = v˜i j, λd5 = v˜di j+ c˜i j (5.2.54)
2. Compute the raw (anti-)diffusive characteristic flux for each field number k as follows
Cki j =−max{0,min{|adi jλdk |+bdi jλdk , 2|adi jλdk |}}∆Wki j =−Ckji (5.2.55)
where the interior and boundary coefficients ai j and bi j are defined in (5.2.13)
3. Update the sums of edge contributions to nodes i and j for each field number k
P±i,k := P
±
i,k +
max
min {0,Cki j}
Q∓i,k := Q
∓
i,k − maxmin {0,Cki j}
Q±j,k := Q
±
j,k+
max
min {0,Cki j}

if adi jλdk ≥ 0 otherwise
exchange node numbers i and j
(5.2.56)
In a loop over nodes:
3. Evaluate the nodal correction factors R±i,k =min{1,Q±i,k/P±i,k}
In a loop over edges:
4. Determine the number of the ‘upwind node’ individually for each scalar wave propagating
at the characteristic speed λdk relative to the edge ij and limit the flux accordingly
I =
{
i if adi jλdk ≥ 0
j if adi jλdk < 0
C¯ki j =
{
R+I,kC
k
i j if C
k
i j ≥ 0
R−I,kC
k
i j if C
k
i j < 0
(5.2.57)
5. Add the limited antidiffusive correction C¯i j to the raw diffusive flux |adi jΛdi j|∆Wi j
F¯di j = R
d
i j(|adi jΛdi j|∆Wi j+ C¯i j), F¯dji =−F¯di j (5.2.58)
and transform the result back to the conservative variables prior to its application
(K∗U)i := (K∗U)i+ F¯di j, (K
∗U) j := (K∗U) j− F¯di j (5.2.59)
Fig. 5.1. Characteristic flux correction algorithm of TVD type [135].
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as long as R±i,k ≤ 1. Conversely, adi jλdk < 0 implies that the negative off-diagonal entry has been
eliminated from row j, i.e. lkji = 0, and the LED constraint for row i is satisfied for R
±
j,k ≤ 1:
li j− R±j,kmax{0,min{|adi jλdk |+bdi jλdk ,2|adi jλdk |}} ≥ (R±j,k−1)adi jλdk ≥ 0 (5.2.60)
In particular, the raw antidiffusive flux is proportional to |adi jλdk |+bdi jλdk . However, the symmetric
part which is only present at the boundary has been intentionally neglected in the construction of
the low-order scheme [142]. In order to enforce the LED constraint at both nodes, the flux needs
to be ‘prelimited’ according to (5.2.55) which is quite similar to expression (3.3.6) valid for scalar
conservation laws. On the other hand, the ‘safeguard’ 2|adi jλdk | can be employed without knowing
the orientation of the edge ij explicitly (cf. equation (5.2.51) above).
To conclude what we have said so far implicit high-resolution finite element schemes for the
compressible Euler equations can be based on the conservative flux decomposition (5.2.6). Roe’s
linearization strategy can be used to express jumps of inviscid fluxes in terms of solution differ-
ences multiplied by Jacobian matrices which are evaluated at density-averaged mean values. A
viable low-order scheme can be constructed by adding tensorial artificial viscosity designed to
eliminate negative eigenvalues from off-diagonal Jacobians so as to satisfy the generalized LED
constraint 5.2.1. Excessive diffusion can be removed by performing flux limiting of TVD type
which is individually applied to characteristic fluxes for each spatial dimensions.
5.2.5. Iterative solution techniques
The nonlinear algebraic systems resulting from a (semi-)implicit time-discretization of the com-
pressible Euler equations exhibit the same structure as their scalar counterparts considered in
Chapter 3. This makes it possible to design iterative solution strategies based on the fixed-point
iteration scheme (3.3.84) whose generalization to systems of equations reads as follows
U(m+1) = U(m)+P−1R(m), U(0) = Un, m= 0,1,2, . . . (5.2.61)
In the above expression, P is a suitable preconditioner and the constant right-hand side for the
FEM-TVD methodology and the residual of the mth outer iteration are given by
Bn = [ML+(1−θ)∆tK∗(Un)]Un (5.2.62)
R(m) = Bn− [ML−θ∆tK∗(U(m))]U(m) (5.2.63)
The latter vanishes for the exact solution of the discrete problem and it is supposed to approach
zero in an actual simulation. For implicit time-stepping schemes, the criteria imposed by the
TVD limiting strategy are only satisfied upon convergence and an insufficient number of outer
iterations may lead to non-physical solutions [140]. It is possible to employ divided differences
and approximate the Jacobian operator following the strategy proposed in Section 3.3.5. As of
this writing, the design of a discrete Newton method for the Euler equations has not been pursued
by the author in practice. As an alternative, the system matrix for the low-order approach (5.2.19)
discretized in time by the standard θ−scheme constitutes a viable preconditioner [142]
P=ML−θ∆tL(U(m)) (5.2.64)
The ‘inversion’ of the global operator P is prohibitively expensive, and moreover, the following
two-step implementation of (5.2.61) constitutes a good starting point for further simplifications
P∆U(m) = R(m), m= 0,1,2, . . . (5.2.65)
U(m+1) = U(m)+∆U(m), U(0) = Un (5.2.66)
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As in the scalar case, a certain number of inner iterations is performed to compute the solution
increment ∆U(m) which is used to update the last iterate. Adopting definition (5.2.64) for P, the
linear subproblem to be solved in each outer iteration exhibits the following structure
θ∆t
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Here, the row index refers to the vector of unknowns for a particular conservative variable (density,
momentum component or energy) which interacts with the others via the off-diagonal blocks.
As an example, consider the first row of the preconditioner which represents a low-order ap-
proximation to the continuity equation ∂ρ∂t +∇ · (ρv) = 0. The density is only related to the mo-
mentum flux which leads to zero entries in the upper left/right corner of the Jacobian operator (cf.
Appendix C for the two-dimensional case). This property carries over to the discrete Jacobian K,
that is, the sub-matrices K11 and K15 vanish if the standard Galerkin method is employed without
stabilization. Moreover, the scalar matrices K1k and Kk5 for k = 2,3,4 depend only on the direc-
tional vector e along which the Jacobian is evaluated, and hence, they are constant as long as the
mesh is fixed. However, the use of artificial viscosities required to turn the high-order operator K
into its low-order counterpart L may give rise to non-vanishing contributions to all matrix blocks of
the global preconditioner P. On the other hand, the use of scalar dissipation (5.2.40) proportional
to the spectral radius of the Roe matrix only affects the diagonal blocks Lkk of the preconditioner,
whereas the off-diagonal blocks are equal to their high-order counterparts Kkl for k 6= l.
Due to the strong coupling of equations, it may be necessary to solve the global problem
en bloc so as to achieve convergence. Of course, the use of a robust solution strategy for very
large linear problems is mandatory. In our experience, the BiCGSTAB and GMRES algorithms
[228] work well in practice. In order to improve the linear convergence rates, a block incomplete
LU-decomposition of P may be employed as preconditioner. Various strategies for the design of
(B)ILU preconditioners including a comparison between pointwise and blockwise factorizations
are presented in the work by van der Ploeg et al. [207, 208] and the references therein.
On the other hand, the fully coupled solution of the above system is quite demanding in terms
of computational time and memory required to assemble the global preconditioned P and store
it, respectively. As an alternative, a block-Jacobi method [55] may be adopted, whereby all off-
diagonal blocks Pkl for k 6= l are set to zero. As a consequence, the global update procedure
(5.2.65)–(5.2.66) decouples into a sequence of scalar subproblems for each variable [140, 142]
Pkk∆U
(m)
k = R
(m)
k , k = 1, . . . ,NU (5.2.67)
U
(m+1)
k = U
(m)
k +∆U
(m)
k , U
(0)
k = U
n
k (5.2.68)
which can be treated separately or, better yet, in parallel. The number of inner iterations needed
to obtain the solution increment ∆U(m)k with a prescribed tolerance may vary from one variable
to the other and, for instance, the update of the density value may require less effort than that of
the energy. The decoupling of equations makes is possible to apply all techniques developed in
the previous chapter for scalar problems to the sequence of subproblems (5.2.67)–(5.2.68), and
moreover, a different solution strategy can be used for each equation. The implementation of
this segregated approach is very easy and its performance is satisfactory as long as the time step
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remains moderately small [140]. However, the nonlinear convergence rates deteriorate and the
simulation may even fail completely as the time step is increased. If larger time steps are em-
ployed, e.g., in steady-state comutations, use of the fully coupled approach is advisable to ensure
convergence. Another possibility is to adopt a block-Gauß-Seidel method [55] which represents a
compromise between the fully coupled and the segregated approch [140]. Furthermore, full multi-
grid algorithms may be employed for the computation of steady-state solutions [100, 159, 239].
Let us consider two alternative approaches for storing the global preconditioner or parts of it.
The aforementioned structure of the global system corresponds to the so-called globally blocked
memory layout which is described in Appendix B in more detail. In short, each scalar sub-matrix,
i.e. Pkl = δklML+Lkl , is stored contiguously (cf. Figure B.2) so that individual blocks can be in-
cluded or neglected individually in the assembly of the preconditioner. This representation seems
to be particularly useful for the segregated approach (5.2.67)–(5.2.68) if a different solution strat-
egy is applied to each scalar subproblem. On the other hand, both the residual vector and the
global preconditioner P are evaluated edge-by-edge, whereby local Jacobian matrices need to be
scattered to their global positions. Hence, the locally blocked memory layout depicted in Fig-
ure B.3 is likely to be more efficient in an edge-based solution algorithm. The advantage of this
storage technique becomes even more pronounced for the fully coupled approach.
5.3. Boundary conditions
The correct treatment of boundary conditions for the Euler equations is crucial for the development
of accurate numerical schemes. A comprehensive coverage of this topic is available in a number of
textbooks [79, 105, 262]. One can distinguish between internal and external flows. The first type
frequently occurs in channel flow computations which may develop complicated wave patterns
due to obstacles present in the interior. For such problems, the domain is naturally bounded by
impermeable walls that may interact with impinging waves. Nonetheless, some care is required
at the inlet and outlet in order to reflect the physical behavior of the flow outside the channel. On
the other hand, in aerodynamic applications such as flow over airfoils one typically starts with an
infinite domain that needs to be bounded artificially so that the problem setup does not exceed the
limited resources of a computer. Hence, apart from physical boundary conditions dictated by the
wave pattern, some artificial ones must be imposed when it comes to the numerical simulation of
flow problems. Mathematically speaking, the Np physical boundary conditions (PBC) are required
to secure the existence and uniqueness of the exact solution, whereas the Nn numerical boundary
conditions (NBC) are supposed to ensure that various perturbations generated in the interior of
the computational domain leave it without being reflected at the boundaries [105]. For hyperbolic
systems with NU state variables a proper combination of PBC and NBC must be imposed such that
NU = Np+Nn where Np ≤ NU and Nn ≤ NU (5.3.1)
The issue of deciding which boundary conditions to impose is a non-trivial task since inappropriate
choices can easily ruin the existence and uniqueness of solutions and even lead to wrong solutions.
5.3.1. Types of boundary conditions
In essence, there are two classes of boundaries that need to be considered for the Euler equations:
The first family of boundaries is known as solid surfaces which occur at walls in interior channels
or at obstacles such as airfoils immersed in the flow. The other group is termed open boundaries
which need to be considered for instance at the inlet and outlet of a channel. Whenever an infinite
domain is bounded artificially, e.g. in the computation of flow around an airfoil, open boundaries
come into play and in this case, it is common practice to refer to them as far-field boundaries.
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For simplicity, let us present the basic ideas for the one-dimensional Euler equations and refer
to the literature for an extension to multidimensions [105, 127]. As pointed out in Section 5.1.5,
the one-dimensional Euler equations are strictly hyperbolic, that is, the Jacobian matrix (5.1.21) is
diagonalizable with distinct real eigenvalues (5.1.22) which define the three characteristics [105]
dx
dt
= v− c, dx
dt
= v,
dx
dt
= v+ c (5.3.2)
As a rule of thumb, the number of physical boundary conditions to be prescribed at a point on the
boundary must be equal to the number of incoming characteristics. Consequently, the number of
numerical boundary conditions is given by the number of outgoing characteristics.
Depending on the Mach numberM = v/c, one can distinguish between different flow configu-
rations as depicted in Figure 5.2. Consider the point P1 = P1(x, t) which is located in a supersonic
region, i.e. M> 1. If it is placed at the inflow boundary then all characteristics are directed into the
domain, and hence, boundary conditions need to be prescribed for all three variables. In contrast,
it is not allowed to prescribe any boundary value if the point P1 is located on the outflow. For the
subsonic case (M < 1) two boundary conditions are required at the inflow boundary, whereas only
one boundary condition can be imposed if the point P2 = P2(x, t) is located at the outlet [105].
The physical conditions to be prescribed are the entropy and the values of the Riemann vari-
ables (5.1.32), whereby the sign of the eigenvalues defines the type of variables which need to be
set [105]. However, these variables are generally not known for practical applications, and physi-
cal boundary conditions are typically prescribed in terms of velocities and pressure. It is thus that
physical quantities need to be transformed to the Riemann variables to allow for a characteristic
treatment. Moreover, numerical schemes require the values of all variables at the boundary so that
numerical boundary conditions are mandatory which need to be compatible with the physical flow
behavior [105]. In light of the above, the numerical treatment of boundary conditions for the Euler
equations is a challenging task which may influence the simulation results to a large extent.
dx
dt
= v − cdx
dt
= v + c
dx
dt
= v
P1
P
+
1 P
0
1 P
−
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+
2 P
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2 P
−
2
P2
dx
dt
= v
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= v − c
t
supersonic flow subsonic flow
x
Fig. 5.2. Propagation of flow quantities in a one-dimensional inviscid flow.
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5.3.2. Implementation of boundary conditions
In practice, physical boundary conditions are typically imposed on the primitive variables or they
are given in terms of input data like total enthalpy, entropy, temperature, inclination angle or some
combination thereof. On the other hand, the numerical solution is sought in terms of conservative
variables so that it is impossible to impose the Dirichlet boundary conditions in the usual way. It is
common practice to recover the boundary values by changing to the characteristic variables, eval-
uating the incoming Riemann invariants from the physical boundary conditions and extrapolating
the outgoing ones from the interior of the domain [105, 262, 265]. The inverse transformation is
used to recover the desired values in conservative variables which can be used to evaluate the nu-
merical fluxes for an (explicit) finite volume method or imposed as Dirichlet boundary conditions
for a finite difference scheme. The extrapolation of Riemann invariants is expensive to perform on
unstructured meshes, and moreover, its theoretical justification is not clear.
Many publications are related to finite volume discretizations which are typically employed
for fluid dynamics applications. In the cell-centered framework, the state variables are given at
the centroids of cells, so that special care must be taken to recover accurate boundary values
from the interior. In contrast, most finite element schemes are free of this drawback since the
degrees of freedom are located at the vertices and/or at the midpoints of edges. To the author’s
best knowledge, the implementation of characteristic boundary conditions in finite element codes
has received only little attention in the literature [176]. Some valuable information can be found
in the book by Shapiro [236] who presents an adaptive finite element solution algorithm for the
Euler equations based on an explicit multi-step time integration method. Some guidance for the
accurate implementation of wall boundary conditions in curved domains is given by Berger and
Krivodonova [126]. The numerical treatment of wall boundary conditions in an implicit finite
element code is addressed by Sens and Mortchelewicz [234] who resort to an element-based eval-
uation of the wall pressure from velocity-corrected boundary fluxes. The remaining variables are
computed from the updated pressure values and extrapolated quantities such as the entropy.
5.3.3. Node-based predictor-corrector algorithm
Our implementation of boundary conditions is based on the predictor-corrector algorithm intro-
duced by Kuzmin et al. [142] which is applicable to all types of (characteristic) boundary condi-
tions. In implicit schemes for the Euler equations, the new solution value Un+1 has to be computed
iteratively, e.g. by performing a number of fixed-point iteration defect correction steps (5.2.61). In
each outer iteration, a sufficient number of inner iterations (5.2.65) is carried out to compute the
solution increment ∆U(m) which is applied to the last iterate (5.2.66). Once the outer iteration has
converged the last iterate yields an approximation to the end-of-step solution. Several strategies
for choosing the preconditioner P have been discussed in Section 5.2.5.
In order to predict the solution values at boundary nodes, it is possible to adopt a point Jacobi
method [55], that is, all entries of the preconditioner P are neglected except for the diagonal ones.
Thus, an estimate of the solution can be computed by dividing the components of the defect vector
R
(m)
i by the diagonal entries of the preconditioner so as to update the old iterate explicitly [142]:
∀xi ∈ Γ : U∗i = U(m)i + P−1ii R(m)i , Pii = diag{P i,ikk : k = 1, . . . ,NU} (5.3.3)
Here, subscript kk denotes the diagonal block of the global operator P= {Pkl} and the superscript
notation refers to the corresponding row/column entry within each block. In the next step, the pro-
visional solution U∗i is transformed to the local characteristic variables W
∗
i so that boundary condi-
tions can be imposed directly. Finally, the modified vector W∗∗i is converted back to conservative
variables so as to obtain the corrected values U∗∗i . The flow chart [140] of variable transformations
and manipulations to be performed for all boundary nodes is displayed in Figure 5.3.
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Fig. 5.3. Variable transformation for boundary nodes.
The corrected boundary values U∗∗i may serve as standard Dirichlet boundary values which
need to be imposed on the end-of-step solution. To this end, the corresponding entries of the defect
vector are nullified and all off-diagonal coefficients residing in the rows of the preconditioner P
which correspond to some boundary node are set to zero [140]:
∀xi ∈ Γ : P i, jkl := 0, ∀k 6= l, ∀ j, P i, jkk := 0, ∀k, ∀ j 6= i, R(m)i := 0 (5.3.4)
Moreover, the old solution values at boundary nodes are replaced by their precomputed counter-
parts U∗∗i prior to solving the linear system (5.2.65), whereby the modified preconditioner (5.3.4)
is adopted. This strategy implies that all nodal components of the increment vector ∆U(m) equal
zero at the boundary so that the corrected boundary values carry over to the new solution:
∀xi ∈ Γ : ∆U(m)i = P−1ii R(m)i = 0 ⇒ U(m+1)i = U(m)i := U∗∗i (5.3.5)
Note that there is no need for an ad hoc extrapolation of data from the interior since all computa-
tions are based on nodal values at the boundary. Of course, the concrete algorithm to be employed
for the transition W∗i →W∗∗i depends on the type of boundary conditions. A viable implementation
of numerical boundary conditions for the Euler equations is elaborated upon [140] (see Appendix
A). An alternative approach for the treatment of characteristic boundary conditions is described in
the next Section which follows the more general strategy presented by Shapiro [236].
5.3.4. Characteristic boundary conditions
It is worthwhile to summarize the different types of boundary conditions and give some guidance
in selecting the variables to set from the physical boundary conditions and those to be evaluated
from compatibility relations. To simplify the presentation, let us omit the subscript i and denote the
predicted values of the density, momentum, and total energy by ρ∗, (ρv)∗ and (ρE)∗, respectively.
Moreover, velocity, pressure and the speed of sound are given by the following expressions
v∗ =
(ρv)∗
ρ∗
, p∗ = (γ−1)
(
(ρE)∗−ρ∗ |v
∗|2
2
)
, c∗ =
√
γp∗
ρ∗
(5.3.6)
The free stream state vector reads U∞ = [ρ∞,(ρv)∞,(ρE)∞] and all derived quantities are indicated
by subscript ∞. As we are about to see, a suitable combination of the provisional solution at the
boundary and the free stream values is employed to evaluate the final boundary values U∗∗.
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Open boundary in 2D
An important class of boundary conditions for the compressible Euler equations (5.1.1) is referred
to as ‘open’ boundary conditions which are based on quasi one-dimensional characteristic theory.
The governing equations are locally transformed from Euclidean space into the coordinate system
(ξ,η) which is aligned normal to the boundary, whereby derivatives tangential to the boundaries
are neglected. Moreover, the flow is assumed to be locally isentropic, that is, no entropy variation
takes place. The diagonalization of the resulting system yields the characteristic equations [236]:
∂Q
∂t
+(vξ+ c)
∂Q
∂ξ
= 0
∂vη
∂t
+ vξ
∂vη
∂n
= 0
∂R
∂t
+(vξ− c)
∂R
∂ξ
= 0
∂s
∂t
+ vξ
∂s
∂ξ
= 0
(5.3.7)
In the above relation, vξ and vη denote the velocities normal and tangential to the boundary, s is
the entropy and the Riemann invariants Q and R are given by [158]
Q= vξ+
2c
γ−1 , R= vξ−
2c
γ−1 (5.3.8)
These invariants are exact as long as there is no entropy variation normal to the boundary and
they provide a reasonable approximation otherwise [236]. The above system represents a set of
decoupled wave equations which model the propagation of characteristic variables normal to the
boundary, whereby the direction is determined from the sign of the associated wave velocity.
To avoid confusion, let us emphasize the fact that n= [nx,ny]T was defined as the outward unit
normal vector so that a negative normal velocity vn = v ·n corresponds to an ingoing characteristic
curve whereas an outgoing characteristic is associated with positive normal velocity. The wave
speeds are given by the real eigenvalues of the projected Jacobian matrix An = n ·A:
λ1 = vn− c, λ2 = λ3 = vn, λ4 = vn+ c (5.3.9)
The corresponding 1D Riemann invariants are given by the following expressions [236, 262]:
w1 = vn− 2cγ−1 , w2 =
p
ργ
, w3 = uτ, w4 = vn+
2c
γ−1 (5.3.10)
where uτ = v · τ denotes the velocity in the direction of the tangential vector τ = [τx,τy]T . Then, a
unified approach to the treatment of boundary conditions can be implemented as follows [236]:
1. Compute the invariants using the predicted quantities U∗ and the free stream values U∞:
W ∗ = [w∗1,w
∗
2,w
∗
3,w
∗
4] , W∞ = [w1,∞,w2,∞,w3,∞,w4,∞] (5.3.11)
2. Check the sign of the wave speed λk (from the interior vn) and adopt the invariant based on
the free stream values, or the invariant evaluated from the predicted boundary values:
W ∗∗ = [w∗∗1 ,w
∗∗
2 ,w
∗∗
3 ,w
∗∗
4 ] , w
∗∗
k :=
{
wk,∞ if λk < 0
w∗k if λk ≥ 0
(5.3.12)
3. Transform vectorW ∗∗ back to conservative variables and update the solution from (5.3.5).
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The primitive variables can be calculated as follows [236] (see also Appendix A in [140]):
v∗∗n =
w∗∗1 +w
∗∗
4
2
(5.3.13)
c∗∗ = (γ−1)w
∗∗
4 −w∗∗1
4
(5.3.14)
ρ∗∗ =
(
(c∗∗)2
γw∗∗2
) 1
γ−1
(5.3.15)
p∗∗ =
ρ∗∗ (c∗∗)2
γ
(5.3.16)
u∗∗τ = w
∗∗
3 (5.3.17)
Note that the order of evaluation is crucial, for instance, the speed of sound computed in (5.3.14)
is necessary to update the density by equation (5.3.15). Moreover, the new values c∗∗ and ρ∗∗
are a prerequisite for the correct evaluation of the pressure from (5.3.16). The above quantities
are used to update the nodal vector of conservative variables at the boundary. The suggested
procedure can be implemented as a ‘black-box’ tool for the treatment characteristic boundary
conditions. In fact, the user may only prescribe the free stream quantities and the actual type of
boundary condition is determined automatically by the algorithm. To get a better understanding
of characteristic boundary conditions, let us consider the different inflow and outflow conditions
which may be characterized based on the local Mach numberM = |vn|/c.
Supersonic open boundary
By definition, a supersonic flow implies that |vn| > c. At a supersonic inlet vn < 0 and all eigen-
values are negative so that all boundary conditions need to be prescribed. In fact, the free stream
vector given in conservative variables U∞ can be adopted so that no transition to the Riemann in-
variants and back-transformation is required. On the other hand, a supersonic outlet exhibits only
outgoing characteristics (vn > c) so that no physical boundary conditions may be imposed at all.
Subsonic inflow boundary
At a subsonic inlet vn < 0 so that λ4 = vn+ c is positive while the other eigenvalues are negative.
As a consequence, all Riemann invariants need to be specified except for w4 which is computed
from the provisional solution U∗. The normal and tangential flow velocities are given by [236]
v∗∗n =
w1,∞+w∗4
2
, v∗∗τ = w3,∞ = vτ,∞ (5.3.18)
and the remaining primitive variables to be transformed into conservative ones read as follows:
c∗∗ = (γ−1)w
∗
4−w1,∞
4
, ρ∗∗ =
(
(c∗∗)2
γw2,∞
) 1
γ−1
, p∗∗ =
ρ∗∗(c∗∗)2
γ
(5.3.19)
The remaining quantities of the corrected boundary values U∗∗ = [ρ∗∗,(ρv)∗∗,(ρE)∗∗]T are [236]
(ρv)∗∗ = ρ∗∗v∗∗, (ρE)∗∗ =
p∗∗
γ−1 +
(v∗∗n )
2+(v∗∗τ )
2
2
(5.3.20)
where the vector v∗∗ = v∗∗n n+ v∗∗τ τ is determined from the normal and tangential velocities.
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Subsonic outflow boundary
At a subsonic outlet vn > 0 so that only the first eigenvalue λ1 = vn− c is negative, and hence, the
Riemann invariant w1 has to be prescribed. All other characteristic variables retain their boundary
values computed at the predictor step. Thus, the normal and tangential flow velocities yield
v∗∗n =
w1,∞+w∗4
2
, v∗∗τ = w
∗
3 = v
∗
τ (5.3.21)
The corrected values of the density, the pressure and the speed of sound are given by
c∗∗ = (γ−1)w
∗
4−w1,∞
4
, ρ∗∗ =
(
(c∗∗)2
γw∗2
) 1
γ−1
, p∗∗ =
ρ∗∗(c∗∗)2
γ
(5.3.22)
and they can be readily used to compute the final vector of conservative variables from expressions
(5.3.20). For many problems, specifying the exit pressure ps yields a more physical boundary
condition than evaluating w1 based on the free stream values. To this end, all outgoing Riemann
invariants w∗2−w∗4 are evaluated from the provisional solution values U∗ and the single incoming
characteristic w1,∞ is set to the following value adopting the exit pressure pS [236]:
w1,∞ =
4
γ−1
√
γps
ρ∗
(
p∗
ps
) 1
γ
−w∗4 (5.3.23)
Substitution of the above quantity into (5.3.13)–(5.3.16) leads to the desired relation p= ps.
Solid wall boundary in 2D
The reflecting boundary conditions state that no flow penetrates a solid wall, that is, the normal
velocity at the wall vanishes. All eigenvalues except λ1 =−c are non-negative so that exactly one
(bi-)characteristic enters the domain, and hence, the natural boundary condition
v ·n= 0 (5.3.24)
is the only constraint to be prescribed. All other information for defining the state variables on
the wall needs to be recovered from within the flow domain. In essence, there exist two common
approaches to implement wall boundary conditions. In the weak formulation, the slip condition is
only enforced in an integral sense by means of the flux function which reduces to
F ·n=

0
pnx
pny
0
 (5.3.25)
normal to the wall. It is important to note that zero mass flux (vn = 0) is not satisfied exactly by the
nodal solution values at the boundary. In a practical implementation, the no-penetration condition
can be enforced by modifying the inviscid fluxes as proposed by Shapiro [236]
F1 =

ρv∗1
ρv1v∗1+ p
ρv2v∗1
ρHv∗1
 F2 =

ρv∗2
ρv1v∗2
ρv2v∗2+ p
ρHv∗2
 (5.3.26)
and enforcing flow tangency once the solution at the next time step has been computed. The
corrected velocity v∗ = v− (n · v)n is defined such that the total flux normal to the boundary
satisfies relation (5.3.25) and an explicit formula for the modified velocities is as follows [236]:
v∗1 = v1− (v1ny− v2nx)ny (5.3.27)
v∗2 = v2− (v2nx− v1ny)nx (5.3.28)
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Some additional weak formulations are considered in the finite volume context, e.g. [16]. Their
main drawback is that the zero mass flux condition is only satisfied in an integral sense and a
non-vanishing normal velocity may be present in the nodal boundary values.
As an alternative, wall boundary conditions can be imposed in a strong sense. In essence, the
state variables at the boundary are computed by the standard scheme and modified a posteriori so
as to reflect the zero mass flux condition exactly. For the time being, let us neglect the node-based
predictor-corrector algorithm presented in Section 5.3.3 and assume the state vector U∗ be given
for each boundary node. It is common practice to employ reflecting boundary conditions which
amounts to introducing artificial ghost cells or states on the part of the boundary corresponding
to the solid wall. In these ghost elements, all components are set equal to the interior values
except for the normal velocity which is negated. If both the interior and the ghost states are
passed to a Riemann solver, the resulting normal velocity vanishes due to the symmetry of the
reflection [251]. This approach works well for straight-sided bodies but unphysical effects such
as spurious solution variations near the boundary are observed for curved domains and/or higher-
order approximations. As a remedy, Krivodonova and Berger [126] considered high-order schemes
based on the discontinuous Galerkin method and suggested so-called curved boundary conditions.
It makes sense to adopt this approach also for (bi-)linear finite element approximations if an
analytical or at least more accurate than straight-sided description of the boundary is available.
Consider the situation at the boundary depicted in Figure 5.4. Obviously, the normal vector ~N(xi)
for the finite element Ωk does not coincide with vector n(xi) normal to the boundary Γ at point xi.
Let us convert the conservative variables computed at node i into their primitive counterparts, i.e.
Vi = [ρi,vi, pi]T , and define the ghost state at the wall boundary as Vgi = [ρi,v
g
i , pi]
T . The velocity
vector v(xi) is reflected to the ghost state with respect to the analytical normal n(xi) so that the
normal and tangential components relative to the physical geometry are given by
vgn =−vn, vgτ = vτ (5.3.29)
respectively. The above quantities are converted back into the Euclidean space so that the modified
velocity components of the ghost state at boundary node i read as follows [126]
vg1 = v1(n
2
y−n2x)−2nxnyv2, vg2 = v2(n2x−n2y)−2nxnyv1 (5.3.30)
In the above expression, nx and ny denote the x- and y-component of the physical normal vector
Fig. 5.4. Curvature boundary conditions at the boundary element Ωk.
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n, respectively. Finally, the Riemann problem for the two states Vi and Vgi is solved in the direc-
tion of the approximate normal vector ~N(xi). The uniform density and pressure values at both
states ensure that the exact solution of the Riemann problem consists of either two shocks or two
rarefaction waves [251], whereby the normal velocity at the interface is given by
vn(xi) =
1
2
(vN + v
g
N) (5.3.31)
Depending on the sign of v ·~N, the tangential velocity vτ(xi) is defines as vT or v∗T . The resulting
velocity may not be exactly orthogonal to the approximate normal ~N to the boundary, whereby the
error depends on the original velocity vector and the curvature of the boundary [126].
In our implementation of solid-wall boundaries we make use of a similar approach which is
tailored to finite element discretizations. Note that for (bi-)linear elements the degrees of freedom
are located in the cell vertices. The edges of the elements yield a polygonal approximation of the
physical boundary, whereby each boundary node has two neighboring segments as illustrated in
Figure 5.5. Hence, the numerical normal ~N(xi) at vertex xi can be defined as the weighted average
~N(xi) :=
wk1~Nk1 +wk2~Nk2
wk1 +wk2
(5.3.32)
which still needs to be normalized so as to obtain an approximation to the outward unit normal
vector at point xi. Here, ~Nk1 and ~Nk2 denote the uniquely defined normal vectors of the adjacent el-
ementsΩk1 andΩk2 , respectively. The weighting coefficients wk1 and wk2 may be chosen inversely
proportional to the length of the edges left and right to the boundary vertex xi. In general, the ap-
proximate vertex normal (5.3.32) will not coincide with the physical normal n(xi). As a remedy,
the presented algorithm developed by Krivodonova and Berger [126] for the implementation of
wall boundary conditions in curved geometries can be adopted and applied node-by-node.
In practice, poor convergence and various numerical difficulties are to be expected if the initial
data fail to satisfy the no-penetration condition (5.3.24). In fact, the abrupt change of the normal
velocity results in an impulsive start which is physically impossible due to inertia [140]. This
problem was studied by Lyra [172, 173] who promoted the use of the more robust condition
n ·vn+1 = ωn ·vn, ω ∈ (0,1] (5.3.33)
In essence, the fluid is allowed to seep through wall during the startup, whereby the relaxation
parameter ω controls its permeability. Thus, the immediate blow-up of solution values at solid
walls is unlikely to occur. By virtue of expression (5.3.33), the normal velocity is gradually driven
to zero as the flow evolves so that (5.3.24) is satisfied in the steady-state limit.
Fig. 5.5. Curvature boundary conditions at the boundary point xi.
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The relaxed no-penetration condition can be implemented in the framework of curved bound-
ary conditions developed by Krivodonova and Berger [126]. In particular, the velocity components
(5.3.30) of the ghost state need to be augmented by the contributions from the old time step
vg1 := v
g
1+2ω(v
n
1n
2
x + v
n
2nxny), v
g
2 := v
g
2+2ω(v
n
2n
2
y + v
n
1nxny) (5.3.34)
and the Riemann problem for the two states Vi and V
g
i is solved as in the standard approach. Note
that the resulting normal velocity at the interface satisfies formula (5.3.31) so that
vn(xi)≈ 12(vn+ v
g
n) = ωn ·vn (5.3.35)
is a good approximation to the relaxed no-penetration condition (5.3.33). The above relation can
be verified by simple manipulations exploiting the unit length of n, that is n2x +n2y = 1.
The use of an (approximate) Riemann solver for each boundary node may sound complicated
at first glance, but in fact, the uniform density and pressure values at both states allow for signifi-
cant simplifications. As a starting point, consider the following pressure equation [251]
f (p) = fL(p,VL)+ fR(p,VR)+ vR− vL (5.3.36)
It relates the left and right states by virtue of the auxiliary function [251]
fk(p) =

(p− pk)
[
2
(γ+1)ρk
] 1
2
[
p+
(
γ−1
γ+1
)
pk
]− 12
if p> pk (shock)
2ck
γ−1
[(
p
pk
)z−1] , z= γ−12γ if p≤ pk (rarefaction)
(5.3.37)
where ρk, pk and ck denote the density, pressure and the speed of sound at the two states k = L
and k = R. For uniform pressure (pL = pR), both contributions of fk(p) are equal so that either
two shocks or two rarefaction waves can occur. The unknown pressure p∗ can be determined as
the root of the equation f (p) = 0. Toro [251] suggested the use of a Newton-Raphson method.
Due to the uniform pressure and density values at the left and right states, it suffices to compute
a provisional pressure from the simple primitive variable Riemann solver (PVRS) and decide –
based on the ratio pPVRS/p – whether to employ the two-rarefaction Riemann solver (TRRS) or
the two-shock Riemann solver (TSRS) to obtain an initial guess p∗ for the Newton iteration.
For non-vacuum initial data, there exists a unique solution p∗ > 0 for the pressure such that
f (p∗) = 0, provided that the two states satisfy the pressure positive condition [251]
2cL+2cR
γ−1 > vR− vL (5.3.38)
In the framework of the relaxed no-penetration condition (5.3.33), this may be accomplished by
adjusting the relaxation parameter accordingly if the above inequality is violated for ω= 0. In any
case, the density value at the boundary can be calculated from either state as follows [251]
ρ∗ =

ρ
[ p∗
pk
+ γ−1γ+1
γ−1
γ+1
p∗
pk
+1
]
if p∗ > pk (shock)
ρ
[
p∗
pk
] 1
γ
if p∗ ≤ pk (rarefaction)
(5.3.39)
A comprehensive discussion on Riemann solvers and a complete solution is due to Toro [251].
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5.4. Numerical examples for the compressible Euler equations
The examples that follow illustrate the performance of the algebraic flux correction scheme ap-
plied to some academic test problems for inviscid flows at different Mach numbers. In this thesis,
we consider characteristic limiters of TVD type which are favorable for the treatment of station-
ary flows. The design of flux limiting schemes for time-dependent problems is addressed in the
collection of articles [138] and the references therein. A recent paper by Kuzmin [136] dwells on
FEM-FCT algorithms with flux linearization including numerical results for the scalar transport
equation as well as inviscid flow problems. For a comprehensive description of the latest research
activities on AFC schemes for hyperbolic systems, the interested reader is also referred to [132].
Another aim of this section is to validate the usability of recovery-based error indicators being
applied to the compressible Euler equations and to illustrate the potential of the new mesh adapta-
tion strategy for inviscid flow computations. Its predecessor which is restricted to pure triangular
meshes was considered in [185, 186] for a few stationary test problems. It was not capable to
produce numerical meshes which possessed an intrinsic hierarchy, and moreover, it did not pro-
vide mechanism to preserv the initial triangulation. These drawbacks may be tolerable for steady
state computations but the novel approach to dynamic mesh adaptation is preferable for the sim-
ulation of transient flows. At the current stage of development, there are still many aspects that
call for further investigation and an extension to three dimensions necessary for the simulation of
industrial applications is outstanding. However, the numerical examples that follow indicate that
algebraic flux correction schemes utilized in combination with local mesh adaptivity constitute a
promising approach to compute accurate solutions to inviscid flows at reasonably cost.
5.4.1. 5◦ Converging channel flow
Our first test problem deals with supersonic flow atM∞= 2 though a converging channel, where the
bottomwall is sloped at θ= 5◦ as depicted in Figure 5.6. This benchmark was also used by Shapiro
[236] to compare some variants of the Galerkin method adopting bilinear and biquadratic finite
element. The supersonic stream is alternately deflected from the bottom and top walls giving rise
to a multi-reflected shock wave which separates five zones of essentially constant states. Table 5.1
shows the values of pressure, density and Mach number for the exact solution [236] which can
be computed analytically by means of shock wave theory [7]. The oblique shock wave separating
regions I and II exhibits the inclination angle β = 34.265◦, that is, the angle between the shock
wave and the sloped bottom wall equals β− θ = 29.265◦. The strength of the reflected shocks
and all derived quantities can be calculated from the particular upstream Mach number MII , MIII ,
etc. and the slope angle θ = 5◦ (see Anderson [7], pp. 111–120). For the numerical simulation,
I
II
III
IV
V
−1 0 1 2 3 4
0
1
Fig. 5.6. 5◦ Converging channel flow: geometry.
5.4. Numerical examples for the compressible Euler equations 177
Region Density Pressure Mach number
I 1.000 0.714 2.000
II 1.216 0.940 1.821
III 1.463 1.218 1.649
IV 1.747 1.563 1.478
V 2.081 1.998 1.302
Tab. 5.1. 5◦ Converging channel flow: exact solution values.
each cell of the initial 8× 40 grid depicted in Figure 5.7 (a) is subdivided twice to obtain the
computationalGrid 1which consists of 5,120 bilinear finite elements and comprises 5,313 degrees
of freedom. Grid 2 has the same number of vertices, whereby each quadrilateral is subdivided into
two triangles by connecting the lower-left node with the upper-right one giving rise to 10,240
linear finite elements. This benchmark problem can be simulated without placing some extra
elements upstream of the wedge, that is, the computational domain can be restricted to 0≤ x≤ 4.
Below we will extend this test problem and consider supersonic flows at higher Mach numbers,
where the use of auxiliary elements located upstream of the wedge is necessary to calculate the
solution values at the lower wall correctly (see also Shapiro [236]). To simplify the comparison of
numerical results, the same grids are used for all supersonic channel flow computations.
The numerical solutions were computed by the high-resolution FEM-TVD scheme [135].
In essence, the group finite element formulation [78] was employed to construct the high-order
Galerkin discretization (5.2.4). It was turned into the non-oscillatory high-resolution scheme
(5.2.47) by adding artificial viscosities and performing characteristic flux limiting of TVD type
so as to remove excessive diffusion in regions of smooth solution without generating non-physical
undershoots and overshoots (cf. Section 5.2). Solving the stationary problem directly was imprac-
ticable so that the vector of nodal solution values was initialized by the free stream data [236]
ρ∞ = 1, v∞ = (2,0), p∞ = γ−1 ≈ 0.714 (5.4.1)
and marched into a steady state adopting the fully implicit backward Euler method. We employed
the segregated approach presented in Section 5.2.5 for solving the nonlinear algebraic equations.
The diagonal blocks of the preconditioner (5.2.64) were constructed using scalar dissipation pro-
portional to the spectral radius of the cumulative Roe matrix. The free stream quantities (5.4.1)
also served as boundary conditions at the supersonic inlet, whereas no boundary condition were
prescribed at the supersonic outlet. The no-slip condition at the lower and upper walls was im-
posed in the strong sense following the implementation details given in Section 5.3.4.
The numerical solutions computed on Grids 1 and 2 are depicted in Figure 5.7 (b) and (c),
respectively. It is hardly possible to see a difference between the density distributions computed
using linear and bilinear finite elements. The resolution of the shock wave is acceptable taking
into account that the grids were relatively coarse. It is worth mentioning that the nodal values
of the approximate solution coincide with their exact counterparts in the ‘interior’ of each region.
Conversely, the shock wave is strongly smeared by numerical diffusion and the transitions between
the five zones of uniform flow are anything else but discontinuous if the low-order method is
employed based on scalar dissipation; cf. Figure 5.7 (d). The use of tensorial dissipation alleviates
the devastating effect of excessive dissipation to some extent but it does not provide a sufficiently
accurate resolution of the shock wave. The solution profiles computed by the low-order method
using Q1 elements are not presented since they are similar to Figure 5.7 (d) and (e).
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(a) Initial coarse grid, 320 elements, 391 vertices
(b) 5,120 Q1 elements (Grid 1), FEM-TVD scheme
(c) 10,240 P1 elements (Grid 2), FEM-TVD scheme
(d) 10,240 P1 elements (Grid 2), low-order method, scalar dissipation
(e) 10,240 P1 elements (Grid 2), low-order method, tensorial dissipation
Fig. 5.7. 5◦ Converging channel flow at M∞ = 2 on regular grid (50 contours).
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In light of the above, algebraic flux correction constitutes a valuable tool for the design of
high-resolution schemes for inviscid flows on quadrilateral and triangular finite elements. In fact,
the smearing of discontinuities due to numerical dissipation is confined to a thin layer of 1–3 cells
in the vicinity of the shock. This observation suggests local mesh adaptivity as an economical
approach to improve the accuracy of the solution without the need to globally refine elements
everywhere in the domain. The computational mesh shown in Figure 5.8 (a) was constructed
from the initial coarse grid by computing a steady state solution and refining the mesh making
use of recovery-based error indication techniques. This procedure was repeated prescribing the
maximum number of three refinement levels until a ‘converged’ mesh was obtained.
Owing to the fact that the density ρ is discontinuous at shocks and contact discontinuities and
varies smoothly across rarefaction waves [157], it constitutes a reasonable key variable for mesh
adaptation [236]. In our computations, we utilized the L2-projection method (4.3.15) to recover
improved slope values for the flow density and compared them to its consistent finite element
gradient. The predicted gradient error for the indicator variable was decomposed into element
contributions which were used to steer mesh adaptation based on the equidistribution strategy
described in Section 4.4. In particular, elements were marked for refinement and re-coarsening
using the parameters ζmax = 10% and ζmin = 5% as tolerances for the percentage error. Since
we were interested in the steady-state limit, no protection layers were introduced, that is, mesh
adaptivity was directly based on the generated element marker without post-processing.
The benefits of local mesh adaptation are demonstrated by the accurate resolution of the den-
sity distribution shown in Figure 5.8 (b). Here, 50 contour levels were used to visualize the quali-
tative improvements of the adaptively computed solution compared to that depicted in Figure 5.7
(c). In fact, the five zones of uniform flow are sharply delimited from each other by steep fronts.
Remarkably, the computational grid has 20% less degrees of freedom as the structured Grid 1 and
features nearly the same number of elements. However, discontinuities are resolved with higher
accuracy by concentrating more vertices in the vicinity of the shock wave and preserving the initial
coarse grid in regions, where the solution is constant. Note that a structured grid would require
20,480 quadrilaterals to provide the same grid spacing. The accuracy of the discontinuities is also
illustrated by the solution profiles depicted in Figure 5.9. The density values were evaluated in
(a) Computational mesh: 5,145 elements, 4,451 vertices
(b) Density isolines, FEM-TVD scheme, mixed Q1/P1 elements
Fig. 5.8. 5◦ Converging channel flow at M∞ = 2 on locally adapted mesh (50 contours).
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(a) Density along cutline y= 0.6
−1 0 1 2 3 4
0.8
1
1.2
1.4
1.6
1.8
2
2.2
x−coordinates
de
ns
ity
 
 
32 × 160 grid
adapted mesh
(b) Surface Mach number
−1 0 1 2 3 4
1.2
1.4
1.6
1.8
2
2.2
x−coordinates
M
ac
h 
nu
m
be
r
 
 
32 × 160 grid, lower boundary
32 × 160 grid, upper boundary
adapted mesh, lower boundary
adapted mesh, upper boundary
Fig. 5.9. 5◦ Converging channel flow at M∞ = 2: 32×160 grid vs. locally adapted mesh.
the interior of the domain along the cutline y = 0.6 so that all regions I–V of constant states are
traversed from left to right. Furthermore, the nodal values of the Mach number were sampled at
the upper and lower wall boundary to compare the accuracy improvement due to adaptive mesh
refinement. In fact, all profiles are in very good agreement with the value of the exact quantities
given in Table 5.1 which are denoted by dotted lines in the particular diagrams.
Let us extend this test problem to higher Mach numbers and consider the supersonic flow at
M∞ = 4 leaving all other parameters unchanged. The resulting oblique shock wave exhibits the
inclination angle β= 18◦ and gives rise to the downstream Mach number MII = 3.637. It is once
reflected downward by the upper wall before it leaves the computational domain at MIII = 3.319.
The locally adapted mesh and the density distribution predicted by the high-resolution FEM-TVD
scheme are depicted in Figure 5.10, whereby 20 contour levels are used for the visualization. The
resolution of the shock wave is crisp, and moreover, the values for the Mach number are in very
good agreement with their analytic counterparts. It is worth mentioning that the placement of
(a) Computational mesh: 4,424 elements, 3,867 vertices
(b) Density isolines, FEM-TVD scheme, mixed Q1/P1 elements
Fig. 5.10. 5◦ Converging channel flow at M∞ = 4 on locally adapted mesh (20 contours).
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elements upstream of the wedge is crucial for this configuration. Otherwise, the flow quantities
on the lower wall were not calculated correctly. On the other hand, only 100 ‘auxiliary’ cells
(about 2%) are located in the half-plane x≤ 0 which is negligible compared to the total number of
elements. If global mesh refinement were performed, 64×64 cells (i.e. 1/5 of the total number of
elements) would be located left to the wedge, where the flow equals the free stream values.
Let us investigate the ability of the adaptation procedure to react to dynamic changes in the
quasi-stationary flow field. The free stream Mach number is therefore modulated in time
M∞(t) = 3− cos(ωt), t ≥ 0 (5.4.2)
which yields a supersonic flow that is slowly pulsating at the periodic rate ω = 0.05. The super-
sonic M∞ = 2 flow is recovered at t = 2pik/ω for k ∈ N0 while t = (2pik−pi)/ω corresponds to
the free stream Mach number M∞ = 4. The simulation was started from the locally adapted mesh
depicted in Figure 5.8 (a) and ran for a complete period, that is, 0≤ t ≤ 2pi/ω≈ 125.66.
The sequence of locally adapted meshes for t = kpi/8 with k= 1, . . . ,7 is shown in Figure 5.12,
and the computational grid presented in Figure 5.10 (a) corresponds to t = pi/ω. The acceleration
of the flow in the first half-period flattens the inclination angle of the oblique shock wave, and
hence, it passes through the converging channel being reflected just once from the upper wall as
the Mach number tends to 4. It is clearly visible that the dynamic mesh adaptation algorithm
has the ability to keep track of the shock movement such that the grid is re-coarsened in regions,
where locally refined cells are no longer required. The sequence of locally adapted grids produced
in the second half-period pi ≤ tω ≤ 2pi are not displayed since they resemble the presented ones
in reverse order. In essence, the flow slows down step-by-step so that the shock wave is reflected
multiple times from the upper and lower wall before it leaves the channel.
The temporal evolution of the vertex number is illustrated in Figure 5.11, whereby the sim-
ulation time is normalized to the interval [0,2pi]. The number of vertices decreases during the
acceleration of the flow (0≤ t ≤ pi) and returns to its initial value as the free stream Mach number
approachesM∞= 2. We also performed a long-time simulation over multiple periods and observed
the same behavior of the vertex number. It is worth mentioning that the CPU time spent on dy-
namic mesh adaptivity is less than 1% of the total computing time so that the benefit of using flow
adjusted grids is not destroyed by the need to generate them in time-consuming grid refinement
and re-coarsening procedures. We therefore belief, that our dynamic mesh adaptation algorithm is
ready for use in modern compressible flow solvers for unstructured triangulations.
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Fig. 5.11. 5◦ Converging channel flow: evolution of the vertex number.
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time t = pi/8
time t = 1pi/4
time t = 3pi/8
time t = pi/2
time t = 5pi/8
time t = 3pi/4
time t = 7pi/8
Fig. 5.12. 5◦ Converging channel flow: dynamic mesh adaptation.
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5.4.2. Supersonic scramjet inlet
Another interesting two-dimensional benchmark configuration was introduced in [49]. The prob-
lem starts with a steady Mach 3 flow in a narrowing channel which exhibits two sharp-cornered
internal obstacles giving rise to multiple shock wave reflections. The geometry of the wind tunnel
and the initial coarse grid is depicted in Figure 5.13 (a). The computational domain is delimited
by three piecewise linear boundary components passing through the following set of points [75]
upper wall upper obstacle
xi 0.0 0.4 4.9 12.6 14.25 16.9 4.9 8.9 9.4 14.25 12.6
yi 3.5 3.5 2.9 2.12 1.92 1.7 1.4 0.5 0.5 1.2 1.4
Owing to the symmetry of the scramjet inlet, the horizontal position of the polygons remains
unchanged, whereas the y-coordinates of the corner points for the lower wall/obstacle are given by
−yi. A supersonic gas flow with density 1, pressure 1/(γM2in) and velocity 1 is continually fed in
from the left boundary along x= 0, whereMin = 3 denotes the inlet Mach number [75]. The same
values are used to initialize the nodal solution vector which is somehow artificial but it makes
the problem very easy to set up. The exit velocity is always supersonic, and hence, no boundary
conditions need to be prescribed along x = 16.9. Moreover, reflecting boundary conditions are
applied at the upper and lower walls and the internal obstacles. A detailed numerical analysis of
(a) Initial computational grid: 2,432 elements, 2,611 vertices
(b) Mach number isolines, FEM-TVD scheme, Q1 elements
Fig. 5.13. Scramjet inlet at Mach 3 on regular grid (50 contours).
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scramjet inlets for different inlet Mach numbers and flow angles (termed yaws) is presented by
Shapiro [236]. Following his suggestions, grid singularities such as the leading and trailing edges
of internals are treated as interior nodes, that is, no boundary conditions are imposed at all.
As in the previous example, the stationary solution displayed in Figure 5.13 (b) was produced
by means of pseudo time-stepping based on the fully implicit backward Euler method, whereby
the characteristic FEM-TVD scheme [135] was adopted for the spatial discretization. The quali-
tative behavior of the strong shocks is reproduced correctly on the, admittedly, coarse grid but the
interplay of weak shocks is completely missed. Moreover, spurious oscillations were note created
neither for the components of the state vector nor for dependent flow variables such as the Mach
number. Moreover, no unphysical phenomena such as the development of an artificial boundary
layer engendered by the leading edges of the internal obstacles are visible.
To improve the resolution of shock waves, adaptive mesh refinement was performed based
on the hierarchical adaptation strategy developed in Section 4.6. The flow field exhibits various
features of different intensities, and therefore, Löhner’s [161] dimensionless indicator was used
to identify elements which need to be refined, whereby the maximum number of three refine-
ment levels was prescribed. The density served as key variable and the noise filter in expression
(4.2.42) was set to Cn = 0.005. Since the density is always greater than unity for this benchmark,
no absolute tolerance for the solution average had to be prescribed. The nodal quantities ei were
distributed to the elements by computing their arithmetic mean values. In our numerical experi-
ments we observed that the indicator was sensitive to the choice of parameters, e.g., larger values
for the noise filter Cn wiped out essential flow features. A viable strategy was to refine cells if the
error indicator exceeded tolref = 0.15 and to adopt the value tolcrs = 0.05 for re-coarsening.
The density and Mach number distribution of the approximate solution as well as the ‘con-
verged’ computational mesh are depicted in Figure 5.14 (a)–(c). The interaction of shock waves
is reproduced reasonably well while regions of essentially uniform flow do not require excessive
mesh refinement. Furthermore, the solution profiles and the computational grids are symmetric
with respect to the x-axis. Let us dwell on some interesting features of the flow topology [236].
The shocks created at the inlet entrance are reflected six times from the upper and lower walls and
the particular boundary of the internal obstacles, whereas the strut leading edge shocks experience
three reflections passing through the internal chamber. Note that bending of the entrance shock
towards the center line (barely visible) occurs when its sixth reflection intersects with the third
reflection of the corresponding interior shock wave. Another interesting flow feature is the slip
line off the trailing edge which also causes bending of the entrance shock towards the center line.
Let us proceed to the Mach number distribution which is in good agreement with the numerical
results published by other researchers [49, 75] who made use of anisotropic mesh adaptation. The
locally adapted computational mesh shown in Figure 5.14 (a) is likely to exceed the resolution
of the printer but it is well adapted to the local flow field. This is illustrated by the close-up of
the throat depicted in Figure 5.15. The two strut shocks interact with each other and with the
expansion fans centered at (xi,yi) = (±0.5,8.9) giving rise to Mach 1 flow. In fact, a very small
region of subsonic flow (indicated by blue color) is formed in the center passage.
An important quantity to measure the performance of inlets is the total pressure loss [236]
ploss =
p0,∞− p0
p0,∞
, p0 = p
(
1+
γ−1
2
M2
) γ
γ−1
(5.4.3)
where p0,∞ denotes the total pressure for the free stream condition. The inlet should be designed so
as to minimize the pressure loss at the cruising Mach number, whilst an adequate loss is desirable
at off-design points [236]. The Mach number and the total pressure loss along the center line and
at the exit are displayed in Figure 5.16. Each compression increases the total pressure loss step-by-
step which attains the maximum value 31.18%. In fact, the small subsonic region in the center of
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(a) Adapted computational mesh: 81,199 elements, 72,662 vertices
(b) Density isolines, FEM-TVD scheme, mixed Q1/P1 elements
(c) Mach number isolines, FEM-TVD scheme, mixed Q1/P1 elements
Fig. 5.14. Scramjet inlet at Mach 3 on locally adapted mesh (100 contours).
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Fig. 5.15. Scramjet inlet at Mach 3: close-up of the center passage (100 contours).
the throat at (xi,yi)≈ (9.2,0.0) is clearly visible from the mid-channel Mach number. Moreover,
the steep fronts near y ≈ ±0.7 in the total pressure loss at the exit indicate the presence of the
slip lines emanating from the trailing edges of the internal obstacles. In summary, the depicted
profiles are in good agreement with the numerical results presented by Shapiro [236]. It is worth
mentioning that no spurious oscillations due to numerical errors occur in the vicinity of shocks.
We do not want to conceal that a large number of simulation runs had to be performed until
usable configurations for the error indicator were found. As an example consider the adapted grid
and the computed density distributions shown in Figure 5.17 (a) which result from the slightly less
restrictive parameters tolref = 0.3 and tolcrs = 0.1 for refinement and re-coarsening, respectively.
At first glance, the solution profile looks reasonable but some essential small scale features such as
the third reflection of the strut leading edge shock are missing. This is due to the fact that fewer el-
ements are refined in the center passage. We also performed the same simulation with linear finite
elements on unstructured triangles using both configurations for mesh adaptivity; see Figure 5.17
(b) and (c). Let us summarize what we have said so far. Local mesh refinement constitutes a viable
approach to simulate complex inviscid flows at reasonable costs. In practice, it typically suffices
to adjust the grid to local features to get an idea of the flow physics. Rigorous error estimation
(a) Mid-channel: y= 0
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(b) Exit: x= 16.9
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Fig. 5.16. Scramjet inlet at Mach 3: Mach number and total pressure loss.
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(a) 40,886 elements, 47,834 vertices, tolref = 0.3, tolcrs = 0.1
(b) 52,280 elements, 26,652 vertices, tolref = 0.3, tolcrs = 0.1
(c) 84,937 elements, 43,220 vertices, tolref = 0.15, tolcrs = 0.05
Fig. 5.17. Scramjet inlet at Mach 3: Comparison of adapted meshes (100 contours).
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techniques for real-world problems are rarely available and/or they are prohibitively expensive so
that mesh adaptivity for large-scale computations is frequently based on indicators such as the one
proposed by Löhner [161]. On the other hand, his dimensionless indicator is no complete ‘black-
box’ tool since it requires some user experience to prescribe reasonable parameters for refinement
and re-coarsening. Of course, it is possible to post-process the grid, e.g., by performing Laplacian
smoothing [80] or by implementing mechanisms to improve the mesh quality [32, 34]. However,
such techniques cannot be effective if the predicted error distribution is erroneous.
5.4.3. Double Mach reflection
Our last numerical example proposed by Woodward and Colella [264] deals with a horizontally
moving Mach 10 shock wave in air (γ = 1.4) which impinges on a wedge of 60◦ forming a jet of
denser gas. The system is equivalent to sending a shock wave diagonally into a reflecting wall as
presented in Figure 5.18. The initial data at time t = 0 is given by the two states [10]
ρpre
upre
vpre
ppre
=

8.0
8.25cos(30◦)
−8.25sin(30◦)
116.5
 and

ρpost
upost
vpost
ppost
=

1.4
0.0
0.0
1.0
 (5.4.4)
which are separated by the diagonal shock front. In particular the pre-shock conditions are adopted
for x< x0+ y/
√
3 with x0 = 1/6 and the post-shock data is used elsewhere. The boundary condi-
tions are constructed so as to mimic the physical setup of a vertical Mach 10 shock being reflected
from the bottom wall sloped at 60◦. Hence, standard no-penetration/reflecting boundary condi-
tions are prescribed at the solid wall Γwall. Since the flow is supersonic at the outflow Γout no
boundary conditions need to be specified, whereas the pre-shock initial conditions are imposed at
the supersonic inlet Γin. The speed of sound ahead of the shock is 1 and the shock propagates at
speed 10 so that the intersection point of the diagonal line with the upper boundary y = 1 moves
at speed s = 10/cos(30◦). Hence, the pre- and post-shock initial data (5.4.4) serve as boundary
conditions for Γpre(t) = {(x,y) : x< xs(t),y= 1} and Γpost(t) = {(x,y) : x≥ xs(t),y= 1}, whereby
the separation point satisfies xs(t) = x0+(1+20t)/
√
3. The simulation was run for the short time
period 0 ≤ t ≤ 0.2. A detailed description of this benchmark configuration which has become a
challenging test problem for hydrodynamic algorithms can be found in reference [264].
0
1
0 4x0 = 1/6
xs(t)Γpre Γpost
ΓoutΓin
Γwall
60◦
Fig. 5.18. Double Mach reflection: computational domain.
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Albeit the fact that the temporal evolution of the flow is essential, we performed characteristic
flux limiting of TVD type so that the antidiffusive contribution of the consistent mass matrix was
not partially recovered with aid of flux correction. Of course, the resolution can be improved by
resorting to FCT algorithms [136, 269] which are preferable for the simulation of time-dependent
problems but our main objective was to test the performance of the dynamicmesh adaptation strat-
egy proposed in Section 4.6. Moreover, Crank-Nicolson time-stepping (θ = 0.5) was employed,
whereby the time step ∆t =3.0e–4 was used in accordance with the numerical experiments pub-
lished by Woodward and Colella [264]. They considered finite difference schemes so that a struc-
tured grid with ∆x = ∆y = 1/120 was employed to compute the reference solution. Thus, we
adopted an initial 16× 64 coarse grid (∆x = ∆y = 1/16) and allowed up to three levels of local
refinement which corresponds to the minimum mesh width ∆x= ∆y= 1/128. The marking of ele-
ments for refinement and re-coarsening was based on Löhner’s [161] dimensionless error indicator
which was applied to the density variable. Three pre-adaptation steps were performed to adapt the
initial triangulation to the diagonal shock wave. Due to the rapid movement of the shock wave,
the computational grid was adjusted rather frequently at rate ∆tadapt =1.0e–3 and a protection layer
of width two was introduced to refine elements in advance (see Section 4.7.2 for details). Other-
wise, the Mach 10 shock would have moved out of the refined mesh region and its crisp resolution
would have been irrecoverably lost. Furthermore, the thresholds tolref and tolcrs were determined
automatically as proposed by Shapiro [236]. That is, he root mean square value of the error indi-
cator was calculated and the tolerances for refinement and re-coarsening were defined as a fraction
and a multiple of erms, respectively. Experimentally, the configuration tolref = 110%× erms and
tolcrs = 30%× erms seem to work well and the noise filter was set toCn = 0.01.
Figure 5.19 shows the computational mesh at time t = 0.2 and the density and pressure val-
ues of the approximate solution which are similar to the numerical profiles presented by other
researchers [62, 136, 264, 269]. In fact, the density ranges from 1.4 to 22.19 which is in very good
agreement with published reference values [10, 264]. Another important quantity is the adiabatic
constant A = p/ργ. It is a function of the entropy and provides a useful measure for numerical
errors. The isolines shown in Figure 5.19 (d) are similar to those of the reference solution [264].
Note that ‘staircase structures’ and other peculiar features which were observed by Woodward and
Colella [264] in the numerical solutions produced by Boris’ ETBFCT method [38] are not gener-
ated by Kuzmin’s FEM-TVD scheme [135]. This benefit of AFC schemes was also reported for
the novel FEM-FCT limiter [136] being applied to the same test problem.
This benchmark illustrates the importance of choosing a meaningful key variable for mesh
adaptivity. The pressure variable is sensitive to shock waves but it remains constant across the
contact discontinuity which ‘drives’ the straight shock [10]. Hence, application of the error in-
dicator to the quantity p could miss essential features of the flow which might lead to poorly
adapted meshes. On the other hand, the adiabatic constant ‘feels’ the flow features near the bot-
tom wall but the bowed shock would not be detected if A= p/ργ was used as indicator variables.
Conversely, the density provides valuable information about shocks waves, contact discontinuities
and rarefaction fans, and hence, it constitutes an excellent key variable for mesh adaptation.
The numerical results obtained by using linear finite elements are shown in Figure 5.20. Note
that the triangles of the initial mesh, and hence, those of all computational grids are not aligned
with the diagonal shock wave. By construction, the number of elements is larger since each
quadrilateral is divided into two triangles. In essence, the solution profiles obtained by using
bilinear and linear finite elements are comparable. However, there is some slight difference in
the angle at which the first shock wave impinges on the bottom wall. In our opinion, the bilinear
finite element solution depicted in Figure 5.19 agrees well with the reference plots published by
Woodward and Colella [264], whereas the angle of the first shock wave is a little bit too steep in
the contour plots depicted in Figure 5.20 which were computed by linear finite elements.
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(a) Adapted computational mesh: 13,171 elements, 11,631 vertices
(b) Density isolines
(c) Pressure isolines
(d) Isolines for A= p/ργ
Fig. 5.19. Double Mach reflection at t = 0.2: FEM-TVD scheme (50 contours).
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(a) Adapted computational mesh: 19,195 elements, 9,799 vertices
(b) Density isolines
(c) Pressure isolines
(d) Isolines for A= p/ργ
Fig. 5.20. Double Mach reflection at t = 0.2: FEM-TVD scheme (50 contours).
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(a) Adapted computational mesh: 27,015 elements, 23,164 vertices
(b) Density isolines
(c) Pressure isolines
(d) Isolines for A= p/ργ
Fig. 5.21. Double Mach reflection at t = 0.2: FEM-TVD scheme (50 contours).
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As a very last example, we reconsidered the 16×64 coarse mesh and increased the maximum
number of admissible refinement levels by one, that is, each quadrilateral of the initial triangula-
tion could be subdivided four times. It is worth mentioning that global refinement would lead to
262,144 cells which corresponds to ∆x = ∆y = 1/256, whereas 23,164 degrees of freedom and
27,015 bilinear and linear (30%) finite elements were used to compute the solution profiles de-
picted in Figure 5.21. The essential features of the flow field are sharply resolved and no spurious
undershoots and overshoots are present. The scrawly isolines in the density plot are due to the
visualization software which is misled by the layer of triangular transition elements.
5.4.4. Conclusion on adaptive schemes for the compressible Euler equations
In the present chapter we applied the algebraic flux correction methodology introduced by Kuzmin
and Turek [144, 145] to systems of hyperbolic conservation laws [142] and studied the perfor-
mance of the dynamic mesh adaptation algorithm described in Section 4.6. In particular, three
different benchmark problems for the compressible Euler equations were considered which illus-
trated the potential of high-resolution finite element schemes combined with local mesh refine-
ment. The first example, the Mach 2 flow in a converging channel, was used to demonstrate that
upwind biased flux limiting of TVD type [135] can be adopted to resolve shock waves with high
accuracy. The solution profiles predicted by linear and bilinear finite elements were completely
free of spurious undershoots and overshoots which would be generated if high-order discretiza-
tions such as the standard Galerkin method were employed without stabilization. The underlying
low-order method was based on the generalized LED constraint 5.2.1 which amounts to a conser-
vative elimination of negative eigenvalues from local Jacobian matrices [142]. Scalar dissipation
proportional to the spectral radius of the Roe matrix as well as tensorial artificial viscosities were
utilized to design low-order schemes. The computed profiles were free of non-physical oscillations
but the accuracy of the approximate solution leaves a lot to be desired.
In general, the resolution of the solution can be improved by performing local mesh refine-
ment. However, recovery-based error indicators can only detect ‘features’ which are present in the
predicted flow fields. Hence, an overly diffusive low-order method may not work well together
with mesh adaptation since the error indicator does not provide meaningful information where to
refine the grid. In contrast, the high-resolution FEM-TVD scheme [142] was capable to repro-
duce the flow field accurately on coarse grids so that 3–4 local refinement steps were sufficient
to resolve shock waves and small scale feature very crispy. In addition to mesh refinement it is
advisable to allow for mesh re-coarsening also for stationary problems. In our numerical studies,
the number of elements could be reduced by performing some extra adaptation steps once the
maximum number of refinement levels was reached which was also observed by Shapiro [236].
The resolution power of the high-resolution FEM-TVD procedure equipped with the hierar-
chical mesh adaptation algorithm was investigated by considering a Mach 3 flow exposed to a
prototypical scramjet inlet which led to complex shock interactions due to the presence of in-
ternal obstacles. This challenging benchmark which was studied by various researchers, e.g., in
[49, 75, 140, 236], served as an illustration for the applicability of the presented mesh refinement
strategy to ‘realistic’ problems which would be expensive to simulate if globally refined grids
were employed. The interplay of multiple shocks featuring different intensities required the use
of Löhner’s dimensionless error indicator [161] in order to detect small scale features such as the
expansion fans off the throat. However, choosing the tolerance for refinement and re-coarsening
was a non-trivial task which required several simulation runs until viable parameters were found.
As a remedy, we implemented the automatic threshold mechanism proposed by Shapiro [236]
which worked well in practice. Finding absolute criteria for refinement and re-coarsening valid
for the complete simulation turned out to be more difficult than evaluating the root mean square of
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the error indicator and adopting a multiple and a fraction thereof as tolerance parameters. How-
ever, there remains some empiricism in the detection of under- and overresolved regions of the
computational grid by means of error indicators which demands for experienced practitioners.
The effectiveness of the re-coarsening algorithm was demonstrated by the pseudo-transient
supersonic flow in a 5◦ converging channel and the truly time-dependent double Mach reflection
problem suggested by Woodward and Colella [264]. In the first benchmark, the inlet Mach num-
ber was periodically modulated between 2 and 4 so that the quasi-stationary shock wave moved
back and forth in the two-dimensional channel. The mesh adaptation procedure succeeded in fol-
lowing the multiply reflected shock wave and produced computational grids in accordance with
the sawtooth shape of the solution. In particular, the initial triangulation was recovered after one
complete period which demonstrated the reliability of the re-coarsening strategy. The complicated
flow field formed by the double Mach reflection of a planar shock impinging on a wedge gave
insight into the performance of dynamic mesh adaptivity for time-dependent inviscid flows. The
computational grid depicted in Figure 5.21 (a) is precisely adjusted to the approximate solution.
In fact, ten times more cells would be necessary to reproduce the flow field with comparable ac-
curacy on a structured grid. To cut a long story short, the adaptive high-resolution finite element
schemes presented in this thesis seem to be a viable strategy for the simulation of stationary and
time-dependent inviscid flows governed by the compressible Euler equations.
Let us finally mention that it was impossible to generate usable computational grids by means
of the equidistribution strategy applied to the local gradient error except for the converging channel
problem (see Section 4.4 for details). This may be attributed to the fact that expressions (4.4.4)
and (4.4.6) are based on the assumption that the local error be equally distributed which is not
the case if the flow field exhibits strong shocks and weak features simultaneously. As a result,
the error indicator provoked mesh refinement in the vicinity of strong features missing the weak
ones. In practice, it is therefore expedient to adopt dimensionless error indicators such as the one
proposed by Löhner [161] unless rigorous and efficient error estimation techniques are available.
6Conclusions and outlook
In this thesis, we endeavored to develop adaptive high-resolution finite element methods applicable
to convection dominated flow problems. One major highlight was the design of discrete Newton
algorithms which were tailored to the peculiarities of the algebraic flux correction (AFC) method-
ology founded by Kuzmin and Turek [133, 144]. A common feature of AFC schemes is, that they
are based on conservative matrix manipulations so as to fulfill rigorous mathematical constraints.
In particular, negative off-diagonal entries of the discrete transport operator were eliminated by
adding artificial diffusion to the corresponding positions in the upper and lower triangular matrix
and subtracting the same amount of numerical dissipation from the diagonal coefficients.
The high-resolution schemes presented in this thesis made use of nodal flux limiters to pre-
dict the amount of antidiffusion which was applied to remove excessive artificial diffusion without
producing spurious oscillations. By construction, there exists no continuous formulation like in
traditional stabilized Galerkin methods which can be differentiated a priori to obtain analytical
expressions for the Jacobian matrix. As a remedy, we resorted to numerical differentiation and
approximated the Newton operator by divided differences. In particular, efficient edge-by-edge
procedures [183, 187] were presented for assembling the Jacobian matrix for upwind-biased TVD
limiters [135, 145] and for the semi-implicit FEM-FCT algorithm [137]. Moreover, the construc-
tion of the ‘discrete upwind Jacobian’ was addressed which was required for nonlinear problems
such as the inviscid Burgers equation. Owing to the nodal correction factors predicted by the
limiter and used to correct the antidiffusive fluxes there was an indirect coupling between nodes
not sharing a common edge. Thus, the discrete Newton operator gave rise to additional fill-in,
whereby its sparsity pattern was determined a priori by symbolic matrix multiplication.
Numerical experiments were performed to compare the discrete Newton method to the stan-
dard defect correction scheme which was typically used in our finite element code. It was impos-
sible to find the optimal solution strategy which was superior in all disciplines. In fact, the number
of nonlinear iteration could always be reduced by using Newton’s method provided that the per-
turbation parameter and the forcing term were chosen carefully. However, the CPU time required
to produce the numerical solution should be taken into account to analyze the total efficiency of a
numerical scheme. As a rule of thumb, the fixed point defect correction approach preconditioned
by the low-order evolution operator proved to be more efficient for ‘simple’ problems such as the
stationary convection-diffusion equation for which the system matrix was assembled once and for
all at the beginning of the simulation. On the other hand, Newton’s method was preferable for
the treatment of complex flows, e.g., Burgers’ equation in space-time and the continuity equation
with a time-dependent velocity field, whereby the time step size was adjusted dynamically with
aid of a PID controller. It is therefore advisable to implement both solution strategies and let the
user select the nonlinear solver which is most suitable for the particular problem. As an alterna-
tive, the solution procedure may be adjusted dynamically in the course of the simulation, e.g., by
monitoring the asymptotic convergence rates of the nonlinear solver in each (pseudo-) time step.
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Another main contribution of this thesis was the development of a hierarchical mesh adaptation
algorithm based on the red-green strategy by Bank et al. [19] and the work by Hempel [102] for
triangles in 2D. Let us subsume the essential properties of the novel adaptation procedure:
• it was applicable to stationary and time-dependent problems without modifications
• the use of arbitrary triangulations consisting of triangles and/or quadrilaterals was feasible,
whereby the conformality of the grid was accomplished by introducing transition elements
• all required information (refinement level, characterization of elements, relationship of ad-
jacent elements) was extracted from the nodal generation number so that tree-based data
structures were not necessary to maintain the genealogy of the triangulation
• each refinement operation was reversible by application of the corresponding unique re-
coarsening operation so that the initial triangulation could be recovered at any time
• the selection of (patches of) elements for re-coarsening was based on a recursive vertex-
locking algorithm which could be applied to an arbitrary set of ‘pre-locked’ nodes that
should not be deleted from the triangulation, e.g., all vertices of the initial coarse grid
• a local two-level ordering strategy was adopted to allow for an efficient identification of
cells based on a limited number of element states which could be defined a priori
Our dynamic mesh adaptation algorithm was shown to be effective in the simulation of convection
dominated flows governed by scalar conservation laws and by the compressible Euler equations.
The solution profiles computed on structured and locally adapted meshes possessed the same accu-
racy if the finest grid spacing was comparable, whereby the overall computing time was reduced
by using h-adaptivity in lieu of of global refinement. Furthermore, local mesh refinement was
successfully employed to improve the resolution of shock waves and other flow features in situa-
tion, where global refinement was impracticable. It is worth mentioning that less than 1% of the
CPU time was typically spent on mesh adaptation not including the computing time required to
predict the solution error. In our opinion, the dynamic mesh adaptation procedure constitutes a
black-box tool that can be easily integrated into CFD software packages. Moreover, the presented
concepts are applicable to stationary and time-dependent flow simulations alike so that dynamic
h-adaptivity following the red-green strategy [19] can be implemented as a reusable library.
Three dimensional simulations are computationally expensive so that adaptive mesh refine-
ment and re-coarsening is indispensable for the efficient treatment of real-world applications. Our
mesh adaptation algorithm was derived in a general framework and an efficient implemented in 2D
was presented as a proof-of-concept. From the theoretical point of view, all ingredients – the char-
acterization of elements by means of the nodal generation function, the recursive vertex-locking
algorithm and the local two-level ordering – can be readily extended to three dimensions. Viable
refinement patterns for tetrahedral elements can be found in the book by Löhner [163] and the
references therein. Refinement strategies for hexahedral, prismatic and pyramidal elements are
presented by Mavriplis [180] and subdivision of octahedra is addressed for instance by Leitnet
and Selberherr [152]. These element types can be directly integrated into the adaptation library
including the admissible rules for refinement. By construction, each refinement operation can be
reversed by ‘gluing together’ the group of cells which form the original macro element. The nodes
not belonging to coarse grid elements which can therefore be eliminated from the given triangula-
tion are determined by the recursive vertex-locking algorithm. In practice, the integration of new
element types into the adaptation library may be performed step-by-step starting from tretrahedra
which may serve as transition elements, e.g., in the subdivision of hexahedral cell.
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In this thesis, gradient-recovery techniques such as the superconvergent patch recovery (SPR)
procedure by Zienkiewicz and Zhu [274, 276] as well as L2-projection schemes [4] were inves-
tigated for one-dimensional test cases. The consistent L2-projection method was prone to create
oscillations in the vicinity of steep fronts and local extrema which could be rectified a posteri-
ori [185, 186]. In essence, the consistent finite element slopes served as natural upper and lower
bounds for the predicted gradient values which were corrected by means of a slope limiter. This
post-processing technique was generalized to multidimensions by performing edgewise slope lim-
iting. Limited gradient averaging [185] was suggested as an efficient alternative to the computa-
tionally more expensive superconvergent patch recovery if a rough estimate of the gradient error
was sufficient to mark elements for refinement, e.g., in the vicinity of steep fronts.
Complex flow fields which gave rise to various phenomena at different intensities called for the
use of Löhner’s [161] dimensionless error indicator to resolve all essential flow features equally
well. In our numerical experiments we observed that the indicator was sensitive to noise filtering
and to the choice of the parameter values used to mark elements for refinement and re-coarsening.
This difficulty could be alleviated by resorting to the automatic threshold method suggested by
Shapiro [236] but there still was some empiricism in the error detection mechanism.
In light of the above, the area of computable a posteriori error estimates for convection domi-
nated flows requires further investigation. At the moment, computing time was the limiting factor
which kept us from allowing finer grids for the computation of stationary flows and the maximum
refinement level was defined a priori. In the future, mathematical criteria based on the error of the
approximate solution should be used to steer mesh adaptivity. In fact, the nodal generation func-
tion used to manage the grid genealogy allows to define individual refinement levels for (groups
of) vertices. Hence, a precise control of local mesh refinement is feasible provided that reliable
estimates for the solution error are available. Goal-oriented error estimation in terms of output
functionals [194, 258] seems to be a promising direction for future research. In the context of
discontinuous Galerkin finite element schemes, this methodology was successfully applied to the
compressible Euler and Navier-Stokes equations by Hartmann and Houston [95, 96]. Classical
approaches such as the DWR method by Becker and Rannacher [26] rely on the Galerkin orthog-
onality property which is violated if algebraic flux correction is performed [132–137, 139–145].
Recently, Kuzmin [131] devised a generalized error estimator which is applicable if the Galerkin
orthogonality property is not satisfied but an exhaustive numerical analysis is outstanding.
The design of rigorous error estimates for time-dependent flows is another topic of utmost
importance. In our numerical tests, the evolutionary PID controller [256] provided an efficient
mechanism to adjust the time step size dynamically by monitoring the relative changes of the
solution. Moreover, the use of protection layers of one or two elements was sufficient to account
for the evolution of the flow field provided that mesh adaptation was performed frequently enough.
However, some physically motivated criteria may be preferable due to the following reasons: The
protection layer may be constructed ‘in the direction’ of the flow so that the creation of excess
elements, e.g., behind the moving front, is prevented. Furthermore, the update frequency of the
computational grid may be reduced if reliable predictions for the temporal evolution are available.
Hence, the design of space-time adaptive methods for conservation laws [130, 243] may be helpful
to improve the grid quality and to reduce the CPU time required for transient flow calculations.
In summary, the family of algebraic flux correction schemes needs to be equipped with com-
putable a posteriori estimates for the spatial and possibly the temporal solution errors. In essence,
flux correction constitutes a rudimentary p-adaptation approach which may be combined with ex-
isting p-adaptive algorithms using hierarchical basis functions. In conjunction with the dynamic
h-adaptation procedure developed in this thesis, the design of hp-FEM-FCT and hp-FEM-TVD
methods may be feasible so as to create powerful CFD tools in the long run.
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AFinite element fundamentals
In this appendix, we present the main concepts of the finite element method which is adopted
throughout this thesis. The next paragraph is concerned with general principles of weighted resid-
ual methods. In particular, the Galerkin finite element discretization is briefly described. The
numerical schemes presented in this thesis rely on certain properties of coefficient matrices, e.g.,
the zero row-sum property of C = {ci j} has been utilized to deduce a conservative flux decom-
position (cf. equation (3.2.24) in Section 3.2.3). It is therefore advisable to shed light on general
properties of interpolation functions which are used in the assembly of matrices.
The algorithms presented in this work, have been developed in a most general framework
so that there is no restriction to simplex elements and/or two space dimensions unless indicated
otherwise. Since numerical tests have been performed for two-dimensional problems we find it
helpful to give explicit formulas for linear and bilinear finite elements.
Weighted residual formulation
Let L denote a generic partial differential operator and consider the linear model problem
Lu= f (A.1)
The basic idea of the weighted residual method is to replace the above equation by its weak formZ
Ω
w [Lu− f ] dx= 0 (A.2)
which is obtained by multiplying the residual by the weighting function w and setting the integral
over the domain Ω ⊆ RND equal to zero. In order to compute an approximate solution uh to
the above problem by the finite element method, the computational domain is subdivided into a
collection of NE non-overlapping sub-domains Ωk called finite elements such that
NE[
k=1
Ωk ⊆Ω (A.3)
In two space dimensions, such partitions typically consist of triangular or quadrilateral elements
comprising three or four vertices. In the three-dimensional case, triangles and quadrilaterals can be
generalized to tetrahedra and hexahedra, respectively. The flexibility of the finite element method
makes it possible to employ different types of elements in a single computational mesh.
As a result, the approximate solution uh = ∑ jϕ ju j can be defined separately on each element,
whereby the trial functions ϕ j are required to satisfy some basic properties. For a comprehensive
introduction to the theory of finite elements, the interested reader is referred to the classical text-
book [58, 120]. The application of finite elements to fluid flow problems is discussed by Donea
and Huerta [64]. A detailed description of practical aspects and guidelines for the efficient imple-
mentation of finite element flow solvers can be found in the book by Löhner [163].
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Properties of interpolation functions
From the nodal coefficients u j(t) = uh(x j, t) given at time t the solution values within each element
Ωk can be interpolated by means of local basis functions ϕ
(k)
j such that [236]
uh(x, t) =
m
∑
j=1
u j(t)ϕ
(k)
j , ∀x ∈Ωk (A.4)
where m denotes the number of local degrees of freedom for each element. Summing the local
basis functions over all elements one obtains a set of functions {ϕ j}Mj=1 which are used to expand
the approximate solution for the whole domain in terms of the nodal coefficients u j, i.e. [236]
uh(x, t) =
M
∑
j=1
u j(t)ϕ j(x), ∀x ∈Ω (A.5)
In the above equationM is the total number of degrees of freedom. To obtain a valid finite element
approximation at reasonable costs, it is expedient to impose the following criteria [163]:
1. Relation (A.5) requires that the basis function ϕ j is one at node j and vanishes elsewhere
uh(xi, t) =
M
∑
j=1
u j(t)ϕ j(x j) = u j(t) ⇒ ϕ j(xi) = δi j =
{
1 if j = i
0 if j 6= i
(A.6)
2. The sum of local basis functions ϕ(k)j should be identically one for each elementΩk such that
constant functions are represented exactly which is required for consistency. This property
carries over to the global basis functions ϕ j which are required to feature unit sums
M
∑
j=1
ϕ j(x) = 1, ∀x ∈Ωk (A.7)
3. For computational efficiency, it is desirable that the local basis function ϕ(k)j vanishes outside
of element Ωk to obtain a finite element approximation which leads to sparse matrices. As
a consequence, the global basis function ϕ j turns into a hat function with local support
comprising the set of elements meeting at vertex j and equals zero outside.
Another feature of shape functions directly follows from the constant sum property (A.7):
4. The sum of derivatives vanishes in each element (conservation property [163])
M
∑
j=1
∇ϕ j(x) = 0, ∀x ∈Ωk (A.8)
Note that these properties do not require the shape functions to be continuous across element
boundaries, and therefore, non-conforming finite elements such as the linear Crouzeix-Raviart el-
ement [57] or the rotated bilinear Rannacher-Turek element [212] have been devised. Furthermore,
discontinuous Galerkin formulations [153] which are nowadays quite popular for the simulation
of compressible flows can be employed for the spatial discretization. We will only consider con-
forming finite element discretizations based on the ‘classical’ Galerkin formulation.
According to the analysis given by Strang [241], the use of polynomial interpolation functions
ϕ j is the optimal choice in the following sense: In order to obtain a kth order accurate approxima-
tion to an sth derivative on a regular grid the interpolation functions must be capable of representing
all polynomials of degree k+s−1 exactly. This requirement can be satisfied with a minimal num-
ber of components if polynomials are applied. In this work, Lagrangian interpolation functions
will be employed to construct linear and bilinear finite element approximations.
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Natural coordinate transformation and derivative calculation
It is important to notice the unstructured nature of the finite element method which allows for
using arbitrary mixed triangular and/or quadrilateral (and even degenerated) elements. All oper-
ations are performed at the element level, that is, each element contribution is assembled locally
and distributed to the global degrees of freedom afterwards. The price for this flexibility is the
computational overhead cost resulting from indirect addressing and non-vectorized instructions.
Even though it is possible to express the finite element method completely in terms of physical
coordinates x = (x,y,z) of the computational domain the interpolation functions are typically de-
fined on some geometrically simple reference element Ωˆk in terms of a natural coordinate system
xˆ= (xˆ, yˆ, zˆ). The transformation between the physical and the reference element is carried out by
some one-to-one mapping Fk : Ωˆk→Ωk. It is defined such that the following relation holds [120]
x= Fk(xˆ) =
m
∑
j=1
x j ϕˆ
(k)
j (xˆ), ∀x ∈Ωk (A.9)
Here, x j denotes the physical coordinates of local degrees of freedom and. Once the basis functions
have been defined on the reference element in terms of natural coordinates the inverse mapping
can be employed for the transformation back to the physical space as follows [120]
ϕ(k)j (x) = ϕˆ
(k)
j (F
−1
k (x)), ∀x ∈Ωk, j = 1, . . . ,m (A.10)
The first property of element shape functions, namely, ϕ(k)j (xi) = δi j remains valid on the reference
element since ϕ(k)j (x) = ϕˆ
(k)
j (xˆ). In order to compute derivatives of shape functions directly in the
physical space, the chain rule can be applied to the above relation so as to obtain [120]
∇ˆϕˆ(k)j (xˆ) = Jk(x)∇ϕ
(k)
j (x), ∀x ∈Ωk, j = 1, . . . ,m (A.11)
Here, Jk denotes the Jacobian of the inverse transformation F−1k :Ωk→ Ωˆk which is defined as
Jk(x) =

∂x
∂xˆ
∂y
∂xˆ
∂z
∂xˆ
∂x
∂yˆ
∂y
∂yˆ
∂z
∂yˆ
∂x
∂zˆ
∂y
∂zˆ
∂z
∂zˆ
 (A.12)
Let us assume that Jk is non-singular for all x in the element Ωk which is a necessary condition for
the mapping Fk to be invertible. In this case, its inverse J−1k exists and it can be used to express the
derivatives of the solution vector in element Ωk in terms of reference coordinates [236]
∇uh(x, t) = J−1k (xˆ)
m
∑
j=1
u j(t)∇ˆϕˆ
(k)
j (xˆ), ∀x ∈Ωk (A.13)
For simplicity, the analysis is performed in two dimensions but the extension to three-dimensional
problems is straightforward. Hence, let the physical coordinate system be denoted by x = (x,y)
while the coordinates of the reference space are indicated by xˆ= (xˆ, yˆ) so that [120]
Jk =
 ∂x∂xˆ ∂y∂xˆ
∂x
∂yˆ
∂y
∂yˆ
 J−1k = 1detJk
 ∂y∂yˆ − ∂x∂yˆ
− ∂y∂xˆ ∂x∂xˆ
 (A.14)
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Fig. A.1. Linear finite element.
Linear elements
The simplest two-dimensional Lagrangian finite element basis consists of piecewise linear polyno-
mials. The situation for a triangular grid cell is illustrated in Figure A.1. In this case, the number
of local degrees of freedom m = 3 coincides with the number of nodes at the three corners. The
shape functions defined on the reference triangle Ωˆk are as follows [163]
ϕˆ1 = 1− xˆ− yˆ, ϕˆ2 = xˆ, ϕˆ3 = yˆ (A.15)
The transformation to the physical element can be carried out by the linear (affine) mapping
Fk(xˆ) =
[
x2− x1 x3− x1
y2− y1 y3− y1
]
xˆ+
[
x1
y1
]
(A.16)
It exhibits some amenable properties which will turn out to be quite useful [120]:
1. Vertices in the reference element are mapped onto the vertices of the triangle.
2. Midpoints of edges remain midpoints under the linear transformation.
3. The barycenter
1
3
3
∑
j=1
xˆ j of the reference element is mapped onto
1
3
3
∑
j=1
x j
Furthermore, the Jacobian of the inverse mapping and its determinant are given by [163]
Jk =
[
x2− x1 y2− y1
x3− x1 y3− y1
]
detJk = 2|Ωk| (A.17)
where |Ωk| stands for the area covered by the sub-domainΩk. Note that Jk is constant on each ele-
ment so that its determinant vanishes if and only if the triangle degenerates to some line segment.
Consequently, the constant inverse of the Jacobian exists for any non-degenerate triangle so that
the derivatives of the solution vector can be readily computed from (A.13) taking [163]
J−1k =
1
2|Ωk|
[
y3− y1 y1− y2
x1− x3 x2− x1
]
(A.18)
Finally, let us present an analytic expression for the derivatives of shape functions in physical
coordinates which can be used, e.g., for the direct computation of constant gradient values [163]
∂
∂x

ϕ1
ϕ2
ϕ3
= 12|Ωk|

y2− y3
y3− y1
y1− y2
 ∂∂y

ϕ1
ϕ2
ϕ3
= 12|Ωk|

x3− x2
x1− x3
x2− x1
 (A.19)
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Fig. A.2. Bilinear finite element.
Bilinear elements
Multidimensional interpolants on quadrilaterals can be constructed by taking the tensor product of
one-dimensional Lagrange polynomials defined on the reference element. Figure A.2 illustrates
the situation for a bilinear finite element in physical and referential space. The number of local
degrees of freedom is four which coincides with the number of vertices in the rectangle. The nodal
interpolation functions in natural coordinates are given by the following expressions
ϕˆ1 = (1− xˆ)(1− yˆ)/4, ϕˆ3 = (1+ xˆ)(1+ yˆ)/4
ϕˆ2 = (1+ xˆ)(1− yˆ)/4, ϕˆ4 = (1− xˆ)(1+ yˆ)/4
(A.20)
The bilinear mapping from the reference space to the physical coordinate system reads [236]
Fk(xˆ) =
[
a1 a2
b1 b2
]
xˆ+
[
a3
b3
]
xˆyˆ+
[
a4
b4
]
(A.21)
In contrast to (A.16), it features an additional mixed term xˆyˆ. To improve readability, auxiliary
coefficients a1 to a4 and b1 to b4 have been introduced which are defined as follows [236]
a1 = (−x1+ x2+ x3− x4)/4, b1 = (−y1+ y2+ y3− y4)/4
a2 = (−x1− x2+ x3+ x4)/4, b2 = (−y1− y2+ y3+ y4)/4
a3 = ( x1− x2+ x3− x4)/4, b3 = ( y1− y2+ y3− y4)/4
a4 = ( x1+ x2+ x3+ x4)/4, b4 = ( y1+ y2+ y3+ y4)/4
(A.22)
Note that for bilinear finite elements, the Jacobian matrix and its inverse are no longer constant
but vary linearly in xˆ and yˆ due to the presence of the mixed term [236]
Jk =
[
a1+a3yˆ b1+b3yˆ
a2+a3xˆ b2+b3xˆ
]
J−1k =
1
detJk
[
b2+b3xˆ −(b1+b3yˆ)
−(a2+a3xˆ) a1+a3yˆ
]
(A.23)
The determinant of the Jacobian can be computed explicitly by means of the following formulation
detJk = (a1b2−a2b1)+(a1b3−a3b1)xˆ+(a3b2−a2b3)yˆ (A.24)
A remark concerning the existence of J−1k is in order. Consider the case that detJk which is linear in
each element changes its sign from one node to the other. Then the mean value theorem states that
the determinant attains zero somewhere in between such that the Jacobian Jk becomes singular. It
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can be shown that this is the case if the largest interior angle between two edges exceeds the value
pi. To put it another way, the Jacobian for bilinear finite elements is non-singular if and only if the
quadrilateral defined in physical coordinates is convex [241].
As for the linear finite elements (A.19), it is possible to give analytical expressions for the
derivatives of shape functions in physical coordinates so that gradient values of the solution can be
computed directly. However, the formulas are far more complicated than those for linear elements
∂
∂x

ϕ1
ϕ2
ϕ3
ϕ4
=
1
4detJk

b1−b2+(−b1−b3)xˆ+( b2+b3)yˆ
b1+b2+( b1+b3)xˆ+(−b2+b3)yˆ
−b1+b2+(−b1+b3)xˆ+( b2−b3)yˆ
−b1−b2+( b1−b3)xˆ+(−b2−b3)yˆ
 (A.25)
∂
∂y

ϕ1
ϕ2
ϕ3
ϕ4
=
1
4detJk

−a1+a2+( a1+a3)xˆ+(−a2−a3)yˆ
−a1−a2+(−a1−a3)xˆ+( a2−a3)yˆ
a1−a2+( a1−a3)xˆ+(−a2+a3)yˆ
a1+a2+(−a1+a3)xˆ+( a2+a3)yˆ
 (A.26)
The correctness of the above relations can be easily checked with aid of computer algebra systems.
BEdge-based matrix assembly and storage techniques
This appendix is concerned with practical aspects of the edge-based matrix assembly utilized
in Chapters 3 and 5. In particular, some useful data structures and techniques suitable for storing
large sparse matrices which are typically encountered in finite elements are reviewed and a general
framework for an edge-by-edge traversal is presented. Two alternative strategies are considered for
storing global block matrices resulting from the discretization of systems of equations, whereby
the block-wise CSR approach relies on the group finite element formulation [78].
2.1. Practical aspects of scalar matrices
Owing to the local support property of basis functions the connectivity graph of finite element
matrices is sparse. This has led to the design of specialized storage techniques for sparse matrices
[67]. It is common practice to adopt the compact row storage (CRS) or the compact column storage
(CCS) – also called Harwell-Boeing [68] – sparse matrix formats. Both techniques are largely
similar and differ only in the leading matrix dimension (row or column) that is stored en bloc.
In other words, the CCS format for matrix A is equivalent to the CRS format for the transposed
matrix AT [67]. Therefore, the decision on which format to use for a concrete application should
be based on the fact whether the matrix or its transposed are required more frequently.
Consider the scalar finite element matrix K = {ki j} and let the number of non-zero matrix
entries, i.e. (ϕi,ϕ j) 6= 0, be denoted by nnz. The idea of the compressed row storage (CRS) tech-
nique is to traverse the matrix row-by-row and put subsequent non-zeros in contiguous memory
locations of the array K(1:nnz). In addition, two auxiliary integer arrays ColumnIndex(1:nnz)
and RowPtr(1:nr+1) are required to reconstruct the original matrix structure. As the name sug-
gests, the number of rows stored in the matrix is denoted by nr. For sufficiently sparse matrices
the required amount of 2nnz+nr+1 memory positions is significantly less than that needed for the
nr×nr data array storing the full matrix including all zero entries [67].
The vector RowPrt stores the location in the array K that starts a row. In other words, all of its
entries satisfying RowPtr(i)≤ ipos≤ RowPtr(i+1)-1 belong to the ith row. For each item ipos,
the corresponding column number is stored in the ColumnIndex vector. That is, the matrix entry
located at the global position ipos belongs to the jth column if ColumnIndex(ipos)=j. By con-
vention, RowPtr(nr+1)=nnz+1 so that no violation of the upper bound of the ColumnIndex array
takes place [67]. Moreover, the column indices of each row are assumed to be stored in ascending
order so that RowPtr(i) ≤ ipos1 < ipos2 ≤ RowPtr(i+1)-1 implies that the corresponding
entries of the column index vector satisfy ColumnIndex(ipos1) < ColumnIndex(ipos2). This
ordering convention is not a compulsory property of the standard CRS format but it is crucial for
an efficient implementation of the edge-based matrix assembly [131].
Due to the importance of the matrix diagonal, it is worthwhile to introducing a third integer
array DiagonalPtr(1:nr) which stores the absolute position of the diagonal coefficient for each
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row [125]. In short, ipos=DiagonalPtr(i) denotes the global position of the diagonal matrix
entry kii = K(ipos), and hence, ColumnIndex(ipos)=i. As a result, diagonal positions can be
addressed without investigating all row entries one after the other. In what follows, this approach
will be referred to as CRS9 storage format. As an alternative, the CRS7 format with ‘leading
diagonals’ slightly modifies the vector RowPtr so that the first item ipos=RowPtr(i) points to
the location of the diagonal entry and the remaining entries of the ith row are stored in positions
RowPtr(i)+1 to RowPtr(i+1)-1 with ascending column indices [37].
Let us illustrate the two different storage techniques for the square matrix
K =

1 2 0 7
2 4 3 0
0 3 6 5
7 0 5 8

The corresponding representation in the CRS7 format with leading diagonal entry reads
K 1.0 2.0 7.0 4.0 2.0 3.0 6.0 3.0 5.0 8.0 7.0 5.0
ColumnIndex 1 2 4 2 1 3 3 2 4 4 1 3
RowPtr 1 4 7 10 13
Here and below, underlined column numbers indicate the start of a new row. If the CRS9
format is adopted the additional index vector for the diagonal entries comes into play
K 1.0 2.0 7.0 2.0 4.0 3.0 3.0 6.0 5.0 7.0 5.0 8.0
ColumnIndex 1 2 4 1 2 3 2 3 4 1 3 4
RowPtr 1 4 7 10 13
DiagonalPtr 1 5 8 12
Fig. B.1. Types of edges for mixed bi-/linear finite elements.
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For the algebraic flux correction approach [144] used in this work, edge-by-edge traversal of
the matrixK is crucial since discrete diffusion coefficients and (anti-)diffusive fluxes are associated
with the edges of the sparsity graph. In particular, there exists an edge between nodes i and
j if they share a common element as depicted in Figure B.1 for a mixed linear/bilinear finite
element discretization employed on an unstructured grid in two space dimensions. For linear
finite elements, the above definition of edges coincides with that of the physical edges (indicated
by straight lines) connecting the corner vertices. However, the use of bilinear elements gives rise
to additional internal edges (indicated by dashed lines) connecting opposite vertices. In three
dimensions, twelve internal edges need to be considered for hexahedral elements; two edges for
each face plus four edges connecting diametrically opposed vertices.
An elegant algorithm for an edge-by-edge traversal of sparse finite element matrices in CRS7
format was developed by Kuzmin [131]. In essence, the extra vector SepPtr(1:nr) is intro-
duced and used to separate the lower left from the upper right triangular matrix. To this end, each
entry is initialized by the global position of the first off-diagonal entry right to the diagonal, i.e.
SepPtr(i)=ipos such that ColumnIndex(ipos)>i and ColumnIndex(ipos-1)<i except for the
first row. Furthermore, the auxiliary vector AuxPtr(1:nr) is required which is initialized by the
values of SepPtr(1:nr) and updated step-by-step. The lower left part of the matrix is traversed
row-by-row (i.e. from RowPtr(i)+1 to SepPtr(i)) and the off-diagonal coefficient that corre-
sponds to the entry i j is processed. The global position of its counterpart ji is computed as follows:
AuxPtr(j)=AuxPtr(j)+1 so that ji=AuxPtr(j). Note that two additional vectors are required
for this algorithm, and moreover, the re-initialized needs to be performed before each traversal.
We propose a modified version of the above algorithm applicable to sparse matrices in arbitrary
CRS formats which requires only one extra vector SepPtr(1:nr). It can be operated forward and
backward so that multiple matrix traversals can be performed without the need to re-initialize some
vectors. An edge-based traversal algorithm for matrices stored in CRS9 format is as follows:
1 SepPtr(1:nr)=RowPrt(1:nr)
2 do i=1,nr
3 ii=DiagonalIndex(i)
4 do ij=SepPtr(i)+1,RowPtr(i+1)-1
5 j=ColumnIndex(ij)
6 jj=DiagonalIndex(j)
7 ji=SepPtr(j)
8 SepPtr(j)=SepPtr(j)+1
9
10 !! do something !!
11
12 end do
13 end do
Alg. B.1: Edge-based traversal of matrices stored in CRS9 format.
At the beginning, the array SepPtr points to the positions that start each row. The first loop (lines
2–13) iterates over the rows of the matrix from top to bottom. In the second loop (lines 4–12),
all off-diagonal positions in the upper right part are visited consecutively. If the matrix position
ij is processed, then the separator for the jth row points to its corresponding counterpart ji in
the lower-left triangular part. This is due to the fact that the connectivity graph of finite element
matrices is symmetric. Finally, the entry j of the separator array is increased by one (line 8) so
as to point to the location of the next matrix coefficient in the jth row. This update guarantees
that SepPtr(j) provide the position of the diagonal entry when the outer loop has reached row j,
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and hence, the inner loop starts at the first off-diagonal entry in the upper right part. The actual
procedure which performs the matrix and/or vector manipulation strongly depends on the concrete
algorithm and can be placed within the inner loop as indicated in the above algorithm.
The presented traversal strategy resembles its predecessor [131] which was designed for sparse
matrices stored in the CRS7 format. In fact, procedure B.1 can be easily adapted to leading
diagonals. To this end, the vector DiagonalIndex is replaced by RowPtr in lines 3 and 6 since it
allows to directly address the diagonal coefficients. Owing to the leading position of the matrix
diagonal, SepPtr initially points to the position of the diagonal coefficients which need to be
‘skipped’. Thus, lines 7 and 8 need to be swapped so that the diagonal separator SepPtr(j) for
row j is increased prior to recovering the position of the lower-left off-diagonal entry ji.
2.2. Practical aspects of block matrices
The compressed row storage format devised for a scalar matrix K can be readily extended to
block matrices used to represent systems of equations such as the compressible Euler equations
discussed in Chapter 5. Consider the global operator K= {Ki j} which represents a NU×NU block
matrix applicable to the multi-component solution vector U = [U1, . . . ,UNU ]
T , where each scalar
sub-vector Uk comprises the nodal solution values of the particular variable k. Of course, each
block can be stored individually as scalar sub-matrix. By virtue of the group formulation [78],
all blocks exhibit the same connectivity graph so that it suffices to maintain the auxiliary vectors
RowPtr, ColumnIndex and DiagonalIndex only once. The actual data can be saved in the three-
dimensional array K(1:nnz,1:nu,1:nu), whereby the leading dimension is assumed to be stored
contiguously in memory. The resulting memory layout of the matrix K is sketched in Figure B.2.
Let the operator K be assembled edge-by-edge following the update procedure [142]
Kii := Kii +Ai j+ Si j, Ki j :=−Ai j− Si j
K j j := K j j−Ai j+ Si j, K ji := Ai j− Si j
(B.1)
Provided the indices ii, i j, ji and j j are known, the local matrices Ai j and Si j can be evaluated
efficiently and scattered to their corresponding position in the global operator. Note that for each
edge there are 4×nu×nu isolated memory positions involved in the update procedure (B.1). As a
consequence, matrix assembly may be time consuming since memory alignment techniques and
optimized prefetching and caching strategies of modern hardware processors cannot be exploited.
On the other hand, each block represents a scalar finite element matrix so that many routines of an
existing CFD code such as matrix-vector multiplication can be reused without modifications.
As an alternative to the blockwise memory alignment, the matrix can be grouped locally
as illustrated in Figure B.3. In this case, the matrix data resides in the three-dimensional array
K(1:nu,1:nu,1:nnz), whereby the local blocks constitute the two leading dimensions and the
actual sparsity structure lags behind. Let K be assembled in a loop over edges adopting the update
procedure (B.1). As a matter of fact, each edge gives rise to only four jumps in memory; twice
to address the diagonal positions and two times for the off-diagonal entries. Once the starting
address of a block has been reached in memory, the local matrices Ai j and Si j can be applied en
bloc. However, the reimplementation of most matrix routines such as matrix-vector multiplication,
matrix factorization or matrix preconditioning is mandatory if such localized memory alignment
is employed. On the other hand, this extra effort clearly pays off since the global matrix assembly
is a crucial component of implicit schemes that consumes most of the CPU time. This special-
ized memory arrangement also needs to be reflected in the global vectors for the solution and the
right-hand side and/or defect vector. Moreover, this approach relies on the group finite element
formulation [78] which guarantees that all matrix blocks share the same sparsity pattern.
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kth row-block
jjji
ii ij ith row
lth column-block
jth row
jth column
ith column
...
kl
Fig. B.2. Memory layout for globally blocked matrices.
...
ii ij
jjji
ith row
jth row
jth columnith column
lth column-block
kth row-blockkl
Fig. B.3. Memory layout for locally blocked matrices.
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CJacobian and Transformation Matrices
In this appendix, we present the Jacobian matrices for the two-dimensional Euler equations and
the corresponding transformation matrices given by the left and right eigenvectors. The Jacobian
matrices A= (A1,A2) for the inviscid fluxes in two dimensions are given by [149, 251]
A1 =

0 1 0 0
γ2v21+ γ1v22 (3− γ)v1 (1− γ)v2 γ−1
−v1v2 v2 v1 0
γ1(v31+ v
2
2v1)−Hv1 H− (γ−1)v21 (1− γ)v1v2 γv1
 (C.1)
and
A2 =

0 0 1 0
−v1v2 v2 v1 0
γ2v22+ γ1v21 (1− γ)v1 (3− γ)v2 γ−1
γ1(v21v2+ v32)−Hv2 (1− γ)v1v2 H− (γ−1)v22 γv2
 (C.2)
where the auxiliary quantities γ1 and γ2 are defined as follows:
γ1 =
γ−1
2
, γ2 =
γ−3
2
(C.3)
For the numerical treatment it may be worthwhile to consider an arbitrary linear combination
Ae := A(U,e) = e1A1+ e2A2, e= (e1,e2), e21+ e
2
2 = 1 (C.4)
Let ve := e ·v denote the ‘projected’ velocity so that the Jacobian Ae reads as follows [225]
Ae =

0 e1 e2 0
(γ−1)qe1− v1ve ve− (γ−2)v1e1 u1e2− (γ−1)v2e1 (γ−1)e1
(γ−1)qe2− v2ve v2e1− (γ−1)v1e2 ve− (γ−2)v2e2 (γ−1)e2
[(γ−1)q−H]ve He1− (γ−1)v1ve He2− (γ−1)v2ve γve
 (C.5)
where the auxiliary quantity q= |v|/2 denotes the magnitude of the velocity. Two eigenvalues of
the cumulated Jacobian Ae are distinct and two are repeated, that is,
Λe = diag{ve− c,ve,ve+ c,ve} (C.6)
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A viable choice for the matrix of right eigenvectors Re := R(U,e) is as follows: [225]
Re =

1 1 1 0
v1− ce1 v1 v1+ ce1 e2
v2− ce2 v2 v2+ ce2 −e1
H− cve q H+ cve v1e2− v2e1
= [r1,r2,r3,r4] (C.7)
From the above expression, the matrices for the uni-directional Jacobians Ad , d = 1,2 can be
readily obtained by letting the directional vector satisfy e= [1,0] and e= [0,1], respectively [251]:
R1 =

1 1 1 0
v1− c v1 v1+ c 0
v2 v2 v2 −1
H− cv1 q H+ cv1 −v2
 R2 =

1 1 1 0
v1 v1 v1 1
v2− c v2 v2+ c 0
H− cv2 q H+ cv2 v1
 (C.8)
It should be noted that the eigenvectors of the repeated eigenvalues λ2 = λ4 = ve are not linearly
dependent. Mathematically speaking, both the geometric and the algebraic multiplicity coincide
so that a complete family of right eigenvectors is available, i.e., Re. This is not the case in three
space dimensions [225]. The algebraic multiplicity of the repeated eigenvalue ve is three but there
exist only two linearly independent eigenvectors which span a two dimensional subspace of R5.
Let us return to the two-dimensional Euler equations. The left eigenvectors can be determined
from the rows of the inverse of the nonsingular matrix Re which yields [225]
Le =

1
2(b1+
ve
c )
1
2(−b2v1− e1c ) 12(−b2v2− e2c ) 12b2
1−b1 b2v1 b2v2 −b2
1
2(b1− vec ) 12(−b2v1+ e1c ) 12(−b2v2+ e2c ) 12b2
v2−vee2
e1
e2
e22−1
e1
0
=

l1
l2
l3
l4
 (C.9)
where the auxiliary quantities q, b1 and b2 are defined as follows
q=
|v|
2
, b1 = b2q, b2 =
γ−1
c2
(C.10)
Note that the matrix of left eigenvector is singular for e1 = 0 due to the fourth row. However, this
singularity can be eliminated by replacing the first and third entry of the fourth row by [225]
v2− vee2
e1
=
v2− (e1v1+ e2v2)e2
e1
=
v2− v1e1e2− v2(1− e21)
e1
= e1ve− e2v1 (C.11)
and
e22−1
e1
=
−e21
e1
=−e1 (C.12)
respectively. It is worth mentioning that this elegant remedy is no longer possible in three space
dimensions. Hence, different matrices of left eigenvectors need to be utilized depending on the
direction of e= [e1,e2,e3] in order to avoid the formation of singularities [225].
DProof of Theorem 4.6.1
Let us represent the characterization of elements introduced in Section 4.6.3 under consideration:
Theorem 4.6.1 (Characterization of elements in 2D) Let Tm = (Em,Vm), m= 0,1, . . . be an arbi-
trary conformal triangulation that is constructed from T0 by m refinement/re-coarsening steps.
(a) If all nodes of a triangle/quadrilateral Ωk have generation number zero, then Ωk ∈ E0, that
is, the element belongs to the initial triangulation T0.
(b) If three nodes of a quadrilateral Ωk have the same generation number, then Ωk is a red
element which results from 1QB4Q refinement.
(c) If all nodes of a triangle Ωk have the same generation number, then Ωk is an inner red
element resulting from 1T B3T refinement.
(d) If exactly two consecutive nodes of a quadrilateral Ωk have largest (positive) generation
number (in the cell), then the connecting edge was introduced by a green 1QB2Q refinement
and the adjacent element Ωl constitutes the corresponding green neighbor.
(e) Let two nodes of a triangle Ωk have largest generation number (in the cell).
(e.1) If the neighbor along the edge connecting these two vertices is an inner red triangle,
then Ωk is an outer red triangle resulting from 1T B 3T refinement. The third vertex
which has smaller generation number coincides with one node of the macro element.
(e.2) Otherwise (i.e. there is no adjacent inner red triangle), element Ωk is a green triangle
which results from 1QB4T refinement of a quadrilateral into four triangles.
(f) Let one node, say Vi, of a triangle Ωk possess largest generation number (in the cell).
(f.1) If there exists a neighboring triangleΩl with two vertices with largest generation num-
ber, thenΩk is one of the two outer green triangles resulting from 1QB4T refinement.
(f.2) If there exists exactly one triangleΩl meeting at the common node Vi which has largest
generation number (in cell Ωl), then both elements result from 1T B2T refinement of
the original macro triangle Ωk∪Ωl into two green triangles.
(f.3) If there exist exactly two trianglesΩl meeting at the common node Vi which has largest
generation number (in all cells), then the three elements result from 1QB 3T refine-
ment of the original macro quadrilateral into three green triangles.
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Proof. (a) The correctness of this proposition follows by construction of the nodal generation
function (4.6.2) since all vertices that belong to the initial triangulation T0 have zero age.
(b) Let Ωk be a quadrilateral of the initial grid whose nodes Via with a = 1,2,3,4 belong
to generation zero by construction, i.e. Via ∈ G0 . If we subdivide Ωk regularly into the four
quadrilaterals Ωk1 , . . . ,Ωk4 , the five inserted nodes Vib with b = 5, . . . ,9 belong to the first vertex
generation G1 by definition of the generation function (4.6.2). Consequently, each red quadrilateral
Ωka with a = 1,2,3,4 has exactly three vertices with same positive age one (see Fig. D.1). Note
Fig. D.1. Regular subdivision of a quadrilateral from the initial triangulation.
that green quadrilaterals need to be converted to red ones prior to performing further refinement. It
therefore suffices to start from a red quadrilateral and prove proposition (b) by induction. Without
loss of generality let Ωk be a red quadrilateral for which three nodes belong to Gq. The remaining
vertex coincides with a node of the macro elements and belongs to some previous generation, say,
Gq−r, where r > 0. Owing to the generation function (4.6.2) all five vertices satisfy Vib ∈ Gq+1 for
b= 5, . . . ,9 so that each red subelement has exactly three nodes with the same age (see Fig. D.2).
Fig. D.2. Regular subdivision of a quadrilateral from an arbitrary triangulation.
(d) Obviously, 1QB 2Q refinement can only be applied to an element from the initial trian-
gulation (cf. proposition (a)) or to a red quadrilateral which is characterized by the presence of
exactly three vertices that exhibit the same age (cf. proposition (b)). Since green elements cannot
be refined it suffices to consider all possible situations to prove proposition (d) which is trivial.
(c) LetΩk be a triangle of the initial grid whose nodes Via with a= 1,2,3 belong to generation
zero. If we subdivideΩk regularly into the four trianglesΩk1 , . . . ,Ωk4 all newly introduced vertices
Vib with b= 4,5,6 belong to the first generation so that all nodes of the interior triangle are of unit
age. Let Ωk be an inner red triangle for which all vertices have the same age Gq. If 1T B 4T
refinement is applied to Ωk, three new vertices are inserted at the midpoints of the edges. Since all
nodes of the macro elementΩk belong to generation Gq, the generation number of the new vertices
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is given by g(Vib) = q+1 for b= 4,5,6. Thus, all nodes of the inner red triangle satisfy Vib ∈ Gq+1
for b= 4,5,6 which proves proposition (c) for an inner triangle (see Fig. D.3).
Fig. D.3. Regular subdivision of an inner red triangle.
In order to show that proposition (c) is also true if regular refinement is applied to an outer
red triangle assume that proposition (e.1) holds for the time being. That is, exactly two vertices
of the outer red triangle Ωk have the same age, i.e. g(Vi1) = g(Vi2) = q, and the third node Vi3
coincides with some vertex of the macro element, and hence, it belongs to Gq−r, where r > 0.
By construction of the generation function (4.6.2), the age of the new vertices Vib with b= 4,5,6
equals q+1 so that all nodes of an inner red triangle feature the same generation (see Fig. D.4).
Fig. D.4. Regular subdivision of an outer red triangle.
(e.1) Following the details presented above, it is clear that all outer red triangles resulting from
regular refinement of the initial triangulation possess two nodes belonging to the first generation,
whereas one vertex has age zero. To prove proposition (e.1) by induction, let us consider an inner
red triangle Ωk and perform regular subdivision into four triangles Ωk1 , . . . ,Ωk4 . It follows from
proposition (c) that the three vertices Via for a = 1,2,3 of the macro element Ωk belong to the
same generation Gq, so that all new nodes Vib for b = 4,5,6 inserted at the midpoints of edges
possess age q+1. In other words, each outer triangle Ωk1 ,Ωk2 ,Ωk3 , is connected to one vertex Via
with a ∈ {1,2,3} of the macro element Ωk and exactly two new nodes Vib with b ∈ {4,5,6}. The
latter ones represent the corners of the interior red triangle Ωk4 (see Fig. D.3).
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Conversely, letΩk be an outer red triangle that is refined regularly (see Fig. D.4). Without loss
of generality let Vi1 ,Vi2 ∈ Gq so that the third vertex Vi3 ∈ Gq−r, where r > 0 belongs to the macro
element. By construction of the generation function (4.6.2), all new vertices Vib with b = 4,5,6
are assigned age q+1. Hence, each outer triangle Ωk1 ,Ωk2 ,Ωk3 shares one common vertex Via for
a ∈ {1,2,3} with the macro element Ωk, whereas the remaining nodes satisfy Vib ∈ Gq+1, where
b ∈ {4,5,6}. The latter ones constitute the corners of the interior triangle Ωk4 so that (e.1) holds.
Let us emphasize the fact that green elements cannot be refined further so that the remaining
propositions can be shown step-by-step without the need to adopt induction arguments.
(f.2) Let the element Ωk be subdivided into two green triangles. Note that the bisected edge
must be shared by two red quadrilaterals or red triangles since green refinement cannot take place
by its own. All possible cases are depicted in Figure D.5. The left sketch corresponds to an element
of the initial triangulation, whereas the right figure illustrates the situation for an inner (r = 0) and
outer (r > 0) triangle, respectively. There exist exactly two triangles sharing the unique vertex
Vi4 with largest generation number. By construction, all other elements meeting at node Vi4 have
two (outer red triangle) and three (inner red triangle/quadrilateral) vertices belonging to generation
Gq+1, respectively. Thus, cells resulting from 1T B2T refinement can be identified by (f.2).
Fig. D.5. Bisection of a triangle into two green elements.
(f.3) Let the quadrilateralΩk be subdivided into three green triangles as depicted in Figure D.6.
Obviously, the common vertex Vi4 is the most recent one. It is therefore the unique node that
features largest generation number Gq+1 in each subelement Ωk1 ,Ωk2 ,Ωk3 . Arguing as above, i.e.
there are only red elements adjacent to the bisected edge), all other cells meeting at node Vi4 must
have at least two vertices of age q+1 which completes the proof of proposition (f.3).
Fig. D.6. Subdivision of a quadrilateral into three green triangles.
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(e.2) and (f.1) Consider the quadrilateral Ωk and perform 1QB4T refinement into four green
triangles Ωk1 , . . .Ωk4 as illustrated in Figure D.7. By definition of the generation function (4.6.2),
element Ωk1 has two nodes which feature largest age Gq+1 (q = 0 left and q > 0 right) but the
elements adjacent to the corresponding edge does not satisfy property (c) of an inner red triangle.
Hence, proposition (e.1) does not hold for the element under consideration so that Ωk1 is a green
triangle resulting from a 1QB4T refinement. The same argumentation can be applied to Ωk3 .
Fig. D.7. Subdivision of a quadrilateral into four green triangles.
It follows from Figure D.7 that vertex Vi5 is the unique node of element Ωk2 that has largest
age. All other cells meeting at Ωk2 possess one or more vertices of the same generation. For the
green triangles resulting from the 1QB 4T refinement this property can be readily seen from the
above illustration. Moreover, elements which are adjacent to the bisected edges must be either red
triangles or quadrilaterals, and therefore, two or three vertices possess largest age (cf. propositions
(b), (c) and (e.1) above). In fact, the same arguments can be applied to the triangle Ωk4 .
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