Equation of state of atomic solid hydrogen by stochastic many-body wave
  function methods by Azadi, Sam et al.
Equation of state of atomic solid hydrogen by stochastic many-body wave
function methods
Sam Azadi,1 George H. Booth,1 and Thomas D. Ku¨hne2
1)Department of Physics, King’s College London, Strand, WC2R 2LS London,
United Kingdoma)
2)Department of Chemistry, Paderborn Center for Parallel Computing, Paderborn University, 33098 Paderborn,
Germany
(Dated: 3 September 2020)
We report a numerical study of the equation of state of crystalline body-centered-cubic (BCC) hydrogen, tack-
led with a variety of complementary many-body wave function methods. These include continuum stochastic
techniques of fixed-node diffusion and variational quantum Monte Carlo, and the Hilbert space stochastic
method of full configuration interaction quantum Monte Carlo. In addition, periodic coupled-cluster methods
were also employed. Each of these methods is underpinned with different strengths and assumptions, but
their combination in order to perform reliable extrapolation to complete basis set and supercell size limits
gives confidence in the final results. The methods were found to be in good agreement for equilibrium cell
volumes for the system in this phase, with a lattice parameter of 3.31 Bohr.
I. INTRODUCTION
A stochastic description of quantum mechanics has sig-
nificant advantages in the understanding of quantum sys-
tems, especially when a large number of degrees of free-
dom are involved. The main advantage of this approach
relies on the exploitation of well-established mathemati-
cal bounds derived from probability theory and stochas-
tic processes to control the convergence of these prop-
erties. In this picture, quantum particles move along
stochastic trajectories, and expectation values can be for-
mulated as ensemble averages over the space of these tra-
jectories. In practice, we exploit the similarity between
the Schro¨dinger equation in imaginary time, which is a
linear, parabolic partial differential equation, and the
diffusion equation. The efficiency of Monte Carlo ap-
proaches relies on the use of random numbers to sample
the N -dimensional phase-space space of configurations,
where N is the number of variables1–3.
Quantum Monte Carlo (QMC) approaches to large,
ab initio systems with realistic many-body Hamiltoni-
ans have provided some of the most accurate and reli-
able descriptions of both Fermionic and Bosonic quan-
tum matter1,4,5. The most established QMC techniques
include variational Monte Carlo (VMC)6,7, and diffusion
Monte Carlo (DMC)8, and have been successfully applied
to a variety of realistic quantum materials, including
chemical systems9,10, and solids11,12. The key advantages
of these QMC methods is their efficient large-scale par-
allelization, low scaling with system size, and predictive
accuracy. Diffusion Monte Carlo is at present the most
commonly used QMC technique for high-precision wave
function-based predictions of material properties13,14.
DMC works with an ensemble of (almost) independent
’walkers’ or ’configurations’, whose stochastically realised
a)Electronic mail: sam.azadi@kcl.ac.uk
dynamic ensures that they explore the Fermionic config-
uration space of the system. Beginning with a trial wave
function, samples of the ground state wave function of
the system are projected onto by applying the imaginary
time operator, exp(−τH ). The dominant open prob-
lem preventing the exact numerical calculation of many-
electron systems by DMC is the Fermionic sign prob-
lem which arises from the antisymmetric nature of many-
body wave function with respect to electron exchange. A
widespread practical solution for this problem is the so-
called fixed-node (FN) approximation15. In this, a many-
electron nodal surface is defined as the one coinciding
with that given by a trial many-electron wave function.
This trial state is a function of 3N variables and the trial
nodal surface is the (3N − 1)-dimensional hypersurface
on which the function is zero, and across which the wave
function amplitude changes sign. The approximation en-
sures that the hypersurface of the sampled wave function
in DMC coincides with that of the trial wave function.
This FN algorithm gives the lowest-energy many-electron
state with the given nodal surface16, which ensures that
it is a variational approximation. In principle, this ap-
proximation would be exact if the applied nodal bound-
aries coexisted with the exact nodal surface of the many-
Fermionic wave function. In practice however, the errors
in FN DMC energies are usually about 5% of the corre-
lation energy for commonly used trial states.
An alternative approach tackle the Fermionic sign
problem is to allow the exact nodal surface to be an
emergent property of the underlying algorithm. Such a
simulation would therefore not require initial information
of a trial nodal surface. It was demonstrated that such
property can be obtained in full configuration-interaction
quantum Monte Carlo (FCIQMC)17–21. This technique
can be applied to Fermionic systems after projection into
a discrete basis set familiar to conventional quantum
chemistry approaches. It was demonstrated that this
method can converge to capture the complete correla-
tion energy, or full configuration-interaction (FCI) solu-
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2tion, for the given basis set. There are a number of sim-
ilarities and differences between the DMC and FCIQMC
approaches to stochastic realisation of quantum systems.
Both techniques run a long-time integration of the imag-
inary time Schro¨dinger equation. However, while DMC
works in continuous real space, FCIQMC spans the
Hilbert space of Slater determinants. In DMC walkers
follow the diffusion equation, while in FCIQMC the prop-
agation step is based on a population dynamics of cre-
ation and death processes. In DMC and FCIQMC the
wave function is rendered by walkers representing a spe-
cific configuration, which enables the methods to stochas-
tically sample the wave function without storing the ex-
ponential number of amplitudes in the space. The key
step of the FCIQMC algorithm which allows the nodal
structure of the wave function to emerge, is walker anni-
hilation. Since each walker has a defined sign (or phase
for complex-valued wave functions), if two configurations
with opposite signs simultaneously occupy the same de-
terminant, both walkers are deleted from the simulation.
The walker annihilation mechanism has also been ex-
plored in DMC and Green’s function Monte Carlo22,23.
Solving realistic many-body Hamiltonians is the main
challenge in condensed matter physics and quantum
chemistry. Traditional quantum chemical methods, in-
cluding coupled-cluster (CC) theory24–29 and configura-
tion interaction (CI)30, have been developed for solving
the Schro¨dinger equation, primarily for chemical systems
described by a given one-particle basis set. These ap-
proaches truncate the wave function to a specific ansatz,
which can be relaxed to define a systematic hierarchy
of approximation to exactness. Due to the compu-
tational complexity of these quantum chemical meth-
ods, applying this systematic hierarchy of methods for
extended systems and solids is in its early stages of
research31–37. Application of FCIQMC to realistic solids
also demonstrated a promising route for providing refer-
ence ground state many-electron energies with which to
benchmark quantum-chemical techniques including the
coupled-cluster (CC) ansatz. On the other hand, many
alternate approaches for dealing with the high dimension-
ality of real extended systems have been developed, in-
cluding local truncations, single-particle Green function
methods, other Monte Carlo algorithms, and embedding
techniques, all of which also benefit from comparison to
higher accuracy approaches rather than experiment38–41.
In this work we compute the equation of state of atomic
solid hydrogen in the body centered cubic (BCC) struc-
ture using CC, FCIQMC and DMC techniques. The
study of BCC phase of solid hydrogen is critical in the
understanding of the origin of metallic magnetism for
this system. Many theoretical and numerical investi-
gations have concentrated on this atomic phase of solid
hydrogen42–50. Despite the fact that at low densities the
atomic phase is not the most stable structure of solid hy-
drogen, investigations into this simple but realistic sys-
tem can provide qualitative insight into metal-insulator
transitions, and also supply a reference for commonly
used mean-field approximations such as local density ap-
proximation. In this work we consider the ground state
energy of the paramagnetic BCC phase of solid hydrogen
within density regimes 1.1 < rS < 2.4, in which the para-
magnetic phase is more stable than antiferromagnetic
and ferromagnetic states. We compare the FCIQMC re-
sults with CCSD which are obtained using the same basis
set and system size. We then extend the investigation to
include the use of DMC to allow extensions to larger sys-
tem sizes and without a substantial basis set dependence.
Since DMC results are not constrained by basis size, the
DMC and FCIQMC values are not directly compared,
but instead provide a complementary description which
can be combined to provide accurate estimates of the
correlation energy in the thermodynamic and complete
basis set limits.
II. COMPUTATIONAL METHODS
We briefly describe the full configuration interaction
Monte Carlo and Diffusion Monte Carlo approaches.
Both methods have been presented in more detail in pre-
vious work5,17,61, but less often alongside each other.
A. FCIQMC Method
In FCIQMC, we first require the choice of a basis of
2M one-particle spin-orbitals φn, from which the space
of all possible N -electron determinants from the set of
spin-orbitals can be constructed, as
Di = Di1,...,iN =
1√
N !
|φi1 ...φin | =
1√
N !
∣∣∣∣∣∣∣
φi1(r1) ... φi1(rN )
φi2(r1) ... φi2(rN )
... ... ...
φiN (r1) ... φiN (rN )
∣∣∣∣∣∣∣ (1)
With this set of determinants as an N -body basis, the
wave function can be expanded as:
|Ψ〉 =
∑
ci|Di〉, (2)
with the optimal coefficients ci the ones which variation-
ally minimise
E(ci) =
〈Ψ|Ĥ|Ψ〉
〈Ψ|Ψ〉 . (3)
These optimal coefficients are found from the solution of
the matrix eigenvalue problem∑
j
Hijcj = E
FCI
0 ci, (4)
where Hij = 〈Di|H|Dj〉. This FCI approach captures all
possible correlation energy within the basis of orbitals,
3and is therefore in principle systematically improvable
as the basis is enlarged, albeit at exponential cost. Due
to the basis incompleteness error, the calculated total
energies are therefore often higher than FN-DMC ener-
gies, but cancellation of errors in general is more reli-
able in appropriately optimized quantum chemical basis
sets. However, the total number of determinants expo-
nentially increases with system and basis size, hence the
appeal of a stochastic approach which can deal with such
high-dimensional spaces.
The FCIQMC algorithm converges to the FCI (lowest
energy) eigenvector of the FCI matrix eigenproblem of
Eq. 4, via the solution of the imaginary-time Schro¨dinger
equation. The master equation governing the stochastic
walker dynamics is given by
dci(t)
dt
= −
∑
j
[Hij − (EHF + S)δij]cj(t)
= −
∑
j
(Kij − Sδij)cj(t). (5)
The amplitude of each determinant is then coarse-grained
by a variable resolution, with the vast majority of ampli-
tudes then represented at any single FCIQMC iteration
by a zero amplitude. By representing the wave function
at any single iteration just by the walkers (necessarily
with non-zero weight) rather than the amplitudes, there
is then a significant compression of the wave function in-
formation, and the storage requirements to describe this
snapshot of the wave function is decoupled from the size
of the underlying Hilbert space. The success of the al-
gorithm therefore relies on the ability to perform this
compression whilst maintaining a faithful representation
of the state, hence exploiting the sparsity inherent in its
representation. The (signed) population of walkers then
sample the configuration space (qi), updating each iter-
ation depending on a choice of time step (∆t), through
a series of ‘spawning’ steps on connected configurations,
and ‘death’ steps which generally reduce the local popula-
tion of walkers. These spawning and death steps stochas-
tically update the amplitude on a determinant via
q
(n+1)
i = q
(n)
i −∆t
∑
j
(Kij − Sδi,j)q(n)j , (6)
where qi is the random variable denoting the instanta-
neous walker population on configuration |Di〉. These
walker dynamics are not dissimilar to a first-order ap-
proximation to those of DMC, where the propagator is
G˜ = I − (H − SI)∆t instead of G = exp(−(H − SI)∆t),
but without importance sampling or the fixed-node ap-
proximation. As long as ∆t ≤ 2/(Emax − S), FCIQMC
will formally yield the exact ground sate without any
time-step error. The energy can be extracted as
E(t) =
〈exp(−tHˆ)D0|Hˆ|D0〉
〈exp(−tHˆ)D0|D0〉
(7)
= EHF +
∑
j 6=0
cj(t)〈Dj|Hˆ|D0〉
c0(t)
(8)
= EHF +
〈∑j6=0 qj(t)Hj0〉
〈q0(t)〉 , (9)
where |D0〉 represents a trial state51,52.
In keeping with all general Fermionic QMC techniques,
there is also a sign problem which afflicts FCIQMC53. In
order to ensure that the annihilation is sufficient in or-
der to allow the exact nodal structure of the FCI wave
function to emerge, the number of walkers must be large
enough, and while this number is generally much smaller
than the dimensionality of the entire Hilbert space, it
still grows exponentially with system size. To reduce
the number of walkers required for high accuracy, the
FCIQMC algorithm can be improved with the ‘initia-
tor’ approximation19. Initiator FCIQMC is a systemati-
cally improvable approximation18,20, whereby the deter-
minants are divided into two classes, labelled ‘initiator’
and ‘non-initiator’. Initiator determinants are allowed to
create new walkers on unoccupied determinants. How-
ever non-initiator determinants are only allowed to cre-
ate new walkers on already occupied determinants. The
label of initiator or non-initiator is chosen depending on
the current population of walkers on any determinant,
with the threshold nadd used to determine this label.
This dynamic adaptation helps the walker population
to stabilize a sign structure at far lower walker num-
bers, at the cost of introducing a small systematic error.
This error can be systematically reduced as the number
of walkers is increased which enlarges the set of initia-
tors. Other adaptations in recent years have also im-
proved the accuracy and scope of the method, including
the computation of excited states54,55, unbiased molecu-
lar properties56–58 and its use as a solver within an active
space framework59,60.
B. Diffusion Monte Carlo
The diffusion quantum Monte Carlo method is a
stochastic technique for many-electron systems with a
much longer history than FCIQMC. Any solution of the
time-dependent Schro¨dinger equation can be expanded
in the eigenfunctions of the Hamiltonian, Φn(R), as
Ψ(R, τ) = ΣncnΦn(R) exp(−Enτ) (10)
where En is the eigenvalue corresponding to Φn, and
τ = it. One can find that Ψ(R, τ → ∞) '
c0Φ0(R) exp(−E0τ) which is proportional to the ground
state wave function. In principle therefore, the
Schro¨dinger equation can be solved by propagating an ar-
bitrary wave function in imaginary time for long enough.
4This propagation can be seen in the differential form of
the imaginary-time Schro¨dinger equation, as
−1
2
∇2Ψ(R, τ) + [V (R)− ET ]Ψ(R, τ)
= − ∂
∂τ
Ψ(R, τ) (11)
where ∇2 = Σi∇2i acts over all coordinates in vector
R, and ET is a constant energy offset. This equation is
equivalent to a diffusion equation, in which Ψ(R) repre-
sents the density of particles at point R. The particles
diffuse with diffusion coefficient D = 1/2, and are ab-
sorbed with rate V (R) − ET . Assuming Ψ(R, τ) is a
probability density, we distribute an initial set of walkers
with probability density given by Ψ(R, τ). The walkers
then diffuse and can be removed or created according.
This can be simulated via a stochastic process, whereby
in the limit τ → ∞, the walkers would be distributed
according to the ground sate wave function.
For a Fermionic system, a wave function Ψ(R) must
have both positive and negative regions to be antisym-
metric with respect to particle exchange. Hence, it can
not be used as a probability density. This problem
can be overcome by using a guiding function f(R, τ) =
ΨT (R)Ψ(R, τ). Provided ΨT (R) and Ψ(R, τ) have the
same nodal surface, f(R, τ) has the same sign over all
configuration space, and can be interpreted as a prob-
ability distribution function. By multiplying both sides
of the imaginary-time Schro¨dinger equation by ΨT , we
obtain
−∂f
∂τ
= −1
2
∇2f +∇.[fv] + [EL − ET ]f (12)
where v(R) = ∇ΨT (R)/ΨT (R) and EL(R) =
HˆΨT (R)/ΨT (R). If we consider f as a probability dis-
tribution, this equation is the Fokker-Planck equation
describing the diffusion of non-interacting classical par-
ticles, with an imposed drift velocity v(R, τ) and ab-
sorption coefficient [EL(R)−ET ]. We can therefore dis-
tribute a set of particles according to an initial distribu-
tion f(R, 0) = |ΨT (R)|2, and let them evolve according
to the Fokker-Planck equation. In the limit of τ → ∞,
the walkers will be distributed according to the minimal
energy wave function with the same nodal surface as the
trial wave function. The quality of the nodal surface of
the trial wave function therefore determines an uncon-
trolled error in DMC. In practice, the trial wave function
is optimised by variational Monte Carlo (VMC) before
being used in DMC. Generally, lower VMC energy imply
a better nodal surface62,63.
We define a drift-diffusion operator Dˆf = − 12∇2f +
∇.[fv] and an absorption operator Aˆf = [EL − ET ]f .
These two operators can be combined into a Hamiltonian
Hˆ = Dˆ + Aˆ, so that equation 12 can be expressed as
−∂f∂τ = Hˆf , and in an integral form, as
f(R, τ) =
∫
G(R,R′, τ)f(R′, τ)dR′ (13)
where the Green’s function G(R,R′, τ) =
〈R′| exp(−τHˆ)|R〉 indicates the probability of a
configuration moving from R to R′ in time τ .
Green’s function Monte Carlo (GFMC) developed
by Kalos, allows the sampling of these Green’s
functions2. The Trotter-Suzuki formula exp(−τHˆ) =
exp(−τAˆ/2) exp(−τDˆ) exp(−τAˆ/2) + O(τ3) and the
fact that the absorption term corresponding to the
local energy of the trial function can be written as
exp(−τAˆ/2)|R〉 = exp(−τ [EL(R) − ET ]/2)|R〉, the
Green’s function can be written as
G(R,R′, τ) ' exp(−τ [EL(R)− ET ]/2)
〈R| exp(−τDˆ)|R′〉 exp(−τ [EL(R′)− ET ]/2). (14)
The matrix element 〈R| exp(−τDˆ)|R′〉 is the Green’s
function for walkers diffusing with drift current fv. For
small τ these can be approximated as
〈R|e−τDˆ|R′〉 = 1
(2piτ)3N/2
exp
[
− (R−R
′ − τv)2
2τ
]
(15)
and the Green’s function
G(R,R′, τ) =
1
(2piτ)3N/2
exp
[
− (R−R
′ − τv)2
2τ
]
× exp [−τ/2(EL(R) + EL(R′))− 2ET ](16)
G(R,R′, τ) describes the probability of the fermionic sys-
tem propagating from configuration R to R′ in time τ .
Further details of the implementation of the DMC algo-
rithm are discussed in ref. 62.
In practice, the DMC algorithm is initialized with a set
of configurations Ri distributed according to f(R, 0) =
|ΨT (R)|2, where ΨT (R) is obtained from a prior VMC
calculation. To propagate the configurations through
time interval τ , we apply the drift-diffusion step, select-
ing the move R − R′ to satisfy the Green’s function of
Eq. 16. The configuration can branch or die based on the
exp [−τ/2(EL(R) + EL(R′))− 2ET ] factor, where ET is
varied to control the population of configurations. The
initial few time-steps serve to eliminate the contribution
of the excited states from the wave function Ψ(R). This
equilibration phase lasts until the walkers have settled
into their equilibrium distribution, after which the statis-
tics of the desired expectation values can be accumulated.
The separation of the Green’s function into the drift-
diffusion and branching term is only valid in the limit of
small time-step τ . The time-step bias can be controlled
by running two separate DMC simulations with different
τ and extrapolating the results to τ = 0. For small τ ,
the time-step bias error is proportional to τ68.
C. Simulation setup
FCIQMC calculations were performed using the
NECI64 package. The periodic Hartree-Fock calcula-
tions from which the single particle orbitals were ex-
tracted, and CCSD calculations were carried out using
5PySCF65,66. The Gaussian basis sets of SZV, DZVP,
and TZVP67 were used for all basis set calculations. The
density fitting technique was used for dealing with the
divergence of long-range Coulomb interaction in periodic
CCSD calculation. For FCIQMC simulations, 4 × 107
number of walkers were used for higher densities, which
increased up to 1.5× 108 for larger simulation cells. The
FCIQMC calculations were performed using the integrals
in FCIDUMP format64.
Our VMC and DMC calculations were performed using
the CASINO QMC package62 and a trial wave function
of Slater-Jastrow form. The one-electron orbitals were
extracted from DFT calculations using the Quantum
Espresso code70. A norm-conserving DFT pseudopoten-
tial with the Perdew-Zunger parameterization of the lo-
cal density approximation71 was used. For converging to
the complete basis-set limit72, we set a basis set cutoff
of 5.0× 103 eV. The Jastrow term J(R), which captures
most of the dynamical correlation between electrons and
is a positive, symmetric, explicit function of interparti-
cle distances, consisted of polynomial one-body electron-
nucleus (en), two-body electron-electron (ee), and three-
body electron-electron-nucleus (een) terms, the parame-
ters of which were optimized by variance minimization
at the variational Monte Carlo level73,74. The main ap-
proximation in the DMC results is the fixed-node approx-
imation, which can be improved by including backflow
transformation in the trial wave function75. The BCC
conventional cell, which was used to build a supercell for
all calculations, includes two hydrogen atoms located at
the corner and centre of the cell that were fixed for all the
studied densities and only the lattice parameter changed
for each rS .
III. RESULTS AND DISCUSSION
A. FCIQMC and CCSD
Figure 1 shows representative convergence of the
FCIQMC correlation energy in mEa per atom for BCC
crystalline hydrogen at different densities within a DZVP
basis and a simulation cell of 16 hydrogen atoms and 80
orbitals. The total number of walkers in the calculation
for each unit cell volume was grown in stages, to check
the convergence of the energy estimator. The number of
walkers required to achieve convergence with respect to
the initiator error varied between the cell sizes, from 40
million walkers at compressed geometries, to 150 million
walkers at the expanded geometries where stronger cor-
relation effects are expected to be prevalent. Remaining
systematic error is expected to be sub-mHa per atom,
resulting in confidence in its ability to benchmark other
approaches.
We evaluate the convergence of the energy with respect
to the basis set size, considering both the DZVP (with
5 orbitals per atom) and the smaller SZV basis (which
has only one basis functions per atom). Table I gives the
FIG. 1. (Colour online) Convergence of FCIQMC correlation
energy per atom as a function of iteration. The simulation
cell consists of 16 hydrogen atoms with a DZVP basis set and
80 orbitals for two representative densities. Walker number
and simulation length were determined in order to surpass
mHa/atom accuracy for each simulation. 50 million number
of walkers is used for each density.
rS E
SZV
tot E
DZV P
tot
1.1630 -0.4300(1) -0.4638(1)
1.3956 -0.4875(1) -0.5135(1)
1.6282 -0.5038(1) -0.5271(1)
1.8608 -0.5046(2) -0.5203(1)
2.0935 -0.5011(1) -0.5121(1)
2.3261 -0.49981(4) -0.5016(1)
TABLE I. FCIQMC total energy in Hartree/atom, which are
obtained using SZV, and DZVP basis sets, at different densi-
ties. The simulation cell includes 16 hydrogen atoms. Paren-
theses denote the stochastic error obtained from a blocking
analysis in the previous digit. rS is in atomic unit.
FCIQMC energies of the system at different densities up
to accuracy of 0.1 mH/atom, which represents the con-
fidence in the accuracy of the FCIQMC considering the
likely remaining systematic error, as well as the stochas-
tic error estimate from a blocking analysis. We compare
these results to those of coupled-cluster theory (CCSD),
obtained within the pyscf simulation package. Table II
gives the CCSD energies of BCC atomic hydrogen with
two atoms per primitive unit cell, which were obtained
using SZV, DZVP, and TZVP basis sets and a 2× 2× 2
k-point mesh, at different densities.
From these results, we can obtain the equation of state
(EOS) of BCC atomic hydrogen for these restricted basis
sets and 2×2×2 simulation cells. This is shown in Fig. 2
for both FCIQMC and CCSD methods. Agreement be-
tween these two methods is excellent at higher densities,
where the single-reference nature of the CCSD ansatz is
expected to perform well. Around the equilibrium cell
volumes, at rS = 1.6282 and rS = 1.8608 a.u the dif-
ference between FCIQMC-SZV and CCSD-SZV energies
are -0.97, and -2.4 mHa/atom, respectively. At expanded
6rS E
SZV
tot E
DZV P
tot E
TZV P
tot
1.1630 -0.430469 -0.461751
1.3956 -0.487386 -0.513529 -0.513879
1.6282 -0.502846 -0.524253 -0.524793
1.8608 -0.502244 -0.518626 -0.519386
2.0935 -0.496091 -0.508172 -0.509355
2.3261 -0.489972 -0.498029 -0.499688
TABLE II. CCSD total energy in Hartree/atom, which are
obtained using SZV, DZVP, and TZVP basis sets at different
densities. The primitive cell includes two hydrogen atoms,
sampled with a 2× 2× 2 k-point grid. rS is in atomic unit.
cell volumes however, the correlation energy captured by
FCIQMC increases significantly over the CCSD results
for both basis sizes, with the FCIQMC-SZV energy 9.8
mHa/atom lower than CCSD-SZV at the rS = 2.3261
a.u. cell volume. This is anticipated, due to the increas-
ing levels of stronger correlation effects present in the
system, and evidenced by the increasingly multiconfigu-
rational nature of the FCIQMC calculation.
Using DZVP basis set introduces a major energy gain
in FCIQMC and CCSD calculations. At the equilibrium
cell volume, the difference between FCIQMC-DZVP and
FCIQMC-SZV is 23.3 mHa/atom. Once again, the agree-
ment between FCIQMC and CCSD at compressed cells
is excellent, with the agreement getting worse as the cell
expands. However, this discrepancy between the CCSD
and FCIQMC at the expanded geometries is less in this
larger basis, pointing to an overestimation of the rela-
tive importance of the strong correlation in small basis
sets, while larger basis sets are able to more effectively
screen these strong correlations. This improved descrip-
tion of the screening available in the larger basis results in
a qualitatively different shape to the EOS, reducing the
compressibility of the system, and predicting an equilib-
rium volume of rS = 1.6282 a.u., corresponding to a BCC
lattice parameter of 3.307 Bohr. We were also then able
to extend the basis for the CCSD calculation to the larger
TZVP basis. This increased basis did not qualitatively
change the EOS, with the energies only deviating from
parallel to the DZVP basis by just over 1 mHa/atom
across all considered densities. Furthermore, it was not
possible to compute the converged CCSD value at the
most compressed geometry due to significant linear de-
pendency of the basis at these bond lengths.
B. Diffusion Monte Carlo
The results of variational and diffusion Monte Carlo
calculations at a cell volume of rs = 1.3956 a.u. with
16 atoms are shown in Table. III. These show that the
dominant error in the DMC values derives from the fixed
node approximation, since the accuracy of the DMC is
almost independent of the flexibility afforded by the Jas-
trow component of the trial wave function, which does
not affect the nodal structure significantly. This suggests
FIG. 2. Total energy per atom obtained by CCSD with
SZV, DZVP, and TZVP basis sets, and FCIQMC with SZV,
and DZVP basis sets, as the unit cell volume is varied. The
same supercell of 16 Hydrogen atoms was used for CCSD and
FCIQMC simulations.
Trial state VMC Variance DMC
Slater -0.47194(5) 3.01(2) -0.50715(1)
Slater+2bJ -0.50101(3) 0.6990(9) -0.507470(6)
Slater+2,1bJ -0.50110(3) 0.698(3) -0.507471(9)
Slater+2,1,3bJ -0.50118(3) 0.719(2) -0.507473(6)
Slater+BF -0.46487(7) 4.4(1) -0.50795(3)
Slater+1,2,3bJ+BF -0.50429(3) 0.6244(8) -0.50851(1)
TABLE III. VMC and DMC energies of BCC atomic
Hydrogen at rS = 1.3956 a.u. The energies for differ-
ent trial wave functions, given as a Slater determinant
without Jastrow term, Slater determinant with two-body
Jastrow (Slater+2bJ), with two- and one-body Jastrow
(Slater+2,1bJ), and with two-, one, and three-body Jastrow
(Slater+2,1,3bJ ); Slater with only Backflow (Slater+BF),
and Backflow and Jastrow with one-, two-, and three-body
terms (Slater+1,2,3bJ+BF). Simulation cell contains 16 hy-
drogen atoms.
that while the importance of the two-body Jastrow is sig-
nificant for the VMC energies, it may be more efficient
to consider a trial wave function for DMC which has not
included the 2-body Jastrow terms. The 1-body Jastrow
terms are also found to be negligible in this system, with
the 3-body terms also found to be less important to the
DMC energy than the inclusion of backflow correlations.
It is found that this backflow reduces the DMC energy by
0.8 mHa/atom, which is more than twice the energy gain
from inclusion of the 2-body Jastrow. The importance
of backflow in high-density matter has been seen before,
where in the homogeneous three-dimensional electron gas
with rS < 5 the effects of backflow were found to domi-
nate over those introduced by three-body correlations77.
Indeed, for this pure hydrogen system, the inclusion of all
Jastrow terms and backflow transformation into the wave
function results in only a ∼1.36 mHa/atom improvement
in the DMC total energy compared to just using a sin-
gle Slater determinant trial state. This energy gain is
7smaller than chemical accuracy, and so is unlikely to be
worthwhile in general for pure hydrogen systems.
C. Finite size convergence
Using a finite simulation cell to mimic the properties of
a periodic system introduces finite-size (FS) errors, which
is one of the main challenges in the application of many-
body techniques to extended systems. These FS errors
have a number of different origins, including the descrip-
tion of the kinetic energy, the periodic Ewald interaction,
and exchange energy78–81. Therefore, careful control to
mitigate the finite simulation cells and ensure that de-
sired quantities are converged with respect to these er-
rors is essential for reliable results. Here, we employ the
standard finite-size extrapolation technique introduced
by Ceperley and co-workers82 for reducing the FS errors.
We used the fitting formula
EMB,∞ ∼ EMB,N + α(E0,∞ − E0,N ) + β/N (17)
where α and β are fitting parameters, and E0 is the en-
ergy of system obtained via a single-particle or mean-field
approach. EMB,N represents the many-body energy of
the finite system of N interacting electrons. Using this
form, we extrapolated the CCSD-SZV and DMC energies
to the infinite system size limit. For the CCSD-SZV cal-
culations, the E0,∞ value is approximated to be the HF
energy of the system for that density, obtained using an
8× 8× 8 k-point mesh. For the DMC extrapolation, the
local density approximation was used with a 24×24×24
k-point mesh to obtain E0,∞.
The top panel of Figure 3 shows CCSD-SZV energies
which are calculated at four supercell sizes and different
densities, up to a maximum supercell size of 4 × 4 × 4.
The bottom panel shows the extrapolation of the DMC
energies at each density (computed with the Slater with
one- and two-body Jastrow trial wave function), up to
the largest supercell size with 432 atoms. The final
CCSD-SZV and DMC energies extrapolated to the in-
finite system size limit, estimated from Eq. 17, are given
in table IV, along with the standard deviation in the
fit. However, the comparison between these approaches
is fundamentally limited by the small basis size (SZV)
of the extrapolated CCSD results, which was required in
order to reach the large supercell sizes.
As a correction for the CCSD results to mitigate this
small basis, we can assume that the basis set error be-
tween SZV and DZVP is independent of supercell size,
with these errors therefore being additive. This allows
us to compute a final basis set correction which can be
applied to the extrapolated CCSD results at the SZV
basis level. Furthermore, we can similarly compute the
energetic correction between CCSD and FCIQMC in the
DZVP basis sets, and also consider this as a correction
for the correlated physics beyond the CCSD ansatz in the
thermodynamic limit, to obtain a final equation of state
for the system.
FIG. 3. Total energies for CCSD in an SZV basis set (top
panel) and DMC (bottom panel), as a function of the inverse
number of atoms in the supercell, for a range of cell volumes.
DMC energies are obtained using a large plane wave basis set
with energy cutoff 5000 eV. A two parameter fit to Eq. 17 is
used to extrapolate to the infinite system size limit, given in
table IV.
D. BCC atomic solid hydrogen equation of state
Figure 4 illustrates the EOS of BCC atomic solid hy-
drogen which is obtained from FCIQMC, CCSD, and
DMC methods. FCIQMC and CCSD results calculated
within a DZVP basis set, are shown for both a finite
supercell of 16 hydrogen atoms, and also the values
estimated via extrapolation to the infinite system size
limit. The DMC energies are also shown having been
extrapolated to the thermodynamic limit. Encourag-
ingly, all three many-body wave function-based meth-
ods (FCIQMC, CCSD and DMC), which operate under
very different assumptions and approximations, give the
same equilibrium density for this phase, which is found
to be reliably close to rS = 1.65 a.u. This is despite the
8rS/a.u. ECCSD,∞ σCCSD EDMC,∞ σDMC
1.1630 -0.43095(2) 0.206(5) -0.45069(7) 0.233(8)
1.3956 -0.48117(1) 0.135(3) -0.50827(5) 0.145(7)
1.6282 -0.492595(9) 0.121(3) -0.52315(2) 0.111(4)
1.8608 -0.488757(9) 0.124(3) -0.520355(6) 0.048(3)
2.0935 -0.470905(1) 0.008(1) -0.515105(6) 0.049(2)
2.3261 -0.46240(1) 0.165(4) -0.504769(5) 0.040(2)
TABLE IV. Extrapolated CCSD and DMC energies to infi-
nite system size limit ECCSD,∞ and EDMC,∞, and the stan-
dard deviation σ in the extrapolation for each density. The
CCSD energies are extrapolated from results within an SZV
basis set. The DMC energies are obtained using Slater+2,1bJ
trial wave function. Energies are in Ha/atom, and the num-
ber in parentheses provides the variance of the parameter es-
timate.
FIG. 4. EOS of BCC solid atomic hydrogen. FCIQMC-
DZVPN and CCSD-DZVPN denote results obtained with a 16
atom supercell and DZVP basis set, while FCIQMC-DZVPinf
and CCSD-DZVPinf are estimated results extrapolated to the
infinite system size limit. DMCinf shows the DMC energies
also extrapolated to the thermodynamic limit.
FCIQMC and CCSD being built on HF orbitals, while
DMC operates in the continuum, with the nodal surface
built on the Kohn-Sham LDA determinant, yet all three
methods agree that the BCC atomic solid hydrogen with
two atoms per cell has a minimum ground state energy
at lattice parameter 3.307 Bohr.
However, although the equilibrium agreement is good,
it is clear that discrepancies between the approaches re-
mains, with the 2× 2× 2 supercell CCSD and FCIQMC
results in better agreement with the extrapolated DMC
results than their extrapolated counterparts. This dis-
crepancy is likely to be due to the thermodynamic limit
extrapolation for the CCSD, which was calculated only
for the small SZV basis sets, which have previously been
shown to be qualitatively different to the improved DZVP
basis sets. This likely dominant source of error is a key
focus for improvements in this equation of state going
forwards.
The extrapolation to infinite system size limit of DMC
energies indicates that the FS correction in DMC calcu-
lation, regardless of the density of studied systems, is al-
ways positive. Hence, the DMC energies of finite systems
are lower than the DMC energy at the thermodynamic
limit. In contrast, the CCSD FS analysis shows that the
slope of the fitted linear function of energy with respect to
1/N is positive for the density range of rS < 2.0. There-
fore the FS correction is negative (depends on the density
of system), and the total energy per atom at infinite sys-
tem size limit is lower than the total energy per atom of
finite system. The slope of fitted line changes the sign by
decreasing the density, and the CCSD FS correction for
rS > 2.0 is positive. The behaviour of CCSD FS errors as
function of system size is driven by the size of employed
basis set. For the CCSD FS analysis, the SZV basis set,
with insufficient number of orbitals per atom of one, was
used. Analysing the numerical data demonstrates that
the CCSD-SZV correlation energy strongly depends on
the density and sharply decreases by enlarging the cell
volume. Whereas the CCSD-DZVP and CCSD-TZVP
correlation energies are almost independent of the cell
size within studied density window.
IV. CONCLUSION
We report a numerical study of the equation of state for
BCC solid hydrogen at density range of 1.1 < rS < 2.4
using many-body stochastic wave-function techniques of
FCIQMC, VMC, and DMC, as well as the determinis-
tic quantum chemical periodic coupled-cluster method.
Consideration was given to both basis set convergence,
using the SZV, DZVP and TZVP basis sets. It was
found that while significant additional correlation was
captured at the level of FCIQMC for expanded cell sizes
compared to CCSD, at compressed and equilibrium ge-
ometries, these results agree well. The SZV basis was
found to give a qualitatively different equation of state
compared to larger basis sets, however was used to de-
sign a finite-size correction at each density to account for
the restricted supercell sizes. This was performed via ex-
trapolation of the CCSD results in the SZV basis for four
different system sizes, and is found to be highly density
dependent.
These results were compared to the results of VMC and
DMC calculations, which are complementary approaches
which operate in the continuum and therefore avoid much
of the basis set error, however suffer from nodal restric-
tions. Systematically improving the flexibility of the trial
state was shown to significantly improve the VMC en-
ergy by 29.24 mHa/atom, while the DMC energy gain is
∼0.323 mHa/atom compared with a single not-optimised
LDA Slater determinant trial wave function. Since the
Jastrow optimisation for large real Hamiltonian systems
can be quite expensive, the DMC results predict that
for the pure hydrogen systems the dynamical correlation
contribution in the ground state energy is small and can
be disregarded in practical DMC calculation. Finite size
9extrapolation from simulated DMC supercells up to 432
atoms in simulation cell was shown to have a different
character compared to the CCSD extrapolation, and is
likely more reliable. Combining the results of all meth-
ods showed an excellent agreement in the prediction of
the equilibrium lattice parameter of 3.307 Bohr. How-
ever, discrepancies remained in the broader shape of the
equation of state, likely arising from the restricted basis
sets required for the thermodynamic limit extrapolation.
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