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Abstract
An algorithm to compute a good basis of the Brieskorn lattice of a cohomologically
tame polynomial is described. This algorithm is based on the results of C. Sabbah
and generalizes the algorithm by A. Douai for convenient Newton non–degenerate
polynomials.
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Introduction
Let f : Cn+1 //
C
with n ≥ 1 be a cohomologically tame polynomial func-
tion [1]. This means that no modification of the topology of the fibres of f
comes from infinity. In particular, the set of critical points C(f) of f is finite.
Then the reduced cohomology of the fibre f−1(t) for t /∈ C(f) is concentrated
in dimension n and equals Cµ where µ is the Milnor number of f . Moreover,
the n–th cohomology of the fibres of f forms a local system Hn on C\D(f)
where D(f) = f(C(f)) is the discriminant of f . Hence, there is a monodromy
action of the fundamental group Π1(C\D(f), t) on H
n
t .
The Gauss–Manin systemM of f is a regular holonomic module over the Weyl
algebra C[t]〈∂t〉 with associated local system H
n on C\D(f). The Fourier
transform G := M̂ of M is the C[τ ]〈∂τ 〉–module defined by τ := ∂t and
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∂τ = −t. The monodromy T∞ of M around D(f) can be identified with the
inverse of the monodromy T̂0 of G at 0. It turns out that ∂t is invertible on
M and hence G is a C[τ, θ]–module where θ := τ−1. A finite C[τ ]– resp. C[θ]–
submodule L ⊂ G such that L[θ] = G resp. L[τ ] = G is called a C[τ ]– resp.
C[θ]–lattice. The regularity of M at ∞ implies that G is singular at most in
{0,∞} and where 0 := {τ = 0} is regular and ∞ := {θ = 0} of type 1. In
particular, the V–filtration V• on G at 0 consists of C[τ ]–lattices.
The Brieskorn lattice G0 ⊂ G is a t–invariant C[θ]–submodule of G such that
G = G0[τ ]. C. Sabbah [1] proved that G0 is a free C[t]– and C[θ]–module of
rank µ. In particular, G is a free C[τ, θ]–module of rank µ. By definition, the
spectrum of a C[θ]–lattice L ⊂ G is the spectrum of the induced V–filtration
V•(L/θL) and the spectrum of f is the spectrum of G0.
C. Sabbah [1] showed that there is a natural mixed Hodge structure on the
moderate nearby cycles ofG with Hodge filtration induced by G0. This leads to
the existence of good bases of the Brieskorn lattice. For a basis φ = φ1, . . . , φµ
of a t–invariant C[θ]–lattice,
t ◦ φ = φ ◦ (Aφ + θ2∂θ)
where Aφ ∈ C[θ]µ×µ. A C[θ]–basis φ of G0 is called good if A
φ = A
φ
0 + θA
φ
1
where A
φ
0 , A
φ
1 ∈ C
µ×µ,
A
φ
1 =

α1
. . .
αµ

and φi ∈ VαiG0 for all i ∈ [1, µ]. One can read off the monodromy T∞ = T̂
−1
0
from Aφ immediately. The diagonal α = α1, . . . , αµ is the spectrum of f and
determines with grV1 A0 the spectral pairs of f . The latter correspond to the
Hodge numbers of the above mixed Hodge structure.
Analogous results to those above were first obtained in a local situation where
f : (Cn, 0) // (C, 0) is a holomorphic function germ with an isolated critical
point [2,3,4,5,6,7]. In this situation, the role of the Fourier transform is played
by microlocalization and the algorithms in [8,9] compute A0 and A1 for a
good C{{θ}}–basis of the (local) Brieskorn lattice. But [9] and [8, 7.4–5] do
not apply to the global situation.
A. Douai [10] explained how to compute a good basis of G0 if f is convenient
and Newton non–degenerate using the equality of the V– and Newton filtration
[11,1] and a division algorithm with respect to the Newton filtration [12,13].
The intention of this article is to describe an explicit algorithm to compute
a good basis of G0 for an arbitrary cohomologically tame polynomial f . This
2
algorithm is based on the following idea:
Let x = x0, . . . , xn be a coordinate system on C
n+1. Then the Brieskorn lattice
G0 can be identified with the quotient
C[x, θ]
/ n∑
i=0
(∂xi(f)− θ∂xi)(C[x, θ])
of non–finite C[θ]–modules. The degree with respect to x defines an increasing
filtration C[x, θ]• by finite C[θ]–modules on C[x, θ] and hence
Gk,l0 := C[x, θ]k
/(
C[x, θ]k ∩
n∑
i=0
(∂xi(f)− θ∂xi)(C[x, θ]l)
)
are finite C[θ]–modules. For k ≫ 0 and l ≫ 0, Gk,l0 = G0 by the finiteness of
G0. But, a priori, there is no bound for these indices.
By Gro¨bner basis methods, one can compute cyclic generators φ of a t–
invariant C[θ]–sublattice Gk,l0 ⊂ G0. By an argument of A. Khovanskii and
A. Varchenko [11], Gk,l0 = G0 if and only if the mean values of the spectra
coincide. By the t–invariance of Gk,l0 , one can compute the spectrum of G
k,l
0
like that of G0 below. The mean value of the spectrum of G0 is known to be
n+1
2
. So if the mean value of the spectrum of Gk,l0 is not
n+1
2
then one has to
increase k. This process terminates with Gk,l0 = G0.
Then one can compute Aφ for the C[θ]–basis φ of G0. By a saturation process,
one can compute the V–filtration and, by a Gro¨bner basis computation, the
spectrum of G0 and the Hodge filtration. Then one can compute a C[τ, θ]–
basis of G which is compatible with the V–filtration refined by an opposite
Hodge filtration. In terms of this basis, one can compute a good basis of G0
by a simultaneous normal form computation and basis transformation.
We denote rows vectors v by a lower bar and column vectors v by an upper
bar. In general, lower indices are column indices and upper indices are row
indices. We denote by {M} the set and by 〈M〉R the R–linear span of the of
columns of a matrix M . We denote by lead the leading term and by lexp the
leading exponent with respect to a monomial ordering. We denote by E the
unit matrix and by ei the ith unit vector.
1 Gauss–Manin system
Let f : Cn+1 //
C
with n ≥ 1 be a polynomial function. Let O be the sheaf
of regular functions and (Ω•, d) the complex of polynomial differential forms on
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Cn+1. Then the Gauss–Manin System f+O of f is represented by the complex
of left C[t]〈∂t〉–modules
(Ω•+n+1[∂t], d− ∂tdf)
[5, 15] and has regular holonomic cohomology [14, VII.12.2]. The coefficients
of the differentials are the differentials of the complexes (Ω•, d) and (Ω•, df).
Lemma 1 (Poincare´ Lemma) The complex of C–vector spaces
0 //
C
// (Ω•, d) // 0
is exact [15, Ex. 16.15].
From now on, we assume that set of critical points C(f) of f is finite. Then
the following lemma holds.
Lemma 2 (De Rham Lemma)
(1) Hk(Ω•, df) = 0 for k 6= n+ 1.
(2) dim
C
Hn+1(Ω•, df) <∞.
Proof. If C(f) is finite then
C[x]/〈∂(f)〉 ∼= Ωn+1/df ∧ Ωn−1 = Hn+1(Ω•, df)
is a finite C-vector space and hence ∂(f) is a regular sequence in C[x]. Then
the cohomology of the Koszul complex (Ω•, df) is concentrated in dimension
n+ 1 [15, Cor. 17.5].
The imageM0 of Ω
n+1 inM := H0(f+O) is the key for an algorithmic approach
to the Gauss–Manin system. It determines the differential structure of M and
it can be identified with a quotient of C[x].
Proposition 3
(1) Hk(f+O) = 0 for k /∈ {−n, 0}.
(2) ∂t is invertible on M .
(3) M0 = Ω
n+1/df ∧ dΩn−1.
Proof. This follows from Lemma 1 and 2 and [5, 15.2.2].
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The Fourier transform M̂ of M is the left C[τ ]〈∂τ 〉–module defined by the
isomorphism
τ := ∂t, ∂τ := −t
of C[τ ]〈∂τ 〉 and C[t]〈∂t〉 [16, 2.1]. By Proposition 3, M is a C[θ]〈∂θ〉–module
with
θ := τ−1, ∂θ := −τ
2∂τ
and M0 is a C[θ]-submodule. Note that t = θ
2∂θ.
Definition 4 Let G be the C[θ]〈∂θ〉-module M̂ . Then the Brieskorn lattice G0
of f is the C[θ]〈t〉-submodule M0 of G.
Since M is regular at ∞, G is singular at most in {0,∞} where 0 := {τ = 0}
is regular and ∞ := {θ = 0} of type 1 [17, V.2.a].
From now on, we assume that f is cohomologically tame. By definition [1, 8],
this means that there is a compactification
C
n+1
 j
//
f
$$H
H
H
H
H
H
H
H
H
H C
n+1
f

C
where Cn+1 is quasi–projective and f is proper such that, for all t ∈ C, the
support of the vanishing cycle complex φf−tR j∗Q is a finite subset of C
n+1.
In particular, C(f) is finite and hence, by Lemma 2, the Milnor number
µ := dim
C
Hn+1(Ω•, df) = dim
C
(Ωn+1/df ∧ Ωn)
of f is finite. Then the following theorem holds.
Theorem 5 (C. Sabbah [1, 10.1–3]) G0 is a free C[t]– and C[θ]–module
of rank µ.
In particular, G is a free C[τ, θ]–module of rank µ.
2 Brieskorn lattice
A finite C[τ ]– resp. C[θ]–submodule L ⊂ G such that L[θ] = G resp. L[τ ] = G
is called a C[τ ]– resp. C[θ]–lattice. By Theorem 5, a lattice is free of rank µ. In
terms of a C[θ]–basis of G0, the C[θ]〈∂θ〉–module structure of G is determined
by the basis representation of t on G0. The following lemma shows that the
latter is determined by a matrix with coefficients in C[θ].
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Definition 6 Let φ be a basis of a t–invariant C[θ]–sublattice L ⊂ G. Then
the matrix Aφ ∈ C[θ]µ×µ of t with respect to φ is defined by
φAφ := tφ.
Lemma 7 Let φ be a basis of a t–invariant C[θ]–sublattice L ⊂ G. Then
t ◦ φ = φ ◦ (Aφ + θ2∂θ).
Proof. Since t = θ2∂θ,
t ◦ φ
(∑
k
pkθ
k
)
= t
∑
k
φpkθ
k
=
∑
k
t(φpk)θ
k + φpkθ
2∂θθ
k
= φ ◦
(
Aφ + θ2∂θ
)(∑
k
pkθ
k
)
and hence t ◦ φ = φ ◦ (Aφ + θ2∂θ).
The following lemma gives a presentation of the C[θ]〈t〉–module G0. This
presentation shall be used to compute t on G0.
Lemma 8 There is an isomorphism of C[θ]〈t〉–modules
G0 = Ω
n+1[θ]/(df − θd)(Ωn[θ]).
Proof. By Theorem 5,
G = Ωn+1[τ, θ]/(df − θd)(Ωn[τ, θ]).
By definition, G0 is the image of Ω
n+1[θ] in G and hence
G0 = Ω
n+1[θ]
/(
(df − θd)(Ωn[τ, θ]) ∩ Ωn+1[θ]
)
.
By Lemma 2, d ker(df) ⊂ df ∧ dΩn−1 ⊂ ker(df) and hence
(df − θd)(Ωn[τ, θ]) ∩ Ωn+1[θ] = (df − θd)(Ωn[θ]).
Let x = x0, . . . , xn be coordinates on C
n+1 with corresponding partial deriva-
tives ∂ = ∂x0 , . . . , ∂xn . Let
t := f + θ2∂θ ∈ C[x, θ]〈∂θ〉.
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Then, by Lemma 8, we can identify
G = C[x, τ, θ]/(∂(f)− θ∂)(C[x, τ, θ]n+1)
as C[τ, θ]〈t〉–modules and
G0 = C[x, θ]/(∂(f)− θ∂)(C[x, θ]
n+1)
as C[θ]〈t〉–modules. These modules are quotients of non–finite C[θ]–modules.
On the numerator and denominator, the degree with respect to x defines an
increasing filtration by finite C[θ]–modules. The following algorithm computes
t on G0 by an approximation process with respect to these filtrations.
Definition 9 The degree degx with respect to x defines an increasing filtration
C[x, θ]• on C[x, θ] by finite C[θ]–modules
C[x, θ]k := {p ∈ C[x, θ] | degx(p) ≤ k}
such that tC[x, θ]• ⊂ C[x, θ]•+deg(f). We define the finite C[θ]–modules
Gk0 := C[x, θ]k
/(
(∂(f)− ∂θ)(C[x, θ]n+1) ∩ C[x, θ]k
)
,
Gk,l0 := C[x, θ]k
/(
(∂(f)− ∂θ)(C[x, θ]n+1l ) ∩ C[x, θ]k
)
.
Algorithm 1
Input: (a) A cohomologically tame polynomial f ∈ C[x].
(b) An integer k ≥ 0.
Output: (a) A vector φ ∈ C[x, θ]µ such that [φ] is a basis of a t–invariant C[θ]–
lattice Lk ⊂ G0 and Lk = G0 for k ≫ 0.
(b) The matrix A = A[φ] ∈ C[θ]µ×µ.
(1) Set l := k.
(2) Set l := l + 1.
(3) Compute a reduced Gro¨bner basis
g := GB
(
(∂(f)− ∂θ)(xαei) | (α, i) ∈ N
n+1 × [0, n], |α| ≤ l
)
of (∂(f) − ∂θ)
(
C[x, θ]n+1l
)
with respect to a monomial ordering > on
{xαθi | (α, i) ∈ Nn+1 ×N} such that
|α| > |β| ⇒ α > β,
(α, i) > (β, j)⇔ α > β ∨ (α = β ∧ i > j)
for all (α, i), (β, j) ∈ Nn+1 ×N.
(4) Find the minimal k0 with
k0 < |α| ≤ k ⇒ x
α ∈ 〈lead(g)〉C[θ].
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(5) Compute φ ∈ C[x, θ]γk0 such that [φ] are cyclic generators of
Gk0,l0 = C[x, θ]k0/〈gi | degx(gi) ≤ k0〉C[θ]
∼= G
k,l
0
and ρ := rk(Gk0,l0 ) using [18, 2.6.3].
(6) If ρ > µ or γ > ρ = µ then go to (2).
(7) If ρ < µ then set k := k + 1 and go to (2).
(8) If k0 + deg(f) > k then set k := k + 1 and go to (2).
(9) If [φ] is not a C–basis of C[x]/〈∂(f)〉C[x] then set k := k + 1 and go to
(2).
(10) Compute a normal form NF(tφ, g) of tφ with respect to g.
(11) Compute the basis representation A ∈ C[θ]µ×µ of [NF(tφ, g)] with respect
to the C[θ]–basis [φ] of Lk := G
k0,l
0 .
(12) Return φ and A.
Lemma 10 Algorithm 1 terminates and is correct.
Proof. Since ∂(f)− ∂θ is C[θ]–linear,
(∂(f)− ∂θ)(C[x, θ]n+1l ) =
〈(∂(f)− ∂θ)(xαei) | (α, i) ∈ N
n+1 × [0, n], |α| ≤ l〉C[θ].
By definition of the monomial ordering,
(∂(f)− ∂θ)(C[x, θ]n+1l ) ∩ C[x, θ]k = 〈gi | degx(gi) ≤ k〉C[θ]
and hence, by definition of k0,
Gk,l0 = C[x, θ]k/〈gi | degx(gi) ≤ k〉C[θ]
∼= C[x, θ]k0/〈gi | degx(gi) ≤ k0〉C[θ] = G
k0,l
0 .
Because of step (2), l is strictly increasing for fixed k. There are C[θ]–linear
maps
Gk,l0
pik,l
// //Gk0

 ιk //G0
where ιk is an isomorphism for k ≫ 0 and pik,l is an isomorphism for fixed
k and l ≫ 0. By Theorem 5, Gk0 is a free C[θ]–module of rank at most µ.
Hence, if condition (6) holds then pik,l is not an isomorphism and if condition
(7) holds then ιk is not an isomorphism.
By Theorem 5, there is a ψ ∈ C[x, θ]µ such that [ψ] is a C[θ]–basis of G0. In
particular, ιk is an isomorphism for k ≥ degx(ψ) and hence
ιk ◦ pik,l : Gk,l0


// //G0
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is an isomorphism and conditions (6) and (7) do not hold for k ≥ degx(ψ) and
l ≫ 0. By Lemma 8, for each α ∈ Nn+1, there is a matrix Mα ∈ C[θ]µ×µ such
that
xα − ψMα ∈ (∂(f)− ∂θ)(C[x, θ]n+1).
If |α| > degx(ψ) then x
α−ψMα ∈ (∂(f)− ∂θ)(C[x, θ]nl )∩C[x, θ]|α| and hence
xα ∈ lead((∂(f)− ∂θ)(C[x, θ]n+1l )) = 〈lead(g)〉C[θ]
for l ≫ 0. Hence, by definition of k0, k0 ≤ degx(ψ) for k > degx(ψ) and l ≫ 0
and, in particular, condition (8) does not hold for k ≥ degx(ψ) + deg(f) and
l ≫ 0. Since [ψ] is a C[θ]–basis of G0, [ψ] is a C–basis of
G0/θG0 = C[x]/〈∂(f)〉C[x]
and hence condition (9) does not hold for k ≥ degx(ψ) and l ≫ 0. This proves
that the algorithm terminates.
Since [φ] is a C–basis of C[x]/〈∂(f)〉C[x] = G0/θG0, ι
k ◦ pik,l is injective and
[φ] is a basis of the C[θ]–lattice Lk = G
k0,l
0 ⊂ G0. Since φ ∈ C[x, θ]
µ
k0
and
k0 + deg(f) ≤ k, tφ ∈ C[x, θ]
µ
k and hence, by definition of k0, NF(tφ, g) ∈
C[x, θ]µk0. By Lemma 8,
t[φ] = [tφ] = [NF(tφ, g)] = [φA] = [φ]A
and hence Lk is t–invariant and A = A
[φ]. This proves that the algorithm is
correct.
A priori, we do not know a k0 such that Lk = G0 for all k ≥ k0. We shall solve
this problem by a criterion on the spectrum with respect to the V–filtration.
3 V–filtration
Definition 11 The V–filtration V• on C[τ ]〈∂τ 〉 is the increasing filtration by
V0C[τ ]〈∂τ 〉–modules
V−kC[τ ]〈∂τ 〉 := τ
k
C[τ ]〈τ∂τ 〉,
Vk+1C[τ ]〈∂τ 〉 := VkC[τ ]〈∂τ 〉+ ∂τVkC[τ ]〈∂τ 〉
for all k ≥ 0.
Proposition 12 There is a unique V•C[τ ]〈∂τ 〉–good filtration V• on G by
C[τ ]–lattices such that τ∂τ + α is nilpotent on gr
V
α G for all α.
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Proof. Since G is regular at 0, this follows from [19, 2.3.2, 4.1, 5.1.5].
Definition 13 V•G is called the V–filtration on G.
The following criterion shall be used to compute the V–filtration on G.
Lemma 14 Let L ⊂ G be a τ∂τ–invariant C[τ ]–lattice with
spec(−τ∂τ ∈ End(L/τL)) ⊂ [α, α− 1)
for some α. Then L = VαG.
Proof. Let spec(−τ∂τ ∈ End(L/τL)) = {α} with
α ≥ α1 > · · · > αν > α− 1
Let φ : L/τL //L be a C[τ ]–basis of L and
Cαi := φ(ker((τ∂τ + αi)
µ ∈ End(L/τL)))
for all i ∈ [1, ν]. Let
Uαj−p := τ
p
ν⊕
i=j
Cαi ⊕ τ
p+1L
for all i ∈ [1, ν] and p ∈ Z. Then U• is an increasing filtration on G by τ∂τ–
invariant C[τ ]–lattices. By construction, τ∂τ + αi − p is nilpotent on gr
U
αi−p
G
and Uαi−p = τ
pUαi for all i ∈ [1, ν] and p ∈ Z. Since
∂τUαj−p = τ
p−1(τ∂τ + p− 1)
ν⊕
i=j
Cαi ⊕ τ
p(τ∂τ + p)L
⊂ τ p−1(τ∂τ + p− 1)
ν⊕
i=j
Cαi ⊕ τ
p(τ∂τ + p)
j−1⊕
i=1
Cαi + Uαj−p,
Uαj−p+1 = τ
p−1
ν⊕
i=j
Cαi ⊕ τ
p
j−1⊕
i=1
Cαi ⊕ τ
p+1L
⊂ τ p−1
ν⊕
i=j
Cαi ⊕ τ
p
j−1⊕
i=1
Cαi + Uαj−p,
∂τUαj−p + Uαj−p = Uαj−p+1 for p > αj + 1 and hence U• is V•C[τ ]〈∂τ 〉–good.
Then, by Proposition 12, U•G = V•G and hence L = VαG.
The following algorithm computes the V–filtration using the criterion in Lemma
14. For a given C[θ]–lattice with C[θ]–basis φ, L := 〈φ〉C[τ ] is a C[τ ]–lattice
with C[τ ]-basis φ and −τ∂τφ = φB where B = τA
φ ∈ C[τ, θ]µ×µ. By a sat-
uration process of L with respect to τ∂τ , L is replaced by a τ∂τ–invariant
10
C[τ ]–lattice and φ is modified such that B ∈ C[τ ]µ×µ. Then a sequence of
basis transformations modifies φ such that spec(B0) ⊂ [α, α− 1) for some α.
Algorithm 2
Input: The matrix A = Aφ ∈ C[θ]µ×µ for a basis φ of a t–invariant C[θ]–lattice
L ⊂ G.
Output: (a) A matrix U ∈ C[θ]µ×µ such that φU is a C[τ ]–basis of Vα for some
α.
(b) A matrix B =
∑
i≥0Biτ
i ∈ C[τ ]µ×µ such that −τ∂τ (φU) = φUB and
spec(B0) = {α} with α ≥ α1 > · · · > αν > α− 1.
(1) (a) Set k := 0 and U0 := E ∈ C
µ×µ.
(b) Until {(τA− τ∂τ )(Uk)} ⊂ 〈Uk〉C[τ ] do:
(i) Set k := k + 1.
(ii) Compute Uk ∈ C[θ]
µ×µ with deg(Uk) ≤ k(deg(A)− 1) such that
〈Uk+1〉C[τ ] = 〈Uk〉C[τ ] + 〈(τA− τ∂τ )(Uk)〉C[τ ].
(c) Set U := Uk.
(2) (a) Set B =
∑
i≥0Biτ
i := U−1(τA− τ∂τ )(U) ∈ C[τ ]
µ×µ.
(b) Compute {α} := spec(B0) and j ∈ [1, ν] such that
α1 > · · · > αj > α1 − 1 ≥ αj+1 > · · · > αν .
(c) If j = ν then return U and B.
(d) Compute U0 ∈ GLµ(C) such that
U−10 BU0 =
B1,1 B1,2
B2,1 B2,2

where
spec(B1,10 ) = {α1, . . . , αj},
spec(B2,20 ) = {αj+1, . . . , αν},
B1,20 = 0, and B
2,1
0 = 0.
(e) Set U =
(
U1 U2
)
:= UU0 and
B =
B1,1 B1,2
B2,1 B2,2
 := U−10 BU0.
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(f) Set U :=
(
U1 τ
−1U2
)
and
B :=
 B1,1 τ−1B1,2
τB2,1 B2,2 + E
 .
(g) Set αi := αi + 1 for i = j + 1, . . . , ν.
(h) Reorder α and redefine j ∈ [1, ν] such that
α1 > · · · > αj > α1 − 1 ≥ αj+1 > · · · > αν .
(i) Go to (2c).
Remark 15
(1) If A = A0 + θA1 then Uk = U0 = E.
(2) If
B =
B1,1 B1,2
0 B2,2

with spec(B1,10 ) = {α1, . . . , αj} and spec(B
2,2
0 ) = {αj+1, . . . , αν} then one
can choose
U0 =
E U1,20
0 E
 .
Lemma 16 Algorithm 2 terminates and is correct.
Proof.
(1) By Lemma 7,
〈φUk+1〉C[τ ] = 〈φUk〉C[τ ] + 〈φ ◦ (τA− τ∂τ )(Uk)〉C[τ ]
= 〈φUk〉C[τ ] + τ〈φ ◦ (A + θ
2∂θ)(Uk)〉C[τ ]
= 〈φUk〉C[τ ] + τ∂τ 〈φUk〉C[τ ]
and hence {〈φUk〉C[τ ]}k≥0 is an increasing sequence of finite C[τ ]–modules.
Since 〈φU0〉C[τ ] = C[τ ]
µ, one can choose Uk ∈ C[θ]
µ×µ. The V–filtration
on G consists of finite and hence Noetherian τ∂τ–invariant C[τ ]–modules.
For some α, {φ} ⊂ VαG and hence 〈φUk〉C[τ ] ⊂ Vα for all k ≥ 0. This im-
plies that the sequence {〈Uk〉C[τ ]}k≥0 is stationary. Then 〈φU〉C[τ ] ⊂ G
is a τ∂τ–invariant C[τ ]–lattice.
(2) By Lemma 7, −τ∂τ ◦ φ = τt ◦ φ = φ ◦ (τA− τ∂τ ) and hence
−τ∂τ ◦ φU = φU ◦ (B − τ∂τ ).
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The τ∂τ–invariance of the C[τ ]–lattice 〈φU〉C[τ ] is preserved since
(
U1 τ
−1U2
)
=
(
U1 U2
)E
τ−1E
 ,
 B1,1 τ−1B1,2,
τB2,1 B2,2 + E
 =
E
τE
(
B1,1 B1,2
B2,1 B2,2
− τ∂τ
)E
τ−1E
 ,
and B1,2τ−1 ∈ C[τ ]j×(µ−j). The index j is strictly increasing since
spec(B0) = spec
B1,10 − E τ−1B1,20
0 B2,20

= {α1, . . . , αj, αj+1 + 1, . . . , αν + 1}
and hence the algorithm terminates. Then L := 〈φU〉C[τ ] ⊂ G is a τ∂τ–
invariant C[τ ]–lattice with spec(−τ∂τ ∈ End(L/τL)) ⊂ [α, α − 1) for
α := α1. Hence, by Lemma 14, L = Vα and φU is a C[τ ]–basis of VαG.
4 Spectrum
The spectrum with respect to the V–filtration shall be used to check equality
of C[θ]–lattices.
Definition 17
(1) The spectrum spec(F•) : Q //N of an increasing filtration F• on a
finite vector space V is defined by
spec(F•)(α) := dim(gr
F•
α V )
for all α ∈ Q. The spectrum spec(F•) of a decreasing filtration F
• on V
is defined analogously.
(2) The spectrum of a C[θ]–lattice L ⊂ G is defined by
spec(L) := spec(V•(L/θL)).
(3) The spectrum of f is defined by
spec(f) := spec(G0).
The following algorithm computes the spectrum of a t–invariant C[θ]–lattice
by computing a Gro¨bner basis compatible with the V–filtration.
13
Algorithm 3
Input: (a) A matrix B =
∑
i≥0Biτ
i ∈ C[τ ]µ×µ such that −τ∂τφ = φB for a
C[τ ]–basis φ of Vα and spec(B0) = {α} with α ≥ α1 > · · · > αν >
α− 1.
(b) A matrix M ∈ C[τ, θ]µ×µ such that φM is a basis of a t–invariant
C[θ]–lattice L ⊂ G.
Output: The spectrum σ = spec(L) ∈ QN.
(1) Compute U0 ∈ GLµ(C) such that
U−10 B0U0 =

B10
. . .
Bν0

where Bi0 ∈ C
µi×µi with spec(Bi0) = {αi} for i ∈ [1, ν].
(2) Set φ = (φi)i∈[1,ν] := φU0 and M := U
−1
0 M .
(3) Compute a minimal Gro¨bner basis
M := GB(M) ∈ C[θ]µ×µ
compatible with the ordering > on {θkφi | (k, i) ∈ Z× [1, ν]} defined by
(k, i) > (l, j) :⇔ k > l ∨ (k = l ∧ i > j)
for all (k, i), (l, j) ∈ Z× [1, ν].
(4) Return σ ∈ QN with
σ(k + αi) := #
(
{lead(M)}(k,i)
)
for all (k, i) ∈ Z× [1, ν].
Lemma 18 Algorithm 3 terminates and is correct.
Proof. Since −τ∂τφ = φB,
−τ∂τ (θ
lφj) ≡ θqφj(Bj0 + q) mod
⊕
(k,i)≤(l,j)
〈θkφi〉C
with spec(Bj0 + l) = {αj + l}. Then, by Lemma 14,
Vαj+lG =
⊕
(i,k)≤(j,l)
θk〈φi〉C
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and hence, since M is a minimal Gro¨bner basis,
spec(L)(αj + l) = dimC gr
V
α+l(L/θL)
= dim
C
(
(grV L/θ grV L)αj+l
)
= dim
C
(
〈lead(M)〉C[θ]/θ〈lead(M)〉C[θ])(q,j)
)
= dim
C
(
(〈lead(M)〉C)(l,j)
)
= #
(
{lead(M)}(l,j)
)
for all (l, j) ∈ Z× [1, ν].
The following lemma reduces the problem of equality of C[θ]–lattices to the
problem of equality of filtrations on a finite vector space.
Definition 19 A C[θ]–lattice L ⊂ G defines an increasing filtration L• on
G by C[θ]–lattices Lp := τ
pL and a corresponding decreasing filtration L• :=
Ln−•. We denote the filtrations defined by G0 by G• and G
•.
Lemma 20 Let L ⊂ G be a C[θ]–lattice. Then
grn−pL gr
V
α G
θp // grVα+p gr
n
LG = gr
V
α+p(L/θL)
τp
oo
is an isomorphism for all α ∈ Q and p ∈ Z.
Proof. This follows from θpVαG = Vα+pG and L
n−p = τ pL for all α ∈ Q and
p ∈ Z.
Definition 21 The sum
∑
: NQ //Q is defined by
∑
σ :=
∑
α∈Q
ασ(α)
for all σ ∈ NQ.
The following lemma gives a criterion on the mean value of the spectrum to
check equality of filtrations on a finite vector space.
Lemma 22 Let F •1 and F
•
2 be decreasing filtrations on a finite vector space
V with F •2 ⊂ F
•
1 . Then
∑
spec(F •2 ) ≤
∑
spec(F •1 ) and equality implies that
F •2 = F
•
1 .
Proof. This is an elementary fact from linear algebra.
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The following criterion on the mean value of the spectrum shall be used to
check equality of C[θ]–lattices.
Lemma 23 Let L2 ⊂ L1 ⊂ G be C[θ]–lattices. Then
∑
spec(L1) ≤
∑
spec(L2)
and equality implies that L1 = L2.
Proof. Since L2 ⊂ L1,
L•2 gr
V
[0,1)G ⊂ L
•
1 gr
V
[0,1)G
where grV[0,1)G =
⊕
0≤α<1 gr
V
α G and hence, by Lemma 22,∑
spec
(
L•2 gr
V
[0,1)G
)
≤
∑
spec
(
L•1 gr
V
[0,1)G
)
.
By Lemma 20, spec(Li)(α + p) = spec
(
L•i gr
V
α G
)
(n− p) and hence
∑
spec(Li) =
∑
0≤α<1
∑
p∈Z
(α+ n− p) spec
(
L•i gr
V
α G
)
(p)
= nµ+
∑
0≤α<1
α dim
C
(
grVα G
)
−
∑
spec
(
L•i gr
V
α G
)
= nµ+
∑
0≤α<1
α dim
C
(
grVα G
)
−
∑
spec
(
L•i gr
V
[0,1)G
)
for i = 1, 2. This implies that∑
spec(L2)−
∑
spec(L1) =
∑
spec
(
L•1 gr
V
[0,1)G
)
−
∑
spec
(
L•2 gr
V
[0,1)G
)
.
Let x ∈ (L1\L2)∩
(
Vα+pG
∖
V<α+pG
)
with 0 ≤ α < 1 and minimal α+p. Then,
in particular, x /∈ θL1 and hence, by Lemma 20, 0 6= [τ
px] ∈ grn−pL1 gr
V
α G.
Moreover, there is a q ≥ 1 such that θqx ∈ L2\θL2 and, again by Lemma 20,
0 6= [τ px] ∈ grn−p−qL2 gr
V
α G. This implies that L
n−p
2 gr
V
α G ( L
n−p
1 gr
V
α G and
hence
L•2 gr
V
[0,1)G ( L
•
1 gr
V
[0,1)G.
Then the claim follows from Lemma 22.
The following theorem gives the mean value of the spectrum of G0.
Theorem 24 (C. Sabbah [1, 11.1]) 1
µ
∑
spec(G0) =
n+1
2
.
By Theorem 24, one can compute t on G0 using Algorithm 1, 2, and 3 by
increasing k until 1
µ
∑
spec(Lk) =
n+1
2
.
Our final goal is to compute a good basis of G0. In terms of a good basis of
G0, the matrix of t has degree one and its degree one part determines the
spectrum of f .
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Definition 25 Let φ be a C[θ]–basis of a t–invariant C[θ]–lattice L ⊂ G.
Then φ is called good if Aφ = A
φ
0 + θA
φ
1 where A
φ
0 , A
φ
1 ∈ C
µ×µ,
A
φ
1 =

α1
. . .
αµ

and φi ∈ VαiL for all i ∈ [1, µ].
Lemma 26 Let φ be a good basis of a t-invariant C[θ]–lattice L ⊂ G and
α1
. . .
αµ
 := A
φ
1 .
Then spec(L)(α) = #{i ∈ [1, µ] | αi = α}.
Proof. Since φ is a C[θ]–basis of L and φi ∈ Vαi for all i ∈ [1, µ],
(
[φi]
)
αi=α
is a C–basis of grVα (L/θL) and hence spec(L)(α) = #{i ∈ [1, µ] | αi = α}.
5 Monodromy
Let T∞ be the monodromy of M around the discriminant D(f) = f(C(f)) of
f and T̂0 be the monodromy of G at 0.
Theorem 27 (C. Sabbah [16, 1.10]) T∞ = T̂
−1
0 .
Using Theorem 27, the monodromy T∞ can be read off from the matrix of t
with respect to a good basis.
Proposition 28 Let φ be a good basis of a C[θ]–lattice L ⊂ G and
α1
. . .
αµ
 := A
φ
1 .
Then
exp
(
−2pii
(
grV1
(
A
φ
0
)
+ A
φ
1
))
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is a matrix of T∞ where
(Vα(C))i,j :=
ci,j if αi ≥ αj + α,0 else,
for C = (ci,j)i,j ∈ C
µ×µ.
Proof. Since φ is a C[θ]–basis of L and φi ∈ Vα1 for all i ∈ [1, µ],
(
[φi]
)
αi=α
is a C–basis of grVα (L/θL) and hence, by Lemma 20,
−τ∂τ = ∂tt : gr
p
L gr
V
α G
α⊕N // grpL gr
V
α G⊕ gr
p−1
L gr
V
α G
for all α ∈ Q and p ∈ Z where θN is induced by
grV1 gr
0
L t = gr
V
1
(
φ ◦ A
φ
0 ◦ φ
−1
)
= φ ◦ grV1
(
A
φ
0
)
◦ φ−1.
Then, by [19, 6.0.1], exp
(
2pii
(
grV1
(
A
φ
0
)
+A
φ
1
))
is a matrix of T̂0 and hence, by
Theorem 27, exp
(
−2pii
(
grV1
(
A
φ
0
)
+ A
φ
1
))
is a matrix of T∞.
6 Good lattices
The following property is sufficient for the existence of a good basis of a C[θ]–
lattice [1, 5.2]. Recall that a morphism N : F •1 V1 //F
•
2 V2 of filtered vector
spaces F •i Vi for i = 1, 2 is called strict if N(V1) ∩ F
p
2 = N(F
p
2 ) for all p ∈ Z.
Definition 29 We call a t–invariant C[θ]–lattice L ⊂ G good if
(τ∂τ + α)
p : L• grVα G
//L•−p grVα G
is strict for all α ∈ Q and p ≥ 1.
The following theorem follows from the fact that
N :=
⊕
0≤α<1
(τ∂τ + α)
is a morphism of a natural mixed Hodge structure on the moderate nearby
cycles ψmodτ G =
⊕
0≤α<1 gr
V
α G with Hodge filtration induced by G• as defined
in Definition 19 [1, 13.1].
Theorem 30 (C. Sabbah [1, 13.3]) G0 is a good C[θ]–lattice.
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The following lemma shall be used to construct an opposite filtration of L• on
grV G for a good lattice L.
Lemma 31 Let V be a finite vector space, F • a decreasing filtration on V
with F p = 0 for p > m, and N ∈ End(V ) such that
Np : F •V //F •−pV
strict for all p ≥ 1. Then
∑
q≥0N
q(Fm) =
⊕
q≥0N
q(Fm) and
Np : F •
(
V
/∑
q≥0N
q(Fm)
)
//F •−p
(
V
/∑
q≥0N
q(Fm)
)
is strict for all p ≥ 1.
Proof. If x ∈ Fm with Np+1(x) ∈
∑p
q=0N
q(Fm) ⊂ Fm−p then
Np+1(x) ∈ Np+1(Fm+1) = 0
since Np+1 is strict and Fm+1 = 0. Hence,
Np+1(Fm) +
p∑
q=0
N q(Fm) = Np+1(Fm)⊕
p∑
q=0
N q(Fm)
and, by induction,
∑
q≥0N
q(Fm) =
⊕
q≥0N
q(Fm).
Let Np(x) ∈ F q +
∑
r≥0N
r(zr) with zr ∈ F
m for all r ≥ 0. If m− p < q then
Np
(
x−
∑
r>pN
r−p(zr)
)
∈ Fm−p+1 and hence
Np(x) ∈ Np(Fm+1) +
∑
r>p
N r(Fm) ⊂ Np(F q+p) +
∑
r≥0
N r(Fm)
since Np is strict and Fm+1 = 0. Ifm−p ≥ q thenNp
(
x−
∑
r>pN
r−p(zr)
)
∈ F q
and hence Np(x) ∈ Np(F q+p) +
∑
r≥0N
r(Fm) since Np is strict. This implies
that Np is strict modulo
∑
r≥0N
r(Fm) for all p ≥ 1.
The following algorithm computes a C[τ, θ]–basis of G compatible with the
V–filtration refined by an opposite filtration of L• on grV G for a good lattice
L. This basis shall be used to compute a good basis of L.
Algorithm 4
Input: (a) A matrix B =
∑
i≥0Biτ
i ∈ C[τ ]µ×µ such that −τ∂τφ = φB for a
C[τ ]–basis φ of Vα and spec(B0) = {α} with α ≥ α1 > · · · > αν >
α− 1.
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(b) A matrix M ∈ C[τ, θ]µ×µ such that φM is a basis of a good C[θ]–
lattice L ⊂ G.
Output: A matrix U = (U i,p)(i,p)∈[1,ν]×Z ∈ GLµ(C) such that (φU
i,q)q≥p is a C–
basis of Lp grVαi G and {(θ∂θ − αi)(φU
i,p)} ⊂ {φU i,p−1} + Vα−1 for all
(i, p) ∈ [1, ν]×Z.
(1) Compute U0 ∈ GLµ(C) such that
U−10 B0U0 =

B10
. . .
Bν0

where Bi0 ∈ C
µi×µi with spec(Bi0) = {αi} for i ∈ [1, ν].
(2) Set φ = (φi)i∈[1,ν] := φU0 and M := U
−1
0 M .
(3) Compute a Gro¨bner basis
M := GB(M) ∈ C[θ]µ×µ
compatible with the ordering > on {θpφi | (p, i) ∈ Z× [1, ν]} defined by
(p, i) > (q, j) :⇔ p > q ∨ (p = q ∧ i > j)
for all (p, i), (q, j) ∈ Z× [1, ν].
(4) Set (Mp,i)(p,i)∈Z×[1,ν] :=M where
{lexp(Mp,i)} = {(p, i)}
for all (p, i) ∈ Z× [1, ν].
(5) For i = 1, . . . , r do:
(a) Compute (F i,p)p∈Z ∈ C
µi×µi such that
F i,p := (τ q lead(M q,i))q≤n−p.
(b) Set Ni := B
i
0 − αi.
(c) Compute U i = (U i,p)p∈Z ∈ C
µi×µi such that
〈F i,p〉C = 〈U i,q | q ≤ p〉C, {NiU
i,p} ⊂ {U i,p−1}
for all p ∈ Z.
(6) Return
U = (U i,p)(i,p)∈[1,ν]×Z := U
0

U1
. . .
Uν
 .
Lemma 32 Algorithm 4 terminates and is correct.
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Proof. Since −τ∂τφ = φB,
−τ∂τ (θ
qφj) ≡ θqφj(Bj0 + q) mod Vq+α−1
with spec(Bj0 + q) = {αj + q} and hence, by Lemma 14,
Vαj+qG =
⊕
(p,i)≤(q,j)
θp〈φi〉C
for all (q, j) ∈ Z× [1, ν]. SinceM is a Gro¨bner basis, this implies that φM q,j ∈
Vαj+qL for all (q, j) ∈ Z× [1, ν]. Then, by Lemma 20,
L• grVαi G =
(
〈φiF i,•〉C+ Vαi
)/
V<αi ⊂ gr
V
αi
G
and, since L is good and (θ∂θ − αi)φ
i ≡ φiNi mod Vα−1,
Npi : 〈F
i,•〉C // 〈F i,•−p〉C
is strict for all i ∈ [1, ν] and p ≥ 1. Hence, by Lemma 31, one can compute
U i = (U i,p)p∈Z ∈ C
µi×µi such that
〈F i,p〉C = 〈U i,q | q ≥ p〉C, {NiU
i,p} ⊂ {U i,p−1}
for all (i, p) ∈ [1, ν]× Z. Then
(θ∂θ − αi)(φU
i,p) ≡ φiNiU
i,p mod Vα−1
and hence {(θ∂θ − αi)(φU
i,p)} ⊂ {φU i,p−1}+ Vα−1 for all (i, p) ∈ [1, ν]× Z.
7 Good bases
The following algorithm computes a good basis of a good lattice L by a simul-
taneous normal form computation and basis transformation. The computation
requires a C[τ, θ]–basis of G compatible with the V–filtration refined by an op-
posite filtration of L• on grV G.
Algorithm 5
Input: (a) A matrix B ∈ C[τ ]µ×µ with spec(B0) = {α} and α ≥ α1 > · · · >
αν > α− 1 such that −τ∂τφ = φB for a C[τ ]–basis φ of Vα
(b) A matrix M ∈ C[τ, θ]µ×µ such that φM is a basis of a good C[θ]–
lattice L ⊂ G.
(c) An indexing φ = (φi,p)(i,p)∈[1,ν]×Z such that (φ
i,q)q≥p is a C–basis of
Lp grVαi G and {(θ∂θ − αi)(φ
i,p)} ⊂ {φi,p−1} + V<αi for all (i, p) ∈
[1, ν]× Z.
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Output: A matrix M ∈ C[τ, θ]µ×µ such that φM is a good basis of L.
(1) Compute a minimal Gro¨bner basis
M := GB(M) ∈ C[θ]µ×µ
compatible with the ordering > on {θkφi,p | (k, i, p) ∈ Z × [1, ν] × Z}
defined by
(k, i, p) > (l, j, q) :⇔ k > l ∨ (k = l ∧ (i > j ∨ (i = j ∧ p > q)))
for all (k, i, p), (l, j, q) ∈ Z× [1, ν]× Z.
(2) Set (Mk,i)(k,i)∈Z×[1,ν] :=M where
{lexp(Mk,i)} = {(k, i, n− k)}
for all (k, i) ∈ Z× [1, ν].
(3) Compute (Ak,is,l,j)(s,j,l)∈Z×[1,ν]×Z and
Φk,is,l,j := θ(B − (αi + k) + θ∂θ)M
k,i −M1+k,iAk,i0,1+k,i
−
∑
(l′,j′)<(1+k,i)
(s+l,j,n−l)<(l′,j′,n−l′)
M l
′,j′Ak,i0,l′,j′ − θ
sM l,jAk,is,l,j
such that lexp(Φk,is,l,j) < (s + l, j, n − l) for all (k, i) ∈ Z × [1, ν] for
decreasing (s + l, j, n− l) until Φk,is,l,j = 0 or A
k,i
s,l,j 6= 0 and s ≥ 1.
(4) If Φk,is,l,j = 0 then return M := (M
k,i)(k,i)∈Z×[1,ν].
(5) Choose (k, i) ∈ Z× [1, ν] and (s, j, l) ∈ Z× [1, ν]×Z with Ak,is,l,j 6= 0 and
s ≥ 1 such that (s+ l, j, n− l) is maximal.
(6) Set ck,is,l,j := (1 + k + αi − s− l − αj)
−1 and
Mk,i :=Mk,i + ck,is,l,jθ
s−1M l,jAk,is,l,j
(7) Go to (3).
Lemma 33 Algorithm 5 terminates and is correct.
Proof. By Lemma 14,
Vαj+qG =
⊕
(p,i)≤(q,j)
θp〈φi〉C
for all (q, j) ∈ Z× [1, ν]. Let 0 6= m ∈ 〈M〉C[θ] with lexp(m) = (k, i, p). Then
τkφm ∈ 〈φi,q | q ≤ p〉C + V<αiG
and, since φm ∈ 〈φM〉C[θ] = L and Ln−k grVαi G = 〈φ
i,q | q ≥ n− k〉C,
τkφm ∈ 〈φi,q | q ≥ n− k〉C + V<αiG.
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In particular, p ≥ n − k. Moreover, τkφ lead(m) ∈ grpL gr
V
αi
G and hence, by
Lemma 20,
θn−p−kφ lead(m) ∈ grL gr
V L = 〈φ lead(M)〉C[θ].
In particular, if p > n − k then lead(m) ∈ θ〈lead(M)〉C[θ]. Since M is a
minimal Gro¨bner basis, this implies that
{lexp(Mk,i)} = {(k, i, n− k)}, Mk,i ≡ lead(Mk,i) mod terms < (k, i)
for all (k, i) ∈ Z×[1, ν]. In particular, {φMk,i} ⊂ Vk+αi for all (k, i) ∈ Z×[1, ν].
By Lemma 7, t ◦ φ = θ(−τ∂τ ) ◦ φ = φ ◦ θ(B + θ∂θ). Since
{θ(θ∂θ − (k + αi))(θ
kφi,n−k)} ⊂ {θ1+kφi,n−(1+k)} mod V<1+k+αi,
there is a matrix Ai,k0,1+k,i such that
θ(B − (k + αi) + θ∂θ)M
k,i ≡M1+k,iAi,k0,1+k,i mod terms < (1 + k, i)
and hence there are matrices Ai,ks,l,j such that
θ(B − (k + αi) + θ∂θ)M
k,i −M1+k,iAi,k0,1+k,i =
∑
(s′+l′,j′)<(1+k,i)
θs
′
M l
′,j′Ak,is′,l′,j′
for all (k, i) ∈ Z× [1, ν]. Choose (k, i) ∈ Z× [1, ν] and (s, j, l) ∈ Z× [1, ν]×Z
such that (s + l, j, n − l) is maximal with Ak,is,l,j 6= 0 and s ≥ 1. In particular,
(s + l, j) < (1 + k, i) and hence 1 + k + αi − s − l − αj > 0 and c
k,i
s,l,j > 0 is
defined. Moreover, since
{(θ∂θ − (αj + l))(θ
lφj,n−l)} ⊂ {θlφj,n−(1+l)} mod V<αj+l,
Φk,is,l,j = θ(B − (k + αi) + θ∂θ)
(
Mk,i − ck,is,l,jθ
s−1M l,jAk,is,l,j
)
−M1+k,iAi,k0,1+k,i −
∑
(l′,j′)<(1+k,i)
(s+l,j,n−l)<(l′,j′,n−l′)
M l
′,j′Ak,i0,l′,j′
≡ θsM l,jAk,is,l,j + c
k,i
s,l,jθ(θ∂θ − k − αi)θ
s−1M l,jAk,is,l,j
≡ θsM l,jAk,is,l,j + c
k,i
s,l,jθ
s(θ∂θ + s− 1− k − αi)M
l,jAk,is,l,j
≡ θsM l,jAk,is,l,j + c
k,i
s,l,jθ
s(s+ l + αj − 1− k − αi)M
l,jAk,is,l,j
≡ 0 mod terms < (s+ l, j, n− l)
and hence (s + l, j, n − l) is strictly decreasing until Φk,is,l,j = 0. Then the
algorithm terminates and φM = (φMk,i)(k,i)∈Z×[1,ν] is a C[θ]–basis of L with
t(φMk,i) = φM1+k,iAi,k0,1+k,i +
∑
(l′,j′)<(1+k,i)
φM l
′,j′Ak,i0,l′,j′ + θ(k + αi)φM
k,i
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and {φMk,i} ⊂ Vk+αi for all (k, i) ∈ Z × [1, ν]. Hence, φM is a good basis of
L.
The following algorithm combines Algorithms 1, 2, 3, 4, and 5 to compute a
good basis of G0.
Algorithm 6
Input: A cohomologically tame polynomial f ∈ C[x].
Output: (a) A vector φ ∈ C[x, θ]µ such that [φ] is a good basis of G0.
(b) The matrix A = A[φ] ∈ C[θ]µ×µ of t with respect to [φ].
(1) Set k := deg(f).
(2) Compute φ ∈ C[x, θ]µ and A ∈ C[θ]µ×µ by Algorithm 1.
(3) Compute U ∈ C[θ]µ×µ and B ∈ C[τ ]µ×µ by Algorithm 2.
(4) Set φ := φU , B := U−1(B − τ∂τ )U ∈ C[τ ]
µ, and M := U−1 ∈ C[τ, θ]µ.
(5) Compute σ by Algorithm 3.
(6) If 1
µ
∑
σ > n+1
2
then set k := k + 1 and go to (2).
(7) Compute U = (U i,p)(i,p)∈[1,ν]×Z ∈ GLµ(C) by Algorithm 4.
(8) Set φ := (φU i,p)(i,p)∈[1,ν]×Z, B := U
−1(B − τ∂τ )U ∈ C[τ ]
µ×µ, and M :=
U−1M .
(9) Compute M ∈ C[τ, θ]µ×µ by Algorithm 5.
(10) Set φ := φM and A :=M−1θ(B − τ∂τ )M ∈ C[θ]
µ×µ.
(11) Return φ and A.
Proposition 34 Algorithm 6 terminates and is correct.
Proof. Let Lk ⊂ G0 be computed by Algorithm 1. Then Lk = G0 for k ≫ 0
and k is strictly increasing while 1
µ
∑
σ > n+1
2
. By Lemma 23 and Theorem
24, L = G0 if and only if
1
µ
∑
σ = 1
µ
∑
spec(L) = 1
µ
∑
spec(G0) =
n+1
2
. This
implies that Lk = G0 after finitely many steps. By Theorem 30, L := Lk = G0
is a good lattice as required by algorithms 4 and 5. Hence, the algorithm
terminates and is correct.
Remark 35 In the local situation, one can replace the algorithms [8, 7.4–5]
by the algorithms 4 and 5 to avoid the linear algebra computation [8, 7.4]. This
modified algorithm is implemented in the Singular [20] library gmssing.lib
[21].
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8 Examples
Algorithm 6 is implemented in the Singular [20] library gmspoly.lib [22].
Using this implementation, we compute a good basis φ of G0 for several exam-
ples. By Lemma 26, the diagonal of A
φ
1 determines the spectrum of f . Using
Proposition 28, we read off the monodromy T∞ around the discriminant of
f from Aφ. First, we compute two convenient and Newton non–degenerate
examples [10].
Example 36 Let f = x2 + y2 + x2y2. Then Singular computes
φ =
(
1, xy, y, x, x2 +
1
2
)
and
A[φ] =

−1
2
0 0 0 1
4
0 −1 0 0 0
0 0 −1 0 0
0 0 0 −1 0
1 0 0 0 −1
2

+ θ

1
2
0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 3
2

.
The monodromy T∞ has a 2× 2 Jordan block with eigenvalue −1.
Example 37 Let f = x+ y + z + x2y2z2. Then Singular computes
φ =
(
1, θ2x− 3θx2 + x3,
5
2
x, 10θ2x2 −
25
2
θx3 +
5
2
x4,−
25
4
θx+
25
4
x2
)
and
A[φ] =

0 0 0 −25
8
0
0 0 0 0 125
8
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0

+ θ

1
2
0 0 0 0
0 1 0 0 0
0 0 3
2
0 0
0 0 0 2 0
0 0 0 0 5
2

.
The monodromy T∞ has a 2 × 2 Jordan block with eigenvalue 1 and a 3 × 3
Jordan block with eigenvalue −1.
Finally, we compute a non–convenient and Newton degenerate but tame [23,
3] example.
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Example 38 Let f = x(x2 + y3)2 + x. Then Singular computes
φ =
(
1, 623645y,
8645
24
x,−2470
(
y3 + x2
)
,
− 11339
(
y4 + x2y
)
, 475
(
2θy3 − 5θx2 + 6x3
)
, y2, 3θ2y2 + 4y5,
6670
(
θy4 − 10θx2y + 6x3y
)
, 8θ2y3 − 20θ2x2 − 15θx3 + 18x4 + 3,
− 4365515
(
35θ2y4 − 350θ2x2y − 300θx3y + 180x4y + 24y
)
,
623645
6
xy,
− 8645
(
θx+ 2y3 − 4x2
)
,−124729
(
5θxy + y4 − 5x2y
))
and A[φ] = A
[φ]
0 + θA
[φ]
1 where
A
[φ]
0
=

0 0 0 0 0 −380 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 −
32
4675
0 0 0 0 0
96
43225
0 0 0 0 0 0 0 0
−288
216125
0 0 0 0
0 0 −
7
180
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 −
11
9
0 0
0 0 0 −
52
75
0 0 0 0 0 0 0 0
728
75
0
0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 −
17
75
0 0 0 0 0 0 0 0
187
15
0 0 0 0 0
380
3
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 −
4
98175
0 0 0 0 0
0
24
5
0 0 0 0 0 0 0 0
2016
5
0 0 0
0 0
1
180
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
1
9
0 0

and
A
[φ]
1
=

1
3
0 0 0 0 0 0 0 0 0 0 0 0 0
0
7
15
0 0 0 0 0 0 0 0 0 0 0 0
0 0
2
3
0 0 0 0 0 0 0 0 0 0 0
0 0 0
11
15
0 0 0 0 0 0 0 0 0 0
0 0 0 0
13
15
0 0 0 0 0 0 0 0 0
0 0 0 0 0
14
15
0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0
16
15
0 0 0 0 0
0 0 0 0 0 0 0 0 0
17
15
0 0 0 0
0 0 0 0 0 0 0 0 0 0
19
15
0 0 0
0 0 0 0 0 0 0 0 0 0 0
4
3
0 0
0 0 0 0 0 0 0 0 0 0 0 0
23
15
0
0 0 0 0 0 0 0 0 0 0 0 0 0
5
3

.
The monodromy T∞ is unipotent with eigenvalues
e−2pii
1
3 , e−2pii
7
15 , e−2pii
2
3 , e−2pii
11
15 , e−2pii
13
15 , e−2pii
14
15 , 1,
1, e−2pii
16
15 , e−2pii
17
15 , e−2pii
19
15 , e−2pii
4
3 , e−2pii
23
15 , e−2pii
5
3 .
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