We introduce a connection between Newhouse thickness and patterns through a variant of Schmidt's game introduced by Broderick, Fishman and Simmons. This yields an explicit, robust and checkable condition that ensures the presence of patterns in compact sets, in particular in Cantor sets.
Introduction.
It is well known that any set E ⊂ R N of positive Lebesgue measure contains homothetic copies of every finite set. In the context of sets of Lebesgue measure zero, one can ask these natural questions:
(1) How small can a set be while containing many patterns? Molter and Yavicoli [13] showed that there are perfect sets in R n with Hausdorff dimension 0 containing every finite pattern in a family of functions satisfying certain conditions. In particular, we showed that there is a perfect set of Hausdorff dimension 0 in the real line containing every polynomial pattern. We also proved an analogous result for countable patterns, obtaining an F σset without isolated points instead of a perfect set. In fact we used dimension functions instead of Hausdorff dimension, obtaining more general results.
(2) How large can a set avoiding many patterns be?
We proved [17] , improving a result from [9] and the linear case of [12, Theorem 6.1] , that there are sets with full Hausdorff dimension avoiding countably many linear patterns (defined as zeros of linear functions) given in advance. Moreover, we got a more general result for dimension functions instead of Hausdorff dimension.
For other results about the study of the size of sets and the presence/avoidance of patterns, we refer the reader to [4, 6, 7, 10, 16] .
(3) What conditions do we need to guarantee the presence of certain patterns?
Since there are sets with full Hausdorff dimension avoiding patterns, as well as sets with Hausdorff dimension 0 containing a lot of patterns, Hausdorff dimension alone cannot be used to detect existence or nonexistence of patterns inside sets. So, if we want to guarantee the presence of patterns in sets of Lebesgue measure zero, we need a different notion of size and/or to impose additional structural conditions.
In order to ensure the existence of an arithmetic progression of length 3 in fractal sets, Laba and Pramanik [11] showed that it is sufficient to have a closed set E ⊂ R of Hausdorff dimension sufficiently close to 1, that supports a probability measure obeying appropriate dimensionality and Fourier decay conditions. After that, in [3, 8] Henriot, Laba and Pramanik, and Chan, Laba and Pramanik improved the hypotheses and obtained results for more general patterns. Their techniques are based on harmonic analysis, and it is known that these methods are not effective for more complex patterns, including the study of arithmetic progressions of length ≥ 4. In all these cases the hypotheses are also difficult to check. The goal of this paper is, by using the notion of thickness, obtaining an easy to check condition that guarantees the presence of more general patterns in compact sets (and in particular Cantor sets).
Newhouse [14] defined the thickness of certain subsets of the real line as a notion of size, motivated by problems in dynamical systems where it is important to know when two Cantor sets intersect. We now recall the definition of thickness. Definition 1. Let C ⊂ R a compact set. It can be constructed by starting with a closed interval and successively removing open complementary intervals in order of decreasing length. (If there are complementary intervals of the same length we fix any order among them. The choice of an order does not change the definition of thickness.) Each complementary interval G n is removed from a closed interval I n , leaving behind two closed intervals L n and R n ; the left and right pieces of I n \ G n . We note |I| the length of the interval I. We define the thickness of C as τ (C) := inf n∈N min{|L n |, |R n |} |G n | .
Note that the sequence of complementary intervals (G n ) n may be finite, in this case the infimum is taken over the finite set of indices.
We define the thickness of a singleton as 0, and the thickness of a (non-degenerate) interval as +∞.
Observation 2. If C contains an isolated point, then τ (C) = 0. Example 3. Let M ε be the middle-ε Cantor set obtained by starting with the interval [0, 1] and repeatedly deleting from each interval appearing in the construction the middle open interval of relative length ε. Then τ (M ε ) = 1−ε 2ε . Intuitively the thickness is a measure of how large the compact set is relative to the intervals in its complement. If a set has large thickness, it means that the set is large at every scale in every place. Hence, if a set has large thickness, then the set has large Hausdorff dimension. In fact (see [15] , p. 77),
τ (E) ) But the converse does not hold: It is easy to construct a set of positive Lebesgue measure (in particular of full Hausdorff dimension) with thickness 0.
The study of the presence of patterns in a set E is related to intersections of images or pre-images of the set being non-empty. For example E contains an arithmetic progression of length m and gap ∆ if there exists x such that 0≤k≤m−1 (E − k∆) = ∅.
Newhouse defined thickness with the objective of guaranteeing the intersection of two cantor sets being non-empty. He proved:
Theorem 4 (Newhouse's Gap Lemma). Given two Cantor sets C 1 , C 2 ⊂ R, such that neither set lies in a gap of the other and τ (C 1 )τ (C 2 ) > 1,
Unfortunately, the Gap Lemma does not generalize in any simple way to intersections of 3 or more sets. So, if we want to guarantee the presence of patterns inside sets, we need a different approach.
In this article we establish the presence of patterns in compact sets in the real line when the set has large thickness. For this purpose, we use a very different approach based on Schmidt type games, adapting ideas from [2] . Thickness and patterns are two concepts that had not been connected until now.
Theorem 5. Let C ⊂ R be a compact set with τ := τ (C) large enough. Then C contains a homothetic copy of every set with at most N(τ ) := δ τ log τ elements, where δ > 0 is a universal constant. Moreover, for each such set A, the compact set C contains λA + x for some λ > 0 and a set of x of positive Hausdorff dimension.
In the particular case where the diameter of the finite set is smaller than diam(C) 8 , we obtain the previous result for translated copies instead of homothetic copies (i.e.: λ = 1).
We extend the previous result to bilipschitz patterns. Definition 6. We say f : R → R is a bilipschitz function with constants (c 1 , c 2 ), if
In the particular case where the functions f i are bilipschitz functions, we say that the pattern is a bilipschitz pattern.
We denote the convex hull of a set C by conv(C). We are also able to get completely explicit versions of the above results. Remark 11. Thickness is not monotone with respect to inclusion. If we want to guarantee the presence of patterns in a set, it is sufficient to find a subset with large thickness. In other words, the theorems hold more generally for
is not necessarily equal to τ (f (E)). We define the local thickness as
which is easy too see that it is invariant under C 1 -diffeomorphisms (i.e. τ loc (f (E)) = τ loc (E)). One can see, with the argument of the previous remark, that Theorems 5 and 9 hold for τ loc (instead of τ ). Then, we get the presence of homothetic copies of finite sets (of size is independent of f ) in the set f (E), where f is a C 1 -diffeomorphism. This applies for example to the central Cantor set An important problem in additive combinatorics is the study of configurations in sumsets. Astels [1] proved the following lower bound on the thickness of sumsets:
, Theorem 2.4 (3)). If E 1 , · · · , E k ⊂ R are Cantor sets, then either E 1 + · · · + E k contains an interval, or
1+τ (E j ) . So, by using any of our theorems, we can guarantee the presence of arithmetic progressions or more general patterns in sums of Cantor sets.
The potential game
We introduce a particular case of a game of Schmidt type defined in [2] . • lim m→∞ ρ m = 0 (Note that this is a non-local rule for Bob. One can define this game without this rule, adding that Alice wins if lim m→∞ ρ m = 0. But, to make the definitions simpler we added this condition as a rule for Bob.)
In any case, Alice is allowed not to erase any set, or equivalently to pass her turn.
There exists a single point x ∞ = m∈N 0 B m called the outcome of the game. We say a set S ⊂ R is a winning set if Alice has a strategy guaranteeing that if
, then x ∞ ∈ S. Note that the conditions B 0 ⊇ B 1 ⊇ · · · and lim m→∞ ρ m = 0 imply β < 1. The original game in [2] allowed Alice to answer with ρ i,n -neighborhoods of sets in a given family, and the ambient space was R d . In our case the family is the family of every singleton in R.
The following properties are easy to see [2] :
Proposition 16 (Countable intersection property). Let J be a countable index set, and for each j ∈ J let S j be an (α j , β, c, ρ)-winning set, where c > 0. Then, the set S := j∈J S j is (α, β, c, ρ)-winning where α c = j∈J α c j (assuming that the series converges).
Then a set S is (α, β, c, ρ)-winning if and only if the set f (S) is (α, β, c, λρ)-winning
Guaranteeing affine copies
Broderick, Fishman and Simmons [2] proved that (−∞, 0)∪M ε ∪(1, +∞) is 2ε (1−ε)β , β, 0, β 2winning for all β ∈ (0, 1). We generalize this to compact sets of large thickness:
Proposition 19. Let C a compact set with conv(C) = [0, 1] and τ := τ (C) > 0. Then S := (−∞, 0) ∪ C ∪ (1, +∞) is 1 τ β , β, 0, β 2 -winning for all β ∈ (0, 1). Proof. We have to describe Alice's strategy. Given a move for Bob B, how does Alice respond? If there exists n ∈ N such that B intersects G n and |B| ≤ min{|L n |, |R n |},
In any other case, Alice does not erase anything.
To show that this strategy is winning, suppose that x ∞ / ∈ m A m . We want to see that x ∞ ∈ S. By contradiction, suppose that x ∞ / ∈ S. Then there exists n such that x ∞ ∈ G n . We will show that Alice erases G n at some stage of the game. By definition
Since τ > 0, we have that min{|L n |, |R n |} > 0. And also lim m→∞ |B m | = 0, so taking m n ∈ N 0 to be the smallest integer such that min{|L n |, |R n |} ≥ |B mn |, we know that B mn ∩ G n = ∅ and B mn ∩ G k = ∅ for all 1 ≤ k < n. If m n = 0, then
If m n > 0, then |B mn | ≥ β|B mn−1 | > β min{|L n |, |R n |}.
So, we have |B mn | ≥ β min{|L n |, |R n |}. Hence,
This means that it is legal for Alice to erase G n in the m n -th turn, and her strategy specifies that she does so. If we suppose m i = m j then the first complementary interval intersecting B m i = B m j is G j and also G i , so i = j. So, the elements of {m n : n ∈ N} are all different.
Observation 20. Let C a compact set with conv(C) = [0, 1] and τ := τ (C) > 0. Then, by the previous proposition and monotonicity,
is a 1 τ β , β, c, β 2 -winning set for all β ∈ (0, 1) and all c ≥ 0.
Definition 21. A B means that there exists a positive constant K such that A ≤ KB.
And A ∼ B means A B and also B A.
As a particular case of [2, Theorem 5.5], we have
In Theorem 27 we provide a version of this corollary with explicit constants.
3.1. Large thickness guarantees affine copies of finite sets. We recall Theorem 5 from the introduction:
Theorem 23. Let C ⊂ R be a compact set with τ := τ (C) large enough. Then C contains a homothetic copy of every set with at most N(τ ) := δ τ log τ elements, where δ > 0 is a universal constant. Moreover, for each such set A, the compact set C contains λA + x for some λ > 0 and a set of x of positive Hausdorff dimension.
Proof. Without loss of generality we can assume that conv(C) = [0, 1] and also that the finite set is {b 1 , · · · , b n } ⊂ [0, 1 8 ], because we are trying to find a homothetic copy. By Proposition 18 and 19, we know that 
To complete the proof we need to show that the largest n satisfying the equation (1), satisfies n ∼ α −1 log(α −1 ) when α is sufficiently small. We have by definition of c that 1 − c = 1 log(α −1 ) . Therefore α c = eα. Note that the limit of
, when α → 0 + is a positive constant, so it is bounded away from zero and infinity for α sufficiently small.
and also since α c = eα ∼ α, we have that +∞) ) .
Since [ 3 8 , 6 8 ] is disjoint from (−∞, 0) and (1, +∞), we have that x + b i ∈ C. So x + {b 1 , · · · , b n } is a translated copy of the given finite set, which is contained in C.
3.2.
Large thickness guarantees bilipschitz patterns. We recall Theorem 8 from the introduction, which is a generalization of Theorem 23 to bilipschitz patterns.
Theorem 24. Given constants A ≥ 1, D > 0, m > 0 the following holds. Let F := F A,D be a family of bilipschitz functions f with constants ( To prove this theorem, we need to generalize the invariance under similarities (Proposition 18) to bilipschitz functions.
Proposition 25. Let f : R → R be a bilipschitz function with constants (c 1 , c 2 ). If S is a (α, β, 0, ρ)-winning set, then f (S) is a ( c 2 c 1 α, c 2 c 1 β, 0, c 2 ρ)-winning set. Proof. Bob plays a sequence B 0 ⊇ B 1 ⊇ · · · of nested intervals of length |B m | = 2σ m , with σ m → 0, σ m+1 ≥ c 2 c 1 βσ m and σ 0 ≥ ρc 2 . We want to define a strategy for Alice (A m ) m satisfying the rules of the ( c 2 c 1 α, c 2 c 1 β, 0, ρ)game and guaranteeing that if
Since S is a (α, β, 0, ρ)-winning set, then Alice has a strategy (A ′ m ) m satisfying the rules of the (α, β, 0, ρ)-game and guaranteeing that if
If Alice's strategy is (A m ) m , then as long as
Proof of Theorem 24. We define α := 1 τ β . By Proposition 19, S := (−∞, 0) ∪ C ∪ (1, +∞) is α, β, 0, β 2 -winning for all β ∈ (0, 1). Then, by Proposition 25, for every f in F we have that
So, by monotonicity (Proposition 17), for every f in F we have that
Then, by the countable intersection property (Proposition 16), 
where K 2 is a large constant. We take c := 1 − 1 log(α −1 ) = 1 − 1 log(τ β) .
To complete the proof we need to show that the largest n satisfying the equation
when α is sufficiently small. Then, as before (analogously to the proof of Theorem 23), we have that
.
We can now conclude the proof. When τ is large enough we saw that
The previous theorem implies Theorem 23: We can suppose that conv(C) = [0, 1] and the finite set {b 1 , · · · , b n } is contained in [0, 1 8 ]. By taking f i ( 1 8 ]} and the closed interval [ 3 8 , 5 8 ], the hypotheses of the previous theorem are satisfied.
Guaranteeing patterns of an explicit size
In this section we make Theorems 23 and 24 completely explicit. With that purpose in mind, we will improve Corollary 22, by making its constants explicit.
Theorem 27. Let S ⊂ R be an (α, β, c, ρ)-winning set, with 0 < c < 1 and 0 < β ≤ 1 4 . Then for all balls B 0 ⊂ R with radius larger or equal than ρ, we have:
To prove this result, we follow closely the proof given in [2, Theorem 5.5] making everything quantitative. Since the proof of this theorem is technical, we will give its proof at the end of this paper.
Large thickness guarantees affine copies of finite sets of an explicit size.
As a consequence of Theorem 27, we have the following explicit result which is useful when a compact set has large thickness:
Theorem 28. Let C ⊂ R be a compact set. Then C contains a homothetic copy of every set with at most N(τ ) := log(4) 4e(720) 2 τ log(τ ) elements. Moreover, for each such a set A, the compact set C contains λA + x for some λ > 0 and a set of x of positive Hausdorff dimension.
Proof. The proof is very similar to that of Theorem 5, but using Theorem 27 instead of Corollary 22.
We are able to guarantee a homothetic copy of every set with n elements where n satisfies that
. Then, α c = eα = e4 τ . So, to guarantee the presence of a homothetic copy of a set of size n, it is sufficient to have n ≤ eτ 720 2 4 (1 − 1
is a decreasing function, and lim τ →+∞ f (τ ) = log(4), we get a simplified condition to guarantee the presence of a homothetic copy of a set of size n: n ≤ N(τ ) := log(4) 4e(720) 2 τ log(τ ) .
4.2.
Large thickness guarantees bilipschitz patterns of an explicit size. As other explicit consequence of Theorem 8, which is also useful when a compact set has large thickness, we have: 
. In order to guarantee the presence of any bilipschitz pattern in the family F = F A,D of size n, it is a sufficient condition for n to satisfy that
Proof of Theorem 27
We can assume without loss of generality that the radius of B 0 is ρ. We let x 0 be the center of B 0 , ρ n := β n ρ,
We will take Bob's move of the n-turn from E n . We also define D n := 3ρ n Z + x 0 ⊂ E n ,
Note that the elements of D n are disjoint. Let N := ⌊ 1 720α ⌋. We fix γ ∈ (0, 1), a small number to be determined later. We define the function π n : E n+1 → E n , B → π n (B) in the following way:
• When n = jN for all j: we define π n (B) as the element of E n that contains B such that B is as centered as possible inside that element. • When n = jN for some j: If there exists B ′ ∈ D jN containing B, we define π n (B) := B ′ (it is well defined because in that case there is only one element belonging to D jN ). If not, we define the function as before. Intuitively the function π n carries the elements of level n + 1 to its ancestor of level n.
We use the following notation: for m < n and B ∈ E n , π m (B) := π m • π m+1 • · · · • π n−1 (B) ∈ E m . This is to say, we carry B to its ancestor of level m via the functions π. If Bob plays B ∈ E n in the turn n, we consider that in the previous turns m ∈ {0, · · · , n − 1} Bob has played π m (B). Then, we have the following inclusions of movements from the turn n to the turn 0:
B ⊂ π n−1 (B) ⊂ · · · ⊂ π 0 (B).
Alice responds under her winning strategy. If in the turn n Bob plays B ∈ E n , we define A(B) as Alice's answer (each A ∈ A(B) is a countable collection of sets A := {A i,n } i , and a legal movement as an answer for B i.e.:
Alice's answer (this is a list of sets) to the ancestor of B of level m < n.
Given any ball B, we denote by 1 2 B the ball with the same center as B and the half of the radius.
Note that as β ≤ This is true because if we look at the ancestor of B ′ of level jN + 1, since π n chooses the element belonging to E n that contains B such that B is as centered as possible, that element must intersect 1 2 B.
We define for every B ∈ D j
This is a measure of all of Alice's answers to the ancestors of B. Note that φ 0 (B) = 0. Let
5.0.1. Some useful bounds.
Observation 30. If B ∈ D ′ jN and if N ≥ 2, by using that β ≤ 1 4 , we have that
• |H| = β (j+1)N ρ for every complementary interval H between two consecutive intervals of D (j+1)N . Therefore,
Proposition 31. If α c ≤ 1 720 2 (1 − β 1−c ), we have that
We denote by rad(B) the radius of the ball B. W start by proving two preliminary lemmas:
Lemma 32. a) For all n ∈ N and B ′ ∈ E n we have that
Proof of Lemma 32. Firstly, we will see that
for all x, y > 0.
If x ≥ y:
• In the case jN < n ≤ (j + 1)N: We can write n = jN + k with k ∈ {1, · · · , N − 1}. Since B ∈ D jN , then B = B(3ρ jN z + x 0 , ρ jN ) for some z ∈ Z.
Since B ′′ ∈ D (j+1)N (B), then
and also B ′′ ⊂ 1 2 B, where it is easy to see that the last inclusion is equivalent to 1 2 
We want to find B ′ ∈ E n , i.e:
And the condition B ′ ⊂ B is equivalent to 1 − β k ≥ | − β k 2 z ′ + 3z|, and also to
Therefore, what we must prove is that given z, z ′′ ∈ Z satisfying 1 2 
For this it is sufficient to see that the length of I 1 ∩ I 2 is larger or equal to 1.
We take c 1 := 6z ′′ β N −k and c 2 := 6zβ −k the centers of the intervals I 1 and I 2 respectively, and r 1 := 1 − 2β N −k and r 2 := 2(β −k − 1) their respective radii.
The length of I 1 is 2r 1 = 2(−1 + 2β N −k ) ≥ 2(1 − 2 4 ) = 1 because β ∈ (0, 1 4 ] and N − k ≥ 1, and the length of I 2 is 2r 2 = 4(β −k − 1) ≥ 12 because β ∈ (0, 1 4 ] and k ≥ 1.
Since the length of I 1 is larger or equal than 1, it is sufficient to see that dist(c 1 , c 2 ) ≤ r 2 − r 1 . Since
So,
because 4β N −k + β −k − 3 ≥ 0 which follows from 1 ≥ 3β k (β ∈ (0, 1 4 ] and k ≥ 1). Now we are ready to prove Proposition 31.
Proof of Proposition 31.
We split the last sum into two sums, depending on whether n < jN or jN ≤ n < (j + 1)N.
To get a bound for the left-hand side sum of (4) we will use that if n < jN then
Since B ∈ D ′ jN the set A * n (B) only makes sense for n < jN. This inclusion holds because of Equation (2), because A(π n (B ′ )) ⊂ A(π n (B)) since B ′ ⊂ B.
So, we have
Now, we will get a bound for the right-hand side of Equation (4) 
which is saying
By inequality (5), using claim b) from Lemma 32 to bound the first term and claim a) from Lemma 32 to bound the second one, we have that:
To continue estimating, we will use that
To bound the second inequality we write n = (j + 1)N − k for some k ∈ {1, · · · , N}. We know that B := B(3ρ jN z + x 0 , ρ jN ) for some z ∈ Z, and recall that E n := {B( ρn
Putting all together,
where in the last inequality we have used that if a n , b n ≥ 0 then n max{a n , b n } ≤ n a n + n b n . We take γ := 1 72 . If we saw that
Let's prove (1)-(3):
(1) Since N := ⌊ 1 720 α −1 ⌋, then 5Nα ≤ 1 144 . (2) By hypothesis and by using that c ∈ (0, 1), β ∈ (0, 1 4 ], we have
) 1+c ≤ 1 10(72) 1+c , so the second claim holds. Moreover, since we have α c ≤ α c 1
On the other hand, we have by using the hypothesis and α, c ∈ (0, 1), that
where in the last inequality we have used that 1 − c ∈ (0, 1), β ∈ (0, 1 4 ], z := β 1−c ∈ (0, 1), and f (z) := log( 1 z ) + z + 1 is a positive function on (0, 1), so 1 − z ≤ log( 1 z ). Then, (9) Nα720 2 ≤ N(1 − c)| log(β)|.
(3) For the third claim it is equivalent to prove that N(1 − c)| log(β)| ≥ | log( 1 72 )|. Since 720 2 ≥ 1440 log(72), by inequalities (8) and (9) where we used N ≥ 1 1440α from Equation (8). What remains to be proved is that F ⊂ S ∩ B 0 , because we would then get
Clearly F ⊂ B 0 , by definition of F . We have to see that F ⊂ S. Let x ∈ F . For every j ∈ N there exists a unique B jN ∈ B j containing x. By definition of B j+1 we have that B (j+1) ⊂ 1 2 B jN . By Equation (2) we have π jN (B (j+1)N ) = B jN . The sequence (B jN ) j can be extended in a unique way to a sequence (B n ) n satisfying B n ∈ E n and B n := π n (B n+1 ) for all n. We interpret this sequence as Bob's moves, to which Alice responds according to her winning strategy.
Thus, for each x ∈ F we construct a sequence (B n ) n as before, where x is the only element belonging to n B n (so, x = x ∞ is the outcome of the game). We will see that x ∈ S by contradiction. We suppose that x / ∈ S where S is an (α, β, c, ρ)-winning set. Then, x ∈ m∈N 0 i A(ρ i,m , h i,m ), where i ρ c i,m ≤ (αρ m ) c = (αβ m ρ) c (since it is a legal move for Alice we know that i A(ρ i,m , h i,m ) ∈ A(B m )). So x ∈ A ∈ A(B m ) for some m. And since x ∈ B m , we have x ∈ A ∩ B m . Since for every n > m it holds that A * m (B n ) = A(B m ) (because π m (B n ) = B m ), then φ j (B jN ) ≥ ρ c A for every j such that jN > m (because ρ c A is just one term in the sum of the definition of φ j (B jN ) when A ∈ A * m (B n )). On the other hand, since B jN ∈ D ′ j , then φ j (B jN ) ≤ (γρ jN ) c . Then, by putting everything together, we have that ρ A ≤ γρ jN for all j such that jN > m. Letting j → ∞, we get ρ A = 0 which is a contradiction. So, x ∈ S and we have seen F ⊂ S.
We will prove that 1 − 1440α log(6) | log(β)| > 0 if α c ≤ 1 720 2 (1 − β 1−c ). By using the hypotheses: α c ≤ 1 720 2 (1 − β 1−c ), c ∈ (0, 1), β ∈ (0, 1 4 ], the fact that α < 1 and that f (z) := z − 1 − log(z) is a positive function on (0, 1) (applied to z := β 1−c ∈ (0, 1)), we have that: (6) .
Then, 1440 log(6) α | log(β)| < 1. With this we conclude the proof of Theorem 27.
