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Reyhan Rifqi Ihsan, Jurusan Teknik Elektro, Fakultas Teknik Universitas Brawijaya, 
Juli 2021, Implementasi Deep Neural Network dengan Framework Tensorflow Lite Micro 
pada Sistem Kamera Keamanan Berbasis Mikrokontroler, Dosen Pembimbing: Waru 
Djuriatno dan Adharul Muttaqin. 
Tindak kejahatan pencurian merupakan salah satu polemik dalam masyarakat di 
Indonesia yang telah ada sejak lama. Hasil statistik yang dipublikasi oleh BPS (Badan Pusat 
Statistik) mencatatkan bahwa terdapat total 87.771 kasus tindak pencurian dan perampokan 
yang terlapor pada 2019. Dengan jumlah tindak pencurian dan perampokan yang relatif 
tinggi, tentunya dibutuhkan sistem pengawasan yang berguna untuk mencegah tindak 
kejahatan tersebut. Sistem pengawasan yang umum digunakan oleh masyarakat adalah 
pengawasan dengan kamera keamanan atau yang lebih akrab disebut dengan CCTV. 
Pemanfaatan CCTV merupakan salah satu cara yang terbilang efektif untuk mencegah tindak 
kriminal, terutama pencurian. Maka CCTV atau kamera keamanan menjadi hal yang penting 
untuk dimanfaatkan di berbagai tempat yang memerlukan pengawasan. Namun CCTV 
adalah sistem yang bersifat pasif, yang berarti dibutuhkan manusia sebagai pihak aktif untuk 
mengawasi dan mengambil tindakan. Dengan pentingnya kamera keamanan, maka 
diinginkan sistem tersebut untuk lebih andal dan praktis dalam artian mampu bekerja secara 
independen tanpa memanfaatkan pihak manusia sebagai agen pengawas maupun pihak lain. 
Dengan mengaplikasikan fitur deteksi objek manusia pada kamera keamanan, peran pihak 
manusia sebagai pengawas dapat digantikan. Pengaplikasian deteksi objek manusia dapat 
dilakukan dengan TensorFlow Lite Micro yang memudahkan eksekusi model deep learning 
pada mikrokontroler yang dikenal sebagai perangkat berdaya rendah. 
Penelitian ini dilakukan dengan tujuan untuk menghasilkan sistem deteksi keberadaan 
manusia dengan kamera yang memanfaatkan deep learning pada mikrokontroler. Penelitian 
ini memanfaatkan ESP32 Cam sebagai mikrokontroler yang dibekali oleh kamera OV2640, 
sensor PIR, dan buzzer. Pengujian dilakukan untuk mendapatkan akurasi model deep 
learning yang telah dibuat dan lama inferensinya. 
Berdasarkan hasil pengujian, eksekusi model deep learning untuk deteksi objek 
manusia pada mikrokontroler dapat dilakukan. Kinerja pada model terbaik dapat mencapai 
tingkat akurasi 76%, puncak konsumsi RAM sebesar 55.3 KB, berkas binary hasil compiling 





5.2 detik.  Namun model yang diaplikasikan pada sistem yang telah dibuat gagal mendeteksi 
objek manusia dengan akurasi yang diharapkan dengan tilt pada kamera sebesar 30 derajat 
ke bawah pada ketinggian 3 m, maupun ketika objek manusia tersebut tidak sedang berdiri 
atau berjalan secara tegak. 
 






Reyhan Rifqi Ihsan, Department of Electrical Engineering, Faculty of Engineering, 
University of Brawijaya, July 2021, Deep Neural Network Implementation with TensorFlow 
Lite Micro Framework on Microcontroller Based Security Camera System, Academic 
Supervisor: Waru Djuriatno and Adharul Muttaqin. 
Theft is one of many polemics in Indonesia that has existed for a long time. Statistical 
results published by BPS (Central Bureau of Statistics) recorded that there were a total of 
87,771 cases of theft and robbery reported in 2019. With the relatively high number of thefts 
and robberies, a useful monitoring system is needed to prevent these crimes. The 
surveillance system commonly used is surveillance with security cameras or more familiarly 
called CCTV. The use of CCTV is one of the most effective ways to prevent crime, especially 
theft. So CCTV or security camera are important things to be used in various places that 
require surveillance. However, CCTV is a passive system, which means that humans are 
needed as an active party to monitor and take action. With the importance of security 
cameras, it is desirable for the system to be more reliable and practical in the sense of being 
able to work independently without using humans as supervisory agents or other parties. By 
applying the human object detection feature on security cameras, the role of the human side 
as a supervisor can be replaced. The application of human object detection can be done with 
TensorFlow Lite Micro which makes it easy to execute deep learning models on 
microcontrollers, which is widely known as low-power device. This research was conducted 
with the aim of producing a human presence detection system with a camera that utilizes 
deep learning on a microcontroller. This research utilizes the ESP32 Cam as a 
microcontroller equipped with an OV2640 camera, PIR sensor, and buzzer. Tests are 
carried out to obtain the accuracy of the deep learning model that has been created and the 
inference time.  
Based on the test results, the execution of a deep learning model for detection of human 
objects on the microcontroller can be carried out. Performance on the best models can reach 
an accuracy rate of 76%, peak RAM consumption of 55.3 KB, the compiled binary file size 
is 293600 bytes (7.17% of ESP32 total flash memory), and inference time of 5.2 seconds. 
However, the model applied to the system that has been made fails to detect human objects 
with the expected accuracy with a tilt of the camera by 30 degrees down at a height of 3 m, 
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 Latar Belakang  
Tindak kejahatan pencurian merupakan salah satu polemik dalam masyarakat di 
Indonesia yang telah ada sejak lama. Salah satu penyebab timbulnya tindakan kejahatan ini 
diakibatkan oleh pembangunan yang kurang merata pada daerah perkotaan sehingga 
mengakibatkan perubahan sosial yang meningkatkan potensi benturan antar anggota 
masyarakat (Hamim, 2009) ⁠. Hasil statistik yang dipublikasi oleh BPS (Badan Pusat Statistik) 
mencatatkan bahwa terdapat total 87.771 kasus tindak pencurian dan perampokan yang 
terlapor pada 2019 (BPS, 2020) ⁠. Dengan jumlah tindak pencurian dan perampokan yang 
relatif tinggi, tentunya dibutuhkan pengawasan yang berguna untuk mencegah tindak 
kejahatan tersebut. Sistem pengawasan yang umum digunakan oleh masyarakat adalah 
pengawasan dengan kamera keamanan atau yang lebih akrab disebut dengan CCTV. 
Pemanfaatan CCTV merupakan salah satu cara yang terbilang efektif untuk 
mencegah tindak kriminal, terutama pencurian (Piza, Welsh, Farrington, & Thomas, 2019). 
Namun CCTV adalah sistem yang bersifat pasif, yang berarti dibutuhkan manusia sebagai 
pihak aktif sebagai pihak pengawas (Chyan, Syarif, Sumarta, & Daromes, 2018). Beberapa 
penelitian dilakukan untuk mewujudkan pengawasan aktif berbasis kamera, diantaranya 
adalah pada penelitian (Kurniawan, Sunarya, & Tulloh, 2018) yang memanfaatkan sensor 
passive infrared dan Raspberry Pi untuk memberikan notifikasi pada pemilik rumah ketika 
terdapat pergerakan yang dideteksi kamera. Hal yang serupa dilakukan pada penelitian 
(Antonius, Triyanto, & Ruslianto, 2015) ⁠ dimana deteksi pergerakan dilakukan dengan 
pemrosesan citra digital. Kedua penelitian tersebut memanfaatkan jenis tindakan dimana 
prosesor utama, dalam hal ini Raspberry Pi, perlu mengirimkan notifikasi pada pengguna 
yang dilakukan dengan asumsi bahwa terdapat koneksi internet yang stabil dan penerima 
pesan dapat merespon secara ideal. Pada penelitian kamera keamanan dengan kemampuan 
deteksi manusia dengan algoritma Viola-Jones (Sianturi, Rahmat, & Nababan, 2018) 
tercapai sebuah sistem kamera keamanan aktif yang mampu untuk dimanfaatkan untuk 





sumber daya yang relatif besar, baik dari segi perangkat pemroses maupun energi yang 
dibutuhkan yang dapat mengakibatkan permasalahan dependensi lainnya. 
Dua keadaan yang telah disampaikan sebelumnya tidak hanya muncul dalam 
penelitian yang disebutkan, namun terdapat juga dalam beberapa produk kamera pengawas 
komersil, sebagai contoh produk dari Bardi Smart Home. Berdasarkan dari halaman web 
bardi.co.id terdapat 3 jenis produk kamera pengawas, yaitu IP Camera STC, IP Camera 
Indoor PTC, dan IP Camera Outdoor STC yang berkisar antara Rp. 280.000 hingga Rp. 
450.000 (harga pada 17 April 2021) dengan konsumsi daya masing-masing 5 W untuk IP 
Camera STC dan IP Camera Indoor PTC, sedangkan IP Camera Outdoor STC 
mengkonsumsi daya sebesar 12 W. Produk tersebut menawarkan fungsi tindakan aktif 
dengan memanfaatkan deteksi gerak secara visual dan melakukan integrasi pada perangkat 
alarm atau semacamnya. Namun produk tersebut masih tidak lepas dari ketergantungannya 
pada hubungan dengan server sentral yang mengharuskan adanya akses internet dan deteksi 
gerak yang pada produk tersebut diaplikasikan tanpa memastikan bahwa terdapat 
keberadaan manusia.  
Untuk menyelesaikan masalah tersebut, diperlukan definisi CCTV atau kamera 
pengawas tersebut sebagai edge device. Berdasarkan www.cisco.com, edge device 
merupakan perangkat yang bertujuan untuk menyelesaikan dependensi pada server sentral 
yang berpotensi menghambat pengambilan aksi pada suatu keadaan tertentu. Hal ini 
memiliki korelasi terhadap urgensi yang dihadapi dalam sistem keamanan. Cisco juga 
menyebutkan 5 komponen inti pada arsitektur edge devices, salah satunya adalah offline 
support yang berarti bahwa perangkat edge harus mampu mengambil tindakan secara 
independen walaupun dalam keadaan offline. Perangkat edge juga dituntut untuk 
memanfaatkan energi serendah mungkin dalam melaksanakan fungsinya. 
Dengan tuntutan kemampuan untuk mengambil keputusan secara independen 
terhadap suatu sistem sentral pada perangkat edge memunculkan tantangan yang relatif berat 
untuk diwujudkan, mengingat perangkat edge juga dituntut untuk memanfaatkan energi 
serendah mungkin dalam menjalankan fungsinya dengan konsekuensi pada terbatasnya 
kemampuan komputasi, sehingga sistem yang cukup terbukti dalam pengambilan keputusan 
yaitu salah satunya adalah deep learning sulit diaplikasikan. TensorFlow mengajukan solusi 
dari masalah tersebut dengan TensorFlow Lite Micro (TFLM). TFLM merupakan 





2020)⁠. Dengan kehadiran framework tersebut dapat memudahkan aplikasi deep learning 
pada perangkat tertanam, seperti mikrokontroler, untuk mewujudkan pengambilan 
keputusan yang cerdas dan independen, sehingga tindakan yang bersifat kritis dapat 
dieksekusi secara real-time. Namun fitur yang diberikan oleh framework ini memiliki 
batasan jenis operasi dan ukuran model. Dengan terbatasnya kapasitas memori dan 
komputasi pada mikrokontroler, sebuah model diharuskan memiliki spesifikasi yang rendah 
pada jumlah parameter dan jumlah operasinya. 
Berdasarkan paparan masalah dan solusi konseptual sebelumnya, maka dilakukan 
penelitian untuk mewujudkan kamera keamanan yang sejalan dengan konsep edge device. 
Konsep edge device dianggap relevan karena kamera keamanan perlu memiliki kemampuan 
untuk mengambil tindakan aktif untuk mencegah tindak kriminal pencurian, serta konsep 
konsumsi energi yang rendah dapat meningkatkan fleksibilitasnya dalam hal kondisi 
operasinya. Dengan konsumsi energi yang rendah, kamera keamanan dapat ditenagai oleh 
baterai yang relatif kecil, sehingga mudah ditempatkan dimana saja serta lebih mudah untuk 
disembunyikan bila diperlukan kerahasiaan. Dengan membuat sebuah kamera keamanan 
berbasis mikrokontroler serta memanfaatkan TensorFlow Lite Micro, diharapkan sebuah 
kamera keamanan yang hemat energi dengan fitur keamanan aktif yang mampu memberikan 
peringatan dini untuk meningkatkan kewaspadaan, serta mampu bekerja secara independen 
dapat diwujudkan.  
 Rumusan Masalah 
Berdasarkan latar belakang yang telah dijelaskan sebelumnya, maka rumusan masalah yang 
diambil pada penelitian ini adalah 
1. Bagaimana cara membuat sistem pengenalan objek manusia menggunakan deep 
neural network untuk diimplementasikan pada mikrokontroler ? 
2. Bagaimana cara menentukan model deep neural network yang digunakan untuk 
diaplikasikan pada mikrokontroler ? 
 Batasan Masalah 
Penelitian yang dilakukan terbatas pada implementasi sistem pengenalan objek manusia 







Penelitian ini bertujuan untuk menghasilkan sistem kamera dengan mikrokontroler yang 
dapat mengenali objek manusia serta mampu beroperasi secara independen, dalam artian 
sistem dapat melakukan fungsi pengenalan objek manusia yang diproses pada 
mikrokontroler tanpa perlu bantuan perangkat server dengan kemampuan komputasi yang 
lebih tinggi. 
  Manfaat 
Penelitian ini diharapkan mampu mendorong pengaplikasian Deep Neural Network pada 
perangkat edge, seperti mikrokontroler, yang mampu bekerja secara independen untuk 
mewujudkan konsep Internet of Things yang lebih andal. 
 Sistematika Penulisan 
BAB I PENDAHULUAN 
Pendahuluan tulisan, yang meliputi latar belakang, rumusan 
masalah, batasan masalah, tujuan, manfaat dan sistematika 
penulisan. 
BAB II TINJAUAN PUSTAKA 
Pembahasan tinjauan pustaka, berisi literatur tentang definisi citra 
digital, operasi konvolusi, arsitektur MobileNet, deep learning, dan 
TensorFlow Lite Micro. 
BAB III METODE PENELITIAN 
 Berisi metode yang digunakan dalam penelitian antara lain, 
diagram blok sistem, Diagram state sistem, studi literatur, 
perancangan sistem, pengujian dan analisis. 
BAB IV HASIL DAN PEMBAHASAN 
 Penjabaran dari hasil pengujian berupa proses konversi dan hasil 
uji kerja dari model dan sistem. 
BAB V PENUTUP 
 Berisi kesimpulan yang dapat diambil dari pembahasan skripsi dan 
saran yang perlu ditambahkan untuk menyempurnakan sistem 








 Citra Digital 
Sebuah citra dapat didefinisikan sebagai fungsi dua dimensi, f (x, y), di mana x dan y 
adalah koordinat spasial (bidang), dan amplitudo f pada setiap pasangan koordinat (x, y) 
disebut intensitas atau tingkat abu-abu citra pada titik tersebut. Ketika x, y, dan nilai 
intensitas f seluruhnya terbatas (diskrit), maka citra tersebut adalah citra digital. Bidang 
pemrosesan citra digital mengacu pada pemrosesan citra digital dengan menggunakan 
komputer digital. Citra digital terdiri dari sejumlah elemen, yang masing-masing memiliki 
lokasi dan nilai tertentu (Gonzales & Woods, 2002:1). Untuk membentuk sebuah citra digital 
dari sumber yang bersifat kontinyu diperlukan 2 tahap, yaitu sampling dan kuantisasi 
(Gonzalez & Woods, 2002). 
 
Gambar 2.1 Citra Kontinyu dan garis pindai 
Sumber: Digital Image Processing, 2002.  
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Gambar 2.2 Sampling dan Kuantisasi 
Sumber: Digital Image Processing, 2002. 
Gambar 2.3 Proyeksi citra pada larik sensor serta Hasil Sampling dan Kuantisasi 
Sumber: Digital Image Processing, 2002. 
Gambar 2.1 (kiri) merupakan citra kontinyu yang akan dikonversi ke dalam bentuk 
digital. Gambar 2.1 (kanan) merupakan garis pemindai sepanjang AB yang menunjukkan 
variasi intensitas pada citra kontinyu. Gambar 2.2 (kiri) menunjukkan sampling intensitas 
dengan sejumlah titik pada hasil pindaian citra kontinyu. Gambar 2.2 (kanan) menunjukkan 
hasil kuantisasi hasil sampling. Gambar 2.3 (kiri) merupakan proyeksi citra kontinyu pada 
larik sensor, dan Gambar 2.3 (kanan) merupakan hasil citra digital dari proses sampling dan 
kuantisasi. 
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Gambar 2.4 Alur Akuisisi Citra Digital dari Sebuah Citra Kontinyu 
Sumber : Digital Image Processing, 2002 
Gambar 2.4 menunjukkan alur bagaimana sebuah citra kontinyu dikonversi ke dalam citra 
digital. Alur akuisisi tersebut melibatkan penangkapan cahaya yang dipantulkan objek oleh 
sensor, yang dilanjutkan oleh proses konversi dari citra kontinu ke citra digital. 
Representasi citra digital dapat diwujudkan dalam sebuah struktur matriks. Dengan 
asumsi bahwa sebuah citra 𝑓(𝑥, 𝑦) di-sampling sedemikian hingga menghasilkan citra 
digital dengan M baris dan N kolom, sebuah citra digital direpresentasikan sebagai peta 
piksel yang diilustrasikan pada Gambar 2.5, 
Gambar 2.5 Pemetaan piksel dalam koordinat matriks dengan ukuran M x N 
Sumber: Digital Image Processing, 2002 
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Piksel merupakan elemen dari sebuah citra digital yang dapat merepresentasikan intensitas 
maupun warna pada suatu posisi dalam citra. 
 Machine Learning 
Machine learning (ML) adalah studi tentang sebuah teknik yang disusun sedemikian 
rupa untuk dapat belajar dari pengalaman. Algoritma Machine learning mengakumulasi 
banyak pengalaman berupa data pengamatan dari interaksi dengan lingkungan. ML dapat 
diterapkan dalam berbagai bidang seperti visi komputer (Geronimo, Serrat, Lopez, & 
Baldrich, 2013), pemrosesan bahasa alami (Wang, Su, & Yu, 2020), dan kesehatan 
(Dhondalay, Tong, & Ball, 2011). Komponen pokok dari Machine Learning adalah data, 
model dan algoritma. Data merupakan informasi yang perlu diolah, model adalah struktur 
dan alur bagaimana data diolah, dan algoritma merupakan cara bagaimana mengoptimalkan 
kinerja dari model yang dibuat. Terdapat beberapa kategori dalam machine learning, antara 
lain: 
1) Supervised Learning: Melakukan prediksi target berdasarkan masukan yang diberikan.
Target disebut sebagai label dengan data input berupa fitur. Sepasang target dan input
disebut dengan contoh. Algoritma ini bertujuan untuk memetakan data masukan ke
sebuah label sesuai dengan pola yang didapatkan dari contoh yang diberikan.
2) Unsupervised Learning: Algoritma ini menggunakan data yang tidak berlabel untuk
memodelkan suatu struktur dari data.
3) Reinforcement Learning: Agen secara langsung berinteraksi dengan lingkungan selama
serangkaian waktu. Pada setiap waktu, agen menerima beberapa pengamatan dari
lingkungan dan harus memilih aksi yang kemudian dilakukan kembali ke lingkungan
melalui beberapa mekanisme. Agen menerima reward atau punishment berdasarkan aksi
yang dilakukan. Mekanisme reward dan punishment ini yang akan menentukan
kebijakan dari agen tersebut.
Deep Learning
Deep learning adalah jenis machine learning yang mampu membangun sebuah konsep
yang kompleks dari banyak konsep-konsep yang lebih sederhana (Goodfellow, Bengio, & 
Courville, 2016). Contoh yang paling esensial dari model deep learning adalah feedforward 
deep network, atau multilayer perceptron (MLP). Multilayer perceptron merupakan fungsi 
matematis untuk melakukan pemetaan dari sebuah masukan ke sebuah keluaran. Fungsi ini 
dibentuk dari berbagai macam fungsi pemetaan yang lebih sederhana. 
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 Convolutional Neural Network 
Convolutional Neural Network (CNN) merupakan neural network yang dikhususkan 
untuk memroses data yang memiliki topologi menyerupai jejaring. CNN memanfaatkan 
operasi linear khusus yang disebut dengan operasi konvolusi (Goodfellow et al., 2016). 
Secara sederhana, konvolusi mengaplikasikan filter pada data masukan yang menghasilkan 
pemetaan fitur. Pemetaan fitur ini mengindikasikan lokasi dan intensitas keberadaan setiap 
fitur yang terdeteksi pada data tersebut. Karena kemampuannya, konvolusi biasa 
dimanfaatkan sebagai ekstraktor fitur. Fitur-fitur yang diekstraksi oleh konvolusi selanjutnya 
dapat diproses oleh sistem klasifikasi seperti fully connected neural network untuk 
didapatkan kesimpulan dari fitur yang telah diekstraksi tersebut. 
2.4.1 Operasi Konvolusi 
Pada bentuk umumnya, operasi konvolusi merupakan sebuah operasi pada 2 fungsi 
yang memiliki argumen bernilai riil. Operasi konvolusi diekspresikan dengan persamaan 
2 − 1 
𝑠(𝑡)  =  ∫ 𝑥(𝑎)𝑤(𝑡 − 𝑎)𝑑𝑎 (2 − 1) 
Namun pada umumnya persamaan 2 − 1 dinotasikan dengan lambang asterisk seperti 
pada persamaan 2 − 2 
𝑠(𝑡)  =  (𝑥 ∗  𝑤)(𝑡) (2 − 2) 
Dalam bentuk diskrit, konvolusi diekspresikan dengan persamaan 2 − 3 
𝑠(𝑡) = (𝑥 ∗ 𝑤)(𝑡) = ∑ 𝑥(𝑎)𝑤(𝑡 − 𝑎)∞𝑎=−∞  (2 − 3) 
Fungsi 𝑠(𝑡) menghasilkan keluaran yang disebut dengan peta fitur, dengan argumen 
pertama adalah input fungsi 𝑥 dan kedua adalah kernel dengan fungsi 𝑤. Pada penerapan 
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CNN masukan konvolusi umumnya berupa data larik multidimensi dan kernel berupa 
parameter larik multidimensi yang akan dilatih dengan algoritma tertentu.  
Setiap elemen dari input dan kernel harus disimpan secara terpisah, dapat 
diasumsikan bahwa fungsi-fungsi ini berupa sekumpulan nilai yang terbatas pada larik 
tertentu. Sebagai contoh, jika menggunakan citra dua dimensi I sebagai input dan 
menggunakan kernel dua dimensi K, maka dapat dituliskan persamaan 2 − 4 




𝑚=0  (2 − 4) 
Persamaan 2 − 4 merupakan operasi konvolusi 2D tanpa pembalikan kernel pada 
masukan citra I dengan kernel K berdimensi k1 x k2. Gambaran umum tentang operasi 
konvolusi dapat dilihat pada Gambar 2.6. 
Gambar 2.6 Operasi konvolusi 2D dengan kernel 2x2 dan masukan 3x4 
Sumber: Deep Learning, 2016 
Dalam operasi konvolusi dikenal istilah padding dan stride. Kedua metode ini 
merupakan metode yang digunakan untuk memanipulasi keluaran operasi konvolusi 
maupun meningkatkan resolusi keluaran konvolusi. Padding melakukan penambahan 
dimensi ekstra di sekeliling data (Zhang, Lipton, Li, & Alexander J. Smola, 2020). 
Ilustrasi dari operasi padding dapat diamati pada Gambar 2.7.  
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Gambar 2.7 Operasi konvolusi dengan padding 1 
Sumber: Dive Into Deep Learning, 2020 
Stride merupakan banyaknya pergeseran baris dan kolom oleh kernel. Pada umumnya, 
operasi konvolusi memanfaatkan stride 1x1. Nilai stride yang lebih tinggi dari 1 akan 
menghasilkan dimensi keluaran yang lebih kecil (downsampling).  
Gambar 2.8 Operasi konvolusi dengan stride 3x2 dan padding 1x1 
Sumber: Dive Into Deep Learning, 2020 
Gambar 2.8 memberikan ilustrasi bagaimana proses konvolusi dengan stride sebesar 3x2 
yang didefinisikan sebagai pergerakan kernel 3 baris ke bawah dan 2 kolom ke kanan 
pada setiap iterasi konvolusi. 
2.4.2 Pooling 
Pooling berfungsi untuk merubah keluaran jaringan pada lokasi tertentu dengan 
ringkasan statistik dari keluaran yang berdekatan (Goodfellow et al., 2016). Hal ini 
dimanfaatkan untuk membuat representasi yang hampir invarian terhadap perubahan 
kecil pada masukan dalam artian pooling menurunkan sensitivitas perubahan keluaran 
terhadap perubahan masukan. Pooling memiliki beberapa jenis yaitu Min Pooling, Max 
Pooling, dan Average Pooling. Min Pooling berfungsi untuk mencari nilai minimum pada 
keseluruhan cakupan kernel untuk dipilih sebagai keluaran pooling, sedangkan max 
pooling mencari nilai maksimum dari keseluruhan cakupan kernel. Average pooling 
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berfungsi untuk mendapatkan nilai rata-rata dari keseluruhan cakupan kernel. Proses 
pooling dapat diamati pada Gambar 2.9 yang menggambarkan proses max pooling. 
Gambar 2.9 Max pooling dengan kernel 2x2 
Sumber: Dive Into Deep Learning, 2020 
2.4.3 Depthwise Separable Convolution 
Depthwise Separable Convolution terdiri dari depthwise convolution, sebuah 
konvolusi spasial yang dilakukan secara independen pada setiap kanal masukan, yang 
kemudian diikuti pointwise convolution atau konvolusi dengan dimensi kernel 1x1 yang 
memproyeksikan keluaran kanal oleh depthwise convolution pada sebuah ruang kanal 
baru (Chollet, 2017).  
Kalkulasi depthwise convolution dengan 1 filter pada setiap kanal dapat diekspresikan 
pada persamaan 2 − 5 
?̂?𝑘,𝑙,𝑚 = ∑ ∑ ?̂?𝑖,𝑗,𝑚 ∙ 𝐹𝑘+𝑖−1,𝑙+𝑗−1,𝑚𝑗𝑖 (2 − 5) 
dengan K adalah kernel dengan dimensi 𝐷𝑘 × 𝐷𝑘 × 𝑀. kernel ?̂? ke-m diterapkan pada 
masukan kanal 𝐹 ke-m untuk menghasilkan keluaran peta fitur ?̂? pada kanal ke-m 
(Howard et al., 2017). Gambar 2.10 merupakan ilustrasi perbandingan kernel pada 
konvolusi depthwise separable dan konvolusi standar 
(a)
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Gambar 2.10 (a) Kernel pada konvolusi standar (b) Kernel depthwise separable dan (c) 
Kernel pointwise 
Sumber: (Howard et al., 2017) 
2.4.4 Fungsi Aktivasi ReLU 
Fungsi aktivasi ReLU (Rectified Linear Unit) adalah fungsi linier yang mengubah 
bagian negatif masukan fungsi menjadi nol, dan melewatkan bagian masukan positif (Xu, 
Wang, Chen, & Li, 2015). Fungsi aktivasi ini merupakan fungsi aktivasi yang relatif 
populer digunakan dalam banyak arsitektur deep neural network.Fungsi aktivasi ReLU 
terbagi menjadi beberapa jenis yaitu ReLU, Leaky ReLU, Parametric Rectified Linear 
Unit (PReLU), dan Randomized ReLU. Masing-masing jenis aktivasi ReLU dapat 
direpresentasikan dalam grafik pada Gambar 2.11. 
Gambar 2.11 Jenis fungsi aktivasi ReLU 




Secara formal, fungsi aktivasi ReLU diekspresikan dalam persamaan 2 − 6 
𝑦𝑖 = {
𝑥𝑖 𝑏𝑖𝑙𝑎 𝑥𝑖 ≥ 0
0 𝑏𝑖𝑙𝑎 𝑥𝑖 < 0
(2 − 6) 
Sedangkan untuk Leaky ReLU dapat diekspresikan secara matematis pada 2 − 7 
𝑦𝑖 = {
𝑥𝑖 𝑏𝑖𝑙𝑎 𝑥𝑖 ≥ 0
𝑥𝑖/𝑎𝑖 𝑏𝑖𝑙𝑎 𝑥𝑖 < 0
(2 − 7) 
Pada Randomized ReLU, fungsi aktivasinya dapat diekspresikan dalam 2 − 8 
 𝑦𝑖 = {
𝑥𝑗𝑖 𝑏𝑖𝑙𝑎 𝑥𝑗𝑖 ≥ 0
𝑎𝑗𝑖𝑥𝑗𝑖 𝑏𝑖𝑙𝑎 𝑥𝑗𝑖 < 0
(2 − 8) 
Dimana 𝑎𝑗𝑖 merupakan bilangan acak yang didapat dari distribusi uniform U. Untuk 
Parametric ReLU memiliki kesamaan fungsi matematis dengan Leaky ReLU, perbedaan 
hanya terletak pada adanya proses pembelajaran 𝑎𝑖 melalui propagasi balik. 
 TensorFlow Lite Micro 
TensorFlow Lite Micro (TFLM) adalah sebuah framework inferensi machine learning 
yang bersifat open-source yang dimanfaatkan untuk mengeksekusi model deep learning 
pada sistem tertanam (David et al., 2020). TFLM dibangun menurut susunan yang 
digambarkan pada Gambar 2.12. 
Gambar 2.12 Gambaran umum sistem pada TFLM 
Sumber: (David et al., 2020) 
Untuk mengembangkan sebuah aplikasi TFLM, langkah pertama yang diperlukan adalah 
membentuk sebuah objek model neural network. Pengembang aplikasi tersebut 
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menghasilkan objek operation resolver yang didapatkan menggunakan API klien. Tahap 
kedua adalah menentukan memori yang memiliki rentetan alamat yang berdampingan yang 
disebut arena. Arena ini berguna untuk menyimpan variabel dan hasil operasi. Hal ini 
dilakukan karena diasumsikan alokasi dinamis pada memori tidak selalu tersedia. Tahap 
ketiga adalah membentuk model interpreter. Tahap terakhir adalah eksekusi yang 
menghasilkan evaluasi kalkulasi model deep learning. Setelah tahap eksekusi berakhir, 
kontrol dikembalikan pada aplikasi. 
2.5.1 TFLM Interpreter 
Dalam melakukan eksekusinya, TFLM memanfaatkan konsep interpreter. 
Interpreter ini akan memuat struktur data yang mendefinisikan model machine learning. 
Data yang telah dimuat akan diterjemahkan oleh interpreter untuk melaksanakan operasi 
dan variabel yang sesuai. 
2.5.2 Pemuatan Model 
Model yang dapat dikenali oleh interpreter adalah model yang menganut skema 
data portabel TensorFlow Lite. Dalam aplikasinya, model ini berbentuk header pustaka 
hasil serialisasi FlatBuffer. Representasi model yang digunakan juga menganut 
representasi Tensorflow Lite yang didesain untuk memudahkan pengembangan pada 
sistem tertanam. Kemudahan ini ditunjukkan salah satunya dalam struktur urutan operasi 
yang memanfaatkan topologically sorted list. Hal ini mengakibatkan eksekusi kalkulasi 
dapat dilakukan dengan perulangan sederhana pada list. 
2.5.3 Manajemen Memori 
Gambar 2.13 Strategi alokasi memori 2-Stack 
Sumber: TensorFlow Lite Micro: Embedded Machine Learning on TinyML Systems 
Manajemen memori pada TFLM memanfaatkan strategi alokasi 2-stack yang 
didefinisikan oleh Gambar 2.13. Alokasi ini dilakukan dengan tujuan memisahkan 
antara data inisialisasi dan evaluasi yang memiliki lifetime berbeda. Manajemen memori 
pada framework TFLM dilaksanakan dengan menghilangkan asumsi bahwa di dalam 
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sistem terdapat kemampuan untuk mengalokasikan memori secara dinamis, sehingga 
seluruh kebutuhan memori akan dialokasikan pada tahap inisialisasi saja. Interpreter 
akan menentukan lifetime dan besar buffer yang diperlukan untuk mengeksekusi model. 
Buffer ini mencakup runtime tensors, memori tetap untuk penyimpanan metadata, dan 
memori scratch untuk menyimpan variabel ketika runtime.. 
 Arsitektur MobileNet V1 
MobileNet adalah arsitektur neural network yang dibangun dari depthwise separable 
convolution dengan tujuan untuk menghasilkan arsitektur yang relatif kecil dan memberikan 
latency yang rendah (Howard et al., 2017). Secara sederhana, rincian arsitektur MobileNet 
V1 dapat diamati pada Tabel 2.1. Selain depthwise separable convolution, arsitektur ini juga 
tersusun dari beberapa lapisan batch normalization dan fungsi aktivasi ReLU. 
Downsampling dilakukan dengan memanipulasi nilai stride pada depthwise separable 
convolution. Pada bagian lapisan akhir terdapat lapisan Global Average Pooling dan FCN 
(Fully Connected Network). Global Average Pooling dimanfaatkan untuk mengecilkan peta 
fitur masing-masing menjadi berukuran 1x1. 
Tabel 2.1 Arsitektur MobileNet 
Sumber: (Howard et al., 2017) 
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 Visual Wake Words Dataset 
Visual Wake Words Dataset merupakan dataset yang dikumpulkan untuk keperluan 
pengembangan model machine learning untuk pengolahan citra yang diaplikasikan pada 
mikrokontroler (Chowdhery, Warden, Shlens, Howard, & Rhodes, 2019). Dataset ini 
dihasilkan dari penyaringan dari dataset COCO (Lin et al., 2014). Dalam kasus yang 
dicontohkan pada publikasi penelitian Visual Wake Words, penyaringan dataset dilakukan 
dengan cara mencari citra yang terdapat objek manusia dalam dataset COCO dengan ukuran 
minimal 0.5% dari keseluruhan ukuran citra. Penyaringan tersebut menghasilkan 47% dari 
keseluruhan 115000 citra berlabel objek manusia. 
 Post Training Quantization 
Post Training Quantization adalah teknik konversi yang dapat mengurangi ukuran 
model neural network serta meningkatkan latensi eksekusi pada CPU dan perangkat 
akselerator tanpa mengurangi akurasi secara signifikan (www.tensorflow.org). Teknik ini 
melakukan konversi pada representasi model sehingga hasil konversi adalah representasi 
model dengan presisi yang lebih rendah (Nahshan et al., 2019).  
 ESP32-CAM 
Gambar 2.14 ESP32-CAM 
Sumber: diymore.cc 
Pada Gambar 2.14 merupakan perangkat ESP32-CAM yang merupakan papan 
pengembangan yang dilengkapi SoC ESP32-S, kamera digital OV2640, dan slot kartu 
MicroSD. Papan pengembangan ini dilengkapi beberapa fitur diantaranya adalah 
• Dukungan protokol IEEE 802.1b/g/n dan Bluetooth
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• Dual core 32-bit CPU dengan frekuensi clock hingga 160 MHz
• 4 MB Flash dan 4 MB PSRAM
• Dukungan modul kamera OV2640 dan OV7670
Modul kamera digital OV2640 pada ESP32-CAM memiliki resolusi 2 MP dengan larik 
sensor berukuran 1600 × 1200 (UXGA) serta field of view sebesar 60o. Dimensi  frame 
dapat diatur dari 96 × 96, QQVGA, HQVGA, HVGA, VGA, SVGA, hingga UXGA. 
Kamera ini mendukung beberapa jenis format keluaran seperti YUV(422/420), RGB565, 
dan grayscale.  
 Sensor Passive Infrared (PIR) 
Gambar 2.15 Sensor PIR 
Sumber: Adafruit Learning System 
Sensor Passive Infrared yang ditunjukkan oleh Gambar 2.15 merupakan sensor yang umum 
digunakan sebagai pendeteksi gerak. Sensor PIR memanfaatkan sensor pyroelectric yang 
dirangkai untuk mendeteksi perubahan level inframerah. Secara rinci bagian-bagian dari 
sensor PIR ditunjukkan pada Gambar 2.16. 
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Gambar 2.16 Bagian Sensor PIR 
Sumber: Adafruit Learning System 
Berikut spesifikasi dari sensor PIR: 
• Sinyal keluaran: pulsa tinggi (3 V) ketika terdeteksi perubahan IR, pulsa rendah (0
V) ketika tidak terdeteksi perubahan IR.
• Sensitivitas: Hingga 6 meter dengan radius 110 derajat





Metode penelitian yang digunakan disusun berdasarkan rumusan masalah yang telah 
dibentuk. Adapun susunan dari metode yang digunakan mencakup studi literatur, 
perancangan sistem, perancangan arsitektur Convolutional Neural Network, dan pengujian 
sistem serta analisis hasil pengujian.  
 Studi Literatur 
Studi literatur dilakukan untuk mengkaji informasi yang dibutuhkan untuk 
melaksanakan analisis. Tahap ini dilaksanakan dengan pencarian informasi dari berbagai 
sumber yang meliputi jurnal ilmiah, konferensi/prosiding, buku, artikel, dan lain-lain yang 
relevan dengan topik yang dikaji. Informasi yang dikaji adalah sebagai berikut : 
• Teori Konvolusi pada Neural Network
• Teori tentang framework TensorFlow Lite Micro
• Informasi pengaplikasian model dengan framework TensorFlow Lite Micro
• Teori tentang citra digital
• Teori neural network dan bagaimana cara membuat sebuah neural network dengan
TensorFlow
 Diagram Blok Sistem 
Gambar 3.1 Diagram Blok Sistem 
Sistem terdiri dari 4 komponen utama seperti yang telah diilustrasikan pada gambar 
Gambar 3.1 Diagram Blok Sistem, yaitu kamera digital (OV2640), Sensor Passive Infrared 
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(PIR), alarm (buzzer), dan Mikrokontroler (ESP32). Kamera terhubung dengan fungsi 
pengambil framebuffer yang berfungsi untuk menangani komunikasi dengan kamera digital 
sekaligus untuk mengambil data citra dari kamera. Pengambilan citra dalam sistem ini hanya 
akan dilakukan ketika sensor PIR mendeteksi adanya perubahan radiasi inframerah di dalam 
radius pantau sensor, yang mana dapat diartikan sebagai terdapatnya suatu pergerakan dalam 
radius pantau. Mekanisme ini digunakan untuk menghemat sumber daya, dalam artian 
perubahan yang dideteksi oleh sensor PIR digunakan sebagai sinyal untuk mengambil citra 
dari kamera sehingga tidak dibutuhkan aliran data citra terus menerus. 
 Persiapan Dataset 
Dataset yang digunakan adalah dataset Visual Wake Words yang dihasilkan dari 
melakukan penyaringan citra yang terdapat objek manusia dari dataset COCO . Dataset ini 
sudah terbagi menjadi dataset untuk pelatihan, validasi, dan evaluasi. Keseluruhan citra 
berjumlah 123.287 buah citra. 
 Rancangan Arsitektur Neural Network 
Tabel 3.1 Arsitektur Neural Network Yang Digunakan 
Layer Bentuk Filter Keterangan 
Input  - 
2D Convolution 3 x 3 x 3 x 8 
Batch Normalization  - 
Rectified Linear Unit (ReLU)  - 
Depthwise Convolution 3 x 3 x 3 x 8 
Batch Normalization  - 
Rectified Linear Unit (ReLU)  - 
Pointwise Convolution 1 x 1 x 8 x 16 
Batch Normalization  - 
Rectified Linear Unit (ReLU)  - 
Depthwise Convolution 3 x 3 x 16 
Batch Normalization  - 
Rectified Linear Unit (ReLU)  - 
Pointwise Convolution 1 x 1 x 16 x 32 
Batch Normalization  - 
Rectified Linear Unit (ReLU)  - 
Depthwise Convolution 3 x 3 x 32 
Batch Normalization  - 
Rectified Linear Unit (ReLU)  - 
Pointwise Convolution 1 x 1 x 32 x 64 
Batch Normalization  - 
Rectified Linear Unit (ReLU) -
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Depthwise Convolution 3 x 3 x 64 
Batch Normalization  - 
Rectified Linear Unit (ReLU)  - 
Pointwise Convolution 1 x 1 x 64 x 128 
Batch Normalization  - 




Depthwise Convolution 3 x 3 x 128 
Batch Normalization  - 
Rectified Linear Unit (ReLU)  - 
Pointwise Convolution 1 x 1 x 128 
Batch Normalization  - 
Rectified Linear Unit (ReLU)  - 
Depthwise Convolution 3 x 3 x 128 
Batch Normalization  - 
Rectified Linear Unit (ReLU)  - 
Pointwise Convolution 1 x 1 x 128 x 256 
Batch Normalization  - 
Rectified Linear Unit (ReLU)  - 
Depthwise Convolution 3 x 3 x 256 
Batch Normalization  - 
Rectified Linear Unit (ReLU)  - 
Pointwise Convolution 1 x 1 x 256 x 256 
Batch Normalization  - 
Rectified Linear Unit (ReLU)  - 





Dense (Aktivasi Softmax)  - 
Perancangan arsitektur pada sistem ini didasarkan pada pola dalam arsitektur MobileNet 
V1 (Howard et al., 2017) dengan pengurangan jumlah kernel yang digunakan dalam setiap 
layer konvolusi dengan skala 0.25 yang dapat diamati pada Tabel 3.1. Penskalaan ini dapat 
dilihat perbedaannya dengan arsitektur utuh dari MobileNet V1 pada Tabel 2.1. Pengurangan 
jumlah kernel dilakukan karena jumlah fitur dan kelas yang perlu dideteksi jauh lebih rendah 
jumlahnya dibandingkan dengan implementasi penuh MobileNet V1, serta dengan 
pertimbangan arsitektur yang dirancang akan diimplementasikan dalam mikrokontroler, 
arsitektur yang digunakan harus memiliki ukuran seminimal mungkin sehingga tidak 
mengkonsumsi besar memori yang tinggi. 
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 Diagram State Sistem 
Gambar 3.2 Diagram state sistem 
Alur kerja sistem yang telah diilustrasikan pada Gambar 3.2 dapat dijelaskan secara rinci 
dalam bentuk tahapan berikut : 
1. Bila sensor PIR mendeteksi adanya perubahan, maka mikrokontroler melakukan
pengambilan citra dari kamera digital.
2. Setelah citra telah berhasil ditangkap, selanjutnya dilakukan preprocessing pada data
citra yang didapatkan. Preprocessing yang dilakukan menyesuaikan jenis data citra
yang ditangkap. Apabila data citra melebihi dimensi masukan dari model maka
dalam tahap preprocessing dilakukan crop pada data citra tersebut. Jika data citra
memiliki jumlah/susunan kanal yang berbeda maka tahap preprocessing akan
melakukan konversi kanal pada data citra.
3. Kemudian inferensi akan dilakukan pada data citra tersebut oleh Interpreter TFLM
untuk dihasilkan nilai confidence score yang menunjukkan klasifikasi kelas antara
terdapatnya objek manusia atau tidak terdapatnya objek manusia.
4. Apabila objek manusia terdeteksi (confidence score > threshold) dalam hasil
inferensi, maka alarm (buzzer) akan dibunyikan untuk menandakan bahwa terdapat
orang yang tidak diinginkan. Sedangkan apabila objek manusia tidak terdeteksi,
maka mikrokontroler akan kembali menunggu sinyal dari sensor PIR.
Untuk memberikan rincian bagaimana deteksi objek manusia dalam proses inferensi, 
disajikan ilustrasi sederhana pada Gambar 3.3. 
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Gambar 3.3 Alur Deteksi Objek Manusia 
Berikut tahapan proses deteksi keberadaan objek manusia yang diilustrasikan pada Gambar 
3.3 : 
1. Data citra diproses dalam beberapa lapisan jaringan konvolusi, yang mana setiap
lapisan terdapat filter yang telah dibentuk dari pelatihan model. Proses ini
menghasilkan kumpulan pemetaan fitur yang terdeteksi pada data citra
2. Kumpulan peta fitur ini kemudian diringkas dengan global average pooling yang
menghasilkan data fitur yang lebih sederhana
3. Data fitur yang telah disederhanakan ini kemudian diumpankan ke lapisan fully
connected neural network (FCN). Lapisan FCN ini memiliki informasi tentang
korelasi tiap fitur yang telah dipelajari dari proses pelatihan model sehingga dapat
diambil suatu kesimpulan berdasarkan fitur yang didapatkan dari citra















































































 Skema Pembentukan Model 
Gambar 3.4 Skema konstruksi model 
Diagram pada Gambar 3.4 merepresentasikan tahapan pembentukan model yang 
digunakan. Secara rinci, model  dibentuk dengan framework TensorFlow dengan bahasa 
pemrograman Python. Model yang dibentuk kemudian dilatih pada laptop dengan 
memanfaatkan GPU Nvidia GeForce 940mx yang dilengkapi memori GDDR5 yang 
berkapasitas 2 GB dengan dataset objek manusia dari dataset Visual Wake Words. Setelah 
dilakukan pelatihan model akan dibekukan yang selanjutnya disimpan dalam bentuk berkas 
Frozen Graph. Berkas Frozen Graph ini akan digunakan dalam konversi, optimisasi dan  
kuantisasi int8 dengan memanfaatkan TensorFlow Lite Converter. Proses ini menghasilkan 
berkas Model TensorFlow Lite yang akan dikonversi ke berkas C++ source file dengan 
utilitas xxd pada linux yang berguna untuk menghasilkan berkas hex dump. Dalam penelitian 
ini telah dibuat 4 jenis model dengan atribut yang berbeda yang ditunjukkan pada Tabel 3.2. 
Tabel 3.2 Jenis Dan Atribut Model Yang Dibuat 
Model Dimensi Input Format Citra Kuantisasi 
A 96x96 grayscale full integer 
B 96x96 RGB888 full integer 
C 120x120 grayscale full integer 
D 120x120 grayscale dynamic range 
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 Perangkat Lunak Sistem 
Pembuatan perangkat lunak sistem dilakukan dengan memanfaatkan IDE (Integrated 
Development Environment) Visual Studio Code yang dilengkapi ekstensi PlatformIO. 
Sedangkan untuk SDK (Software Development Kit) yang digunakan adalah ESP-IDF yang 
merupakan framework khusus untuk pengembangan perangkat dari espressif. 
 Pengujian dan Analisis Hasil Pengujian 
Pengujian sistem terbagi menjadi pengujian penangkapan citra oleh kamera, model 
sebelum konversi, konversi model dan kinerja sistem. Pengujian penangkapan citra oleh 
kamera bertujuan untuk memastikan bahwa data citra yang ditangkap oleh kamera valid dan 
dapat direkonstruksi untuk visualisasi secara utuh, karena hasil citra yang ditangkap kamera 
sangat berpengaruh pada kinerja sistem. Pengujian kinerja sistem meliputi akurasi deteksi 
dan kecepatan inferensi model pada mikrokontroler yang digunakan. Pada pengujian akurasi 





HASIL DAN PEMBAHASAN 
Pembahasan hasil pengujian bertujuan untuk mengkaji sistem yang telah dibuat 
sesuai rancangan. Pengujian dilakukan pada bagian-bagian sistem yang kemudian 
dilanjutkan pada pengujian kinerja keseluruhan sistem. 
 Uji Penangkapan Citra dari Kamera OV2640 
4.1.1 Tujuan 
Pengujian dilakukan untuk mengetahui keberhasilan pengambilan citra dan kondisi citra 
yang ditangkap oleh kamera OV2640. 
4.1.2 Sumber Daya yang Digunakan 
Sumber daya, perangkat keras maupun perangkat lunak, yang digunakan untuk 
melaksanakan tahapan pengujian ini telah dirinci dalam daftar berikut: 
• Laptop
• ESP32 Cam
4.1.3 Prosedur Pengujian 
1. Menyiapkan ESP32 Cam yang telah diprogram untuk mengambil citra secara
periodik
2. Meletakkan ESP32 Cam pada posisi 1.5 meter dari dasar ruang uji
3. Data citra yang diambil ditransmisikan ke laptop untuk diproses dengan tujuan
merubah data yang berbentuk larik yang berisi nilai piksel ke visualisasi citra digital.
4. Didapatkan sampel citra hasil tangkapan kamera OV2640
4.1.4 Analisis Hasil Pengujian 
Penangkapan citra dan konversi data agar citra dapat divisualisasi berhasil dilakukan, 
dengan sampel citra ditunjukkan oleh Gambar 4.1. 
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Gambar 4.1 Hasil citra yang ditangkap oleh kamera OV2640 
Dari sampel citra yang telah didapat pada Gambar 4.1, citra yang ditangkap dapat 
direkonstruksi secara utuh tanpa terjadinya transpose pixel dengan warna yang relatif 
akurat, yang menandakan bahwa data citra valid. Objek manusia maupun objek lainnya 
dapat ditangkap dengan relatif baik. 
 Pengujian Konversi Model 
4.2.1 Tujuan 
Tujuan pengujian ini adalah untuk mengetahui hasil 4 model sebelum konversi dan telah 
dikonversi untuk diaplikasikan pada sistem. 
4.2.2 Sumber Daya yang Digunakan 
Sumber daya, perangkat keras maupun perangkat lunak, yang digunakan untuk 
melaksanakan tahapan pengujian ini telah dirinci dalam daftar berikut: 
• Laptop
• Dataset Visual Wake Words
• Script untuk pelatihan model dari TensorFlow Slim (Lampiran 9)
• Script evaluasi dari TensorFlow Slim (Lampiran 10)
• Script dari TensorFlow Slim untuk menghasilkan berkas struktur model (Lampiran
11)
• Script untuk membekukan bobot model
• Script untuk konversi ke TF Lite (Lampiran 8)
4.2.3 Prosedur Pengujian 
1. Eksekusi masing-masing script pelatihan untuk 4 model, dengan masing-masing
parameter,
Untuk model A (96x96 grayscale):
➢ Train_image_size = 96
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➢ input_grayscale = true
➢ save_summaries_secs = 300
➢ learning_rate = 0.055
➢ label_smoothing = 0.1
➢ learning_rate_decay_factor = 0.94
➢ num_epoch_per_decay = 2.4
➢ moving_average_decay = 0.9999
➢ batch_size = 25
➢ max_number_of_steps = 1000000
➢ momentum = 0.9
Untuk model B (96x96 RGB): 
➢ Train_image_size = 96
➢ input_grayscale = false
➢ save_summaries_secs = 300
➢ learning_rate = 0.055
➢ label_smoothing = 0.1
➢ learning_rate_decay_factor = 0.94
➢ num_epoch_per_decay = 2.4
➢ moving_average_decay = 0.9999
➢ batch_size = 25
➢ max_number_of_steps = 1000000
➢ momentum = 0.9
Untuk model C dan D (120x120 grayscale): 
➢ Train_image_size = 120
➢ input_grayscale = true
➢ save_summaries_secs = 300
➢ learning_rate = 0.075
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➢ label_smoothing = 0.1
➢ learning_rate_decay_factor = 0.95
➢ num_epoch_per_decay = 2
➢ moving_average_decay = 0.9999
➢ batch_size = 10
➢ max_number_of_steps = 1000000
➢ momentum = 0.9
2. Setelah pelatihan berakhir, eksekusi script evaluasi pada masing-masing model
yang telah dilatih
3. Setelah hasil evaluasi telah sesuai dengan akurasi yang diinginkan (dalam hal ini
lebih tinggi dari 80 %), dapat dilanjutkan ke tahap konversi.
4. Eksekusi script untuk menghasilkan struktur masing-masing model dalam berkas
graph def
5. Eksekusi script untuk membekukan model dengan bobot hasil pelatihan
sebelumnya. Proses ini akan menghasilkan berkas frozen graph
6. Berkas frozen graph yang telah dihasilkan kemudian dikonversi ke berkas tflite
dengan script converter yang telah dibuat. Script yang telah dibuat akan melakukan
kuantisasi full integer int8, kecuali pada model D yang memanfaatkan dynamic
range quantization. Hasil dari proses ini adalah berkas tflite
7. Kemudian berkas tflite yang dihasilkan dikonversi ke C/C++ source file dengan
utilitas xxd pada linux.
4.2.4 Analisis Hasil Pengujian 
Hasil model yang telah dilatih direpresentasikan pada Tabel 4.1. 
Tabel 4.1 Hasil Training Model 
Model Akurasi Evaluasi Loss Epoch 
A 81.04% 0.44 69.14 
B 81.62% 0.51 23.81 
C 83% 0.44 30.31 
D  83% 0.44  30.31 
Dapat diamati bahwa model C memiliki hasil evaluasi yang paling baik yang dicapai 
dengan jumlah epoch yang relatif rendah. Kesamaan hasil evaluasi, loss, dan epoch pada 
model C dengan D dikarenakan oleh model sebelum konversi memanfaatkan model yang 
sama, namun pada tahap konversi akan terjadi perbedaan di tipe kuantisasi, dimana model 
C memanfaatkan full integer quantization sedangkan model D memanfaatkan dynamic 
range quantization. Agar masing-masing model dapat diaplikasikan pada ESP32, maka 
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setiap model harus memiliki ukuran berkas binary yang lebih rendah dari kapasitas 
memori flash ESP32 dengan ukuran 4 MB. Berkas tflite dan berkas binary hasil kompilasi 
oleh compiler masing-masing model direpresentasikan oleh Tabel 4.2 
Tabel 4.2 Ukuran Berkas Hasil Konversi Model 
Model 
Ukuran Berkas TFLite 
(Byte) 
Ukuran berkas binary 
(Byte) 
A 300680 293600 
B 300680 293600 
C 300680 293600 
D 243352 237600 
Dapat diamati pada Tabel 4.2 keseluruhan model memiliki ukuran yang jauh lebih rendah 
daripada ukuran memori flash ESP32 sebesar 4 MB. Dapat disimpulkan keseluruhan 
model dapat disimpan dalam memori flash ESP32 dengan model D yang memanfaatkan 
dynamic range quantization memiliki ukuran yang paling rendah. Ukuran pada berkas 
pada model A, B, dan C memiliki besar yang identik karena tidak ada perbedaan struktur 
model maupun metode kuantisasi. Adapun untuk berkas source file masing-masing model 
dapat diamati pada lampiran 4 untuk model A, lampiran 6 untuk model B, lampiran 5 
untuk model C, dan lampiran 7 untuk model D. Selain ukuran model, konsumsi memori 
RAM untuk melakukan operasi yang diperlukan setiap model harus lebih rendah dari 
kapasitas memori RAM ESP32 yang berukuran 320 KB. Analisis konsumsi memori 
RAM pada model didapatkan dengan memanfaatkan script tflite-tools 
(https://github.com/eliberis/tflite-tools), sedangkan analisis pada besar minimum alokasi 
RAM pada eksekusi model dengan interpreter TensorFlow Lite Micro, memanfaatkan 
PlatformIO Project Analyzer. Adapun hasil analisis tersebut ditunjukkan oleh Tabel 4.3, 
Tabel 4.3 Konsumsi Memori Ram Dan Alokasi Minimum Setiap Model 
Model Puncak Konsumsi Memori (Byte) 
Minimum Alokasi Memori 
(Byte) 
A 55296 73728 
B 55296 73728 
C 86400 115000 
D 345600 460800 
Dapat diamati pada Tabel 4.3, model D membutuhkan alokasi RAM yang melebihi 
kapasitas RAM ESP32 Cam, sehingga model ini tidak dapat dieksekusi dengan kapasitas 
RAM yang ada. Namun, model ini dapat dieksekusi dengan memanfaatkan PSRAM yang 
terdapat pada ESP32 Cam. Untuk memanfaatkan PSRAM dalam eksekusi model D, 





memanfaatkan alokasi dinamis, seperti fungsi malloc(), karena interpreter 
TensorFlow Lite Micro memiliki prinsip desain yang mengasumsikan bahwa tidak ada 
kapabilitas alokasi dinamis. Model D tidak akan diuji pada tahap pengujian kinerja model 
pada sistem karena tidak dilakukan modifikasi pada interpreter TensorFlow Lite Micro. 
Pada model D juga dapat diamati bahwa walaupun model D memiliki berkas binary 
yang berukuran paling rendah dari model yang lainnya, model D membutuhkan alokasi 
memori yang paling besar. Hal ini diakibatkan oleh metode kuantisasi yang 
memanfaatkan dynamic range quantization. Perbedaan juga terjadi pada besar alokasi 
memori yang dibutuhkan oleh model A dengan C walaupun berkas binary dari kedua 
model tersebut memiliki kesamaan. Hal ini diakibatkan karena informasi besar data 
masukan yang berbeda. Perbedaan dimensi data masukan pada model mengakibatkan 
terjadinya perbedaan pada dimensi hasil setiap lapisan konvolusi yang mengakibatkan 
diperlukan alokasi memori yang berbeda. Perbandingan lebih lanjut disajikan dalam 
bentuk grafik yang disediakan pada lampiran 12. 
 Pengujian Kinerja Model pada Sistem  
4.3.1 Tujuan 
Pengujian ini dilakukan dengan tujuan untuk mengetahui kemampuan masing-masing 
model yang telah dikonversi pada implementasi sistem. Pengujian kinerja sistem 
didasarkan pada tingkat akurasi klasifikasi citra dan kecepatan inferensi dari beberapa 
sampel uji sistem. 
4.3.2 Sumber Daya yang Digunakan 
• Prototipe sistem ESP32 Cam yang telah dibuat 
• Laptop 
• Ruangan dengan spesifikasi sebagai berikut: 
o Ruangan memiliki luas 15 m2 (5x3 m) dan tinggi 3.8 m 
o Terdapat 4 Lampu LED di setiap sudut ruangan dengan masing-masing 
lampu berkapasitas 10 Watt 
4.3.3 Prosedur Pengujian 
1. Memposisikan ESP32 Cam pada posisi yang ditentukan. Sebelum penentuan posisi, 
perlu diketahui besar sudut FOV kamera terlebih dahulu agar dapat diprediksi 
bagaimana objek akan ditangkap kamera pada jarak tertentu. Untuk mengetahui 
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sudut FOV kamera, perlu diketahui bahwa ukuran sensor kamera OV2640 yang 
digunakan adalah 1632x1232 piksel, dengan ukuran piksel 2.2 μm x 2.2 μm dan focal 
length sepanjang 3.21 mm. Maka dapat ditemukan ukuran sensor adalah 3.5 mm x 
2.7 mm. Dengan spesifikasi tersebut, maka dapat ditentukan sudut FOV kamera 
dengan perhitungan 4 − 1: 




= 57.2𝑜 ~ 60𝑜 (4 − 1) 
Gambar 4.2 Skema pertama dengan posisi kamera dengan tinggi 1.5 m dari dasar 
tanpa Tilt 
Pada skema pertama yang ditunjukkan pada Gambar 4.2, sumbu kamera sejajar 
dengan bidang horizontal. Pada skema ini, jarak minimum L agar objek dapat 
ditangkap secara penuh oleh kamera dapat dihitung dengan rumusan 4 − 2. 





− 1.52 = 2.6 𝑚 (4 − 2) 
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Gambar 4.3 Skema kedua dengan posisi kamera pada 3 m dari dasar dengan tilt 
30 derajat ke bawah 
Pada skema kedua yang ditunjukkan pada Gambar 4.3, kamera diposisikan 
dengan tilt sebesar 30 derajat ke bawah. Dengan kriteria sudut FoV dan radius 
deteksi sensor PIR, maka batasan L dimana kamera dapat menangkap suatu 
objek secara utuh dapat ditentukan pada perhitungan 4 − 3. 





− 32 = 1.73 𝑚 (4 − 3) 
2. Tahap pertama dilakukan untuk uji deteksi dengan objek manusia. Objek manusia
bergerak secara acak pada radius 1 m, 2 m, dan 3 m. Objek manusia selalu bergerak
hingga perangkat terpicu sebanyak 25 kali sehingga didapatkan 25 buah hasil
inferensi. Perlu diketahui bahwa citra dari objek manusia yang ditangkap akan
terpotong pada jarak L tertentu, dan besar potongan ini dapat dihitung dengan
pendekatan kesebangunan segitiga sebagai berikut,
Pada Skema Pertama:
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Gambar 4.4 Estimasi Terpotongnya Citra Objek Skema Pertama 












 , 𝑚𝑎𝑘𝑎 𝑏 = 0.35 𝑚 
Pada Skema Kedua: 
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Gambar 4.5 Estimasi Terpotongnya Citra Objek Skema Kedua 







 , 𝑚𝑎𝑘𝑎 𝑎 = 1.26 𝑚 
3. Tahap kedua dilakukan untuk uji tanpa objek manusia dan memberi gangguan.
Keadaan objek di ruang uji dirubah posisinya secara acak, dan perangkat protoipe
dipicu secara sengaja untuk melakukan inferensi citra yang didapat sebanyak 75 kali
4. Data hasil uji didapatkan
4.3.4 Analisis Hasil Pengujian 
Kriteria uji kedua dengan parameter uji adalah akurasi inferensi direpresentasikan dalam 
Tabel 4.4. 
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Tabel 4.4 Hasil Uji Pada Skema Pertama 
Dapat diamati di Tabel 4.4, pada model A jumlah false positive, keadaan dimana model 
menyimpulkan bahwa terdapat objek manusia pada citra tanpa objek manusia relatif besar 
yang mencapai 68% dari total sampel. Hal ini dapat menyebabkan invalidasi pada akurasi 
deteksi oleh model. Begitu juga pada model C dengan nilai false positive yang mencapai 
36%. Hal ini perlu diatasi dengan mengamati nilai confidence score pada kelas objek 
manusia ketika model menyimpulkan dengan benar maupun mengalami false positive. 
Pengamatan ini tidak dilakukan pada model B, karena model B memiliki nilai false 
positive yang relatif rendah. Data pengamatan nilai confidence score model A dan C 
disajikan berturut-turut pada Tabel 4.5 dan Tabel 4.6, 
Tabel 4.5 Perbandingan Antara Confidence Score Ketika Model A Sukses Mendeteksi 
Manusia Dengan Confidence Score Ketika Model Memberikan False Positive 
Correct Detection 














AVG 86.739 AVG 72.66 
L = 1 M L = 2 M L = 3 M L = 1 M L = 2 M L = 3 M Jumlah % dari sampel
A 96 88 84 1 2 4 34 68
B 40 56 39 15 11 18 9 12
C 88 96 92 3 1 2 27 36
FP = False Positive FN = False Negative L = Jarak horizontal objek ke kamera
FPFNAkurasi Deteksi (%)
HASIL UJI T = 1.5 M THRESHOLD = 50% (SKEMA 1)
Model
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Tabel 4.6 Perbandingan Antara Confidence Score Ketika Model C Sukses Mendeteksi 
Manusia Dengan Confidence Score Ketika Model Memberikan False Positive 
Correct Detection 
Confidence Score (%) 
False Positive 











AVG 79.582 AVG 62.616 
Dari informasi yang didapatkan dari Tabel 4.5 dan Tabel 4.6, nilai confidence score antara 
kesimpulan yang benar dan keadaan false positive terdapat perbedaan. Perbedaan ini 
dapat dimanfaatkan untuk merubah nilai threshold dengan perhitungan 4 − 3, 
𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 𝑏𝑎𝑟𝑢 = 𝑆𝑘𝑜𝑟 𝐹𝑃𝐴𝑉𝐺 +
𝑆𝑘𝑜𝑟 𝐶𝐷𝐴𝑉𝐺−𝑆𝑘𝑜𝑟 𝐹𝑃𝐴𝑉𝐺
2
(4 − 3) 
dengan 𝑆𝑘𝑜𝑟 𝐶𝐷𝐴𝑉𝐺  merupakan nilai rata-rata dari data confidence score ketika model 
mendapat kesimpulan yang benar, sedangkan 𝑆𝑘𝑜𝑟 𝐹𝑃𝐴𝑉𝐺  merupakan nilai rata dari data 
confidence score ketika model mengalami false positive. Dengan rumus 4 − 3 didapatkan 
nilai threshold baru untuk model A adalah 79% dan model C adalah 71%. Dengan 
threshold baru ini, pengujian dilakukan kembali pada skema pertama. Hasil pengujian 
tersebut disajikan dalam Tabel 4.7 dan Tabel 4.8 untuk model A dan C berturut-turut. 
Tabel 4.7 Hasil Uji Model A Pada Skema 1 Dengan Threshold = 79% 
HASIL UJI MODEL A T = 1.5 M THRESHOLD = 79% (SKEMA 1) 
Akurasi Deteksi (%) FN FP 
L = 1 M L = 2 M L = 3 M L = 1 M L = 2 M L = 3 M Jumlah % dari sampel 
72 76 60 7 6 10 9 12 
Tabel 4.8 Hasil Uji Model C Pada Skema 1 Dengan Threshold = 71% 
HASIL UJI MODEL C T = 1.5 M THRESHOLD = 71% (SKEMA 1) 
Akurasi Deteksi (%) FN FP 
L = 1 M L = 2 M L = 3 M L = 1 M L = 2 M L = 3 M Jumlah % dari sampel 
76 84 60 6 4 10 8 10.6 
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Dari Tabel 4.7 dan Tabel 4.8 dapat diamati bahwa pemanfaatan threshold baru dapat 
menurunkan jumlah false positive secara signifikan. Kemudian pengujian dilakukan 
kembali dengan memanfaatkan masing-masing threshold yang baru pada pengujian 
skema 2. Namun model A dan C tidak mampu mencapai akurasi deteksi yang diharapkan 
dimana kedua model hanya mendapatkan akurasi kurang dari 20%. Namun, pengujian 
dilakukan kembali dengan menurunkan ketinggian posisi kamera ke 2.5 meter. Hasil 
pengujian tersebut dapat diamati pada Tabel 4.9 dan Tabel 4.10. 
Tabel 4.9 Hasil Uji Model A Pada Skema 2 Dengan Threshold = 79% 
HASIL UJI MODEL A T = 2.5 M THRESHOLD = 79% (SKEMA 2) 
Akurasi Deteksi (%) FN FP 
L = 1 M L = 2 M L = 3 M L = 1 M L = 2 M L = 3 M Jumlah % dari sampel 
56 68 52 14 8 12 9 12 
Tabel 4.10 Hasil Uji Model C Pada Skema 2 Dengan Threshold = 71% 
HASIL UJI MODEL A T = 2.5 M THRESHOLD = 71% (SKEMA 2) 
Akurasi Deteksi (%) FN FP 
L = 1 M L = 2 M L = 3 M L = 1 M L = 2 M L = 3 M Jumlah % dari sampel 
56 72 56 14 7 11 7 9.3 
Dapat diamati pada Tabel 4.9 dan Tabel 4.10 bahwa model C memiliki kinerja yang 
sedikit lebih baik daripada model A. Namun kedua model tidak mampu memberikan 
kinerja yang baik pada pengujian dengan jarak L sejauh 1 meter dan 3 meter. Akurasi 
deteksi yang rendah berpotensi diakibatkan oleh sudut perspektif objek manusia yang 
ditangkap oleh kamera menyulitkan model untuk mendapatkan kesimpulan. Jarak juga 
berpotensi menyulitkan model untuk memberikan kesimpulan, dimana pada jarak 1 meter 
diakibatkan oleh terpotongnya citra objek manusia yang sudah dijelaskan pada bagian 
prosedur pengujian sebelumnya. Terpotongnya citra ini mengakibatkan berkurangnya 
jumlah fitur yang mampu ditangkap oleh kamera ditambah dengan sudut perspektifnya. 
Namun pada pengujian skema 1, kedua model masih mendapatkan performa yang relatif 
lebih baik dibandingkan dengan pengujian di skema 2. Dari informasi ini dapat 
disimpulkan bahwa sudut perspektif dan jarak sangat memengaruhi kemampuan inferensi 
dari model A dan C. Pada pengujian ini juga dilakukan pengujian objek manusia pada 
posisi selain berjalan tegak maupun berdiri tegak, namun kedua model hanya mampu 
mendeteksi objek manusia dengan baik pada posisi berjalan dan berdiri tegak. 
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Kriteria uji kedua adalah hasil kecepatan inferensi masing-masing model yang 
ditunjukkan oleh Tabel 4.11. 
Tabel 4.11 (a) Tabel Hasil Uji Kecepatan Inferensi Model A, (b) Tabel Hasil Uji 
Kecepatan Inferensi Model C 
Dari Tabel 4.11 dapat disimpulkan bahwa lama inferensi model A lebih rendah dari model 
C. Perbedaan lama inferensi ini diakibatkan oleh perbedaan dimensi masukan, dimana
model A memiliki dimensi masukan 96x96, sedangkan model memiliki dimensi masukan 
120x120. Perbedaan dimensi ini menyebabkan jumlah operasi yang berbeda antara model 
A dan C. Perbedaan ini secara rinci dapat diamati pada grafik di lampiran 12. 
Dari keseluruhan hasil yang telah dijabarkan, diambil kesimpulan bahwa model A 
adalah model yang paling baik dari model C. Hal ini didasarkan pada besar konsumsi 
memori pada proses inferensi model A yang telah ditunjukkan dalam Tabel 4.3, serta 
lama inferensi yang jauh lebih rendah daripada model C dengan kinerja yang tidak jauh 


















Gambar 4.6 Perbandingan antara model A dan model C 
Gambar 4.6 merupakan grafik yang memuat karakteristik hasil uji yang telah 
dinormalisasi untuk memudahkan ilustrasi. Dapat diamati bahwa model A memiliki 
karakteristik yang lebih unggul daripada model C dalam aplikasi pada sistem yang 
telah dirancang. Penentuan ini didasarkan pada pertukaran antara konsumsi memori, 
lama inferensi, dan akurasi yang mampu dicapai oleh model A dan C 
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KESIMPULAN DAN SARAN 
 Kesimpulan 
Eksekusi model deep learning dengan memanfaatkan arsitektur MobileNet V1 yang 
telah diskala ke 0.25 yang dieksekusi pada ESP32 Cam untuk mendeteksi objek manusia 
dapat dilakukan. Dari keempat model yang dibuat, model A hasil kuantisasi full integer 
dengan masukan data citra berukuran 96x96 berformat grayscale adalah yang paling baik 
dengan lama inferensi sebesar 5214.83 milidetik, akurasi deteksi mencapai 76 %, dan puncak 
konsumsi memori saat runtime sebesar 55.3 KB. Namun model yang diaplikasikan pada 
sistem yang telah dibuat, gagal mendeteksi objek manusia dengan akurasi yang diharapkan 
ketika kamera diposisikan dengan tilt 30 derajat ke bawah. Model yang telah dibuat juga 
tidak mampu mendeteksi objek manusia dengan baik ketika objek manusia tidak sedang 
berdiri atau berjalan.  
 Saran 
Model yang telah dirancang dan diaplikasikan dianggap masih terdapat banyak 
kekurangan, dari segi kecepatan inferensi maupun cara deteksi dan akurasinya. Kekurangan 
ini sangat fatal dalam pemanfaatannya sebagai detektor objek manusia bila diaplikasikan 
sebagai kamera keamanan. Maka untuk mengatasi kekurangan tersebut, beberapa isu 
disarankan untuk diteliti kembali. Isu yang dimaksud antara lain: 
1. Menemukan jumlah epoch yang optimal agar mendapatkan model yang terbaik
dalam permasalahan pada penelitian ini.
2. Menentukan dataset yang tepat dan metode pelatihan yang terbaik untuk
menghasilkan model yang terbaik untuk permasalahan pada penelitian ini.
3. Melakukan modifikasi pada interpreter TensorFlow Lite Micro untuk
mengoptimalkan manajemen memori dan efisiensi operasinya, khususnya untuk
dieksekusi pada prosesor buatan Xtensa.
4. Merubah metode deteksi dengan memanfaatkan frame difference. Hal ini dilakukan
untuk membatasi eksekusi inferensi sehingga inferensi hanya akan dilakukan ketika
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LAMPIRAN 
Lampiran 1: main.cc 
/* 




































Remote Debugging with UDP via WiFi 
*/ 
#ifdef  REMOTE_DEBUG_ENABLED 









Define GPIO pins used 
*/ 
#define PIR_PIN GPIO_NUM_12 
#define BUZZER_PIN  GPIO_NUM_13 
#define LED_1 GPIO_NUM_14 
#define LED_2 GPIO_NUM_15 
int led_blink = 0; 
camera_fb_t* fb = NULL; 
static const char* TAG = "app_camera"; 
static const char* SYS_TAG = "SYS INFO"; 
namespace { 
tflite::ErrorReporter *error_reporter = nullptr; 
const tflite::Model *model = nullptr; 
tflite::MicroInterpreter *interpreter = nullptr; 
TfLiteTensor* input = nullptr; 
constexpr int tensorArenaSize = 1024 * 132; 
static uint8_t tensor_arena[tensorArenaSize]; 
} 
unsigned int detection_status = 0; 
static void setup(void); 
static void personDetectedAction(void); 
static void tfmicro_setup(void); 
static void vTaskTensorflowMicroActivity(void); 
static void vTaskLedBlinker(void); 
static TfLiteStatus InitCamera(tflite::ErrorReporter* error_reporter); 
extern "C" int capture_image(); 
static TfLiteStatus PerformCapture(tflite::ErrorReporter* error_reporter, 
uint8_t* image_data); 
static TfLiteStatus GetImage(tflite::ErrorReporter* error_reporter, int 
image_width, 
int image_height, int channels, uint8_t* image_data); 
static void crop_image(camera_fb_t *fb, unsigned short cropLeft, unsigned 
short cropRight, \ 
unsigned short cropTop, unsigned short cropBottom, 
int mode); 
extern "C" { 
void app_main(void); 
} 
void app_main() { 
ESP_LOGI(SYS_TAG, "System Starting....."); 
BaseType_t x_returned_task_tfmicro; 
BaseType_t x_returned_task_blinker = 0; 
setup(); 
tfmicro_setup(); 
  x_returned_task_tfmicro = xTaskCreate( 
(TaskFunction_t) &vTaskTensorflowMicroActivity, 
"TFMICRO_TASK", 






ESP_LOGI(SYS_TAG, "Creating TFMicro Task....."); 
x_returned_task_blinker = xTaskCreate( 
(TaskFunction_t) &vTaskLedBlinker, 
"BLINKER_TASK", 





ESP_LOGI(SYS_TAG, "Creating Blinker Task....."); 
if (x_returned_task_tfmicro == errCOULD_NOT_ALLOCATE_REQUIRED_MEMORY 
|| \ 
x_returned_task_blinker == errCOULD_NOT_ALLOCATE_REQUIRED_MEMORY) 
{ 




























esp_err_t ret = nvs_flash_init(); 
if (ret == ESP_ERR_NVS_NO_FREE_PAGES || ret == 
ESP_ERR_NVS_NEW_VERSION_FOUND) { 
ESP_ERROR_CHECK(nvs_flash_erase()); 








    ESP_LOGI(TAG, "ESP_WIFI_MODE_STA"); 
    wifi_init_sta(); 
 
    vTaskDelay(100/portTICK_PERIOD_MS); 
 





    RTOS Task for led inficator 
*/ 
static void vTaskLedBlinker(void) { 
    while(1) { 
        if (led_blink == 1){ 
            int i = 0; 
            for (i = 0; i < 5; i++) { 
                gpio_set_level(LED_2, 1); 
                vTaskDelay(200/portTICK_PERIOD_MS); 
                gpio_set_level(LED_2, 0); 
                vTaskDelay(200/portTICK_PERIOD_MS); 
            } 
            led_blink = 0; 
        }                         
    vTaskDelay(10/portTICK_PERIOD_MS); 




    Detection Responder 
*/ 
static void personDetectedAction(void) { 
    ESP_LOGI(SYS_TAG, "Person Detected"); 
    gpio_set_level(BUZZER_PIN, 1); 
    gpio_set_level(LED_1, 1); 
    vTaskDelay(3000/portTICK_PERIOD_MS); 
    gpio_set_level(BUZZER_PIN, 0); 




    Setup function for TFMicro Interpreter 
*/ 
static void tfmicro_setup(void) { 
    tflite::InitializeTarget(); 
 
    ESP_LOGI(SYS_TAG, "Instantiating Error Reporter (deprecated, not 
used)"); 
    static tflite::MicroErrorReporter micro_error_reporter; 
    error_reporter = &micro_error_reporter; 
 
    ESP_LOGI(SYS_TAG, "Constructiong Model"); 
    model = tflite::GetModel(person_detect_model_data); 
    if (model->version() != TFLITE_SCHEMA_VERSION) { 
        // TF_LITE_REPORT_ERROR(error_reporter, 
        //                      "SCHEMA CHECK FOUND FAILURE " 
        //                      "%d != %d", model->version(), 
TFLITE_SCHEMA_VERSION); 
        ESP_LOGE(SYS_TAG, "SCHEMA ERROR"); 
        return; 
    } 
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ESP_LOGI(SYS_TAG, "Model Pass"); 
ESP_LOGI(SYS_TAG, "Instantiating Op Resolver"); 






// micro_op_resolver.AddDequantize(); // Only for DR Quantized Models 
ESP_LOGI(SYS_TAG, "Instantiating Interpreter"); 





interpreter = &static_interpreter; 
TfLiteStatus allocate_status = interpreter->AllocateTensors(); 
if (allocate_status != kTfLiteOk) { 
// TF_LITE_REPORT_ERROR(error_reporter, "AllocateTensors() 
failed"); 
ESP_LOGE(SYS_TAG, "Allocate Tensor Failed"); 
return; 
} 
ESP_LOGI(SYS_TAG, "Tensor Allocated"); 
input = interpreter->input(0); 
} 
/* 
RTOS Task for TFMicro Interpreter processes 
*/ 
static void vTaskTensorflowMicroActivity(void) { 
while(true) { 
if (gpio_get_level(PIR_PIN) == 0) { 





// TF_LITE_REPORT_ERROR(error_reporter, "Image Capture 
Failed"); 
ESP_LOGE(SYS_TAG, "Image Capture Failed"); 
} 
int timer_start = esp_timer_get_time(); 
if (kTfLiteOk != interpreter->Invoke()) { 
// TF_LITE_REPORT_ERROR(error_reporter, "Invoke Failed"); 
ESP_LOGE(SYS_TAG, "Invoke Failed"); 
} 
int timer_stop = esp_timer_get_time(); 
float inference_time = (timer_stop - timer_start)/1000.0; 





            int8_t person_score = output->data.uint8[kPersonIndex]; 
            int8_t no_person_score = output-
>data.uint8[kNotAPersonIndex]; 
            RespondToDetection_udp(error_reporter,  
                               person_score,  
                               no_person_score, 
                               personDetectedAction, 
                               &socket_var); 
             
            ESP_LOGI(SYS_TAG, "Inference time: %.2f", inference_time); 
        } 
        vTaskDelay(10/portTICK_PERIOD_MS); 
    } 
} 
 
static void crop_image(camera_fb_t *fb, unsigned short cropLeft, unsigned 
short cropRight, \ 
                       unsigned short cropTop, unsigned short cropBottom, 
int mode) { 
     
    printf("original width: %u \t height: %u \t len: %u\n", fb->width, 
fb->height, fb->len); 
    unsigned int nbytes = 0; 
    switch (mode) 
    { 
    case 0: /* Grayscale */ 
        nbytes = 1; 
        break; 
    case 1: /* RGB */ 
        nbytes = 3; 
        break; 
    default: 
        nbytes = 1; 
        break; 
    } 
    unsigned int maxTopIndex = cropTop * fb->width * nbytes; 
    unsigned int minBottomIndex = ((fb->width*fb->height) - (cropBottom * 
fb->width)) * nbytes; 
    unsigned short maxX = fb->width - cropRight; // In pixels 
    unsigned short newWidth = fb->width - cropLeft - cropRight; 
    unsigned short newHeight = fb->height - cropTop - cropBottom; 
    size_t newJpgSize = newWidth * newHeight * nbytes; 
 
    unsigned int writeIndex = 0; 
    // Loop over all bytes 
    for(int i = 0; i < fb->len; i+=nbytes){ 
        // Calculate current X, Y pixel position 
        int x = (i/nbytes) % fb->width; 
 
        // Crop from the top 
        if(i < maxTopIndex){ continue; } 
 
        // Crop from the bottom 
        if(i > minBottomIndex){ continue; } 
 
        // Crop from the left 
        if(x <= cropLeft){ continue; } 
 
        // Crop from the right 






        // If we get here, keep the pixels 
        switch (mode) 
        { 
        case 0: /* Grayscale */ 
            fb->buf[writeIndex++] = fb->buf[i]; 
            break; 
        case 1: /* RGB */ 
            fb->buf[writeIndex++] = fb->buf[i]; 
            fb->buf[writeIndex++] = fb->buf[i+1]; 
            fb->buf[writeIndex++] = fb->buf[i+2]; 
            break; 
        default: 
            fb->buf[writeIndex++] = fb->buf[i]; 
            break; 
        } 
    } 
 
    // Set the new dimensions of the framebuffer for further use. 
    fb->width = newWidth; 
    fb->height = newHeight; 
    fb->len = newJpgSize; 
 





    Initialize camera module 
*/ 
static TfLiteStatus InitCamera(tflite::ErrorReporter* error_reporter) { 
  int ret = app_camera_init(); 
  if (ret != 0) { 
    // TF_LITE_REPORT_ERROR(error_reporter, "Camera init failed\n"); 
    ESP_LOGE(SYS_TAG, "Camera Init Failed"); 
    return kTfLiteError; 
  } 
  // TF_LITE_REPORT_ERROR(error_reporter, "Camera Initialized\n"); 
  ESP_LOGI(SYS_TAG, "Camera Initialized"); 
  return kTfLiteOk; 
} 
 
int capture_image() { 
  fb = esp_camera_fb_get(); 
  if (!fb) { 
    ESP_LOGE(TAG, "Camera capture failed"); 
    return -1; 
  } 




    Image capture function 
*/ 
static TfLiteStatus PerformCapture(tflite::ErrorReporter* error_reporter, 
                            uint8_t* image_data) { 
  /* Get one image with camera */ 
  ESP_LOGI(SYS_TAG, "Capturing Image"); 
  vTaskDelay(1000/portTICK_PERIOD_MS); 
  int ret = capture_image(); 
  if (ret != 0) { 
    return kTfLiteError; 
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  } 
  // TF_LITE_REPORT_ERROR(error_reporter, "Image Captured\n"); 
  ESP_LOGI(SYS_TAG, "Image Captured"); 
  led_blink = 1; 
  vTaskDelay(5/portTICK_PERIOD_MS); 
/* 
Used if model using grayscale image as input 
*/ 
#if defined(INPUT_GRAYSCALE) 
  /* 
  Preprocess to 3 Channel 
  Because MobileNet onlyaccept 3 channel 
  */ 
 // crop_image(fb, 20, 20, 0, 0, 0); // QQVGA 160X120, mode grayscale 
  // crop_image(fb, 60, 60, 28, 28, 0); // HQVGA 240X176, mode grayscale 
  size_t byte_len = 3*fb->len; 
  unsigned int size = fb->height * fb->width; 
  uint8_t *img_buffer = (uint8_t*)malloc(byte_len); 
  if (img_buffer == NULL) { 
ESP_LOGI(SYS_TAG, "Allocation Fail"); 
while(1); 
  } 
  /* // This is for formatting to NCHW 
   int i, j; 
   for (i = 0; i < 3; i++) { 
for (j = 0; j < size; j++) { 
img_buffer[(size*i)+j] = fb->buf[j]; 
} 
  } */ 
  // This is for formatting to NHWC 
  int i; 
  for (i = 0; i < size; i++) { 
img_buffer[(3*i)] = fb->buf[i]; 
img_buffer[(3*i)+1] = fb->buf[i]; 
img_buffer[(3*i)+2] = fb->buf[i]; 
  } 
  //   Normalize for DR Quantized Model 
  //   for (i = 0; i < byte_len; i++) { 
  // f_img_buffer[i] = img_buffer[i]/255.0; 
  //   } 
//   char *data = (char *)malloc(2*byte_len); 
//   for (i = 0; i < byte_len; i+=2) { 
// // printf("%u,", img_buffer[i]); 
// //vspfunc(data, "%u,", img_buffer[i]); 
// data[i] = img_buffer[i]; 
// data[i+1] = ','; 
//   } 
//   udp_client_send(data); 
//   vTaskDelay(500/portTICK_PERIOD_MS); 





  memcpy(image_data, img_buffer, byte_len); 
  free(img_buffer); 
//  free(data); 
 
  /* memcpy(image_data, f_img_buffer, size*sizeof(float)); 
  free(img_buffer); 
  free(f_img_buffer); */ 
 
#elif defined(INPUT_RGB) 
  /*  Rearrange array of rgbrgbrgb to rrrr....gggg....bbbb.... (NCHW)   
*/ 
 
  unsigned int size = fb->width*fb->height; 
  uint8_t *ch = (uint8_t *)malloc(size); 
  if (ch == NULL) { 
      ESP_LOGI(SYS_TAG, "Allocation Fail"); 
      while(1); 
  } 
  uint8_t *imbuf = (uint8_t *)malloc(size*3); 
  if (imbuf == NULL) { 
      ESP_LOGI(SYS_TAG, "Allocation Fail"); 
      while(1); 
  } 
 
  ESP_LOGI(SYS_TAG, "Process Started"); 
 
  int i; 
  /* R */ 
  for (i = 0; i < size; i++) { 
      ch[i] = fb->buf[i*3]; 
  } 
  memcpy(imbuf, ch, size); 
   
  /* G */ 
  for (i = 0; i < size; i++) { 
      ch[i] = fb->buf[i*3+1]; 
  } 
  memcpy(imbuf+size, ch, size); 
 
  /* B */ 
  for (i = 0; i < size; i++) { 
      ch[i] = fb->buf[i*3+2]; 
  } 
  memcpy(imbuf+2*size, ch, size); 
 
  memcpy(image_data, imbuf, fb->len); 
  free(ch); 





  // crop_image(fb, 20, 20, 0, 0, 0); // QQVGA 160X120, mode grayscale 
 
  /* int i; 
  for (i = 0; i < fb->len; i++) { 
      printf("%u,", fb->buf[i]); 
  } 
  printf("\n");  */ 
 







  esp_camera_fb_return(fb); 
 




    Get an image from the camera module  
*/ 
static TfLiteStatus GetImage(tflite::ErrorReporter* error_reporter, int 
image_width, 
                      int image_height, int channels, uint8_t* 
image_data) { 
  static bool g_is_camera_initialized = false; 
  if (!g_is_camera_initialized) { 
    TfLiteStatus init_status = InitCamera(error_reporter); 
    if (init_status != kTfLiteOk) { 
      // TF_LITE_REPORT_ERROR(error_reporter, "InitCamera failed\n"); 
      ESP_LOGE(SYS_TAG, "InitCamera Failed"); 
      return init_status; 
    } 
    g_is_camera_initialized = true; 
  } 
  /* Camera Captures Image of size 96 x 96  which is of the format 
grayscale 
   * thus, no need to crop or process further , directly send it to tf */ 
  TfLiteStatus capture_status = PerformCapture(error_reporter, 
image_data); 
  if (capture_status != kTfLiteOk) { 
    // TF_LITE_REPORT_ERROR(error_reporter, "PerformCapture failed\n"); 
    ESP_LOGE(SYS_TAG, "Perform Capture Failed"); 
    return capture_status; 
  } 




static void print_camera_fb(camera_fb_t *fb) { 
    unsigned int len = fb->len; 
    unsigned int width = (unsigned int)fb->width; 
    unsigned int height = (unsigned int)fb->height; 
    unsigned int elements = width * height + height; 
    unsigned char framebuffer[elements]; 
 
    ESP_LOGI(SYS_TAG, "Image Size W: %u \t H: %u", width, height); 
 
    unsigned i, j, k; 
    j = 0; 
    k = 0; 
    for (i = 0; i < elements; i++) { 
        if (j == (width-1)) { 
            framebuffer[i] = '\n'; 
            j = 0; 
        } else { 
            framebuffer[i] = (unsigned char)*(fb->buf+k); 
            if (framebuffer[i] == '\n')framebuffer[i] = 2; 
            k++; 
        } 
 





    } 
     
    for (i = 0; i < elements; i++) { 
        if (framebuffer[i] < 32 && framebuffer[i] != '\n') { 
            framebuffer[i] = '.'; 
        } else if (framebuffer[i] < 64 && framebuffer[i] >= 32 && 
framebuffer[i] != '\n') { 
            framebuffer[i] = '*'; 
        } else if (framebuffer[i] < 96 && framebuffer[i] >= 64 && 
framebuffer[i] != '\n') { 
            framebuffer[i] = 'o'; 
        } else if (framebuffer[i] < 128 && framebuffer[i] >= 96 && 
framebuffer[i] != '\n') { 
            framebuffer[i] = 'O'; 
        } else if (framebuffer[i] < 160 && framebuffer[i] >= 128 && 
framebuffer[i] != '\n') { 
            framebuffer[i] = '0'; 
        } else if (framebuffer[i] >= 160 && framebuffer[i] != '\n') { 
            framebuffer[i] = 'X'; 
        } 
    } 
 













extern "C" { 





static void write(char* buf, const char *fmt, ...) 
{ 
    va_list args; 
    va_start(args, fmt); 
    vsprintf(buf, fmt, args); 
    va_end(args); 
} 
 
void RespondToDetection(tflite::ErrorReporter* error_reporter, 
                        int8_t person_score,  
                        int8_t no_person_score, 
                        void (*extra_f)(void)) { 
 
    float readable_person_score = (person_score + 128)*1.0/256.0*100; 
    float readable_no_person_score = (no_person_score + 
128)*1.0/256.0*100; 
    ESP_LOGI("PERSON SCORE", "\nPerson Score: %.2f %% \n No Person Score: 
%.2f %%", readable_person_score, readable_no_person_score); 
    if (readable_person_score > readable_no_person_score && 
readable_person_score >= 79.0){ 
        (*extra_f)(); 
    } 
   
} 
 
void RespondToDetection_udp(tflite::ErrorReporter* error_reporter, 
                        int8_t person_score,  
                        int8_t no_person_score, 
                        void (*extra_f)(void), 
                        int *sock) { 
 
    float readable_person_score = (person_score + 128)*1.0/256.0*100; 
    float readable_no_person_score = (no_person_score + 
128)*1.0/256.0*100; 
    ESP_LOGI("PERSON SCORE", "\nPerson Score: %.2f %% \n No Person Score: 
%.2f %%", readable_person_score, readable_no_person_score); 
    char *data = (char *)malloc(128); 
    write(data, "Person Score: %.2f %% \t No Person Score: %.2f %% \n", 
readable_person_score, readable_no_person_score); 
    udp_client_send(data, sock); 
    if (readable_person_score > readable_no_person_score && 
readable_person_score >= 79.0){ 
        udp_client_send("Person Detected \n", sock); 
        (*extra_f)(); 
    } 
























/* Create event group, define TAG name  for logs, and connection retry 
num */ 
static EventGroupHandle_t s_wifi_event_group; 
 
static const char *TAG = "wifi_debug"; 
static int s_retry_num = 0; 
 
/* 
    Handler for every WiFi event 
*/ 
static void event_handler(void* arg, esp_event_base_t event_base, 
                                int32_t event_id, void* event_data) 
{ 
    if (event_base == WIFI_EVENT && event_id == WIFI_EVENT_STA_START) { 
        esp_wifi_connect(); 
    } else if (event_base == WIFI_EVENT && event_id == 
WIFI_EVENT_STA_DISCONNECTED) { 
        if (s_retry_num < ESP_MAXIMUM_RETRY) { 
            esp_wifi_connect(); 
            s_retry_num++; 
            ESP_LOGI(TAG, "retry to connect to the AP"); 
        } else { 
            xEventGroupSetBits(s_wifi_event_group, WIFI_FAIL_BIT); 
        } 
        ESP_LOGI(TAG,"connect to the AP fail"); 
    } else if (event_base == IP_EVENT && event_id == IP_EVENT_STA_GOT_IP) 
{ 
        ip_event_got_ip_t* event = (ip_event_got_ip_t*) event_data; 
        ESP_LOGI(TAG, "got ip:" IPSTR, IP2STR(&event->ip_info.ip)); 
        s_retry_num = 0; 
        xEventGroupSetBits(s_wifi_event_group, WIFI_CONNECTED_BIT); 









    s_wifi_event_group = xEventGroupCreate(); 
 



















wifi_config_t wifi_config = { 
.sta = { 
.ssid = ESP_WIFI_SSID, 
.password = ESP_WIFI_PASS, 
.threshold.authmode = WIFI_AUTH_WPA2_PSK, 
.pmf_cfg = { 
.capable = true, 





ESP_ERROR_CHECK(esp_wifi_set_config(WIFI_IF_STA, &wifi_config) ); 
ESP_ERROR_CHECK(esp_wifi_start() ); 
ESP_LOGI(TAG, "wifi_init_sta finished."); 
EventBits_t bits = xEventGroupWaitBits(s_wifi_event_group, 




if (bits & WIFI_CONNECTED_BIT) { 
ESP_LOGI(TAG, "connected to ap SSID:%s password:%s", 
ESP_WIFI_SSID, ESP_WIFI_PASS); 
} else if (bits & WIFI_FAIL_BIT) { 
ESP_LOGI(TAG, "Failed to connect to SSID:%s, password:%s", 
ESP_WIFI_SSID, ESP_WIFI_PASS); 
} else { 














void set_up_socket(int *sock) { 
    int addr_family = 0; 
    int ip_protocol = 0; 
    addr_family = AF_INET; 
    ip_protocol = IPPROTO_IP; 
 
    *sock = socket(addr_family, SOCK_DGRAM, ip_protocol); 
    if (*sock < 0) { 
        ESP_LOGE(TAG, "Unable to create socket: errno %d", errno); 




    Send data via UDP 
*/ 
void udp_client_send(const char *payload, int *sock) { 
    struct sockaddr_in dest_addr; 
    dest_addr.sin_addr.s_addr = inet_addr(HOST_IP_ADDR); 
    dest_addr.sin_family = AF_INET; 
    dest_addr.sin_port = htons(PORT); 
 
    int err = sendto(*sock, payload, strlen(payload), 0, (struct sockaddr 
*)&dest_addr, sizeof(dest_addr)); 
    if (err < 0) { 
        ESP_LOGE(TAG, "Error occurred during sending: errno %d", errno); 
    } 











static const char* TAG = "app_camera"; 
 
int app_camera_init() { 
#if CONFIG_CAMERA_MODEL_ESP_EYE 
  gpio_config_t conf; 
  conf.mode = GPIO_MODE_INPUT; 
  conf.pull_up_en = GPIO_PULLUP_ENABLE; 
  conf.pull_down_en = GPIO_PULLDOWN_DISABLE; 
  conf.intr_type = GPIO_INTR_DISABLE; 
  conf.pin_bit_mask = 1LL << 13; 
  gpio_config(&conf); 
  conf.pin_bit_mask = 1LL << 14; 
  gpio_config(&conf); 
#endif 
  camera_config_t config; 
  config.ledc_channel = LEDC_CHANNEL_0; 
  config.ledc_timer = LEDC_TIMER_0; 
  config.pin_d0 = Y2_GPIO_NUM; 
  config.pin_d1 = Y3_GPIO_NUM; 
  config.pin_d2 = Y4_GPIO_NUM; 
  config.pin_d3 = Y5_GPIO_NUM; 
  config.pin_d4 = Y6_GPIO_NUM; 
  config.pin_d5 = Y7_GPIO_NUM; 
  config.pin_d6 = Y8_GPIO_NUM; 
  config.pin_d7 = Y9_GPIO_NUM; 
  config.pin_xclk = XCLK_GPIO_NUM; 
  config.pin_pclk = PCLK_GPIO_NUM; 
  config.pin_vsync = VSYNC_GPIO_NUM; 
  config.pin_href = HREF_GPIO_NUM; 
  config.pin_sscb_sda = SIOD_GPIO_NUM; 
  config.pin_sscb_scl = SIOC_GPIO_NUM; 
  config.pin_pwdn = PWDN_GPIO_NUM; 
  config.pin_reset = -1;  // RESET_GPIO_NUM; 
  config.xclk_freq_hz = XCLK_FREQ; 
  config.pixel_format = CAMERA_PIXEL_FORMAT; 
  config.frame_size = CAMERA_FRAME_SIZE; 
  config.jpeg_quality = 10; 
  config.fb_count = 1; 
 
  // camera init 
  esp_err_t err = esp_camera_init(&config); 
  if (err != ESP_OK) { 
    ESP_LOGE(TAG, "Camera init failed with error 0x%x", err); 
    return -1; 
  } 











alignas(8) const unsigned char person_detect_model_data[] = { 
  0x20, 0x00, 0x00, 0x00, 0x54, 0x46, 0x4c, 0x33, 0x00, 0x00, 0x00, 0x00, 
  0x00, 0x00, 0x12, 0x00, 0x1c, 0x00, 0x04, 0x00, 0x08, 0x00, 0x0c, 0x00, 
  0x10, 0x00, 0x14, 0x00, 0x00, 0x00, 0x18, 0x00, 0x12, 0x00, 0x00, 0x00, 
  0x03, 0x00, 0x00, 0x00, 0xf0, 0x95, 0x04, 0x00, 0xcc, 0x5c, 0x03, 0x00, 
  0xb4, 0x5c, 0x03, 0x00, 0x3c, 0x00, 0x00, 0x00, 0x04, 0x00, 0x00, 0x00, 
  0x01, 0x00, 0x00, 0x00, 0x0c, 0x00, 0x00, 0x00, 0x08, 0x00, 0x0c, 0x00, 
  0x04, 0x00, 0x08, 0x00, 0x08, 0x00, 0x00, 0x00, 0x08, 0x00, 0x00, 0x00, 
  0x5a, 0x00, 0x00, 0x00, 0x13, 0x00, 0x00, 0x00, 0x6d, 0x69, 0x6e, 0x5f, 
  0x72, 0x75, 0x6e, 0x74, 0x69, 0x6d, 0x65, 0x5f, 0x76, 0x65, 0x72, 0x73, 
  0x69, 0x6f, 0x6e, 0x00, 0x5b, 0x00, 0x00, 0x00, 0x6c, 0x5c, 0x03, 0x00, 
  0x54, 0x5c, 0x03, 0x00, 0x3c, 0x5c, 0x03, 0x00, 0x2c, 0x5a, 0x03, 0x00, 
  0x1c, 0x56, 0x03, 0x00, 0x0c, 0x56, 0x02, 0x00, 0xfc, 0x51, 0x02, 0x00, 
  0xec, 0x48, 0x02, 0x00, 0xdc, 0x44, 0x02, 0x00, 0xcc, 0xc4, 0x01, 0x00, 
  0xbc, 0xc2, 0x01, 0x00, 0xac, 0xc0, 0x01, 0x00, 0x9c, 0x80, 0x01, 0x00, 
  0x8c, 0x7e, 0x01, 0x00, 0xfc, 0x79, 0x01, 0x00, 0xec, 0x77, 0x01, 0x00, 
  0xdc, 0x75, 0x01, 0x00, 0xcc, 0x73, 0x01, 0x00, 0xbc, 0x33, 0x01, 0x00, 
  0xac, 0x31, 0x01, 0x00, 0x1c, 0x2d, 0x01, 0x00, 0x0c, 0x2b, 0x01, 0x00, 
  0xfc, 0xea, 0x00, 0x00, 0xec, 0xe8, 0x00, 0x00, 0xdc, 0xe6, 0x00, 0x00, 
  0xcc, 0xa6, 0x00, 0x00, 0x3c, 0xa2, 0x00, 0x00, 0x2c, 0xa0, 0x00, 0x00, 
  0x1c, 0x80, 0x00, 0x00, 0x0c, 0x7f, 0x00, 0x00, 0xbc, 0x7c, 0x00, 0x00, 
  0xac, 0x7b, 0x00, 0x00, 0x9c, 0x6b, 0x00, 0x00, 0x8c, 0x6a, 0x00, 0x00, 
  0x3c, 0x68, 0x00, 0x00, 0x2c, 0x67, 0x00, 0x00, 0x1c, 0x5f, 0x00, 0x00, 
  0x8c, 0x5e, 0x00, 0x00, 0x5c, 0x5d, 0x00, 0x00, 0xcc, 0x5c, 0x00, 0x00, 
  0xbc, 0x58, 0x00, 0x00, 0x8c, 0x57, 0x00, 0x00, 0xfc, 0x56, 0x00, 0x00, 
  0xec, 0x54, 0x00, 0x00, 0x9c, 0x54, 0x00, 0x00, 0xfc, 0x53, 0x00, 0x00, 
  0xac, 0x53, 0x00, 0x00, 0x7c, 0x53, 0x00, 0x00, 0x24, 0x53, 0x00, 0x00, 
  0x1c, 0x53, 0x00, 0x00, 0x14, 0x53, 0x00, 0x00, 0x0c, 0x53, 0x00, 0x00, 
  0x04, 0x53, 0x00, 0x00, 0xfc, 0x52, 0x00, 0x00, 0xf4, 0x52, 0x00, 0x00, 
  0xe4, 0x12, 0x00, 0x00, 0xdc, 0x12, 0x00, 0x00, 0x4c, 0x12, 0x00, 0x00, 
  0x44, 0x12, 0x00, 0x00, 0x3c, 0x12, 0x00, 0x00, 0xac, 0x11, 0x00, 0x00, 
  0xa4, 0x11, 0x00, 0x00, 0x94, 0x0f, 0x00, 0x00, 0x8c, 0x0f, 0x00, 0x00, 
  0xfc, 0x0a, 0x00, 0x00, 0xf4, 0x0a, 0x00, 0x00, 0xec, 0x0a, 0x00, 0x00, 
  0xe4, 0x0a, 0x00, 0x00, 0xdc, 0x0a, 0x00, 0x00, 0xd4, 0x0a, 0x00, 0x00, 
  0xcc, 0x0a, 0x00, 0x00, 0xc4, 0x0a, 0x00, 0x00, 0x34, 0x06, 0x00, 0x00, 
  0x2c, 0x06, 0x00, 0x00, 0x24, 0x06, 0x00, 0x00, 0x1c, 0x06, 0x00, 0x00, 
  0x14, 0x06, 0x00, 0x00, 0x0c, 0x06, 0x00, 0x00, 0x04, 0x06, 0x00, 0x00, 
  0xd4, 0x05, 0x00, 0x00, 0xcc, 0x05, 0x00, 0x00, 0xe4, 0x04, 0x00, 0x00, 
  0xdc, 0x04, 0x00, 0x00, 0xd4, 0x04, 0x00, 0x00, 0x44, 0x00, 0x00, 0x00, 
  0x3c, 0x00, 0x00, 0x00, 0x34, 0x00, 0x00, 0x00, 0x2c, 0x00, 0x00, 0x00, 
  0x24, 0x00, 0x00, 0x00, 0x1c, 0x00, 0x00, 0x00, 0x04, 0x00, 0x00, 0x00, 
  0x02, 0xa4, 0xfc, 0xff, 0x04, 0x00, 0x00, 0x00, 0x05, 0x00, 0x00, 0x00, 
  0x31, 0x2e, 0x35, 0x2e, 0x30, 0x00, 0x00, 0x00, 0x60, 0xfc, 0xfb, 0xff, 
  0x64, 0xfc, 0xfb, 0xff, 0x68, 0xfc, 0xfb, 0xff, 0x6c, 0xfc, 0xfb, 0xff, 
  0x70, 0xfc, 0xfb, 0xff, 0x2a, 0xa4, 0xfc, 0xff, 0x04, 0x00, 0x00, 0x00, 
  0x80, 0x04, 0x00, 0x00, 0xca, 0x34, 0x4b, 0x7c, 0xcd, 0x81, 0xe7, 0xfb, 
  0xbf, 0x05, 0x7c, 0x4d, 0x03, 0x04, 0x7f, 0xf4, 0x16, 0xb1, 0xdc, 0x19, 
  0xfe, 0xfc, 0x03, 0xca, 0x2d, 0xf9, 0x47, 0xf1, 0x81, 0x9d, 0x64, 0x26, 
  0xf4, 0x56, 0xb5, 0x63, 0xee, 0x4e, 0x4f, 0x35, 0xac, 0x89, 0x60, 0xc9, 
  0xf9, 0xcb, 0xd5, 0x46, 0x1a, 0xf0, 0xb6, 0x64, 0xa4, 0x7f, 0xf9, 0x74, 
  0x28, 0x13, 0x7f, 0x13, 0x1a, 0x2e, 0x76, 0x88, 0x03, 0x0a, 0x8e, 0x7a, 
............... (Beberapa bagian tidak dilampirkan karena jumlah baris   
code sangat besar) 
 










Alignas(8) const unsigned char person_detect_model_data[] = { 
  0x20, 0x00, 0x00, 0x00, 0x54, 0x46, 0x4c, 0x33, 0x00, 0x00, 0x00, 0x00, 
  0x00, 0x00, 0x12, 0x00, 0x1c, 0x00, 0x04, 0x00, 0x08, 0x00, 0x0c, 0x00, 
  0x10, 0x00, 0x14, 0x00, 0x00, 0x00, 0x18, 0x00, 0x12, 0x00, 0x00, 0x00, 
  0x03, 0x00, 0x00, 0x00, 0xf0, 0x95, 0x04, 0x00, 0xcc, 0x5c, 0x03, 0x00, 
  0xb4, 0x5c, 0x03, 0x00, 0x3c, 0x00, 0x00, 0x00, 0x04, 0x00, 0x00, 0x00, 
  0x01, 0x00, 0x00, 0x00, 0x0c, 0x00, 0x00, 0x00, 0x08, 0x00, 0x0c, 0x00, 
  0x04, 0x00, 0x08, 0x00, 0x08, 0x00, 0x00, 0x00, 0x08, 0x00, 0x00, 0x00, 
  0x5a, 0x00, 0x00, 0x00, 0x13, 0x00, 0x00, 0x00, 0x6d, 0x69, 0x6e, 0x5f, 
  0x72, 0x75, 0x6e, 0x74, 0x69, 0x6d, 0x65, 0x5f, 0x76, 0x65, 0x72, 0x73, 
  0x69, 0x6f, 0x6e, 0x00, 0x5b, 0x00, 0x00, 0x00, 0x6c, 0x5c, 0x03, 0x00, 
  0x54, 0x5c, 0x03, 0x00, 0x3c, 0x5c, 0x03, 0x00, 0x2c, 0x5a, 0x03, 0x00, 
  0x1c, 0x56, 0x03, 0x00, 0x0c, 0x56, 0x02, 0x00, 0xfc, 0x51, 0x02, 0x00, 
  0xec, 0x48, 0x02, 0x00, 0xdc, 0x44, 0x02, 0x00, 0xcc, 0xc4, 0x01, 0x00, 
  0xbc, 0xc2, 0x01, 0x00, 0xac, 0xc0, 0x01, 0x00, 0x9c, 0x80, 0x01, 0x00, 
  0x8c, 0x7e, 0x01, 0x00, 0xfc, 0x79, 0x01, 0x00, 0xec, 0x77, 0x01, 0x00, 
  0xdc, 0x75, 0x01, 0x00, 0xcc, 0x73, 0x01, 0x00, 0xbc, 0x33, 0x01, 0x00, 
  0xac, 0x31, 0x01, 0x00, 0x1c, 0x2d, 0x01, 0x00, 0x0c, 0x2b, 0x01, 0x00, 
  0xfc, 0xea, 0x00, 0x00, 0xec, 0xe8, 0x00, 0x00, 0xdc, 0xe6, 0x00, 0x00, 
  0xcc, 0xa6, 0x00, 0x00, 0x3c, 0xa2, 0x00, 0x00, 0x2c, 0xa0, 0x00, 0x00, 
  0x1c, 0x80, 0x00, 0x00, 0x0c, 0x7f, 0x00, 0x00, 0xbc, 0x7c, 0x00, 0x00, 
  0xac, 0x7b, 0x00, 0x00, 0x9c, 0x6b, 0x00, 0x00, 0x8c, 0x6a, 0x00, 0x00, 
  0x3c, 0x68, 0x00, 0x00, 0x2c, 0x67, 0x00, 0x00, 0x1c, 0x5f, 0x00, 0x00, 
  0x8c, 0x5e, 0x00, 0x00, 0x5c, 0x5d, 0x00, 0x00, 0xcc, 0x5c, 0x00, 0x00, 
  0xbc, 0x58, 0x00, 0x00, 0x8c, 0x57, 0x00, 0x00, 0xfc, 0x56, 0x00, 0x00, 
  0xec, 0x54, 0x00, 0x00, 0x9c, 0x54, 0x00, 0x00, 0xfc, 0x53, 0x00, 0x00, 
  0xac, 0x53, 0x00, 0x00, 0x7c, 0x53, 0x00, 0x00, 0x24, 0x53, 0x00, 0x00, 
  ............... (Beberapa bagian tidak dilampirkan karena jumlah 
baris   code sangat besar) 
 
const unsigned int person_detect_model_data_len = 300680;  
67 
Lampiran 6: person_detect_model_data_rgb.cc 
#include "person_detect_model.h 
alignas(8) const unsigned char person_detect_model[] = { 
  0x20, 0x00, 0x00, 0x00, 0x54, 0x46, 0x4c, 0x33, 0x00, 0x00, 0x00, 0x00, 
  0x00, 0x00, 0x12, 0x00, 0x1c, 0x00, 0x04, 0x00, 0x08, 0x00, 0x0c, 0x00, 
  0x10, 0x00, 0x14, 0x00, 0x00, 0x00, 0x18, 0x00, 0x12, 0x00, 0x00, 0x00, 
  0x03, 0x00, 0x00, 0x00, 0xf0, 0x95, 0x04, 0x00, 0xcc, 0x5c, 0x03, 0x00, 
  0xb4, 0x5c, 0x03, 0x00, 0x3c, 0x00, 0x00, 0x00, 0x04, 0x00, 0x00, 0x00, 
  0x01, 0x00, 0x00, 0x00, 0x0c, 0x00, 0x00, 0x00, 0x08, 0x00, 0x0c, 0x00, 
  0x04, 0x00, 0x08, 0x00, 0x08, 0x00, 0x00, 0x00, 0x08, 0x00, 0x00, 0x00, 
  0x5a, 0x00, 0x00, 0x00, 0x13, 0x00, 0x00, 0x00, 0x6d, 0x69, 0x6e, 0x5f, 
  0x72, 0x75, 0x6e, 0x74, 0x69, 0x6d, 0x65, 0x5f, 0x76, 0x65, 0x72, 0x73, 
  0x69, 0x6f, 0x6e, 0x00, 0x5b, 0x00, 0x00, 0x00, 0x6c, 0x5c, 0x03, 0x00, 
  0x54, 0x5c, 0x03, 0x00, 0x3c, 0x5c, 0x03, 0x00, 0x2c, 0x5a, 0x03, 0x00, 
  0x1c, 0x56, 0x03, 0x00, 0x0c, 0x56, 0x02, 0x00, 0xfc, 0x51, 0x02, 0x00, 
  0xec, 0x48, 0x02, 0x00, 0xdc, 0x44, 0x02, 0x00, 0xcc, 0xc4, 0x01, 0x00, 
  0xbc, 0xc2, 0x01, 0x00, 0xac, 0xc0, 0x01, 0x00, 0x9c, 0x80, 0x01, 0x00, 
  0x8c, 0x7e, 0x01, 0x00, 0xfc, 0x79, 0x01, 0x00, 0xec, 0x77, 0x01, 0x00, 
  0xdc, 0x75, 0x01, 0x00, 0xcc, 0x73, 0x01, 0x00, 0xbc, 0x33, 0x01, 0x00, 
  0xac, 0x31, 0x01, 0x00, 0x1c, 0x2d, 0x01, 0x00, 0x0c, 0x2b, 0x01, 0x00, 
  0xfc, 0xea, 0x00, 0x00, 0xec, 0xe8, 0x00, 0x00, 0xdc, 0xe6, 0x00, 0x00, 
  0xcc, 0xa6, 0x00, 0x00, 0x3c, 0xa2, 0x00, 0x00, 0x2c, 0xa0, 0x00, 0x00, 
  0x1c, 0x80, 0x00, 0x00, 0x0c, 0x7f, 0x00, 0x00, 0xbc, 0x7c, 0x00, 0x00, 
  0xac, 0x7b, 0x00, 0x00, 0x9c, 0x6b, 0x00, 0x00, 0x8c, 0x6a, 0x00, 0x00, 
  0x3c, 0x68, 0x00, 0x00, 0x2c, 0x67, 0x00, 0x00, 0x1c, 0x5f, 0x00, 0x00, 
  0x8c, 0x5e, 0x00, 0x00, 0x5c, 0x5d, 0x00, 0x00, 0xcc, 0x5c, 0x00, 0x00, 
  0xbc, 0x58, 0x00, 0x00, 0x8c, 0x57, 0x00, 0x00, 0xfc, 0x56, 0x00, 0x00, 
  0xec, 0x54, 0x00, 0x00, 0x9c, 0x54, 0x00, 0x00, 0xfc, 0x53, 0x00, 0x00, 
  0xac, 0x53, 0x00, 0x00, 0x7c, 0x53, 0x00, 0x00, 0x24, 0x53, 0x00, 0x00, 
............... (Beberapa bagian tidak dilampirkan karena jumlah baris   
code sangat besar) 









alignas(8) const unsigned char person_detect_model_data[] = { 
  0x1c, 0x00, 0x00, 0x00, 0x54, 0x46, 0x4c, 0x33, 0x00, 0x00, 0x12, 0x00, 
  0x1c, 0x00, 0x04, 0x00, 0x08, 0x00, 0x0c, 0x00, 0x10, 0x00, 0x14, 0x00, 
  0x00, 0x00, 0x18, 0x00, 0x12, 0x00, 0x00, 0x00, 0x03, 0x00, 0x00, 0x00, 
  0x00, 0xb6, 0x03, 0x00, 0x94, 0x83, 0x03, 0x00, 0x7c, 0x83, 0x03, 0x00, 
  0x34, 0x00, 0x00, 0x00, 0x04, 0x00, 0x00, 0x00, 0x01, 0x00, 0x00, 0x00, 
  0x04, 0x00, 0x00, 0x00, 0xfc, 0x6d, 0xfc, 0xff, 0x08, 0x00, 0x00, 0x00, 
  0x5a, 0x00, 0x00, 0x00, 0x13, 0x00, 0x00, 0x00, 0x6d, 0x69, 0x6e, 0x5f, 
  0x72, 0x75, 0x6e, 0x74, 0x69, 0x6d, 0x65, 0x5f, 0x76, 0x65, 0x72, 0x73, 
  0x69, 0x6f, 0x6e, 0x00, 0x5b, 0x00, 0x00, 0x00, 0x3c, 0x83, 0x03, 0x00, 
  0x24, 0x83, 0x03, 0x00, 0x0c, 0x83, 0x03, 0x00, 0xfc, 0x7a, 0x03, 0x00, 
  0xec, 0x76, 0x03, 0x00, 0xdc, 0x76, 0x02, 0x00, 0xcc, 0x72, 0x02, 0x00, 
  0xbc, 0x69, 0x02, 0x00, 0xac, 0x65, 0x02, 0x00, 0x9c, 0xe5, 0x01, 0x00, 
  0x8c, 0xe3, 0x01, 0x00, 0x7c, 0xe1, 0x01, 0x00, 0x6c, 0xa1, 0x01, 0x00, 
  0x5c, 0x9f, 0x01, 0x00, 0xcc, 0x9a, 0x01, 0x00, 0xbc, 0x98, 0x01, 0x00, 
  0xac, 0x96, 0x01, 0x00, 0x9c, 0x94, 0x01, 0x00, 0x8c, 0x54, 0x01, 0x00, 
  0x7c, 0x52, 0x01, 0x00, 0xec, 0x4d, 0x01, 0x00, 0xdc, 0x4b, 0x01, 0x00, 
  0xcc, 0x0b, 0x01, 0x00, 0xbc, 0x09, 0x01, 0x00, 0xac, 0x07, 0x01, 0x00, 
  0x9c, 0xc7, 0x00, 0x00, 0x0c, 0xc3, 0x00, 0x00, 0xfc, 0xc0, 0x00, 0x00, 
  0xec, 0xa0, 0x00, 0x00, 0xdc, 0x9f, 0x00, 0x00, 0xcc, 0x96, 0x00, 0x00, 
  0xbc, 0x95, 0x00, 0x00, 0xac, 0x85, 0x00, 0x00, 0x9c, 0x84, 0x00, 0x00, 
  0x8c, 0x7b, 0x00, 0x00, 0x7c, 0x7a, 0x00, 0x00, 0x6c, 0x72, 0x00, 0x00, 
  0xdc, 0x71, 0x00, 0x00, 0x4c, 0x6d, 0x00, 0x00, 0xbc, 0x6c, 0x00, 0x00, 
  0xac, 0x68, 0x00, 0x00, 0x1c, 0x64, 0x00, 0x00, 0x8c, 0x63, 0x00, 0x00, 
  0x7c, 0x5b, 0x00, 0x00, 0x2c, 0x5b, 0x00, 0x00, 0xdc, 0x58, 0x00, 0x00, 
  0x8c, 0x58, 0x00, 0x00, 0x5c, 0x58, 0x00, 0x00, 0x2c, 0x57, 0x00, 0x00, 
  0x24, 0x57, 0x00, 0x00, 0x1c, 0x57, 0x00, 0x00, 0x14, 0x57, 0x00, 0x00, 
  0x0c, 0x57, 0x00, 0x00, 0x04, 0x57, 0x00, 0x00, 0xfc, 0x56, 0x00, 0x00, 
  0xec, 0x16, 0x00, 0x00, 0xe4, 0x16, 0x00, 0x00, 0xd4, 0x14, 0x00, 0x00, 
  0xcc, 0x14, 0x00, 0x00, 0xc4, 0x14, 0x00, 0x00, 0x34, 0x14, 0x00, 0x00, 
  0x2c, 0x14, 0x00, 0x00, 0x1c, 0x12, 0x00, 0x00, 0x14, 0x12, 0x00, 0x00, 
  0x84, 0x0d, 0x00, 0x00, 0x7c, 0x0d, 0x00, 0x00, 0x74, 0x0d, 0x00, 0x00, 
  0x6c, 0x0d, 0x00, 0x00, 0x64, 0x0d, 0x00, 0x00, 0x5c, 0x0d, 0x00, 0x00, 
  0x54, 0x0d, 0x00, 0x00, 0x4c, 0x0d, 0x00, 0x00, 0xbc, 0x08, 0x00, 0x00, 
  0xb4, 0x08, 0x00, 0x00, 0xac, 0x08, 0x00, 0x00, 0xa4, 0x08, 0x00, 0x00, 
  0x9c, 0x08, 0x00, 0x00, 0x94, 0x08, 0x00, 0x00, 0x8c, 0x08, 0x00, 0x00, 
  0x5c, 0x08, 0x00, 0x00, 0x54, 0x08, 0x00, 0x00, 0xe4, 0x04, 0x00, 0x00, 
  0xdc, 0x04, 0x00, 0x00, 0xd4, 0x04, 0x00, 0x00, 0x44, 0x00, 0x00, 0x00, 
  0x3c, 0x00, 0x00, 0x00, 0x34, 0x00, 0x00, 0x00, 0x2c, 0x00, 0x00, 0x00, 
  0x24, 0x00, 0x00, 0x00, 0x1c, 0x00, 0x00, 0x00, 0x04, 0x00, 0x00, 0x00, 
 
............... (Beberapa bagian tidak dilampirkan karena jumlah baris   
code sangat besar) 
 





Lampiran 8: convert_to_TFLite.py 
 
import tensorflow as tf 
import io 
import PIL 








  count = 0 
  for string_record in record_iterator: 
    example = tf.train.Example() 
    example.ParseFromString(string_record) 
    image_stream = 
io.BytesIO(example.features.feature['image/encoded'].bytes_list.value[0]) 
    image = PIL.Image.open(image_stream) 
    image = image.resize((96, 96)) 
    image = image.convert('L') 
    array = np.array(image) 
    array = np.stack((array,)*3, axis=-1) 
    array = np.expand_dims(array, axis=0) 
    array = ((array / 127.5) - 1.0).astype(np.float32) 
    print(array.shape) 
    yield([array]) 
    count += 1 
    if count > 300: 




                             ['input'],  
                             ['MobilenetV1/Predictions/Reshape_1']) 
converter.optimizations = [tf.lite.Optimize.DEFAULT] 
converter.representative_dataset = representative_dataset_gen 
converter.target_spec.supported_ops = 
[tf.lite.OpsSet.TFLITE_BUILTINS_INT8] 
converter.inference_input_type = tf.int8 
converter.inference_output_type = tf.int8 
 







Lampiran 9: train_image_classifier.py 
 
 
"""Generic training script that trains a model using a given dataset.""" 
 
from __future__ import absolute_import 
from __future__ import division 
from __future__ import print_function 
 
import tensorflow.compat.v1 as tf 
import tf_slim as slim 
 
from tensorflow.contrib import quantize as contrib_quantize 
 
from datasets import dataset_factory 
from deployment import model_deploy 
from nets import nets_factory 
from preprocessing import preprocessing_factory 
 
tf.app.flags.DEFINE_string( 
    'master', '', 'The address of the TensorFlow master to use.') 
 
tf.app.flags.DEFINE_string( 
    'train_dir', '/tmp/tfmodel/', 
    'Directory where checkpoints and event logs are written to.') 
tf.app.flags.DEFINE_float( 
    'warmup_epochs', 0, 
    'Linearly warmup learning rate from 0 to learning_rate over this ' 
    'many epochs.') 
 
tf.app.flags.DEFINE_integer('num_clones', 1, 
                            'Number of model clones to deploy. Note For ' 
                            'historical reasons loss from all clones 
averaged ' 
                            'out and learning rate decay happen per clone 
' 
                            'epochs') 
 
tf.app.flags.DEFINE_boolean('clone_on_cpu', False, 
                            'Use CPUs to deploy clones.') 
 




    'num_ps_tasks', 0, 
    'The number of parameter servers. If the value is 0, then the 
parameters ' 
    'are handled locally by the worker.') 
 
tf.app.flags.DEFINE_integer( 
    'num_readers', 4, 
    'The number of parallel readers that read data from the dataset.') 
 
tf.app.flags.DEFINE_integer( 
    'num_preprocessing_threads', 4, 
    'The number of threads used to create the batches.') 
 
tf.app.flags.DEFINE_integer( 
    'log_every_n_steps', 10, 




'The frequency with which summaries are saved, in seconds.') 
tf.app.flags.DEFINE_integer( 
'save_interval_secs', 600, 
'The frequency with which the model is saved, in seconds.') 
tf.app.flags.DEFINE_integer( 
'task', 0, 'Task id of the replica running the training.') 
###################### 
# Optimization Flags # 
###################### 
tf.app.flags.DEFINE_float( 
'weight_decay', 0.00004, 'The weight decay on the model weights.') 
tf.app.flags.DEFINE_string( 
'optimizer', 'rmsprop', 
'The name of the optimizer, one of "adadelta", "adagrad", "adam",' 
'"ftrl", "momentum", "sgd" or "rmsprop".') 
tf.app.flags.DEFINE_float( 
'adadelta_rho', 0.95, 
'The decay rate for adadelta.') 
tf.app.flags.DEFINE_float( 
'adagrad_initial_accumulator_value', 0.1, 
'Starting value for the AdaGrad accumulators.') 
tf.app.flags.DEFINE_float( 
'adam_beta1', 0.9, 
'The exponential decay rate for the 1st moment estimates.') 
tf.app.flags.DEFINE_float( 
'adam_beta2', 0.999, 
'The exponential decay rate for the 2nd moment estimates.') 
tf.app.flags.DEFINE_float('opt_epsilon', 1.0, 'Epsilon term for the 
optimizer.') 
tf.app.flags.DEFINE_float('ftrl_learning_rate_power', -0.5, 
'The learning rate power.') 
tf.app.flags.DEFINE_float( 
'ftrl_initial_accumulator_value', 0.1, 
'Starting value for the FTRL accumulators.') 
tf.app.flags.DEFINE_float( 
'ftrl_l1', 0.0, 'The FTRL l1 regularization strength.') 
tf.app.flags.DEFINE_float( 
 'ftrl_l2', 0.0, 'The FTRL l2 regularization strength.') 
tf.app.flags.DEFINE_float( 
'momentum', 0.9, 
'The momentum for the MomentumOptimizer and RMSPropOptimizer.') 










    'quantize_delay', -1, 
    'Number of steps to start quantized training. Set to -1 would disable 
' 
    'quantized training.') 
 
####################### 




    'learning_rate_decay_type', 
    'exponential', 
    'Specifies how the learning rate is decayed. One of "fixed", 
"exponential",' 
    ' or "polynomial"') 
 




    'end_learning_rate', 0.0001, 




    'label_smoothing', 0.0, 'The amount of label smoothing.') 
 
tf.app.flags.DEFINE_float( 
    'learning_rate_decay_factor', 0.94, 'Learning rate decay factor.') 
 
tf.app.flags.DEFINE_float( 
    'num_epochs_per_decay', 2.0, 
    'Number of epochs after which learning rate decays. Note: this flag 
counts ' 
    'epochs per clone but aggregates per sync replicas. So 1.0 means that 
' 
    'each clone will go over full epoch individually, but replicas will 
go ' 
    'once across all replicas.') 
 
tf.app.flags.DEFINE_bool( 
    'sync_replicas', False, 
    'Whether or not to synchronize the replicas during training.') 
 
tf.app.flags.DEFINE_integer( 
    'replicas_to_aggregate', 1, 
    'The Number of gradients to collect before updating params.') 
 
tf.app.flags.DEFINE_float( 
    'moving_average_decay', None, 
    'The decay to use for the moving average.' 
    'If left as None, then moving averages are not used.') 
 
####################### 








    'dataset_name', 'imagenet', 'The name of the dataset to load.') 
 
tf.app.flags.DEFINE_string( 
    'dataset_split_name', 'train', 'The name of the train/test split.') 
 
tf.app.flags.DEFINE_string( 




    'labels_offset', 0, 
    'An offset for the labels in the dataset. This flag is primarily used 
to ' 
    'evaluate the VGG and ResNet architectures which do not use a 
background ' 
    'class for the ImageNet dataset.') 
 
tf.app.flags.DEFINE_string( 




    'preprocessing_name', None, 'The name of the preprocessing to use. If 
left ' 
    'as `None`, then the model_name flag is used.') 
 
tf.app.flags.DEFINE_integer( 
    'batch_size', 32, 'The number of samples in each batch.') 
 
tf.app.flags.DEFINE_integer( 
    'train_image_size', None, 'Train image size') 
 
tf.app.flags.DEFINE_integer('max_number_of_steps', None, 
                            'The maximum number of training steps.') 
 
tf.app.flags.DEFINE_bool('use_grayscale', False, 
                         'Whether to convert input images to grayscale.') 
 
##################### 




    'checkpoint_path', None, 
    'The path to a checkpoint from which to fine-tune.') 
 
tf.app.flags.DEFINE_string( 
    'checkpoint_exclude_scopes', None, 
    'Comma-separated list of scopes of variables to exclude when 
restoring ' 
    'from a checkpoint.') 
 
tf.app.flags.DEFINE_string( 
    'trainable_scopes', None, 
    'Comma-separated list of scopes to filter the set of variables to 
train.' 





'When restoring a checkpoint would ignore missing variables.') 
FLAGS = tf.app.flags.FLAGS 
def _configure_learning_rate(num_samples_per_epoch, global_step): 
  """Configures the learning rate. 
  Args: 
num_samples_per_epoch: The number of samples in each epoch of 
training. 
global_step: The global_step tensor. 
  Returns: 
A `Tensor` representing the learning rate. 
  Raises: 
ValueError: if 
  """ 
  # Note: when num_clones is > 1, this will actually have each clone to 
go 
  # over each epoch FLAGS.num_epochs_per_decay times. This is different 
  # behavior from sync replicas and is expected to produce different 
results. 
  steps_per_epoch = num_samples_per_epoch / FLAGS.batch_size 
  if FLAGS.sync_replicas: 
steps_per_epoch /= FLAGS.replicas_to_aggregate 
  decay_steps = int(steps_per_epoch * FLAGS.num_epochs_per_decay) 
  if FLAGS.learning_rate_decay_type == 'exponential': 







  elif FLAGS.learning_rate_decay_type == 'fixed': 
learning_rate = tf.constant(FLAGS.learning_rate, 
name='fixed_learning_rate') 
  elif FLAGS.learning_rate_decay_type == 'polynomial': 








  else: 
raise ValueError('learning_rate_decay_type [%s] was not recognized' % 
FLAGS.learning_rate_decay_type) 
  if FLAGS.warmup_epochs: 
warmup_lr = ( 
FLAGS.learning_rate * tf.cast(global_step, tf.float32) / 
(steps_per_epoch * FLAGS.warmup_epochs)) 
learning_rate = tf.minimum(warmup_lr, learning_rate) 






  """Configures the optimizer used for training. 
  Args: 
    learning_rate: A scalar or `Tensor` learning rate. 
  Returns: 
    An instance of an optimizer. 
  Raises: 
    ValueError: if FLAGS.optimizer is not recognized. 
  """ 
  if FLAGS.optimizer == 'adadelta': 
    optimizer = tf.train.AdadeltaOptimizer( 
        learning_rate, 
        rho=FLAGS.adadelta_rho, 
        epsilon=FLAGS.opt_epsilon) 
  elif FLAGS.optimizer == 'adagrad': 
    optimizer = tf.train.AdagradOptimizer( 
        learning_rate, 
        
initial_accumulator_value=FLAGS.adagrad_initial_accumulator_value) 
  elif FLAGS.optimizer == 'adam': 
    optimizer = tf.train.AdamOptimizer( 
        learning_rate, 
        beta1=FLAGS.adam_beta1, 
        beta2=FLAGS.adam_beta2, 
        epsilon=FLAGS.opt_epsilon) 
  elif FLAGS.optimizer == 'ftrl': 
    optimizer = tf.train.FtrlOptimizer( 
        learning_rate, 
        learning_rate_power=FLAGS.ftrl_learning_rate_power, 
        initial_accumulator_value=FLAGS.ftrl_initial_accumulator_value, 
        l1_regularization_strength=FLAGS.ftrl_l1, 
        l2_regularization_strength=FLAGS.ftrl_l2) 
  elif FLAGS.optimizer == 'momentum': 
    optimizer = tf.train.MomentumOptimizer( 
        learning_rate, 
        momentum=FLAGS.momentum, 
        name='Momentum') 
  elif FLAGS.optimizer == 'rmsprop': 
    optimizer = tf.train.RMSPropOptimizer( 
        learning_rate, 
        decay=FLAGS.rmsprop_decay, 
        momentum=FLAGS.rmsprop_momentum, 
        epsilon=FLAGS.opt_epsilon) 
  elif FLAGS.optimizer == 'sgd': 
    optimizer = tf.train.GradientDescentOptimizer(learning_rate) 
  else: 
    raise ValueError('Optimizer [%s] was not recognized' % 
FLAGS.optimizer) 




  """Returns a function run by the chief worker to warm-start the 
training. 
  Note that the init_fn is only run when initializing the model during 
the very 
  first global step. 
  Returns: 
    An init function run by the supervisor. 
  """ 
  if FLAGS.checkpoint_path is None: 






  # Warn the user if a checkpoint exists in the train_dir. Then we'll be 
  # ignoring the checkpoint anyway. 
  if tf.train.latest_checkpoint(FLAGS.train_dir): 
    tf.logging.info( 
        'Ignoring --checkpoint_path because a checkpoint already exists 
in %s' 
        % FLAGS.train_dir) 
    return None 
 
  exclusions = [] 
  if FLAGS.checkpoint_exclude_scopes: 
    exclusions = [scope.strip() 
                  for scope in 
FLAGS.checkpoint_exclude_scopes.split(',')] 
 
  # TODO(sguada) variables.filter_variables() 
  variables_to_restore = [] 
  for var in slim.get_model_variables(): 
    for exclusion in exclusions: 
      if var.op.name.startswith(exclusion): 
        break 
    else: 
      variables_to_restore.append(var) 
 
  if tf.gfile.IsDirectory(FLAGS.checkpoint_path): 
    checkpoint_path = tf.train.latest_checkpoint(FLAGS.checkpoint_path) 
  else: 
    checkpoint_path = FLAGS.checkpoint_path 
 
  tf.logging.info('Fine-tuning from %s' % checkpoint_path) 
 
  return slim.assign_from_checkpoint_fn( 
      checkpoint_path, 
      variables_to_restore, 




  """Returns a list of variables to train. 
  Returns: 
    A list of variables to train by the optimizer. 
  """ 
  if FLAGS.trainable_scopes is None: 
    return tf.trainable_variables() 
  else: 
    scopes = [scope.strip() for scope in 
FLAGS.trainable_scopes.split(',')] 
 
  variables_to_train = [] 
  for scope in scopes: 
    variables = tf.get_collection(tf.GraphKeys.TRAINABLE_VARIABLES, 
scope) 
    variables_to_train.extend(variables) 




  if not FLAGS.dataset_dir: 
    raise ValueError('You must supply the dataset directory with --
dataset_dir') 
77 
  tf.logging.set_verbosity(tf.logging.INFO) 
  with tf.Graph().as_default(): 
####################### 
# Config model_deploy # 
####################### 






# Create global_step 
with tf.device(deploy_config.variables_device()): 
global_step = slim.create_global_step() 
###################### 
# Select the dataset # 
###################### 
dataset = dataset_factory.get_dataset( 
  FLAGS.dataset_name, FLAGS.dataset_split_name, FLAGS.dataset_dir) 
###################### 
# Select the network # 
###################### 
network_fn = nets_factory.get_network_fn( 
FLAGS.model_name, 




# Select the preprocessing function # 
##################################### 
preprocessing_name = FLAGS.preprocessing_name or FLAGS.model_name 





# Create a dataset provider that loads data from the dataset # 
   ############################################################## 
with tf.device(deploy_config.inputs_device()): 
provider = slim.dataset_data_provider.DatasetDataProvider( 
dataset, 
num_readers=FLAGS.num_readers, 
common_queue_capacity=20 * FLAGS.batch_size, 
common_queue_min=10 * FLAGS.batch_size) 
[image, label] = provider.get(['image', 'label']) 
label -= FLAGS.labels_offset 
train_image_size = FLAGS.train_image_size or 
network_fn.default_image_size 
image = image_preprocessing_fn(image, train_image_size, 
train_image_size) 






          batch_size=FLAGS.batch_size, 
          num_threads=FLAGS.num_preprocessing_threads, 
          capacity=5 * FLAGS.batch_size) 
      labels = slim.one_hot_encoding( 
          labels, dataset.num_classes - FLAGS.labels_offset) 
      batch_queue = slim.prefetch_queue.prefetch_queue( 
          [images, labels], capacity=2 * deploy_config.num_clones) 
 
    #################### 
    # Define the model # 
    #################### 
    def clone_fn(batch_queue): 
      """Allows data parallelism by creating multiple clones of 
network_fn.""" 
      images, labels = batch_queue.dequeue() 
      logits, end_points = network_fn(images) 
 
      ############################# 
      # Specify the loss function # 
      ############################# 
      if 'AuxLogits' in end_points: 
        slim.losses.softmax_cross_entropy( 
            end_points['AuxLogits'], labels, 
            label_smoothing=FLAGS.label_smoothing, weights=0.4, 
            scope='aux_loss') 
      slim.losses.softmax_cross_entropy( 
          logits, labels, label_smoothing=FLAGS.label_smoothing, 
weights=1.0) 
      return end_points 
 
    # Gather initial summaries. 
    summaries = set(tf.get_collection(tf.GraphKeys.SUMMARIES)) 
 
    clones = model_deploy.create_clones(deploy_config, clone_fn, 
[batch_queue]) 
    first_clone_scope = deploy_config.clone_scope(0) 
    # Gather update_ops from the first clone. These contain, for example, 
    # the updates for the batch_norm variables created by network_fn. 
    update_ops = tf.get_collection(tf.GraphKeys.UPDATE_OPS, 
first_clone_scope) 
 
    # Add summaries for end_points. 
    end_points = clones[0].outputs 
    for end_point in end_points: 
      x = end_points[end_point] 
      summaries.add(tf.summary.histogram('activations/' + end_point, x)) 
      summaries.add(tf.summary.scalar('sparsity/' + end_point, 
                                      tf.nn.zero_fraction(x))) 
 
    # Add summaries for losses. 
    for loss in tf.get_collection(tf.GraphKeys.LOSSES, 
first_clone_scope): 
      summaries.add(tf.summary.scalar('losses/%s' % loss.op.name, loss)) 
 
    # Add summaries for variables. 
    for variable in slim.get_model_variables(): 
      summaries.add(tf.summary.histogram(variable.op.name, variable)) 
 
    ################################# 
    # Configure the moving averages # 





    if FLAGS.moving_average_decay: 
      moving_average_variables = slim.get_model_variables() 
      variable_averages = tf.train.ExponentialMovingAverage( 
          FLAGS.moving_average_decay, global_step) 
    else: 
      moving_average_variables, variable_averages = None, None 
 
    if FLAGS.quantize_delay >= 0: 
      
contrib_quantize.create_training_graph(quant_delay=FLAGS.quantize_delay) 
 
    ######################################### 
    # Configure the optimization procedure. # 
    ######################################### 
    with tf.device(deploy_config.optimizer_device()): 
      learning_rate = _configure_learning_rate(dataset.num_samples, 
global_step) 
      optimizer = _configure_optimizer(learning_rate) 
      summaries.add(tf.summary.scalar('learning_rate', learning_rate)) 
 
    if FLAGS.sync_replicas: 
      # If sync_replicas is enabled, the averaging will be done in the 
chief 
      # queue runner. 
      optimizer = tf.train.SyncReplicasOptimizer( 
          opt=optimizer, 
          replicas_to_aggregate=FLAGS.replicas_to_aggregate, 
          total_num_replicas=FLAGS.worker_replicas, 
          variable_averages=variable_averages, 
          variables_to_average=moving_average_variables) 
    elif FLAGS.moving_average_decay: 
      # Update ops executed locally by trainer. 
      
update_ops.append(variable_averages.apply(moving_average_variables)) 
 
    # Variables to train. 
    variables_to_train = _get_variables_to_train() 
 
    #  and returns a train_tensor and summary_op 
    total_loss, clones_gradients = model_deploy.optimize_clones( 
        clones, 
        optimizer, 
        var_list=variables_to_train) 
    # Add total_loss to summary. 
    summaries.add(tf.summary.scalar('total_loss', total_loss)) 
 
    # Create gradient updates. 
    grad_updates = optimizer.apply_gradients(clones_gradients, 
                                             global_step=global_step) 
    update_ops.append(grad_updates) 
 
    update_op = tf.group(*update_ops) 
    with tf.control_dependencies([update_op]): 
      train_tensor = tf.identity(total_loss, name='train_op') 
 
    # Add the summaries from the first clone. These contain the summaries 
    # created by model_fn and either optimize_clones() or 
_gather_clone_loss(). 
    summaries |= set(tf.get_collection(tf.GraphKeys.SUMMARIES, 






    # Merge all summaries together. 
    summary_op = tf.summary.merge(list(summaries), name='summary_op') 
 
    ########################### 
    # Kicks off the training. # 
    ########################### 
    slim.learning.train( 
        train_tensor, 
        logdir=FLAGS.train_dir, 
        master=FLAGS.master, 
        is_chief=(FLAGS.task == 0), 
        init_fn=_get_init_fn(), 
        summary_op=summary_op, 
        number_of_steps=FLAGS.max_number_of_steps, 
        log_every_n_steps=FLAGS.log_every_n_steps, 
        save_summaries_secs=FLAGS.save_summaries_secs, 
        save_interval_secs=FLAGS.save_interval_secs, 
        sync_optimizer=optimizer if FLAGS.sync_replicas else None) 
 
 
if __name__ == '__main__': 






Lampiran 10: eval_image_classifier.py 
 
"""Generic evaluation script that evaluates a model using a given 
dataset.""" 
 
from __future__ import absolute_import 
from __future__ import division 
from __future__ import print_function 
 
import math 
import tensorflow.compat.v1 as tf 
import tf_slim as slim 
 
from tensorflow.contrib import quantize as contrib_quantize 
 
from datasets import dataset_factory 
from nets import nets_factory 
from preprocessing import preprocessing_factory 
 
tf.app.flags.DEFINE_integer( 
    'batch_size', 100, 'The number of samples in each batch.') 
 
tf.app.flags.DEFINE_integer( 
    'max_num_batches', None, 
    'Max number of batches to evaluate by default use all.') 
 
tf.app.flags.DEFINE_string( 
    'master', '', 'The address of the TensorFlow master to use.') 
 
tf.app.flags.DEFINE_string( 
    'checkpoint_path', '/tmp/tfmodel/', 
    'The directory where the model was written to or an absolute path to 
a ' 
    'checkpoint file.') 
 
tf.app.flags.DEFINE_string( 




    'num_preprocessing_threads', 4, 
    'The number of threads used to create the batches.') 
 
tf.app.flags.DEFINE_string( 
    'dataset_name', 'imagenet', 'The name of the dataset to load.') 
 
tf.app.flags.DEFINE_string( 
    'dataset_split_name', 'test', 'The name of the train/test split.') 
 
tf.app.flags.DEFINE_string( 




    'labels_offset', 0, 
    'An offset for the labels in the dataset. This flag is primarily used 
to ' 
    'evaluate the VGG and ResNet architectures which do not use a 
background ' 











    'preprocessing_name', None, 'The name of the preprocessing to use. If 
left ' 
    'as `None`, then the model_name flag is used.') 
 
tf.app.flags.DEFINE_float( 
    'moving_average_decay', None, 
    'The decay to use for the moving average.' 
    'If left as None, then moving averages are not used.') 
 
tf.app.flags.DEFINE_integer( 
    'eval_image_size', None, 'Eval image size') 
 
tf.app.flags.DEFINE_bool( 
    'quantize', False, 'whether to use quantized graph or not.') 
 
tf.app.flags.DEFINE_bool('use_grayscale', False, 
                         'Whether to convert input images to grayscale.') 
 




  if not FLAGS.dataset_dir: 
    raise ValueError('You must supply the dataset directory with --
dataset_dir') 
 
  tf.logging.set_verbosity(tf.logging.INFO) 
  with tf.Graph().as_default(): 
    tf_global_step = slim.get_or_create_global_step() 
 
    ###################### 
    # Select the dataset # 
    ###################### 
    dataset = dataset_factory.get_dataset( 
        FLAGS.dataset_name, FLAGS.dataset_split_name, FLAGS.dataset_dir) 
 
    #################### 
    # Select the model # 
    #################### 
    network_fn = nets_factory.get_network_fn( 
        FLAGS.model_name, 
        num_classes=(dataset.num_classes - FLAGS.labels_offset), 
        is_training=False) 
 
    ############################################################## 
    # Create a dataset provider that loads data from the dataset # 
    ############################################################## 
    provider = slim.dataset_data_provider.DatasetDataProvider( 
        dataset, 
        shuffle=False, 
        common_queue_capacity=2 * FLAGS.batch_size, 
        common_queue_min=FLAGS.batch_size) 
    [image, label] = provider.get(['image', 'label']) 
    label -= FLAGS.labels_offset 
 
    ##################################### 
83 
# Select the preprocessing function # 
##################################### 
preprocessing_name = FLAGS.preprocessing_name or FLAGS.model_name 




eval_image_size = FLAGS.eval_image_size or 
network_fn.default_image_size 
image = image_preprocessing_fn(image, eval_image_size, 
eval_image_size) 




capacity=5 * FLAGS.batch_size) 
  #################### 
# Define the model # 
#################### 




variable_averages = tf.train.ExponentialMovingAverage( 
FLAGS.moving_average_decay, tf_global_step) 
variables_to_restore = variable_averages.variables_to_restore( 
slim.get_model_variables()) 
variables_to_restore[tf_global_step.op.name] = tf_global_step 
else: 
variables_to_restore = slim.get_variables_to_restore() 
predictions = tf.argmax(logits, 1) 
labels = tf.squeeze(labels) 
# Define the metrics: 
names_to_values, names_to_updates = 
slim.metrics.aggregate_metric_map({ 
'Accuracy': slim.metrics.streaming_accuracy(predictions, labels), 
'Recall_5': slim.metrics.streaming_recall_at_k( 
logits, labels, 5), 
}) 
# Print the summaries to screen. 
for name, value in names_to_values.items(): 
summary_name = 'eval/%s' % name 
op = tf.summary.scalar(summary_name, value, collections=[]) 
op = tf.Print(op, [value], summary_name) 
tf.add_to_collection(tf.GraphKeys.SUMMARIES, op) 
# TODO(sguada) use num_epochs=1 
if FLAGS.max_num_batches: 
 num_batches = FLAGS.max_num_batches 
else: 





      num_batches = math.ceil(dataset.num_samples / 
float(FLAGS.batch_size)) 
 
    if tf.gfile.IsDirectory(FLAGS.checkpoint_path): 
      checkpoint_path = tf.train.latest_checkpoint(FLAGS.checkpoint_path) 
    else: 
      checkpoint_path = FLAGS.checkpoint_path 
 
    tf.logging.info('Evaluating %s' % checkpoint_path) 
 
    slim.evaluation.evaluate_once( 
        master=FLAGS.master, 
        checkpoint_path=checkpoint_path, 
        logdir=FLAGS.eval_dir, 
        num_evals=num_batches, 
        eval_op=list(names_to_updates.values()), 
        variables_to_restore=variables_to_restore) 
 
 
if __name__ == '__main__': 






Lampiran 11: export_inference_graph.py 
 
from __future__ import absolute_import 
from __future__ import division 
from __future__ import print_function 
import os 
 
import tensorflow.compat.v1 as tf 
from tensorflow.contrib import quantize as contrib_quantize 
 
 
from tensorflow.python.platform import gfile 
from datasets import dataset_factory 








    'is_training', False, 
    'Whether to save out a training-focused version of the model.') 
 
tf.app.flags.DEFINE_integer( 
    'image_size', None, 
    'The image size to use, otherwise use the model default_image_size.') 
 
tf.app.flags.DEFINE_integer( 
    'batch_size', None, 
    'Batch size for the exported model. Defaulted to "None" so batch size 
can ' 
    'be specified at model runtime.') 
 
tf.app.flags.DEFINE_string('dataset_name', 'imagenet', 




    'labels_offset', 0, 
    'An offset for the labels in the dataset. This flag is primarily used 
to ' 
    'evaluate the VGG and ResNet architectures which do not use a 
background ' 
    'class for the ImageNet dataset.') 
 
tf.app.flags.DEFINE_string( 
    'output_file', '', 'Where to save the resulting file to.') 
 
tf.app.flags.DEFINE_string( 
    'dataset_dir', '', 'Directory to save intermediate dataset files to') 
 
tf.app.flags.DEFINE_bool( 
    'quantize', False, 'whether to use quantized graph or not.') 
 
tf.app.flags.DEFINE_bool( 









    'The number of frames to use. Only used if is_video_model is True.') 
 
tf.app.flags.DEFINE_bool('write_text_graphdef', False, 
                         'Whether to write a text version of graphdef.') 
 
tf.app.flags.DEFINE_bool('use_grayscale', False, 
                         'Whether to convert input images to grayscale.') 
 




  if not FLAGS.output_file: 
    raise ValueError('You must supply the path to save to with --
output_file') 
  if FLAGS.is_video_model and not FLAGS.num_frames: 
    raise ValueError( 
        'Number of frames must be specified for video models with --
num_frames') 
  tf.logging.set_verbosity(tf.logging.INFO) 
  with tf.Graph().as_default() as graph: 
    dataset = dataset_factory.get_dataset(FLAGS.dataset_name, 'train', 
                                          FLAGS.dataset_dir) 
    network_fn = nets_factory.get_network_fn( 
        FLAGS.model_name, 
        num_classes=(dataset.num_classes - FLAGS.labels_offset), 
        is_training=FLAGS.is_training) 
    image_size = FLAGS.image_size or network_fn.default_image_size 
    num_channels = 1 if FLAGS.use_grayscale else 3 
    if FLAGS.is_video_model: 
      input_shape = [ 
          FLAGS.batch_size, FLAGS.num_frames, image_size, image_size, 
          num_channels 
      ] 
    else: 
      input_shape = [FLAGS.batch_size, image_size, image_size, 
num_channels] 
    placeholder = tf.placeholder(name='input', dtype=tf.float32, 
                                 shape=input_shape) 
    network_fn(placeholder) 
 
    if FLAGS.quantize: 
      contrib_quantize.create_eval_graph() 
 
    graph_def = graph.as_graph_def() 
    if FLAGS.write_text_graphdef: 
      tf.io.write_graph( 
          graph_def, 
          os.path.dirname(FLAGS.output_file), 
          os.path.basename(FLAGS.output_file), 
          as_text=True) 
    else: 
      with gfile.GFile(FLAGS.output_file, 'wb') as f: 
        f.write(graph_def.SerializeToString()) 
 
 
if __name__ == '__main__': 
  tf.app.run() 
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Lampiran 12: Grafik konsumsi memori pada runtime masing-masing model 
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