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RÉSUMÉ 
 
Cette thèse porte sur la localisation de la position virtuelle de sources sonores utilisant des 
moyens de reproduction acoustique du type immersif de faible coût. L’étude compare la 
performance d’utilisateurs avec et sans défis visuels. 
Des études de multiples sources montrent qu’un pourcentage important des personnes ayant des 
défis visuels vivent avec des revenus annuels très bas. [WHO, 2014]  [Bizier et al., 2016] 
Ce constat a orienté ce projet de recherche, afin que les technologies acoustiques utilisées dans 
les essais soient des technologies de reproduction acoustique de faible coût. Ceci, pour couvrir 
le contexte acoustique le plus probable chez les utilisateurs de cette technologie. 
La création de plusieurs jeux acoustiques immersifs dans le contexte académique a exposé le 
besoin d’un modèle de perception capable d’orienter les concepteurs de scénarios acoustiques 
par rapport aux échantillons sonores à utiliser (la fréquence du son et leur positionnement).  
Un modèle de convivialité pour l’utilisation d’échantillons sonores dans un contexte acoustique 
immersif de bas coût est défini comme résultat des constats expérimentaux. 
La littérature expose l’existence d’une capacité accrue pour déterminer la localisation d’objets 
et d’interlocuteurs par des personnes non voyantes [Trapeau, 2016] [Thaler et al., 2011]. 
L’origine de cet accroissement de capacité semble être relié à une utilisation plus efficace de 
l’information auditive ou à une spécialisation d’une partie du cortex visuel pour traiter 
l’information sonore.  
La présente expérience suggère que, dans un contexte acoustique immersif de faible coût, les 
personnes avec et sans défis visuels ont une performance similaire dans la localisation de la 
position virtuelle des sons produits.  
Les conclusions sont établies à partir du résultat de l’analyse comparative de métriques 
objectives pour 55 participants (19 ayant des défis visuels et 36 sans défis visuels) réalisant une 
activité de jeu acoustique sans interface visuelle. L’analyse des actions de localisation des 
participants dans 10500 évènements sonores, donne des résultats conformes aux attentes et est 
à la base des constats et du modèle de convivialité.  
Des stratégies de localisation de la position virtuelle du son ont été analysées et les conclusions 
sont présentées. Un modèle de convivialité acoustique appliqué au contexte est proposé.   
Celui-ci est un graphique d’interprétation simple, destiné aux concepteurs d’acoustique pour 
environnements immersifs. 
 Mots-clés :  déficience visuelle, acoustique immersive, localisation du son, stratégies de jeu. 
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LEXIQUE 
Acronyme /  
Jargon   Définition 
Ambiophonique Méthode d’encodage et reproduction de sons utilisant le traitement 
numérique des signaux et deux haut-parleurs en face à l’auditeur pour 
améliorer les caractéristiques de la reproduction stéréophonique ou de la 
reproduction immersive 5.1 
Ambisonique Méthode d’encodage et de reproduction sonore sphérique. Les signaux 
sont indépendants des haut-parleurs et requièrent un système de décodage 
capable de reconstruire les signaux pour donner la perception de son 
sphérique.  
Avatar Personnage numérique, réaliste ou fantaisiste, qui représente le joueur ou 
l'utilisateur dans un monde virtuel.  
BCI Interface ordinateur-cerveau interface d’entrée basée sur l’activité 
cérébrale. Réfère génériquement à des techniques de prélèvement de 
signaux du cerveau, en général non-intrusives comme moyen de 
commande de logiciels. 
Binaural Technique d’enregistrement sonore qui tient en compte la physiologie de 
l’oreille et utilise des « oreilles synthétiques » et des algorithmes tenant en 
compte la fonction de transfert relative à la tête. La reproduction binaurale 
est mieux réussie avec des casques d’écoute stéréophoniques standard. 
Voir transaural. 
Décodage Technique de conversion de signaux numériques en signaux aptes à être 
reproduits par l’équipement acoustique. Dans un sens plus général le 
décodage peut inclure un traitement spatial des signaux pour leur 
reproduction immersive.  
DirectX API développée par Microsoft qui englobe les moyens pour le traitement 
de l’image, l’audio et autres moyens multimédias. 
DOMUS Laboratoire de Domotique de l’Université de Sherbrooke spécialisé dans 
l’assistance cognitive, le suivi médical et la télévigilance auprès des 
personnes avec troubles cognitifs.  
Downmixing Sous-mixage : Technique d’encodage qui fait la conversion de signaux 
d’un certain nombre de canaux pour obtenir une quantité plus réduite de 
canaux à transmettre. 
Earcon Son court, distinctif et non-verbal qui représente un évènement ou véhicule 
information a un utilisateur.  
Emotive command Commande émotive : actions de commande par interface cerveau-
ordinateur basée sur les émotions de l’utilisateur.  
Encodage Technique de conversion de signaux analogiques et sources numériques 
avec ou sans information spatiale, en signaux aptes à être transmis ou 
archivés pour utilisation ultérieure.   
Gameplay Utilisé dans deux sens : vécu ludique : ensemble des expériences et 
activités vécues par un joueur d’un jeu d’ordinateur; règles de jeu : 
ensemble de conditions et règles qui contrôlent une activité de jeu.  
Géocaching Activité ludique de chasse et recherche d’objets cachés (physiques ou 
virtuels) par l’entremise de coordonnées GPS diffusées par un site Web, 
application ou scénario de réalité augmentée. 
GRPA Groupe de recherche sur la parole et l’audio de l’Université de Sherbrooke. 
Le groupe de recherche sur la parole et l'audio œuvre principalement dans 
xii LEXIQUE 
   
le domaine du traitement numérique des signaux, et plus particulièrement 
dans le domaine du traitement de la voix et de l'audio 
HRTF Fonction de transfert relative à la tête (de l’auditeur), fonction 
mathématique qui tient compte des transformations apportées aux ondes 
sonores par le corps d'un auditeur, principalement la tête, le pavillon de 
l'oreille et le conduit auditif. 
Indie game Jeu de développeur indépendant, c’est un jeu vidéo produit sans le support 
financier d’une maison d’édition. 
Microsoft Kinect Senseur de mouvement et de reconnaissance vocale employé comme 
interface d’entrée pour les jeux de console Xbox et alternativement pour 
les applications d’ordinateur.   
Manette XBOX Dispositif d’entrée d’information des consoles Xbox. 
Motor imagery Imagerie motrice : actions de commande par interface cerveau-ordinateur 
basée sur la pensée en un mouvement du corps. 
OpenAL Open Audio Library API est un API multi-plateforme conçue pour le rendu 
acoustique multicanal d’audio en trois dimensions.  
Oculomètre (eye - tracking) interface d’entrée basée sur le suivi du mouvement des 
yeux. 
Réalité augmentée Technologie qui superpose des images ou sons générés par ordinateur a 
une perception de l’utilisateur sur le monde réel, fournissant une 
perception mixte (réelle/virtuelle) de la réalité. 
Réalité virtuelle Simulation générée par ordinateur d’un environnement immersif en trois 
dimensions typiquement avec image, avec lequel on peut interagir par le 
mouvement et les gestes similaires à ceux de la vie réelle. 
Spearcon Combinaison de parole et earcons, usuellement une phrase parlée très 
condensée qui représente un évènement ou véhicule information.  
Synth Loop  « boucle de synthé » échantillon sonore répétitif produit à l’aide de 
synthétiseurs de son ou stations d’édition d’audio.  
Transcodage Conversion directe de signaux numériques dans un format en signaux 
numériques d’un format ou représentation différente (par exemple 
convertir un signal ambisonique (incluant les données spatiales) en un 
signal numérique orienté aux canaux de reproduction). 
Transaural Reproduction binaurale basée sur des haut-parleurs avec des techniques de 
d’annulation croisée pour neutraliser l’écoute des sons d’un haut-parleur 
par l’oreille « contraire ».  
Upmixing Mixage élévateur : Technique d’encodage inverse au sous-mixage qui fait 
la conversion de signaux d’un certain nombre de canaux pour obtenir une 
quantité plus élevée de canaux. 
Vécu ludique Voir gameplay 
WAI Web Accessibility Initiative, est une spécification technique du W3C    
visant d’accroître l’accessibilité des pages web.  
W3C World Wide Web Consortium, abrégé par le sigle W3C, est un organisme 
de standardisation à but non lucratif, chargé de promouvoir la compatibilité 
des technologies du World Wide Web. 
5.1 Audio immersif 5.1 (nommé parce qu’il est produit par 5 sources sonores 
distribuées autour de l’utilisateur et un caisson de graves)  
7.1 Audio immersif 7.1 (nommé parce qu’il est produit par 7 sources sonores 
distribuées autour de l’utilisateur et un caisson de graves) 
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 INTRODUCTION  
 Mise en contexte. 
Selon l’OMS, 285 millions de personnes ont des problèmes de vision. 39 millions sont non-
voyants et 246 millions ont une vision faible. Le 90% des personnes touchées par les déficiences 
visuelles vivent dans un pays à faibles revenus. [WHO, 2014]  
Le sondage 2012 sur le handicap visuel de Statistique Canada expose que 55,2% des Canadiens 
adultes avec des difficultés visuelles ne sont pas à l’emploi.[Bizier et al., 2016]. L’Institut 
National Canadien pour les Aveugles (INCA) indique qu’à peu près la moitié des personnes 
adultes ayant des défis visuels ont des revenus moyens de 20.000CAD. [CNIB, 2017] 
La National Federation of the Blind (États Unis) révèle que les personnes ayant des défis visuels 
ont un salaire annuel médian de 35800 US$ [Bell et Mino, 2015; NFB, 2016] 
Pour les personnes ayant des défis visuels, la disponibilité d’applications acoustiques capables 
de fournir un vécu immersif adéquat permet une expérience plus riche du point de vue des 
activités de formation et de divertissement.  
Les équipements de reproduction d’acoustique immersive le plus facilement disponibles seront 
les « produits tablette » (COTS1) « chaînes de son » ou « cinémas maison » utilisant une 
acoustique 5.12, à faible coût et avec une capacité limitée de rendu (rendering) acoustique, par 
rapport à des équipements plus sophistiqués. Une explication plus détaillée des alternatives sera 
exposée dans l’analyse de l’état du domaine. 
Une autre alternative qui existe, serait l’utilisation de casques d’écoute 5.1 ou 7.1, mais leur prix 
est sensiblement supérieur aux chaînes de son citées précédemment.  
                                                 
 
1 En Anglais : Commercial Of The Shelf : produits tablette, réfèrent des produits de production série, bas de gamme orientés au grand public.  
2 Les dénominations 5.1 et 7.1 répondent aux standards de produits de reproduction d’acoustique immersive et font référence aux haut-
parleurs de chacun des modèles : 5 ou 7 satellites et un « caisson de graves » (subwoofer en Anglais). 
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L’utilisation de solutions basées sur un casque d’écoute standard (à faible coût) et des 
technologies binaurales permet la reproduction d’acoustiques immersives de très haute qualité 
[Kelly, Spencer, 2016].  
Cette solution demeure efficace et à faible coût cependant son intégration avec des scénarios3 
interactifs est encore émergente. [Horsburgh et al., 2011] [Summers et Jesse, 2017]Un aperçu 
de la situation sera présenté dans l’analyse de l’état du domaine.  
L’utilisation de systèmes de son basés sur des haut-parleurs est le moyen privilégié dans cette 
étude en raison de la disponibilité, du faible coût et du niveau d’acceptation de cette technologie 
par les personnes ayant des défis visuels.  
Lors de la réalisation de travaux de recherche préliminaires [Alonso et al., 2006], les participants 
ayant des défis visuels ont déclaré préférer les haut-parleurs aux casques d’écoute. Ce point de 
vue a été confirmé par 90,4 % des participants ayant des défis visuels dans les entrevues réalisées 
lors des essais concernant ce document. 
Les raisons principales de refus de l’utilisation de casques d’écoute exprimées par les 
participants interviewés sont :  
 L’isolement de l’utilisateur4 face aux sons ambiants et comme conséquence la perte de 
conscience des évènements qui se passent autour de lui. 
 La crainte de sons ayant un volume sonore trop élevé, qui pourrait atteindre l’acuité 
auditive du participant temporairement ou de façon permanente. 
Une partie des personnes interviewées n’a pas donné de raisons précises pour leur préférence. 
En conclusion, les équipements utilisés sont ceux qui pourraient être les plus communs « à la 
maison » afin de mesurer une expérience immersive similaire à celle qu’un utilisateur peut 
expérimenter chez lui. 
                                                 
 
3 Le terme scénario décrit en forme générale toute implémentation d’un environnement immersif (dans notre cas acoustique et interactif) et 
couvre les jeux d’ordinateur, les jeux de console, les simulateurs, les applications Web et les applications cellulaires. 
4 Le terme utilisateur est employé en forme générique et représente autant les utilisatrices que les utilisateurs de scénarios acoustiques 
immersifs. 
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La disposition des haut-parleurs et la configuration de la salle d’écoute utilisée correspondent à 
la disposition de référence décrite par la recommandation ITU-R 775-3 [ITU, 2012]. 
 Localisation dans les scénarios acoustiques purs. 
Les simulateurs et jeux plus communs utilisent le son comme élément de support pour un vécu 
virtuel, qu’il soit ou pas immersif.  
Quand le son devient l’élément unique de communication avec le joueur, l’approche du 
concepteur acoustique change fortement. Ses conceptions sonores ne sont pas le support au vécu 
graphique, mais le seul support de communication avec l’utilisateur.  
La transmission du son nécessite un débit beaucoup plus faible pour communiquer un scénario 
que les images. Aussi, le scénario peut facilement conduire à une cacophonie si le concepteur 
essaie de communiquer trop d’informations en même temps. 
Un scénario acoustique sera construit par ses concepteurs en utilisant des sources sonores 
comme moyens de communication avec l’utilisateur. Les sources sonores occuperont tous les 
rôles dans le scénario : ils seront des personnages, des objets, des effets spéciaux, des sons 
d’ambiance et aussi la trame musicale.[Alves, Valter et Roque, Licinio, 2011; Garcia et Neris, 
2013a; Glinert et Wyse, 2007; Grammenos et al., 2007] 
Les personnages pourront parler ou produire des sons particuliers qui les caractérisent, les objets 
pourront produire des sons ou refléter un écho de sons produits par l’avatar de l’utilisateur. Les 
sons d’ambiance donnent un contexte général ou exposent des situations, finalement la trame 
musicale peut caractériser le contexte du scénario (situation de danger, scène sombre, suspense). 
Certaines de ces sources sonores sont localisées (elles ont une position virtuelle précise à un 
moment précis de l’activité dans le scénario).  
La localisation de la position virtuelle des sources sonores est nécessaire pour permettre à 
l’utilisateur de se situer virtuellement et de naviguer dans les scénarios qui représentent un 
monde acoustique immersif sans interfaces visuelles. L’absence de localisation peut être utilisée 
comme un élément d’incertitude et générateur d’anxiété, si le contexte le requiert. [Ekman et 
Kajastila, 2009] 
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La localisation virtuelle est restituée par l’ensemble des composantes de la chaîne audio, 
donnant la perception d’une localisation précise du son à l’utilisateur qui se trouve au point 
d’écoute idéal (aussi nommée le « sweet spot »).  
Les filtres acoustiques appliqués à l’encodage ou au décodage du son permettent au concepteur 
de simuler des effets comme la réverbération, des retards de signal, une atténuation de l’intensité 
sonore en raison de la distance virtuelle ou un effet Doppler en raison d’un mouvement virtuel. 
[Heibert, Garin et al., 2007; Solera, Dario, 2005a, 2005b] 
Les sources sonores mentionnées peuvent être statiques (elles occupent une position stable 
quand elles sont représentées dans le scénario) ou mobiles. 
Les sources sonores statiques vont permettre à l’utilisateur de s’orienter en se basant seulement 
sur les repères qu’elles fournissent.  
Des éléments secondaires d’orientation peuvent donner aussi des pistes plus générales (« je suis 
dans le métro », « je suis au bord de la mer ») et peuvent être restitués comme des sons non 
localisés qui représentent le bruit ambiant ou le type de sol sur lequel l’avatar se déplace (par 
exemple, marcher sur du gravier ou sur un plancher de bois, le son des vagues ou du trafic).   
Le terme « son balise » ou « balise sonore » dans le présent document réfère spécifiquement aux 
sources sonores positionnelles permettant à l’utilisateur de s’orienter.  
Ces sources se trouvent dans une position virtuelle fixe du scénario. L’utilisateur percevra la 
variation du rendu sonore de la balise, en fonction de la position et de l’orientation virtuelles de 
son avatar. Ces variations permettent à l’utilisateur de s’orienter et de déplacer virtuellement 
son avatar dans le scénario présenté. 
De la même façon, les personnages et les objets mobiles produiront aussi des sons qui 
permettront de les localiser et dans certains cas de prévoir leurs mouvements. 
Un des problèmes du concepteur de scénarios acoustiques est qu’un scénario compréhensible 
requiert un échelonnement progressif de la complexité du vécu immersif. Cette complexité 
devrait évoluer avec le niveau d’expérience de l’utilisateur dans le scénario présenté. [Ossmann 
et Miesenberger, 2006]  
Cette complexité est en partie produite par la réussite ou l’échec de l’utilisateur à localiser son 
avatar ou un élément dans le scénario proposé (objet ou personnage).  
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Les balises sonores choisies par le concepteur ont une influence sur le degré de difficulté 
expérimenté par l’utilisateur pour les localiser, car la fréquence du son et sa position virtuelle 
peuvent influencer la position perçue par un certain nombre d’utilisateurs.  
Dans ce sens, les balises sonores peuvent être décrites comme plus ou moins « conviviales » par 
un utilisateur moyen.  
Un autre élément est le degré de précision requis dans la localisation afin qu’elle soit utile à 
l’orientation de l’utilisateur dans le contexte du scénario.  
Dans certains cas, l’identification avant / arrière est suffisante, dans d’autres cas il sera requis 
d’identifier les quatre positions avant / arrière / gauche / droite. Finalement dans certains cas 
l’utilisateur devra reconnaître la position virtuelle du son avec quelques degrés de variation. Cet 
élément influence fortement le résultat « échec » ou « succès », car l’utilisateur peut se tromper 
sur la localisation exacte du son perçu alors que s’il doit tout simplement signaler « avant » ou 
« arrière » ce qui était un échec devient un succès. 
Un concepteur devra savoir si les balises sonores désignées ont le niveau de convivialité requis 
pour son public cible.  
Cette convivialité (ou son absence) aura un impact sur l’acceptation du produit et le niveau de 
défi attendu par le concepteur. Une convivialité plus faible que ce qui est requis rendra son 
scénario acoustique plus difficile à utiliser, voire inintelligible. Une convivialité plus élevée que 
ce qui est requis peut faire que les défis d’utilisation deviennent triviaux, rendant pauvre 
l’expérience vécue. 
Dans le contexte de l’utilisation du rendu acoustique immersif, un concepteur voudra connaître : 
 Quelle sera la performance probable des utilisateurs pour localiser des balises sonores 
selon leurs positions relatives par rapport à l’avatar et à son orientation? 
 Quelle sera la performance probable des utilisateurs pour localiser des balises sonores 
selon la fréquence du son utilisé?  
 Quelle sera la performance probable des utilisateurs pour localiser des balises sonores 
selon la précision angulaire requise pour établir cette localisation? 
La définition d’un modèle pouvant être utilisé en support à la conception de scénarios 
acoustiques immersifs devrait prendre en compte les impacts des facteurs nommés sur la 
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convivialité des balises sonores. Ce modèle pourra assister les concepteurs de scénarios 
acoustiques immersifs afin d’obtenir le niveau de complexité/convivialité requise par les besoins 
du scénario.  
 Performance des utilisateurs avec et sans défis visuels 
La littérature mentionne une augmentation de la perception auditive d’une partie des personnes 
ayant des défis visuels, surtout si la déficience visuelle est congénitale ou acquise en très bas 
âge.  
Cette perception accrue permettrait la localisation de sons plus facilement et avec plus de 
précision pour une partie des personnes non voyantes et serait due à l’utilisation des régions 
dédiées à la fonction visuelle du cortex cérébral pour le traitement du son et l’interprétation de 
données de localisation. [Trapeau, 2016] 
Les expériences de référence mesurent la qualité de la perception et de la localisation des sons 
par des personnes ayant des défis visuels, dans un contexte réel (réverbérations produites par la 
géométrie et surfaces de la salle, par exemple).  
Par contre, les essais des environnements immersifs restitués avec des produits à faible coût et 
des utilisateurs ayant des défis visuels ne comparent pas la performance de personnes avec et 
sans défis visuels dans les aspects particuliers de la localisation [Doerr et al., 2007, p.].  
Dans le contexte de l’utilisation du rendu acoustique immersif, un concepteur voudra connaître : 
 Quelle sera la performance probable des utilisateurs ayant des défis visuels dans la 
localisation de la position virtuelle de balises sonores? 
 Quelle sera la performance probable des utilisateurs sans défis visuels dans la 
localisation de ces mêmes balises? 
Lors des essais réalisés pendant les étapes initiales du projet, une performance similaire pour les 
deux populations avait été observée (si les utilisateurs sans défis visuels fermaient les yeux ou 
utilisaient des bandeaux pour les couvrir). [Alonso et al., 2006; Cohen, Dinorah et Machado, 
Valeria, 2006; Franco, Sebastian et Segovia, Andres, 2004]. La quantité de participants n’a pas 
permis d’inférer des résultats clairs suite à la réalisation de ces essais.  
La définition du modèle de support à la conception nommé précédemment devrait inclure une 
comparaison de la performance entre les deux populations. Les facteurs de performance 
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devraient comparer le taux de succès, les temps de réponse et les stratégies de localisation 
employées par l’utilisateur (tel que décrites par lui-même ainsi que les résultats des observations 
dans le cadre expérimental). 
 Scénarios acoustiques et expérience en jeux d’ordinateur 
Un facteur décrit dans la littérature reste à vérifier dans le contexte de la localisation des balises: 
la performance des utilisateurs dans la navigation virtuelle s’améliore quand ceux-ci ont une 
expérience préliminaire en jeux d’ordinateur 5 [Richardson et al., 2011]. Par contre, l’orientation 
dans la navigation « réelle » ne semble pas impactée. 
D’autres vécus virtuels, comme l’endoscopie virtuelle, semblent aussi bénéficier de cette 
expérience préalable. [Enochsson et al., 2004]. Les expériences réalisées antérieurement 
semblent confirmer les observations, mais la quantité de participants n’a pas permis de produire 
des résultats clairs à partir des essais réalisés.  
L’impact de l’expérience préalable en jeux d’ordinateur peut être un indicateur du niveau de 
complexité acceptable afin de maintenir un niveau de défi intéressant en tenant compte de 
l’expérience de l’utilisateur du scénario acoustique. 
Dans le contexte de l’utilisation du rendu acoustique immersif, un concepteur voudra connaître : 
 Quelle sera la performance probable des utilisateurs dans la localisation de la position 
virtuelle de balises sonores, si ceux-ci n’ont aucune expérience préalable en jeux 
d’ordinateur? 
 Quelle sera la performance probable des utilisateurs dans la localisation de la position 
virtuelle de balises sonores, si ceux-ci ont une expérience préalable générique en jeux 
d’ordinateur? 
 Quelle sera la performance probable des utilisateurs dans la localisation de la position 
virtuelle de balises sonores selon l’évolution de leur expertise sur un même scénario 
exécuté à plusieurs repises? 
                                                 
 
5 Le terme générique « jeu d’ordinateur » réfère dans la présente thèse autant le jeu réalisé en ordinateurs qu’en consoles de jeu ou téléphones 
cellulaires. 
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Les facteurs de performance devraient comparer le taux de succès, le temps de réponse et la 
stratégie de localisation pour les deux populations (sans / avec expérience). 
La définition du modèle de support à la conception nommé antérieurement devrait inclure une 
comparaison de la performance selon le degré d’expérience en jeux d’ordinateur du participant.  
Le modèle pourrait inclure la variation de la performance selon l’expérience sur le scénario 
présenté.  
 Hypothèses de recherche 
Deux hypothèses non mutuellement exclusives sont formulées sur la base des observations.  
Dans le cadre de l’utilisation des scénarios acoustiques immersifs sans interface 
visuelle, utilisant des équipements de bas de gamme: 
a) Les utilisateurs ayant des défis visuels et les utilisateurs sans défis visuels ont une 
performance similaire dans la localisation des balises acoustiques présentes. 
b) Les utilisateurs avec expérience en jeux d’ordinateur ou de console ont une 
performance supérieure par rapport aux utilisateurs sans expérience dans la 
localisation des balises acoustiques présentes. 
La démonstration ou le rejet de chacune des hypothèses aura une incidence dans le modèle de 
support à la conception cité précédemment. Leur formalisation en tant qu’énoncé d’hypothèses 
(hypothèse alternative / hypothèse nulle) sera exprimée dans le chapitre 3. 
 Objectif et justification de la recherche 
1.6.1 Objectif de la recherche 
L’objectif primaire de la recherche est de produire un modèle concernant la convivialité de 
balises sonores pour supporter la conception de scénarios acoustiques immersifs. 
Ce modèle exposera un index de convivialité attendue pour les balises sonores en fonction de : 
 La position virtuelle relative de la balise par rapport à l’avatar. 
 La fréquence des sons balises employée. 
 La précision requise pour signaler la localisation des balises. 
 Le niveau de vision des participants (si celui-ci a une incidence dans le niveau de 
perception). 
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 Le niveau d’expérience dans les jeux d’ordinateur (si celui-ci a une incidence dans le 
niveau de perception). 
Cet index signale la probabilité qu’un utilisateur réussisse à localiser la position virtuelle d’une 
balise sonore. Dans ce contexte, le concepteur choisira un index adéquat aux défis qu’il a prévus 
pour le scénario et à la convivialité requise, ces deux facteurs agissant comme éléments 
antagonistes. 
1.6.2 Justification 
Validation précoce du choix de balises 
Le choix de balises sonores est difficile à évaluer dans les premières étapes du scénario : les 
interactions logicielles n’ont pas été développées, les autres balises présentes (ou sons 
complémentaires) ne sont pas disponibles ou le sont dans une version préliminaire. La balise 
que le concepteur veut valider est une idée ou est un enregistrement préliminaire, normalement 
monophonique.  
En raison des contraintes exprimées, il est difficile de valider la convivialité résultante avec des 
groupes de clientèle (groupes de discussion). Le modèle décrit peut prévenir un mauvais choix 
dans la sélection des balises sonores. 
Avec ce modèle les concepteurs seraient en mesure de répondre aux questions comme : « la 
fréquence des sons balise aide-t-elle ou confond-elle l’utilisateur moyen? », « cet effet est-il 
perçu de façon similaire par la majorité des utilisateurs ou la perception est-elle très variable? », 
« En tenant compte de la balise choisie, l’incidence de l’orientation virtuelle de l’avatar a-t-elle 
un impact trop élevé sur l’utilisation du scénario ? ».  
Impacts du mauvais choix/conception de balises 
Une « mauvaise » convivialité aura un impact sur le produit et peut conduire à refaire la balise 
sonore ou à repenser le scénario partiellement ou complètement. Certains de ces éléments ont 
été discutés par [Garcia et Neris, 2013b; Ossmann et Miesenberger, 2006] et ont fait partie des 
problèmes du cycle de développement des jeux acoustiques dans le cadre d’ateliers 
universitaires de premier cycle de développement inclusif. Le projet final était un jeu acoustique 
basé sur le moteur de jeu « Shade ». [Babuglia, Marcos et al., 2005] Ces ateliers faisaient partie 
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des étapes initiales du projet et visaient à élargir la conscience du design inclusif pour les jeunes 
ingénieurs à l’Université ORT (Uruguay). 
Les conséquences d’avoir à refaire une partie du produit planifié sont multiples : 
 Augmentation des coûts de production, en raison du travail ajouté. 
 Fatigue de l’équipe humaine qui doit retravailler un scénario qui était perçu comme 
réalisé. Ceci ayant aussi un impact sur les coûts. 
 Temps de livraison plus court que prévu, entraînant un risque sur la qualité du produit. 
Ceci peut conduire à du travail ajouté et des augmentations de coûts pouvant rendre le 
produit moins attrayant ou inadéquat au public ciblé. 
Les conséquences énoncées ont un impact important sur les prix finaux des produits acoustiques 
immersifs, comme les jeux et simulateurs, ce qui réduit leur disponibilité et leur accessibilité 
aux utilisateurs, du point de vue économique.  
Un modèle tel que décrit peut raccourcir les temps de production et peut rendre le 
développement plus facile. 
Le modèle peut compenser le manque d’expérience des concepteurs émergents, ce qui réduit les 
barrières d’entrée au développement de scénarios acoustiques et donne plus d’options aux 
utilisateurs requérant un scénario acoustique pur. 
1.6.3 Impact des hypothèses 
Si les déficiences visuelles n’ont pas d’impact sur la performance, il est possible de concevoir 
des jeux et scénarios inclusifs où des personnes avec et sans défis visuels partagent des activités 
ludiques ou d’apprentissage.  
Cette situation est propitiatoire d’interactions plus riches entre les participants, éducatives pour 
les personnes sans défis visuels et plus diversifiées pour les personnes ayant des défis visuels. 
Un des impacts possibles de la maladie visuelle est le risque d’isolement et ces opportunités 
d’interaction plus ouvertes visent à donner des moyens pour réduire l’isolement décrit dans la 
littérature. [Bizier et al., 2016] 
Une conséquence complémentaire est de pouvoir proposer la production de « niveaux » 
acoustiques purs dans les grandes productions de jeux.  
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Pour comprendre l’impact de cette approche, il faut analyser l’industrie des jeux acoustiques. 
Une analyse plus approfondie sera couverte dans l’état du domaine.  
Sur un total de 607 jeux répertoriés sur audiogames.net au moment de la rédaction de ce 
document (juillet 2017), 59 sont des produits commerciaux, 20 autres sont des produits par 
abonnement, 269 sont gratuits. De ces jeux, 79 sont en évolution et 30 sont disponibles, mais 
abandonnés par leurs développeurs. La plupart des jeux sont développés par des petites équipes 
indépendantes ou des projets universitaires. Aucun jeu n’a été conçu par les grandes compagnies 
de développement de jeux. [vanTol, Richard et Huiberts, Sander, 2017] 
L’impact de produits qui auraient un ou des niveaux acoustiques purs développés par des 
grandes compagnies de développement de jeux pourrait provenir d’un cycle de développement 
et de support plus robuste, ainsi que par la multiplication de la base de joueurs potentiels.  
En 2016, l’industrie indiquait l’existence de 1,8 milliard de joueurs dans le monde. [Statista, 
The Statistics Portal, 2017]. Des jeux produits pour le marché en général (et non pour les 
personnes ayant des défis visuels) pourraient bénéficier des vastes ressources disponibles pour 
les grands titres.  
La deuxième hypothèse est complémentaire de la première : si la capacité à localiser les balises 
sonores est fonction de l’expérience antérieure en jeux et non des facteurs reliés aux déficiences 
visuelles, la parité des joueurs face aux défis proposés réaffirme la possibilité de niveaux de jeu 
acoustiques divertissants dans les « grands titres ». Ceci donne une voie innovatrice pour 
l’industrie des jeux interactifs, proposant des défis intéressants, sans avoir à tenir compte de 
l’état de la vue du joueur. 
 Contributions originales 
Notre principale contribution est le modèle d’index de convivialité des balises sonores, pour les 
buts décrits auparavant. 
La confirmation de l’hypothèse de performances équivalentes des populations avec ou sans défis 
visuels offre aussi des éléments de départ pour des analyses futures et pourrait motiver 
l’industrie à développer des niveaux de jeux avec audio immersif sans interfaces visuelles. 
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Comme éléments complémentaires, la documentation et la comparaison des stratégies de 
localisation (objectives et subjectives) suivies par les deux populations peuvent fournir des 
informations complémentaires aux concepteurs de scénarios immersifs.  
 Définition du projet de recherche 
Projet de recherche Sintir. 
Le projet Sintir6 vise à réaliser le banc d’essai nécessaire pour automatiser la capture des 
réponses de localisation aux participants (joueurs) de l’expérience et à produire un modèle 
graphique simple sur la convivialité des balises acoustiques. 
Ce banc d’essai réalisé avec le moteur de jeux immersifs Acoustica répond à des exigences 
particulières du projet et reste disponible à l’utilisation comme logiciel libre.  
Acoustica permet à ce qu’un concepteur sans expérience en programmation puisse produire un 
scénario nouveau et à définir les interactions admissibles, incluant la commande vocale (via 
Kinect) et au moyen de la manette de jeu. 
Le projet s’inscrit dans un projet de plus long terme : la réalisation efficace de jeux interactifs 
pour personnes ayant des défis visuels. Les activités visant l’analyse de techniques de 
développement efficaces ont accompagné les générations successives des jeux, toujours dans le 
contexte académique.  
Mesurer la performance des utilisateurs.  
Mesurer la performance d’un utilisateur dans la localisation de la position virtuelle des balises 
sonores présente un défi particulier : l’expérience tente de mesurer objectivement ce qui est à la 
base une perception, qui est par sa propre nature subjective.  
Bech et Zacharov proposent une méthodologie et une approche qui aident le chercheur à 
définirdes métriques objectives sur le phénomène de la perception [Bech et Zacharov, 2006]. 
L’outil développé dans le cadre du projet couvre les besoins de cette méthodologie, prenant les 
                                                 
 
6 Sintir : écouter, entendre en Ladino.  
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métriques des indicateurs objectifs de performance, tout en sachant que la perception 
personnelle n’est pas mesurable.  
Dans le cadre du présent projet, l’utilisateur a une liberté totale quant aux techniques qu’il7 
emploie pour la localisation (par exemple : admettre le mouvement de la tête et du torse pour 
aider à mieux localiser le son).  
Le projet vise à documenter les stratégies expliquées par l’utilisateur lorsqu'il complète les 
questionnaires et les comparer avec les stratégies capturées par le logiciel, incluant la position 
du torse de l’utilisateur par les images saisies pendant la localisation. 
                                                 
 
7 Dans ce texte, le masculin englobe les différents genres et est utilisé pour alléger le texte. 
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Objectifs Produits Lieu 
1 
Ad
ho
c 
/ 
SH
AD
E 
 Validation du développement de jeux acoustiques immersifs 
 Définition d'un processus de développement basé sur des techniques 
de scénarimage 
 Définition des besoins pour un moteur de jeux acoustiques 
 Création de jeux acoustiques pour valider les possibilités du moteur 
 Jeux inclusifs :  interactions de jeunes joueurs avec et sans défis 
visuels 
 EFST 
 SHADE - EFST 
multiniveau 
 Bataille Navale 
(SHADE) 
 Détectives (SHADE) 
Gamelab, Université ORT, 
Montevideo, 
Uruguay 
 
2 
Ad
ho
c 
 Mesure de la perception des utilisateurs d'environnements immersifs 
acoustiques purs 
 Création du Gamelab pour la recherche sur les processus logiciels 
dans le développement de jeux 
  Création de prototype de scénario circulaire pour la mesure de 
perception des joueurs avec et sans défis visuels 
 BSHADE 
 ADDR 
 EJ  
Gamelab / CETTICO 
Université ORT 
Université Polytechnique 
de Madrid, 
Montevideo, Uruguay 
Madrid, Espagne 
3 
Ac
ou
st
ic
a 
1  Définition du projet de recherche Sintir 
 Création du moteur Acoustica 
 Jeu inclusif / banc d'essai "Lac Témiscouata I" 
 Création des automatismes d'externalisation du gameplay 
 Acoustica 1 
 Lac Témiscouata I 
Université de Sherbrooke, 
Sherbrooke, QC, Canada 
4 
Ac
ou
st
ic
a 
2 
 Révision du vécu ludique en vertu des améliorations perçues dans Lac 
Témiscouata I 
 Élargissement des métriques en vue de l'analyse de performance des 
joueurs 
  Réalisation du moteur Acoustica II  
 Élargissement des automatismes d'externalisation du gameplay 
 Validation et abandon du jeu par commande vocale 
 Réalisation du jeu contrôlé par manette XBOX 
 Réalisation des expériences Acoustica II et collecte de données 
 Acoustica 2 
 Lac Témiscouata II 
Université de Sherbrooke, 
Sherbrooke, QC, Canada 
Tableau 1.1 Évolution du projet et générations du logiciel de support 
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L’ensemble des points discutés établit les besoins qui définissent l’outil de mesure de 
performance et le montage général des essais:  
 Caractéristiques requises au scénario auditif immersif 
o Le scénario doit être minimalement amusant, donc un jeu.  
 L’utilisateur déplace virtuellement un « curseur » pour pointer sur la 
balise ciblée. 
 L’utilisateur signale quand elle ou il trouve que le curseur est à la bonne 
position. 
o Le scénario auditif doit être inconnu de tous les participants. 
o Le scénario auditif doit être facile à apprendre. 
o La dextérité requise du participant pour l’utiliser doit être minimale. 
o Un scénario similaire doit être prévu pour un entraînement préliminaire de base, 
pour réduire l’impact de la méconnaissance des interfaces d’entrée pour les 
participants sans expérience. 
o Le scénario doit être inclusif, proposant un vécu identique aux personnes avec et 
sans défis visuels.  
o Le scénario doit être simple (sans effets spéciaux d’ambiance et sans musique) 
pour concentrer l’expérience sur la localisation et concentrer les mesures sur les 
propriétés de la balise en essai. 
o L’utilisateur doit exécuter le scénario à plusieurs reprises. Le nombre 
d’expériences retenues consiste à exécuter le scénario à quatre reprises.  Ceci 
tient compte du résultat des expériences préliminaires de validation du scénario.  
o La distribution des balises doit être aléatoire, mais toutes les positions virtuelles 
prévues pour les essais doivent être couvertes dans chaque scénario pour chaque 
participant. 
o Chaque scénario doit être aléatoire quant à la séquence dans laquelle les 
évènements sonores seront présentés, sans répétition pour chacun des 224 
scénarios utilisés (56 participants, 4 scénarios). 
 Caractéristiques requises de la salle 
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o La salle doit avoir une acoustique contrôlée, visant à remplir la norme ITU-R 
BS.1116-3 du point de vue de la salle d’écoute. Une salle de répétition de 
musique a été utilisée. [ITU, 2015] 
o La salle doit être la même pour toutes les expériences. La disposition doit être 
identique pour toutes les expériences. 
o La salle doit être proche des lieux connus de la population avec déficiences 
visuelles et permettre à ce que le chercheur prenne en charge le participant à 
partir d'un lieu qui lui est habituel. 
o La salle doit compter avec des services de base et être accessible. 
o Des moyens de confort prévoyant la présence des chiens guides doivent être 
prévus. 
 Caractéristiques requises pour les métriques saisies 
o Le logiciel doit capturer automatiquement les éléments suivants : 
 Échec ou réussite (position exacte) pour chaque localisation. 
 Temps requis pour localiser la balise (échec ou réussite) en millisecondes.  
 Position et balise sonore utilisée à l’évènement de localisation. 
 Position de la localisation signalée lors d’un échec ou d’une réussite. 
o Le logiciel pourra saisir automatiquement les éléments secondaires suivants 
 Patron (pattern) de ciblage (mouvements de curseur réalisés par le 
participant pour cibler la balise sonore) 
 Image exposant la posture de l’utilisateur au moment de l’indication de 
la localisation par l’utilisateur. Ceci sera utilisé pour établir si le torse est 
déplacé ou si la tête est tournée. Cette image doit être adéquate afin de 
reconnaître la posture de l’utilisateur, mais l’utilisateur doit être 
méconnaissable.  
o Éléments pour identifier le participant de façon anonyme (état de la déficience 
visuelle, expérience en jeux, parmi d’autres données). 
 Données complémentaires pouvant être utiles 
o Questionnaire du domaine affectif; 
 Perception personnelle du scénario et des cibles. 
 Perception personnelle des propriétés du jeu : 
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  Degré de complexité perçu pour le jeu. 
 Degré de complexité / convivialité perçu pour une balise 
spécifique selon sa position virtuelle. 
 Questionnaire sur l’expérience préliminaire et état connu de la 
maladie visuelle.  
 Le projet utilise comme critère d’inclusion, dans le groupe des 
personnes atteintes de déficiences visuelles, le fait que le 
participant soit bénéficiaire des programmes d’aides visuelles de 
la province de Québec. 
 Plan de la thèse 
Afin de présenter l’aboutissement des travaux de cette thèse, le document présente le contexte, 
la recherche et les résultats en deux chapitres.  
Les détails du protocole expérimental et des implémentations successives de l’outil de test seront 
décrits en annexe. Il expose l’état du domaine des jeux et des scénarios acoustiques immersifs.  
La première section expose les différentes perspectives du domaine acoustique immersif sous 
la forme d’une classification à facettes avec des exemples pour les cas plus courants.  
Cette classification évalue l’état du domaine selon des facettes différentes qui permettent 
classifier les scénarios acoustiques immersifs. Cette catégorisation permet un classement qui a 
le potentiel d’aider les chercheurs dans le domaine du handicap visuel à trouver des solutions à 
des problèmes spécifiques. En même temps, cette catégorisation permet aussi de proposer des 
solutions innovatrices ou des approches émergentes, aidant les chercheurs et les développeurs 
dans le domaine acoustique immersif.  
La classification simplifiée devrait être publiée au site du projet www.sintir.net dans une étape 
ultérieure. 
Les facettes couvertes sont : 
 Caractérisation des affichages du point de vue sensoriel (interaction multimodale). 
 Caractérisation de l’affichage sonore. 
 Caractérisation du contexte immersif. 
 Caractérisation de la perception des sons par l’utilisateur. 
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 Caractérisation des scénarios acoustiques selon leurs objectifs. 
 Caractérisation des scénarios acoustiques selon leur contexte accessible. 
Le chapitre 3 expose la recherche et les résultats obtenus.  
La première section décrit la configuration expérimentale sous forme résumée ainsi que les 
résultats fournis par l’outil d’expérimentation. Dans cette section, sont aussi abordés l’évolution 
de l’outil et les raisons des changements produits quant aux technologies et contextes du jeu. 
La deuxième section analyse les résultats obtenus: 
 Analyse principale 
o Ratio réussite/échec selon les balises utilisées, leur position et le niveau de vision 
de l’utilisateur. Confirmation de l’hypothèse A du travail de recherche et 
paramètres de confirmation. 
o Ratio réussite/échec selon les balises utilisées, leur position et l’expérience 
préalable en jeux « d’ordinateur ». Rejet de l’hypothèse B du travail de recherche 
et paramètres de rejet.  
o Ratio réussite/échec selon les balises utilisées, leur position et la précision 
demandée. 
o Ratio réussite/échec selon les balises utilisées, leur position et le numéro de 
séance de jeu. 
 Éléments complémentaires : 
o Temps de réponse des « tirs » réussis selon les balises utilisées et leur position. 
o Ratio (mouvements de curseur réalisés) / (mouvements minimaux de curseur 
requis) pour atteindre la cible selon les balises utilisées et leurs positions. 
o Patrons de mouvements du curseur utilisés pour la localisation des évènements 
de succès selon les balises utilisées et leurs positions. 
o Patrons de mouvements du curseur utilisés pour la localisation des évènements 
de succès selon les balises utilisées, leurs positions et la distance angulaire de la 
position précédente. 
o Préférences de patrons de mouvements de curseur selon le niveau de vision du 
participant, les balises utilisées et leurs positions. 
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o Préférences de patrons de mouvements de curseur selon l’expérience en jeux 
d’ordinateur du participant, les balises utilisées et leurs positions. 
La troisième section expose le modèle graphique de convivialité, des exemples de cas 
d’utilisation potentielle et des moyens d’optimisation du modèle selon le vécu ludique 
admissible. 
La quatrième section présente les conclusions et les axes de futurs travaux qui pourraient se 
réaliser à partir des résultats obtenus. 
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 ÉTAT DU DOMAINE 
 Classification des affichages acoustiques. 
Le domaine de l’affichage acoustique immersif offre une grande diversité d’approches, de buts, 
et de technologies. Une analyse des options et approches a été faite lors des phases initiales du 
projet dans le but de choisir les technologies et les approches immersives appropriées. 
De ce point de vue les classifications retrouvées couvraient un aspect spécifique de l’affichage 
acoustique ou des sons utilisés. Le présent chapitre expose une vision transversale du domaine 
centrée sur l’utilisation des affichages acoustiques et le support au handicap qui a été créée dans 
le but d’aider à identifier les opportunités des technologies émergentes. 
Lors de la conception et construction des jeux « Escape de la Fortaleza de Santa Teresa » 
(nommé EFST dans le restant du document) et « Acoustic Dance Dance Revolution » (nommé 
ADDR dans le restant du document) une classification comme celle qui est présentée aurait 
permis de voir les options disponibles pour répondre aux besoins particuliers, guidant les aidants 
naturels et les équipes de support avec les personnes ayant des défis visuels. 
Certaines publications abordent le classement des environnements acoustiques d’un point de 
vue particulier comme les « jeux sérieux » et la réhabilitation, autres visent l’aspect sémiotique 
du son.[Lønstrup, Ansa., 2007; Rego et al., 2010]  
La vision disjointe, traitant en forme séparée le domaine de la compensation de la maladie 
visuelle et le domaine de l’acoustique immersive ont été à la source d’un effort pour intégrer 
une classification évolutive qui combine les deux visions comme outil d’appui dans le cadre du 
projet Sintir.  
Cette classification intégrée exposée dans le présent chapitre favorise une diffusion croisée entre 
des équipes de travail des deux champs d’activité dans lesquels cette recherche est inscrite : 
l’acoustique immersive et l’accessibilité.  
L’existence de cette classification peut agir comme lien entre les besoins d’un groupe et les 
opportunités résultant des recherches et travaux de champ de l’autre groupe.  
La classification à facettes est privilégiée en raison du support d’une approche 
multidimensionnelle dans la couverture d’un domaine. [Crowston et Kwasnik, 2004]  
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L’approche par facettes est habituellement très présente dans les sites Web d’achat et représente 
un paradigme bien connu et habituel (par exemple en utilisant le critère des filtres multiples: 
distance, coût, attributs particuliers du produit, tel que retrouvé dans les sites de ventes aux 
enchères).  
Les dimensions (facettes ou sous-facettes) couvertes dans la présente classification sont reliées 
aux besoins de la recherche, certaines dimensions restent annoncées mais ne seront pas 
détaillées car elles ne sont pas applicables dans le domaine des environnements immersifs 
orientés pour personnes ayant des défis visuels.  
 Classement utilisé. 
Motivations du choix. 
Pour exprimer les résultats le système retenu est la méthodologie de classification basée sur 
facettes, proposée par Belkin et Cool en 2002 [Cool, Coleen et Belkin, Nicholas, 2002] à partir 
des travaux de Louise Spiteri sur la classification [Spiteri, Louise, 1998], basées sur la méthode 
originalement développée par S. R. Ranganathan en 1924, publiée en 1933 et actualisée en 1967, 
pour sa méthodologie de classification par points (Colon Classification).  [Ranganathan, 1977] 
La classification par facettes se compose de multiples dimensions (attributs) chacune admettant 
un ensemble de classifications mutuellement exclusives qui sont définies dans un glossaire.  
Dans le présent classement, certaines des facettes ont des attributs non exclusifs dans le but 
d’enrichir la description de la facette ciblée afin de faciliter la recherche d’exemples, de 
solutions et d’opportunités innovatrices par les intervenants et aidants naturels. 
Le glossaire est prévu pour admettre l’évolution, car les phénomènes ou les technologies 
émergentes sont référés différemment par leurs auteurs dans les étapes initiales de la recherche, 
car le sujet est dans « l’air du temps » (Zeitgeist8). Quand le domaine, la technologie ou la 
méthode deviennent plus communs seulement un de ces termes sera retenu et quelques fois un 
nouveau qui n’était pas décrit initialement. 
                                                 
 
8  « Le Zeitgeist se révèle par exemple dans le fait qu'une même découverte est faite quasi simultanément par des hommes qui travaillent de 
manière indépendante. » [Draze, Gremk Mirko, 1963] - “Was ihr den Geist der Zeiten heißt, // Das ist im Grund der Herren eigner Geist, // In 
dem die Zeiten sich bespiegeln”Johan Wolfgang von Goethe, Faust I, vers 577 – Traduction automatique: «Qu’est-ce que vous appelez l'esprit 
du temps, // Ceci est la raison pour laquelle esprit des hommes, // Dans les temps sont pris en compte. » 
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Montrer les résultats en utilisant la disposition visuelle de la représentation finale dans un site 
web sur papier donne des résultats inappropriés. La sémantique utilisée est celle exposée par 
Spiteri et la représentation visuelle proposée par Huvila, en raison de sa simplicité et adaptabilité 
au médium imprimé. [Spiteri, Louise, 1998] [Huvila, 2010] 
Ce classement est présenté comme un tableau avec de multiples niveaux de profondeur pour 
couvrir sous forme matricielle la combinaison de facettes et de dimensions.  
Cette structure est une ouverture à une subdivision du classement par des nouvelles facettes, 
selon le besoin. Le classement actuel répond à l’état actuel des connaissances et de nouvelles 
facettes risquent de s’ajouter dans le futur, dans ce que Spiteri décrit comme « hospitalité » du 
classement par facettes.  
Cette approche admet dans la plupart des cas une évolution de classement utilisée sans impact 
sur la structure définie. Dans ces cas une augmentation du niveau de détail n’oblige pas à la 
reconstruction de tout le classement déjà produit.   
Ceci permet à une publication de ne pas risquer d’exposer un classement qui serait ou 
deviendrait désuet. Le classement pourra avoir évolué et être plus riche, mais les anciens 
classements restent cohérents et sont compréhensibles, même s’ils sont impactés par des 
changements significatifs dans la structure du classement. 
Valeurs de la classification pour un parcours convivial avec lecteur d’écran. 
Une partie de la clientèle visée par cette classification a des défis visuels et utilise normalement 
des lecteurs d’écran pour naviguer sur Internet.  
La classification par facettes admet la possibilité d’exprimer un classement complet comme une 
chaîne de caractères avec des séparateurs entre dimensions. Ceci permet de caractériser un 
affichage acoustique d’une façon textuelle, ce qui le rend lisible par les lecteurs d’écran, ceci 
permettant une approche qui ne relève pas du domaine de la représentation visuelle.  
La classification par facettes est un moyen très employé dans le Web pour aider un utilisateur 
néophyte à approfondir sa recherche dans les sous-classements d’un produit. Ceci l’aide à retenir 
une quantité plus limitée de produits, d’articles ou d’informations qui lui sont d’intérêt, en 
filtrant les éléments qui ne correspondent pas à sa recherche.  
22 CHAPITRE 2 
   
La représentation en deux dimensions sous la forme d’une colonne de filtres applicables et un 
« fil d’Ariane » (breadcrumb trail) en haut de la page ne sont pas des éléments faciles à 
communiquer avec un lecteur d’écran.  Des structures de lecture linéaire doivent être mises en 
place comme support aux chercheurs ayant des défis visuels. 
Le parcours séquentiel des valeurs d’une facette par un lecteur d’écran pourra aider les 
personnes ayant des défis visuels dans leurs parcours des options des facettes. Faire varier les 
voix là où cela est possible, est aussi un moyen de signaler un changement de niveau dans le 
classement. Des earcons ou spearcons indiquant par un ton ou par un texte condensé le 
changement de niveau seraient aussi utiles. 
Finalement, la représentation textuelle de la combinaison des valeurs individuelles des facettes 
successives permettrait un parcours autonome et accessible aux personnes ayant des défis 
visuels, dans la mesure où ce texte puisse être employé comme une chaîne de caractères afin de 
le rechercher dans la structure de la classification. 
 Sémantique utilisée. 
Deux exemples simplifiés de la sémantique employée sont présentés ci-dessous. La première 
est une description de la structure de la sémantique, la deuxième un exemple très simplifié basé 
sur des desserts glacés (mets glacés).  
Le premier exemple, expose une description abstraite de la sémantique analysée SA. Le 
classement se divise en trois facettes principales (A, B, C), classées par ordre de priorité et 
correspondant aux trois tableaux reliés par le signe « × », voir figure 2.1. 
La première facette présente deux sous-facettes, certains des attributs sont mutuellement 
exclusifs et d’autres non exclusifs. Les critères exclusifs constitueraient une arborescence ou un 
niveau de profondeur d’une taxonomie traditionnelle. Les critères non exclusifs ajoutent des 
détails pour une meilleure caractérisation des critères de classement du niveau antérieur. Ils sont 
signalés par le signe « + ». 
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Un cas d’application est exposé dans l’exemple de la figure 2.2 : une classification de mets 
glacés (MG). Cette classification est minimaliste et risque d’être perçue comme une 
simplification extrême par les gourmets. 
Les trois facettes retenues sont  
 Ingrédient (soit les ingrédients qui composent le produit). 
o [Ingrédients de base, Préparation, Saveurs]. 
 Contenant (le contenant utilisé pour présenter le produit). 
o [Format]. 
 Conservation (le processus de conservation). 
o [Mode, Moyen]. 
Pour l’ingrédient de base, trois possibilités mutuellement exclusives ont été retenues: glace ou 
crème glacée. Le niveau « composition et saveurs » ne décompose pas la glace en bloc (et donne 
un glaçon).  La glace pilée offre deux options différentes, avec arômes ou avec jus de fruit. 
Les crèmes se décomposent en deux critères mutuellement exclusifs : yogourts ou crèmes 
enrichies. Les yogourts se divisent en deux critères mutuellement exclusifs : yogourts naturels 
et yogourts aux fruits. Les crèmes enrichies admettent des attributs non exclusifs : arômes 
naturels, fruits secs, brisures de chocolat, éclats de menthe, biscuits hachés, bonbons hachés et 
fruits frais. 
Figure 2.1 Sémantique Analysée (exemple de l’emploi de la sémantique) 
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Ainsi, un glaçon conservé au réfrigérateur dans un bol sera MG[A.1.1×B.3×C.1.1] et une crème 
glacée au chocolat avec éclats de menthe et fruits secs, conservée dans un banc de neige sera 
MG[A.2.2.{1+2+4}×B.2×C.2.2] 
 Classement de l’affichage acoustique immersif. 
Les dimensions retenues se concentrent sur les aspects de l’acoustique immersive, sur les 
affichages acoustiques purs ou assistés par d’autres sens comme source sensorielle secondaire. 
Les facettes couvertes sont : 
 Caractérisation des affichages du point de vue sensoriel (interaction multimodale) : 
o Multimodalité 
 Affichage principal acoustique, (l’affichage principal visuel n’est pas 
couvert). 
 Affichage de support. 
 Artéfacts utilisés 
 Destinataire 
 But de l’affichage multisensoriel. 
 Caractérisation du contexte immersif : 
o Contexte narratif 
 Narrative. 
 Point de vue du scénario. 
Figure 2.2 Classification par facettes des mets glacés 
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 Existence d’un monde immersif 
o Comportement de l’avatar 
 Présence d’avatar 
 Contraintes imposées à la mobilité de l’avatar 
 Mobilité imposable à l’avatar 
o Contrôle du monde immersif (scénario) 
 Monde modifiable 
 Modifications admissibles 
o Géométrie du monde immersif (scénario 2D ou 3D). 
 Dimensions (2 ou 3 dimensions) 
 Forme 
 Caractérisation de la perception des sons par l’utilisateur: 
o Objectifs des sons 
 Contexte d’emploi du son 
 Raison d’être du son 
o Esthétique du son. 
 Origine 
 Contenu 
 Message 
 Type de message 
o Perception culturelle du son. 
 Caractérisation des scénarios acoustiques selon leurs objectifs : 
o But générique 
 Objectif du scénario 
 Raison d’être du scénario 
o Objectifs particuliers. 
 Cible générale des activités du scénario 
 Cible spécifique des activités avec le scénario 
 Caractérisation des scénarios acoustiques selon leur contexte accessible: 
o Support accessible ciblé 
 Accessible ou inclusif 
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 Support du scénario à la configuration 
o Affichage – compensation accessible 
 Affichage visuel 
 Affichage acoustique 
 Affichage tactile 
o Capture d’information – compensation accessible 
o Caractéristiques générales – compensation accessible 
 Complexité motrice 
 Complexité générale ou cognitive 
 Caractérisation de l’affichage sonore : 
o Méthodes de saisie. 
o Méthodes de restitution et du rendu acoustique. 
o Méthodes d’optimisation du son. 
o Niveau de polyphonie. 
Chacune de ces dimensions (facette) aborde des aspects différents de l’affichage immersif et 
constitue des aspects complémentaires dans le but de produire le classement d’une approche 
particulière (développement, concept ou besoin) qui sera analysée. 
Les sections suivantes présentent chaque facette sous forme détaillée. 
Figure 2.3 Facettes des environnements acoustiques immersifs et accessibilité 
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 Multimodalité : autres sens à l’appui. 
La multimodalité (mode référé comme source sensorielle différente) permet d’élargir les 
possibilités de perception d’un environnement donné. L’utilisation systématique de plus d’un 
sens de l’utilisateur peut être complémentaire ou indépendante des effets rendus par l’affichage 
acoustique (normalement dans le but d’immerger l’utilisateur dans un environnement plus 
intelligible). 
Un des cas typiques de la multimodalité est l’utilisation de l’acoustique comme support de 
l’image, mais dans la présente classification ce cas très généralisé sera mentionné sans 
approfondir, car il est hors contexte. 
Les modalités de support des scénarios sonores sont les effets tactiles et les odeurs. Les effets 
visuels seront tenus en compte, seulement dans le cas d’éléments de support à l’accessibilité. 
Ces effets peuvent être reliés au scénario ou à la présentation comme renforcements de la trame 
du scénario (renforcement diégétique) ou indépendants.  [Stockburger, Axel, 2003] 
Figure 2.4 Multimodalité: autres sens à l'appui 
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 Une sous-facette sera l’aspect diégétique des modalités de support, cet élément a été décrit pour 
la conception sonore dans le cadre d’application (Framework) IEZA de l’IGDA. [vanTol, 
Richard et Huiberts, Sander, 2008]. Dans la présente classification le concept est repris pour les 
autres modalités applicables dans le renfort acoustique. 
Les différentes possibilités disponibles à la date de publication du classement sont décrites en 
forme succincte.  
Domaine tactile. 
L’utilisation des interfaces tactiles est attrayante car elle renforce le son avec un des sens les 
plus employés par les personnes ayant des défis visuels. L’interaction tactile du scénario virtuel 
apparaît comme une continuation naturelle des parcours tactiles que ces personnes réalisent 
habituellement avec de bonnes performances. 
Les difficultés présentes en 2017 pour une utilisation généralisée de la multimodalité haptique 
sont la relative rareté de produits disponibles au niveau grand public et les effets haptiques 
limités offerts aux consommateurs par la plupart des produits disponibles.  
Une limitation complémentaire est la permanence limitée des produits tactiles du point de vue 
de leur cycle de commercialisation.  
Figure 2.5 Vision partielle de "Escape de la Fortaleza de Santa Teresa 2" (2004)  
Les tuiles représentent la composante audio-tactile à exécuter 
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Le projet a vécu la disparition de manettes tactiles (force-feedback joystick) employées dans la 
première génération de jeux (EFST / EFST 2, Shade, 2003-2005), basés sur la librairie 
« Immersion TouchSense force-feedback ». Cette librairie était supportée par quatre fabricants 
de produits et les produits ont lentement disparu. [Immersion Corporation, 2005] 
L’utilisation des interfaces tactiles dans les étapes initiales du projet a motivé le développement 
de BSHADE, un outil très simple pour concepteurs de « niveaux de jeu » SHADE ayant des 
défis visuels. Dans BSHADE le concepteur utilise des tuiles lego ayant des caractères Braille 
sur le dessus, comme interface tangible qui identifie l’interaction tactile et acoustique attendue 
pour cette tuile.  
Le concepteur place les tuiles Braille qui sont interprétées à l’aide d’une Webcam et d’un 
analyseur d’images capable de les reconnaître, convertissant le design en tuiles dans un 
« niveau SHADE» en XML [Renner, M et al., 2007]. 
Voici un parcours des principaux dispositifs tactiles disponibles à date : 
 Dispositifs tactiles 3D pour consommateurs :  
o En 2007 Novint Technologies a lancé un dispositif tactile 3D le « Falcon », qui 
semble être le seul dispositif tactile supportant une variété d’effets, destiné aux 
consommateurs ayant une diffusion comme produit commercial dès juillet 2007. 
[Novint Group, 2009]  
Figure 2.6 BSHADE: éditeur de niveaux tactiles SHADE basé sur des interfaces tangibles 
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Le site de Novint annonce l’existence de 103 jeux et de deux applications qui 
supportent le dispositif.  Le dispositif présente une richesse expressive tactile 
importante, en raison de sa mobilité (3 degrés de liberté), de la haute fréquence 
de mise à jour des moteurs haptiques (1 KHz) et de la force des moteurs (1 kg). 
Il s’agît d’une composante relativement volumineuse : 22 × 22 × 22 CM et pesant 
3 kg. 
o En 2011 Novint annonce le développement de Novint Xio, un exosquelette 
partiel (un bras) avec des capacités haptiques et de retour de force. Le produit 
n’est pas encore disponible en août 2017. 
Figure 2.7 Dispositif tactile 3D Falcon Novint (lancement: 2007) 
http://www.novint.com/index.php/products/novintfalcon 
Figure 2.8 Novint XIO (annonce 2011) 
http://www.novint.com/index.php/products/novintxio 
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o En mars 2017 Oculus RIFT annonce le lancement au mois d’août 2017 d’un 
nouveau dispositif tactile, le « Oculus Touch » associé à son viseur orienté à la 
réalité virtuelle (RV), Oculus. Le produit est en prévente sur les sites web de de 
vente dès août 2017. 
Oculus Touch se compose de deux manettes indépendantes conçues pour donner 
un retour tactile aux utilisateurs de RV, conçues pour être utilisées avec le produit 
Oculus RIFT, d’immersion visuelle et auditive. 
Sur le site de développement, les fonctionnalités qui seront disponibles peuvent 
être observées. Les manettes sont programmables de façon indépendante. Selon 
la librairie utilisée (Oculus, Unity, Unreal). [Oculus, 2016b, 2016b, 2017] les 
possibilités diffèrent quant aux moyens pour représenter une « partition tactile » 
et l’accès aux contrôles de bas niveau.   
Chaque manette a un moteur haptique qui permet de programmer la fréquence 
(160-320 Hz) et l’intensité (0-255) de la vibration de chaque manette. Il est 
possible de créer des partitions haptiques spécifiques ou d’utiliser un fichier 
monophonique ou stéréo comme base pour les effets tactiles. Selon les librairies, 
des outils d’édition différents sont disponibles. 
Immersion promet la livraison dans la même période (date imprécise) d’un outil 
d’édition (TouchSense Force) qui faciliterait l’utilisation des manettes 
Figure 2.9 Oculus RIFT avec Oculus Touch 
https://www.oculus.com/rift/ 
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prénommées et offrirait la création de « partitions tactiles » pour plusieurs 
périphériques de sortie.[Immersion Corporation, 2017] 
 Souris tactiles: le marché offre des souris qui ont la possibilité de vibrer ou de donner 
différentes rétroactions tactiles. 
Les souris tactiles offrent une possibilité de programmation pour aider à la détection 
d’éléments et permettent l’utilisation de souris dans le parcours du scénario, en absence 
de vision (renforçant des earcons ou spearcons par des éléments tactiles déclenchés lors 
du parcours de l’interface par la souris).  
Les produits ont été plus variés mais la disponibilité de souris avec une rétro alimentation 
tactile est limitée à la date de publication de la thèse.  
Les deux produits trouvés qui correspondent à des développements récents utilisent 
l’approche tactile dans un but très différent. Les autres produits offerts dans les sites 
d’achat ou des catalogues en ligne correspondent à des articles discontinués ou des 
projets encore non disponibles: 
o Microsoft ARC Touch : une rétroaction tactile est produite par le dispositif 
simulant la roulette existante dans d’autres souris.  
Effet de rétroaction tactile fourni : rétroaction simple sur la bande qui simule 
la roulette. 
Figure 2.10 Interface de TouchSense Force (Immersion) 
https://www.immersion.com/products-services/touchsense-force-gaming-vr/ 
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o Rival 500/700 SteelSeries: souris de jeu, une rétroaction tactile programmable 
permet à l’utilisateur d’être informé des évènements dans les jeux d’ordinateur. 
Effet de rétroaction tactile fourni : rétroaction multiple programmable en 
intensité et patrons de vibration dans un transducteur se trouvant dans la paume 
de la main de l’utilisateur de la souris.  
 Manettes de jeu avec rétroaction tactile (force-feedback): ces produits ont été très 
employés et leur capacité haptique était très diverse que ce soit en mouvements ainsi 
qu’en gradation d’intensité. Les librairies multimédia de développement récentes ne 
supportent plus la programmation requise. 
Quelques produits logiciels supportent encore les anciennes librairies qui ne sont plus 
fournies avec les environnements de développement ou des moyens alternatifs qui leur 
permettent de contrôler ces dispositifs. Cette technologie très riche comme complément 
au vécu interactif semble en voie de disparition.   
 Manettes de jeu (consoles): les produits offrent une gamme très restreinte d’effets 
tactiles discrets (vibration), inclus dans les librairies de programmation des dispositifs. 
Comme exemples, la manette de Xbox supporte deux fréquences de vibration (une 
fréquence fixe par transducteur; un transducteur lent et un autre rapide, et chacun des 
transducteurs est sur une branche différente de la manette).  
La manette Wiimote supporte le « rumble effect » qui a une fréquence unique de 
vibration.  
Figure 2.11 Microsoft ARC (gauche) - Rival 700 (droite) et leurs zones tactiles 
https://www.microsoft.com/accessories/en-gb/products/mice/arc-touch-mouse/rvf-00052  
https://steelseries.com/gaming-mice/rival-700 
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La génération actuelle d’Acoustica (II) utilise la rétroaction tactile pour signaler les 
mouvements à gauche et à droite dans le scénario du projet et aussi au moment de 
signaler la position d’une balise sonore. Les effets sont totalement configurables sur les 
fichiers « Welte9» de l’application.  
Aucun utilisateur ne signale avoir ressenti un effet positif important (0%) et un 5% des 
utilisateurs ont considéré l’effet comme inutile. Ceci sera couvert dans l’analyse des 
résultats de l’expérimentation. 
 Téléphones intelligents avec rétroaction vibro-tactile : les téléphones intelligents 
offrent dans tous les cas la possibilité de déclencher le « mode vibration » par 
programmation. Ceci permet une rétroaction tactile vers l’utilisateur. Certains 
téléphones vont supporter des effets tactiles avancés, permettant la modification de la 
forme d’onde, la durée et l’intensité des patrons tactiles pour produire des effets 
différents.[Immersion Media, 2014] Ceux-ci sont accessibles par la librairie TouchSense 
Premium de Immersion (voir les détails dans la section suivante). 
Quelques applications et librairies qui utilisent les possibilités du tactile : 
 iFeelPixel : Application produite par l’association homonyme en association avec 
l’INRIA agît comme renfort multimodal utilisant les capacités tactiles d’une diversité de 
dispositifs, permettant à l’utilisateur de sentir littéralement les pixels sous la souris, par 
l’entremise de retours audio-tactiles. Le produit est considéré en beta test et sa dernière 
liste de changements de code est de juin 2017 au moment du dépôt de la thèse. 
Cette application supporte des dispositifs et librairies patrimoniaux avec capacité tactile, 
comme Immersion TouchSense et VibreTonz, mais intègre aussi des souris SteelSeries 
récentes et le dispositif haptique orienté aux consommateurs Novint Falcon. [IfeelPixel, 
2017] 
 La librairie « agnostique » SteelSeries Engine GameSense SDK  permet la création 
d’effets tactiles en forme indépendante du langage de programmation et du système 
                                                 
 
9 Nommé en référence à Edwin Welte inventeur, avec Karl Bockisch des pianolas (pianos mécaniques) et concepteur des partitions en rouleau 
utilisées dans ces instruments automatisés au début du 20ème siècle. 
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d’exploitation sous-jacent.[Steelseries, 2015] Le produit est en production et sa dernière 
mise à jour est de juin 2017 au moment du dépôt de la thèse. 
 Anarkik3D : logiciel de design 3D avec modelage tactile-visuel utilisant le dispositif 
Falcon Novint.[Anarkik3D, 2017], la dernière mise à jour du produit est de 2016. 
 Cre8 : version de démonstration gratuite disponible sur le site de Novint d’un logiciel de 
modelage tactile-visuel, sans mises à jour récentes. Dernière mise à jour, 2008. [Novint 
Group, 2012, p. 8] 
 Interfaces haptiques professionnelles : dans le cadre des interfaces haptiques de haute 
définition, l’industrie a développé des produits performants dans le contexte 
professionnel, simulant le toucher de surfaces virtuelles ou retransmettant le toucher 
d’un transducteur à grande distance (dans le cas des dispositifs comme Geomagic Touch 
X Haptic Device). [Geomagic Touch, 2016] Ces dispositifs permettent de ressentir les 
sensations tactiles pour une simulation d’intervention chirurgicale devenant une 
interface tactile lors des interventions réalisées à distance. L’existence de librairies 
(OpenHaptics et Open Source Haptics) [Geoomagic, 2016; Sense graphics, 2014] et leur 
intégration au cadre d’application OpenGL simplifie la diffusion et l’expansion de 
solutions basées sur ces technologies professionnelles. Ces produits intègrent la 
classification présente mais échapperont aux solutions massives pour utilisateurs. 
 SDK pour mobiles :la compagnie Immersion a réorienté sa cible et produit aujourd’hui 
un kit de développement pour donner les possibilités tactiles aux dispositifs Android. 
Muni d’une application pour valider les effets produits et ayant un support pour Java, les 
librairies natives, Unity et Cocos, l’interface de programmation d’applications permet 
d’atteindre toutes les possibilités dont le matériel dispose comme ressource tactile. 
[Immersion Corporation, 2016a, 2016b]  
Domaine olfactif. 
Le domaine olfactif est très peu utilisé (2017) et quelques produits commerciaux commencent 
à être disponibles pour le grand public, avec des coûts considérables [Olorama, 2017a, 2017b] .  
L’utilisation de l’odorat comme renforcement diégétique comporte des problèmes particuliers 
et a été abordé dans les théâtres et certaines salles d’expérience immersive.  
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 L’utilisation d’arômes qui sont absorbés sous forme chimique et risquent de saturer 
l’utilisateur et/ou d’entrainer des risques d’allergies ou d’autres réactions. 
 Problème de diffusion et distribution des arômes en forme silencieuse (en fait Smell-O-
Vision de Hans Laube dans les années 50 avait subi un refus en raison du bruit des 
diffuseurs, ainsi qu’en raison d’autres inconvénients). [Staff, 1960] 
 Problème de synchronisation entre la diffusion d’arômes et l’action, surtout si la surface 
à couvrir est grande. Il faut donner le temps aux arômes présents d’être évacués avant 
de diffuser le suivant sous peine de produire des senteurs incohérentes, mélange de deux 
arômes diffusés avec une attente insuffisante. 
Pour compenser ces éléments, les fabricants proposent des « lunettes d’arômes » avec un aspect 
similaire aux viseurs 3D contrôlées à distance. Ces diffuseurs individuels libèrent de très petites 
quantités individuelles de produit. Leur coût est élevé et leur utilisation par les logiciels est 
émergente. 
Les aspects signalés montrent que le domaine est émergent et il est trop tôt pour parler de vraies 
solutions. Le concept est retiré de la classification car les approches sont très récentes et de 
diffusion très limitée pour parler de technologies précises. 
  
Figure 2.12 Diffuseur individuel d'arômes Olorama 
http://www.olorama.com/store/en/ 
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Analyse des sous-facettes. 
L’analyse se réalise sur les branches significatives et fournit des exemples des éléments 
proposés. Les branches analysées seront décrites par leur code de classification. La présence 
d’étoiles dans le code indique qu’une caractéristique commune à plusieurs branches est 
expliquée. Ceci correspondrait à choisir « tous » dans une interface Web pour cette facette. 
M[M.1.1] Modalité visuelle de support : dans le cadre des jeux inclusifs, l’utilisation d’images 
semble aller à l’encontre des utilisateurs ayant des défis visuels.  
Par contre, l’existence d’une basse vision pour certains utilisateurs rend très utile de présenter 
des indications sur le scénario sous forme visuelle. Tel que proposé par Grammenos, dans son 
concept de jeux universels et particulièrement dans sa vision de la conception unifiée de jeux 
universels, des paramètres de configuration du scénario devraient permettre de présenter des 
pistes visuelles en fonction du type de maladie. [Grammenos et al., 2007, 2009] 
Une configuration flexible permettrait que les éléments les plus facilement distinguables par 
l’utilisateur soient mis en valeur (choix des couleurs qui composent les images et textes en 
contraste élevé, localisation centrale ou périphérique des pistes, utilité ou non des 
« flash d’écran » pour indiquer des résultats d’actions). 
M[M.1.1.1] Éléments visuels de support diégétiques: Les éléments diégétiques seront 
nécessairement destinés à l’utilisateur, car ils sont directement reliés aux actions de l’utilisateur 
et au scénario immersif. 
M[M.1.1.1.1.1] Rétroaction visuelle reliée aux actions de l’utilisateur : dans un cadre d’une 
basse vision, des changements de couleur ou de brillance de parties de l’écran peuvent aider les 
utilisateurs à renforcer un son non localisé ou une balise sonore, en indiquant le résultat d’une 
action. La rétroaction devrait être configurable pour élargir le public cible.  
Par exemple, une augmentation de la brillance (centrale ou périphérique, selon le type de vision 
résiduelle) pourra indiquer à l’utilisateur qu’une commande a été exécutée, par contre, un petit 
indicateur risque de passer inaperçu. Exemple : Access Invaders, offrant une très grande 
adaptabilité du jeu de base sur le concept de l’accessibilité universelle.  
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M[M.1.1.1.1.2] Support visuel du paysage acoustique: des pistes graphiques au contraste 
élevé peuvent orienter l’utilisateur d’un scénario immersif lui signalant le chemin à prendre ou 
une carte du chemin parcouru. Elles peuvent mettre l’emphase sur un élément du scénario ou 
inviter l’utilisateur à s’orienter ou à se diriger vers un objet du scénario. 
Tel est le cas de Swamp un jeu accessible de tir sur zombies par Jeremy Kaldobsky (Aprone). 
[van Tol, Richard et Huiberts, Sander, 2017] 
Dans la construction des éléments de support visuel, l’esthétique des éléments graphiques doit 
se concentrer sur l’efficacité à communiquer dans un cadre de contraintes visuelles. Ceci en 
laissant les paradigmes graphiques conventionnels et le volet artistique en deuxième plan. 
Exemples : signaler une porte à passer par un rectangle de contraste élevé, signaler le sens du 
mouvement actuel par une ligne de couleur intense, ou représenter une carte du mouvement 
réalisé.  
M[M.1.1.2] Éléments visuels de support non-diégétiques: Les éléments non-diégétiques 
seront destinés à l’utilisateur et au personnel de support qui éventuellement aurait un deuxième 
écran ou devrait prendre des actions sur l’écran principal ou basé sur l’information exposée. Les 
éléments non-diégétiques sont habituellement reliés aux interfaces de contrôle du scénario et à 
des messages de support nécessaires pour assurer une bonne opération du scénario. Exemples 
de contrôles non-diégétiques : tableau de contrôle des jeux, scores sur écran, représentation 
visuelle du jeu acoustique. 
Figure 2.13 Interface haut contraste du jeu accessible acoustique de style FPS « Swamp » 
https://www.youtube.com/watch?v=4YVvvPGKsA0&t=1118s 
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 M[M.1.1.2.1.1] Affichage d'éléments de contrôle du scénario : Les éléments de contrôle du 
scénario acoustique devraient admettre leur navigation par description parlée ou par des sons. 
Des éléments visuels peuvent simplifier la tâche de l’utilisateur mettant en évidence le 
contrôle utilisé. Des contrôles hautement configurables (position, couleur, forme) 
permettraient le support de la vision résiduelle rendant le scénario plus convivial.  
Des formes facilement mémorisables et faciles à distinguer, des changements de couleur ou de 
brillance de différentes régions de l’écran peuvent aussi agir comme éléments de renforcement 
des signaux acoustiques. Des contrôles très configurables par leurs positions sur l’écran, leurs 
couleurs, et leurs formes permettraient de supporter la vision résiduelle rendant ainsi le scénario 
plus convivial.  
Par exemple : allumer et éteindre le côté gauche de l’écran en rouge avec un clignotement pour 
indiquer une « perte d’énergie » dans le contexte du jeu serait perceptible par un utilisateur avec 
vision périphérique. Rendre blanc un écran obscur avec des clignotements lents aussi pourrait 
produire le même effet pour un utilisateur qui distingue la présence et l’absence de lumière. Ces 
éléments risquent d’être limités quant aux possibilités d’effets utilisables et les employer au-
delà d’une très petite quantité peut fatiguer rapidement l’utilisateur. 
M[M.1.1.2.1.2] Renforcement visuel des earcons et spearcons: les icônes acoustiques sans 
contenu (ton musicaux ou bruits nommés earcons ou carillons), peuvent être renforcés par les 
moyens visuels décrits. La même stratégie peut être utilisée pour des micro-dialogues condensés 
et accélérés nommés spearcons et qui vont aussi servir comme options de menu ou indicateurs 
Figure 2.14 « Audio defence zombie arena »: indicateur d'arme (audio jeu 3D pour mobile) 
http://www.gamezebo.com/2014/11/25/audio-defence-zombie-arena-review/ 
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d’état du scénario (par exemple : niveau d’énergie de l’avatar, quantité de ressources virtuelles 
dont l’avatar dispose, accomplissements réalisés dans le scénario). 
M[M.1.1.2.2.1] Affichage d'éléments externes de contrôle du scénario: Les éléments visuels 
de contrôle du scénario sont présents quand une personne qui n’est pas l’utilisateur peut ou doit 
agir en support de l’utilisateur soit pour contrôler ses actions, soit pour l’aider, soit pour 
l’évaluer. Cette approche permet d’externaliser des éléments recherchés pour guider cet 
« utilisateur de l’application » mais qui n’est pas l’utilisateur du scénario et qui est référé comme 
intervenant dans le présent document. Les éléments de la présente catégorie sont les 
composantes visuelles de contrôle du scénario comme les boutons ou les curseurs. 
L’interface graphique à l’écran d’Acoustica 2 permet la saisie des informations du participant, 
l’expérience à réaliser et la graduation de la sensibilité et la hauteur de la caméra infrarouge 
Kinect (taille du pixel représenté et filtre de distance pour isoler l’utilisateur des images du 
fond).  
Des éléments de contrôle du volume audio (mire et jeu) et les boutons de commande des options 
sont aussi disponibles pour l’intervenant.  
L’intervenant reçoit aussi des messages et indicateurs de problèmes logiciels en forme de textes 
et un indicateur clignotant rapporte « l’état de santé » du logiciel. Ces éléments entrent dans la 
catégorie M[M.1.1.2.2.3], décrite dans les sections suivantes.  
Figure 2.15 Interface de contrôle et support pour l'intervenant – Acoustica 2 
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M[M.1.1.2.2.2] Externalisation du vécu ludique (Gameplay) : Des éléments graphiques 
peuvent permettre l’externalisation du vécu ludique. Ces éléments peuvent être utilisés dans des 
contextes médicaux, comme le suivi de la performance d’un utilisateur dans le long terme (le 
même scénario peut être utilisé comme moyen de diagnostic sur une expérience divertissante 
pour l’utilisateur). 
Les données collectées peuvent être des indicateurs utiles du point de vue médical : le temps de 
réponse de l’utilisateur, sa précision, l’apparition de la fatigue peuvent être des éléments pour 
mesurer par exemple l’évolution du patient durant une maladie ou une récupération, soit durant 
un processus de vieillissement ou dégénératif.  
Les mêmes indicateurs peuvent être utilisés par des traitants ou aidants naturels dans des 
objectifs différents. La précision en ciblant un artefact peut permettre de mesurer l’évolution 
motrice de la main qui utilise la manette pour cibler mais aussi le degré d’acuité auditive ou la 
vitesse de réaction. Une discussion sur l’externalisation du vécu ludique fait partie du présent 
chapitre. 
Dans le cas d’Acoustica 2, l’interface de l’intervenant lui permet de savoir la quantité d’échecs, 
de succès et d’abandons dans le jeu en cours, ainsi que de savoir où se trouve la cible et où 
pointe l’utilisateur. Ceci permet à l’intervenant de déclencher le protocole d’arrêt des essais si 
les erreurs sont trop nombreuses (l’utilisateur peut être trop frustré) ou de déceler des erreurs de 
configuration (haut-parleurs déplacés ou débranchés). Le résumé du protocole expérimental au 
chapitre 3 et en annexe décrit le cadre et les cas d’application des éléments référés.  
Figure 2.16 Panneau d'externalisation du vécu ludique – Acoustica 2 
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L’externalisation de la performance détaillée du participant produit un volume élevé 
d’informations qui doivent être sauvegardées sous forme de fichiers pour analyse ultérieure. 
M[M.1.1.2.2.3] Alertes reliées au vécu ludique: Quand une situation devient à risque, le 
scénario est prévu pour être exécuté avec le support d’un intervenant. Des alertes graphiques 
importantes (contraste, police, couleur), mais sans alerte sonore pourront avertir discrètement 
l’intervenant de la situation.  Exemple : l’interface d’Acoustica déjà mentionnée et ses boîtes de 
message ainsi que le dessin d’un haut-parleur central en rouge qui peut signaler des situations 
d’exception.  
M[M.1.2] Renforcement tactile (tactile): La multimodalité basée sur le renfort tactile se heurte 
aux problèmes décrits auparavant :  
o Manque de richesse expressive des dispositifs tactiles de diffusion généralisée. 
o Encombrement, coût élevé et diffusion extrêmement limitée des dispositifs les plus 
intéressants. 
Dans ce contexte limité les exemples d’applications sont plus limités et les facettes vont décrire 
des possibilités et des solutions expérimentales plus que des produits pour le consommateur. 
 M[M.1.2.1.1.1] Rétroaction tactile reliée aux actions de l'utilisateur: La rétroaction tactile 
permet d’informer l’utilisateur qu’une action réalisée a été bien prise en charge par le scénario. 
Il s’agît d’un moyen discret qui ne sature pas le sens de l’écoute et est capable de communiquer 
le résultat de l’action.  
Comme exemple, peut être citée la rétroaction tactile du jeu « EFST 2 » où des « coups » de 
joystick plus lents ou rapides, donc perçus comme moins ou plus intenses signalaient à 
l’utilisateur qu’il avait frappé un mur (en pierre, coup fort) ou une porte (en bois, coup doux). 
Les effets utilisés avaient une durée de 500 ms et étaient accompagnés de sons (durée 1000 ms) 
pour signaler le coup sur le bois ou sur le mur.   
Dans le cas du jeu « Lac Témiscouata II » la rétroaction tactile sur la branche gauche de la 
manette informe l’utilisateur qu’il vient de déplacer le point de mire vers la gauche et la 
rétroaction tactile sur la branche droite de la manette informe l’utilisateur qu’il vient de déplacer 
le point de mire vers la droite. Finalement les deux branches sont mises à contribution lors de la 
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réalisation d’un tir. Les effets utilisés ont une durée de 600 ms, ils sont accompagnés d’effets 
sonores courts (500 ms) pour le déplacement et plus longs pour le tir (1200 ms). 
M[M.1.2.1.1.2] Support tactile du paysage acoustique : La capacité de renforcement de 
l’immersion avec les effets tactiles rend le vécu immersif plus riche, sans ajouter de la 
complexité ou un besoin d’interprétation. Dans ces cas-là, une variation du scénario peut 
changer une rétroaction courante. Tel est le cas employé dans le jeu « EFST  2 » où le 
déplacement du joueur va être accompagné d’un balancement du joystick pour signaler ses pas.  
Ce balancement devient plus « mou » (balancement plus long et lent) quand l’utilisateur se 
déplace virtuellement sur le sable, tandis qu’il devient plus court et rapide quand l’utilisateur se 
déplace sur la pierre, finalement quand il arrive au bord d’un puits et qu’on entend des bruits de 
cailloux qui s’effondrent, le joystick donne un coup sec suivi de vibrations rapides très courtes. 
Un autre cas, plus sophistiqué est le « Siège Haptique » [Danieau et al., 2013] qui utilise trois 
dispositifs tactiles 3D pour fournir une sensation immersive plus forte. 
M[M.1.2.2.1.1] Affichage tactile d'éléments de contrôle du scénario: L’affichage tactile des 
éléments de contrôle permet la simulation des « clicks » perçus lors de l’activation ou de la 
désactivation d’un interrupteur ou d’un bouton.  
Figure 2.17 HapSeat, Danieau et Al, 2013 
https://raweb.inria.fr/rapportsactivite/RA2013/hybrid/uid35.html 
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Les moyens tactiles plus simples sont capables de fournir des solutions à ce besoin. La 
représentation d’autres éléments, comme les « ascenseurs » ou glisseurs se représentent 
idéalement avec un changement de fréquence indiquant l’augmentation ou la réduction du 
paramètre que l’utilisateur modifie. Il est possible de simuler partiellement ceci avec des 
routines qui représentent de très courts effets tactiles qui sont répétés à fréquence variable. La 
qualité du résultat dépend du matériel disponible.  
M[M.1.2.2.1.2] Renforcement tactile des earcons et spearcons: le parcours de l’interface 
non-diégétique par l’utilisateur peut lui être proposé avec des pistes acoustiques sous la forme 
de earcons ou spearcons. Un effet tactile distinct peut accompagner chacun des éléments, jouant 
avec la durée de l’effet et possiblement de la répétition de courts évènements tactiles. Si le 
parcours transige sur des éléments graphiques, les utilisateurs ayant une basse vision peuvent 
bénéficier d’applications comme iFeelPixel où le passage sur des éléments de l’écran font vibrer 
l’interface tactile disponible (souris, manette ou dispositif tactile 3D). 
M[M.1.2.2.2.1] Affichage d'éléments externes de contrôle du scénario: Dans le cas des 
intervenants, l’affichage tactile collabore à l’enrichissement des éléments d’interface, « clicks », 
vibrations tel que fournies par iFeelPixel peuvent simplifier la tâche de support. 
M[M.1.2.2.2.2] Alertes tactiles reliées au vécu ludique: Dans le cas des intervenants l’aspect 
discret d’une alerte tactile devient une valeur ajoutée importante et attire l’attention de 
l’intervenant suite à la détection d’un évènement pour lequel une action externe est requise. La 
surutilisation de cette approche risque de nuire à l’effet désiré : trop d’événements tactiles 
finissent par fatiguer l’intervenant et lui font perdre son attention sur les éléments importants ou 
critiques. 
 Immersion : caractérisation du contexte immersif. 
La perception du contexte immersif établit le vécu de l’utilisateur, impose des contraintes aux 
éléments sonores à employer et établit la variété de sons et balises requises. Cette caractérisation 
peut guider un concepteur sur les approches prises par d’autres équipes pour couvrir un besoin 
qu’un utilisateur lui aurait exprimé et peut exposer à l’utilisateur des solutions plus typiques 
pour répondre à un besoin. 
Cette facette est exprimée en deux parties, en raison des contraintes de place. 
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I[N] Contexte narratif. 
Une analyse préalable du contexte narratif prévient des incongruences dans le scénario. Est-ce 
que l’utilisateur doit agir pour faire évoluer le scénario? Existe-t-il un personnage central? Le 
personnage a-t-il son libre choix ou ses actions ont des contraintes? 
Il est important d’établir les règles et de les représenter dans la salle de conception du scénario, 
bien en vue pour que les valeurs retenues par les concepteurs soient respectées ou questionnées, 
mais pas dépassées par erreur ou inadvertance. 
Les éléments de cette facette sont :  
Narrative: trois approches narratives du scénario sont possibles : 
I[N.1]Linéaire : Il s’agît de l’observation passive d’un environnement acoustique immersif (par 
exemple, la présentation immersive « Amazon Rainforest Sound Memories »), [Whetham, 
Simon et al., 2009] 
Figure 2.18 Contexte immersif, première partie 
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I[N.2] Interactive : L’approche plus courante dans les environnements immersifs est celle de 
l’interaction : les actions de l’utilisateur communiquées par les interfaces d’entrée produisent 
une réaction du scénario. Les actions peuvent produire des réactions de l’avatar, du monde 
immersif ou des objets ou artéfacts du scénario. 
 I[N.3] Réalité augmentée : la réalité augmentée a commencé sa forte diffusion avec les 
téléphones intelligents. Ceux-ci intègrent un processeur puissant, une interface graphique 
adéquate, un son stéréophonique et un GPS dans une même plateforme. Le téléphone a tout le 
potentiel nécessaire comme terminal de réalité augmentée. Les applications de réalité 
augmentée sont devenues très connues du grand public avec le géocaching et dernièrement avec 
le lancement et la publicité massive de « Pokemon GO » de Niantic 
Point de vue du narrateur (mode narratif) : le point de vue du narrateur aura un effet sur les 
actions de l’utilisateur, car elles agiront sur un personnage (l’avatar), sur les objets, sur des 
personnages ou sur la constitution du monde immersif. Une question qui se pose est, comment 
classer les activités constructives (création d’une partition, dessin ou modèle) et est-il possible 
de parler d’un scénario, car la narrative est inexistante, mais l’interaction est présente.  
Les points de vue du narrateur retenus sont : 
I[N.1.1] Focalisation externe : les scénario se déroule comme une piste sonore que l’utilisateur 
écoute. Le son se déroule sans prendre en compte ses actions.   
I[N.2.1] Focalisation externe (interactif): le scénario est vécu de l’extérieur, l’utilisateur ne 
pourra pas changer le contexte général du scénario (ni du monde immersif). Ses actions dirigent 
les personnages de façon indirecte mais aucun personnage ne le représente. Tel est le cas du jeu 
Patapon, publié par Sony et développé par SIE Japan Studio / Pyramid, où l’utilisateur dirige 
les armées de « Patapons » à conquérir au son d’une trame musicale très rythmique. [SCEE, 
2011] 
I[N.1.2] Focalisation interne : le scénario acoustique est vécu comme un « film audio 
immersif » où l’utilisateur se retrouve au centre de la scène qui lui est présentée. Tel le cas de 
l’expérience avec « Amazon Rainforest Sound Memories » citée auparavant. Dans le cas d’un 
scénario ambisonique, celui-ci devrait tenir compte  de la possible rotation de l’utilisateur et 
accompagner ce mouvement par un effet panoramique (panning) de rotation du scénario.  
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I[N.2.2] Focalisation interne : le scénario est raconté (vécu) par un ou plusieurs personnages. 
Des exemples avec plusieurs personnages sont les jeux comme le soccer FIFA d’Electronic Arts, 
publiés par Electronic Arts, [Electronic Arts, 2017] où le personnage central est celui qui a le 
ballon, ce qui fait changer très souvent d’avatar. 
I[N.2.2] Focalisation omnisciente : le scénario est vécu en forme distante mais l’utilisateur 
peut le modifier, faire faire des constructions ou le faire détruire, l’utilisateur a le contrôle du 
monde (avec des contraintes) et quelques fois aussi le contrôle du temps. Des jeux constructifs, 
de simulation, de combat ou de stratégie sont des représentants de ce groupe comme Simms de 
Maxis, publié par Electronic Arts à partir de l’année 2000, Clash of Clans, de Supercell, 
distribué par Supercell ou le jeu accessible Terraformers développé par Pin Interactive, de 
distribution gratuite.  
I[N.*.*.1] Existence d’un monde immersif : associée avec la focalisation et la narrative, 
l’existence ou pas du concept de monde immersif complète la description du contexte narratif.  
La définition d’un scénario présenté comme monde immersif n’est pas reliée à la qualité du 
résultat obtenu. C’est la volonté du concepteur de représenter son scénario comme un monde 
immersif en réponse à son analyse des besoins du client.  
Dans la classification présente les éléments requis pour une expérience immersive omettent les 
éléments visuels. Ceux-ci sont au centre de la plupart des analyses de performance et 
d’accomplissement de la perception immersive.  
Un monde immersif est caractérisé par la sensation de présence, le fait d’être artificiel et de 
représenter l’utilisateur par un avatar dans la plupart des cas.  
L’avatar peut être absent dans certains cas. Il est considéré comme une facette indépendante qui 
sera traitée dans la section correspondante.   
 Sensation de présence : est la sensation subjective « d’être là ». Les technologies comme 
les casques de RV, la présentation 3D (acoustique ou visuelle) et le support au déplacement 
renforcent cette sensation. 
La concentration sur les technologies immersives fait oublier que c’est l’ensemble des 
éléments du scénario qui produisent la sensation d’immersion.  
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La narrative, le tempo des actions, le tempo des effets et des réactions du scénario sont aussi 
importants que les éléments sensoriels fournis par les technologies d’appui. [Barfield et 
Hendrix, 1995; Bystrom et al., 1999] 
La présence (subjective) est assistée par l’immersion (technologique). 
 Environnement artificiel : le scénario répond au design imposé, il peut représenter une 
réalité en forme rapprochée, mais il sera nécessairement partiel et répondra aux règles de 
temps et de la physique conçues par les concepteurs. 
I[N.2.2.2] Réalité virtuelle (monde avec réalité virtuelle) : d’autres éléments sont présents si le 
besoin requiert une immersion simulant une réalité (réalité virtuelle). La RV peut jouer un papier 
important dans le volet de la simulation et l’entraînement des utilisateurs, permettant de les 
soumettre à des situations simulées de risque sans risque réel.  
Comme exemple le CEAL (Challenging Environment Assessment Lab) du Réseau Universitaire 
de la Santé (UNH, Toronto) [Stephen Verderber, 2016] qui inclut dans ses plateformes à contenu 
variable le « StreetLab », un simulateur de projection à 360 degrés pour présenter des situations 
de déplacement urbain dans le but de la rééducation motrice de patients.  
Le but principal de la RV est de donner la sensation « d’être là ». Selon le contexte ceci peut 
requérir un support technologique plus limité mais la valeur ajoutée d’utiliser toutes les 
possibilités techniques existantes est très limitée.  
Ce qui distingue principalement la réalité virtuelle d’un monde immersif plus simple est la 
capacité de l’environnement à détecter et à réagir aux gestes de l’utilisateur en ajustant le 
scénario en conséquence, ceci dans un très court délai. 
Probablement une des définitions les plus enthousiastes a été fournie par Chanel Summers et 
Mary Jeese [Summers et Jesse, 2017] qui expriment, dans cette traduction libre :  
« L’audio est un agent extrêmement puissant et communicatif pour raconter l’histoire et le 
design. L’audio a la capacité d’affecter les individus à un niveau plus profond de ce que la 
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plupart peuvent percevoir, souvent à un niveau subliminal dont ils ne sont même pas 
conscients10. » 
La conception de l’audio immersif pour la RV est encore à un stade émergent, ceci 
principalement en raison de la puissance de calcul requise pour les algorithmes disponibles de 
reproduction de son de haute qualité.  L’article cité présente les solutions utilisées dans une 
installation de pointe dans un scénario de très courte durée (3 minutes) utilisant des ordinateurs 
dédiés de haute puissance qui transmettent le rendu (visuel et acoustique) par des moyens sans 
fils. [Summers et Jesse, 2017; « VRcade », 2016]  
Même avec la puissance de calcul disponible les sons non-diégétiques et les sons qui ne 
requièrent pas un traitement 3D sont conçus et implantés en stéréophonie simple, pour alléger 
la charge des processeurs (et le travail d’édition).  
Le potentiel de la réalité virtuelle (acoustique) pour les utilisateurs est dans un futur rapproché. 
Ces utilisateurs doivent accepter le fait d’être immergés dans un monde virtuel isolés de la réalité 
pendant son déroulement, cette réalité est la même qui est vécue au niveau visuel et acoustique 
par les utilisateurs des environnements sans défis visuels.  
                                                 
 
10 “Audio is an extremely powerful storytelling, design, and communicative agent. Audio has the ability to affect individuals on a deeper 
level than most might expect—often on a subliminal level that they aren't even aware of.” 
Figure 2.19 Jouer dans un espace VRCade 
http://www.devwiththehair.com/blog/2013/11/10/the-seattle-indie-game-scene-was-on-display-at-ifest  
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Cette immersion est hors contexte du projet, car la réalité virtuelle chez soi, avec les senseurs et 
infrastructure requise n’est pas encore une réalité. Une bonne conclusion à cette section sont 
quelques phrases en traduction libre de l’article précédemment cité :   
« En conclusion, un audio bien conçu a le potentiel de créer des éléments narratifs d’un produit 
capables de contrôler le rythme d’une expérience, de renforcer la narrative, d’induire et 
influencer l’émotion, de créer un état d’âme, de profiler une perception et de renforcer la forme 
dans laquelle les personnes vivent les personnages  11 » 
Tout ceci exprime la perception d’un concepteur acoustique pour la RV des personnes 
immergées dans le visuel. Quel sera l’effet de cette technologie acoustique pour les personnes 
ayant des défis visuels qui voudront vivre l’expérience immersive, quand la technologie sera à 
la portée de tous. 
N[3.2.3] Réalité augmentée. L’existence des activités de géocaching permet la recherche de 
« trésors » virtuels en réalisant des parcours physiques dans la nature ou lors de l’utilisation de 
jeux comme Pokémon Go de Niantic.   
Les activités, normalement ludiques, quelques fois formatives, combinent l’activité physique au 
jeu. Comme cas d’exemple I[N.3.2.3×A.0×M.4{1}×G.1.5] un scénario de réalité augmentée 
particulièrement  intéressant parce qu’il comporte un élément social. Il s’agît de l’utilisation de 
l’application Sonic Maps de Recursive Arts, qui permet autant de déposer des trames sonores 
que de les collecter, dans le cadre d’un projet du Collège de Greenhead et l’Université de 
Huddersfield (UK) sous la direction de la Dr. Jung In Jung en février 2016. [In Jung, Jung, 2016]  
I[A] Comportement de l’avatar. 
L’approche retenue dans cette classification pour avatar correspond à sa définition par l’OQLF: 
« personnage numérique, réaliste ou fantaisiste, qui représente le joueur ou utilisateur dans un 
monde virtuel ». 
Le personnage peut être humain et avec des capacités les plus proches de la réalité, comme les 
représentations de joueurs de soccer connus dans les jeux de sport comme FIFA [Electronic 
                                                 
 
11 “In summary, well-designed audio has the potential to craft the story elements of a product, control the pacing of an experience, enforce 
the narrative, elicit and influence emotion, create mood, shape perception, and reinforce the way people experience characters.” 
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Arts, 2017] des personnages mythiques ou imaginaires comme dans « World of Warcraft » de 
Blizzard Entertainment [Blizzard Entertainment, 2017] ou des animaux comme avatars des 
différents participants, dans Meadow [Might and Delight, 2017] 
I[A.0] Sans avatar : Le scénario peut ne pas avoir d’avatar (des personnages jouent un rôle ou 
sont conduits directement ou indirectement par l’utilisateur), comme dans « Age of Empires » 
de Ensemble Studios, mais aucun personnage ne représente nommément l’utilisateur. 
I[A.1] Sans le concept de présence : Dans  d’autres cas, comme un jeu de composition 
musicale ou des jeux de cartes interactifs le concept de présence est inexistant.  
I[A.2] Avec un avatar ayant un parcours automatisé : Les scénarios linéaires utiliseront à 
l’occasion des avatars ou une focalisation interne pour conduire l’utilisateur dans un parcours 
préétabli. Cette approche est fréquemment retenue dans les scénarios conçus pour instruire ou 
entrainer.  
I[A.3] Avec avatar : Dans une conception acoustique immersive l’avatar peut ne pas avoir une 
représentation en image, mais aura une voix ou des sons qui lui permettront de communiquer. 
Il est fréquent qu’une musique soit associée au contexte vécu par cet avatar, soit pour représenter 
Figure 2.20 Contexte immersif, deuxième partie 
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une situation (musique représentant un moment de tension) ou un état d’humour (joie ou 
tristesse), ceci dès les premiers temps des jeux interactifs comme la célèbre piste « Overworld 
Theme » de Koji Kondo pour Super Mario Bros. de Nintendo.  
L’avatar pourra être statique ou se déplacer, ceci est décrit par une sous-facette décrivant les 
mouvements sans et avec contraintes (celles-ci en provenance des contraintes du monde 
immersif). Comme exemple il est possible de citer les scénarios de parcours de jeux acoustiques 
accessibles représentant un labyrinthe comme « Swamp » ou « EFST 2 ». Même si les deux 
scénarios sont très différents du point de vue de la narrative les deux correspondent à la 
classification I[A.3.2.2]. 
Quelques cas requérant une explication détaillée ou des exemples seront présentés pour couvrir 
la sous-facette des contraintes et des mouvements admissibles à un avatar. Les différents 
mouvements peuvent se combiner comme l’indique le tableau I[A] (comportement de l’avatar). 
I[A.3.*.1] Rotation : l’avatar peut tourner sur une position fixe. Tel le cas de Lac Témiscouata 
1 et 2, où l’avatar de l’utilisateur est un bénévole en aide des garde-parcs, qui s’installe sur une 
perche de chasseur pour vacciner les animaux du parc et utilise sa manette ou les commandes 
vocales pour « tourner virtuellement » sa mire pour cibler un animal.  
I[A.3.*.2] Parcours dans le plan : Cette approche est une des plus communes, que ce soit dans 
le plan horizontal, comme dans « Swamp » « ETFS 2 » ou une activité de géocaching, comme 
dans le plan vertical, pour des « scroll games » classiques, comme Super Mario Bros, ceci avec 
ou sans contraintes. 
I[A.3.*.3] Déplacement en 3D : Cette approche est plus difficile à représenter du point de vue 
visuel car les écrans sont 2D et la vue stéréoscopique est requise pour obtenir une profondeur 
visuelle convaincante. Dans le cas d’un scénario acoustique pur, si le concepteur dispose d’une 
acoustique immersive 3D de haute qualité (et les moyens de la reproduire) ceci est plus 
réalisable.  
I[A.3.*.4] Changement de scène : cette propriété réfère la capacité de l’utilisateur à faire 
changer la scène où se trouve l’avatar à sa volonté ou quand il a couvert certaines règles du jeu, 
que ce soit en se déplaçant vers une place virtuelle différente ou dans un temps différent. 
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 I[M] Contrôle du monde immersif (scénario) 
La capacité de l’utilisateur à changer le design du monde immersif dans le contexte diégétique 
est plus présente dans les jeux de construction du monde tel que le jeu acoustique immersif 
accessible Terraformers [Westin, Thomas, 2004] [Westin. T, 2004] ou des jeux comme Age of 
Empires, conçu par Ensemble Studios [Microsoft, 2017] 
La précision du contexte diégétique vise à exclure le changement de « niveaux » en mode design 
du scénario, admissible par certains jeux et « moteurs de jeu ».  
Ceci réfère une activité ludique constructive ayant pour focus la diversion d’autres participants 
et pas l’activité centrale pour laquelle le jeu a été conçu. 
I[M.4] scénario modifiable par l’utilisateur : cette propriété admet 4 modalités qui peuvent 
être combinées. Toutes ces modalités correspondent à une focalisation omnisciente de 
l’utilisateur. 
I[M.4.1] Construction et destruction des éléments mobiles du scénario : l’utilisateur peut 
modifier les contenus du scénario ajoutant ou retirant des objets, ceci par des actions directes ou 
par des conséquences à des actions posées (accumulation ou perte de points, avantages, prix ou 
autres moyens de représenter le droit à réaliser un ajout ou retrait).  
Figure 2.21 Contexte immersif, troisième partie 
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I[M.4.2] Construction et destruction des éléments mobiles du scénario : l’utilisateur 
commande en forme directe ou réalise des actions qui ont comme conséquence la construction 
ou la destruction d’éléments qui changeront le contexte du jeu (fortifications, maisons, abris et 
aussi des infrastructures qui donneront un contrôle du milieu comme avoir du courant électrique 
ou de l’eau potable). 
I[M.4.3] Modification du monde immersif : l’utilisateur commande sous forme directe ou 
réalise des actions qui ont comme conséquence la modification du scénario en forme diégétique, 
changeant fortement le contexte du scénario. Ceci inclut les possibilités de pouvoir modifier les 
règles de la physique appliquées dans le scénario et des modifications de la dimension, forme et 
topographie (si applicable) du monde immersif.  
I[G] Géométrie du monde (scénario) 
La géométrie du scénario prévu peut donner des idées et références aux utilisateurs à propos de 
solutions et approches utilisées dans un contexte similaire par d’autres projets. Les sous-facettes 
sont mutuellement exclusives. Seulement deux des attributs requièrent une explication plus 
détaillée. 
I[G.1.5] Plan du monde réel : les activités de géocaching sont habituellement présentées dans 
le plan. Le plan peut contenir des informations utiles et orienter l’utilisateur avec des guides 
acoustiques, sur ce qui l’entoure et sur les obstacles qu’il peut rencontrer.  
Dans le cas d’un scénario de réalité augmentée orientée pour des personnes ayant des défis 
visuels, ces guides sont vitaux et devraient avoir un niveau de détail élevé, dans le but d’orienter 
les utilisateurs et de les prémunir face aux risques de chute ou de se retrouver dans un cul-de-
sac.   
I[G.2.5] Monde réel avec rendu tridimensionnel : dans un contexte immersif acoustique de 
réalité augmentée la disponibilité d’audio 3D permettrait d’attirer l’attention de l’utilisateur sur 
des éléments qui ne sont pas à son niveau, par exemple lui faire savoir qu’un clocher est proche 
et expliquer à quels horaires il pourrait entendre les cloches ou lui faire jouer un enregistrement 
pour simuler le fait que les cloches sont en train de sonner.  
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 Perception des sons : le sens de la trame sonore. 
Les sons ont une influence dans l’humeur de l’utilisateur et le contexte général du scénario. Le 
concepteur doit tenir compte que chaque son ajouté risque de saturer l’utilisateur de messages 
acoustiques. Chaque son doit être analysé selon son but et le public ciblé. Ceci donnera les 
caractéristiques au son utilisé : durée, intensité sonore, positionnement si l’environnement 
admet les sons localisés. Les facettes de la perception du son seront présentées en deux sections: 
P[B] But du son : pourquoi ce son ou balise est requis. 
Les sons employés pourront être diégétiques ou non diégétiques. Voici quelques exemples : 
P[B.*.0] Sans signification : En général, les sons non diégétiques sont choisis pour avoir une 
empreinte sonore, émotionnelle et culturelle minimaliste. Ils sont des outils de communication 
des interfaces et ne font pas partie du scénario. Par cette même raison ils sont fréquemment sans 
Figure 2.22 Perception du son, première partie 
Contexte 
d'emploi du son
Raison d'être du son Origine Contenu Type de message
0. SANS SIGNIFICATION × 1. DIALOGUE ×
1. ÉMOTIONNELLE 2. CHANT
2. INFORMATIONNELLE 1. DIALOGUE INCOMPRÉHENSIBLE
3. CONTEXTUELLE 2. CHANT
4. LUDIQUE 3. ONOMATOPÉE
0. SANS SIGNIFICATION 1. PRODUIT PAR LES HUMAINS
1. ÉMOTIONNELLE 2. PRODUIT PAR LES ANIMAUX
2. INFORMATIONNELLE 3. PRODUIT PAR LES ÉLÉMENTS
3. CONTEXTUELLE 4. PRODUIT PAR LES OBJETS
1. DIALOGUE
2. CHANT
1. DIALOGUE INCOMPRÉHENSIBLE
2. CHANT
1. BRUIT AMORPHE
2. BRUIT SIGNIFIANT
3. RYTHME
4. PRODUIT PAR LES OBJETS
2. NON INTELLIGIBLE
E. ESTHÉTIQUE DU SON
2. NON INTELLIGIBLE
2. SON
2. ARTIFICIEL
2. NON INTELLIGIBLE
1. VOIX
1. VOIX
1. INTELLIGIBLE
2. NON INTELLIGIBLE
1. INTELLIGIBLE
Message
B. BUT DU SON
2. SON
1. NATURELP
1. DIÉGÉTIQUE
2. NON-
DIÉGÉTIQUE
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signification intrinsèque. Les sons diégétiques sans signification sont utilisés quand le 
concepteur ne veut pas apporter un préconcept ou une empreinte culturelle préalable, au 
personnage, à l’objet ou à l’effet sonore qu’il représente pour une première fois.  
Avec le temps ce son deviendra un lieu commun et connu pour le public ciblé et les personnes 
de leur entourage. Le son du signal porteur d’un modem téléphonique n’a aucune signification 
en soi, mais pour une fenêtre précise d’âges cela symbolise ou symbolisait le fait d’établir des 
communications ou accéder à des jeux. Le message est clair tout au début du film romantique 
« You’ve Got Mail ».[Ephron, 1998] Par contre, pour un jeune de moins de 20 ans en 2017 le 
son redevient sans signification. 
P[B.*.*] Raison d’être du son.   
P[B.*.1] Émotionnelle : les sons, surtout la musique, peuvent signaler des tempos du scénario, 
produisant des émotions. La mondialisation et l’occidentalisation du contexte des jeux produit 
des patrons connus qui peuvent s’identifier avec des situations précises. Un son de guitare 
électrique, accompagnée d’une musique sifflée vont s’associer facilement avec un duel armé, 
fruit des compositions d’Ennio Morricone pour les films du Far West, au moins pour une 
certaine fenêtre d’âges. L’utilisateur se préparera pour une situation d’opposition à un autre 
joueur ou à l’ordinateur. Les sons émotionnels non-diégétiques sont normalement la trame 
sonore générale. Considérer la trame musicale comme diégétique ou non-diégétique est un sujet 
de discussion entre les auteurs pour les jeux de vidéo.  
P[B.*.2] Informationnelle : les sons informationnels peuvent être un dialogue et/ou des sons 
facilement identifiables. Le sifflet d’un train (où se trouve la voie du train), la rumeur d’un 
ruisseau (devant à gauche je trouverai le canot), le bruit d’un moteur (je dois sortir de la rue 
pour ne pas me faire écraser) sont tous des éléments informationnels dans un scénario. Les 
mêmes sons peuvent être employés dans un but différent. 
P[B.*.3] Contextuelle : les sons contextuels aident l’utilisateur dans sa sensation de présence 
immersive. Le sifflet d’un train lointain et haut, accompagné de la rumeur de l’eau entourant le 
joueur et le bruit du moteur d’un bateau à une position fixe du scénario, permettent à l’utilisateur 
de ressentir la situation au début de son parcours à la recherche d’épaves dans le Saint Laurent.  
P[B.1.4] Ludique : les sons et musiques peuvent orienter directement les activités du jeu. 
Certains sons représentent les actions de l’utilisateur et les réactions du scénario (comme dans 
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Lac Témiscouata II, tirer avec le fusil de vaccination et entendre le cri de l’animal vacciné). 
Aussi, certaines partitions musicales sont caractéristiques du jeu ou d’un scénario précis du jeu 
(par exemple la piste « Overworld Theme » de Super Mario Bros.) 
P[E] Esthétique du son : le son est-il naturel ou synthétisé, est-ce un dialogue pour l’utilisateur 
ou un dialogue distant indistinct pour créer de l’ambiance? Le concepteur peut demander des 
orientations par rapport aux besoins pour le scénario et la classification peut montrer des emplois 
du son qui n’étaient pas prévus mais qui seront performants dans le but prévu. 
Quelques exemples illustrent cette sous-facette : 
P[E.1.1.2.1] Dialogue incompréhensible : des dialogues incompréhensibles peuvent être 
employés pour signaler le contact avec un personnage étranger ou, s’ils sont diffus, pour 
représenter une présence distante. Tel le cas des geôliers de EFST 2 qui rient et parlent de façon 
inintelligible à une position fixe du scénario, tandis qu’on entend le bruit du marteau 
construisant une potence. Un autre cas, celui du sheriff du jeu « Barking Irons » de VRCade 
référé par ses concepteurs. [Summers et Jesse, 2017]  
Quelques fois le dialogue incompréhensible veut retenir une intonation ou une certaine force de 
langage. Tel le cas des voix chorales dans le thème « Kora Ratama » pendant le duel avec sabres 
laser du film Star Wars (Phantom Menace). John Williams déclare dans le documentaire qui 
accompagne le film en DVD qu’il décida utiliser des mots en Sanscrit car ils seraient inconnus 
de presque toute la population et avaient le potentiel de donner une force chorale intense.  [Dyer, 
Richard, 1999]   
 P[E.2.1.1.1] Dialogue intelligible (artificiel): les lecteurs d’écran et les voix de synthèse ont 
une forte diffusion et incidence dans les jeux. Les dialogues textuels seront lus par une voix 
connue et acceptée par l’utilisateur à la vitesse de son choix, ce qui donne une accessibilité aux 
dialogues et des scénarios décrits par une voix familière. La conservation des dialogues sous 
forme de texte, réduit fortement l’espace disponible pour le jeu. Ceci a un impact sur la 
performance générale car les actions de synthèse de la voix doivent se réaliser en temps réel. 
P[E.*.2.2.4] Produit par les objets: les sons produits par les objets du scénario peuvent être 
connus ou inconnus et peuvent être de synthèse, décodifiés ou naturels. Les sons produits par 
les objets du scénario donnent du contexte ou représentent une action de l’utilisateur ou une 
réaction du scénario. 
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P[P] Perception culturelle : la représentation de la perception culturelle est un atout important. 
Les utilisateurs, les clients et quelques fois les concepteurs n’ont pas conscience qu’un son 
utilisé manque de sens en dehors du groupe, de la région ou d’une génération d’utilisateurs. 
 P[P.1] Son à signification universelle: peu de sons peuvent être considérés vraiment 
universels. Aussi, faut-il se poser la question si un son qui est inconnu à une population isolée 
doit vraiment préoccuper un concepteur et un producteur de scénarios acoustiques. Le gazouillis 
d’un bébé, les bruits d’animaux domestiques qui coexistent avec l’humain dans presque toutes 
les conditions de vie (le chien, peut-être le chat). Très peu de sons peuvent vraiment être 
qualifiés d’universels. 
P[P.2] Son à signification globalisée: certains sons sont rendus très communs grâce à la culture 
globale. Le bruit des moteurs d’un véhicule, les sons de certains électroménagers, les appels 
d’un téléphone, des milliers de sons accompagnent les utilisateurs et sont facilement 
identifiables.  
Quelques sons sont devenus connus avec un sens particulier pour une grande partie de la 
population, ceci en raison des médias, même s’ils sont rares dans le quotidien.   
Tel le cas du clocher du Big Ben (même si une majorité de la population n’a jamais été à 
Londres) ou le son du klaxon d’immersion d’un sous-marin très employé pour signaler une 
situation d’alarme. Dans certains cas des sons inventés sont devenus un lieu commun pour une 
grande partie de la population occidentale ou occidentalisée, comme le sabre laser de « Star 
Wars » et le « bipbip » du coucou terrestre (Road Runner). 
Figure 2.23 Perception du son, deuxième partie 
P. PERCEPTION CULTURELLE
Universalité du message
× 1. SON À SIGNIFICATION UNIVERSELLE
2. SON À SIGNIFICATION GLOBALISÉE
3. SON D'ORIGINE RÉGIONAL
4. SON SIGNIFICATIF POUR UN GROUPE
5. SON GÉNÉRATIONNEL
6. SON NON SIGNIFICATIF DU POINT DE VUE CULTUREL
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Se tromper et les utiliser en les considérant comme universels aura un faible impact sur 
l’utilisation du scénario, car il est très probable que l’utilisateur qui a accès aux technologies les 
connaisse.  
P[P.3]P[P.4]P[P.5] Son d’origine régionale / son reconnaissable par un groupe / son 
générationnel: ces sons sont auront tendance à induire le concepteur du scénario en erreur. La 
perception de ces sons comme des sons « de tous les jours » peut être trompeuse rendant une 
scène ou un personnage sans aucun sens pour un utilisateur en dehors des groupes qui 
s’identifient avec ce son.  
Un son est très commun dans certains pays d’Amérique du Sud, en Espagne et au Sud de la 
France : c’est l’appel avec la flûte de pan ou chiffre faisant une échelle ascendante puis 
descendante. C’est l’appel du rémouleur-affuteur itinérant qui se promenait avec sa bicyclette-
atelier avisant sa clientèle qu’il était là.  
Le son est immédiatement reconnu dans ces régions, mais sans aucun sens en dehors de celles-
ci. Aussi ce son pourrait être classé comme générationnel. La profession de rémouleur-affuteur 
itinérant en bicyclette a presque disparu et les jeunes ne reconnaissent plus cet appel (comme 
pour le cas du modem, référé plus haut). Dans cette même catégorie les sons d’origine 
religieuse sont retrouvés: les sons des cloches appelant à la prière majoritairement en Occident, 
l’appel du Shofar pour les Juifs, l’appel des Muezzin à la prière des Musulmans dans le moyen 
orient en général. Une caractéristique des trois sons c’est qu’ils sont connus au-delà de la 
communauté religieuse dont ils sont originaires. 
P[E.6] Son non significatif du point de vue culturel : tel est le cas du thème « Kora Ramata » 
référé plus haut mais aussi des nouveaux sons qui sont créés comme signature individuelle d’un 
futur scénario. Ces sons risquent de devenir des sons reconnus par un groupe et peut-être à 
signification globalisée, si le scénario devient connu au point d’être « viral ». 
 Objectifs : buts du scénario acoustique. 
Décrire les objectifs du scénario acoustique dans la classification permet de cibler des contextes 
spécifiques ou très particuliers pour lesquels le concepteur ou le client ont besoin d’avoir des 
exemples et références. Cette facette se compose de deux sous–facettes : le but général du 
scénario à classifier (utiliser, évaluer, essai) et la cible particulière de ce but, (technologie : 
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utiliser une technologie, utilisateur : évaluer un utilisateur, essai : essayer un logiciel de support 
du scénario).   
Cette facette sera présentée en deux figures. 
O[B.1] Produit centré sur l’acoustique : ceci fait référence à des scénarios où le sens principal 
utilisé par l’utilisateur est le son. Comme exemple, les jeux acoustiques précédemment décrits 
(comme « Swamp » ou « Defence Zombie Arena ») qui ont dans les deux cas des interfaces 
visuelles basiques ou des interfaces pour aider l’accessibilité.  
O[B.2] Produit supporté par l’acoustique : ceci fait référence à des scénarios (normalement 
visuels) où le son participe pour produire une sensation de présence.    
O[B.*.1] Utilisation / application :  le scénario ou le produit est réalisé dans le but de fournir 
une application fonctionnelle, ayant une maturité de produit élevée. Il s’agît d’une version du 
produit « finale » par opposition aux prototypes ou preuves de concept. 
O[B.*.2] Évaluation: le scénario est créé dans le seul but d’évaluer un élément précis, 
habituellement pour décider si une approche ou une nouvelle composante est retenue ou rejetée 
pour le travail futur.  
Le scénario sera probablement abandonné à la fin de l’évaluation ou pourra servir de base pour 
une construction future mais il n’a ni la maturité ni la stabilité d’un produit fonctionnel. Il est 
Figure 2.24 Objectifs du scénario acoustique, première partie 
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probable que certains éléments soient absents et remplacés par un accès direct à l’élément à 
évaluer, que ce soit une technologie, une méthodologie ou une idée créative.  
 O[B.*.3] Preuve de concept : le scénario est créé dans le but d’évaluer un ensemble de 
composantes ou une idée par la voie d’une implémentation. Dans la preuve de concept la 
validation et les ajustements des supposés se réalise sur la base d’un produit qui peut simuler le 
résultat final. La preuve de concept vise à corriger les erreurs et détecter les problèmes avant 
que ceux-ci ne coûtent trop chers. Elle peut aller jusqu’à conclure en un abandon total de l’idée 
ou du produit. Ceci est rare malgré tout en raison des investissements déjà faits.  
Du point de vue de la maturité elle est plus avancée que l’évaluation mais se situe avant les 
essais sur le produit retenu. Du point de vue de sa composition, certains éléments seront absents 
mais l’évaluation vise autant le produit que le fonctionnement général. Dans les cas où ceci est 
requis, la preuve inclura les processus qui supportent le logiciel (création de comptes pour un 
jeu en ligne ou analyse automatisée de métriques médicales pour un suivi du patient par 
exemple). 
O[B.*.4] Essai : le scénario est créé dans le but d’évaluer le fonctionnement de l’idée et des 
constructions acoustiques que celle-ci requièrent. Bâti sur la base d’éléments retenus, l’essai 
teste le fonctionnement des composantes dans une forme plus isolée dans une première étape 
(essais unitaires) et en forme intégrée par la suite (essais d’intégration et produits béta).  
Un produit peut rester au stade d’essai avancé (ce qui est fréquent pour les produits issus du 
milieu académique), sans jamais fournir une version de production. 
O[O] Objectifs particuliers de l’affichage : cette sous-facette non-exclusive décrit la ou les 
cibles du produit ou scénario.  
O[O.1.1.] Restitution acoustique : selon le cas le scénario permet de démontrer ou d’évaluer 
la qualité d’une restitution acoustique, la validant par des tests perceptifs réalisés par des 
utilisateurs experts ou novices. 
On peut citer comme exemple les travaux déjà nommés de la forêt Amazonienne ou les 
enregistrements en 360 degrés pour le programme Terra-X de la télévision Allemande, par Jan 
Plogsties [Herre et et al, 2015; Plogsties, Jan et al., 2016; Steffents, Dirk et Lesch, Harald, 2017]. 
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O[O.1.2] Format audio : le scénario valide un codec ou un format d’audio. C’est le cas des 
enregistrements 360 degrés cités précédemment, où la qualité, la performance et les difficultés 
de production du nouveau format MPEG-H (applicable à la RV) ont été testés. 
O[O.1.3] Librairies de support : le scénario permet de valider les forces et les faiblesses d’une 
librairie de support, tel est le cas de nos premiers essais avec OpenAL et Acoustica I lors du 
montage du premier prototype du jeu Lac Témiscouata.  
Figure 2.25 Objectifs du scénario acoustique, deuxième partie 
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O[O.1.4] Dispositif acoustique : le scénario est utilisé pour tester ou comparer la performance 
de composantes acoustiques par des tests perceptuels des produits comme les haut-parleurs,  les 
casques d’écoute ou les cartes audio. 
O[O.2.5] Salle d’écoute : sur la base d’une réponse connue des utilisateurs ou sur celle d’une 
comparaison entre deux séries d’essais perceptuels ou objectifs par l’utilisation de microphones 
spécialisés, il est possible de concevoir un scénario afin de tester la qualité d’une salle d’écoute.  
O[O.2.6] Éléments de support immersifs : Des senseurs détectent et réagissent aux gestes des 
utilisateurs dans des environnements immersifs. Quel est le comportement de la chaîne des 
composantes :   les moyens de détection, les algorithmes de « tracking », l’algorithme de 
recalcul du rendu en fonction des ajustements de l’utilisateur? Un scénario peut être utilisé pour 
valider une combinaison de technologies et algorithmes de support. C’est le cas pour VRCade 
où des analyses de performance ont lieu tandis que les utilisateurs utilisent ces environnements 
immersifs de haut de gamme. 
O[O.2.7] Éléments d’assistance à la réalité augmentée : dans le cas de la réalité augmentée 
acoustique il est important de tester si les pistes ou indicateurs virtuels « semés » dans le monde 
réel sont adéquats, car dans le cas de personnes ayant des défis visuels ils ne doivent pas être 
isolés du contexte acoustique réel, sous risque de les mettre en danger. Les preuves de concept 
sur les earcons et spearcons basées sur des cellulaires commencent à devenir plus fréquentes, 
comme dans le cas des travaux de Blum, Bouchard et Cooperstock à l’Université de McGill 
[Blum et al., 2011]  
O[O.3.*] Logiciels de support du scénario : la distinction entre les types de scénario répond 
au besoin de donner une précision plus élevée selon les utilisateurs de la classification. Bien que 
les termes soient définis dans le glossaire de la classification ils ne seront pas détaillés ici.  
O[O.4.*] Métriques de l’utilisateur : l’utilisation des interfaces gestuelles,  par l’entremise de 
senseurs comme la XBOX Kinect permettent une approche « sans appareils » pour les 
utilisateurs âgés  ou peu habitués à la technologie. Plusieurs travaux ont utilisé des applications 
basées sur les caméras Kinect pour le diagnostic, l’alerte face à la détection de valeurs en dehors 
des paramètres assignés et/ou de la réhabilitation.  
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Les premières conclusions montrent que les résultats sont prometteurs mais la réalité actuelle 
est basée sur des technologies encore expérimentales et avec des produits qui ne sont pas encore 
au stade de produit fini. [Webster et Celik, 2014]  
Une fois que les produits auront dépassé l’étape de test avancé, plusieurs métriques du 
comportement et performance des utilisateurs pourront être saisies par les « jeux sérieux » ou 
par les jeux conventionnels, si ceux-ci sont capables d’externaliser le « vécu ludique ».  Le sujet 
sera abordé à la fin du présent chapitre.  
O[O.5.*] Type de scénario : la classification des types de scénario ciblés permet d’obtenir 
rapidement des expériences similaires d’autres équipes qui auraient eu les mêmes défis. 
Certaines propriétés seront détaillées pour signifier les différences. 
O[O.5.J] Réalité augmentée (enrichissement de l’environnement réel)  : des scénarios 
acoustiques peuvent être bâtis pour donner des informations ou participer à des activités de 
géocaching ou de partage communautaire de sons. Tel le cas déjà référé de  Sonic Maps de 
Recursive Arts ou le parcours audio de Gaspé [« Parcours audio - Site historique Gaspé, Berceau 
du Canada », 2015] ou le parcours audiovisuel de la ville de Québec. 
O[O.5.K] Réalité augmentée (enrichissement accessible de l’environnement)  : sur le même 
principe qui est d’avoir un GPS, un ordinateur avec lecteur d’écran et un système audio 
stéréophonique, tout ceci dans le téléphone.  
Figure 2.26 Réalité augmentée - parcours audiovisuel ville de Québec 
http://ilotdespalais.ca/activites/circuit-quebec-sur-mobile/ 
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Il est possible d’enrichir la réalité avec des informations utiles ainsi que des pistes de sécurité 
pour les personnes ayant des défis visuels qui font des parcours de façon autonome. Tel est le 
cas de l’application chilienne Lazarillo (chien guide) pour Android et IOS qui fournit des 
informations audibles sur les services aux alentours de l’utilisateur, qui retient les routes que 
l’utilisateur veut conserver et l’oriente dans ses déplacements. Cette application est configurable 
par des organisations communautaires de support.  
O[O.6.O] Sonification. Il s’agît du domaine permettant de représenter par des sons sans paroles 
les données.  
Les données sources peuvent être, par exemple les résultats de mesures d’un processus, la 
numérisation d’images ou l’activité du cerveau. 
Le domaine est en croissance et des applications émergentes qui fournissent des informations 
sur la performance des utilisateurs se développe (par exemple, indiquer à un utilisateur qui est 
suivi par un senseur de mouvement s’il réalise bien ou mal une activité comme le yoga ou le 
Tai-Chi), au lieu d’utiliser le visuel, comme dans le cas de « Your Shape : Fitness Evolved » 
pour Xbox d’Ubisoft.  
O[O.6.P] Conception acoustique. Les scénarios de composition acoustique sont présents 
depuis que les ordinateurs ou consoles sont capables de produire de la musique.  
Les environnements immersifs peuvent rendre l’expérience de composition plus riche et même 
l’associer avec le gestuel de l’utilisateur, soit qu’il le réalise par une fausse guitare (Guitar Hero 
Figure 2.27 Parcours patrimonial audio, Gaspé 
http://pointeoharagaspe.ca/parcours-patrimonial/parcours-audio/ 
66 CHAPITRE 2 
   
de Harmonix Music Systems) ou dans la composition ou pratique de la danse. [Grosshauser et 
al., 2012] 
 Accessibilité : support aux adaptations accessibles et inclusives. 
Accessibilité dans la conception du scénario. 
Les scénarios peuvent avoir été conçus pour être une application accessible, ou contenir une 
configuration qui supporte des éléments d’accessibilité.  
Les scénarios accessibles qui le sont par conception sont en général orientés pour un handicap 
précis, pouvant marginalement compenser d’autres handicaps. Quelques fois, la couverture 
accessible d’un handicap rend difficile la couverture d’un autre handicap.  
Par exemple, Lac Témiscouata II est un jeu clairement orienté pour des personnes ayant des 
défis visuels ou sans handicap visuel. Une personne avec des problèmes liés à une audition 
déficitaire non compensée ne pourra pas jouer, par contre un joueur avec des prothèses auditives 
a très bien performé lors des expériences d’essai. 
Une personne avec des difficultés motrices lui empêchant d’utiliser la manette Xbox pourrait 
utiliser les commandes vocales, mais celles-ci ne fonctionnent bien qu’en anglais. 
La couverture des différents éléments  d’un scénario est possible. Le site game-accessibility.com 
offre une vue par facettes couvrant le type (Genre) de jeu, le type de dispositif, le handicap 
d’utilisateur pour lequel il recherche un jeu disponible à http://game-accessibility.com/game/ 
(08/2017). 
Le concept de « jeux universels » recommande que le concepteur maintienne l’esprit du jeu, 
donc son but conceptuel. [Grammenos et al., 2007, 2009]   
Ce concept suggère l’implémentation « d’univers parallèles » visant des scénarios notablement 
différents avec le même concept de jeu et couvrant chacun une ou des modalités d’handicap 
différentes.  
Chaque implémentation du scénario contient les adaptations accessibles requises pour chaque 
utilisateur, par l’entremise de paramètres faciles à ajuster.  
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La classification présente retient les éléments les plus importants de l’accessibilité universelle, 
telle que Dimitri Grammenos la propose par des articles, par des exemples et par un très 
didactique contre-exemple : Game-Over. [Grammenos, Dimitris, 2008a] 
Des initiatives dans l’accessibilité des jeux ont été entreprises dès l’année 2003 par l’IGDA 
(International Game Developers Association). La classification retient aussi les 
recommandations de l’IGDA comme source d’initiatives visant l’accessibilité. [Chase, Tim, 
2010] 
Le site game-accessibility.com contient un catalogue extrêmement détaillé couvrant les besoins 
accessibles par type de handicap, les classifiant comme « besoins basiques », « besoins 
intermédiaires » et « besoins avancés ». [Game accessibility, 2015a, 2015a, 2015b, 2015c]  
La fondation AbleGamers a produit « A practical guide to Game Accessibility » un court 
ouvrage qui est très riche en données se rapportant aux différents types de handicap auxquels le 
concepteur se trouve confronté lorsqu’il doit vérifier si son produit couvre correctement 
l’accessibilité ciblée. [Barlet, Mark et Spohn, Steve, 2013] 
La présente classification retient ainsi toutes les recommandations pour le handicap visuel et 
pourrait être élargie au besoin avec les autres critères. 
Les guides citées se superposent partiellement dans leurs recommandations. La classification 
vise à retenir les initiatives et les solutions proposées pour fournir l’accessibilité avec l’idée 
d’inspirer des approches ou de référer d’autres équipes qui les auraient implantées.  
Accessibilité involontaire. 
Certains scénarios sont conçus sans tenir compte de l’accessibilité, mais ils sont quand-même 
accessibles ou plutôt utilisables avec beaucoup de créativité et d’efforts. 
Tel est le cas des premiers jeux Super-Mario et d’autres jeux discutés dans le site game-
accessibility.com. Trois des participants au jeu Lac Témiscouata II avec cécité congénitale ont 
exprimé avoir utilisé des jeux sans conception accessible, lors des questionnaires relatifs à leurs 
expériences en jeux d’ordinateur et de console (14% des participants ayant des défis visuels). 
Ces jeux ont l’avantage d’être supportés par des entreprises qui assurent leur continuité, ainsi 
que la mise en marché de nouvelles versions, car elles ont une base de clients beaucoup plus 
grande. Par contre, l’évolution des produits « accessibles involontaires » est fréquemment faite 
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sans tenir compte d’éléments qui rendent le jeu accessible. Il arrive quelque fois que 
l’accessibilité ait disparue dans les versions plus récentes. 
La classification présente une vue centrée sur l’affichage visuel et le handicap visuel. Les 
adaptations visant d’autres types de handicap ont été incluses seulement dans le cas où elles 
peuvent améliorer l’accessibilité visuelle. Une version ultérieure pourrait élargir ce critère, mais 
la classification vise l’acoustique immersive et des éléments accessibles en dehors du sujet 
principal risquent d’être ignorés par les utilisateurs de la classification.  
 
Description des facettes. 
Cette facette est présentée en plusieurs figures. 
 A[S] Accessibilité ciblée : cette facette vise le niveau et la modalité de l’accessibilité ciblée 
par le scénario. L’approche du concepteur peut être très variable puisqu’il peut l’ignorer, la 
prendre en charge, la rendre configurable ou auto-ajustable selon les actions de l’utilisateur.  
La distinction entre support accessible et support inclusif tient à la possibilité qu’un vécu ludique 
intéressant puisse être atteint par des utilisateurs non ciblés par les adaptations accessibles, 
produisant une base d’utilisateurs élargie. 
Figure 2.28 Accessibilité, première partie 
Type de support 
accessible
Support à la configuration
×
1. CAPACITÉS ACCESSIBLES FIXES
2. CAPACITÉS ACCESSIBLES ADAPTABLES
3. CAPACITÉS ACCESSIBLES AUTO-ADAPTABLES
1. CAPACITÉS INCLUSIVES FIXES
2. CAPACITÉS INCLUSIVES ADAPTABLES
3. CAPACITÉS INCLUSIVES AUTO-ADAPTABLES
S. SUPPORT ACCESSIBLE CIBLÉ
0. SANS SUPPORT ACCESSIBLE
A
2. SUPPORT INCLUSIF
1. SUPPORT ACCESSIBLE
Accessibilité : support aux adaptations accessibles et inclusives. 69 
 
A[S.1] Support accessible : le terme support accessible réfère à des scénarios qui disposent des 
moyens pour aider un utilisateur à contourner les limitations dues à un ou plusieurs handicaps.  
Ceci est atteint par des moyens de compensation, qui seront analysés dans la sous-facette 
suivante.  
Dans le cas accessible (mais non inclusif) le concepteur ne pense pas au support pour les 
utilisateurs qui n’ont pas le handicap visé par l’accessibilité incluse. Ceci réduit les possibilités 
d’une socialisation élargie autour des expériences avec le scénario, car souvent le public se 
limitera à des participants ayant les mêmes types de handicap.  
A[S.2]Support inclusif : dans le cadre de la présente classification, ce type de support fait 
référence à un scénario qui par conception favorise l’intégration de personnes avec et sans 
handicap pour une activité qui vise tous les participants.   
Pour que ceci soit possible : 
 La narrative doit donner un contexte plausible (par exemple : s’il n’y a pas d’interface 
visuelle, elle doit localiser le scénario virtuellement pendant la nuit ou dans un lieu sans 
lumière). 
 Le scénario doit offrir un défi motivant à tous les groupes de participants ciblés. 
 Les défis doivent être similaires ou tout au moins mettre les participants dans des conditions 
similaires. 
 L’échange d’astuces et trucs (pour un jeu) doit pouvoir se réaliser entre des participants 
indépendamment de l’existence ou pas d’un handicap. Un scénario idéalement inclusif 
devrait faire disparaître la présence d’handicap dans la socialisation. 
 Le scénario doit faciliter les échanges pour tous les utilisateurs ciblés, ceci afin d’enrichir la 
socialisation, l’acceptation des limitations et de réduire les préjugés. 
A[S.*.1] Capacités accessibles fixes : font référence à un scénario ayant une implémentation 
de fonctionnalités accessibles sans gradation de l’accessibilité. 
Une seule modalité de rendu accessible est implémentée et une seule forme de saisie des entrées 
de l’utilisateur est disponible. La plupart des prototypes des jeux réalisés dans le cadre du présent 
projet ont débuté avec des capacités accessibles fixes. 
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A[S.*.2] Capacités accessibles adaptables : font référence à la possibilité de changer des 
fonctionnalités accessibles du scénario, afin de l’adapter à l’usager qui l’utilise. Ce changement 
peut être implémenté par différentes approches, dont voici les plus fréquentes : 
 Interventions techniques sur les paramètres du scénario par le personnel spécialisé ou 
des aidants naturels formés 
 Ajustements dans un contexte non-diégétique sans devoir sortir du contexte du scénario, 
en utilisant des moyens (menus, raccourcis) accessibles ce qui donne une certaine 
autonomie à l’utilisateur. 
 Ajustements diégétiques demandés par l’usager à un personnage ou à un élément du 
scénario afin de changer les moyens accessibles disponibles. 
La figure 2.29 montre deux approches possibles pour la configuration dans Acoustica.  
Dans l’interface graphique, ajustement du niveau de volume pour le jeu et les cibles de façon 
indépendante (flèches A et B), ajustement de la hauteur du senseur Kinect pour le personnaliser 
pour l’utilisateur (flèches C et D). 
Figure 2.29 Interface d'Acoustica revisitée: configuration 
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La configuration dans le fichier Welte des commandes vocales pour le jeu en anglais et en 
français (flèche E), ainsi que l’ajustement des commandes que les boutons de la manette Xbox 
déclenchent, pour améliorer le confort de l’utilisateur (flèche F). 
L’approche de changements dans l’accessibilité à la demande de l’utilisateur a comme avantage 
que le niveau de complexité (et l’intérêt sur le défi proposé) est le fruit d’une action spécifique 
demandée par l’utilisateur, qui peut revenir en arrière s’il le veut. 
A[S.*.3] Capacités accessibles auto-adaptables : elles font référence à la possibilité du 
scénario de détecter automatiquement les adaptations requises, par une évaluation dynamique 
des réponses de l’utilisateur.  
Une fois détecté le besoin de changer le type ou niveau d’accessibilité requise, le scénario peut :  
 S’auto-ajuster sans connaissance ni participation particulière de l’utilisateur. 
 S’auto-ajuster et le prévenir par un indicateur visuel, acoustique ou tactile.  
 Proposer un ajustement à l’utilisateur et attendre sa réponse et dans le cas d’une absence 
de réponse prendre alors l’initiative de s’auto-ajuster après un délai programmé. 
A[A] Compensations accessibles de l’affichage :  cette sous–facette non exclusive fait 
référence aux possibilités d’amélioration / accessibilité classées par type d’affichage. Les 
principales seront décrites, comme des situations d’exemple. 
A[A.1] Affichage visuel : l’accessibilité dans l’affichage visuel est couverte en considérant les 
utilisateurs ayant une basse vision ou une des formes de cécité aux couleurs.  
A[A.1.1] Couleur et contraste ajustables, monochromie valide:  les interfaces visuelles 
adaptées doivent supporter la cécité aux couleurs et diverses formes de maladie visuelle qui 
requièrent des combinaisons de couleurs particulières et des niveaux de contraste d’image 
spéciaux. Tel le cas de l’interface de Swamp, décrite plus haut ou de Terrestrial Invaders (voir 
image plus bas). 
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A[A.1.{2+3}] Personnages et lutins (sprites) de taille et de complexité ajustables:  le vécu 
ludique doit continuer à être le même si on change la forme, grandeur et séparation des sprites, 
dans les scénarios qui les utilisent. Ce changement doit s’opérer par un des moyens de 
configuration décrits dans la sous-facette précédente. Cette approche a été utilisée par Terrestrial 
Invaders [Grammenos et al., 2006; Grammenos, Dimitris, 2008b] 
Figure 2.30 Accessibilité, deuxième partie 
+ 1 . COULEUR ET CONTRASTE AJUSTABLES / MONOCHROMIE VALIDE ×
+ 2 . PERSONNAGES ET LUTINS (SPRITES) DE TAILLE AJUSTABLE
+ 3 . PERSONNAGES ET LUTINS (SPRITES) DE COMPLEXITÉ AJUSTABLE
+ 4 . RENFORCEMENT ACOUSTIQUE DE L'AFFICHAGE VISUEL / EARCONS
+ 5 . LECTURE DE L'ÉCRAN / SPEARCONS
+ 6 . VITESSE ET VOIX DE LA LECTURE D'ÉCRAN ET DES SPEARCONS CONFIGURABLES
+ 7 . EARCONS / SPEARCONS FACILES À DISTINGUER
+ 8 . RENFORCEMENT TACTILE DE L'AFFICHAGE VISUEL / TACTILE CONFIGURABLE
+ 9 . POLICES DE CARACTÈRES DE TAILLE ET TYPOGRAPHIE AJUSTABLES
+ A . POLICES DE CARACTÈRES CLAIRES ET SIMPLES - FORMAT DE TEXTE SIMPLE
+ B . ÉLÉMENTS INTERACTIFS GRANDS ET SÉPARÉS DANS LES INTERFACES
+ C . FOND / ANIMATIONS CONFIGURABLES (POUVANT ÊTRE RETIRÉES)
+ D . CURSEUR AJUSTABLE EN FORME / TAILLE / COULEUR
+ E . ÉLÉMENTS INTERACTIFS CLAIREMENT IDENTIFIÉS / IDENTIFICATION CONFIGURABLE
+ F . POSITION DES MESSAGES TEMPORELS AJUSTABLES (PÉRIPHÉRIQUES - CENTRAUX)
+ G . CONTRÔLE INDÉPENDANT DU VOLUME POUR LES EFFETS, LA MUSIQUE ET LA PAROLE
+ H . CONTRÔLE GLOBAL DU VOLUME DE L'AUDIO
+ I . COMPLEXITÉ DU POSITIONNEMENT DES BALISES SONORES AJUSTABLE
+ J . TOLÉRANCE À LA LOCALISATION DES BALISES SONORES AJUSTABLE
+ K . COMPLEXITÉ ACOUSTIQUE DU MONDE AJUSTABLE
+ L . QUANTITÉ DE EARCONS ET SPEARCONS CONFIGURABLE
+ M . SIMULTANÉITÉ ACOUSTIQUE CONFIGURABLE
+ N . RENFORCEMENT TACTILE DE L'AFFICHAGE ACOUSTIQUE / EARCONS / SPEARCONS
+ O . SUBSTITUTION MODALE DE L'AFFICHAGE ACOUSTIQUE PAR LE TACTILE
+ P . COMMUNICATION ACOUSTIQUE SOUS-TITRÉE
+ Q . TEXTURE/FORCE/FRÉQUENCE DE L'AFFICHAGE TACTILE AJUSTABLE
+ R . ACTIVATION SÉLECTIVE DE L'AFFICHAGE ACOUSTIQUE POUR LE SCÉNARIO, LES OBJETS ET LES PERSONNAGES
+ S . COMPLEXITÉ DE L'AFFICHAGE TACTILE AJUSTABLE
+ T . RENFORCEMENT DE L'AFFICHAGE TACTILE PAR L'ACOUSTIQUE
+ U . SUBSTITUTION MODALE DE L'AFFICHAGE TACTILE PAR L'ACOUSTIQUE
A. AFFICHAGE - COMPENSATION ACCESSIBLE
+ 2 .
3 .+
Adaptation réaliséeAffichage
AFFICHAGE VISUEL
AFFICHAGE ACOUSTIQUE
AFFICHAGE TACTILE
1 .+
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A[A.1.{4+7}] Renforcement acoustique de l’affichage visuel / earcons : l’affichage visuel 
peut être renforcé par des sons (par exemple, lorsqu’on arrive à un obstacle ou par un message 
d’un personnage).  
Les earcons sont un moyen de fournir des informations équivalentes aux icônes, par voie 
acoustique seulement. Les utilisateurs sont très habitués aux earcons dans les interfaces de 
Windows, mais aussi dans les dispositifs portables : messages entrants, ouverture et fermeture 
de fenêtres et indications plus ou moins adéquates d’une erreur de l’utilisateur.   
Un earcon doit : 
 Être structuré (de base musicale). 
 Être mémorisable. Par les caractéristiques du son il doit être facile à retenir. 
 Être distinct (« avoir une personnalité »). Les sons doivent être différents par leur 
fréquence, modulation ou autres caractéristiques. L’intensité sonore n’est pas un moyen 
de distinguer un earcon.  
 Être associé. Les sons qui font référence à des actions opposées ou complémentaires 
peuvent constituer une « famille » de sons (mais toujours clairement distincts, par 
Figure 2.31 Terrestrial invaders: les univers parallèles du jeu (Grammenos et Al) 
http://www.ics.forth.gr/hci/ua-games/ti/index.html 
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exemple une échelle musicale montante pour une ouverture et une échelle musicale 
descendante pour la fermeture).  
Aussi un earcon devrait pouvoir faire comprendre qu’un message est prioritaire. Le concepteur 
doit viser sur des sons globalement reconnaissables. Comme cet élément a une empreinte 
culturelle il doit être tenu compte des utilisateurs ciblés.  
A[A.1.{5+6}] Lecture d’écran et spearcons / vitesse configurable: la lecture d’écran peut être 
un moyen disponible en infrastructure pour présenter des parties d’un scénario par des moyens 
textuels, tels que le RPG-MUD (Role Playing Game – Multi-User  Dimension / Domain / 
Dungeon) Avalon, [Simmons, Yehuda, 2017]. 
Avalon est un jeu de rôles complexe utilisé sous forme continuelle depuis 1986 et qui utilise des 
interfaces textuelles compatibles avec des lecteurs d’écran.  
Un avantage des lecteurs d’écran est qu’ils sont configurés pour le meilleur confort de 
l’utilisateur sur ses propres plateformes (téléphone, PC, tablette).  
Les spearcons sont des textes très condensés qui donnent des indications audibles d’évènements 
dans le scénario. Ils sont particulièrement appropriés pour indiquer des situations rares. À 
l’inverse, si une situation est peu fréquente, un earcon pourrait ne pas donner une piste claire de 
l’évènement en cours, car il n’a jamais ou presque jamais été entendu par l’utilisateur.  
Si les spearcons sont des pistes d’audio préenregistrées il ne sera pas possible de répondre à une 
configuration de vitesse de la lecture d’écran. Si les spearcons sont des textes lus par le lecteur 
Figure 2.32 Avalon: interface de jeu textuelle, accès juillet 2017 
https://umbra.avalon-rpg.com/ 
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d’écran, la vitesse sera déjà configurée. Les utilisateurs ont tendance à s’adapter aux spearcons 
fréquents, les associant plutôt avec un « bruit connu » qu’avec la phrase qu’ils contiennent.  
A[A.1.8] A[A.2.{N+O}] Renforcement tactile de l’affichage (visuel et sonore): le 
renforcement tactile est un moyen discret de communiquer un état, un évènement ou de requérir 
l’attention de l’utilisateur. Il ne sature pas les autres sens, qui sont peut-être déjà compromis par 
une pluralité de messages vocaux ou visuels que le scénario présente à l’utilisateur. 
Dans le cas d’utilisateurs ayant un handicap visuel, le renforcement tactile utilise un des sens 
les plus employés par les personnes ayant des défis visuels et apparaît comme une continuation 
naturelle des parcours tactiles qu’elles ou ils font sous forme habituelle. 
Il faut tenir compte du fait que les téléphones portables, certaines souris, les manettes de jeu et 
quelques dispositifs de RV ont la possibilité de reproduire des partitions tactiles, même si les 
options restent en général assez restreintes.  
Un cas d’utilisation de cette technologie déjà citée est l’application IFeelPixel [IfeelPixel, 2011, 
2017] 
L’affichage tactile doit être configurable. Lors des questionnaires post-utilisation aux 
utilisateurs d’Acoustica II, quelques utilisateurs ont trouvé la rétroaction tactile inutile ou 
imperceptible (Acoustica II : 5% des utilisateurs ont considéré l’effet inutile ou légèrement nocif 
car il causait une perte de concentration), les effets sont effectivement très courts : 1 sec à gauche 
ou à droite pour signaler le mouvement et 1.5 sec lors du « tir » virtuel.  
Une configuration minimale devrait admettre si le tactile est utilisé ou pas. Si les dispositifs le 
supportent, il faudrait graduer l’intensité du rendu tactile, car cela est également important. 
L’interface tactile comme élément de support du rendu visuel ne devrait pas être responsable de 
véhiculer des messages importants, car si l’affichage tactile est retiré le message sera perdu. 
Si l’interface tactile est primordiale à l’activité du scénario d’autres considérations doivent être 
prises en charge. Elles seront discutées lors des considérations pour les affichages tactiles dans 
cette sous-facette. 
La substitution modale du son par l’affichage tactile est possible si l’affichage tactile est riche 
ou si l’élément remplacé est de basse complexité.  
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Un affichage tactile riche permettra l’exécution de « partitions » tactiles et supportera une 
fréquence tactile ajustable. Ceci est possible si le dispositif et les librairies de support fournissent 
les éléments nécessaires. Les librairies d’Oculus Touch utilisent des pistes d’audio comme 
source pour exécution de « partitions haptiques » ou bien des fichiers de commandes 
préenregistrés. Dans le cas des librairies d’Immersion les partitions se conservaient comme des 
fichiers séparés. 
A[A.1.{9+A}] Polices de caractères : Les polices de caractères doivent être de taille et de 
typographie ajustables afin d’être faciles à lire.  
Dans ce contexte de la Web Accessibility Initiative (WAI) de la W3C, les recommandations 
d’accessibilité suggèrent des polices disponibles sur tous les dispositifs (pour ne pas tomber sur 
une police de substitution en absence de celle qui est ciblée), du type sans serif et de déclarer 
sous forme explicite des polices selon la plateforme qui reproduit les contenus (pages Web dans 
les recommandations de la WAI).[Initiative (WAI), 2017] 
A[A.1. {B+E}] Éléments interactifs grands et séparés dans les interfaces : Les contrôles, 
objets et personnages du scénario qui doivent être pointés ou « cliqués » doivent faciliter la tâche 
en étant grands et séparés entre eux.  
Les règles de contraste et couleur devraient être séparées de celles du scénario, autant pour des 
contrôles diégétiques que pour des contrôles non-diégétiques.  
Une fonction « magnétique » qui rapproche le pointeur quand il se rapproche de l’élément 
interactif peut aider, mais doit pouvoir être désactivée par configuration. 
Les éléments interactifs doivent être clairement identifiés soit par leur couleur, leur contraste, 
leur contour, ou par un texte explicatif ou tout autre élément signalant un élément interactif.   
A[A.1. C] Fond et animations configurables: les images de fond et les animations doivent être 
configurables, pouvant être retirées ou éteintes selon le besoin de l’utilisateur.  
A[A.1. D] Curseur configurable: l’icône représentant le curseur doit être configurable en taille, 
en couleur et en contraste. Idéalement il devrait être configurable indépendamment des autres 
éléments de l’interface.  
Les éléments interactifs doivent être accessibles par une navigation par clavier (par exemple 
tabulation) et être lisibles par un lecteur d’écran. 
Accessibilité : support aux adaptations accessibles et inclusives. 77 
 
A[A.1. F] Messages temporels configurables: les messages temporels fruit d’un évènement 
du scénario devraient être configurables, en ce qui concerne la position, la couleur, le contraste 
et la taille.  
La localisation sur l’écran doit faciliter sa lecture, autant pour une personne ayant une vision 
tunnel que pour une personne ayant une vision périphérique, d’où l’importance de pouvoir faire 
varier la position des messages.  
A[A.2] Affichage acoustique : le sujet est traité du point de vue de l’adaptation des utilisateurs 
à un vécu ludique auditif et aux problèmes que les utilisateurs peuvent avoir pour gérer des 
scénarios complexes ou immersifs. 
A[A.2. {G+H}] Contrôles de volume indépendants, effets, musique, parole: des contrôles de 
volume indépendants permettent à l’usager de réaliser son niveau de confort lors de l’utilisation 
du scénario.  
Le contrôle de volume indépendant est à la base de l’expérience diégétique.   
Si l’utilisateur est en train de faire un parcours de découverte qui ne contient pas des exigences 
de vitesse ou de précision, ni d’éléments qui mettent en concurrence l’utilisateur avec un 
opposant, les scènes peuvent être vécues dans une ambiance calme et la totalité des sons pourra 
être appréciée.  
Un usager qui utilise un scénario qui l’oppose à un autre participant ou au propre système voudra 
minimiser les distractions, réduisant le volume de la musique et restant avec les éléments qui lui 
permettent de traiter rapidement les évènements qui se produisent pour se concentrer sur la 
position, la quantité et le type d’évènements afin de les aborder rapidement. 
Le volume général permet à l’utilisateur d’avoir un niveau de confort relativement à sa 
sensibilité par rapport aux sons.  
Les deux contrôles sont présents en Acoustica II (le jeu ne contient pas de paroles) et la 
calibration du volume général se réalise à trois reprises pendant l’expérience pour confirmer le 
confort par rapport au volume audio. 
A[A.2. {I+J}] Complexité du positionnement des balises sonores ajustables: la difficulté à 
localiser la position virtuelle de certaines balises est au centre de la partie expérimentale de la 
présente thèse.  
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Une conception tenant compte des limitations à détecter avec précision les sons latéraux permet 
de définir un vécu ludique plus simple. Par exemple, la création d’une narrative produisant un 
vécu ludique où l’utilisateur est placé dans un tunnel virtuel, fait en sorte que seuls les sons 
avant-arrière sont importants. Le positionnement de plusieurs sons balises à des angles virtuels 
différents par rapport à l’avatar pourra aussi aider.  
Un deuxième aspect est relié au degré de précision requis par un utilisateur pour cibler un son 
perçu. Cette fonctionnalité est incluse dans Acoustica II mais n’a pas été utilisée dans les essais. 
Dans Acoustica II on peut établir pour chaque évènement sonore un seuil de tolérance différent 
pour localiser les sons, allant de la localisation avec quelques degrés de tolérance jusqu’à 
considérer comme bonne une localisation par l’utilisateur dans une fenêtre d’angle de 270 
degrés.  
A[A.2. {K+L+M}] Complexité acoustique configurable : la quantité de sons simultanés 
acceptables pour un utilisateur est limitée. Ces limites sont propres à chaque individu. Pouvoir 
atténuer la complexité de l’affichage acoustique peut rendre plus simple et amusant le vécu 
ludique, même si c’est au détriment du sens de présence ou d’une expérience acoustique plus 
riche.  
Les sons reproduits peuvent aussi être plus présents, être plus réalistes et complexes ou par 
contre être plus simples et faciles à identifier. Ce type de contrôle s’intègre mieux avec une 
configuration dynamique pour permettre de la faire évoluer quand l’utilisateur apprend à 
maitriser le scénario avec un certain niveau de complexité. Une approche alternative est celle 
des « niveaux » où le scénario acoustique se complexifie dans la mesure où l’utilisateur avance 
dans son expérience et acquis. 
A[A.2.P] Communication acoustique sous-titrée : disposer d’un sous-titrage pour l’affichage 
acoustique est une alternative intéressante, qui est applicable aux dialogues et spearcons. Il faut 
tenir compte des caractéristiques de taille, du contraste et de la police de caractères.  
Si les textes sont présentés dans un format adéquat pour un traitement par un lecteur d’écran les 
deux aspects inclusifs (problèmes visuels, problèmes auditifs) seraient couverts. 
A[A.3] Affichage tactile : la classification couvre dans cette sous-facette l’affichage tactile en 
tant que moyen principal de communication. L’affichage tactile devient moyen principal de 
communication si des informations importantes du scénario sont véhiculées uniquement par des 
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moyens tactiles.  Même dans ce contexte, la classification considère que l’interface tactile est 
complémentée d’un autre type d’affichage accessible dans tous les cas.   
Des études comparatives de performance entre utilisateurs avec et sans défis visuels montrent 
une capacité similaire pour des populations avec et sans défis visuels, ceci en utilisant le crayon 
tactile Phantom pour des tâches de reconnaissance de  formes virtuelles [Baumgartner et al., 
2015] 
A[A.3.{Q+R+S}] Affichage tactile ajustable (texture / force /fréquence) :la désactivation de 
l’interface tactile n’est pas possible si celle-ci est le moyen principal de communication d’une 
partie des évènements d’un scénario. Dans ce cas pouvoir graduer l’intensité des effets devient 
important, pour permettre à l’utilisateur de chercher son niveau de confort à la réception des 
messages tactiles. 
La possibilité d’ajuster les messages tactiles selon l’utilisateur est en fonction des capacités 
tactiles qui sont disponibles de l’environnement. Si le seul moyen tactile disponible est une 
vibration de fréquence fixe un moyen de configuration est de raccourcir ou de prolonger l’effet 
tactile.  
Si le logiciel et le matériel permettent des arrêts et démarrages très fréquents sans endommager 
le matériel, il serait possible de simuler une série de fréquences de vibration par des séquences 
arrêt-démarrage de l’effet tactile unique avec un très court délai entre les signaux.  
Si le logiciel et le matériel permettent de contrôler la fréquence et l’intensité les moyens de 
configuration sont beaucoup plus riches et des collections d’effets tactiles (dans des fichiers ou 
séquences en mémoire) pourraient être disponibles pour être choisis par l’utilisateur. 
 L’activation sélective des messages tactiles permet que l’utilisateur ne soit pas saturé si le 
scénario en utilise beaucoup. Les messages pourraient rester comme des éléments 
d’avertissement d’évènements du scénario qui requièrent une action de l’utilisateur. Dans ce cas 
la présence d’un message communiqué par un sens différent et inhabituel permet à l’utilisateur 
d’être plus réactif. 
A[A.3.{T+U}] Renforcement / remplacement des effets tactiles par l’acoustique: il s’agit 
de disposer d’un moyen alternatif ou simultané pour représenter les mêmes messages du 
scénario afin de réduire les messages tactiles, si ceux-ci saturent l’utilisateur ou lui sont 
80 CHAPITRE 2 
   
inconfortables. Dans le cas de scénarios sans interface visuelle, le moyen alternatif est 
l’acoustique. L’acoustique peut simuler des évènements tactiles par des sons courts de basse 
fréquence, lors de la simulation de coups (comme frapper un mur) ou des actions diégétiques.   
Un autre facteur dont il faut tenir compte est le remplacement des effets tactiles quand 
l’utilisateur n’a pas de dispositifs tactiles ayant la richesse requise.  
Ce remplacement devrait être prévu aux premières étapes de la conception du scénario, pour 
permettre une intégration dans la narrative et le comportement général du scénario, en admettant 
le remplacement de la modalité dans les règles du scénario. 
A[C] Capture de l’information d’entrée – compensations accessibles : la saisie de 
l’information d’entrée requiert de tenir compte de plusieurs facteurs lors de la conception des 
moyens d’entrée fournis aux utilisateurs. Cette facette non exclusive présente les alternatives et 
options à tenir en compte lors de la saisie des données et des commandes de l’utilisateur. 
Il est fréquent d’entendre ce commentaire de la part de personnes ayant des défis visuels « dans 
les temps du système d’exploitation DOS les ordinateurs étaient accessibles, on entendait 
l’écran et on avait le clavier pour donner les commandes ».   
Les interfaces d’entrée peuvent être mal adaptées aux défis posés par un handicap visuel, auditif, 
moteur ou intellectuel: la souris permet le parcours d’une image et perd son sens si la vision est 
atteinte, les alertes sonores ou les messages parlés sont perdus par une personne malentendante, 
les difficultés motrices rendent difficile l’utilisation d’un clavier. 
Figure 2.33 Accessibilité, troisième partie 
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Des moyens alternatifs de communication de l’utilisateur avec le scénario doivent faire partie 
des discussions et du support prévu lors des premières étapes de la conception du scénario. Le 
développement du scénario doit commencer avec cette préoccupation et les solutions décidées 
bien présentes dans l’esprit des concepteurs.  
Les actions relatives aux recommandations exposées par les sources référées visent les éléments 
suivants 
 Simplification de la saisie : exiger des entrées plus simples pour produire des résultats 
(par exemple au lieu d’avoir besoin d’appuyer sur une touche pour chaque pas de l’avatar 
le scénario peut avoir une modalité d’avance, qui déplace l’avatar jusqu’au moment où 
on touche une deuxième fois).  
 Proposer et supporter des moyens alternatifs de capture de l’information : si l’utilisation 
du clavier est impossible, il faut prévoir une saisie par un bouton adapté unique, un 
oculomètre ou des dispositifs buccaux. Il faut prévoir des interactions utilisant le clavier, 
des tabulations ou une simple touche pour parcourir les éléments du scénario en 
remplacement du parcours par la souris ou manette.  
 Tolérer (filtrer) les erreurs d’entrée de l’utilisateur : la conception du vécu interactif 
devrait admettre des modalités ou la saisie à répétition ne soit pas requise. Si un 
utilisateur fait une saisie multiple (en raison d’un tremblement, ou d’une saisie instable 
celle-ci peut être ignorée car elle ne fait pas partie des entrées requises.)  
 Admettre des vitesses de saisie variables : supporter des temps de réponse variables sans 
altérer sensiblement la qualité du vécu ludique.  
 Adapter les exigences de complexité ludique du point de vue cognitif : prévoir des règles 
plus simples, soit par la conception de niveaux de complexités différentes, soit par une 
réaction du scénario proposant des éléments plus simples du point de vue intellectuel. 
Les critères antérieurs font partie des attributs des facettes dont certaines seront décrites avec 
plus de détails et cas d’utilisation. 
 A[C.{1+8}] Complexité du clavardage ajustable / réassignation des touches / réassignation 
des contrôles, fournir un moyen commun d’entrée de l’information : il s’agit d’établir des 
moyens simples afin de changer la configuration, qui permettent le changement des touches 
assignées par un utilisateur ou à un aidant naturel à l’aide d’un guide et des actions très simples. 
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Un autre élément important dans la conception et l’implémentation est d’assurer au moins un 
moyen commun qui permet l’accès à toutes les commandes du scénario. Cette approche a deux 
avantages: 
 L’apprentissage et le développement de la motricité pour ce moyen commun qui facilite 
l’accès à toutes les fonctionnalités du scénario. 
 Ce moyen commun pourrait être remplacé par un autre plus accessible. L’effort de 
conversion est moindre si un élément commun est utilisé pour toutes les actions réalisées 
par l’utilisateur.  
A[C.2] Supporter des dispositifs de saisie adaptés (oculomètre, « mouth-stick », boutons 
adaptés) : la plupart des dispositifs accessibles supportent d’être configurés, il serait important 
que le scénario soit aussi configurable, car le dispositif peut être configuré pour répondre à 
d’autres logiciels et donc obliger à une réassignation des touches au niveau du dispositif peut 
entraîner une fâcheuse étape de reconfiguration entre différentes activités.  
Le scénario devrait être sensible à une entrée réalisée par une touche unique, le concepteur doit 
réfléchir à comment adapter les menus et les actions afin de bien supporter les commandes 
requises dans le modèle « une seule touche est possible ». 
A[C.{3+4}] Supporter des commandes gestuelles et la commande vocale : les commandes 
gestuelles facilitent les interactions entre l’utilisateur et le scénario, si celles-ci sont intuitives et 
simples à apprendre.  
Faire un geste avec la main à droite, visant à colmater une fuite qui se trouve sur l’écran à droite 
semble être évident, (Microsoft Fish Tank, Microsoft Kinect Adventures) mais faire un geste 
vertical avec la main pour indiquer qu’on veut tourner ne l’est pas. 
Les gestes reconnus doivent être simples à réaliser et tenir compte du public cible, car certains 
mouvements brusques ou des positions du corps peuvent être difficiles avec le manque 
d’exercice et l’âge. Les commandes différentes devraient faire appel à des gestes différents, 
intuitifs et faciles à retenir. 
Lors de la reprogrammation des interfaces d’entrée d’Acoustica 2 l’idée des interfaces gestuelles 
a été abandonnée car il était plus difficile de signaler avec la main des balises sonores provenant 
des positions derrière le joueur.  
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Un autre aspect était que lors de l’exécution de prototypes l’utilisateur avait tendance à se 
tourner complètement, le rendant facilement hors d’alignement avec les haut-parleurs de la salle. 
Ceci pourrait aussi provoquer la désorientation d’un utilisateur qui n’a pas de repères visuels.  
Les commandes gestuelles gagnent en importance dans les programmes de réhabilitation et de 
suivi de l’état physique et cognitif des patients, beaucoup utilisent des jeux COTS.[Beaulieu, 
2015] 
L’utilisation des commandes vocales est un moyen de saisie de données devenu commun. Les 
commandes doivent être simples et l’entraînement des interfaces à la voix de l’utilisateur peut 
être requis. Le problème dans les interfaces d’entrée qui ne requièrent pas d’entraînement est la 
gestion des accents régionaux par le moteur d’inférence de la saisie et les bruits ambiants. 
Dans le cas d’Acoustica 2 (initialement programmée avec commande vocale seulement) la 
sélection des mots-commande en français suffisamment différents pour le moteur d’inférence a 
été un des problèmes au développement. Par contre, une fois que les commandes étaient 
intégrées dans le dictionnaire (très simple) des commandes, elles fonctionnaient très bien avec 
le scénario. 
Figure 2.34 Senseur Kinect dans son caisson - salle d'essais à Québec 
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Le deuxième problème rencontré a été le bruit ambiant, car celui-ci pouvait rendre plus difficile 
la reconnaissance vocale. Dans le cas d’Acoustica 2 ce fût la raison de l’abandon des 
commandes vocales comme voie primaire configurée. Une des balises acoustiques (l’appel du 
hibou) était interprétée comme la commande « feu » (en français seulement).  
L’essai d’un caisson acoustique qui contenait le senseur Kinect a amélioré partiellement la 
situation, mais seulement si le volume sonore était relativement bas. Ceci a conduit finalement 
à passer aux commandes basées sur la manette Xbox et à les configurer comme moyen d’entrée. 
A[C.7] Support d’interfaces amodales :  les interfaces amodales sont actuellement un sujet de 
recherche et leur utilisation par le grand public est encore limitée. La littérature mentionne des 
cas expérimentaux utilisant la Brain Computer Interface (BCI) pour commander des jeux au 
moyen de commandes affectives comme « Affective Pacman » [Reuderink et al., 2009] ou avec 
des commandes motrices (motor imagery) comme le jeu « Tetris » [Pires et al., 2011] ou des 
jeux de labyrinthes [Bordoloi et al., 2012]. 
Les modalités de contrôle les plus utilisées dans les interfaces sont : 
 La commande motrice ou d’imagerie motrice qui est une commande active où 
l’utilisateur imagine faire un mouvement dont le patron électroencéphalographique 
(EEG) est reconnu par le senseur BCI. 
 La commande affective qui est une commande active où l’utilisateur vise une certaine 
émotion dont le patron EEG est reconnu par le senseur BCI. 
 La commande réactive vise un état où l’utilisateur porte attention à une stimulation 
visuelle et comme réaction à celle-ci un patron EEG se produit après un certain délai, ce 
qui est reconnu par le senseur BCI (par exemple dans « MindBalance » l’utilisateur 
regarde un tableau en damier à gauche ou à droite pour maintenir l’équilibre d’un avatar). 
[Lalor et al., 2005, p.]  
La disponibilité de dispositifs non-invasifs sans fil permet aux concepteurs de scénarios leur 
utilisation comme moyen de contrôle du scénario. [Ahn et al., 2014] Les dispositifs plus 
référencés dans la bibliographie, d’après les travaux de Anh et Al sont les produits d’Emotiv 
EPOC (14 canaux) et Insight (5 canaux)[Emotiv, 2015] et les produits Mindwave (aujourd’hui 
Brainwave Mobile) de NeuroSky.[NeuroSky, 2015] 
Accessibilité : support aux adaptations accessibles et inclusives. 85 
 
Les électrodes des produits mentionnés sont simples à utiliser et ne requièrent pas de raser le 
crâne de l’utilisateur aux points de contact, ni d’utiliser d’enduits désagréables, ce qui les rend 
plus facilement utilisables. 
Les deux produits mentionnés ont des librairies pour le développement et dans le cas particulier 
de NeuroSky celle-ci supporte le PC, IOS et Android. 
Quelques applications commerciales commencent à avoir une certaine diffusion, surtout dans le 
domaine du bien-être, en tant que support à la méditation ou au contrôle de soi en utilisant des 
applications basées sur des cellulaires et des dispositifs ayant moins de canaux.  
En conclusion, les interfaces BCI sont prometteuses et les premières applications commerciales 
commencent à être vendues. Cette facette risque d’évoluer dans le court terme.  
A[G] Caractéristiques générales : cette dernière sous-facette de l’aspect accessible est un 
rappel des bonnes pratiques qu’un scénario pourrait utiliser. N’étant pas reliées aux interfaces 
d’entrée ni de sortie elles sont regroupées dans cette facette non-exclusive. 
A[G.{1+2}] Vitesse / complexité générale du scénario ajustable : l’ajustement des limites du 
temps disponible pour l’utilisateur à saisir les données ainsi que celui du rythme général des 
actions du scénario fait que des utilisateurs en apprentissage peuvent trouver un niveau de défis 
en concordance avec leurs capacités. 
Figure 2.35 Dispositifs BCI disponibles (août 2017) à gauche : Emotiv, à droite NeuroSky 
https://www.emotiv.com/product/emotiv-insight-5-channel-mobile-eeg 
https://www.emotiv.com/product/emotiv-epoc-14-channel-mobile-eeg 
https://store.neurosky.com 
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Cette approche permet aussi d’augmenter lentement les défis dans la mesure où l’utilisateur 
devient capable d’en réaliser de plus en plus complexes. 
L’ajustement général de la complexité du scénario permet aussi de tenir compte des mêmes 
situations qui sont couvertes avec une vitesse variable. La complexité générale peut alors être 
combinée avec un ajustement de la vitesse comme moyen de compensation des difficultés de 
l’utilisateur. 
Un autre avantage de moduler conjointement la vitesse et la complexité est de pouvoir produire 
un scénario permettant d’atteindre les utilisateurs qui ont des défis moteurs et/ou des défis 
intellectuels. Cette approche est conforme avec les principes des « Univers parallèles de jeu » 
de Grammenos ainsi qu’aux recommandations de l’initiative de « AbleGamers », [Barlet, Mark 
et Spohn, Steve, 2013; Game accessibility, 2015a] 
Figure 2.36 Accessibilité, quatrième partie 
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A[G.{3+4+D}] Goodies et bonus : avoir des vies ou énergie supplémentaires, possibilité de 
sauter des parties du scénario, règles ajustables pour le scénario: fournir des avantages 
accessibles sous une forme diégétique est amusant pour l’utilisateur et rend sa différence de 
performance moins évidente par rapport aux autres utilisateurs.  
Donner des avantages automatisés si on atteint certains seuils de basse performance fournit une 
compensation subtile qui maintient l’intérêt du participant face à un défi plus complexe pour 
l’utilisateur que ce qui était prévu par le concepteur.  
Permettre à l’utilisateur de sauter des parties non vitales du scénario pour réduire sa fatigue en 
arrivant au défi ciblé et ramener l’utilisateur à l’état où il était lorsqu’il a arrêté ou « perdu » 
dans sa session antérieure maintient aussi l’intérêt. Cela permet aussi de réduire la fatigue des 
utilisateurs pour qui le défi ou le stress physique posé par le scénario est très ou trop important. 
Insérer des déclencheurs de bonus cachés dans le scénario que l’utilisateur doit découvrir donne 
des éléments de socialisation qui permettent à un utilisateur d’être connu et reconnu par les 
autres utilisateurs.  
Faire en sorte que ce soit dans un comportement qui se produit dans un cas de handicap peut 
être excellent. Par exemple, un raccourci pour arriver à une cible du scénario se présente 
seulement si on fait une section du parcours très lentement ou obtenir une vie supplémentaire si 
on prend un « mauvais chemin » qui semble évident de ne pas parcourir.  
A[G.{5+6+7+8+9+A+B}] Sauvegarde et restauration des états: la sauvegarde et la 
restauration des différents états du scénario permettent sa personnalisation. Les états peuvent se 
diviser en variables d’état de l’activité et en variables de configuration et personnalisation du 
scénario. 
 Variables d’état de l’activité : elles conservent le positionnement, le niveau atteint, ainsi 
que les ressources diégétiques obtenues par l’utilisateur (énergie, vies, artéfacts, 
capacités). 
o Elles doivent se sauvegarder automatiquement pour restaurer le scénario en cas 
de problèmes. 
o Elles doivent pouvoir se sauvegarder à la demande de l’utilisateur pour être 
restaurées à son retour. 
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o Elles doivent se restaurer à la demande de l’utilisateur ou être offertes (la 
restauration automatique devrait s’activer par une commande ou par acceptation 
de l’utilisateur). 
o Elles doivent se conserver sous forme indépendante pour chaque profil 
d’utilisateur et devraient se conserver sous forme nominative par utilisateur (par 
exemple Nom_2017_02_22_10_30), ce qui permettrait à l’utilisateur de 
conserver de multiples images de son jeu associées à son profil et de reprendre 
une activité particulière s’il le désire et non seulement la dernière qu’il a 
effectuée. 
o Elles doivent se réaliser dans le cadre de l’activité ludique. Une bonne pratique 
est d’inclure la sauvegarde volontaire comme une activité diégétique de plus, 
offerte par un personnage du scénario. 
o Elles doivent se réaliser ou être réalisées dans un cadre accessible (menus, 
options et commandes couvrant l’accessibilité ciblée).  
o Dans les scénarii multi-utilisateurs elles devraient conserver les états par 
utilisateur sous forme indépendante, (si la conception ludique le permet). Cette 
approche, quand elle est possible permet que chaque participant puisse réaliser 
la reprise de l’activité indépendamment les uns des autres. 
 Variables d’état de l’utilisateur : elles visent à conserver ses préférences manuelles ainsi 
que les configurations accessibles mises en place pour atteindre son niveau désiré de 
confort et de défi.  
o Elles doivent se sauvegarder au besoin, lors d’un changement manuel ou lors 
d’une mise à jour automatique de la configuration. 
o Elles doivent se conserver par profil d’utilisateur et pourraient aussi admettre la 
sauvegarde nominative, afin de permettre la coexistence de plusieurs 
configurations pour un même profil d’utilisateur. 
o Dans les scénarii multi-utilisateurs elles doivent conserver les configurations de 
complexité sous forme indépendante, par utilisateur et au besoin, sauvegarder 
une configuration complémentaire des éléments accessibles combinés des 
utilisateurs combinés. 
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A[G.B] Vécu ludique conçu pour des configurations indépendantes simultanées: la 
conception ludique de l’activité doit être telle que les différentes interactions personnalisées par 
utilisateur puissent coexister sans détriment du vécu ludique.  
Les interactions personnalisées sont: 
 Temps de réponse admissible à l’utilisateur. 
 Niveau de complexité des défis proposés à l’utilisateur. 
 Niveau de complexité requise (motrice, intellectuelle ou perceptive) pour les actions que 
l’utilisateur doit réaliser. 
 Niveau général du défi proposé. 
 Interfaces de l’utilisateur et modalité de l’interface qu’elle ou il utilise : (interface 
visuelle, interface acoustique, interface tactile). 
A[G.C] Navigation non-diégétique accessible / installation logicielle accessible : la 
navigation autonome par l’utilisateur au travers des menus et options requises pour charger le 
scénario, faire ses choix et option et finalement lancer son exécution est indispensable pour une 
utilisation autonome du logiciel. Les ressources accessibles utilisées pour lancer l’application 
devraient être en concordance avec les ressources accessibles utilisées à l’intérieur du scénario. 
L’installation logicielle accessible est plus difficile à réussir. Le contexte n’est pas décidé par le 
concepteur mais plutôt imposé par le système d’exploitation sous-jacent. Quand ceci est possible 
une installation sous forme autonome doit être recherchée, quand ceci n’est pas le cas, une 
installation réalisable par un aidant naturel est alors requise. Un support d’accompagnement 
complet, riche en explications doit être fourni (vidéos ou audios d’accompagnement, guides en 
PDF lisibles par un lecteur d’écran). 
A[G.E] Mode apprentissage / essai / pratique disponible: la possibilité de pouvoir utiliser un 
scénario simplifié pour l’utilisateur lui donne confiance et lui permet d’explorer les défis ainsi 
que le vécu ludique proposé par le scénario. Ce mode apprentissage doit être amusant (c’est le 
« moyen de vente » du scénario) mais aussi rassurant avec des défis atteignables et une 
complexité tenant en compte le fait que l’utilisateur accède aux paradigmes du scénario pour 
une première fois. 
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Acoustica 2 propose un scénario de pratique qui comporte initialement des sons balises aux 
positions les plus simples en ajoutant à la fin des positions virtuelles un peu plus complexes. La 
durée du scénario est également plus courte (15 événements au lieu de 48). 
A[G.F] Liste des fonctionnalités accessibles / capacités attendues de l'utilisateur: tout 
scénario accessible doit décrire ses fonctionnalités et ses exigences envers l’utilisateur (public 
cible), pour énumérer les plus importantes les listes d’accessibilité proposées par game-
accessibility.com et audiogames.net sont présentées ci-dessous. Un scénario devrait présenter 
une qualification d’accessibilité pour chaque type de défi couvert, indiquant à quel point le 
scénario est accessible pour des utilisateurs atteints de : 
 Cécité totale. 
 Basse vision. 
 Cécité aux couleurs (trichromasie anormale, cécité partielle aux couleurs (Daltonisme), 
achromatopsie totale). 
 Tremblement oculaire. 
 Carence de la voix. 
 Surdité. 
 Manque d’un membre supérieur. 
 Quadriplégie. 
L’approche d’AudioGames.Net parle plutôt des fonctionnalités : 
 Utilise audio 
 A des images  
o Images simplifiées 
o Haut contraste 
 Textuel 
 Interfaces d’entrée 
Les exigences doivent aussi signaler les équipements minimaux requis. 
A[G.G] Des collaborateurs ayant les handicaps ciblés participent à la conception et à la 
réalisation: étant donné que la disponibilité de personnes ayant un handicap est quelques fois 
difficile à obtenir leur participation à la conception et réalisation est rare. Inclure une ou 
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plusieurs personnes dans l’équipe dès la conception permet d’éviter les idées préconçues et/ou 
les solutions qui vont à l’encontre des approches habituelles. 
Un autre facteur est de compter sur des testeurs à qui l’on va faire vivre les mêmes situations 
que le public ciblé. 
 Affichage sonore : caractérisation. 
Affichage sonore et ses sources sonores. 
L’affichage sonore des scénarios acoustiques se compose d’échantillons acoustiques d’origines 
variées que le concepteur doit harmoniser et intégrer au scénario.  
Les sons peuvent être des voix (dialogues), des effets spéciaux (« bruitages » ou « ambiances » 
dans le jargon des jeux) ou de la musique (échantillonnages), ceci a été décrit dans la facette de 
« perception du son ».  
Les sons peuvent provenir d’enregistrements extérieurs ou d’enregistrements en studio, de 
« boucles de musique » (synth loops) ou même de créations par synthèse. Ils peuvent être 
produits par l’équipe de conception, provenir de sonothèques disponibles localement ou de 
sonothèques en ligne. 
Les sons peuvent être monophoniques, panoramiques en amplitude (Amplitude Panning) (par 
exemple stéréophoniques ou « surround 5.1 »12) ou contenir des informations vectorielles pour 
une représentation dans l’espace virtuel (Dolby Atmos, Ambisonics). 
Cette facette se divise en deux sous-facettes : sources sonores : qui décrit la classification des 
scénarios acoustiques à partir de l’origine des échantillons utilisés et la restitution sonore : qui 
décrit la classification des scénarios acoustiques selon le type de restitution sonore utilisée. 
Il s’agît de deux classifications complémentaires, l’une décrivant comment les sons sont 
produits, l’autre décrivant comment ils sont « consommés ». Par contre, les deux classifications 
ne sont pas nécessairement symétriques, car les techniques actuelles d’édition permettent de 
                                                 
 
12 Le terme proposé par le dictionnaire est ambiophonique, ce qui représente une technologie particulière qui est dans le domaine public. Le 
terme en anglais suround est conservé pour éviter les ambigüités   
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partir de presque n’importe quel type générique de contenu pour les utiliser dans presque tout 
type de restitution, selon le besoin et les technologies disponibles. 
Par exemple il est très habituel de partir de sources monophoniques et de les placer dans l’espace 
acoustique virtuel 2D ou 3D du scénario (tel le cas d’Acoustica). 
Il est aussi possible de partir d’un son en B-Format (ambisonique contenant des informations de 
positionnement) et de le présenter dans un espace acoustique de RV, technique nommée 
« upmixing » et disponible sur les consoles numériques d’édition contemporaines. [Oculus, 
2016a] 
Technologies acoustiques plus courantes dans les jeux de vidéo. 
Cette facette décrira les moyens les plus courants de production et de restitution des sons utilisés 
dans les scénarios acoustiques, en décrivant les technologies actuelles et émergentes au moment 
du dépôt de la thèse. Cette forte dépendance avec la technologie risque de faire évoluer 
rapidement les attributs de cette facette. Une description générale des technologies décrites dans 
la classification précède les détails de la facette présentée. Plus particulièrement leur application 
dans le cadre des jeux acoustiques et de l’acoustique des jeux vidéo. 
 Quelques particularités sur les attributs des facettes : 
o Synthèse du champ d’onde : (Wavefield Synthesis, WFS) cette technologie, 
basée sur le principe de Huygens ne fait pas partie de la classification. Les 
solutions basées sur des centaines de haut-parleurs coordonnés entourant 
l’utilisateur, ne conviennent pas aux environnements disponibles à la maison et 
Figure 2.37 WFS projet du Mann Chinese Theater - Electrosonic - IOSONO - 380 canaux 
https://www.electrosonic.com/projects/mann-chinese-theater 
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aux intérêts de cette classification.  [Brandenburg et al., 2004; Oellers, Helmut, 
2013] 
o Technologies Auro-3D BARCO et Dolby Atmos pour théâtres : les variantes 
plus sophistiquées des technologies d’acoustique immersive Auro-3D et Dolby 
Atmos seront omises car elles ne sont pas applicables dans un contexte 
domestique. Donc elles ne conviennent pas à un environnement disponible à la 
maison et aux intérêts de cette classification.  [Auro Technologies, 2015] 
o Pistes MIDI / MOD : les fichiers MIDI et MOD supportés par un synthétiseur 
sur la carte audio ont été remplacés par des émulations basées sur des 
échantillons audio qui sont en voie de disparition. Malgré tout, des vieux jeux 
arcade les utilisent encore et dans le cadre de la caractérisation d’un jeu ou d’un 
scénario, en signaler leur utilisation est important. Les plateformes de moteurs 
acoustiques de jeu en date d’août 2017 incluent la capacité d’intégrer MIDI et 
MOD. 
 Technologies utilisées pour la production d’échantillons audios pour des scénarios et des 
jeux: 
Figure 2.38 Configurations théâtrales Auro et Atmos 
https://www.auro-3d.com/wp-content/uploads/documents/Auro-3D-Home-Theater-Setup-Guidelines_lores.pdf 
https://www.dolby.com/us/en/professional/cinema/products/dolby-atmos-next-generation-audio-for-cinema-white-paper.pdf 
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o Encodage panoramique en amplitude : consiste à produire des signaux sur 
différents haut-parleurs suivant une norme de distribution dans la salle d’écoute. 
Les haut-parleurs peuvent aussi avoir à répondre à des paramètres de réponses 
de fréquence selon le haut-parleur référé (par exemple caisson de graves). Ce 
principe est utilisé en stéréophonie, acoustique « surround » 5.1 / 7.1 et dans 
presque toutes les normes et implémentations de sons multicanaux utilisées 
actuellement. Les signaux transmis pouvant être analogiques ou numériques. 
Deux types d’encodage sont couramment utilisés. 
 Canal discret : dans ce type d’encodage le canal contient le signal pour 
un haut-parleur individuel, le signal est amplifié et transmis vers le haut-
parleur référé.  
 Canal « matriciel » : dans ce type d’encodage le canal contient le signal 
pour un certain nombre de haut-parleurs et sera décodé en canaux discrets 
avant de l’amplifier et de le transmettre vers un haut-parleur. Dans ce cas 
les principes exposés par Brandenburg et Stoll sont appliqués. 
[Brandenburg et Stoll, 1994; Fielder, Louis D., 1999] 
La technologie derrière l’encodage panoramique en amplitude a évolué en 
proposant plusieurs standards homologués par des organisations internationales 
et également des « standards de l’industrie » non homologués. Toutes les 
approches décrites dans les sections suivantes sont encore utilisées dans les 
scénarios acoustiques, sauf pour le cas des signaux analogiques.  
Les items sont présentés sous forme chronologique [Brandenburg et Stoll, 1994; 
Fries, Bruce et Fries, Marty, 2005; Herre et et al, 2015] . 
Évolutions dans la technologie de l’encodage panoramique en amplitude : 
 Passage des formats analogiques (stéréophonie) aux premiers formats 
numériques, sans compression et de basse qualité. Sons « incidentels » 
dans les premiers ordinateurs. Audio numérique de haute qualité 
disponible sur les CD. 
 Développement des techniques de compression avec perte de données, 
pour tenir en compte des bandes passantes et des espaces de mémoire 
limités. Le concept est que cette perte de données n’a pas de conséquence 
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appréciable sur des appareils COTS, comme dans le cas du format MPEG 
layer 3 (MP3), qui couvre un large spectre de qualités quant à la 
compression et au volume d’informations contenues. 
 Développement du son multicanal, utilisant des canaux compressés avec 
perte et des canaux matriciels, ce qui permet de réduire le filage et le 
nombre de canaux de transmission requis.  
 Passage aux canaux discrets (en éliminant les canaux matriciels) et 
l’abandon des techniques de compression avec perte. Ceci est le résultat 
de l’augmentation de la bande passante disponible, de la capacité de 
traitement des données, des espaces mémoire et des vitesses de 
transmission. 
 Augmentation des canaux disponibles, permettant une expérience plus 
immersive avec moins de zones diffuses. 
 Utilisation de l’acoustique à trois niveaux, développant les sons par-
dessus le niveau des oreilles de l’utilisateur et dédiant un niveau inférieur 
aux sons de basse et très basse fréquence. 
o Encodage hybride : l’utilisation de signaux numériques permet 
l’enrichissement des informations transmises par les canaux acoustiques, en 
ajoutant des métadonnées sur un flux d’informations sonores à reproduire. 
L’utilisation des métadonnées permet l’ajout d’échantillons sonores 
monophoniques qui seront représentés à une position définie par les 
métadonnées. Ces échantillons sont nommés des objets sonores et sont à la base 
des technologies employées par Sony Atmos au moment de l’enregistrement et 
du rendu. Les techniques d’objets sonores sont supportées pendant l’édition dans 
les technologies Auros-3D mais sont transformés en pistes multicanal pour leur 
format définitif.  
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o Enregistrement et encodage binaural :  si deux microphones sont placés à 
l’intérieur des oreilles d’une personne ayant une « tête de dimensions standard » 
en théorie on pourrait en théorie enregistrer toutes les nuances sonores produites 
par les circonvolutions de ses oreilles (retards, différences de phase et 
atténuations). [Hofman et Van Opstal, 2003; Rumsey, 2011] ainsi que les retards 
produits par la forme de la tête. Ceci pourra être restitué avec des écouteurs 
stéréophoniques standards en produisant un son sphérique autour de l’utilisateur. 
C’est le principe utilisé dans l’enregistrement binaural, qui utilise des têtes 
normalisées munies de microphones pour la saisie des sons. Des techniques de 
traitement permettent l’édition ultérieure et l’amélioration de l’enregistrement. 
Depuis plus de dix ans, l’académie et l’industrie génèrent des bases de données 
HRTF en collectant les informations de milliers d’enregistrements faits en 
conditions de laboratoire avec des microphones / têtes binauraux pour 
représenter les fonctions de transfert relatives à la tête (HRTF) pour chacune des 
positions d’échantillonnage réalisées. 
Des travaux indépendants avaient des formats de données incompatibles, même 
si les valeurs mesurées étaient du domaine public. En 2015, après 12 années 
d’efforts, le standard SOFA1.0  d’échange de base de données HRTF vient 
Figure 2.39 Têtes et oreilles pour enregistrement binaural 
https://www.neumann.com/?lang=en&id=current_microphones&cid=ku100_description 
https://3diosound.com/products/free-space-pro-binaural-microphone  
https://3diosound.com/products/omni-pro-binaural-microphone 
http://www.soundprofessionals.com/cgi-bin/gold/item/MS-TFB-2 
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établir un moyen d’échange disponible normé sous le standard AES69-
2015.[Majdak, Piotr et al., 2017; Majdak,P. et Noisternig,M., 2015, p. 69‑2015] 
Les désavantages de la technique binaurale sont la difficulté à l’appliquer pour 
des évènements sonores non-linéaires et sa mauvaise représentation du son 
immersif, si on n’utilise pas des écouteurs.  Les pistes binaurales peuvent fournir 
des excellents « lits sonores » (trames de fond stables) quand elles sont intégrées 
aux scénarios acoustiques. Elles constituent le son immersif « de fond » sur 
lequel l’action se réalise avec des échantillons produits au moyen d’autres 
techniques. Cette approche est employée particulièrement pour l’acoustique des 
scénarios en réalité virtuelle.  
o Ambisonique : les pistes ambisoniques utilisent aussi des microphones spéciaux 
pour l’enregistrement des sons 3D. La saisie des sons est utilisée différemment : 
chaque signal de la source est pris en charge ainsi que sa position angulaire à 
l’horizontale et son élévation. Basé sur cette information, l’encodeur calcule des 
composantes spatiales qui vont simuler différents types de saisie des 
microphones selon les trois axes, X : front-arrière, Y : gauche-droite, Z : 
élévation et déflection.  
Ce calcul initial dit ambisonique de premier ordre peut être enrichi. La même 
information de base fait partie des calculs dits d’ordre L qui ajoutent du détail et 
de la complexité. Pour supporter un ordre L un système de représentation 
sphérique requiert (L+2)2 signaux qui vont se répartir en autant de haut-parleurs. 
Pour un système de représentation planaire 2L+1 signaux seront nécessaires.  
Un détail important consiste en l’absence du concept de canal dans le sens 
classique du terme, car la position du haut-parleur n’est pas reliée à la 
représentation de sons provenant de la zone du haut-parleur. Ce sont tous les 
haut-parleurs qui collaborent à la production d’une image acoustique planaire, 
hémisphérique ou sphérique. La restitution requiert la présence d’un processeur 
(décodeur) qui gèrera l’ensemble des signaux. 
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Les sons ambisoniques commencent à être intégrés dans certains processeurs de 
sons pour les jeux, mais l’approche n’est pas encore généralisée, même par des 
produits très communs comme FMOD (au moment du dépôt de la thèse). 
Restitution et intégration des sons. 
Dans la section suivante deux studios d’intégration d’échantillons sonores seront décrits pour 
exposer le niveau de maturité dans l’application de certains formats audio. Ceci sera suivi d’une 
discussion des effets du remplacement des librairies de programmation d’effets sonores par 
Microsoft Windows Sonic, la nouvelle interface de programmation (API) de représentation de 
sons, récemment lancée par Microsoft (lancement : deuxième moitié de 2016 – disponible dans 
les systèmes d’exploitation : avant la fin d’année 2017). Cette nouvelle API remplacera dans le 
moyen terme les technologies utilisées en Acoustica. 
Une fois que les échantillons sonores sont produits ou obtenus, il s’en suit un travail de sélection 
et d’adaptation des échantillons qui est effectué pour les intégrer au scénario et au vécu ludique.  
Quelques produits supportent les moteurs de jeu dans leur tâche d’intégration. 
 FMOD : FMOD est un ensemble d’outils qui permet l’intégration de sources sonores 
variées pouvant être appliquées sur des scénarios, avec un fort penchant pour 
Figure 2.40 Microphones ambisoniques 
http://www.core-sound.com/TetraMic/1.php  
https://en-us.sennheiser.com/microphone-3d-audio-ambeo-vr-mic 
 http://www.soundfield.com/products/sps200 
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l’intégration visuelle. Les descriptions des capacités du produit proviennent des forums 
pour concepteurs dans www.fmod.org [Firelight Technologies, 2017a]et des 
descriptions de produit dans www.fmod.com [Firelight Technologies, 2017b]. L’outil 
s’intègre bien avec les moteurs de jeu Unity et Unreal, entre autres produits.  
Composantes : 
o FMOD studio permet d’intégrer sur un scénario graphique des sources sonores 
selon une forme géométrique qui établit la portée du son. Une gestion de la 
priorité peut alors être intégrée pour associer les ressources aux sources sonores 
les plus importantes. 
o FMOD API est au cœur de FMOD et en est le moyen d’intégration pour la grande 
majorité des moteurs de jeu. L’API est la source du support de la plupart de 
formats audio par FMOD.  
o FMOD.io est une librairie d’échantillons sonores de haute qualité disponible 
pour les concepteurs, permettant un aperçu des fichiers audio complets (avant de 
décider de les intégrer au scénario et de payer la licence). 
Dans les capacités générales, FMOD offre la possibilité de gérer la conception d’audio 
orientée objet, ce qui permet la conception d’objets sonores, ainsi que de modifier leurs 
propriétés et de les déplacer au besoin, pour des formats audio PCM. La capacité 
d’utiliser des échantillons ambisoniques n’est pas encore disponible, les échantillons 
binauraux sont supportés, ainsi que les sources stéréophoniques ou multicanal, qui 
peuvent aussi être retravaillées pour leur représentation 3D selon les besoins du 
concepteur.  
La représentation sonore centrée sur l’avatar et son repositionnement est bien supportée. 
La modalité « multi-écrans » est supportée en prévision de jeux qui utilisent cette 
fonctionnalité, comme dans le cas où plus d’un avatar est présent. Dans ce cas les mises 
à jour se font en conséquence mais des restrictions sur la représentation virtuelle 
s’imposent (pas d’effet doppler, les sons sont monophoniques (représentés dans tous les 
transducteurs de l’installation du client en même temps et au même niveau d’intensité).  
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L’interface de FMOD est similaire à celle d’une station d’édition audio linéaire, ce qui 
est facile à utiliser pour des concepteurs habitués à l’édition musicale ou au domaine 
audiovisuel. Le support de productions orienté objets pour Dolby Atmos a été intégré 
depuis mars 2016, ceci permettant aux installations qui ont cette infrastructure de 
bénéficier de l’avantage de l’abstraction de la représentation à la conception et d’une 
décodification optimisée pour la configuration présente dans la salle de l’utilisateur (la 
présentation sonore est optimisée pour la configuration de SA salle en quantité et 
géométrie des haut-parleurs). 
 Audiokinetic Wwise : Wwise est un ensemble d’outils et plugiciels qui permettent 
d’obtenir des fonctionnalités selon le besoin du concepteur acoustique. Les descriptions 
des capacités décrites dans ce document sont prises du site web de Wwise et du blog 
technique de Anne Sophie Mongeau, annesoaudio,com, particulièrement d’un article 
comparatif entre Wwise, FMOD et Fabric.[Mongeau, Anne S., 2016]   
Composantes :  
Figure 2.41 Example : FMOD et Unity édition d'un échantillon 
http://www.fmod.org/training/ 
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o Éditeur non linéaire, supportant la création d’audio, structures pour le 
mouvement harmonisé des échantillons, gestion du son et de la musique, 
intégration du mouvement et possibilité de créer des structures de données 
appelés SoundBanks pour supporter l’intégration des projets visant le 
déploiement multiplateforme  
o Moteurs de son pour supporter le traitement des échantillons et des mouvements 
sous forme intégrée. De multiples moteurs ont été développés pour supporter 
différentes plateformes, quelques-uns fournis par audiokinetic, d’autres 
maintenus par les entreprises propriétaires des moteurs de jeu et un certain 
nombre maintenus et fournis de façon communautaire. 
o Plugiciels gratuits, payants et de tierces parties. Ils sont offerts pour réaliser les 
effets spéciaux, comme compressor, expander, convolution, motion, matrix 
reverb, reflect, pitch shifter, stereo delay, tremolo, recorder, roomverb. En plus 
la disponibilité ou développement du paquet iZotope, de McDSP, support Auro-
3D, support Oculus, support Google VR, futur support Steam Audio (non 
disponible au moment de la publication), support de krotos et de Realspace3D. 
o Cette architecture extensible par plugiciel admet la création de nouveaux 
plugiciels pour supporter des besoins émergents.  
o Un simulateur de jeux basé sur des scripts LUA qui permettent de simuler et de 
réaliser des maquettes acoustiques afin de valider les problèmes de saturation 
sonore et d’intégration en général, incluant des validations de performance sur 
chaque plateforme ciblée. 
o Support d’Ambisonics : les « canaux-bus » du produit peuvent être configurés 
avec les données ambisoniques jusqu’au troisième ordre. Tout signal non 
ambisonique acheminé vers un bus ambisonique sera encodé sous forme 
ambisonique.  
o Fonctions ambisoniques plus importantes supportées sont :  
 Importer et jouer des éléments en B-Format (jusqu’au troisième ordre).  
 Utiliser l’architecture extensible de plugiciels pour personnaliser le 
décodage.  
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 Supporter des plugiciels comme Auro Headphone, convertissant des sons 
ambisoniques en binauraux.  
 Supporter la plupart des plugiciels existants pour le traitement des sons 
ambisoniques. 
Wwise peut gérer des comportements complexes comme le fondu (fade) et le 
repositionnement des sons. Basé sur un concept de conteneurs, ceux-ci supportent le 
principe de hiérarchie qui permet de gérer des conditions en cascade et des 
comportements complexes. De ce point de vue, Wwise est plus complexe en 
apprentissage et nettement orienté pour la production d’audio non-linéaire, permettant 
la simulation des situations dans les scénarios acoustiques par l’entremise de l’outil 
Soundcaster qui intègre la solution. 
L’utilisation de la conception audio orientée objet est aussi présente. Le concept d’audio 
bus permet regrouper le comportement de plusieurs échantillons quant aux possibilités 
de volume et d’effets audio. Des composantes peuvent randomiser la présentation 
d’échantillons, pour assurer une haute variabilité des résultats.  
Figure 2.42 Audiokinetic Wwise: édition de sons / publication multi plateforme 
https://www.youtube.com/watch?v=EjZKqDF3F3k 
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Microsoft Windows Sonic :    
Lancée à la fin de 2016 et présentée au public comme technologie émergente en février 2017, 
cette nouvelle librairie de fonctions de sons est intégrée aux versions de mise à jour majeure de 
Windows 10 et Xbox One. La version est accessible pour développeurs au moment du dépôt de 
la thèse (Windows 10 creators Update SDK et Xbox Live Creators Program).  
Le but principal de l’API Windows Sonic est de fournir une solution au son spatial (son 3D), 
autant pour des stations Windows (Win32) que pour les applications Universal Windows 
Platform (UWP) pour Windows et Xbox One. Celles-ci sont promises pour le grand public avant 
de la fin de l’année au moment de la publication. 
L’API permet la création des objets audio qui émettent des sons sur des positions arbitraires 
dans l’espace 3D en les faisant évoluer dans le temps.  
Dans une programmation au niveau du matériel, il est possible de spécifier d’émettre des sons 
sur une des 17 positions prédéfinies sur une géométrie de transducteurs 8.1.4.4 (Left, Right, 
Center, Side Left, Side Right, Back Left, Back Right, Back Center; 1 canal de basses fréquences; 
4 canaux au-dessus l’utilisateur; 4 canaux au-dessous l’utilisateur). 
À l’autre extrémité de la conception acoustique et dans une approche faisant abstraction du 
matériel, Windows Sonic peut prendre en charge la représentation adaptée à l’infrastructure 
audio présente, déchargeant l’utilisateur de la préoccupation du rendu. 
La plateforme prend en charge l’encodage en temps réel Dolby Atmos pour délivrer autant sur 
les interfaces HDMI que pour Windows Sonic for Headphones supportant les casques d’écoute 
stéréophoniques.  
La plateforme s’intègre bien aux sons non spatiaux de Windows et avec Media Foundation, ceci 
permet la cohabitation d’applications utilisant l’approche « classique » des sons Windows avec 
l’approche Windows Sonic.  
La programmation de la nouvelle classe ISpatialAudioClient est similaire aux classes des API 
précédentes (avec l’ajout des fonctionnalités spatiales particulières, si c’est le cas). Dans le cas 
d’Acoustica, du point de vue du code il semble qu’un petit effort pour l’adapter aux nouvelles 
fonctionnalités soit nécessaire.   
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Description des facettes. 
Cette facette est présentée en trois figures. Les attributs significatifs des facettes seront décrits 
en détail. 
S[S]Sources sonores : la facette qui couvre les sources sonores concerne dans la production des 
échantillons sources du travail de conception du scénario acoustique. L’approche est centrée sur 
les méthodes d’encodage et les sources initiales du son. L’importance dans une classification 
est autant de donner une référence de travaux utilisant des méthodes similaires comme 
d’encadrer le type de production acoustique classifiée (maturité de l’équipe de production et son 
équipement, où le scénario pourra être représenté dans toutes ses possibilités). 
Figure 2.43 Caractérisation de l'affichage sonore - première partie: sources sonores 
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S[S.1.*.*] Boucles de synthétiseur (MIDI / MOD loops) : les boucles MIDI accompagnent les 
jeux d’ordinateur depuis leur tout début. Comme thème musical du scénario, comme moyen 
pour marquer un tempo et dans quelques cas comme effets sonores. Ils sont acceptés et il est 
possible de les inclure dans les moteurs de jeu ou de production acoustique actuels.  
La production des partitions MIDI est réalisée de nos jours sur des claviers de synthétiseur qui 
peuvent exporter en temps réel des échantillons MIDI ou bien qui peuvent enregistrer et exporter 
des échantillons MIDI. Les partitions MIDI seront éditées a posteriori avec des applications 
capables d’éditer, d’enregistrer et de jouer des partitions MIDI. Ces applications ont aussi la 
possibilité d’exporter les partitions dans d’autres formats, normalement comme audio 
numérique monophonique ou stéréophonique. 
Il est fréquent qu’ils soient reproduits par des émulations des synthétiseurs originaux.  
Figure 2.45 Insérer un fichier MIDI dans un scénario (Wwise) et  par code (Fabric) 
https://www.audiokinetic.com/courses/wwise201/?id=lesson_4_working_with_midi 
https://vimeo.com/110254139 
Figure 2.44 Midi Editor - logiciel gratuit 
http://midieditor.sourceforge.net/ 
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S[S.2.*.*] Échantillons monophoniques : les sons monophoniques sont très utilisés dans les 
scénarios acoustiques. Simples et sans effets de présentation ils sont utilisés directement dans 
les éléments non diégétiques de l’interface en forme généralisée. La plupart des fonctions de 
localisation de sons dans des positions 2D ou 3D requièrent des échantillons monophoniques 
pour les présenter aux positions imposées. Leur source peut être monophonique ou le sous-
mixage (combinaison en canal unique) d’une source stéréophonique ou multicanal. 
S[S.3.3.*] Échantillons stéréophoniques: les échantillons stéréophoniques les plus utilisés sont 
habituellement des pistes de musique pour constituer la trame musicale du scénario. Les effets 
de stéréophonie basés sur une piste qui n’admet pas la modification de la localisation des sons 
dans le scénario est trop contraignante pour tout scénario requérant des déplacements d’un 
personnage ou d’un avatar. Les échantillons stéréophoniques seront applicables et 
particulièrement appropriés dans le cas de scénarios linéaires, car la plupart des équipements de 
reproduction sonore sont stéréophoniques.  
 S[S.3.{4,5,6,7}.*] Échantillons multicanal: les échantillons multicanal préenregistrés sont 
utilisés pour des scénarios linéaires immersifs. Une technique utilisée dans des jeux pour réduire 
l’exigence de calcul au moment de la présentation est nommée « baking » (cuisson) des pistes. 
Les pistes (qui peuvent être multicanal) seront calculées en forme préalable et seront intégrées 
aux échantillons nécessaires pour représenter la scène.  
Au moment de la présentation du scénario les pistes sont présentées soit comme « lit sonore », 
soit comme une réponse à une action de l’utilisateur. L’avantage des pistes « précuites » est 
qu’elles incluent tous les effets en forme précalculée, ce qui réduit fortement les exigences de 
processeur pour représenter le son.  
Figure 2.46 Analyse de la charge de CPU 
https://blog.audiokinetic.com/wwise-cpu-optimizations-general-guidelines/ 
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Le scénario doit prendre en charge un seul échantillon intégrateur sans calculs ni filtres 
complexes, au lieu de devoir calculer et représenter tous les échantillons.  
L’impact le plus important dans la performance d’un scénario est celui des voix simultanées. En 
réduisant le traitement à une ou très peu de voix simultanées les exigences de CPU baissent 
fortement.[Lavoie, Adrien, 2017] 
Les pistes « précuites » sont utilisées plus facilement comme « lit sonore » ayant des effets 
spéciaux. Si le décodage disponible pour le scénario admet la rotation, les pistes précuites sont 
plus facilement applicables, car elles accompagnent le repositionnement de l’avatar dans le 
scénario, ce qui maintient le réalisme du scénario. 
Les moyens de capture du son multicanal peuvent être des microphones 5.1 ou 7.1 (qui incluent 
des encodeurs dans le traitement d’entrée) ou des mixages de son multicanal, faits par différents 
outils d’intégration de pistes souvent monophoniques.  
S[S.4.8.*] Encodage hybride: la disponibilité de puissances importantes de calcul lors de la 
reproduction de trames sonores (incluant des scénarios linéaires comme les films) permet 
l’incorporation d’objets sonores.  De ce point de vue, Dolby Atmos porte la résolution finale 
des objets au moment de la représentation dans le décodeur Dolby, tandis qu’Auro-3D fait 
l’intégration des sons 3D dans les pistes de sortie du système, (jusqu’à 14).  
Figure 2.47 Microphones 5.1 
https://www.bhphotovideo.com/c/product/675990-REG/Canon_4464B001_SM_V1_5_1_Channel_Surround.html 
https://www.bhphotovideo.com/c/product/529441-REG/Holophone_H3_D_H3_PRO_5_1_Surround_Sound.html 
https://www.bhphotovideo.com/c/product/631744-REG/DPA_Microphones_5100_5100_Mobile_5_1_Surround.html 
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L’encodage hybride pourra être utilisé sur des plateformes Windows et Xbox pour les deux 
technologies prénommées. Le décodage et l’impact des technologies mentionnées dans un foyer 
moyen à court terme seront discutées dans l’analyse de la facette du décodage. 
S[S.5.{4,5,6,7}] Encodage binaural: l’encodage binaural est réalisé à partir d’un 
enregistrement binaural (voir discussion sur la technologie au début de la présente facette), en 
forme alternative les éditeurs de son peuvent convertir des sources incluant information de 
positionnement (objets sonores ou échantillons ambisoniques) et les convertir en échantillons 
ou pistes binaurales. Cette transformation est accompagnée de l’application d’une fonction de 
calcul HTRF que le concepteur doit fournir comme paramètre pour certains des éditeurs de son.  
Les pistes encodées en forme binaurale forment de lits sonores très adéquats, incluant dans leur 
représentation une perception de son sphérique, si le son est reproduit à l’aide d’écouteurs, 
comme dans le cas de la réalité virtuelle.  
Dans ce contexte les exigences lors du décodage pour avoir un scénario réaliste, sont les mêmes 
que pour les pistes « précuites » multicanal, en ce qui concerne le besoin de supporter la rotation 
du scénario acoustique. Dans un scénario de VR si le participant fait un tour et en conséquence 
son avatar, le scénario acoustique devrait tourner en conséquence avec un rendu rapide du 
changement. 
S[S.6.{4,5,6,7}] Encodage ambisonique: l’encodage ambisonique est produit à partir 
d’enregistrements avec des microphones adéquats, tel que discuté au début de la présente facette 
ou par synthèse, à partir des informations de positionnement sonore et des pistes monophoniques 
ou stéréophoniques. Plusieurs logiciels et plugiciels supportent cette conversion, l’éditeur doit 
Figure 2.48 Plugiciel Ambi Head - B Formats Ambisonics to Binaural 
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fournir les paramètres de positionnement virtuel, qui sont introduits par le concepteur. À titre 
d’exemple, dans le cas du plugiciel Ambi-Pan de NoiseMakers [Noise Makers, 2016] le 
concepteur a le contrôle dans les trois dimensions pour simuler un son spatial. Il peut gérer 
l’atténuation et le plugiciel supporte des formats d’entrée monophoniques, stéréophoniques et 
les formats multicanal 4.0, 5.1, 7.1 et 8.0. Suite à la conversion, l’échantillon ambisonique peut 
être encodé pour le scénario ciblé dans un format multicanal ou bien dans un format 
ambisonique. 
Le format ambisonique pur offre une capacité limitée de représentation immersive. Les formats 
d’ordre supérieur vont donner plus de richesse aux données d’immersion, entraînant 
l’augmentation de la quantité de canaux et de transducteurs. Dans ce cas on parlera de formats 
High Order Ambisonics (HOA). Dans le cas d’une représentation 2D le format peut éliminer les 
composantes qui réfèrent à la dimension Z (élévation et déflection) ce qui réduit fortement les 
besoins de canaux requis, dans ce cas on parle d’un fichier mixed Ambisonics. Un fichier 
optimisé pour 2D peut avoir des difficultés au décodage (en raison des dimensions non 
exprimées) et ne supporte pas l’inclinaison en raison du manque de contenus en élévation. 
S[R] Restitution sonore : cette sous-facette analyse l’utilisation des échantillons produits et 
présente la classification sous l’angle des technologies de reproduction du scénario qui ont été 
employées.  
Les technologies de restitution permettent une conversion automatisée du scénario en ignorant 
les capacités accrues d’un environnement de reproduction plus riche que celui pour lequel le 
scénario a été composé.  
Figure 2.49 Plugiciel Ambipan 
http://www.noisemakers.fr/ambi-pan/ 
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Dans certains cas, les technologies seront aussi capables de compenser les carences de 
l’environnement de reproduction du scénario, dans ce cas par un mixage descendant réalisé au 
moment de la reproduction, souvent en utilisant des techniques primitives (implanter un canal 
d’une configuration avancée au canal rapproché du même côté de la tête). 
Les possibilités plus fréquentes de reproduction seront présentées en deux figures pour des 
raisons d’espace. Il faut noter qu’à la différence des cas précédents il s’agit de la même sous-
facette, présentée en deux sections. 
Quelques particularités de l’aspect visuel de cette sous-facette : 
 Les colonnes type de transducteur et géométrie requise sont deux éléments du même 
attribut, où la géométrie requise est présentée comme élément de simplification lors de 
la classification d’un scénario. Un utilisateur de la classification pourra identifier le type 
de transducteur par sa dénomination ou par sa géométrie (les deux textes vont ensemble 
dans les listes pour constituer le choix dans l’interface web de la classification). 
 Dans certains cas, une technique de décodage, qui accepte deux variétés de transducteurs 
pourra utiliser de façon indistincte différentes options de type de transducteur. C’est le 
seul cas dans le classement où plusieurs propriétés d’un niveau utilisent la même 
propriété du niveau suivant. Cette représentation obéit à des raisons de simplification 
visant la compréhension et aussi pour restreindre une facette déjà trop chargée. Ouvrir 
les possibilités de chaque valeur de l’attribut quantité de traducteurs (haut-parleurs) 
requise dans les possibilités de type de transducteur aurait doublé le nombre de lignes 
pour représenter la même réalité. Cette simplification n’a aucun impact sur la future 
implémentation de la classification. 
 Pour une question de clarté des sections horizontales ont été surlignées, ceci dans le but 
de rendre plus clairs les cas exprimés dans le paragraphe précédent.  
 La quantité de haut-parleurs doit être interprétée comme il suit :  
o L>=n au moins n haut-parleurs sont requis pour une restitution adéquate. 
o L ≈ 3+3 + LFE=2 
 L ≈ 3+3 les implémentations des différents vendeurs vont utiliser 2 ou 3 
haut-parleurs avec la même réponse de fréquence où l’un est dédié aux 
aigus (de chaque côté des écouteurs). 
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 LFE=2 effets de basse fréquence : 2 (les vendeurs vont mettre un haut-
parleur de graves de chaque côté des écouteurs). 
o HA=4 : 4 haut-parleurs élevés muraux (approche Auro) 
o C=1 : un haut-parleur central zénithal (approche Auro) 
o HD=2 : deux haut-parleurs réels ou simulés au plafond (approche Dolby) 
Figure 2.50 Restitution sonore, première partie 
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S[R.1.*.*] Restitution sonore monophonique : la restitution sonore monophonique sera 
centrale (sans positionnement) dans le scénario acoustique. Certaines implémentations des 
chaînes 5.1 vont présenter le son exclusivement dans le canal central, d’autres présenteront 
l’échantillon sonore dans tous les haut-parleurs avec la même intensité. Les sons 
monophoniques sont utilisés en raison de leur simplicité car aucune localisation ne leur est 
associée. Ils sont particulièrement adéquats pour la communication non-diégétique et pour les 
dialogues. Ils sont aussi utilisés dans certains cas pour les dialogues des personnages dans des 
scénarios immersifs pour une communication claire et moins dépendante de la résolution 
spatiale de l’oreille de l’utilisateur. Dans le même concept ils peuvent être utilisés dans le cas 
d’adaptations accessibles d’un scénario pour les mêmes raisons de clarté de la communication. 
S[R.2.*.*] Restitution MIDI : la restitution MIDI est habituellement produite pour inclure des 
trames musicales qui accompagnent le scénario. Les échantillons peuvent être uniques tout au 
long du scénario ou changer avec les actions de l’utilisateur. Les pistes MIDI seront reproduites 
en stéréophonie, mais quelques éditeurs de scénarios hybrides seront capables d’encoder les 
pistes MIDI comme des objets audio et de les représenter en temps de restitution dans l’espace 
acoustique 3D comme tout autre objet audio.  
S[R.3.*.*] Restitution Binaurale : la restitution binaurale de scénarios linéaires est utilisée 
pour produire des scènes riches ayant une acoustique sphérique. Même si leur utilisation n’est 
pas généralisée, des contenus d’audio binaural commencent à être plus disponibles (487 titres 
déclarés comme audio binaural en YouTube en août 2017).  Leur diffusion augmente en raison 
des faibles coûts de l’équipement requis pour les reproduire (écouteurs stéréophoniques). Les 
techniques courantes de mixage permettent d’intégrer des pistes binaurales, ce qui a déjà été 
traité. Par contre la reconstruction binaurale reste restreinte à l’utilisation d’écouteurs 
stéréophoniques ou 5.1, ce qui est le cas dans la plupart des casques de réalité virtuelle. 
Au moment de l’écriture de la présente thèse, (juillet 2017) 31 jeux produits par des concepteurs 
indépendants (indie games) étaient répertoriés comme étant binauraux, aucun purement 
acoustique, deux pouvant être considérés comme des jeux centrés sur le son. [Corcoran, Leaf et 
al., 2017] 
L’utilisation de « lits sonores » binauraux est possible, mais leur réalisme est perdu si 
l’utilisateur tourne la tête car les rendus binauraux sont fixes. [Blue Ripple Sound, 2015] . La 
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solution employée plus fréquemment se réalise durant l’édition et consiste en transcoder les sons 
binauraux en ambisoniques, qui supportent très bien des rotations et bascules du scénario (à 
faible coût de processeur). 
Pourquoi tenir en compte les sons binauraux?  
 Parce qu’ils contiennent de l’information de positionnement des sources, souvent 
d’enregistrements naturels et que leur conversion par l’entremise de logiciels de bonne 
qualité sauvegarde cette richesse 3D originale.  
 Parce que les encodages seront transcodés en format binaural pour leur représentation 
finale à l’aide d’écouteurs stéréophoniques, tel est le cas pour l’écoute dans les casques 
de réalité virtuelle. 
S[R.4.*.*] Restitution Transaurale : dans ce cas le décodage est aussi binaural, mais la 
reproduction est réalisée par des haut-parleurs. La technique offre plusieurs inconvénients que 
l’utilisation d’écouteurs contourne : 
 Réponse individuelle en raison de l’anatomie auriculaire du participant (compensation 
de problèmes de la forme individuelle de l’oreille et son adaptation à la réception de sons 
« pour une oreille standard », qui disparaît partiellement avec des écouteurs). 
 Bruit ambiant. 
 Diaphonie (crosstalk) entre haut-parleurs non spécialisés (certains haut-parleurs 
spécialisés implémentent des techniques d’annulation croisée).  
Tel est le cas lors de la représentation des sons binauraux non transcodés dans un contexte de 
haut-parleurs. Pour les raisons exposées le sujet n’a pas des implémentations fréquentes. 
Les problèmes de la reproduction binaurale sans casques d’écoute doivent être tenus en compte 
si un scénario alimenté avec des sources binaurales doit être représenté dans un contexte de 
haut-parleurs. [Sibbald, Alistair, 1999] 
S[R.5] Restauration panoramique en amplitude : cette technique est la plus utilisée pour 
représenter les sons stéréophoniques ou multicanal, ce qui couvre la grande majorité des pistes 
sonores et scénarios acoustiques existants. Les techniques hybrides (couvertes dans cette même 
classification) utiliseront aussi la restauration panoramique de façon générale, avec des 
compléments sur des techniques différentes.  
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L’évolution de la restauration panoramique accompagne celle des technologies augmentant la 
sensation d’immersion, la quantité de canaux et la qualité de leur contenu, d’un point de vue de 
la restitution sonore (avec ou sans perte d’information).  
Cette évolution est suivie par les utilisateurs, mais de façon partielle, la variété de techniques, 
les investissements requis, les compromis au niveau de la disposition des salles à la maison font 
en sorte que les techniques plus sophistiquées soient moins adoptées par les utilisateurs, qui 
achètent des solutions sans fils, même au détriment de l’expérience immersive 
[FUTURESOURCE, 2015] 
Quelques éléments apportés par l’étude de CEATEC, Japon de février 2017: 
 Le marché des haut-parleurs sans fil augmentera de 20% en 2017 totalisant 84 millions 
d’unités. 
 Un 80% de ces ventes seront des haut-parleurs sans fil Bluetooth. 
 Une augmentation des ventes des écouteurs de 7% en 2016 permettent de prédire un 
marché global de 13,8 milliards de U$.  
 Les barres de son gagnent de la part de marché et de la popularité avec un estimé de 16 
millions d’unités vendues en 2016 (croissance d’un 15%). Les consommateurs cherchent 
des modèles plus sophistiqués et n’ont pas des problèmes à payer plus pour les barres de 
son. 
 La moitié du marché mondial de ventes est encore Nord-Américain.  
 Une tendance à imposer GoogleCast comme moyen de communication entre les 
différents haut-parleurs sans-fil semble s’amorcer. La quantité de marques présentes 
augmente et le créneau tend à diversifier son offre. 
 Les haut-parleurs dédiés filaires stagnent, perdant lentement des parts de marché face à 
la croissance rapide des solutions sans-fil et la croissance des barres de son.  
Dans ce contexte, il reste toujours la question de la pertinence des solutions d’acoustique 
immersive qui offrent une implantation utilisant des solutions filaires, si celles-ci visent un 
marché plus large que les salles de cinéma à la maison.  
Dans une approche moins intrusive des ambiances à la maison, la mise en place de « hauts 
parleurs fantômes » au plafond est offerte par plusieurs fournisseurs, également les haut-parleurs 
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sans-fils rattrapent les besoins du marché et tentent de récupérer le « cauchemar filaire » des 
configurations les plus sophistiquées. 
Les hauts parleurs fantômes fonctionnent par la réflexion au plafond du son émis par des haut-
parleurs placés au-dessus des colonnes de haut-parleurs sans-fil ou des barres de son. 
Figure 2.51 Marché modial des haut-parleurs - février 2017- CEATEC Japon 
https://www.ceatec.com/report_analysis/en/ra_170213_2.html 
 
Figure 2.52 Approche Sony : solution Atmos avec émulation d'haut-parleurs immersifs 
http://www.sony.ca/en/electronics/sound-bars/ht-st5000#editorial_image_1710265419443904611615696 
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La diversité de l’approche des différents fournisseurs est trop vaste pour la couvrir dans cette 
classification. La rapide évolution des composantes risque de faire évoluer cette facette et ses 
attributs.  
Il faut noter que seulement une petite partie des jeux accessibles décrits en audiogames.net est 
immersive et que tous utilisent une acoustique 5.1. Il faut noter aussi que l’investissement requis 
pour doter une salle avec les dernières approches en haut-parleurs sans fils avec distribution 
virtuelle du son commence vers les 2000U$, ceci sans tenir en compte de la qualité acoustique 
de la salle ce qui devrait aussi entrainer des coûts. 
Les principales techniques incluses dans la classification et leurs particularités seront décrites. 
S[R.5.5.*] Restitution stéréophonique (excluant binaural): une forte partie des jeux 
historiques utilisent une restitution stéréophonique. Quelques jeux accessibles utilisent la 
stéréophonie dans un but d’immersion.  
S[R.5.{6,7,8,9,A,B}.*] Restitution multicanal 5.1 /6.1: plusieurs techniques permettent la 
restitution sur des « chaînes audio » 5.1. Les plus anciennes, comme Dolby Digital 5.1 et DTS 
utilisent la compression audio, ce qui restreint un peu la qualité à la reproduction. Les techniques 
comme Auros-3D partiront de pistes complexes qui pourront inclure des transcodages de 
binaural, ambisonique ou des objets sonores, les encodant en 5.1 canaux.  
La plupart des scénarios immersifs utilise encore cette technique de représentation (la plupart 
des équipements maison immersifs utilisent cette technique). Les scénarios utilisant 7.1 peuvent 
être utilisés sur des ensembles 5.1 (avec une certaine perte de qualité, quelquefois difficile à 
déceler). 
Trois spécifications techniques ont rajouté un sixième haut-parleur pour compenser l’absence 
d’une source sonore arrière. Les expériences réalisées avec 5.1 montrent effectivement une 
certaine difficulté à identifier des sons quand ils proviennent de l’arrière du joueur. L’ajout de 
ce haut-parleur n’a pas eu une forte diffusion, étant rapidement remplacé par les technologies 
7.1. 
S[R.5.{C,D,E,F}.*] Restitution multicanal 7.1: lors du lancement de cette technologie tout 
semblait indiquer qu’elle remplacerait opportunément la technologie 5.1. Par contre la réalité a 
montré une rareté croissante d’équipements d’entrée de gamme dans les technologies 7.1 et peu 
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d’options disponibles. Le refus des utilisateurs à l’encombrement de 4 haut-parleurs filaires 
distribués dans la pièce plus quatre autres en face à lui en a été possiblement la cause, si on suit 
les perceptions (et ventes) des dernières années. 
S[R.5.G.*] Restitution Auro-3D:  la restitution Auro-3D prend avantage de la codification 
réalisée par le CODEC Octupus. [Van Daele Bert et Van Baelen Wilfried, 2011] 
Les motivations derrière ce CODEC sont :  
 L’utilisation d’audio non compressés, de formats d’audio avec des taux 
d’échantillonnage (sampling rate) plus élevés et des échantillons plus grands.  
 Le support de transport d’informations spatiales avec une faible latence de restitution et 
une compatibilité avec des décodeurs plus vieux, qui perdront en partie les informations 
spatiales mais seront capables de reproduire le scénario quand même. 
 Réduction de la quantité de canaux requis pour transmettre l’information multicanal (par 
exemple passer les contenus 9.1 dans 5.1 canaux), sans perdre la possibilité qu’un 
décodeur 5.1 non Auro soit capable de reproduire l’enregistrement ou programme.   
 Libération d’une partie de la bande passante de la transmission à 24 bits, réalisant une 
perte non perceptible (24 bits donnent la possibilité de transmettre des nuances 
d’intensité montant à 140 dB, ce qui dépasse largement les 100 dB admis par la majorité 
des normes de reproduction d’audio.  
 Utilisation des bits excessifs récupérés (18 ou 16 bits seront requis seulement pour la 
transmission) en utilisant des techniques mathématiques, ce qui permet de créer un canal 
(invisible aux codecs antérieurs) qui contiendra des informations supplémentaires, par 
Figure 2.53 Les trois plans AuroMax 
https://www.auro-3d.com/wp-content/uploads/documents/AuroMax_White_Paper_24112015.pdf 
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exemple: information des flux audio inclus, information sur comment reproduire l’audio, 
par exemple : réduction dynamique du champ, paramètres à appliquer au décodeur par 
rapport à des techniques appliquées à l’encodage. 
Comme exemple d’un cas pratique, les formats Aurophonic supportent entre 10 (9.1) à 24 (22.2) 
canaux discrets. Comme la limite de HDMI est de 8 canaux, l’encodage et décodage décrit 
permet de transporter les 11.1 canaux sur un flux de 6 canaux PCM (5.1). 
 Quand le décodeur Auro est disponible, le programme contiendra des informations AuroMax, 
en trois plans, celle de l’utilisateur, un plan en élévation et un plan zénithal. 
S[R.6.H.*] Restitution hybride : la restitution hybride utilise pleinement l’encodage ATMOS, 
combinant des pistes d’encodage traditionnel avec des objets de son, réalisant la localisation 3D 
des objets et des échantillons contenant des informations de localisation.  
Atmos supporte de multiples formats, en partant des configurations simples aux plus complexes. 
Si un décodeur ATMOS est disponible il optimisera la distribution sonore pour exploiter les 
ressources disponibles qu’il tient en inventaire. Étant une approche radicalement différente de 
Auros-3D, cette technologie commence à être supportée par Windows et Xbox et admet les 
casques de réalité virtuelle comme moyen de présentation acoustique.  
Figure 2.54 Restitution sonore - deuxième partie 
3 . L=2 1 . ÉCOUTEURS
4 . L≈3+3 + LFE=2 4 . ÉCOUTEURS 5.1
5 . L=5 + LFE=1 5 . HAUT-PARLEURS 5.1
E . L=5 + LFE=1 + HD=2 E . HAUT-PARLEURS 5.1.2
F . L=5 + LFE=1 + HD=4 F . HAUT-PARLEURS 5.1.4
7 . L=7 + LFE=1 7 . HAUT-PARLEURS 7.1
G . L=7 + LFE=1+HD=2 G . HAUT-PARLEURS 7.1.2
H . L=7 + LFE=1+HD=4 H . HAUT-PARLEURS 7.1.4
I . L=7 + LFE=1+HD=6 I . HAUT-PARLEURS 7.1.6
J . L=7 + LFE=1+FH=2 J . HAUT-PARLEURS 9.1-DOLBY
K . L=7 + LFE=1+FH=2+HD=2 K . HAUT-PARLEURS 9.1.2
L . L=7 + LFE=1+FH=2+HD=4 L . HAUT-PARLEURS 9.1.4
M . L=7 + LFE=1+FH=2+HD=6 M . HAUT-PARLEURS 9.1.6
D . N>16 (THÉATRES / CINÉMA) D . CONFIGURATIONS CINÉMA
R. RESTITUTION SONORE
CONFIGURATIONS CINÉMA
PROPRIÉTAIRE- ÉCOUTEURS 5.1
ITU 775 (5.1 SURROUND)
PROPRIÉTAIRE - ATMOS 5.1.2
PROPRIÉTAIRE - ATMOS 9.1.6
Type  de décodage Technique de décodage Quantité de transducteurs requise Géométrie requise
HYBRIDE6 . H . DOLBY ATMOS
PROPRIÉTAIRE - ATMOS 9.1.4
PROPRIÉTAIRE - ATMOS 5.1.4
ITU-R BS.2159
ÉCOUTEURS STÉRÉO
PROPRIÉTAIRE - ATMOS 7.1.2
PROPRIÉTAIRE - ATMOS 9.1
PROPRIÉTAIRE - ATMOS 9.1.2
PROPRIÉTAIRE - ATMOS 7.1.6
PROPRIÉTAIRE - ATMOS 7.1.4
Type de transducteur
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Les contextes de reproduction immersive évoluent et la richesse immersive est réussie avec un 
degré de réalisme important. Le risque actuellement est de saturer l’utilisateur ou le distraire 
avec des effets inutiles dans le contexte du scénario et de la narrative.  
C’est un des arguments contre l’utilisation excessive des objets sonores « qui traversent et 
bougent » dans le scénario acoustique exposé par Auros-3D. 
Parallèlement les nouvelles installations acoustiques sont beaucoup plus inaccessibles que les 
technologies utilisées il y a cinq années. Non seulement en raison des coûts des technologies 
émergentes et de marques disponibles actuellement (toutes haut de gamme), mais parce que plus 
de composantes sont requises.  
Figure 2.55 Auro-3D distributions propriétaires 
https://www.auro-3d.com/wp-content/uploads/documents/AuroMax_White_Paper_24112015.pdf 
https://www.auro-3d.com/wp-content/uploads/documents/What-is-Auro-3D.pdf 
 
Figure 2.56 Quelques distributions Dolby ATMOS admissibles 
https://www.dolby.com/us/en/technologies/dolby-atmos/dolby-atmos-for-the-home-theater.pdf 
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L’autre aspect est l’abandon de technologies complexes qui encombrent l’habitation et rendent 
difficile la mise en place des équipements. L’utilisateur normalement va vivre le scénario 
immersif avec des amis, dans des contextes probablement bruyants où il est impossible 
d’apprécier les nuances de la qualité sonore et les différences dans la qualité de la localisation 
spatiale des sons du scénario.  
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 EXPÉRIMENTATION  
 Organisation du chapitre 
Le présent chapitre décrit les expériences, la méthode de travail et les moyens utilisés pour 
l’assurance de la qualité des données collectées.  
Certains éléments présentés sommairement précédemment seront décrits en détail, si leur 
présentation est nécessaire pour mieux comprendre l’expérimentation et ses fins. 
Le chapitre est organisé comme il suit : 
 Origines du projet : décrit comment la perception des comportements des joueurs ont 
permis d’évoluer dans les connaissances de la perception auditive des utilisateurs avec 
des équipements d’acoustique immersive « maison ». 
  Évolution des outils de test : décrit sommairement les versions successives du banc 
d’essai et les contributions des différentes étapes à la formulation des hypothèses et cadre 
de travail. 
 Cadre de recherche et ses hypothèses : décrit les hypothèses et ses conséquences 
pratiques. 
 Cadre théorique du montage expérimental : décrit les principes directeurs du 
montage expérimental et les mesures d’assurance de la qualité pour la collecte des 
données expérimentales.  
 Implémentation du montage expérimental : Décrit comment le cadre théorique fût 
réalisé et les compromis qui ont été pris pour pouvoir les réaliser avec les contraintes 
pratiques. Décrit les risques de l’expérience et les mesures de mitigation prises pour les 
neutraliser. Décrit les expériences, participants et vécu lors des essais. 
  Introduction : origines du projet. 
Le projet Sintir s’inscrit dans un projet à plus long terme : la réalisation efficace de jeux 
interactifs pour personnes ayant des défis visuels. Les activités visant l’analyse de techniques 
de développement efficaces ont accompagné les générations successives de jeux, toujours dans 
un contexte académique.  
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Le tableau 3.1 décrit les étapes successives de développement logiciel. Dans cette section les 
premières générations seront décrites brièvement. Les travaux réalisés sur les logiciels de 
troisième et quatrième génération produits à l’Université de Sherbrooke seront décrits avec plus 
de détails. 
Tableau 3.1 Moteurs, scénarios et buts des travaux réalisés 
Gé
né
ra
tio
n 
M
ot
eu
r 
Objectifs Produits 
1 
Ad
ho
c 
/ 
SH
AD
E 
 Valider le développement de jeux acoustiques immersifs 
 Définition d'un processus de développement basé sur des techniques de scénarimage 
 Définition des besoins pour un moteur de jeux acoustiques 
 Création de jeux acoustiques pour valider les possibilités du moteur 
 Jeux inclusifs :  interactions de jeunes joueurs avec et sans défis visuels 
 EFST 
 SHADE - EFST 
multiniveau 
 Bataille Navale 
(SHADE) 
 Détectives (SHADE) 
2 
Ad
ho
c 
 Mesurer la perception des utilisateurs d'environnements immersifs acoustiques purs 
 Création du Gamelab pour la recherche sur les processus logiciels dans le 
développement de jeux 
  Création de prototype de scénario circulaire pour la mesure de perception des 
joueurs avec et sans défis visuels 
 BSHADE 
 ADDR 
 EJ  
3 
Ac
ou
st
ic
a 
1 
 Définition du projet de recherche Sintir 
 Création du moteur Acoustica 
 Jeu inclusif / banc d'essai "Lac Témiscouata I" 
 Création des automatismes d'externalisation du gameplay 
 Acoustica 1 
 Lac Témiscouata I 
4 
Ac
ou
st
ic
a 
2 
 Révision du vécu ludique en fonction des améliorations perçues dans Lac 
Témiscouata I 
 Ajout de métriques en vue de l'analyse de performance des joueurs 
  Réalisation du moteur Acoustica II  
 Ajout d’automatismes d'externalisation du gameplay (vécu ludique) 
 Validation et abandon du jeu par commande vocale 
 Réalisation du jeu contrôlé par manette XBOX 
 Réalisation des expériences Acoustica II et collecte de données 
 Acoustica 2 
 Lac Témiscouata II 
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Jeux référés dans le tableau : 
 EFST : Escape de la Fortaleza de Santa Teresa, première génération, C++, acoustique 
5.1 et effets tactiles. 
 SHADE, moteur de jeux acoustiques admettant la création simple de scénerimages qui 
sont basés sur l’édition des tuiles acoustico – tactiles et qui indiquent le comportement 
attendu du jeu. Outil utilisé pour un cours de design inclusif. 
 EFST-SHADE : deuxième version du jeu EFST basé sur SHADE. 
 BSHADE : l’éditeur est basé sur des interfaces tangibles pour l’édition de niveaux 
SHADE par des concepteurs ayant des défis visuels, à l’aide de tuiles Lego ayant des 
codes Braille sur le dessus. 
 ADDR : Acoustic Dance Dance Revolution : jeu de tapis de dance, premier banc d’essai 
avec enregistrement vidéo. L’utilisateur debout et dansant modifiait fortement sa 
perception de l’acoustique immersive, cela limitant les mesures réalisées. Résumé du 
travail publié à la ICCHP 2006. [Alonso et al., 2006] 
 EJ : Entrainement Jedi : premier scénario acoustique circulaire, utilisait des sons 
simulant le drone d’entrainement de Star Wars. Les angles initiaux des balises étaient 
très proches (10 degrés) ce qui rendait le scénario difficile à utiliser. Le jeu assis et la 
disposition sonore autour du joueur ont été validés et retenus.  
3.2.1 Les outils d’essai : premières étapes. 
L’évolution du banc d’essai et le vécu ludique à proposer aux participants des essais est basé 
sur les expériences préliminaires qui ont établi des bases de travail avec certains constats.  
L’évolution de la technologie (logiciel et matériel) a eu un fort impact sur les possibilités de 
réutiliser le code, retenant dans tous les cas les leçons apprises pour aborder l’étape suivante.  
Constats préalables aux travaux au DOMUS : lors des travaux de recherche avec l’Université 
ORT et l’Université Polytechnique de Madrid certaines bases du projet étaient établies : 
 La littérature ne couvrait pas des essais sur des scénarios acoustiques dans un contexte 
similaire à celui de la maison, pour des décodages 5.1. Les essais des environnements 
immersifs restitués avec des produits à faible coût et des utilisateurs ayant des défis 
visuels ne comparaient pas non plus la performance de personnes avec et sans défis 
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visuels dans les aspects particuliers de la localisation [Doerr et al., 2007, p.]. Sa 
publication correspondait aussi au moment de la publication en 2006 des premières 
découvertes (early findings) de ce projet.  
 Lors des développements successifs les concepteurs avaient de la difficulté à prévoir la 
qualité d’une balise comme indicateur de localisation de l’avatar, par les utilisateurs d’un 
scénario acoustique 5.1. 
 Il semblait nécessaire de disposer d’un modèle acoustique de perception pour améliorer 
la production de scénarios acoustiques (voir chapitre 1, objectifs et justification de la 
recherche). 
 Comme résultat des premiers jeux/banc d’essai ADDR et Entrainement Jedi il a été établi 
sous forme expérimentale que le scénario « idéal » pour la création de ce modèle devait: 
o Être circulaire, ayant l’utilisateur au centre. (Adéquat : EJ / inadéquat : ADDR) 
o Avoir un scénario où l’utilisateur reste assis et où ses mouvements de torse sont 
enregistrés. (Inadéquat : ADDR / adéquat : EJ) 
o Faire que l’utilisateur conserve sa position virtuelle mais dispose d’un moyen qui 
tourne à sa place, car la rotation du scénario si l’utilisateur reste statique produit 
des confusions. (Inadéquat : EJ). 
o Faire que les azimuts à identifier par l’utilisateur aient une différence angulaire 
significative entre eux, d’au moins 45 degrés (Inadéquat : EJ à 10 degrés, essais 
valides à EJ 45 degrés). 
o Tenir en compte que pointer les sons avec un joystick avec force feedback ne 
serait plus possible, du fait de la disparition du produit et de son support. 
 Une performance similaire pour les participants avec et sans défis visuels avait été 
observée (si les utilisateurs sans défis visuels fermaient les yeux ou utilisaient des 
bandeaux pour les couvrir). [Alonso et al., 2006; Cohen, Dinorah et Machado, Valeria, 
2006; Franco, Sebastian et Segovia, Andres, 2004]. Le faible nombre de participants n’a 
pas permis d’obtenir des résultats représentatifs suite aux essais référés. 
3.2.2 Projet Sintir, premiers travaux de recherche au DOMUS   
Le projet Sintir vise à évaluer les perceptions acoustiques des utilisateurs à faible vision ou non-
voyants, avec des balises sonores de différentes fréquences, présentées dans des positions 
angulaires différentes et utilisant un scénario acoustique adapté à cette fonction.  
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Acoustica I, Lac Témiscouata 1. 
Le premier moteur se base sur des technologies Java et des librairies ouvertes comme Open AL. 
Des utilisateurs sans défis visuels ont testé l’application dans le cadre d’essais de fonctionnalité 
et pour en tirer de l’expérience.  
Le scénario est abandonné pour des raisons techniques (l’abandon du support des librairies de 
traitement et de capture des images et la réponse inadéquate des Wiimote utilisés comme des 
senseurs infrarouges). Des faits supplémentaires sont pris en compte pour une future version : 
 Le suivi du torse de l’utilisateur doit être réalisé en produisant des images diffuses. Le 
support du traitement d’images devrait être natif du logiciel à employer (et non une librairie 
de tierce partie). 
 Les bases d’un jeu acceptable du point de vue éthique / inclusif et facile à apprendre sont 
établies : 
o La narrative du scénario le localise la nuit et en forêt.  
o Le jeu sera un First Person Shooter (« jeu de tir de vue subjective » ou « jeu de tir en 
première personne » jeu de tir où l’avatar tire sur différentes cibles).  
o Pour conserver la mécanique du jeu et le type de dextérité attendue de l’utilisateur, 
mais rendre le jeu éthique le joueur « tire » des « marqueurs électroniques » sur des 
animaux de la forêt. 
o Les sons de la forêt du scénario d’essai, semblent rendre difficile l’interprétation du 
scénario. Ils devront donc être dans un canal indépendant et faciles à retirer du 
scénario. 
o Le concept de jeu lu comme un rouleau de piano mécanique à partir d’un fichier de 
texte (fichiers Welte) est valable et sera retenu pour l’application finale.  
o Le fait que les scénarios soient basés sur des fichiers de texte, éditables en Microsoft 
Excel en format CSV devient un élément important à retenir, car le laboratoire 
DOMUS présente l’intérêt de permettre à un intervenant sans expérience en 
programmation de produire des scénarios selon ses besoins, avec une formation 
minimale. 
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o Comme deuxième aspect les fichiers texte sont configurables avec un éditeur de texte 
et un lecteur d’écran ce qui permettrait aux personnes ayant des défis visuels de créer 
et distribuer leurs propres jeux acoustiques immersifs 2D ou 3D. 
o L’externalisation de données (angle de la balise, son de la balise, succès/échec) 
pourrait être enrichie avec les temps de réponse de l’utilisateur. Une discussion de 
tous les éléments passibles d’être externalisés est réalisée. Ce volet est aussi 
important pour l’utilisation du moteur au laboratoire (pour des éventuelles 
évaluations de personnes ayant une perte d’autonomie intellectuelle et des défis 
visuels). 
o L’utilisation d’une manette comme la Wiimote peut être difficile pour un utilisateur 
sans expérience. Les interactions doivent être minimalistes ou une interface 
alternative devra être utilisée. 
o L’utilisation de durées fixes pour chaque cycle de tir distrait l’utilisateur et rend le 
scénario extrêmement ennuyant, la possibilité de passer immédiatement au cycle 
suivant doit être ajoutée.  
3.2.3 Projet Sintir, travaux sur Acoustica II, Lac Témiscouata 2 
Suite aux révisions des fonctionnalités du moteur antérieur un nouveau moteur de scénario 
acoustique est développé. Le nouveau produit est capable d’utiliser les fonctions de 
représentation des sons en 3D (X, Y, Z) mais l’option n’est pas utilisée dans les tests, car les 
produits capables de représenter un scénario en élévation échappent au principe d’être des 
équipements d’entrée de gamme. Les détails du développement seront discutés avec les autres 
éléments qui constituent le cadre d’essai dans ce chapitre.  
Suite à la révision des besoins qui encadraient le moteur et à quatre preuves de concept pour 
tester et valider les composantes une première version de Acoustica 2 a été réalisée, un nouveau 
scénario Lac Témiscouata 2 a été édité en Excel.  
Ce court scénario (15 évènements) a été utilisé par les testeurs, les volontaires avec expérience 
et les volontaires néophytes dans le domaine des jeux. Il a été retenu comme scénario 
d’entrainement initial. 
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Les orientations générales retenues pour l’expérience sont : 
 Chaque expérience aura 48 cycles, conformés par 8 positions angulaires décalées de 45 
degrés, avec trois balises de trois fréquences (2 cycles × 3 balises × 8 positions). 
 Les utilisateurs participeront à une activité unique, constituée de 4 expériences, d’une durée 
type de 5 à 7 minutes chacune. 
 Des temps de repos seront prévus entre les séances de jeu. 
 Les jeux seront précédés d’une explication automatisée (enregistrée avec des voix de 
synthèse). 
 Les utilisateurs feront un jeu d’apprentissage dont il ne sera pas tenu compte pour le volet 
statistique mais dont les données seront quand-même enregistrées. 
 Suite aux difficultés de recrutement dans la ville de Sherbrooke (en raison du faible nombre 
de personnes avec défis visuels) des options alternatives sont évaluées. 
 Il est constaté que de demander un déplacement de la Montérégie ou de la Capitale Nationale 
vers Sherbrooke reste difficile, pour ne pas dire impossible, car il s’agît d’un déplacement 
en dehors des zones connues et de confort des participants avec défis visuels. 
 L’existence de salles d’écoute pour la pratique de la musique au Campus de Longueuil 
couvre bien le besoin : les salles sont à côté de l’Institut Nazareth-Louis Braille, ce qui rend 
facile le déplacement pour les personnes avec des défis visuels. Les salles devront être 
montées avant les essais et démontées chaque semaine.  
 Les fins de semaine sont ciblées pour faciliter la participation. 
 Un plan de communications doit être mis en place pour rassurer l’utilisateur quant au fait 
qu’un intervenant le prendra en charge de son arrivée jusqu’à son départ. 
Les orientations techniques retenues pour ce nouveau produit sont : 
 Quatre pistes audio indépendantes qui seront gérées par le logiciel. Ceci est en deçà de la 
capacité de Microsoft Direct Sound et amplement suffisant pour le scénario prévu.  
 Les pistes supportent le positionnement X, Y, Z. Les effets (reberb, doppler) ne sont pas 
implémentés. 
 La désignation des pistes pour chaque balise sonore doit être réalisée dans les fichiers Welte. 
 La longueur des balises sonores est ouverte, une piste pouvant jouer un échantillon long de 
plusieurs minutes, tandis que les autres jouent plusieurs petits échantillons. 
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 Un taux de trame (frame rate) de 60 FPS est décidé. Ceci permet la gestion d’évènements 
système et actions de l’utilisateur toutes les 15 ms. 
 Un enregistrement d’image est implanté, le logiciel devra prendre en charge la création d’un 
filtre d’image qui assure la non-reconnaissance de l’utilisateur.  
 L’enregistrement d’image devrait filtrer le fond et les éléments non importants pour 
l’expérience, réhaussant la silhouette de l’utilisateur. 
 Les images de l’utilisateur se prendront au moment du tir virtuel. 
 L’analyse des images (48 par jeu) sera manuelle. 
 Le temps de chaque cycle de ciblage et de tir pourra être paramétré de façon individuelle 
par évènement au niveau du fichier texte.  Deux modalités de déclenchement de l’action 
suivante seront supportées : à durée fixe et déclenché suite à une action de l’utilisateur. 
 Les actions faites par l’utilisateur seront minimalistes (commander gauche, droite ou feu). 
 Les commandes seront vocales en Français et en Anglais.  
 L’interface sera bilingue. La langue visible aux interfaces d’écran et interprétée comme 
commandes vocales par le scénario sera un paramètre du fichier Welte.   
 L’interface supportera sous forme conviviale la saisie des données non nominatives qui 
identifient le participant et le scénario ciblé.  
 Chaque utilisateur aura quatre scénarios uniques à lui combinant l’ordre des 48 évènements 
et qui ne se répètent pas avec d’autres utilisateurs. Le scénario sera totalement aléatoire.  
La première version d’Acoustica 2 offre les particularités suivantes : 
 Moteur basé sur des technologies Microsoft dans le Framework .Net. Il est implémenté en 
C#.  
 Rendu acoustique utilisant les primitives de MS Direct Sound.  
 Utilisation d’un senseur Kinect Xbox One, qui supporte être d’utilisé en Windows 7 : 
o Pour l’enregistrement des images au moment du tir la caméra infrarouge de 
profondeur sera utilisée. 
o La reconnaissance des commandes vocales est basée sur un dictionnaire limité de 
commandes fixes. Un dictionnaire est utilisé pour chaque langue, supportant les 
commandes « droite », « gauche », « feu », « mire ». 
 Un algorithme de « moiré » est créé pour traiter les bitmaps de distance, avec une 
transformée du domaine spatial au domaine visuel, maximisant des différences de couleur 
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entre deux distances adjacentes. Ceci accentue les nuances entre deux secteurs de l’image et 
rend le participant méconnaissable. L’algorithme sera discuté en détail dans la discussion 
d’Acoustica 2. 
 Les données externalisées incluent aussi le temps total de l’évènement en millisecondes. 
 Trois options sont implémentées pour le tir : succès, échec et abandon (dépassement du 
temps prévu). 
Les essais avec les commandes vocales commencèrent à exposer un problème de rétro 
alimentation sonore : les sons de certaines balises étaient interprétés comme commandes en 
français (l’appel du Grand-Duc, Bubo Virginianus était interprété comme la commande en 
français Feu!). Pour résoudre la situation un caisson acoustique pour contenir le senseur Kinect 
a été construit et des différentes configurations d’atténuateurs de son de mousse ont été testés. 
Si la rétro alimentation était bloquée avec succès, une partie des commandes de l’utilisateur était 
perdue ce qui obligeait à répéter la commande. Cette configuration « dure d’oreille » rendait le 
produit inutilisable. 
Ceci a obligé à faire une nouvelle version, qui fût celle finalement utilisée pour les expériences.  
Les interfaces gestuelles ont été évaluées. Le fait de signaler la position du son déplace le torse 
de l’utilisateur et peut affecter sa perception immersive.  
Se baser sur les gestes de l’utilisateur pointant la localisation peut désavantager les personnes 
avec défis visuels car ils n’auront pas les repères visuels de la salle. Ceci fût la base pour décider 
d’utiliser une manette Xbox, avec des commandes minimalistes. 
La nouvelle version supporte les commandes par manette Xbox et d’autres détails qui ont été 
ajoutés. Les détails de cette version seront décrits dans ce chapitre. 
Figure 3.1 Caisson acoustique pour le senseur Kinect 
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 Révision du cadre de recherche. 
3.3.1 Introduction. 
Le son est perçu comme un élément important du vécu ludique d’un scénario de divertissement, 
la musique fournit le tempo et peut transmettre l’état d’esprit que le concepteur considère 
adéquat pour une scène ou dialogue. Aux dires de George Lucas, « le son est la moitié de 
l’expérience quand on regarde un film »13 [Fantel, 1992] on pourrait dire la même chose pour 
un scénario interactif. 
Dans le développement des jeux acoustiques sans interfaces visuelles le son est le seul moyen 
pour communiquer avec l’utilisateur : les sons ambiants, la musique, les dialogues, les bruits 
qui identifient les personnages ou évènements sont communiqués par des échantillons sonores, 
cités dans ce texte en tant que balises sonores. [Alves, Valter et Roque, Licinio, 2011; Garcia et 
Neris, 2013a; Glinert et Wyse, 2007; Grammenos et al., 2007] 
Dans chacun des développements précédemment décrits il a été difficile de prédire la 
convivialité d’une balise acoustique. Le choix entre les échantillons pour obtenir les résultats 
recherchés du point de vue de la localisation des sons a connu des ratés, ceci pour chacun des 
développements réalisés dans le cadre du projet global.  
Les preuves de concept utilisant les sons choisis ont forcé à changer les balises et à quelques 
reprises à repenser une partie du scénario acoustique, en raison d’une complexité imprévue par 
le concepteur pour localiser la balise choisie. 
Disposer d’un index de convivialité prévue pour une balise sonore en fonction de ses propriétés 
et du contexte d’utilisation peut prévenir un mauvais choix et permet de réaliser les changements 
lors des étapes préliminaires du développement, en réduisant les coûts du changement.  
Dans les sections suivantes le cadre de recherche énoncé au premier chapitre est revu avec 
détails. Quelques éléments sont redondants avec le premier chapitre dans le but de montrer une 
vision détaillée complète du cadre de recherche. 
                                                 
 
13 "Sound is half the experience in seeing a film,"….. "That's why I have been bothered by the poor sound reproduction in many theaters and 
most homes."[Fantel, 1992] 
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Impacts du mauvais choix/conception de balises 
Une « mauvaise » convivialité aura un impact sur le produit et peut forcer à refaire la balise 
sonore ou à repenser le scénario partiellement ou complètement. Certains de ces éléments ont 
été discutés par [Garcia et Neris, 2013b; Ossmann et Miesenberger, 2006] et ont fait partie des 
problèmes lors du cycle de développement des jeux acoustiques effectués dans le cadre 
d’ateliers universitaires de premier cycle de développement inclusif. Le projet final étant de 
développer un jeu acoustique basé sur le moteur de jeu « Shade » [Babuglia, Marcos et al., 2005] 
Ces ateliers faisaient partie des étapes initiales du projet et visaient à élargir la conscience du 
design inclusif pour les jeunes ingénieurs à l’Université ORT (Uruguay). 
Les conséquences d’avoir à refaire une partie du produit planifié sont multiples : 
 Augmentation des coûts de production, en raison du travail ajouté. 
 Fatigue de l’équipe humaine qui doit retravailler un scénario qui était perçu comme 
réalisé. Impact sur les coûts. 
 Temps de livraison plus court que prévu, entraînant un risque sur la qualité du produit. 
Ceci peut entraîner du travail ajouté et des augmentations de coûts pouvant rendre le 
produit moins attrayant ou inadéquat au public ciblé. 
Les conséquences énoncées ont un impact important sur les prix finaux des produits acoustiques 
immersifs, comme les jeux et simulateurs, ce qui réduit leur disponibilité et leur accessibilité 
aux utilisateurs, d’un point de vue économique.  
Un modèle de convivialité des balises sonores permettrait réduire les effets décrits. 
Avec ce modèle les concepteurs seraient en mesure de répondre aux questions comme :  
 « La fréquence des sons balise aident ou confondent l’utilisateur moyen? ».  
 « Cet effet est-il perçu de façon similaire par la majorité des utilisateurs ou la perception 
est-elle très variable? ». 
 « L’incidence de l’orientation virtuelle de l’avatar a un impact trop élevé pour 
l’utilisation du scénario tentant en compte la balise choisie ? ».  
Le concept de triangulation sonore peut aider à la localisation dans les environnements 
immersifs si l’avatar peut se déplacer et tourner librement, comme par exemple dans le cas de 
réalité virtuelle. 
132 CHAPITRE 3 
   
L’utilisation de trois balises virtuellement distantes dans des positions connues du monde 
immersif permettrait à l’utilisateur de s’orienter, car l’utilisateur aurait toujours une des balises 
localisées dans la zone de meilleure performance auditive pour la localisation. Le modèle en 
discussion permettra au concepteur de savoir quelle distance angulaire doit les séparer.  
Le modèle peut compenser le manque d’expérience des concepteurs émergents, ce qui réduit les 
barrières d’entrée au développement de scénarios acoustiques et donne plus d’options aux 
utilisateurs requérant un scénario acoustique pur. 
3.3.2 Hypothèses de recherche. 
Deux faits reliés à un comportement des participants lors des expériences décrites ont été 
observés et font partie de la présente recherche. 
Leur confirmation aura un poids important du point de vue des impacts pour des 
développements futurs. Une partie de l’effort expérimental a pour but la confirmation ou 
l’infirmation des comportements retrouvés. Ils sont formalisés comme deux hypothèses de 
recherche dans les paragraphes suivants.  
 Dans le cadre de l’utilisation des scénarios acoustiques immersifs sans interface visuelle, 
utilisant des équipements de bas de gamme, il a été observé que les participants aux 
essais avec défis visuels et les participants sans défis visuels présentent un taux de 
réussite similaire dans la localisation de balises sonores directionnelles. Une validation 
du point de vue statistique de cette observation est requise. Ceci sera formalisé comme : 
Hypothèse a)  
H0 : Dans les environnements acoustiques immersifs sans interface visuelle basés sur une 
acoustique immersive de bas de gamme les utilisateurs avec défis visuels vont présenter un taux 
de réussite à la localisation de balises sonores directionnelles similaire par rapport aux 
utilisateurs sans défis visuels. 
H1 : Dans les environnements acoustiques immersifs sans interface visuelle basés sur une 
acoustique immersive de bas de gamme les utilisateurs avec défis visuels vont présenter un taux 
de réussite à la localisation de balises sonores directionnelles différent par rapport aux 
utilisateurs sans défis visuels. 
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 Dans le cadre de l’utilisation des scénarios acoustiques immersifs sans interface visuelle, 
utilisant des équipements de bas de gamme, il a été observé que les participants aux 
essais ayant de l’expérience en jeux vidéo ou acoustiques avaient un taux de réussite 
supérieur aux participants sans expérience pour localiser les balises sonores 
directionnelles.  
Une validation du point de vue statistique de cette observation est requise. Ceci sera 
formalisé comme : 
 
 
Hypothèse b)  
H0 : Dans les environnements acoustiques immersifs sans interface visuelle basés sur une 
acoustique immersive de bas de gamme les utilisateurs avec expérience en jeux vidéo ou 
acoustiques vont avoir un taux de réussite à la localisation de balises sonores directionnelles 
similaire par rapport aux utilisateurs sans expérience.  
H1 : Dans les environnements acoustiques immersifs sans interface visuelle basés sur une 
acoustique immersive de bas de gamme les utilisateurs avec expérience en jeux vidéo ou 
acoustiques vont avoir un taux de réussite à la localisation de balises sonores directionnelles 
supérieur par rapport aux utilisateurs sans expérience. 
La démonstration ou le rejet d’une des hypothèses par la voie expérimentale, avec un seuil de 
signification de 5% aura une incidence dans le modèle de support à la conception nommé 
précédemment.  
134 CHAPITRE 3 
   
3.3.3 Objectifs de la recherche 
L’objectif primaire de la recherche est de produire un modèle concernant la convivialité 
des balises sonores pour supporter la conception de scénarios acoustiques immersifs. 
Ce modèle est exprimé comme un index de convivialité à la localisation attendue pour les 
balises sonores à employer dans un scénario acoustique immersif, en fonction de leur position 
angulaire, de la fréquence sonore et de la précision requise par le scénario dans cette localisation. 
Objectifs secondaires :  
 Déterminer l’impact de la maladie visuelle dans la localisation de balises sonores 
immersives, rendues dans des équipements d’acoustique immersive de bas de gamme. 
o Valider l’hypothèse a) exprimée auparavant. 
o Incorporer l’éventuel impact de la maladie visuelle dans le modèle de 
convivialité. 
 Déterminer l’impact de l’expérience en jeux vidéo ou jeux acoustiques dans la 
réalisation de jeux acoustiques immersifs, rendus dans des équipements d’acoustique 
immersive de bas de gamme. 
o Valider l’hypothèse b) exprimée plus haut. 
Figure 3.2 Variables de l'index de convivialité 
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3.3.4 Impacts des hypothèses. 
Perception (localisation) équivalente pour les personnes avec et sans défis visuels. 
Inclusion. 
La démonstration de la première hypothèse donne force au concept des jeux inclusifs : des 
expériences partagées entre personnes sans tenir compte si la personne a ou n’a pas des défis 
visuels.  
Dans le cas d’une expérience partagée en réseau, il se peut que les participants ne sachent pas si 
l’autre participant a ou n’a pas des défis visuels, c’est un sujet sans intérêt qui n’intéresse aucun 
participant, car cela n’a pas d’impact sur la performance du participant.  
De cette interaction peut découler un aspect social et d’intégration, que l’on retrouvait dans la 
préoccupation des premiers intervenants du « Centro de Rehabilitacion Tiburcio Cachon » à 
Montevideo, Uruguay.  
Des intervenants comme Carlos Pellejero du Centre « Tiburcio Cachon » nous avaient 
accompagné dans les tâches de recrutement et nous avaient appris à mieux comprendre 
l’accessibilité, les technologies et les restrictions des personnes avec défis visuels et ont enrichi 
le projet avec leurs points de vue et une exposition des besoins des jeunes avec défis visuels.  
Les interactions avec les jeunes montraient aux membres de l’équipe du projet à quel point 
l’activité des jeux, qui semble solitaire est une activité fortement sociale. 14 
Généralisation. 
Un deuxième aspect est le potentiel de divertissement d’un environnement acoustique pur dans 
un jeu d’intérêt général, pas pour le jeu au complet mais comme un « niveau » ou scène d’un 
jeu.  
Ceci concorde avec un des principes du laboratoire DOMUS de l’Université de Sherbrooke et 
qui héberge ce projet : rendre l’accessibilité utile à tous et arriver à l’intégrer comme une 
                                                 
 
14 Traduction au français du résumé des commentaires d’une participante à l’origine de tous les travaux : « les jeux pour ordinateur sont 
stupides, ils pensent que nous les aveugles (sic) on est des stupides avec des jeux simples…j’aimerais un jeu d’aventures, un jeu où on puisse 
me tuer pour avoir l’émotion d’être à risque …quand mes amis commencent à parler de trucs et d’astuces de jeux je m’en vais, ça m’ennuie et 
je n’ai rien à dire…j’aimerais avoir à leur raconter mes trucs et mes astuces, mais personne n’aime ces jeux, car ils sont si simples… » (2003)  » 
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fonction standard des produits, par les bénéfices qu’elle produirait à tous les acheteurs de ce 
produit.  
Un exemple de l’application de ce concept est la détection et l’arrêt automatisé d’un « rond de 
cuisine » qui serait resté allumé accidentellement. C’est un développement réalisé au DOMUS 
qui visait les personnes en perte d’autonomie intellectuelle mais qui est applicable à tous les 
utilisateurs pressés ou distraits.  
Les bénéfices de cette approche? Le produit est transféré à l’industrie et le développement 
ultérieur a le bénéfice d’un cadre de production robuste. L’utilisateur qui a besoin du support 
accessible n’aura pas à payer un produit réalisé en petites quantités devant être adapté dans son 
appareil, à coûts plus élevés et avec moins de techniciens formés pour le faire dans certaines 
régions. Il peut tout simplement choisir un modèle standard de produit qui couvre la 
fonctionnalité requise. L’industrie bénéfice d’un concept original, quelquefois brevetable, qui 
peut temporairement le démarquer de sa concurrence. 
Performance supérieure pour les personnes avec de l’expérience dans les jeux. 
La démonstration de la deuxième hypothèse aurait un impact sur la conception des scénarios 
immersifs, tenant en compte d’un vécu ludique évolutif afin de permettre l’apprentissage et le 
développement de la dextérité et des réflexes nécessaires pour mieux performer dans le contexte 
acoustique immersif.   
Cette prise de conscience éviterait des vécus frustrants pour des utilisateurs sans expérience, 
évitant la perte d’intérêt pour une activité qui pourrait leur être bénéfique. 
En contrepartie, les scénarios devraient poser des défis plus poussés pour les personnes avec 
expérience afin de retenir leur intérêt.  
Finalement pour les jeux multiutilisateurs en équipe, une approche tenant compte des deux 
facteurs devrait reposer sur la philosophie de certaines activités ludiques ou de sport « avoir une 
place pour tous »15 où chaque niveau d’expertise et de dextérité trouve son moyen de succès et 
que ce succès puisse être significatif par rapport à l’effort de l’équipe. 
                                                 
 
15 « Rugby Union has always been characterized by the notion that it is a game for all shapes and sizes. Uniquely, each position requires a 
different set of physical and technical attributes and it is this diversity which makes the game so accessible to all. »[World Rugby, 2017] 
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3.3.5 Buts de l’expérience. 
L’expérience proposée vise à réaliser l’analyse comparative de la performance de personnes 
avec et sans défis visuels à localiser des balises sonores rendues virtuellement sur des positions 
précises sous forme aléatoire, dans un contexte acoustique immersif 2D, utilisant des 
équipements acoustiques d’entrée de gamme.  
L’objectif visé par l’expérience est d’analyser la performance dans la localisation des 
utilisateurs du scénario, ceci pour chacune des 8 positions ciblées et chacune des trois plages de 
fréquences sonores choisies. 
Les 24 valeurs mesurées seront présentées dans un modèle visuel simplifié, pour fournir un 
aperçu aux concepteurs acoustiques qui soit rapide et facile à se rappeler. Cet aperçu indiquera 
la pertinence d’utiliser une balise sonore dans une certaine plage de fréquences à une position 
angulaire donnée du scénario, ceci dans l’optique d’utiliser cette balise comme élément 
d’orientation dans le monde virtuel. 
L’expérience comparera la performance de personnes avec et sans défis visuels dans le but 
d’établir si une différence statistique de la perception est détectable dans le cas d’un 
environnement similaire à celui que beaucoup d’utilisateurs auront à la maison. Soit un 
équipement acoustique d’entrée de gamme qui réalise le décodage sur des enceintes avec une 
géométrie 5.1. 
Si c’est le cas, cette variable sera ajoutée au modèle précédemment cité, pour le bénéfice des 
concepteurs d’environnements accessibles ou inclusifs.   
 Montage expérimental : cadre théorique. 
3.4.1 Hypothèses de travail. 
Les travaux se basent sur les hypothèses de travail suivantes : 
 Le scénario est un jeu. Ceci a pour but de maintenir l’attention et la motivation du 
participant.  
 Le pointage obtenu pour chaque jeu est commenté à l’utilisateur mais la table de 
pointages n’est pas divulguée. Les seuls commentaires que l’intervenant fait, si 
l’utilisateur pose des questions sont : « vous avez performé comme beaucoup 
d’utilisateurs », « vous avez performé très bien ». 
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 Les utilisateurs ne doivent pas avoir joué le jeu utilisé pour l’expérience. Il est admissible 
que les utilisateurs aient joué à d’autres jeux, vidéo ou acoustiques. Un jeu 
d’entraînement est prévu pour l’apprentissage du gameplay.  
 Les utilisateurs ciblés sont des adultes, dans le cas de personnes ayant des défis visuels, 
pour ne pas avoir des cas d’un état de la vue en évolution. La question est aussi posée 
lors du questionnaire préliminaire.  
 Les utilisateurs sans défis visuels réalisent deux essais avec les yeux bandés et deux 
essais sans les avoir bandés. 
 Le même local avec une configuration identique de la salle est employé pour tous les 
essais. Un tapis avec des marques aide à positionner exactement les composantes 
acoustiques et les senseurs. Le mobilier et les panneaux acoustiques muraux occupent 
une position fixe dans la salle. [ITU, 2012] 
 Les utilisateurs sont évalués quant à leur performance lors des jeux d’entraînement. Si 
un joueur a une très mauvaise performance il peut être exclu. Un rapport de non-rétention 
doit être rempli dans ce cas là pour un utilisateur avec difficultés visuelles, et le faire 
parvenir aux organismes associés à l’expérience. 
 Tous les participants auront droit au premier jeu (autre que celui d’entraînement), même 
s’ils ne sont pas retenus suite à une évaluation négative de leur performance. La séquence 
complète des jeux qui lui étaient assignés, son numéro de participant et ses fichiers de 
résultat seront séparés, mais ne seront pas détruits, si l’utilisateur ne le demande pas dans 
le formulaire de consentement. 
 Les résultats seront rendus publics, un rapport complet sera soumis aux organismes 
associés pour l’expérience. 
 Tous les jeux sont différents, un générateur de jeux devra valider que la séquence 
présentée à chaque utilisateur est différente et aléatoire. La logique sera expliquée dans 
la section suivante.  
 Le critère de sélection d’une personne avec déficience visuelle est d’avoir droit aux aides 
accessibles de la Régie de l’Assurance Maladie de Québec. Le règlement établit que : 
« …la déficience visuelle se caractérise, pour chaque œil, après correction au moyen de 
lentilles ophtalmiques, à l'exclusion des systèmes optiques spéciaux et des additions 
supérieures à 4 dioptries, par l’une des conditions suivantes : 
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1° une acuité visuelle inférieure à 6/21; 
2° une acuité visuelle égale ou inférieure à 6/18 pour les personnes qui ont un 
problème de vision dégénérative, une déficience physique, que ce soit une 
déficience motrice, auditive ou du langage, ou une déficience intellectuelle; 
3° un champ visuel continu inférieur à 60°, incluant le point central de fixation 
mesuré à l’horizontale ou à la verticale; 
4° une hémianopsie complète. » 
Aussi : 
« Est fonctionnellement aveugle, la personne ayant une déficience visuelle qui, après 
une correction au moyen de lentilles ophtalmiques, à l’exclusion des systèmes optiques 
spéciaux et des additions supérieures à 4 dioptries, ne laisse place, à chaque œil, qu’à 
une acuité visuelle égale ou inférieure à 6/120 ou qu’à un champ visuel continu inférieur 
à 10°, incluant le point central de fixation mesuré à l’horizontale ou à la verticale, et 
qui, dans l’un ou l’autre cas, rend la personne incapable d’utiliser de façon 
fonctionnelle les aides du mode de communication grossissement de caractères. Est 
toutefois réputée fonctionnellement aveugle, la personne qui présente une vision 
fluctuante, un défaut du champ visuel ou de la sensibilité au contraste ou une pathologie 
dégénérative de l’œil, si cette vision, ce défaut ou cette pathologie la rend incapable 
d’utiliser de façon fonctionnelle les aides du mode de communication grossissement de 
caractères. » 
 Le recrutement se réalise par l’entremise des organismes qui fournissent le support 
mentionné dans le règlement décrit, ceci étant exigé par l’encadrement provincial au 
niveau de la recherche universitaire.  
Dans le cas du projet, ce fait est un avantage important, car l’offre se réalise de façon 
ouverte entre ses bénéficiaires, assurant la condition requise pour la rétention comme 
participant ayant une déficience visuelle. Ceci enlève le besoin d’établir au moment des 
essais si le participant a une déficience visuelle, ce qui serait très complexe. 
3.4.2 Propriété subjective à mesurer. 
L’évaluation devrait être faite sur la perception des utilisateurs et leur capacité à localiser une 
balise sonore dans un contexte d’acoustique décodée et restituée.  
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Une orientation peut être de demander aux utilisateurs leur perception sur la facilité ou la 
difficulté ressentie pour identifier la position virtuelle d’une source sonore restituée. Ceci devrait 
être réalisé pour chaque balise et à chaque position.  
Dans le cas des expériences présentes cette approche est utilisée sous complémentaire dans les 
questionnaires.  
Une orientation différente est de retrouver des indicateurs objectifs subrogatoires des éléments 
subjectifs à mesurer, telle l’approche proposée par Bech et Zacharov pour mesurer la perception 
acoustique [Bech et Zacharov, 2006]. Un indicateur sera objectif s’il est mesuré de façon externe 
et dans la mesure du possible automatiquement. Un indicateur sera subrogatoire s’il est capable 
de représenter la propriété désirée.  
Les indicateurs objectifs doivent limiter la déformation des résultats dans la mesure du possible. 
Dans le cas présent, le jeu doit avoir une empreinte minimaliste du point de vue des impacts sur 
les mesures réalisées. Pour assurer ceci, la motricité requise à l’utilisateur doit être minimaliste, 
les contraintes de temps et de pression doivent être inexistantes ou minimes pour retenir son 
attention.  
3.4.3 Simplification des interfaces. 
Un des aspects qui aura un impact et peut modifier les résultats est une éventuelle complexité 
pour commander l’interface. Il a été tenu compte de plusieurs éléments dans ce sens puisque la 
commande vocale a dû être abandonnée. 
 Interface d’entrée (commandes) 
o Redondance des touches acceptables pour signaler gauche et droite.  
o Redondance des touches acceptables pour tirer. 
 Interface de sortie : 
o Les mouvements de la mire produisent une rétroaction acoustique et tactile. 
o Lors de chaque cycle de tir un son directionnel signale à l’utilisateur où il a laissé 
la mire lors du tir antérieur.  
 Simplification du scénario : 
o La musique et effets d’un cours d’eau ont été retirés pour permettre à l’utilisateur 
de se concentrer sur les cibles. 
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o La mire est acoustique, (c’est une balise directionnelle qui signale où pointe 
l’utilisateur). 
o Comme la mire est acoustique il y a un potentiel d’un effet de compensation 
positive d’une localisation pauvre de la part d’un utilisateur, car si la même erreur 
perceptive est produite pour la mire et la cible, les deux se neutralisent, car 
l’utilisateur alignera la mire et le son ciblé (même s’il croit que leur position est 
ailleurs). 
o L’appel des animaux (appels réels adaptés) se répètent avec des temps de silence 
pour permettre à l’utilisateur d’entendre où se trouve la mire.  
3.4.4 Métriques objectives subrogatoires. 
Les métriques objectives subrogatoires utilisées pour mesurer cette perception sont : 
 La réussite ou l’échec à signaler la localisation perçue d’une balise acoustique, avec une 
contrainte de temps très basse (20 secondes pour cibler la balise). 
 Des indicateurs secondaires : 
o Temps requis pour réaliser une localisation. 
o Patrons de mouvement du pointeur, caractérisés en mouvements directs, 
balayages simples, balayages doubles et mouvements aléatoires. Un algorithme 
de détection de balayages a été implémenté, permettant des calculs automatisés 
du type de balayage. 
o Position / attitude du torse et tête de l’utilisateur au moment où il marque la 
localisation de la balise ciblée.  
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Les métriques indiquées sont externalisées sur des fichiers anonymisés. La position du torse et 
de la tête est obtenue par des isogrammes de distance, générés à partir des données de distance 
obtenus par le senseur Kinect au moment du « tir ». Les 10500 images ont été analysées et 
caractérisées manuellement par le chercheur. Les codes de caractérisation ont été ajoutés à 
chaque enregistrement d’évènement. 
L’analyse des images montre que la plupart des utilisateurs ont réalisé peu de mouvements (les 
images présentées sont un des cas où l’utilisateur a fait des mouvements, pour exposer les 
capacités du traitement d’images).  Un cadre synoptique exposera la petite valeur ajoutée des 
images dans ce contexte précis (suite au traitement et conversion en codes des 10500 images 
prises). 
Figure 3.3 Exemples de parcours du pointeur (mire) detectés 
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3.4.5 Conception de l’expérience du point de vue statistique. 
Dans cette section les lignes conductrices du design de l’expérience du point de vue statistique 
sont décrites. Les lignes conductrices sont basées sur les recommandations du design 
expérimental décrit par Bech et Zacharov [Bech et Zacharov, 2006] et Oehlert [Oehlert, 2000]. 
Caractéristiques générales de l’expérience : 
 Variables indépendantes : 
o Position virtuelle de la balise analysée (8 positions). 
o Balise analysée (3 balises). 
 Variables dépendantes : 
o Précision du participant pour cibler la balise. 
o Temps de réponse pour cibler la balise. 
o Parcours réalisé pour cibler la balise.  
Conception factorielle complète : Les essais auront une conception factorielle complète, car 
l’utilisateur réalise les 24 possibles valeurs balise / position possibles à 8 reprises (deux par 
session). Les valeurs couvrent toutes les positions pour chaque expérience mais l’ordre est 
aléatoire et unique sans répétitions entre aucun joueur. 
Design mixte intra-sujet / inter-sujets complets : tous les participants font tous les essais à la 
même place unique et avec la même configuration acoustique, réduisant les facteurs d’erreur 
inhérents au design inter-sujets pur. Ceci a un prix en ce qui concerne le temps, car les essais 
Figure 3.4 Huit isogrammes de distance - utilisateur 33 jeux 01 et 02 
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prennent au total une heure et demie par utilisateur (pour seulement 4 séries d’essais de 4 à 8 
minutes par série) avec des périodes de repos. Étant donnée la durée individuelle des activités, 
celles-ci ont nécessité quatre mois pour être complétées. 
Il est tenu compte des aspects comme la fatigue et l’apprentissage par une analyse de l’évolution 
des joueurs. 
Le design produit vise à rejoindre certaines conditions pour obtenir un design conforme aux 
bonnes pratiques expérimentales.  Dans les paragraphes suivants, les lignes directrices observées 
sont suivies des mesures appliquées dans l’expérimentation Lac Témiscouata 2 les tenant en 
compte. 
Éviter les erreurs systématiques / contrer les erreurs connus. 
 Aléatorisation : L’aléatorisation comme mesure de prévention de biais a été prise en 
charge dans plusieurs aspects : 
o Recrutement ouvert : les participants doivent être recrutés sur la population en 
général, sans restriction.  Les personnes non voyantes convoquées seront tous 
des bénéficiaires des aides visuelles de la RAMQ, donc appartenant à la 
population générale des personnes ayant des déficiences visuelles. 
Risque : biais en raison de l’intérêt pour les jeux. Un pourcentage élevé de 
personnes qui aiment les jeux peuvent se présenter.  
Mitigation :  
 Donner une compensation monétaire un peu plus élevée que la normale 
et approuvée par les comités d’éthique peut inciter des personnes sans 
connaissance en jeux à participer pour cette raison. Comme aucun risque 
n’est encouru par les participants ceci n’enfreint aucun principe moral.  
 Tenir en compte l’expérience en jeux. Utiliser de multiples questions 
pour identifier un joueur car la perception personnelle peut donner des 
faux positifs et négatifs. Le facteur sera formulé comme un calcul 
pondéré en fonction de plusieurs réponses du questionnaire (voir 
validation de l’expérience en jeux) qui agissent comme indicateurs et 
ciblent l’expérience de l’utilisateur au-delà de sa propre perception.  
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o Essais pseudo-aléatoires : Chaque jeu de la séquence des essais doit être 
aléatoire. Chacun des 280 jeux prévus doit présenter une séquence unique non 
répétée de l’ordonnancement des localisations et des sons présentés.  
 Manque de stabilité des haut-parleurs COTS et des cartes audio: [Bech, 1994] 
La qualité des produits COTS est très variable, pouvant avoir un impact sur les essais. 
o Tous les essais doivent se réaliser avec le même équipement : L’équipement 
doit être toujours le même : carte audio, amplificateur et haut-parleurs 5.1.  
Risque : perte ou bris de l’équipement d’essai. 
Mitigation : des mesures spéciales de protection du matériel ont été prises pour 
éviter des dommages : transport de l’équipement 5.1 à chaque fin de semaine de 
tests et utilisation de contenants de protection supplémentaires (particulièrement 
du caisson de graves). Ces mesures ont été appliquées et l’équipement est resté 
le même pour toutes les expériences. 
 Différences acoustiques des salles d’écoute :  
o Une seule salle sera utilisée pour tous les essais.  
 La même salle sera utilisée pour tous les essais. Des mécanismes de 
réservation doivent être mis en place au préalable avec les responsables 
du campus de Longueuil de l’Université de Sherbrooke, prévoyant les 
temps et horaires d’essai.  
 La disposition du mobilier sera identique à chaque session. Le mobilier 
restant en salle pendant les essais sera le stricte nécessaire.  
 La ventilation sera atténuée du point de vue acoustique. 
 Les panneaux acoustiques démontables doivent avoir la même position, 
qui sera marquée dans la salle de façon discrète. 
 Différences de géométrie des haut-parleurs et senseurs :  
o Tapis avec marques pour le positionnement, hauteurs fixes. Un tapis sera 
marqué avec le positionnement des haut-parleurs selon les recommandations de 
l’IBU. Les haut-parleurs et senseur seront montés sur trépieds et ceux-ci auront 
leur position marquée aussi.  
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Design visant à augmenter la précision : 
 Indépendance des unités de traitement :   
o Jeu inconnu de tous les utilisateurs :  ceci assure un niveau de départ sans 
impacts préalables pour le jeu en particulier. Le jeu ne sera pas diffusé avant les 
essais. 
o Entrainement personnel au début de l’activité : tous les utilisateurs doivent 
avoir le droit de jouer un jeu d’entrainement autant de fois qu’ils le désirent, 
jusqu’à trouver leur niveau de confort. Un jeu d’entrainement unique et commun 
à tous devra être produit. 
Risque : biais en raison de l’intérêt pour les jeux. Sujet couvert plus haut. 
 Réduction des effets biais de contraction séquentielle / effets de biais halo:  [Bech et 
Zacharov, 2006; Link, 1991; Toole, 1985] 
o Ordre des tirs aléatoire :  L’ordre sera aléatoire ce qui prévient l’influence de 
l’ordre de présentation des balises ou des positions. Sujet couvert plus haut. 
o « Nettoyage » de la perception antérieure : Une pause sonore de 2000 
millisecondes, suivie d’un son accessoire diégétique (position de la mire) sera 
présenté entre les balises principales pour « nettoyer » la perception antérieure. 
 Hypersensibilité / insensibilité perceptive :   
o Évaluer la réaction de l’utilisateur lors des jeux d’entrainement : les 
utilisateurs seront évalués à l’utilisation du jeu d’entrainement visant des cas où 
la personne ne pourrait pas distinguer l’acoustique immersive ou dans le cas où 
les balises principales le dérangeraient (trop aigues, trop graves). 
3.4.6 Éthique et traitement des participants. 
Les travaux du présent projet ont reçu l’approbation des comités d’éthique suivants : 
 Université de Sherbrooke: Comité d’éthique de la recherche (CÉR), Lettres et sciences 
humaines. 
 CRIR : Comité d’éthique de la recherche (CÉR), des établissements du CRIR, 
coordonnateur des établissements de réhabilitation et qui ont donné leur support au 
projet pour le recrutement des personnes avec défis visuels.  
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Des parcours du protocole expérimental et des méthodes de recrutement ont été réalisés avec 
l’Institut Nazareth Louis-Braille et du centre de réadaptation MAB-Mackay. Les documents 
présentés aux comités d’éthique sont présentés en annexe. 
Les aspects éthiques se divisent en lignes directrices de travail et détails de l’implémentation. 
Lignes directrices de travail. 
 Préserver l’utilisateur sur le plan physique et moral, même si ceci empêche ou rend plus 
difficile la saisie des données. L’expérience d’essai du jeu doit être agréable. 
 L’observation de l’anonymat a préséance sur le besoin de communiquer les résultats. 
 Les expériences doivent nécessiter un effort en une seule fois de la part de l’utilisateur 
afin de ne pas excéder les limites raisonnables de la sollicitation aux participants.  
 Les données doivent rester accessibles aux autres chercheurs des laboratoires impliqués. 
Les isogrammes originaux auront une utilisation interne du DOMUS moyennant une 
autorisation spéciale pour l’accès dans des recherches ultérieures.  
 Les développements sont du code source ouvert et leur disponibilité ultérieure doit être 
accordée avec les laboratoires impliqués et l’Université de Sherbrooke. 
 La propriété intellectuelle des développements est régie par le cadre réglementaire de 
recherche de l’Université. 
 Les échantillons sonores utilisés ont des droits d’auteur permettant l’utilisation dans le 
cadre de la recherche. Certains échantillons avec les permissions correspondantes ont 
été modifiés par le chercheur. 
 Les voix utilisées dans la bande annonce sont des voix de synthèse. 
Implémentation. 
 Protection des renseignements personnels :  
o Tous les documents sont anonymes, le candidat / participant est identifié par un 
code numérique.  
o Toutes les données sont anonymes, les isogrammes de distance ne permettent pas 
de reconnaître la personne qui participe aux expériences. 
o Un formulaire papier contient les coordonnées du participant. Il est conservé sous 
clé et sera conservé pendant 5 ans au laboratoire DOMUS de l’Université de 
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Sherbrooke. Les seules personnes ayant accès sont les responsables du 
laboratoire, les directeurs de thèse et le chercheur. Les formulaires ne seront ni 
numérisés ni copiés. 
 Conservation :  
o Une période de conservation des données de 5 ans a été accordée avec les comités 
d’éthique. 
o Les données anonymes des expériences seront conservées chiffrées sur un disque 
virtuel utilisant AES-256 comme moyen de chiffrement et une phrase de passe 
d’au moins 20 caractères, une copie de cette phrase de passe sous enveloppe 
scellée sera à la disposition des directeurs de thèse et du responsable du 
laboratoire DOMUS.  
o Les données anonymes seront disponibles pour d’autres recherches à la demande 
des responsables du laboratoire DOMUS ou des directeurs de la thèse, qui 
détiendront la propriété des données pendant cette période de 5 ans.  
o Passés les 5 ans, les données anonymes seront détruites. Un avis de destruction 
par courriel sera envoyé par le chercheur en septembre 2022 confirmant la 
destruction des données aux comités d’éthique. 
o Les formulaires papier seront détruits en présence de témoins et des formulaires 
papier de destruction signés seront remis aux comités d’éthique. 
 Recrutement : les personnes avec défis visuels sont convoquées par l’entremise des 
centres de réadaptation ciblés. Les personnes sans défis visuels sont invitées par des 
communiqués sur les tableaux de nouvelles du Campus de Longueuil, car la convocation 
par des moyens généraux électronique n’est pas souhaitable. 
 Statut de la maladie visuelle : lors du questionnaire initial l’état de la maladie visuelle 
du participant est identifié (faible vision ou cécité), ainsi que l’année où le candidat a eu 
droit aux aides de la RAMQ.  
 Problèmes de surdité ou malentendance : le protocole de communication indique qu’il 
s’agît d’un jeu acoustique et on recommande à l’utilisateur d’écouter la bande annonce 
stéréophonique du jeu en ligne. Lors du questionnaire initial le candidat est consulté à 
propos de sa capacité auditive. Des personnes ayant des problèmes compensés ou faibles 
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seront retenus. Aucun participant n’a été retiré en raison de problèmes de 
malentendance.  
 Problèmes de motricité ou de compréhension : si le candidat ne peut pas réaliser les 
essais en raison d’un manque de motricité ou de compréhension du jeu, le seuil 
d’invitation à abandonner le jeu est fixé à 95% d’échecs, confusion du participant ou 
malaise face aux échecs.  
L’intervenant devra remplir un formulaire de non rétention (R01), dans le cas d’un 
candidat ayant des déficiences visuelles. Un seul cas d’un candidat sans défis visuels 
s’est présenté dans ces conditions, aucun formulaire n’a dû être rempli. 
 Communication avec les candidats : voir la section choix des participants, 
recrutement. 
 Compensation monétaire : une compensation monétaire pour couvrir les frais de 
déplacement est prévue. Le montant a été approuvé par tous les comités d’éthique 
participants. Les candidats retenus recevront cette compensation à la fin des essais, des 
formulaires de reçu sont prévus à ces fins.  
3.4.7  Risques et leur mitigation 
Cette section décrit les risques et mesures de mitigation concernant les aspects éthiques 
mentionnés. Ces risques peuvent être éthiques ou de caractère général. Chaque groupe de risques 
est énoncé, suivi des mesures de mitigation prévues avec une courte description de 
l’instrumentation des mesures. 
Risque : Atteintes physiques à l’utilisateur. 
Mesures de mitigation :  
 Vérification du confort physique de l’utilisateur pendant le jeu d’essai : Le jeu peut 
être trop exigeant pour l’utilisateur ou certaines problématiques physiques qu’il ignore 
peuvent l’empêcher de réaliser certaines activités. Le jeu d’essai permet à l’intervenant 
d’identifier les personnes trop anxieuses, fatiguées ou ayant des empêchements 
physiques ou intellectuels (difficultés d’écoute, manque de coordination ou autres). 
 Notification écrite de difficultés d’utilisation identifiées : Les contraintes rencontrées 
dans les essais préliminaires seront rapportées formellement au candidat, un formulaire 
de non-rétention (R01) sera fourni aux candidats avec déficience visuelle non retenus et 
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sera communiquée à l’établissement qui le réfère. Un seul cas d’un candidat sans défis 
visuels s’est présenté dans ces conditions, aucun formulaire n’a dû être rempli. 
 Étapes de repos pour prévenir la fatigue : Les jeux seront séparés par des sessions de 
repos et de saisie de questionnaires. L’intervenant pourra constater des niveaux élevés 
de fatigue ou d’insatisfaction suite aux réponses des questionnaires, ce qui lui permettrait 
d’arrêter les essais pour cette personne. 
 Intervenants expérimentés en essais de jeux acoustiques et la déficience visuelle : 
Les intervenants devront être expérimentés en essais acoustiques et dans la réalisation 
d’activités avec des personnes ayant des défis visuels. Ils devront être capables de 
déterminer les situations de fatigue, de mécontentement et de dépassement des capacités 
des utilisateurs par les difficultés du jeu. Une détection de ces problèmes déclencherait 
l’interruption des essais pour l’utilisateur en question. 
Risque : Dommage moral. 
Mesures de mitigation :  
 Ne pas offenser le joueur non performant : Le jeu informe de façon discrète les échecs 
et réussites (fuite de l’animal ou cri s’il est frappé), dans le but de ne pas exposer trop 
fortement l’utilisateur à un sentiment d’échec personnel. Les interruptions du jeu suite 
aux problèmes de l’utilisateur seront communiquées par l’intervenant avec discrétion et 
sous forme décontractée. 
 Permettre aux candidats non retenus pendant les sessions d’entraînement de jouer 
un jeu : Les candidats refusés joueront la première session de jeu, même si leurs données 
sont mises à l’écart. Pendant le premier repos, l’intervenant remercie le candidat non 
retenu et l’accompagne, tout en lui demandant s’il veut être tenu au courant des résultats 
des expériences.  
 Anonymisation des données : Les expériences sont individualisées avec un identifiant 
qui ne peut pas être relié au participant. L’utilisateur connaît son identifiant et ce même 
identifiant est enregistré pour toutes les expériences d’un utilisateur particulier. Les 
formulaires contenant des données nominatives sont conservés sous clé et leur 
destruction est prévue dans un délai de cinq ans. 
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 Directives intégratrices des deux populations ciblées : La narrative de l’histoire, le 
jeu et le contexte expérimental sont inclusifs, ne faisant aucune distinction entre les 
personnes avec ou sans défis visuels. Les éléments particuliers de chaque groupe (avec 
déficience visuelle / sans déficience visuelle) sont traités lors des questionnaires par 
l’intervenant. Les questions qui correspondent à un des groupes sont posées seulement 
aux membres de ce groupe.    
 Suivi de protocoles définis pour les expériences, questionnaires et 
accompagnement : Des protocoles précis décrivant chaque activité et situation 
d’exception permettront d’encadrer des situations qui pourraient survenir suite à une 
improvisation de l’intervenant.  
Risque : Perte ou exposition de données 
Mesures de mitigation : 
 Anonymisation: (voir plus haut). 
 Conservation des données sur systèmes de fichiers chiffrés : (voir plus haut). 
 Copie de sécurité conservée de façon indépendante : Une copie des données chiffrées 
sera conservée au DOMUS, une autre sur un disque en ligne sous la gouverne de 
l’Université de Sherbrooke. (Voir plus haut). 
 Protection et conservation des clés de chiffrement : Les clés (mot et phrase de passe 
et clés de semonce) seront conservées sous enveloppe scellée et sécurisée. Ces 
enveloppes seront conservées dans des armoires sécurisées du DOMUS.  
 Montage expérimental : implémentation. 
Dans les sections suivantes les détails de l’implémentation finale non décrits seront couverts. 
3.5.1 Choix de la salle et ses conditions. 
La salle choisie est une salle de pratique de musique, ce qui donne une acoustique améliorée : 
les murs sont couverts de panneaux acoustiques démontables, les murs sont asymétriques et plus 
épais, le plancher est ajusté pour avoir des propriétés acoustiques améliorées. 
La salle n’est pas une salle d’écoute mais il s’agît d’un compromis nécessaire, suite aux raisons 
exposées précédemment de proximité, accès à un bassin important de personnes ayant des 
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déficiences visuelles et surtout parce que la salle est juste à côté de l’Institut Nazareth Louis 
Braille qui est un lieu où les bénéficiaires se déplacent habituellement.  
Six salles sont disponibles dans les mêmes conditions mais c’est la même qui a été utilisée tout 
au long des tests. Un tapis avec des marques permettant la localisation exacte et identique des 
composantes acoustiques, du senseur et de l’ordinateur. Le mobilier est aussi placé toujours à la 
même place. 
Une double porte sépare la salle du couloir, réduisant les bruits de l’extérieur. Comme les essais 
ont lieu en fin de semaine la circulation externe à cet étage est très faible. 
3.5.2 Choix des participants, recrutement. 
La quantité initiale d’utilisateurs prévue est de 35 personnes avec défis visuels et 35 sans défis 
visuels.  
Les essais ont été réalisés finalement par 56 participants, 19 ayant des défis visuels, un s’est 
retiré après les essais préliminaires.  
Une liste initiale de participants avec défis visuels a été fournie par l’INLB, suivie de 
convocations par différents canaux de l’Institut. Ceci a produit une liste d’intéressés et dans 
quelques cas des appels d’intéressés.  
Les intéressés sans défis visuels ont été recrutés par des babillards au campus de Longueuil et 
des listes d’intéressés au projet qui avaient signalé leur intention de réaliser l’expérience. 
Protocole de communication avec les participants : 
 Communication téléphonique avec le candidat qui a manifesté son intérêt, soit par 
courriel, soit par l’entremise des listes fournies par l’établissement qui agît comme lien. 
Validation des coordonnées de base pour communiquer avec l’utilisateur, courriel, 
téléphone mobile. Dans cette communication l’intervenant s’informe si la présence d’un 
chien guide est à prévoir. 
 Envoi de l’invitation initiale (voir annexe E) dans laquelle le projet est expliqué. Un lien 
vers la bande annonce du jeu est inclus (voir annexe E). Le formulaire de consentement 
est envoyé à l’utilisateur, pour une lecture et consentement éclairé à participer aux 
expériences du jeu. Des plages de dates et heures lui sont indiquées pour qu’il choisisse 
celle qu’il préfère. Une demande de confirmation est incluse dans la communication. 
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 À la réception de la confirmation du participant, une lettre lui indiquant la date, l’heure, 
et la procédure pour rejoindre l’intervenant sur place lui est envoyée. Les coordonnées 
téléphoniques, courriel et texto de l’intervenant sont fournies pour toute éventualité. 
Cette lettre vise à rassurer le candidat du fait qu’il sera pris en charge dès son arrivée à 
Longueuil. Cette lettre demande aussi d’envoyer un texto à l’intervenant dès l’arrivée 
du candidat au Campus de Longueuil ou au Métro de Longueuil.  
 Un questionnaire préliminaire pour identifier le profil de l’utilisateur face à la 
technologie et les jeux sera proposé.  
 Un questionnaire intermédiaire pour évaluer la perception de l’utilisateur du scénario et 
de sa propre performance sera proposé. 
3.5.3 Étapes d’une session d’essai 
Cette section couvrira les étapes d’une session d’essai et leur durée. 
 Recrutement, déjà discuté. 
 Réception du candidat. (5 minutes, personnes sans défis visuels, 20 minutes, 
accompagnement des personnes avec défis visuels). 
 Lecture du formulaire de consentement, réponse aux questions éventuelles, signature du 
formulaire de consentement. (10 minutes). 
 Questionnaire 1, sondage initial (voir annexe). 
 Participants avec défis visuels : (5 minutes) 
o Parcours tactile des éléments de la salle. 
 Participants avec chien guide : 
o Voir le confort du chien, fournir un jouet pour le maintenir occupé (utilisé 
seulement par un des chiens guides) 
 Participants sans défis visuels : 
o Parcours des éléments de la salle (5 minutes) 
 Diminution du niveau de lumière au minimum (utile pour les participants avec vision 
partielle et sans difficultés visuelles). 
 Présentation de la bande annonce stéréophonique, observation des réactions des chiens 
guide (dans les deux cas ils ont prêté attention aux appels des animaux de la forêt pour 
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se désintéresser rapidement et se coucher).  (3 minutes) Nettoyage de la manette par 
l’intervenant. 
 Présentation des sons : (5 minutes) 
o Présentation des haut-parleurs et leur localisation par des balises sonores sur 
chaque haut-parleur (logiciel de test).  
o Présentation des balises sonores du jeu sous forme individuelle, chaque 
échantillon est présenté non localisé (appel de l’animal, bruit de fuite, bruit de 
succès, son de mire, son de tir). 
 Fournir la manette désinfectée à l’utilisateur. 
 Jeu d’entraînement 1, 15 « tirs » (typiquement 2-3 minutes). Mise au point des 
paramètres de confort de l’utilisateur et réglages de paramètres de l’expérience (volume, 
résolution et profondeur de l’isogramme), qui sont sauvegardés 
 Jeu d’entraînement 2, si l’utilisateur le veut (même jeu, 15 « tirs »). 
 Enregistrement des perceptions de l’intervenant par rapport aux capacités de l’utilisateur 
et de sa décision s’il sera retenu. 
 Au même moment, exécution du premier jeu (typiquement de 5 à 7 minutes). 
 Fin du jeu, fournir bouteille d’eau au participant. 
 Remerciement en cas de non-rétention. 
 Pour les utilisateurs sans défis visuels, mettre un bandeau sur les yeux. 
 Exécution du deuxième jeu (typiquement de 5 à 7 minutes). 
 Pour les utilisateurs sans défis visuels, retirer le bandeau. 
 Questionnaire 2. 
 Exécution du troisième jeu (typiquement de 5 à 7 minutes). 
 Pour les utilisateurs sans défis visuels, bandeau sur les yeux, pause de 5 minutes. 
 Exécution du quatrième jeu (typiquement de 5 à 7 minutes). 
 Remplissage du formulaire de reçu et paiement du dédommagement. 
 Pour les personnes ayant des défis visuels, accompagnement du candidat 20 minutes) 
 Backup online et préparer la salle pour le participant suivant. 
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3.5.4 Acoustica 2 – Lac Témiscouata II 
Acoustica 2. 
Le moteur de jeu Acoustica 2 utilise le Framework Microsoft .Net et est implémenté en C#, 
utilisant les patrons de design logiciels traditionnels pour les jeux. [Nystrom, 2014]  
Il est décomposé dans les différentes tâches et technologies à couvrir : 
 Composantes spécialisées pour traiter les commandes : 
o Par manette Xbox. 
o Par commande vocale (qui n’est pas utilisée mais est toujours disponible).  
Les composantes d’entrée admettent leur extension avec des composantes 
spécialisées en commande gestuelle (reconnaissance de jointures et squelette de 
Xbox), car elles changent l’état de la commande demandée par l’utilisateur sans 
réaliser d’actions spécifiques.  
 Composante de traitement de l’image : 
o Capture des cadres de la caméra infrarouge. 
o Traitement des données bitmap de distance, produisant une sortie en couleurs 
selon la distance du pixel. Le traitement se base sur des tables de couleur où des 
codes de couleur adjacents ont un haut contraste. Ceci a deux buts : mettre en 
évidence des petits changements de la position de l’utilisateur et aussi de le 
rendre méconnaissable.  
Un paramètre personnalisé de « nuance » ou discrimination par utilisateur établit 
la plage de distances considérée comme ayant la même couleur, ce qui donne 
des images avec plus ou moins de nuances. L’intervenant décidera les valeurs 
Figure 3.5 Isogramme de distance: deux calibrations de nuance 
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les plus adéquates pour l’utilisateur au moment de la calibration. Les images 
sont représentées comme des isogrammes (diagrammes de mêmes valeurs) de 
distance. 
Étant donné que les images sont traitées et produites à une cadence de 30 cadres 
par seconde elles ne seront sauvegardées qu’au moment du « tir ». 
 Composante spécialisée pour traiter les fichiers: 
o Traitement d’entrée des fichiers Welte (scénarios). Entrée sous forme de fichiers 
CSV (Comma Separated Values) lisibles par des éditeurs de texte et en Excel. 
o Traitement d’entrée des configurations personnalisées par utilisateur.  
o Traitement d’entrée des configurations générales. 
o Traitement de sortie de l’externalisation des états du jeu. Sortie en fichiers CSV. 
o Traitement de sortie des isogrammes de distance. Images PNG de 320 X 240 
pixels, de 24 bits de profondeur de couleur. La résolution est adéquate pour la 
tâche à réaliser et chaque image aura 7 Kb.  
 Composante de traitement des sons : 
o Utilisant Microsoft DirectSound cette composante est capable de représenter 
une balise sonore selon des coordonnées de distance et de hauteur. Un 
algorithme fait la conversion des coordonnées polaires utilisées par le fichier 
Welte en coordonnées dans l’espace. Le paramètre de hauteur avait été utilisé 
au début des essais avec Acoustica 1, mais la restitution fournie sur des chaînes 
audio 5.1 et même dans les casques d’écoute 7.1 n’était pas suffisamment 
représentative de l’élévation.  
La composante est également capable de reproduire des sons monophoniques 
non localisés prévus pour des aspects non-diégétiques ou des sons 
stéréophoniques. 
 Composante de traitement des états :  
o Cette composante maintient et produit des événements sur les données 
communes que les autres composantes utilisent. Elle rend disponible les attributs 
partagés entre les différentes composantes, elle agît comme « contrôle » sur les 
données et établit la logique principale du jeu. 
 Composante de boucle principale : 
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o La composante de boucle principale fait avancer le jeu. Il s’agît du cycle qui 
parcoure les différents états, déclenche les sorties et traite les entrées. La boucle 
principale d’Acoustica 2 traite 15 cadres par seconde, ce qui dépasse les besoins 
des interfaces non visuelles.  
Lac Témiscouata II  
Narrative. 
Le jeu lac Témiscouata est conçu à partir de l’idée d’avoir un FPS (First Person Shooter, jeu de 
tir à la première personne) qui soit éthique. Lors des premières étapes de Lac Témiscouata la 
narrative voulait que l’utilisateur aide les gardes-faunes du parc qui était le plus récent du 
Québec au moment de la définition du jeu, dans la tâche de suivre et d’inventorier les animaux, 
avec des « marqueurs électroniques ».  
Suite à des discussions à l’origine du passage à des manettes Xbox l’idée d’une action différente 
a été suggérée : vacciner les animaux. Pour donner un ton plus héroïque au vécu ludique et à la 
narrative, l’histoire parle d’un virus des animaux domestiques (donc, en raison de la présence 
humaine et éthique du point de vue écologique) qui tue les animaux sauvages (comme dans le 
cas réel des chauve-souris). [Shearer, Lee, 2017]Ce virus rend les animaux sauvages 
noctambules, avant de les tuer. L’action devient plus motivante et justifie les actions dans le 
noir.  
La bande annonce a été changée quelques mois avant les essais principaux seulement. Voici le 
texte de la bande annonce utilisée et le texte qui était inclus dans la première lettre de 
convocation: 
« Le jeu Lac Témiscouata :  
C’est l’année 2022. Le contact prolongé de la faune sauvage du lac avec des animaux 
domestiques a produit la propagation d’un virus. Un vaccin a été mis au point mais les animaux 
malades ne sortent plus pendant le jour.  
On vous invite à aider les garde-faunes du parc Lac Témiscouata dans son travail de 
vaccination nocturne.  
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Vous localiserez les animaux en entendant leurs appels la nuit dans la forêt et vous guiderez un 
fusil automatisé à air comprimé à l’aide d’une manette. Une fois que vous aurez ciblé l’animal 
vous lancerez une fléchette-seringue avec le vaccin qui pourra le sauver. Bonne vaccination ! » 
Contexte ludique. 
 Le joueur vaccine trois espèces d’animaux :  Orignal, Hibou de Virginie et Harfang des 
neiges. Ces animaux sont les seules espèces présentes dans le jeu (donc : toujours cibler 
et tirer). 
 L’avatar est sur une perche de chasseur en position centrale par rapport à l’action.  
 Les actions se produisent dans son même plan. 
 La notion de distance de l’animal n’existe pas, si l’utilisateur pointe sur la cible au bon 
angle et tire il aura un succès dans tous les cas.  
 Les animaux occupent une position fixe pendant le tir (ils ne se déplacent pas après avoir 
débuté leur appel). Les positions possibles pour les animaux sont 0, 45, 90, 135, 180, 
225, 270, 315 degrés. 
 Le déplacement de la mire se fait par des angles discrets qui correspondent aux positions 
possibles des animaux. 
 L’utilisateur tient entre ses mains une manette qui guide un fusil à air comprimé 
automatisé virtuel qui lance les fléchette-seringues.  
 Il pourra lancer une seule fléchette par animal qui pourra atteindre la cible ou la rater.  
 S’il frappe l’animal il entend un cri (son directionnel) car il l’a frappé, s’il le rate il 
entend la fuite de l’animal (son directionnel). 
 S’il épuise le temps prévu de 20 secondes sans tirer, l’animal s’enfuit aussi. 
 Un son de cloche tibétaine Tingsha (directionnel, très aigu et avec une longue 
atténuation) lui indique la position de la mire au début de chaque tir. 
 Un bruit non directionnel de tir à air comprimé accompagne le tir. 
 Un bruit directionnel comme un « click » lourd accompagne le mouvement de la mire.  
 Chaque séance de tir se compose de deux séries de 24 tirs. 
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Bases techniques du jeu. 
Les attributs décrits par la suite sont tous définis dans les fichiers Welte de chaque jeu. De ce 
point de vue, chaque version individuelle (quatre par utilisateur) du jeu Lac Témiscouata n’est 
qu’un « MOD » (adaptation ou modification) possible du jeu.  
Les caractéristiques décrites ci-après réfèrent toutes aux choix de design communs des plus des 
400 jeux créés par fichier texte et ne font pas partie des capacités d’Acoustica 2 (voir aussi 
générateur de jeux, plus bas). 
 Balises sonores directionnelles à cibler, 3 : 
o Basse fréquence, appel naturel d’orignal femelle (Alces Alces) avec licence 
d’utilisation libre, modifié avec des filtres pour retenir la plage des basses 
fréquences. 
o  Fréquence moyenne : appel de hibou de Virginie (Bubo Virginianus) avec licence 
d’utilisation libre, sans modification. 
o Haute fréquence : appel du Harfang des Neiges (Bubo Scandiacus) avec licence 
d’utilisation libre, sans modification. 
o Les balises sont émises pendant 20 secondes de temps.  
 Commandes Xbox : 
o Les commandes Xbox ont une redondance élevée, pour permettre aux utilisateurs 
moins expérimentés de trouver les commandes qui lui sont plus confortables.  
Figure 3.6 Balises principales du jeu - fréquences en Hz 
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o Une rétroaction tactile a été implémenté sur les branches de la manette, pour indiquer 
des mouvements de mire à gauche ou à droite. Pour le tir, les deux branches vont 
vibrer. Les intensités des vibrations sont différentes (et fixes par design). 
 Commandes Vocales : 
o Les commandes vocales sont possibles mais désactivées au niveau du fichier Welte.  
 Expérience de jeu du point de vue technique: 
o Les cycles de tir individuels sont présentés en séquence. Il n’a pas de la musique 
contextuelle ou des sons autres que les balises prénommées. 
o Cycle de repos : 
 Comme une séance se compose de 48 tirs soit deux séries de 24 tirs, une 
musique est exécutée entre la première et la deuxième série. Pendant ce cycle 
de 10 secondes la mire ne répond pas. 
o Le cycle de tir se compose de : 
 Exécution de la balise acoustique (directionnelle) qui indique la position de 
la mire au début du cycle présent. 
 Pause de 500 millisecondes. 
 Exécution de la balise principale (appel animal) (directionnelle) pendant 20 
secondes. 
  Si l’utilisateur déplace la mire, au même moment que la balise principale 
s’exécute, les deux sons directionnels coexistent. Comme il est visible dans 
les spectrogrammes, les balises principales alternent des appels et des 
silences pour permettre d’entendre le son de la mire dans son déplacement. 
Figure 3.7 Commandes sur la manette et rétroaction tactile (G) Gauche - (D) Droite- Feu 
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 Si l’utilisateur appuie sur la détente de tir avant la fin du temps alloué pour 
la balise, la balise arrête son exécution et est remplacée par un des deux sons 
directionnels : 
 Échec (son de fuite de l’animal : son de battement d’ailes ou son de 
marche dans l’eau). 
 Succès (son d’appel naturel qui semble être un cri de l’animal quand 
il est « frappé par le vaccin »). 
 Si l’utilisateur n’appuie pas sur la détente de tir et épuise le temps de la balise 
principale, le son d’échec est présenté. 
 Une pause de 2 secondes se produit avant le cycle suivant. 
o Chaque balise est présentée dans une des huit positions sous forme aléatoire, un 
générateur de jeux valide l’unicité du jeu entre tous les jeux qui ont été produits.  
o Ciblage de la balise : l’utilisateur peut faire tourner librement la mire en forme 
indéfinie dans n’importe quel sens. Le son de succès est obtenu si l’utilisateur cible 
exactement la position de la balise, sans tenir en compte des mouvements qui ont été 
requis pour arriver à tirer.  
Générateur de jeux aléatoires. 
Dans le but de maximiser l’aléatorisation des expériences un programme générateur de jeux a 
été développé.  
Sur un tableau contenant les 48 combinaisons requises (balise, position, deux cycles), le 
programme « tire » sous forme pseudo-aléatoire une position. Si celle-ci a déjà été prise le 
programme sélectionne la position immédiate suivante disponible en forme circulaire, jusqu’à 
épuiser les positions.   
Ceci fait, le programme calcule un hachage (SHA256) des positions et vérifie sur une table qui 
contient les hachages des jeux déjà générés que le nouveau n’est pas une combinaison déjà prise, 
si c’est le cas, il génère une nouvelle combinaison.  
Comme dernière étape, le programme génère le fichier Welte qui représente la combinaison 
générée. 
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La fonction pseudo-aléatoire utilisée dans sa modalité de base a des risques connus par rapport 
à son utilisation cryptographique, [Long, Fred et Tam, Nelson, 2017] mais est applicable dans 
le but de générer des jeux uniques et distincts, qui par la suite sont validés quant à son unicité. 
3.5.5 Jeu d’essai. 
Un jeu d’essai fût créé pour les essais unitaires et de non-régression du produit. La séquence 
fixe du jeu commence par des positions « simples » puis complexifie le jeu à mesure que 
l’utilisateur réalise les tirs. Il a été retenu pour les bêta-testeurs du jeu car il est très convivial. 
Finalement et pour les mêmes raisons il fût le jeu d’essai des 56 utilisateurs. Ils l’ont joué à une 
ou deux reprises, selon leur confort à la fin du jeu avant de passer au jeu principal. 
Les données des jeux d’essai n’intègrent pas les présentes études mais sont conservés car elles 
contiennent les performances des utilisateurs quand ils sont en apprentissage d’un scénario 
acoustique.  
 Les expériences. 
3.6.1 Les participants. 
Au total 56 candidats se sont présentés et 55 ont été retenus pour réaliser les essais, 19 avec des 
défis visuels et 36 sans défis visuels. 
Figure 3.8 Distribution des participants – caractérisation de l’état de la vue 
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Chaque expérience fut constituée de quatre sessions de jeu, avec des temps de repos entre chaque 
session. La durée de chaque session a varié de 5 à 10 minutes, dépassant un peu le temps prévu 
initialement.  
Les utilisateurs ont eu un repos minimal de 5 minutes entre chaque session, de plus un 
questionnaire de perception du jeu a été effectué entre la deuxième et troisième session.  
Les profils occupationnels des participants sont divers, avec une concentration dans les services 
(catégorie qui d’autre part englobe de multiples professions). Leur profil d’âges ainsi que la 
distribution par sexe sont décrits dans le tableau 3.10. 
Figure 3.9 Fréquence de la durée des jeux en minutes 
Figure 3.10 Âges et sexe des participants 
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3.6.2 Les essais 
Cette section décrit le développement de l’expérience et les cas particuliers du vécu. 
Temps et lieu des essais.  
Les expériences ont eu lieu entre le 3 février 2017 et le 10 avril 2017. Le local 6630 du campus 
de Longueuil (salle de pratique de musique) a été préparé pour les tests. Les locaux du secteur 
ont une double porte (en plus d’une troisième au couloir) ce qui réduit l’impact sonore externe 
du lieu.  
Les expériences se sont déroulées majoritairement en fin de semaine, ce qui limite aussi les 
bruits de l’environnement. Le temps alloué à chaque participant fût d’une heure et demie pour 
les personnes sans défis visuels (car ils peuvent localiser plus facilement la salle) et deux heures 
pour les personnes avec des déficiences visuelles, incluant le temps d’accompagnement.  
Chiens guide.  
Des chiens guides ont accompagné deux participants. Ceux-ci ont entendu les appels des 
animaux dans la bande annonce et par la suite n’y ont plus porté attention. Comme le premier a 
décidé de mordiller les embouts en caoutchouc des trépieds des supports des haut-parleurs, un 
jouet a été prévu pour le deuxième, mais celui-ci ne prêta pas d’attention ni au jouet, ni à 
l’expérience en tant que telle se contentant de dormir.  
 
Figure 3.11 Profil occupationnel des participants 
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Abandons.  
Un participant sans défis visuels a préféré d’abandonner en raison d’une performance très basse, 
après lui avoir demandé s’il souhaitait continuer à participer. À la fin de l’expérience, en parlant 
avec ce dernier, il a exprimé avoir de la difficulté à reconnaître, à l’occasion des sons 
stéréophoniques. Le rapport de non-rétention n’a pas été rempli, car celui-ci était prévu 
uniquement pour des personnes avec des défis visuels.  
Prothèses auditives.  
Un participant utilise des prothèses auditives, ce qui nous a fait craindre à sa possibilité de 
participer. Lors du jeu préliminaire d’entraînement les performances ont été excellentes (tout 
comme dans la réalisation des essais) ce qui a permis de voir que les prothèses ne portaient pas 
atteinte à la performance du participant.  
Utilisation du stylo enregistreur Livescribe. 
Tous les questionnaires ont été complétés avec le stylo Livescribe sur le cahier correspondant. 
Ceci permet de conserver sous forme anonyme les conversations et de faire ultérieurement le 
suivi des entrevues. Disposer du stylo a aidé, car cela a permis de revoir le questionnaire ou 
d’éclaircir les commentaires.  
Tous les questionnaires ont été enregistrés en format PDF enrichi. Celui-ci contient les audios 
du questionnaire et il est possible de les entendre en cliquant sur la phrase qui était écrite au 
moment de la conversation. Tout est conservé comme le reste du matériel anonyme. Comme les 
conversations anonymes restent disponibles, d’autres études pourraient réutiliser le matériel 
produit. 
Comme Livescribe ne supporte pas des formulaires d’utilisateur (contrairement aux autres 
technologies telles qu'Anoto) la saisie a été réalisée en deux phases : remplissage des champs 
du formulaire sous forme manuelle et sans enregistrement sonore en forme préalable (en noir 
dans l’image) puis enregistrement des réponses exprimées et en texte au moment du 
questionnaire avec les utilisateurs.  
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Disposer des textes pour les réécouter au moment de la rédaction du document présent a été une 
aide importante lors de l’analyse des questionnaires.  
Figure 3.12 Page questionnaire - les hyperliens reproduisent la conversation du moment 
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 RÉSULTATS 
 Organisation du chapitre. 
Le chapitre décrit les observations appuyées par des tableaux et graphiques et les décrit dans 
l’ordre suivant: 
 Validation de la première hypothèse et exposition de données secondaires réaffirmant 
les résultats statistiques. 
 Réfutation partielle de la deuxième hypothèse et exposition de données secondaires qui 
réaffirment les tendances observées. 
 Temps de localisation et leur comportement suivant différents critères de comparaison. 
 Patrons de localisation et l’analyse de leur comportement selon différents moyens de 
contraste. 
 Évolution du comportement des participants pendant les sessions successives. 
 Tableaux synoptiques des positions des joueurs (traitement des images). 
 Validation de la première hypothèse – contribution originale. 
Hypothèse a)  
H0 : Dans les environnements acoustiques immersifs sans interface visuelle basés sur une 
acoustique immersive de bas de gamme les utilisateurs avec défis visuels vont présenter un taux 
de réussite à la localisation de balises sonores directionnelles similaire par rapport aux 
utilisateurs sans défis visuels. 
 
H1 : Dans les environnements acoustiques immersifs sans interface visuelle basés sur une 
acoustique immersive de bas de gamme les utilisateurs avec défis visuels vont présenter un taux 
de réussite à la localisation de balises sonores directionnelles différent par rapport aux 
utilisateurs sans défis visuels. 
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Sur la base d’un test d’hypothèse Chi carré, les performances des utilisateurs sont comparées 
pour chacune des positions de localisation prévues, analysant les localisations réussies (« tirs » 
avec succès), pour les deux populations, avec et sans défis visuels.  
Les valeurs étant de catégorie (échec et réussite) et sans valeurs continues (positions discrètes 
autour du joueur) l’approche du test Χ2 est la plus adéquate.  
Tableau 4.1 Tableau synthèse des résultats par position 
Le tableau synthèse présenté représente la quantité totale de localisations réussies, échouées et 
abandonnées pour chaque position de localisation du jeu et pour chaque population. 
Pour analyser le comportement et afin de le rendre comparable, une transformation en 
pourcentages est requise, afin de compenser les différences de quantité d’utilisateurs par groupe 
ciblé. Un premier résumé de la situation pour les localisations de type succès, en pourcentages 
par rapport aux évènements de localisation par groupe montre une forte similitude de résultats. 
0 45 90 135 180 225 270 315 TOTAUX
DÉFIS VISUELS ÉCHEC 60 74 242 117 208 110 235 66 1112
DÉFIS VISUELS SUCCÈS 390 375 206 333 242 340 212 383 2481
DÉFIS VISUELS ABANDON 0 1 2 0 0 0 3 1 7
SANS DÉFIS VISUELS ÉCHEC 162 156 474 247 342 231 444 163 2219
SANS DÉFIS VISUELS SUCCÈS 693 700 383 611 516 627 413 692 4635
SANS DÉFIS VISUELS ABANDON 3 2 1 0 0 0 1 3 10
TOTAUX 1308 1308 1308 1308 1308 1308 1308 1308 10464
TABLEAU DE SYNTHÈSE
Tableau 4.2 Tableau synthèse: localisations réussies par groupe d'étude 
0 45 90 135 180 225 270 315
TOUS SUCCÈS / TOTAL 82.80% 82.19% 45.03% 72.17% 57.95% 73.93% 47.78% 82.19%
DÉFIS VISUELS SUCCÈS / TOTAL 86.67% 83.33% 45.78% 74.00% 53.78% 75.56% 47.11% 85.11%
SANS DÉFIS VISUELS SUCCÈS / TOTAL 80.77% 81.59% 44.64% 71.21% 60.14% 73.08% 48.14% 80.65%
TABLEAU DE SYNTHÈSE
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En appliquant la méthodologie les résultats suivants sont obtenus : 
 
En conclusion : accepter H0 avec un niveau de confiance de 95%, ceci voulant dire que : 
partant d’une analyse de la performance des participants et tenant en compte les positions de 
localisation et leur état de la vue la conclusion est qu’il ne peut être trouvée une différence 
de performance à la localisation de balises sonores directionnelles entre les deux 
populations. Ceci valide la première hypothèse (les utilisateurs ont une performance similaire 
à localiser les sons, indépendamment de l’état de leur vue). 
 
Tableau 4.3 Application du test X2 
0 45 90 135 180 225 270 315 TOTAUX
DÉFIS VISUELS SUCCÈS 390 375 206 333 242 340 212 383 2481
SANS DÉFIS VISUELS SUCCÈS 693 700 383 611 516 627 413 692 4635
TOTAUX 1083 1075 589 944 758 967 625 1075 7116
0 45 90 135 180 225 270 315 TOTAUX
DÉFIS VISUELS SUCCÈS 377.59 374.80 205.36 329.13 264.28 337.15 217.91 374.80 2481
SANS DÉFIS VISUELS SUCCÈS 705.41 700.20 383.64 614.87 493.72 629.85 407.09 700.20 4635
TOTAUX 1083 1075 589 944 758 967 625 1075 7116
0 45 90 135 180 225 270 315 TOTAUX
DÉFIS VISUELS SUCCÈS 15.72% 15.11% 8.30% 13.42% 9.75% 13.70% 8.54% 15.44% 100%
SANS DÉFIS VISUELS SUCCÈS 14.95% 15.10% 8.26% 13.18% 11.13% 13.53% 8.91% 14.93% 100%
TOTAUX 15.22% 15.11% 8.28% 13.27% 10.65% 13.59% 8.78% 15.11% 100%
0 45 90 135 180 225 270 315 TOTAUX
DÉFIS VISUELS SUCCÈS 15.22% 15.11% 8.28% 13.27% 10.65% 13.59% 8.78% 15.11% 100%
SANS DÉFIS VISUELS SUCCÈS 15.22% 15.11% 8.28% 13.27% 10.65% 13.59% 8.78% 15.11% 100%
TOTAUX 15.22% 15.11% 8.28% 13.27% 10.65% 13.59% 8.78% 15.11% 100%
7 (8-1)*(2-1)
0.763399875
0.05
% DE SUCCÈS ATTENDUS
% DE SUCCÈS RÉELS
SUCCÈS ATTENDUS
SUCCÈS MESURÉS
Acceptation H0>=
χ2=
df=
α= 0.05
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Une deuxième approche est de valider les performances des participants tenant en compte les 
balises sonores utilisées, dans les plages de fréquence indiquées.  
Le tableau synthèse 4.4 représente la quantité totale de localisations réussies, échouées et 
abandonnées pour chaque type de balise sonore, pour chaque groupe d’essai. 
Pour analyser le comportement et afin de le rendre comparable, une transformation en 
pourcentages est également requise. Voici le résumé de la situation pour les localisations de type 
succès, en pourcentages par rapport aux évènements de localisation par groupe. Celui-ci montre 
des petites variations des résultats. 
 
Tableau 4.4 Tableau synthèse: résultats par balise sonore et groupe d'essai 
Tableau 4.5 Tableau synthèse: pourcentages de succès par balise sonore 
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En appliquant la méthodologie les résultats suivants sont obtenus : 
 
En conclusion : accepter H0 avec un niveau de confiance de 95%, ceci voulant dire que : 
partant d’une analyse de la performance des participants et tenant en compte les balises sonores 
localisées ainsi que leur état de la vue est qu’il ne peut être trouvée une différence de 
performance entre les deux populations dans la localisation de balises sonores. Ceci valide 
une fois de plus la première hypothèse (les utilisateurs ont une performance similaire en 
indépendamment de l’état de leur vue). 
  
Tableau 4.6 Application du test X2 
Alces Alces Bubo Scandiacus Bubo Virginianus TOTAUX
DÉFIS VISUELS SUCCÈS 741 853 887 2481
SANS DÉFIS VISUELS SUCCÈS 1461 1567 1607 4635
TOTAUX 2202 2420 2494 7116
Alces Alces Bubo Scandiacus Bubo Virginianus TOTAUX
DÉFIS VISUELS SUCCÈS 767.73 843.74 869.54 2481
SANS DÉFIS VISUELS SUCCÈS 1434.27 1576.26 1624.46 4635
TOTAUX 2202 2420 2494 7116
Alces Alces Bubo Scandiacus Bubo Virginianus TOTAUX
DÉFIS VISUELS SUCCÈS 29.87% 34.38% 35.75% 100%
SANS DÉFIS VISUELS SUCCÈS 31.52% 33.81% 34.67% 100%
TOTAUX 30.94% 34.01% 35.05% 100%
Alces Alces Bubo Scandiacus Bubo Virginianus TOTAUX
DÉFIS VISUELS SUCCÈS 30.94% 34.01% 35.05% 100%
SANS DÉFIS VISUELS SUCCÈS 30.94% 34.01% 35.05% 100%
TOTAUX 30.94% 34.01% 35.05% 100%
0.05
2 (3-1)*(2-1)
0.690613569
0.05
SUCCÈS MESURÉS
SUCCÈS ATTENDUS
% SUCCÈS MESURÉS
% SUCCÈS ATTENDUS
χ2=
Acceptation H0>=
α=
df=
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Conclusion pour la première hypothèse : 
Il peut être affirmé avec un niveau de confiance de 95% que les utilisateurs d’un 
« environnement acoustique immersif maison » auront une performance équivalente dans la 
localisation de balises sonores, indépendamment de qu’ils aient ou pas des déficiences 
visuelles, ainsi que pour localiser les balises sonores indépendamment de leur fréquence. 
Un environnement acoustique immersif maison est, dans le cadre de cette définition un 
environnement acoustique, sans interfaces visuelles, avec une acoustique immersive 2D, rendue 
en utilisant des équipements 5.1 d’entrée de gamme.  
 Validation de la deuxième hypothèse. 
Problèmes pour cibler les groupes : qui est un joueur expérimenté?  
La détermination des personnes qui peuvent être considérées « joueurs avec expérience » peut 
être très variable.  
Est-ce un joueur avec expérience celui qui joue 15 heures par semaine ou plus? La réponse sera 
probablement oui, mais qu’arrive-t-il du joueur qui jouait durant tout ce temps auparavant et qui 
a maintenant d’autres occupations.?   
Un autre problème est la variation dans le temps de la notion de « joueur avec expérience » en 
2017 par rapport à la même notion en 2007. 
Quand la question a été posée aux participants en 2007, aucun ne se sentait interpellé, ils 
répondaient oui ou non et ce qui primait c’était leur vision subjective de leur expérience comme 
joueur. 
Demander en 2017 si un joueur devient « expert » rapidement à l’utilisation d’un jeu provoque 
dans la grande majorité des cas (enregistrements lors du questionnaire) une réaction de type « je 
ne suis pas à la hauteur ». Probablement en raison de ce que l’activité de jouer aux jeux 
d’ordinateur commence à se professionnaliser et que le terme expert devient trop lourd. 
Pour évaluer la considération d’une personne sans expérience avec des jeux par rapport à une 
autre avec expérience une métrique a été calculée en tenant compte des réponses à plusieurs 
questions du sondage. 
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Cette métrique intègre les connaissances sur différents types de jeu, la fatigue que l’utilisateur 
éprouve quand il joue, et sa perception de son propre niveau d’expérience dans différents styles 
de jeu vidéo, qu’il qualifie de 1 à 5. 
La métrique valide finalement sa propre perception d’être une personne qui joue aux jeux et qui 
devient « expert » dans le sens général du terme. Dans ce cas une explication de la portée du 
mot expert est donnée au préalable, avant de poser la question. Dans le contexte présent, ce 
terme indique simplement une personne qui devient rapidement confortable avec la dynamique 
d’un jeu inconnu. 
Ceci donne une qualification numérique et un seuil est établi pour distinguer les « non joueurs » 
des personnes qui ont joué ou jouent.  
Dans les « non joueurs » quelques catégories de réponse ont été fournies :  
 Non, car d’autres occupations sont plus importantes et qu’ils ne trouvent ne pas le temps 
pour les jeux. 
 Non, car le participant a utilisé les jeux et les trouve insatisfaisants. 
 Non, car le participant jouait mais une maladie évolutive ou subite a rendu l’activité 
impossible ou trop difficile à réaliser et ils ont perdu tout intérêt à tenter des jeux 
accessibles. 
Figure 4.1 Distribution des valeurs obtenus joueur – non-joueur 
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La valeur considérée comme seuil pour un non-joueur (pas d’expérience) est basse : un pointage 
de 1 ou inférieur, ce qui détermine comme non-joueurs des participants avec des expériences 
occasionnelles ou très lointaines dans le temps.  
Onze participants entrent dans la catégorie « non-joueurs », incluant des personnes avec et sans 
défis visuels sous forme indistincte.  
Validation de la deuxième hypothèse. 
Hypothèse b)  
H0 : Dans les environnements acoustiques immersifs sans interface visuelle basée sur une 
acoustique immersive de bas de gamme les utilisateurs avec expérience en jeux vidéo ou 
acoustiques vont présenter un taux de réussite à la localisation de balises sonores directionnelles 
similaire par rapport aux utilisateurs sans expérience.  
H1 : Dans les environnements acoustiques immersifs sans interface visuelle basée sur une 
acoustique immersive de bas de gamme les utilisateurs avec expérience en jeux vidéo ou 
acoustiques vont présenter un taux de réussite à la localisation de balises sonores 
directionnelles différent des utilisateurs sans expérience. 
Sur la base d’un test d’hypothèse Chi carré, les performances des utilisateurs sont comparées 
pour chacune des positions de localisation prévues, analysant les localisations réussies (« tirs » 
avec succès, pour les deux populations, joueurs et non-joueurs.  
Les valeurs étant de catégorie (échec et réussite) et sans valeurs continues (positions discrètes 
autour du joueur) l’approche du test Χ2 est la plus adéquate.  
Un premier tableau synthèse présente les résultats en fonction de l’expérience de jeu et la 
position à localiser. Dans les tableaux, le code G0 représente les non-joueurs dans les données 
expérimentales et le code G1 représente les joueurs.  
Tableau 4.7 Tableau synthèse: résultats selon la localisation et l’expérience 
0 45 90 135 180 225 270 315 TOTAUX
G0 SUCCÈS 161 157 68 133 75 149 93 170 1006
G0 ÉCHEC 61 64 153 89 147 73 129 51 767
G0 ABANDON 0 1 1 0 0 0 0 1 3
G1 SUCCÈS 922 918 521 811 683 818 532 905 6110
G1 ÉCHEC 161 166 563 275 403 268 550 178 2564
G1 ABANDON 3 2 2 0 0 0 4 3 14
TOTAUX 1308 1308 1308 1308 1308 1308 1308 1308 10464
TABLEAU DE SYNTHÈSE
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Pour analyser le comportement et le rendre comparable, une transformation en pourcentages est 
aussi requise. Voici le résumé de la situation pour les localisations en succès, en pourcentages 
par rapport aux évènements de localisation par groupe. Celui-ci montre des variations 
significatives des résultats. Les niveaux de gris signalent le niveau de performance. 
En appliquant la méthodologie voici le résultat obtenu : 
 
Tableau 4.9 Application du test X2 
0 45 90 135 180 225 270 315 TOTAUX
G0 SUCCÈS 161 157 68 133 75 149 93 170 1006
G1 SUCCÈS 922 918 521 811 683 818 532 905 6110
TOTAUX 1083 1075 589 944 758 967 625 1075 7116
0 45 90 135 180 225 270 315 TOTAUX
G0 SUCCÈS 153.11 151.97 83.27 133.45 107.16 136.71 88.36 151.97 1006
G1 SUCCÈS 929.89 923.03 505.73 810.55 650.84 830.29 536.64 923.03 6110
TOTAUX 1083 1075 589 944 758 967 625 1075 7116
0 45 90 135 180 225 270 315 TOTAUX
G0 SUCCÈS 16.00% 15.61% 6.76% 13.22% 7.46% 14.81% 9.24% 16.90% 100%
G1 SUCCÈS 15.09% 15.02% 8.53% 13.27% 11.18% 13.39% 8.71% 14.81% 100%
TOTAUX 15.22% 15.11% 8.28% 13.27% 10.65% 13.59% 8.78% 15.11% 100%
0 45 90 135 180 225 270 315 TOTAUX
G0 SUCCÈS 15.22% 15.11% 8.28% 13.27% 10.65% 13.59% 8.78% 15.11% 100%
G1 SUCCÈS 15.22% 15.11% 8.28% 13.27% 10.65% 13.59% 8.78% 15.11% 100%
TOTAUX 15.22% 15.11% 8.28% 13.27% 10.65% 13.59% 8.78% 15.11% 100%
8
α=
df=
χ2=
Acceptation H0>=
(8-1)*(2-1)
0.05
0.007490562
0.05
SUCCÈS MESURÉS
SUCCÈS ATTENDUS
%SUCCÈS MESURÉS
%SUCCÈS ATTENDUS
Tableau 4.8 Pourcentages de réussite selon localisation et expérience 
0 45 90 135 180 225 270 315
TOUS SUCCÈS / TOTAL 82.80% 82.19% 45.03% 72.17% 57.95% 73.93% 47.78% 82.19%
G0 SUCCÈS / TOTAL 72.52% 70.72% 30.63% 59.91% 33.78% 67.12% 41.89% 76.58%
G1 SUCCÈS / TOTAL 84.90% 84.53% 47.97% 74.68% 62.89% 75.32% 48.99% 83.33%
TABLEAU DE SYNTHÈSE
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En conclusion : rejeter H0 (performance similaire) avec un niveau de confiance de 95%, ceci 
voulant dire que : partant d’une analyse de la performance des participants en tenant en compte 
des positions localisées et de leur expérience en jeux d’ordinateur, ne peut pas être conclu 
qu'une différence de performance est observable entre les deux populations.  
Ceci valide la deuxième hypothèse (les utilisateurs ont une performance différente en fonction 
de leur expérience en jeux d’ordinateur). 
Une deuxième approche est de valider les performances des participants en tenant compte des 
balises sonores utilisées, dans les plages de fréquence indiquées.  
Le tableau synthèse 4.10 représente la quantité totale de localisations réussies, échouées et 
abandonnées pour chaque type de balise sonore, pour chaque groupe d’essai. 
Pour analyser le comportement et le rendre comparable, une transformation en pourcentages est 
aussi requise. Voici le résumé de la situation pour les balises en succès, en pourcentages par 
rapport aux évènements de localisation par groupe. Celui-ci montre des légères variations des 
résultats.  
 
  
Tableau 4.10 Tableau synthèse : réussites, échecs et abandons / balise sonore / expérience 
Alces Alces Bubo Scandiacus Bubo Virginianus TOTAUX
G0 SUCCÈS 318 339 349 1006
G0 ÉCHEC 272 252 243 767
G0 ABANDON 2 1 0 3
G1 SUCCÈS 1884 2081 2145 6110
G1 ÉCHEC 1004 813 747 2564
G1 ABANDON 8 2 4 14
TOTAUX 3488 3488 3488 10464
TABLEAU DE SYNTHÈSE
Tableau 4.11 Tableau synthèse: résultats procentuels de réussite 
Alces Alces Bubo Scandiacus Bubo Virginianus
TOUS SUCCÈS / TOTAL 63.13% 69.38% 71.50%
G0 SUCCÈS / TOTAL 53.72% 57.26% 58.95%
G1 SUCCÈS / TOTAL 65.06% 71.86% 74.07%
TABLEAU DE SYNTHÈSE
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En appliquant la méthodologie voici le résultat obtenu : 
 
En conclusion : accepter H0 avec un niveau de confiance de 95%, ceci voulant dire que : 
partant d’une analyse de la performance des participants et en tenant compte des balises à 
localiser (fréquences sonores) ainsi que leur expérience en jeux d’ordinateur, il peut être conclu 
qu’aucune différence de performance ne peut être perçue entre les deux populations.  
Tableau 4.12 Application du test X2 
Alces Alces Bubo Scandiacus Bubo Virginianus TOTAUX
G0 SUCCÈS 318 339 349 1006
G1 SUCCÈS 1884 2081 2145 6110
TOTAUX 2202 2420 2494 7116
Alces Alces Bubo Scandiacus Bubo Virginianus TOTAUX
G0 SUCCÈS 311.30 342.12 352.58 1006
G1 SUCCÈS 1890.70 2077.88 2141.42 6110
TOTAUX 2202 2420 2494 7116
Alces Alces Bubo Scandiacus Bubo Virginianus TOTAUX
G0 SUCCÈS 31.61% 33.70% 34.69% 100.00%
G1 SUCCÈS 30.83% 34.06% 35.11% 100.00%
TOTAUX 30.94% 34.01% 35.05% 100.00%
Alces Alces Bubo Scandiacus Bubo Virginianus TOTAUX
G0 SUCCÈS 30.94% 34.01% 35.05% 100.00%
G1 SUCCÈS 30.94% 34.01% 35.05% 100.00%
TOTAUX 30.94% 34.01% 35.05% 100.00%
0.05
3 (3-1)*(2-1)
0.05Acceptation H0>=
0.885410838
SUCCÈS ATTENDUS
SUCCÈS MESURÉS %
SUCCÈS MESURÉS %
SUCCÈS MESURÉS
α=
df=
χ2=
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Ceci invalide la deuxième hypothèse (les utilisateurs ont une performance différente en fonction 
de leur expérience en jeux d’ordinateur), en faisant référence à une meilleure perception de la 
localisation des balises sonores. 
Conclusion pour la deuxième hypothèse : 
Il peut être affirmé avec un niveau de confiance de 95% que les utilisateurs d’un 
« environnement acoustique immersif maison » auront une performance différente, dans la 
localisation de balises sonores en fonction de leur expérience en jeux d’ordinateur. 
Par contre, il peut être affirmé, avec un niveau de confiance d’un 95% que les utilisateurs d’un 
« environnement acoustique immersif maison » auront une performance similaire, dans la 
perception des balises sonores selon leur fréquence sans que leur expérience en jeux 
d’ordinateur ait un impact. 
Un environnement acoustique immersif maison est, dans le cadre de cette définition un 
environnement acoustique, sans interfaces visuelles, avec une acoustique immersive 2D rendue 
en utilisant des équipements 5.1 d’entrée de gamme.  
 Analyse du temps de localisation. 
Le temps de localisation pourrait indiquer une évolution d’apprentissage ou une différence de 
performance dans les aspects relatifs à l’expérience de jeux ou à la perception, mais aussi plus 
de concentration ou le désir d’augmenter les résultats lors d’un deuxième ou troisième jeu.  
 
Tableau 4.13 Tableau synthèse : temps employés pour une localisation réussie 
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AVEC DÉFIS VISUELS 6 255 458 422 425 224 224 166 84 75 44 39 22 16 6 4 5 2 2 1
SANS DÉFIS VISUELS 50 769 926 724 696 434 327 215 173 100 75 56 27 20 16 9 2 6 8 1
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Étant un paramètre ambigu pour l’utiliser comme variable subrogée il est présenté comme un 
facteur pour le modèle de perception pour concepteurs acoustiques, mais ne fait pas partie des 
hypothèses principales. 
Le temps de localisation est divisé en classes (bin) d’une durée d’une seconde.  
Le tableau 4.14 présente les pourcentages totaux pour les localisations réussies. 
 Le tableau expose un très faible pourcentage de réussite au-delà des 9 secondes.  
 
Ceci est visible dans le graphique 4.2.  
Figure 4.2 Histogramme des temps de localisation - succès 
<=2000 <=3000 <=4000 <=6000 <=8000 <=10000 >10000
TOUS SUCCÈS / TOTAL 15.19% 18.27% 17.28% 24.58% 13.53% 6.07% 5.07%
DÉFIS VISUELS SUCCÈS / TOTAL 10.52% 17.09% 18.38% 25.76% 16.16% 6.41% 5.68%
SANS DÉFIS VISUELS SUCCÈS / TOTAL 17.69% 18.90% 16.70% 23.95% 12.13% 5.89% 4.75%
TABLEAU DE SYNTHÈSE
Tableau 4.14 Tableau synthèse: pourcentage des temps pour une localisation réussie 
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Le temps de localisation est similaire dans les deux populations. Dans l’analyse par jeu il sera 
exposé qu’une amélioration est perceptible lors du deuxième et du troisième jeu. 
Le temps plus commun de localisation avec succès se trouve autour des 2 à 5 secondes et chute 
drastiquement au-delà des 10 secondes.  
 
Un autre aspect du temps de localisation est la position ciblée. Ceci est analysé dans les tableaux 
présentés. En utilisant le même classement (classes d’une seconde), les temps de localisation 
Tableau 4.16 Temps de localisation par angle - participants avec défis visuels 
TEMPS-SUCCÈS
0 45 90 135 180 225 270 315
0 <=1000 0.26% 0.53% 0.49% 0.30% 0.41% 0.00% 0.00% 0.00%
1000 <=2000 12.05% 15.20% 6.31% 9.61% 9.09% 7.65% 6.60% 11.49%
2000 <=3000 17.95% 18.13% 18.45% 18.02% 19.83% 18.53% 19.81% 18.02%
3000 <=4000 18.46% 16.00% 12.62% 19.52% 21.49% 19.71% 14.15% 13.05%
4000 <=5000 19.49% 18.93% 16.50% 14.71% 14.46% 15.29% 17.45% 18.80%
5000 <=6000 10.51% 10.13% 7.77% 9.01% 8.68% 8.53% 8.49% 8.09%
6000 <=7000 10.00% 8.00% 8.74% 9.91% 6.20% 10.88% 6.13% 10.18%
7000 <=8000 5.13% 4.53% 11.17% 7.21% 7.44% 5.88% 7.08% 7.57%
8000 <=9000 2.05% 1.87% 5.34% 4.50% 4.13% 2.94% 4.25% 3.66%
9000 <=10000 1.28% 2.67% 5.83% 4.20% 1.24% 3.82% 3.30% 2.87%
10000 <=11000 1.28% 1.60% 1.46% 1.50% 2.48% 1.76% 1.89% 2.35%
11000 <=12000 1.03% 0.27% 2.43% 0.60% 2.89% 2.35% 2.83% 1.57%
12000 <=13000 0.51% 0.53% 0.97% 0.90% 0.83% 0.88% 1.89% 1.04%
13000 <=14000 0.00% 0.53% 0.49% 0.00% 0.41% 1.18% 3.30% 0.26%
14000 <=15000 0.00% 0.00% 0.49% 0.00% 0.00% 0.29% 0.94% 0.52%
15000 <=16000 0.00% 0.27% 0.49% 0.00% 0.00% 0.00% 0.94% 0.00%
16000 <=17000 0.00% 0.53% 0.49% 0.00% 0.00% 0.00% 0.00% 0.52%
17000 <=18000 0.00% 0.27% 0.00% 0.00% 0.41% 0.00% 0.00% 0.00%
18000 <=19000 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.94% 0.00%
19000 <=20000 0.00% 0.00% 0.00% 0.00% 0.00% 0.29% 0.00% 0.00%
AVEC DÉFIS VISUELS
Tableau 4.15 Temps de localisation par angle - participants sans défis visuels 
TEMPS-SUCCÈS
0 45 90 135 180 225 270 315
0 <=1000 3.32% 0.86% 0.00% 0.98% 0.00% 0.48% 0.48% 1.45%
1000 <=2000 22.37% 26.29% 9.66% 12.44% 8.33% 12.60% 7.51% 23.84%
2000 <=3000 18.33% 23.43% 18.02% 23.08% 14.34% 23.44% 19.13% 18.06%
3000 <=4000 14.00% 13.14% 14.88% 17.51% 18.99% 17.38% 14.04% 15.32%
4000 <=5000 12.55% 13.57% 14.10% 15.06% 18.41% 16.91% 13.32% 16.18%
5000 <=6000 11.40% 6.86% 10.97% 9.82% 7.36% 8.93% 13.08% 8.24%
6000 <=7000 5.92% 6.71% 10.44% 5.89% 7.75% 6.86% 9.44% 5.92%
7000 <=8000 3.32% 2.71% 7.05% 4.58% 6.40% 5.10% 7.26% 3.32%
8000 <=9000 3.46% 2.43% 4.70% 4.58% 6.40% 2.87% 4.12% 2.60%
9000 <=10000 1.30% 2.14% 3.13% 2.95% 2.91% 1.12% 3.39% 1.45%
10000 <=11000 1.44% 0.86% 2.35% 1.47% 2.71% 1.28% 2.42% 1.30%
11000 <=12000 1.15% 0.43% 1.83% 0.33% 1.74% 1.75% 2.91% 0.58%
12000 <=13000 0.29% 0.29% 0.26% 0.65% 1.55% 0.64% 0.73% 0.43%
13000 <=14000 0.72% 0.29% 0.78% 0.00% 0.97% 0.16% 0.97% 0.00%
14000 <=15000 0.14% 0.00% 0.52% 0.33% 0.58% 0.32% 0.48% 0.58%
15000 <=16000 0.14% 0.00% 0.00% 0.16% 0.39% 0.00% 0.48% 0.43%
16000 <=17000 0.00% 0.00% 0.26% 0.00% 0.00% 0.00% 0.00% 0.14%
17000 <=18000 0.00% 0.00% 0.26% 0.16% 0.78% 0.00% 0.00% 0.00%
18000 <=19000 0.14% 0.00% 0.78% 0.00% 0.19% 0.16% 0.24% 0.14%
19000 <=20000 0.00% 0.00% 0.00% 0.00% 0.19% 0.00% 0.00% 0.00%
SANS DÉFIS VISUELS
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avec succès sont subdivisés en prenant en compte l’angle de la balise. Deux tableaux sont 
présentés pour des personnes avec et sans défis visuels.  
Dans les tableaux, les cellules plus claires indiquent une plus forte contribution à la quantité de 
succès pour cet angle et ce temps de localisation. Il à noter que les deux populations ont des 
performances similaires. 
Le diagramme radial présenté permet de voir une fois de plus des temps de 2 à 5 secondes, aussi 
que les temps courts sont plus fréquents dans les localisations en avant du joueur (315, 0 et 45 
degrés), qui est considérée comme la meilleure zone pour localiser les sons. 
Un aspect de la performance est le temps de réponse. Une analyse des temps a été réalisée en 
utilisant des classes d’une seconde.  
Sur l’hypothèse originale a) une validation des temps de localisation des utilisateurs est réalisée 
où : 
Figure 4.3 Diagramme radial des temps de localisation 
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H0 : les temps de localisation des deux groupes de participants, avec et sans défis visuels est 
équivalent. 
H1 : les temps de localisation des deux groupes de participants, avec et sans défis visuels est 
différent.  
 En appliquant la méthodologie les valeurs suivantes sont obtenues : 
Tableau 4.17 Application du test X2 
<=2000 <=3000 <=4000 <=6000 <=8000 <=10000 >10000 TOTAUX
DÉFIS VISUELS 0 48 67 75 115 61 13 11 390
DÉFIS VISUELS 45 59 62 66 106 50 17 15 375
DÉFIS VISUELS 90 14 33 31 50 41 23 14 206
DÉFIS VISUELS 135 33 56 69 77 59 29 10 333
DÉFIS VISUELS 180 23 43 57 55 34 13 17 242
DÉFIS VISUELS 225 26 58 72 80 58 23 23 340
DÉFIS VISUELS 270 14 41 31 54 29 16 27 212
DÉFIS VISUELS 315 44 64 55 102 69 25 24 383
SANS DÉFIS VISUELS 0 178 121 103 163 67 33 28 693
SANS DÉFIS VISUELS 45 190 156 100 138 71 32 13 700
SANS DÉFIS VISUELS 90 37 61 65 94 69 30 27 383
SANS DÉFIS VISUELS 135 82 137 111 147 69 46 19 611
SANS DÉFIS VISUELS 180 43 66 106 133 73 48 47 516
SANS DÉFIS VISUELS 225 82 139 117 160 77 25 27 627
SANS DÉFIS VISUELS 270 33 73 64 107 71 31 34 413
SANS DÉFIS VISUELS 315 175 123 108 168 65 28 25 692
TOTAUX SUCCÈS 1081 1300 1230 1749 963 432 361 7116
TOTAUX SUCCÈS DV 261 424 456 639 401 159 141 2481
TOTAUX SUCCÈS SDV 820 876 774 1110 562 273 220 4635
<=2000 <=3000 <=4000 <=6000 <=8000 <=10000 >10000 TOTAUX
DÉFIS VISUELS 0 59.25 71.25 67.41 95.86 52.78 23.68 19.78 390
DÉFIS VISUELS 45 56.97 68.51 64.82 92.17 50.75 22.77 19.02 375
DÉFIS VISUELS 90 31.29 37.63 35.61 50.63 27.88 12.51 10.45 206
DÉFIS VISUELS 135 50.59 60.83 57.56 81.85 45.06 20.22 16.89 333
DÉFIS VISUELS 180 36.76 44.21 41.83 59.48 32.75 14.69 12.28 242
DÉFIS VISUELS 225 51.65 62.11 58.77 83.57 46.01 20.64 17.25 340
DÉFIS VISUELS 270 32.21 38.73 36.64 52.11 28.69 12.87 10.75 212
DÉFIS VISUELS 315 58.18 69.97 66.20 94.14 51.83 23.25 19.43 383
SANS DÉFIS VISUELS 0 105.27 126.60 119.78 170.33 93.78 42.07 35.16 693
SANS DÉFIS VISUELS 45 106.34 127.88 120.99 172.05 94.73 42.50 35.51 700
SANS DÉFIS VISUELS 90 58.18 69.97 66.20 94.14 51.83 23.25 19.43 383
SANS DÉFIS VISUELS 135 92.82 111.62 105.61 150.17 82.69 37.09 31.00 611
SANS DÉFIS VISUELS 180 78.39 94.27 89.19 126.82 69.83 31.33 26.18 516
SANS DÉFIS VISUELS 225 95.25 114.54 108.38 154.11 84.85 38.06 31.81 627
SANS DÉFIS VISUELS 270 62.74 75.45 71.39 101.51 55.89 25.07 20.95 413
SANS DÉFIS VISUELS 315 105.12 126.42 119.61 170.08 93.65 42.01 35.11 692
TOTAUX SUCCÈS 1081 1300 1230 1749 963 432 361 7116
TOTAUX SUCCÈS DV 377 453 429 610 336 151 126 2481
TOTAUX SUCCÈS SDV 704 847 801 1139 627 281 235 4635
α=
df= 6
χ2=
Acceptation H0>=
SUCCÈS MESURÉS
SUCCÈS ATTENDUS
0.000000000000000275883355590987
(7-1)*(2-1)
0.05
0.05
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En conclusion : refuser H0 avec un niveau de confiance de 95%, ceci voulant dire que : partant 
d’une analyse de la performance des participants et prenant en compte des temps de localisation 
des balises sonores, il peut être conclu qu’une différence de performance est observable 
entre les deux populations. Ceci va à l’encontre d’une généralisation de la première hypothèse, 
incluant les temps de localisation dans la performance équivalente entre les personnes avec et 
sans défis visuels.  
En conclusion, des temps de localisations accrus devraient être tenus en compte dans la 
conception de scénarios acoustiques qui ne soient pas trop exigeants pour les utilisateurs.  
 Analyse des patrons de localisation. 
Les participants ont utilisé des stratégies de localisation développées en utilisant les jeux. Ce 
phénomène avait été observé dans le prototype « Entrainement Jedi » déjà nommé et dans la 
réalisation des expériences actuelles. L’idée initiale de mesurer l’opération de localisation avait 
été incluse dans les recommandations découlant de Lac Témiscouata 1. Les temps de 
localisation (ciblage) et les parcours de la mire ont été enregistrés.  
Figure 4.4 Diagrammes de patrons fréquents et tableau de détection de patrons 
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Une analyse des temps de localisation a été présentée plus haut. Pour les patrons de ciblage des 
mouvements de balayage ont été identifiés pour presque tous les utilisateurs.  
Ces patrons de ciblage ont été utilisés en toute conscience (manifestée lors de la question 
correspondante du questionnaire intermédiaire) ou sous forme inconsciente.  
Les patrons ont été classifiés et un algorithme de détection basé sur la fréquence de répétition 
des positions permet d’identifier les patrons ciblés. 
L’hésitation (un balayage des balises dans une position qui n’est pas la fin du mouvement de 
l’utilisateur) est aussi détectée par le même algorithme. Le tableau présente la fréquence 
d’utilisation des patrons détectés. Un pourcentage important de patrons non identifiés se 
retrouvent sous la catégorie « aléatoire ». 
Les mouvements aléatoires incluent des mouvements particuliers développés par les utilisateurs 
pour des stratégies précises (élimination de la confusion avant / arrière ou de la confusion entre 
les trois positions en arrière de l’utilisateur).[McAnally et Martin, 2014] 
Tableau 4.18 Tableau synthèse des patrons de localisation employés fréquences et 
pourcentages 
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Une idée plus précise de l’utilisation est présentée dans les tableaux synthèse du tableau 4.19, 
utilisant les pourcentages des localisations réalisées en utilisant chaque patron. Un pourcentage 
important des localisations se réalise avec des mouvements de balayage intermédiaires.  
Le patron « direct » (soit pointer directement sur la balise, sans balayage) est le plus utilisé, 
parmi les patrons de localisation détectés, le « semi-balayage court » et le « semi balayage 
long » sont les plus employés, mais dans une mesure nettement inférieure au patron « direct ». 
Un histogramme des patrons de localisation est présenté à continuation. Les distributions ne 
permettent pas la réalisation d’une inférence particulière des cas présentés,   
Figure 4.5 Histogramme des patrons de localisation 
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Le tableau 4.20 présente les patrons utilisés par les participants avec défis visuels et sans défis 
visuels. 
En conclusion, l’utilisation de patrons de balayage par les utilisateurs est fréquente, mais 
seulement les patrons de semi-balayage sont utilisés de façon significative et possiblement de 
façon systématique. Des travaux futurs sur les techniques de balayage peuvent apporter des 
éléments complémentaires dans les applications où l’acoustique immersive.  
Figure 4.6 Patrons de balayage plus communs 
Tableau 4.19 Tableau synthèse des patrons utilisés par groupe d'essai 
PATRONS ÉCHEC SUCCÈS ABANDON TOTAUX PATRONS ÉCHEC SUCCÈS ABANDON TOTAUX
DIRECT 55.22% 51.79% 0.00% 35.67% DIRECT 65.16% 68.72% 10.00% 47.96%
ALÉATOIRE 17.72% 16.69% 42.86% 25.75% ALÉATOIRE 15.37% 12.08% 70.00% 32.48%
SEMI-BALAYAGE COURT 13.67% 20.88% 28.57% 21.04% SEMI-BALAYAGE COURT 8.97% 11.63% 0.00% 6.87%
HÉSITATION 6.29% 6.13% 0.00% 4.14% HÉSITATION 5.95% 3.54% 0.00% 3.16%
BALAYAGE ASYMÉTRIQUE SIMPLE 4.68% 2.42% 28.57% 11.89% BALAYAGE ASYMÉTRIQUE SIMPLE 3.88% 3.26% 20.00% 9.04%
BALAYAGE ASYMÉTRIQUE SIMPLE 1.17% 0.69% 0.00% 0.62% BALAYAGE ASYMÉTRIQUE SIMPLE 0.32% 0.52% 0.00% 0.28%
BALAYAGE LONG SIMPLE 0.18% 0.08% 0.00% 0.09% BALAYAGE LONG SIMPLE 0.18% 0.06% 0.00% 0.08%
BALAYAGE COURT DOUBLE 0.63% 0.89% 0.00% 0.51% BALAYAGE COURT DOUBLE 0.09% 0.06% 0.00% 0.05%
BALAYE ASYMÉTRIQUE LONG DOUBLE 0.27% 0.44% 0.00% 0.24% BALAYE ASYMÉTRIQUE LONG DOUBLE 0.09% 0.13% 0.00% 0.07%
BALAYAGE LONG DOUBLE 0.18% 0.00% 0.00% 0.06% BALAYAGE LONG DOUBLE 0.00% 0.00% 0.00% 0.00%
TOTAUX 100.00% 100.00% 100.00% 100.00% TOTAUX 100.00% 100.00% 100.00% 100.00%
PROPORTION D'UTILISATION DES PATRONS PAR RÉSULTAT - PERSONNES AVEC DÉFIS VISUELS PROPORTION D'UTILISATION DES PATRONS PAR RÉSULTAT - PERSONNES SANS DÉFIS VISUELS
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Une des recommandations du modèle de perception est l’intégration dans la conception du 
scénario d’une balise sonore contrôlée par l’utilisateur (comme la mire dans le scénario Lac 
Témiscouata). Les balayages présentés sont possibles parce qu’on fournit au participant un outil 
pour réaliser une comparaison entre sa perception de la localisation de la cible et celle de la 
mire.   
 Évolution du jeu des utilisateurs par session expérimentale. 
Un élément analysé est l’évolution du jeu entre les quatre sessions, dans le but d’observer si une 
influence de l’apprentissage est perceptible.  
Le tableau 4.21 présente les proportions des résultats obtenus par session exprimés en 
pourcentages, pour toutes les catégories de participants intégrées. 
Figure 4.7 Proportion d'utilisation des patrons plus communs par groupe d’essai 
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Une comparaison des performances des participants avec et sans défis visuels montre une 
équivalence des valeurs par session, montrant la même inflexion à la quatrième session. 
Le graphique 4.8 présente sous forme visuelle les résultats obtenus.  
Dans le graphique présenté une inflexion est percevable pour le quatrième jeu. Cette baisse de 
performance est observée plus clairement dans le graphique 4.9, qui sépare la performance des 
personnes avec défis visuels des personnes sans défis visuels. 
Cette baisse de rendement observable seulement dans le cas des personnes sans défis visuels 
peut avoir origine dans la fatigue (qui devrait impliquer les deux groupes) ou dans l’utilisation 
du bandeau pour couvrir les yeux des participants sans défis visuels.  
Tableau 4.20 Évolution des résultats par expérience - pourcentages 
NUMÉRO D'EXPÉRIENCE SUCCÈS ÉCHEC ABANDON TOTAUX
1 64.36% 35.34% 0.30% 25.00%
2 66.14% 33.67% 0.19% 25.00%
3 72.35% 27.61% 0.04% 25.00%
4 69.36% 30.53% 0.11% 25.00%
MOYENNE 68.049% 31.790% 0.161% 100.00%
ÉVOLUTION DE  DE LA LOCALISATION PAR SESSIONS - PROPORTIONS
Figure 4.8 Évolution des résultats par expérience 
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L’appréciation des utilisateurs de l’utilisation du bandeau reste ambiguë, car certains ont trouvé 
son utilisation encombrante. 
Pour conclure la validation de l’évolution du jeu, une analyse de la variance des valeurs a été 
réalisée. 
L’analyse de variance présenté compare les succès par joueur, toute catégorie confondue, pour 
chacune des quatre sessions (expériences) de jeu. 
Cette analyse montre que la variation par joueur est non significative, car on peut accepter avec 
un niveau de confiance d’un 95% que les valeurs par session (expérience) sont similaires.  
 
Tableau 4.21 Tableau synthèse des résultats dans les sessions pour les groupes d'essai 
NUMÉRO D'EXPÉRIENCE ADV - SUCCÈS SDV- SUCCÈS ADV-ÉCHEC SDV-ÉCHEC ADV-ABANDON SDV-ABANDON
1 66.34% 63.31% 33.11% 36.52% 0.55% 0.17%
2 68.64% 64.81% 31.25% 34.95% 0.11% 0.23%
3 70.29% 73.44% 29.61% 26.56% 0.11% 0.00%
4 70.49% 68.81% 29.51% 31.02% 0.00% 0.17%
ÉVOLUTION DE  DE LA LOCALISATION PAR SESSIONS - PROPORTIONS
Tableau 4.22 Analyse de la variance - évolution de la localisation par session 
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 Analyse des images de la position du joueur. 
La prise d’images a été une des recommandations qui ont été intégrées dès le développement de 
Lac Témiscouata 1. Les isogrammes de distance sont anonymes et sont l’approche la plus 
pratique pour observer un phénomène qui n’était pas documenté dans le contexte particulier des 
essais de jeux acoustiques. 
L’idée de représenter les actions du joueur les plus rapprochées de la réalité a fait que les 
directives lui demandant de rester sans déplacements soient remplacées par des directives 
l’encourageant à chercher son propre confort et à utiliser toutes les techniques possibles (quant 
au mouvement de la tête) pour localiser le son.  
Figure 4.9 Évolution des résultats par expérience – participants avec et sans défis visuels 
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Cette approche correspond à donner préséance aux recommandations dans la littérature par 
rapport aux mouvements de la tête et torse sur la conservation en tout temps du sweet-spot pour 
l’utilisateur.  
Dans ce contexte il a été intéressant de documenter les actions de l’utilisateur au moment du 
« tir ». Il a été observé lors des travaux expérimentaux que certains utilisateurs réalisaient 
beaucoup de mouvements, retournant à une position centrale et ayant la tête en position 
« neutre » avant de tirer. Ces mouvements sont perdus avec la technique actuelle.  
Un historique des mouvements pourrait être saisi, mais le volume d’images à traiter serait très 
grand. Une approche basée sur la reconnaissance du squelette de Kinect pourrait être employée. 
La méthode utilisée (validation manuelle) requiert 15 secondes par image lors d’un changement 
de position par l’utilisateur. Seize positions de tête ont été documentées par analyse manuelle. 
La plupart des observations correspond à une position neutre, car seulement quelques 
utilisateurs ont eu recours aux mouvements systématiques de la tête et du torse.  
Figure 4.10 Aperçu d'une session typique pour la majorité des participants 
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Le tableau 4.23 présente une vision générale des positions de la tête de l’utilisateur au moment 
du tir.  
Le tableau 4.24 présente les proportions de tirs (succès et échecs) selon la position de la tête de 
l’utilisateur.  
La position plus employée est la position neutre (au moins celle que l’utilisateur présente au 
moment du tir). Les légers penchements à gauche et à droite sont aussi utilisés souvent et très 
peu d’utilisateurs ont fait des mouvements importants du torse.  Les 10500 images saisies et leur 
classement sont disponibles pour des analyses ultérieures.  
Tableau 4.23 Tableau synthèse : position de la tête de l'utilisateur au moment du tir 
Tableau 4.24 Pourcentages des positions de la tête de l'utilisateur au moment du tir 
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Les mouvements de torse étant plus rares ils ne sont pas inclus dans le présent document. 
L’analyse de la position du torse se base sur une classification en 28 valeurs pour la position du 
torse, ceux-ci sont indépendants de la position de la tête.  
Cette analyse inclut toutes les combinaisons possibles entre le torse dans le sens frontal: 
totalement en avant, partiellement en avant, neutre, partiellement en arrière et totalement en 
arrière et les positions dans le sens latéral : légèrement à droite, totalement à droite, légèrement 
à gauche et totalement à gauche.  Dans ce cas les variations ont été encore moindres et c’est 
seulement six participants qui ont utilisé fortement cette technique. 
Le graphique 4.11 expose les proportions des positions de la tête. 
En conclusion, les mouvements de la tête ont été peu présents dans les expériences et la 
corrélation entre les positions plus « difficiles » et les mouvements de tête n’est pas réalisable. 
La stratégie de faire des mouvements de la tête est propre à certains utilisateurs et a été employée 
d’une façon limitée, les mouvements de torse sont très peu présents.  
Figure 4.11 Fréquence de la position de la tête de l'utilisateur au moment du tir 
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Une analyse historique des mouvements de squelette, conservée en forme numérique pourrait 
simplifier la tâche d’une analyse ultérieure. 
 Perception subjective des utilisateurs. 
Le deuxième questionnaire est posé à l’utilisateur après qu’il a vécu deux expériences de jeu, 
entre la deuxième et troisième session. Ce questionnaire permet un repos un peu plus long entre 
les sessions et peut être administré dès que la deuxième expérience se termine.  
Les questions sont lues par l’intervenant qui note les réponses. L’enregistrement Livescribe 
permet un éventuel parcours des réponses. 
Un élément à rapporter des questionnaires est la perception du participant après deux jeux. La 
perception est obtenue par l’affirmative ou négative à des phrases courtes qui sont dans le 
tableau synthèse 4.25. 
 
Le 100% des utilisateurs avec et sans défis visuels ont trouvé dans le scénario un bon défi et une 
opportunité ludique. Un 16% a trouvé le jeu difficile à jouer et un 60% ont trouvé l’activité 
répétitive. Comme l’activité ne contenait que les sons balises, sans effets sonores, presque sans 
musique et avec une activité très mécanique ceci peut être considéré très logique. 
 En conclusion, une activité seulement acoustique serait probablement un défi intéressant 
comme partie d’un scénario audiovisuel (un « niveau » ou une « mission » d’un jeu).  
Tableau 4.25 Tableau synthèse perception subjective du scénario par les participants 
PERCEPTION FRÉQUENCE PROPORTION
Amusante 55 100.00%
Longue 4 7.27%
Peu réaliste 8 14.55%
Un bon défi 55 100.00%
Fatigante 5 9.09%
Ennuyante 0 0.00%
Répétitive 33 60.00%
Difficile à jouer 9 16.36%
Je me sentais à la forêt 16 29.09%
Difficile à comprendre 3 5.45%
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 CONCLUSIONS 
Conclusions 
Le présent chapitre expose : 
 Modèle de perception acoustique : Le modèle de perception acoustique est la 
deuxième contribution originale du travail et constitue une partie des objectifs originaux 
des travaux. 
 Conclusions : Des conclusions et impacts de la recherche sont exposés, couvrant les 
constats de performance équivalente à la localisation de balises entre personnes avec et 
sans défis visuels, le modèle de perception, le moteur Acoustica 2 et la classification 
par facettes. 
 Les perspectives et travaux futurs : les avenues de développement et recherche 
découlant des travaux présents sont explorés. 
 Modèle de perception acoustique - contribution originale. 
Le modèle de perception acoustique est construit comme un guide pour être employé 
principalement par les concepteurs de jeux accessibles et inclusifs.  
Ce modèle s'applique aussi pour les environnements de réalité virtuelle voulant donner un 
support acoustique à l’orientation de l’utilisateur. 
Le but principal est d’atteindre les développeurs acoustiques, les développeurs de logiciels 
inclusifs, les développeurs de logiciels accessibles et les potentiels nouveaux développeurs en 
leur fournissant des idées simples qui puissent être mise en pratique rapidement.  
Le guide est présenté dans un langage qui facilite la lecture rapide et est destiné à des 
concepteurs qui doivent retenir les concepts de base pour les incorporer dans leur travail 
quotidien. Il doit informer mais également rester extrêmement simple et visuel.  
Une version accessible doit être discutée avec des concepteurs avec défis visuels. 
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Les éléments à montrer sont : 
 À propos du modèle : 
o Le modèle est pensé pour une acoustique immersive 5.1 avec des équipements 
d’entrée de gamme. 
o Le modèle est pensé pour permettre l’orientation en absence d’image.  
 À propos des observations  
o La perception de l’acoustique immersive est non homogène et dépend de la 
position virtuelle de la source sonore. 
o La fréquence du son a une influence sur la localisation dans les positions les plus 
difficiles. 
 Des pistes de solution pour la conception des scénarios afin d’assurer la possibilité 
d’avoir une localisation en absence d’image.  
Figure 5.1 Perception des utilisateurs 
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Le modèle doit représenter les observations réalisées dans un format mémorisable facilement. 
Il doit présenter les observations qui sont à la base du présent modèle et qui correspondent aux 
mesures des tableaux 5.1et 5.2: 
Dans les graphiques présentés ci-après, une dégradation de la performance en localisation est 
perçue pour toutes les fréquences à 90 degrés et 270 degrés, ainsi qu’une augmentation dans le 
taux d’erreurs.  
 
Dans la perception lors du questionnaire elle est décrite comme (extrait des entrevues 
enregistrées) « la pire position », « la position qu’on doit deviner », « quand je ne savais pas 
mais je reconnaissais à gauche et à droite c’était la position à cibler ». 
Tableau 5.1 Succès par angle de la balise - tous les groupes 
Tableau 5.2 Échecs par angle de la balise - tous les groupes 
198 CHAPITRE 5 
   
Les diagrammes montrent en forme complémentaire les échecs et succès pour les différentes 
positions  
Le texte du guide vise un aspect pédagogique tout en étant minimaliste dans les contenus.  
Le moyen de diffusion prévu est une page recto-verso qui présente d’un côté le modèle et de 
l’autre des pistes de solution pour le problème de la localisation en absence d’images.  
Figure 5.3 Fréquence des succès par position et fréquence 
Figure 5.2 Fréquence des échecs par position et fréquence de la balise sonore 
Modèle de perception acoustique - contribution originale. 199 
 
Les deux pages suivantes expriment le modèle proposé, qui est conçu comme une présentation 
ou une impression couleur recto-verso. 
Contenus du modèle graphique : 
 Recto : 
o Représenter les risques de mauvaise localisation par un pourcentage important 
des utilisateurs dans les secteurs de 90 et 270 degrés. 
o Représenter les résultats moins plus mauvais les 180 degrés pour les fréquences 
moyennes et hautes expliquant les problèmes de confusion avant-arrière 
o Représenter la mauvaise localisation des sons graves dans les 180 degrés. 
o Représenter la localisation  plus mauvaise dans la position avant pour les sons 
graves en raison d’une plus forte confusion avant-arrière. 
o Représenter les « bonnes zones » pour la localisation sonore. 
 Verso : 
o Expliquer l’utilisation de balises en triangle comme « bruiteurs distants » pour 
aider la localisation. 
o Expliquer comment déterminer quand changer de « bruiteur distant » 
o Décrire les alternatives dans des contextes d’espace virtuel restreint. 
 Les zones sont signalées avec trois couleurs indiquant :  
 Vert : meilleure probabilité de localiser le son. La position du son est facile à identifier 
qu’il soit aigu, moyen ou grave.  
 Jaune : zone de probabilité variable dépendant des habiletés de l’utilisateur. Zone de 
confusion arrière-avant pour certaines fréquences. Ce phénomène est indiqué par une 
icône particulière.  
 Rouge : zone de difficile localisation. 
Trois anneaux concentriques correspondant aux trois zones sont représentés dans le diagramme.  
Les textes contenus dans le modèle sont décrits ci-après: 
Localisation dans des environnements immersifs SANS BESOIN D’INTERFACE VISUELLE. 
Ce guide présente un résumé de plus de 10.000 observations dans des équipements 5.1 d’entrée 
de gamme, utilisés par des personnes avec et sans défis visuels. 
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Le guide donne des éléments de réponse aux questions : 
Comment orienter l’utilisateur sans images (ou sans ajouter une autre image) 
 Est-ce qu’il saura de quelle position virtuelle vient le son? 
 Moyens, graves ou aigus? 
Le diagramme présenté dans l’image 5.4 explique en forme rapide les observations à prendre en 
compte par des concepteurs acoustiques et plus particulièrement par les concepteurs de 
scénarios sans interfaces visuelles. 
Il en suit une explication des couleurs : 
Interprétation: 
Les trois anneaux représentent trois plages de fréquence principale pour les échantillons 
sonores. 
 Rouge: expectative de localisation très basse. 
 Jaune: expectative de localisation dépendant de l’utilisateur et de ses stratégies pour 
localiser un son ambigu. 
 Vert: expectative de localisation élevée pour la plupart des utilisateurs. 
 Confusion avant-arrière: confusion qui se présente pour certaines positions. 
Figure 5.4 Recto : modèle graphique de perception acoustique pour les concepteurs  
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  Finalement un texte réfère le verso du document pour des pistes de solution pour 
améliorer la localisation et les moyens de localisation pour les utilisateurs. 
 
Au verso l’approche de bruiteurs distants est expliquée par les textes et images qui suivent : 
Comment aider à la localisation? 
 Utilisez des échantillons de fréquence moyenne qui ne sont pas continus dans le temps 
 Considérez / évaluez la possibilité de donner un outil à l’utilisateur qui émet un son 
directionnel pour le guider 
 Associez le son à un élément clairement reconnaissable du gameplay (il peut ne pas le 
voir) 
Comment aider à la localisation si l’avatar peut tourner ? 
 Utiliser trois « bruiteurs » distants qui émettent en forme alternative et fréquence 
moyenne 
 Si trois sons sont distants et forment un triangle équilatéral ils auront toujours une 
bonne position (voir exemple) 
 Calculer le moment de les remplacer par un autre bruiteur quand l’avatar se déplace 
Figure 5.5 Verso : modèle graphique de perception acoustique pour les concepteurs 
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Pourquoi distants? 
 Si les bruiteurs sont distants on devra moins les changer, ce qui réduit les sons de 
référence que l’utilisateur doit apprendre. 
Un diagramme exposant l’implémentation des « bruiteurs distants » comme moyen pour avoir 
une balise sonore à la bonne position en toute circonstance est exposé. 
Ensuite la situation des bruiteurs dans les déplacements de l’avatar est exposée par le schéma 
5.6, avec des explications. 
L’explication des changements des bruiteurs est exposée par la suite : 
Pourquoi les changer? 
 Si les bruiteurs sont proches, l’angle se modifie et on risque d’avoir tous les bruiteurs 
dans des zones de mauvaise localisation. 
 Si le triangle formé entre l’utilisateur et deux des bruiteurs a un angle de moins de 20 
degrés il faut changer le bruiteur rapproché. 
Finalement une explication sommaire des actions à réaliser dans des scénarios ayant des espaces 
virtuels confinés est décrite : 
Et si on n’a pas de recul? 
 Si le scénario ne permet pas des distances assez grandes (par exemple: couloirs) prévoir 
un remplacement fréquent des sources 
 Utilisez des sons alternatifs mais cycliques pour donner une orientation à l’utilisateur 
 Utilisez le bruit des pas pour marquer des différences (donnent une localisation 
contextuelle) 
Figure 5.6 Diagramme exposant le principe des "bruiteurs distants" 
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Le résultat ciblé avec ce diagramme très simple est de vulgariser les conclusions des expériences 
rapidement et dans un parcours visuel.  
Avoir réalisé ce contexte d’essai avec des personnes ayant des défis visuels valide 
particulièrement l’approche et c’est la principale raison de la petite explication dans le guide du 
cadre des essais. 
Une publication ouverte des résultats finaux pourrait contribuer à diffuser les résultats plus 
largement et un texte court en anglais devrait être proposé dans des forums ayant impact (faire 
la présentation finale des résultats à la ICCHP pour suivre la présentation précédente des 
premiers résultats). 
Cet outil combiné avec le site contenant la classification à facettes présentée au chapitre 2 
permettra d’acquérir des connaissances et de partager les expériences d’autres équipes de 
développement dans un court délai et possiblement épargner quelques frustrations aux 
concepteurs et développeurs de logiciels inclusifs. 
 Conclusions. 
L’originalité de ce projet réside à proposer des moyens pour rendre plus facilement réalisables 
les jeux inclusifs acoustiques, ceci dans le but d’augmenter les opportunités de socialisation des 
personnes avec défis visuels.  
Figure 5.7 Bruiteur rapproché forçant une mauvaise localisation dans les trois bruiteurs 
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Chacun des moyens employés laisse des opportunités et des constats. Ils seront exposés comme 
conclusion de cette étape des travaux.  Les travaux futurs qui découlent des opportunités 
fermeront le document, exposant les alternatives qui s’ouvrent à partir d’ici.  
Validation de la performance équivalente des personnes avec et sans défis visuels dans les 
environnements acoustiques immersifs maison:  Comme conclusion, les constats mettent sur 
un même plan d’égalité tous les participants à des scénarios acoustiques immersifs maison. Ceci 
ouvre une opportunité pour des jeux inclusifs et une participation de l’industrie des jeux aux 
développements futurs. Les coûts des équipements audio les plus performants font supposer que 
leur croissance en milieu domestique sera encore lente ce qui maintiendra pertinentes les 
expériences réalisées pendant quelques années. 
 Modèle de perception dans les environnements acoustiques immersifs maison : Cet outil 
apporte les informations utiles pour mieux connaitre le comportement des utilisateurs dans les 
scénarios sans interfaces visuelles. Le principe des « bruiteurs lointains » comme support à la 
localisation pourra être utilisé autant dans un scénario accessible que pour le support acoustique 
de la localisation dans un scénario visuel. 
Pour les concepteurs expérimentés il pourra augmenter la conscience de l’accessibilité et les 
opportunités de divertissement différentes, démystifiant les difficultés des utilisateurs pour 
performer sans interface visuelle, mais aussi apporte des faits et idées pour les localisations 
acoustiques. 
Pour les concepteurs novices, il pourra écourter les temps de développement et leur donner 
quelques principes pour accélérer leur rythme de production. 
Moteur Acoustica 2:  Le cadre conceptuel derrière cet outil permet le montage d’expériences 
basées sur des « jeux sérieux » pour mesurer automatiquement la performance d’utilisateurs. 
Dans le cadre de la perte d’autonomie intellectuelle ou motrice de patients ayant des défis 
visuels, l’outil pourra être facilement configuré pour l’exécution de tâches qui prennent la forme 
d’un jeu qui mesurera leur performance sous forme automatique. 
Classification par facettes:  la publication de cet outil permettra de commencer une collecte de 
sites et bonnes pratiques pour orienter les cliniciens et aidants naturels sur les nouvelles 
technologies et au même temps permettre aux chercheurs et développeurs de connaître les 
besoins dans le domaine. 
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 Perspectives et travaux futurs. 
Moteur Acoustica 2:   
 Ajuster le produit pour les acoustiques émergentes, permettant de répéter les expériences 
sur des équipements qui seront rendus communs dans quelques années (et préparant 
l’évolution du modèle de perception).  
 Présenter l’outil aux intervenants et chercheurs du laboratoire DOMUS et voir avec le 
laboratoire les moyens de diffusion du produit pour l’évaluation systématique de patients 
dans une extension aux « Activities of Daily Living ». 
 Élargir le contexte comme « jeu sérieux » de configuration rapide et facile pour voir 
l’applicabilité du modèle dans d’autres situations.  
 Évaluer l’opportunité de produire un module de conversion des données externalisées à 
des formats d’alimentation de dossiers cliniques. De ce point de vue, le standard HL7 
(très utilisé en Amérique du Nord et particulièrement au Québec) pourrait intégrer les 
résultats se basant sur la ressource DiagnosticReport, présent dans HL7 FHIR release 3, 
qui permet d’intégrer des évènements individuels. Dans ce cas une activité de jeu 
pourrait être contenue au détail ou sous forme de résumé statistique pour un suivi par les 
cliniciens.  
Modèle conceptuel : 
 Diffuser le modèle entre les concepteurs de scénarios acoustiques, par des articles, 
conférences et contacts directes avec l’industrie. 
 Préparer la réalisation d’expériences sur des acoustiques émergentes « haut de gamme » 
comme Dolby Atmos ou Auro-3D. 
Classification par facettes:   
 Réaliser une publication avec la classification et publier la classification comme site 
Web permettant l’ajout de contenus vérifiés par les auteurs, concepteurs, réalisateurs 
mais aussi par les personnes avec défis visuels et les aidants naturels. 
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Personnes avec défis visuels: 
 Leur rendre disponibles autant le jeu que le moteur de jeu. Pour ceci : 
o Préparer des versions de distribution du jeu Lac Témiscouata et du moteur 
Acoustica 2 comme produit pour Windows ou éventuellement pour Xbox, 
rendant optionnelle la présence du senseur Kinect, accordant avec les 
laboratoires DOMUS, GRPA et l’Université de Sherbrooke le cadre formel de 
licences et responsabilités sur le produit. 
o Préparer des guides pour donner l’opportunité aux personnes avec défis visuels 
de construire et publier leurs propres scénarios basés sur des fichiers de texte. 
o Évaluer l’intérêt de établissements collaborateurs du projet (INLB et MAB 
Mackay) pour agir comme canal de distribution des logiciels. 
o Évaluer l’intérêt de réaliser un suivi de cette activité créative par les intervenants 
des établissements qui ont collaboré dans le projet. 
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ANNEXE E. Invitation initiale – bande annonce 
Le texte suivant a été publié au site Web de l’Institut Nazareth Louis Braille et a été utilisé pour 
la convocation de participants du centre de réhabilitation MabMackay 
 Projet de recherche - recherche participants 
Le projet de recherche Sintir de l’Université de Sherbrooke vous invite à participer aux essais 
d’un jeu acoustique immersif, sans aucune représentation visuelle. 
Le jeu « Lac Témiscouata » : 
C’est l’année 2022. Le contact prolongé de la faune sauvage du lac avec des animaux 
domestiques a augmenté les risques de propagation d’un virus. Un vaccin a été mis au point, 
mais les animaux malades ne sortent plus pendant le jour.  
On vous invite à aider les garde-faune du parc Lac Témiscouata dans leur travail de vaccination 
nocturne. Vous localiserez les animaux en entendant leurs appels la nuit dans la forêt et vous 
guiderez un fusil automatisé à air comprimé à l’aide d’une manette. Une fois que vous aurez 
ciblé l’animal, vous lancerez une fléchette-seringue contenant le vaccin qui pourra le sauver. 
Bonne vaccination ! 
Pour faire l’essai de ce jeu nous sollicitons la participation de personnes qui vivent avec un 
trouble de la vision qui sont : 
• Âgés entre 18 à 60 ans  
• Sont admissibles au Programme d’aides visuelles de la RAMQ.  
• Ont une bonne audition (selon votre propre estimation). 
• S’intéressent aux jeux d’ordinateur interactifs. 
• Comprennent bien le français parlé et écrit. 
Vous n’avez besoin d’aucune expérience technique particulière pour faire ce test. 
L’expérience 
L’expérience consiste à jouer à quatre reprises au jeu « Lac Témiscouata ». Chaque partie de 
jeu aura une durée similaire de 2 à 5 minutes. Vous aurez à répondre à un questionnaire entre la 
deuxième et la troisième partie. 
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Un membre de l’équipe de recherche vous accueillera dans le hall de l'Institut Nazareth et Louis-
Braille à Longueuil et vous accompagnera aux salles d’écoute de l’Université de Sherbrooke 
située à quelques pas de l’Institut. 
Une fois sur place, vous recevrez une explication portant sur le jeu, son utilisation et sur 
l’utilisation de la manette. Vous réaliserez ensuite deux parties d’essai d’une durée de 2 à 5 
minutes chacune. 
Votre participation durera en tout, entre une heure et demie et deux heures, se déroulant en une 
seule séance. Pour votre participation à l’ensemble de ces étapes vous recevrez une 
compensation de 45 $. 
Objectifs : 
Le but de ce projet de recherche est de créer un guide d'orientation et de soutien pour les 
concepteurs de simulateurs et de jeux acoustiques. Ce guide pourrait contribuer à réduire les 
coûts et le temps de réalisation de ces jeux ainsi qu’à produire des résultats plus conviviaux. 
Pour celles et ceux qui veulent avoir une idée plus concrète du jeu, vous pourrez écouter une 
courte présentation du jeu à l'adresse suivante :  
http://sintir.net/sintir.net.soho/media/2013_SPHERACOUSTICA_STEREO_DEMO.MP3 
Nous vous remercions à l'avance de votre participation et de votre intérêt pour la recherche. 
Pour participer : 
SVP contacter Hector Szabo, étudiant chercheur dans le cadre du doctorat à l'Université de 
Sherbrooke : 
Hector.Szabo@Usherbrooke.ca ou bien au (418) 271-0831 
Merci de votre intérêt à participer. 
Hector Szabo 
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