Explicit Salem sets in $\mathbb{R}^n$ by Fraser, Robert & Hambrook, Kyle
ar
X
iv
:1
90
9.
04
58
1v
2 
 [m
ath
.C
A]
  4
 Se
p 2
02
0
EXPLICIT SALEM SETS IN Rn
ROBERT FRASER AND KYLE HAMBROOK
Abstract. We construct the first explicit (i.e., non-random) examples of
Salem sets in Rn of arbitrary prescribed Hausdorff dimension. This com-
pletely resolves a problem proposed by Kahane more than 60 years ago. The
construction is based on a form of Diophantine approximation in number fields.
1. Main Results
For x ∈ Rn, |x| = max1≤i≤n |xi|, i.e., the max-norm of x. Let K be a number
field (i.e., a finite extension field of Q) of degree n. Let B = {ω1, . . . , ωn} be an
integral basis for K. We identify Qn with K by identifying q = (q1, . . . , qn) ∈ Qn
with q =
∑n
i=1 qiωi ∈ K. Since B is an integral basis, this also identifies Zn with
O(K), the ring of integers for K. Let τ > 1. Define
E(K,B, τ) =
{
x ∈ Rn : |x− r/q| ≤ |q|−(τ+1) for infinitely many (q, r) ∈ Zn × Zn
}
.
Our main result is the following theorem.
Theorem 1.1. E(K,B, τ) is a Salem set of dimension 2n/(1 + τ).
Since τ > 1 is arbitrary, Theorem 1.1 yields Salem sets of every dimension
s ∈ (0, n). (For the endpoints, note that ∅ and Rn are trivial examples of Salem
sets of dimension 0 and n, respectively.)
As will be evident from the definitions in Section 2, Theorem 1.1 follows im-
mediately from a simple upper bound on the Hausdorff dimension of E(K,B, τ)
(namely, Proposition 4.1) and the following existence theorem, which is our main
technical result.
Theorem 1.2. Let r1 be the number of real embeddings of K into C and let and
r2 be the number of conjugate pairs of complex embeddings of K into C. There
exists a Borel probability measure µ with compact support contained in E(K,B, τ)
such that
µ̂(ξ) = o
(
|ξ|−n/(1+τ) exp
(
n log |ξ|
log log |ξ|
)
logr1+r2+1 |ξ|
)
as |ξ| → ∞.
Notation. The expression X . Y means X ≤ CY for some positive constant C
whose precise value is immaterial in the context. The expression X .α Y has the
same meaning, except the constant C is permitted to depend also on a parameter
α. The expression X & Y means Y . X . The expression X ≈ Y means both
X . Y and Y . X .
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2. Background and Motivation
For x ∈ R, e(x) = e−2πix. If µ is a finite Borel measure on Rn, then the Fourier
transform of µ is defined by
µ̂(ξ) =
∫
Rn
e(x · ξ)dµ(x) for all ξ ∈ Rn.
The Hausdorff dimension dimH(E) of a Borel set E ⊆ Rn is equal to the supre-
mum of the values of s ∈ [0, n] such that the integral∫
Rn
|µˆ(ξ)|2 |ξ|s−ndξ
is convergent for some probability measure µ supported on E. This characterization
of Hausdorff dimension is well-known; see for example [11], [12], [29], [30], [33]. It
can be viewed as the statement that, for any ǫ > 0, the Fourier transform |µˆ(ξ)| of
µ decays like |ξ|−s/2+ǫ in L2-average.
In contrast, the Fourier dimension dimF (E) of a set E ⊆ Rn concerns the fastest
pointwise rate of decay of the Fourier transform. The Fourier dimension of a set
E ⊆ Rn is defined to be the supremum of the values of s ∈ [0, n] such that
|µˆ(ξ)|2|ξ|−s → 0 as |ξ| → ∞
for some probability measure µ supported on E.
As general references for Hausdorff and Fourier dimension, see [11], [12], [29], [30],
[33]. Recent papers by Ekstro¨m, Persson, and Schmeling [9] and Fraser, Orponen,
and Sahlsten [13] have revealed some interesting subtleties about Fourier dimension.
Immediately from the definitions, we see that for every Borel set E ⊆ Rn,
dimF (E) ≤ dimH(E).
Every k-dimensional plane in Rn with k < n has Fourier dimension 0 and Haus-
dorff dimension k. More generally, every subset of every (n− 1)-dimensional plane
in Rn has Fourier dimension 0, while the Hausdorff dimension may take any value
in [0, n − 1]. The middle-1/3 Cantor set in R has Fourier dimension 0 and Haus-
dorff dimension log 2/ log 3. More generally, a middle-δ Cantor set in R may have
positive Fourier dimension; however, its Fourier dimension will always be strictly
smaller than its Hausdorff dimension.
Sets E ⊆ Rn with
dimF (E) = dimH(E)
are called Salem sets.
Every set in Rn that contains a ball is a Salem set of dimension n. Every set
in Rn of Hausdorff dimension 0 is a Salem set of dimension 0. Less trivially, every
sphere in Rn (or, more generally, every (n − 1)-dimensional manifold in Rn with
non-vanishing Gaussian curvature) is a Salem set of dimension n− 1.
Salem sets in Rn of dimension s 6= 0, n− 1, n are more complicated.
It is known that given any s ≤ n, there exist Salem sets of dimension s contained
in Rn. Using Cantor sets with randomly chosen contraction ratios, Salem [31] was
the first to show that for every s ∈ [0, 1] there is a Salem set in R of dimension
s. Kahane showed that images of compact subsets of Rd under certain stochastic
processes (namely, Brownian motion, fractional Brownian motion, and Gaussian
Fourier series) are almost surely Salem sets (see [24], [25], [26, Ch.17,18]). Through
these results, Kahane established that for every s ∈ [0, n] there is a Salem set in Rn
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of dimension s. Ekstro¨m [8] has showed that the image of any Borel set in R under
a random diffeomorphism is almost surely a Salem set. Other random constructions
of Salem sets have been given by Bluhm [4],  Laba and Pramanik [28], Shmerkin
and Suomala [32], and Chen and Seeger [6].
Kahane [26] suggested that it would be interesting to find explicit (by which
Kahane meant non-random) constructions of Salem sets in Rn of every dimension
s ∈ [0, n].
Explicit Salem sets of dimensions 0, n− 1, or n are easy to find. Indeed, see the
examples of Salem sets of dimensions 0, n− 1, or n we listed above.
All known explicit examples of Salem sets of dimension other than 0, n− 1 or n
in Rn are based on a construction by Kaufman [27]. Kaufman considered sets of
numbers that are well-approximated by real numbers. For τ > 1, Kaufman studied
the set
E(τ) =
{
x ∈ R : |xq − r| ≤ |q|−τ for infinitely many (q, r) ∈ Z× Z} .
Much earlier, Jarn´ık [21] and Besicovitch [3] showed that for τ > 1, the set E(τ)
has Hausdorff dimension equal to 2/(1 + τ). This is a key result in metric Dio-
phantine approximation. Kaufman [27] established pointwise Fourier decay bounds
for a natural measure supported on the set E(τ), thereby showing that the Fourier
dimension of E(τ) is also equal to 2/(1 + τ) for τ > 1. This provides explicit Salem
sets in R of arbitrary dimension s ∈ (0, 1). (Note that Dirichlet’s approximation
theorem gives E(τ) = R when τ ≤ 1.)
Bluhm combined Kaufman’s argument with a theorem of Gatesoupe [15] to show
that the rotationally symmetric set
{x ∈ Rn : |x|2 ∈ E(τ)}
(where |x|2 = (
∑n
i=1 |xi|2)1/2 is the 2-norm) is a Salem set in Rn of dimension
n − 1 + 2/(1 + τ) whenever τ > 1. This gives explicit Salem sets in Rn of every
dimension s ∈ (n− 1, n), but leaves open the range s ∈ (0, n− 1).
In metric Diophantine approximation, the natural multi-dimensional generaliza-
tion of E(τ) is
E(m,n, τ) =
{
x ∈ Rmn : |xq − r| ≤ |q|−τ for infinitely many (q, r) ∈ Zn × Zm} ,
where we identify Rmn with the set ofm×n matrices with real entries, so that xq is
computed as the product of an m×n and an n× 1 column vector. By Minkowski’s
theorem on linear forms, E(m,n, τ) = Rmn when τ ≤ n/m. Bovey and Dodson [5]
proved that the Hausdorff dimension of E(m,n, τ) ism(n−1)+(m+n)/(1+τ) when
τ > n/m. The n = 1 case was established earlier by Jarn´ık [22] and Eggleston [7].
The mass transference principle and slicing technique of Beresnevich and Velani [1],
[2] may also be used to compute the Hausdorff dimension of E(m,n, τ). Hambrook
[17] proved that the Fourier dimension of E(m,n, τ) is at least 2n/(1+τ) if τ > n/m.
However, there is a gap between the Hausdorff dimension and this lower bound on
the Fourier dimension, and so it not known whether E(m,n, τ) is a Salem set when
τ > n/m and mn > 1.
The first explicit examples of Salem sets of arbitrary dimension in R2 are due
to Hambrook [16]. The construction uses an analogue of the set E(τ) described
above. Instead of considering real numbers x such that x is close to many rational
numbers rq , one considers real vectors (x1, x2) such that x1 + x2i is close to many
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ratios of Gaussian integers, i.e., close to many complex numbers of the form r1+r2iq1+q2i ,
where r1, r2, q1, q2 are integers. Precisely, [16] shows that the set
E(C, τ) =
{
x ∈ R2 : |qx− r| ≤ |q|−τ for infinitely many (q, r) ∈ Z2 × Z2}
is Salem with dimension 4/(1 + τ) when τ > 1. Here R2 and C are identified in
the usual way, so qx is viewed as a product of complex numbers. Of course, this
identifies Z2 with the Gaussian integers Z[i] and Q2 with the number field Q(i).
3. Innovations
The construction of explicit Salem sets in the present paper is inspired by the
construction of Hambrook [16], which is in turn inspired by the construction of
Kaufman [27]. We describe our key innovation in the following sequence of remarks.
Remark 3.1. The identification of R2 and C in [16] suggests identifying Rn with
some other algebraic structure and mimicking the argument. An reasonable idea is
to identify R4 with the set of quaternions. But, as explained in [16], this does not
seem to work. Our breakthrough idea was to shift focus to the subset Qn ⊆ Rn.
We identify Qn with a number field K via an integral basis B = {ω1, . . . , ωn}. Of
course, this induces a identification of Rn with the algebra Rω1 + · · ·Rωn, but we
never use this.
Remark 3.2. The inequality |x−r/q| ≤ |q|−(τ+1) that defines E(K,B, τ) is differ-
ent from the inequality |qx− r| ≤ |q|−τ that defines E(C, τ). (In the case of E(τ),
the inequalities are actually equivalent because |xy| = |x||y| for all x, y ∈ R.) Due
to this difference in form, the estimation of a complex exponential sum naturally
appears in our proof, whereas a complex exponential integral naturally appears in
the proofs of Hambrook [16] and (implicitly) of Kaufman [27]. While it is possible
to modify our proof to handle the version of the set E(K,B, τ) defined via the
inequality |qx − r| ≤ |q|−τ , we found the proof is easier with E(K,B, τ) as cur-
rently defined. Moreover, the proofs of Kaufman [27] for E(τ) and of Hambrook
[16] for E(C, τ) (defined using either inequality) can be modified to go through
the complex exponential sum rather than the complex exponential integral. The
method of proof via the complex exponential sum actually comes from [14], where
a construction of explicit Salem sets in the p-adic numbers is given.
Remark 3.3. The proof in [16] requires the evaluation of a certain complex expo-
nential integral (see Lemma 5). This evaluation involves only a simple calculation
with dot products and real and imaginary parts. However, as we came to realize,
this evaluation uses implicitly the property that the transpose of the usual matrix
representation of an element of Q(i) coincides with the matrix representation of
the complex conjugate of that element. Similarly, our proof requires the estima-
tion of a certain complex exponential sum. And, likewise, this sum turns out to
depend on transposes of matrix representations of elements of K. Unfortunately,
the analogous property about transposes of matrix representations does not hold in
general number fields. To carry out the estimation, we require a more sophisticated
property of transposes of matrix representations of elements of number fields. The
details make up Section 7.
Remark 3.4. Kaufman’s proof [27] depends on a simple prime divisor bound
based on the uniqueness of prime factorization in Z. The proof in [16] relies on the
standard divisor bound in Z[i], which holds because Z[i] is a unique factorization
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domain with a finite unit group. However, the analogous divisor bound does not
necessarily hold in the ring of integers ZK of a general number field K. In general,
ZK may not be a unique factorization domain, and its unit group may be infinite.
In the present paper, we use the unique factorization of ideals and the geometric
structure of the unit group of ZK to prove a substitute divisor bound that turns
out to be sufficient for our purpose. This substitute divisor bound and its proof is
essentially due to Elkies [20]. The details make up Section 6.
Remark 3.5. In Section 8, our proof requires the successive construction of three
sets: Q(M) ⊇ Q′(M) ⊇ Q′′(M). In short, Q(M) = {q ∈ Zn :M/2 < |q| ≤M},
Q′(M) is a subset of Q(M) formed by removing those q which are divisors (in ZK)
of certain “small” elements of Zn, and Q′′(M) is a large subset of Q′(M) whose
elements q have ideal norms N(〈q〉) (defined in Section 5) that are all roughly
the same size. In contrast, the proofs of Hambrook [16] and Kaufman [27] work
(essentially) with just the set Q(M). The reason for the additional complication
in our proof is ultimately is that, for elements q in Z or Z2 ≈ Z[i], the ideal norm
N(〈q〉) equals (respectively) |q| or |q|22 = q21 + q22 , while for elements q ∈ Zn ≈ ZK
the ideal norm N(〈q〉) is generally not comparable to ‖q‖n, where ‖ · ‖ is any norm
on Rn. To be more specific, while it is true that N(〈q〉) . ‖q‖n for all q ∈ Zn, it is
not true, for an arbitrary number field K and basis B, that N(〈q〉) & ‖q‖n for all
q ∈ Zn.
4. Hausdorff Dimension Upper Bound
Proposition 4.1. dimH(E(K,B, τ)) ≤ 2n/(1 + τ).
Proof. Note that E(K,B, τ) is invariant under translation by elements of Zn. Thus
it suffices show that E(K,B, τ) ∩ [−1/2, 1/2]n has Hausdorff dimension at most
2n/(1 + τ). Let B(x, r) denote the closed ball in Rn with center x and radius r.
Note
E(K,B, τ) =
∞⋂
N=1
⋃
|q|>N
⋃
r∈Zn
B(r/q, |q|−(1+τ)).
So, for every N ≥ 1,
E(K,B, τ) ∩ [−1/2, 1/2]n ⊆
⋃
q∈Zn
|q|>N
⋃
r∈Zn
|r|≤|q|
B(r/q, |q|−(1+τ)).
Then the s-dimensional Hausdorff measure of E(K,B, τ) ∩ [−1/2, 1/2]n is
Hs (E(K,B, τ) ∩ [−1/2, 1/2]n) ≤
∑
q∈Zn
|q|>N
∑
r∈Zn
|r|≤|q|
(
diam(B(r/q, |q|−(1+τ)))
)s
≤
∑
q∈Zn
|q|>N
(2|q|+ 1)n(2|q|−(1+τ))s ≤ 3n+s
∑
q∈Zn
|q|>N
|q|n−(1+τ)s.
If s > 2n/(1 + τ), then the last sum goes to zero as N →∞. 
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5. Algebraic Number Theory: Ideals, Norms, and Bases
Let K be a number field (i.e., a finite extension field of Q) of degree n.
Unlike in the integers Z and the Gaussian integers Z[i], it is not generally true
that every element of the ring of integers ZK can be uniquely factored into a product
of prime elements. However, unique factorization is recovered if we consider ideals
instead of elements. Given two ideals a and b of ZK , the product ab is the ideal
generated by the set {ab : a ∈ a, b ∈ b}. An ideal p with {0} ( p ( ZK is called
prime if, for every a and b in ZK such that ab is in p, at least one of a and b is in
p. Every ideal in ZK can be written uniquely (up to the order of the factors) as a
product of prime ideals.
If a is an ideal of ZK , the norm of a is
N(a) = |ZK/a|.
The norm is completely multiplicative: If a and b are ideals in ZK , then N(ab) =
N(a)N(b). If p is a prime ideal of ZK , then N(p) = pf where p is the unique
rational prime contained in p and f is the positive integer equal to the degree of
ZK/p over Z/pZ.
For principal ideals, we have an alternate expression for the norm in terms of
the embeddings (i.e., injective homomorphisms) of K into C. Let EK denote the
set of all such embeddings. There are precisely n = r1 + 2r2 of them, where
r1 is the number of real embeddings and r2 is the number of conjugate pairs of
complex embeddings. We denote the real embeddings by ρ1, . . . , ρr1 and denote
the complex embeddings by σ1, σ1, . . . , σr2 , σr2 . If 〈q〉 = qZK is the principal ideal
of ZK generated by q ∈ ZK , then
N(〈q〉) =
∏
τ∈EK
|τ(q)| =
(
r1∏
i=1
|ρi(q)|
)(
r2∏
i=1
|σi(q)|2
)
.
Given a basis B = {ω1, . . . , ωn} for K over Q, we identify Qn with K by iden-
tifying q = (q1, . . . , qn) ∈ Qn with q =
∑n
i=1 qiωi ∈ K. Note that we use q
to denote both the element of Qn and the element of K. So, for example, if
q =
∑n
i=1 qiωi ∈ K, then |q| = max1≤i≤n |qi|. If this identification is also a bijec-
tion between Zn and ZK , then B is called an integral basis. Note that if B is an
integral basis, then B ⊆ ZK .
The following simple estimates will be used in several places.
Lemma 5.1. Let B = {ω1, . . . , ωn} be a basis for K over Q. Define
CB = max {
∑n
i=1 |τ(ωi)| : τ ∈ EK} .
Let q ∈ ZK . For every τ ∈ EK ,
|τ(q)| ≤ CB|q|.(5.1)
Consequently,
N(〈q〉) ≤ CnB |q|n.(5.2)
Proof. If q =
∑n
i=1 qiωi ∈ K, then τ(q) =
∑n
i=1 qiτ(ωi) ∈ C. Thus |τ(q)| ≤
max1≤i≤n |qi|
∑n
i=1 |τ(ωi)| = CB|q|. 
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6. Algebraic Number Theory: A Divisor Bound
The main result of this section is the divisor bound Proposition 6.1, which we
need for the proof of Theorem 1.2. It is essentially due to Elkies [20].
Let K be a number field of degree n over Q. For s, t > 0, define
ws(t) = exp
(
s log t
log log t
)
.
Proposition 6.1. Let B = {ω1, . . . , ωn} be a basis for K. For every s ∈ ZK and
M ≥ 2, define
D(M, s) = {q ∈ ZK : q | s and |q| ≤M} .
For every s ∈ ZK , M ≥ 2, and ζ > log 2,
|D(M, s)| .B,ζ wζ(N(s)) logr1+r2−1(M).
The rest of this section is devoted to the proof of Proposition 6.1. The key idea
is that q divides s in ZK if and only if q generates a principal ideal that divides the
ideal 〈s〉. Therefore, we bound |D(M, s)| by the product of upper bounds for the
following two quantities:
(i) The number of q ∈ ZK with |q| ≤ M that generate a given principal ideal
〈a〉.
(ii) The number of principal ideals 〈a〉 that divide 〈s〉.
The following lemma gives us the desired upper bound on (i).
Lemma 6.2. Let B = {ω1, . . . , ωn} be a basis for K. Let M ≥ 2. Let a ∈ ZK .
Define G(a,M) to be the set of elements q ∈ ZK such that |q| ≤M and q generates
〈a〉 (i.e., 〈q〉 = 〈a〉). Then
|G(a,M)| .B logr1+r2−1(M).
Proof. Define the map λ : ZK → Rr1+r2 by
λ(x) = (log |ρ1(x)|, . . . , |ρr1(x)|, 2 log |σ1(x)|, . . . , 2 log |σr2(x)|) .
In the standard proof of Dirichlet’s unit theorem (see, for example, [23, Ch.7]), it is
established that λ is a group homomorphism, that the kernel of λ is the finite cyclic
group of roots of unity in K, and that λ sends the unit group Z×K to a (r1+ r2− 1)-
dimensional lattice L ⊆ Rr1+r2 . Since every generator of 〈a〉 in ZK is the product
of a with some unit, it follows that λ maps the set of generators of 〈a〉 to a translate
of L, namely λ(a) + L. Now consider an arbitrary q ∈ G(a,M) and τ ∈ EK . By
(5.1),
1 ≤ N(〈a〉) = N(〈q〉) = |τ(q)|
∏
τ ′∈EK\{τ}
|τ ′(q)| ≤ |τ(q)|(CBM)n−1.
Rearranging and taking the logarithm gives − log |τ(q)| ≤ (n− 1) log(CBM). Also
by (5.1), log |τ(q)| ≤ log(CBM). Therefore | log |τ(q)|| ≤ n log(CBM). It follows
that λ maps G(a,M) into the intersection of the lattice translate λ(a) + L with
the cube in Rr1+r2 centered at the origin and having side length ≤ 4n log(CBM).
Since the (r1+ r2− 1)-dimensional lattice L does not depend on 〈a〉, the number of
points of λ(a)+L in this cube is ≤ C(4n log(CBM))r1+r2−1, where C is a constant
depending only on K (via the geometry of the lattice L). Since the kernel of λ is
finite, the number of elements of G(a,M) satisfies the same bound, with a larger
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constant C. Since M ≥ 2, by further increasing C relative to r1,r2, n, and CB, we
obtain a bound of the desired shape. 
Now we turn to finding an appropriate upper bound on (ii). We introduce
notation for two divisor functions. For every positive integer ℓ, d1(ℓ) is the number
of positive integers that divide ℓ. For every ideal s of ZK , d2(s) is the number of
ideals that divide s in ZK .
The function d1 obeys the following classic divisor bound, which is due to Wigert.
For a proof and historical discussion, we refer the reader to Hardy and Wright [18,
Theorem 317].
Lemma 6.3. For every ℓ ∈ N and ζ > log 2,
d1(ℓ) .ζ wζ(ℓ).
The next lemma relates d1 to d2.
Lemma 6.4. For every ideal s in ZK ,
d2(s) ≤ d1(N(s)).
Proof. Suppose the unique factorization of s into prime ideals in ZK is
s = pe11 · · · pekk .
For each i, N(pi) = p
fi
i , where pi is a rational prime and fi is a positive integer.
So the unique factorization of N(s) into rational primes is
N(s) = N(p1)
e1 · · ·N(pk)ek = pe1f11 · · · pekfkk .
Therefore
d2(s) =
k∏
i=1
(ei + 1) ≤
k∏
i=1
(eifi + 1) = d1(N(s)).

By combining Lemma 6.3 with Lemma 6.4 and by taking s = 〈s〉, we obtain the
desired upper bound on (ii). (In fact, we get an upper bound on a quantity larger
than (ii); namely, the number of ideals (principal and otherwise) that divide 〈s〉.)
This completes the proof of Proposition 6.1.
7. Algebraic Number Theory : An Exponential Sum
In this section we prove an exponential sum estimate, namely Proposition 7.7,
that we will need in the proof of Theorem 1.2.
Let K be a number field of degree n over Q. An element q of K induces a linear
map on K given by x 7→ qx. Given a basis B for K over Q, we write Aq,B for the
matrix representation of this linear map in the basis B. The transpose of a matrix
A is denoted by AT . Vectors x, y ∈ Rn are viewed as n × 1 column matrices, so
x · y = xT y.
The following lemma provides a formula for the exponential sum we are interested
in.
Lemma 7.1. LetB = {ω1, . . . , ωn} be an integral basis forK overQ. Let s, q ∈ Zn.
Let Rq ⊆ ZK be any complete set of representatives of ZK/ 〈q〉. Then∑
r∈Rq
e(s · (r/q)) =
∑
r∈Rq
e
(
((Aq−1,B)
T s)T r
)
=
{
N(〈q〉) if (Aq−1,B)T s ∈ Zn
0 if (Aq−1,B)
T s /∈ Zn
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Proof. For every r ∈ Zn,
s · (r/q) = s · (Aq−1,B)r = sT (Aq−1,B)r = ((Aq−1,B)T s)T r.
If (Aq−1,B)
T s ∈ Zn, then∑
r∈Rq
e(s · (r/q)) =
∑
r∈Rq
1 = |Rq| = |ZK/ 〈q〉 | = N(〈q〉).
Now assume (Aq−1,B)
T s /∈ Zn. So some component, say the j-th component, of
(Aq−1,B)
T s is not an integer. Then s · (ωj/q) = (Aq−1,B)T s)Tωj /∈ Z, and so
e (s · (ωj/q)) = e
(
((Aq−1,B)
T s)Tωj
) 6= 1. Now observe that Rq + ωj is also a
complete set of representatives of ZK/ 〈q〉. So there is a bijection ρ : Rq → Rq +ωj
such that, for each r ∈ Rq, there exists kr ∈ ZK such that r = ρ(r)+krq. Therefore∑
r∈Rq
e (s · (r/q)) =
∑
r∈Rq
e (s · ((ρ(r) + krq)/q)) =
∑
r∈Rq
e (s · (ρ(r)/q))
=
∑
r∈Rq+ωj
e (s · (r/q)) =
∑
r∈Rq
e (s · ((r + ωj)/q))
= e (s · (ωj/q))
∑
r∈Rq
e (s · (r/q))
Since e (s · (ωj/q)) 6= 1, the sum must equal zero. 
We know that Aq−1,B is the matrix representation of q
−1 with respect to the
basis B. To use Lemma 7.1, we need to understand what the transpose (Aq−1,B)
T
represents. We start with some examples.
Example 7.2. Let K = Q(i), B = {1, i}, and q = a0 + a1i. Then the matrix
representation of q with respect to B is
Aq,B =
(
a0 −a1
a1 a0
)
Notice that the transpose (Aq,B)
T is the matrix representation of the complex
conjugate q = a0 − a1i ∈ K with respect to the basis B. Note also that (Aq,B)T
is the matrix representation of q with respect to the basis B′ = {1,−i}. In other
words, (Aq,B)
T = Aq,B′ .
Example 7.3. Let ω = 4
√−1 = (√2 +√2i)/2. Let K = Q(ω), B = {1, ω, ω2, ω3},
and q = a0 + a1ω + a2ω
2 + a3ω
3. Then the matrix represenation of q with respect
to B is
Aq,B =

a0 −a3 −a2 −a1
a1 a0 −a3 −a2
a2 a1 a0 −a3
a3 a2 a1 a0

The transpose (Aq,B)
T is the matrix representation of the Galois conjugate q′ =
a0− a3ω− a2ω2− a1ω3 ∈ K with respect to the basis B. In fact, q′ is the complex
conjugate of q. Note also that (Aq,B)
T is the matrix representation of q with respect
to the basis B′ =
{
1,−ω3,−ω2,−ω}. In other words, (Aq,B)T = Aq,B′ .
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Example 7.4. Let K = Q( 3
√
2), B = {1, 3√2, 3√4}, and q = a0 + a1 3
√
2 + a2
3
√
4.
The matrix representation of q with respect to B is
Aq,B =
 a0 2a2 2a1a1 a0 2a2
a2 a1 a0

If a1 6= 0 or a2 6= 0, then (Aq,B)T is not the matrix representation of a conjugate of
q with respect to the basis B, in contrast to the previous examples. In fact, (Aq,B)
T
is not the matrix representation of any element of K with respect to the basis B.
However, as in the previous examples, (Aq,B)
T is the matrix representation of q
with respect to the basis B′ =
{
1, 1/ 3
√
2, 1/ 3
√
4
}
. Notice that B′ is not an integral
basis even though B is.
The following lemma verifies the property of transposes of matrix representations
that is suggested by the examples.
Lemma 7.5. Given any basis B for K, there exists a basis B′ for K such that,
for every q ∈ K, (Aq,B)T is the matrix representation for q with respect to B′, i.e.,
(Aq,B)
T = Aq,B′ .
A statement of this lemma can be found, for example, in [10]. It can be ob-
tained as a corollary of the Skolem-Noether theorem, but we include a proof for
completeness.
Proof of Lemma 7.5. It is easy to check that the map φ1: q 7→ Aq is an injective
ring homomorphism from K into Mn(Q) (the ring of n× n matrices with rational
entries). The same is true of the map φ2: q 7→ ATq . It suffices to show that there
exists a matrix A with rational entries such that φ2(x) = A
−1φ1(x)A for all x ∈ K.
Note K is a simple extension of Q, say K = Q(θ). So the homomorphisms φ1 and
φ2 are entirely determined by φ1(θ) and φ2(θ), respectively. So it is enough to show
that φ1(θ) and φ2(θ) are similar matrices. Let P1 (resp. P2) be the characteristic
polynomial of φ1(θ) (resp. φ2(θ)). By the Cayley-Hamilton theorem and the fact
that φ1 is a homorphism, 0 = P1(φ1(θ)) = φ1(P1(θ)). But, since φ1 is injective, it
follows that P1(θ) = 0. The polynomial P1 is a monic polynomial of degree n, and
θ is an element of K of degree n, so it follows that P1 is the minimal polynomial
of θ. The same, of course, can be said for P2, and thus P1 = P2. Furthermore,
K/Q is separable. So P1 does not have any multiple roots. This implies φ1(θ)
has n distinct eigenvalues and is therefore diagonalizable. Thus φ1(θ) and φ2(θ)
are diagonalizable matrices with the same eigenvalues and are therefore similar. A
standard argument (see e.g. [19], Section 3.4, Exercise 3) involving the rational
canonical form shows that the similarity matrix A can be taken to be rational. 
For the definition of the constant β in Proposition 7.7 below, we note the fol-
lowing standard fact.
Lemma 7.6. For every algebraic number α, there is a rational integer d such that
dα is an algebraic integer.
Proof. If α is a root of the polynomial xm+(am−1/bm−1)x
m−1+· · ·+(a0/b0), where
ai, bi ∈ Z, then, with d = bm−1 · · · b0, it follows that dα is a root of the polynomial
xm + d(am−1/bm−1)x
m−1 + · · ·+ dm(a0/b0), whose coefficients are integers. 
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Proposition 7.7. Let B = {ω1, . . . , ωn} be an integral basis for K over Q. Let
B′ = {ω′1, ω′2, . . . , ω′n} be the basis corresponding to B given by Lemma 7.5. Let β
be the smallest positive integer such that βω′i ∈ ZK for all 1 ≤ i ≤ n. Let s ∈ Zn
and define s′ =
∑n
i=1 siω
′
i. Let q ∈ Zn and let Rq ⊆ ZK be any complete set of
representatives of ZK/ 〈q〉. Then∣∣∣∣∣∣
∑
r∈Rq
e(s · r/q)
∣∣∣∣∣∣ ≤
{
N(〈q〉) if q | βs′
0 if q ∤ βs′
Proof. We always have∣∣∣∣∣∣
∑
r∈Rq
e(s · r/q)
∣∣∣∣∣∣ ≤ |Rq| = |ZK/ 〈q〉 | = N(〈q〉).
We will show that (Aq−1,B)
T s ∈ Zn implies q | βs′. Combining the contrapositive
with Lemma 7.1 will then complete the proof. Assume (Aq−1,B)
T s ∈ Zn. By
Lemma 7.5, this assumption is equivalent to the statement that (Aq−1,B′)s ∈ Zn.
The last statement is equivalent to saying that s′/q = a1ω
′
1 + · · ·+ anω′n for some
a1, . . . , an ∈ Z. Multiplying by β gives βs′/q = a1(βω′1) + · · · + an(βω′n). Since
βω′i ∈ ZK for all 1 ≤ i ≤ n, we have βs′/q ∈ ZK , i.e., q | βs′ in ZK . 
8. Proof of Theorem 1.2: The Sets Q(M), Q′(M), and Q′′(M)
We now begin the proof of Theorem 1.2 proper. Fix τ > 1. Fix a number field
K of degree n over Q. Fix an integral basis B = {ω1, . . . , ωn} for K.
From Proposition 7.7, recall the definition of the basis B′, the constant β ∈ N,
and the element s′ ∈ K for s ∈ Zn. Note that βs′ ∈ ZK for every s ∈ Zn.
Let M ≥ 1 be an arbitrary real number. Define
Q(M) = {q ∈ Zn :M/2 < |q| ≤M} .
Note
|Q(M)| ≥ 2n−2Mn.(8.1)
We define a new set Q′(M) by removing from Q(M) those q which divide βs′ for
some small non-zero s ∈ Zn. This is needed for Lemma 10.4 below. We also show
that this requires removing only a small number of elements, which is important
for Lemma 10.5 below. Define
S(M) =
{
s ∈ Zn : 0 < |s| ≤M1/(2n)
}
.
With D(M,βs′) defined as in Proposition 6.1, define
Q′(M) = Q(M) \
⋃
s∈S(M)
D(M,βs′).
Note
|S(M)| ≤ 2nM1/2.(8.2)
For each s ∈ S(M), (5.2) gives
|N(〈βs′〉)| ≤ CnB′βn|s|n ≤ CnB′βnM1/2,
12 ROBERT FRASER AND KYLE HAMBROOK
and so Proposition 6.1 implies
|D(M,βs′)| = Mo(1).(8.3)
By (8.1), (8.2), and (8.3), there is a number M ′0 such that, for all M ≥M ′0,
|Q′(M)| ≥ 2n−2Mn − 2nM1/2+o(1) &Mn.(8.4)
Now we choose a subset Q′′(M) of Q′(M) consisting of elements q which all have
approximately the same norm N(〈q〉). We also ensure that Q′′(M) is not too much
smaller than Q′(M). This is needed for Lemma 10.5 below.
By (5.2), for every q ∈ Q(M) and hence for every q ∈ Q′(M), we have
1 ≤ N(〈q〉) ≤ CnB |q|n ≤ CnBMn.
Define
J = ⌈log2(CnBMn)⌉.(8.5)
Partition Q′(M) dyadically as
Q′(M) =
J⋃
j=0
{
q ∈ Q′(M) : 2−j−1 < N(〈q〉)C−nB M−n ≤ 2−j
}
By the pigeonhole principle, there exists a j0(M) ∈ {0, . . . , J} such that the set
Q′′(M) =
{
q ∈ Q′(M) : 2−j0(M)−1 < N(〈q〉)C−nB M−n ≤ 2−j0(M)
}
has cardinality |Q′′(M)| ≥ |Q′(M)|/J. Therefore, by (8.4) and (8.5), there is a
number M ′′0 such that, for all M ≥M ′′0 ,
|Q′′(M)| & M
n
logM
.(8.6)
9. Proof of Theorem 1.2: The Function FM
Fix φ : Rn → R such that φ is C∞, φ ≥ 0, ∫ φ = 1, supp(φ) ⊆ [−1, 1]n. Define
cM by
1
cM
=
∑
q∈Q′′(M)
|N(q)|.
Define ǫM = M
−(1+τ) and
FM (x) = cM
∑
q∈Q′′(M)
∑
r∈Zn
ǫ−nM φ((x − r/q)/ǫM )(9.1)
for each x ∈ Rn. Notice that ǫ−nM φ((x − r/q)/ǫM ) is an L1-normalized bump
function on the ℓ∞-ball with radius ǫM = M
−(1+τ) and center r/q. Observe that
FM is Zn-periodic, FM is C∞, and FM ≥ 0. Note also that, for each fixed q, the
inner sum in the definition of FM has only finitely many non-zero terms because
supp(φ) ⊆ [−1, 1]n.
Lemma 9.1. For all M ≥ 1,
supp(FM ) ⊆
⋃
q∈Q′′(M)
⋃
r∈Zn
{x ∈ Rn : |x− r/q| ≤ |q|−(1+τ)}.(9.2)
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For any sequence (Mk)
∞
k=1 with 2Mk ≤Mk+1 for all k ∈ N,
∞⋂
k=1
supp(FMk) ⊆ E(K,B, τ).(9.3)
Proof. Let x ∈ Rn. Since φ ≥ 0 and supp(φ) ⊆ [−1, 1]n, if FM (x) > 0, then there
exist q ∈ Q′′(M) and r ∈ Zn such that |ǫ−1M (x − r/q)| ≤ 1, and hence |x − r/q| ≤
ǫM = M
−(1+τ) ≤ |q|−(1+τ). This proves (9.2) with {x ∈ Rn : FM (x) > 0} in place
of supp(FM ). But, since the set on the right of (9.2) is closed, this actually proves
(9.2). If x ∈ supp(FMk ) for every k ∈ N, then for every k ∈ N we get a pair
(qk, rk) ∈ Q′′(Mk) × Zn with |x − rk/qk| ≤ |qk|−(1+τ). The pairs must be distinct
because
|qk| ≤Mk ≤Mk+1/2 < |qk+1|
for all k ∈ N. This proves (9.3). 
10. Proof of Theorem 1.2: The Fourier Transform of FM
For each q ∈ Zn, let Rq be a fixed set of representatives of ZK/ 〈q〉. Note that
the cardinality of Rq is
|Rq| = |ZK/ 〈q〉 | = N(〈q〉).(10.1)
Lemma 10.1. For all M ≥ 1 and s ∈ Zn,
F̂M (s) = cM φ̂(s/M
1+τ )
∑
q∈Q′′(M)
∑
r∈Rq
e(s · r/q).
Proof. Since Zn is identified with ZK via the integral basis B, every element r ∈ Zn
can be written uniquely as r = r′ + kq, where r′ ∈ Rq and k ∈ Zn. Using this and
(9.1), we find
F̂M (s) = cM
∑
q∈Q′′(M)
∑
r∈Zn
∫
[0,1]n
φ((x − r/q)/ǫM )e(s · x)ǫ−nM dx
= cM
∑
q∈Q′′(M)
∑
r∈Rq
∑
k∈Zn
∫
[0,1]n
φ((x + k − r/q)/ǫM )e(s · x)ǫ−nM dx
= cM
∑
q∈Q′′(M)
∑
r∈Rq
∫
Rn
φ((x − r/q)/ǫM )e(s · x)ǫ−nM dx
= cM
∑
q∈Q′′(M)
∑
r∈Rq
e(s · r/q)
∫
Rn
φ(u)e(ǫMs · u)du
= cM φ̂(ǫMs)
∑
q∈Q′′(M)
∑
r∈Rq
e(s · r/q).

Lemma 10.2. For all M ≥ 1 and s ∈ Zn,
F̂M (0) = 1,(10.2)
|F̂M (s)| ≤ 1.(10.3)
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Proof. By (10.1), Lemma 10.1, and the definition of cM ,
F̂M (0) = cM φ̂(0)
∑
q∈Q′′(M)
∑
r∈Rq
e(0 · r/q) = cM
∑
q∈Q′′(M)
N(〈q〉) = 1.
Then, for every s ∈ Zn, we have
|F̂M (s)| ≤
∫
[0,1]n
|FM (x)e(s · x)|dx =
∫
[0,1]n
FM (x) = F̂M (0) = 1.

Lemma 10.3. For all M ≥ 1 and s ∈ Zn,
|F̂M (s)| ≤ cM |φ̂(s/M1+τ )|
∑
q∈Q′′(M)
q|βs′
N(〈q〉).
Proof. Combine Proposition 7.7 and Lemma 10.1. 
Lemma 10.4. For all M ≥ 1 and s ∈ Zn, if 0 < |s| ≤M1/2n, then F̂M (s) = 0.
Proof. Because Q′′(M) ⊆ Q′(M) and because of the definition of Q′(M), if 0 <
|s| ≤M1/2n, then the sum over q in Lemma 10.3 is empty; hence, F̂M (s) = 0. 
Lemma 10.5. For all ζ > log 2, M ≥ max {M ′′0 , 2}, and s ∈ Zn,
|F̂M (s)| .ζ (1 + |s|)−n/(1+τ)wζ(N(〈βs′〉)) logr1+r2(M).
Proof. Since φ is C∞ with compact support,
|φ̂(ξ)| . (1 + |ξ|)−n/(1+τ)
for all ξ ∈ Rn. Thus
|φ̂(s/M1+τ )| . (1 + |s|M−(1+τ))−n/(1+τ) ≤Mn(1 + |s|)−n/(1+τ).
By (8.6) and the definition of Q′′(M),
1
cM
=
∑
q∈Q′′(M)
N(〈q〉) ≥ 2−j0(M)−1CnBMn|Q′′(M)| & 2−j0(M)−1CnBMn
Mn
logM
and ∑
q∈Q′′(M)
q|βs′
N(〈q〉) ≤ 2−j0(M)CnBMn
∑
q∈Q′′(M)
q|βs′
1 ≤ 2−j0(M)CnBMn|D(M,βs′)|,
where D(M,βs′) is defined as in Proposition 6.1. Combining the estimates above
with Proposition 6.1 and Lemma 10.3 gives the desired result. 
11. Proof of Theorem 1.2: Recursive Estimate
The proposition proved in this section will be used recursively to define the
measure µ in Section 12.
Define
g(x) =
{ |x|−n/(1+τ)wn(|x|) logr1+r2(|x|) if x ∈ Rn, |x| > 3
1 if x ∈ Rn, |x| ≤ 3
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Proposition 11.1. For every δ > 0, M0 > 0, and χ ∈ C∞c (Rn), there is an
M∗ = M∗(δ,M0, χ) ∈ N such that M∗ ≥M0 and
|χ̂FM∗(ξ)− χ̂(ξ)| ≤ δg(ξ) for all ξ ∈ Rn.
Proof. We begin by recording two auxiliary estimates. Since χ ∈ C∞c (Rn), for every
N > 0, we have
|χ̂(ξ)| .N (1 + |ξ|)−N for all ξ ∈ Rn.(11.1)
For every p > n, we have
sup
ξ∈Rn
∑
ℓ∈Zn
(1 + |ξ − ℓ|)−p <∞.(11.2)
Fix ξ ∈ Rn. We will write χ̂FM (ξ) − χ̂(ξ) in another form. Since FM is C∞ and
Zn-periodic, we have
FM (x) =
∑
ℓ∈Zn
F̂M (ℓ)e(−ℓ · x) for all x ∈ Rn
with uniform convergence. Since χ ∈ L1(Rn), multiplying by χ and taking the
Fourier transform yields
χ̂FM (ξ) =
∑
ℓ∈Zn
F̂M (ℓ)
∫
Rn
χ(x)e−2πi(ξ−ℓ)·xdx =
∑
ℓ∈Zn
F̂M (ℓ)χ̂(ξ − ℓ).
By Lemma 10.2 and 10.4, we have
χ̂FM (ξ)− χ̂(ξ) =
∑
ℓ∈Zn
χ̂(ξ − ℓ)F̂M (ℓ)− χ̂(ξ) =
∑
|ℓ|>M1/2n
χ̂(ξ − ℓ)F̂M (ℓ).(11.3)
for all sufficiently large M .
Fix N > n+n/(1+τ) and define the positive number η by N = 2η+n+n/(1+τ).
We estimate χ̂FM (ξ)− χ̂(ξ) by considering two cases.
Case 1: |ξ| < 12M1/2n.
If |ℓ| > M1/2n, then |ξ − ℓ| ≥ |ℓ| − |ξ| > 12M1/2n > |ξ|. Hence, by (10.3), (11.1),
(11.2), and (11.3), we have
|χ̂FM (ξ) − χ̂(ξ)| .
∑
|ℓ|>M1/2n
(1 + |ξ − ℓ|)−N =
∑
|ℓ|>M1/2n
(1 + |ξ − ℓ|)−2η−n−n/(1+τ)
≤ (1 + |ξ|)−n/(1+τ)(1 + 1
2
M1/2n)−η
∑
|ℓ|>M1/2n
(1 + |ξ − ℓ|)−(n+η) ≤ δg(ξ)
for all sufficiently large M .
Case 2: |ξ| ≥ 12M1/2n.
Using (11.3), write
χ̂FM (ξ)− χ̂(ξ) = S1 + S2 =
∑
|ℓ|>M1/2n
|ℓ|≤ 1
2
|ξ|
χ̂(ξ − ℓ)F̂M (ℓ) +
∑
|ℓ|>M1/2n
|ℓ|> 1
2
|ξ|
χ̂(ξ − ℓ)F̂M (ℓ).
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We first bound S1. If |ℓ| ≤ 12 |ξ|, then |ξ − ℓ| ≥ 12 |ξ| ≥ 14M1/2n. Hence by (10.3),
(11.1), and (11.2) we have
|S1| .
∑
|ℓ|>M1/2n
|ℓ|≤ 1
2
|ξ|
(1 + |ξ − ℓ|)−N =
∑
|ℓ|>M1/2n
|ℓ|≤ 1
2
|ξ|
(1 + |ξ − ℓ|)−2η−n−n/(1+τ)
≤ (1 + 1
2
|ξ|)−n/(1+τ)(1 + 1
4
M1/2n)−η
∑
|ℓ|>M1/2n
|ℓ|≤ 1
2
|ξ|
(1 + |ξ − ℓ|)−(n+η) ≤ 1
2
δg(ξ)
for all sufficiently large M .
Now we bound S2. Fix ζ such that log 2 < ζ < 1. By (5.2) and Lemma 10.5,
|S2| .
∑
|ℓ|>M1/2n
|ℓ|> 1
2
|ξ|
(1 + |ℓ|)−n/(1+τ)wζ(CnB′βn|ℓ|n) logr1+r2(M)|χˆ(ξ − ℓ)|.
Note that logr1+r2(x) is increasing and that (1+x)−n/(1+τ)wζ(C
n
B′β
nxn) is eventu-
ally decreasing. Since |ℓ| > 12 |ξ| ≥ 14M1/2n in the sum, taking M sufficiently large
gives
|S2| . (1 + |ξ|/2)−n/(1+τ)wζ(CnB′βn(|ξ|/2)n) logr1+r2((2|ξ|)2n)
∑
|ℓ|>M1/2n
|ℓ|> 1
2
|ξ|
|χˆ(ξ − ℓ)|.
By (11.1) and (11.2), the last sum is . 1. Since ζ < 1 and |ξ| ≥ 12M1/2n, taking
M sufficiently large gives
|S2| ≤ 1
2
δg(ξ).

12. Proof of Theorem 1.2: The Measure µ
In this section we construct the measure µ and prove it satisfies the desired
support and Fourier decay properties.
Let f0 : Rn → R be a non-negative compactly supported C∞ function with∫
Rn
f0(x)dx = 1. With the notation of Lemma 11.1, define
M1 = M∗(2
−2, 1, f0), Mk =M∗(2
−k−1, 2Mk−1, f0FM1 · · ·FMk−1) for k = 2, 3, . . . .
Define measures µk on Rn by
dµ0 = f0dx, dµk = f0FM1 · · ·FMkdx for all k ∈ N.
By Lemma 11.1,
|µ̂k(ξ)− µ̂k−1(ξ)| ≤ 2−k−1g(ξ) for all k ∈ N, ξ ∈ Rn.(12.1)
Since g is bounded, (12.1) implies (µ̂k)
∞
k=0 is a Cauchy sequence in the supremum
norm. Therefore, since each µ̂k is a continuous function, lim
k→∞
µ̂k is a continuous
function. By (12.1), we have
| lim
k→∞
µ̂k(ξ)− µ̂ℓ−1(ξ)| ≤
∞∑
k=ℓ
|µ̂k(ξ)− µ̂k−1(ξ)| ≤ g(ξ)
∞∑
k=ℓ
2−k−1 = 2−ℓg(ξ)(12.2)
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for all ξ ∈ Rn and ℓ ∈ N. Since µ̂0(0) =
∫
Rn
f0(x)dx = 1 and g(0) = 1, it follows
from (12.2) that
1
2
≤ | lim
k→∞
µ̂k(0)| ≤ 3
2
.
Therefore, by Le´vy’s continuity theorem, (µk)
∞
k=0 converges weakly (i.e., in distri-
bution) to a finite non-zero Borel measure µ. Then, by Lemma 9.1,
supp(µ) ⊆
∞⋂
k=0
supp(µk) = supp(f0) ∩
∞⋂
k=1
supp(FMk) ⊆ E(K,B, τ).
Moreover,
µ̂(ξ) = lim
k→∞
µ̂k(ξ) for all ξ ∈ Rn.
Let ǫ > 0 be given. Choose kǫ ∈ N such that 2−kǫ ≤ ǫ. By (12.2), we have
|µ̂(ξ)− µ̂kǫ(ξ)| ≤ 2−kǫ−1g(ξ) ≤
ǫ
2
g(ξ) for all ξ ∈ Rn.(12.3)
On the other hand, since f0FM1 · · ·FMkǫ is C∞ and compactly supported, we have
|µ̂kǫ(ξ)| . (1 + |ξ|)−n/(1+τ) for all ξ ∈ Rn.(12.4)
By combining (12.3) and (12.4), we see that |µ̂(ξ)| ≤ ǫg(ξ) for all sufficiently large
ξ ∈ Rn, and hence |µ̂(ξ)| = o(g(ξ)) as |ξ| → ∞. By multiplying µ by a constant,
we can make µ a probability measure. This completes the proof of Theorem 1.2.
13. Acknowledgements
This material is based on work supported by the National Science Foundation
under Award No. 1803086.
References
[1] V. Beresnevich and S. Velani. A mass transference principle and the Duffin-Schaeffer conjec-
ture for Hausdorff measures. Ann. of Math. (2), 164(3):971–992, 2006.
[2] V. Beresnevich and S. Velani. Schmidt’s theorem, Hausdorff measures, and slicing. Int. Math.
Res. Not., pages Art. ID 48794, 24, 2006.
[3] A. S. Besicovitch. Sets of Fractional Dimensions (IV): On Rational Approximation to Real
Numbers. J. London Math. Soc., S1-9(2):126, 1934.
[4] C. Bluhm. Random recursive construction of Salem sets. Ark. Mat., 34(1):51–63, 1996.
[5] J. D. Bovey and M. M. Dodson. The Hausdorff dimension of systems of linear forms. Acta
Arith., 45(4):337–358, 1986.
[6] X. Chen and A. Seeger. Convolution powers of Salem measures with applications. Canad. J.
Math., 69(2):284–320, 2017.
[7] H. G. Eggleston. Sets of fractional dimensions which occur in some problems of number
theory. Proc. London Math. Soc. (2), 54:42–93, 1952.
[8] F. Ekstro¨m. Fourier dimension of random images. Ark. Mat., 54(2):455–471, 2016.
[9] F. Ekstro¨m, T. Persson, and J. Schmeling. On the Fourier dimension and a modification. J.
Fractal Geom., 2(3):309–337, 2015.
[10] D. K. Faddeev. Representations of algebraic numbers by matrices. Journal of Soviet Mathe-
matics, 9(3):363–366, Mar 1978.
[11] K. J. Falconer. The geometry of fractal sets, volume 85 of Cambridge Tracts in Mathematics.
Cambridge University Press, Cambridge, 1986.
[12] H. Federer. Geometric measure theory. Die Grundlehren der mathematischen Wissenschaften,
Band 153. Springer-Verlag New York Inc., New York, 1969.
[13] J. M. Fraser, T. Orponen, and T. Sahlsten. On Fourier analytic properties of graphs. Int.
Math. Res. Not. IMRN, (10):2730–2745, 2014.
18 ROBERT FRASER AND KYLE HAMBROOK
[14] R. Fraser and K. Hambrook. Explicit Salem sets, Fourier restriction, and metric Diophantine
approximation in the p-adic numbers. Proc. Roy. Soc. Edinburgh Sect. A, 150(3):1265–1288,
2020.
[15] M. Gatesoupe. Sur un the´ore`me de R. Salem. Bull. Sci. Math. (2), 91:125–127, 1967.
[16] K. Hambrook. Explicit Salem sets in R2. Adv. Math., 311:634–648, 2017.
[17] K. Hambrook. Explicit Salem sets and applications to metrical Diophantine approximation.
Trans. Amer. Math. Soc., 371(6):4353–4376, 2019.
[18] G. H. Hardy and E. M. Wright. An introduction to the theory of numbers. Oxford University
Press, Oxford, sixth edition, 2008. Revised by D. R. Heath-Brown and J. H. Silverman, With
a foreword by Andrew Wiles.
[19] R. A. Horn and C. R. Johnson. Matrix analysis. Cambridge University Press, Cambridge,
1990. Corrected reprint of the 1985 original.
[20] N. D. E. (https://mathoverflow.net/users/14830/noam-d elkies). The divisor bound in num-
ber fields. MathOverflow. URL:https://mathoverflow.net/q/68464 (version: 2011-06-22).
[21] V. Jarn´ık. Diophantischen Approximationen und Hausdorffsches Mass.Mat. Sborjnik, 36:371–
382, 1929.
[22] V. Jarn´ık. Diophantischen Approximationen und Hausdorffsches Mass.Mat. Sborjnik, 36:371–
382, 1929.
[23] F. Jarvis. Algebraic Number Theory. Springer Undergraduate Mathematics Series. Springer
International Publishing, Cham, 2014.
[24] J.-P. Kahane. Images browniennes des ensembles parfaits. C. R. Acad. Sci. Paris Se´r. A-B,
263:A613–A615, 1966.
[25] J.-P. Kahane. Images d’ensembles parfaits par des se´ries de Fourier gaussiennes. C. R. Acad.
Sci. Paris Se´r. A-B, 263:A678–A681, 1966.
[26] J.-P. Kahane. Some random series of functions, volume 5 of Cambridge Studies in Advanced
Mathematics. Cambridge University Press, Cambridge, second edition, 1985.
[27] R. Kaufman. On the theorem of Jarn´ık and Besicovitch. Acta Arith., 39(3):265–267, 1981.
[28] I.  Laba and M. Pramanik. Arithmetic progressions in sets of fractional dimension. Geom.
Funct. Anal., 19(2):429–456, 2009.
[29] P. Mattila. Geometry of sets and measures in Euclidean spaces, volume 44 of Cambridge
Studies in Advanced Mathematics. Cambridge University Press, Cambridge, 1995. Fractals
and rectifiability.
[30] P. Mattila. Fourier analysis and Hausdorff dimension, volume 150 of Cambridge Studies in
Advanced Mathematics. Cambridge University Press, Cambridge, 2015.
[31] R. Salem. On singular monotonic functions whose spectrum has a given Hausdorff dimension.
Ark. Mat., 1:353–365, 1951.
[32] P. Shmerkin and V. Suomala. Spatially independent martingales, intersections, and applica-
tions. Mem. Amer. Math. Soc., 251(1195):v+102, 2018.
[33] T. Wolff. Lectures on harmonic analysis, volume 29 of University Lecture Series. American
Mathematical Society, Providence, RI, 2003. With a foreword by Charles Fefferman and a
preface by Izabella  Laba, Edited by  Laba and Carol Shubin.
