The quantum approximate optimization algorithm (QAOA) is a promising algorithm that runs on noisy-intermediate scale quantum (NISQ) devices. When running QAOA, effects of quantum noise are inevitable. In our work concerning the QAOA, we study these effects for a kind of quantum noise and produce some numerical results. We find that quantum noise only flattens the QAOA parameter space without changing its structure. Moreover, the parameter optimization process for a QAOA quantum circuit is less affected by quantum noise. Our work provides a reference in regard to QAOA performance on real quantum chips.
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I. INTRODUCTION
In recent years, there have been rapid developments towards building quantum computers. The expectation is that they will have a quantum chip containing hundreds of qubits-in essence, a noisy-intermediate-scale quantum (NISQ) [1] device. However, some quantum algorithms will require enormous numbers of qubits and a quantum circuit having a long circuit depth to realize quantum supremacy [2] . When running complex quantum circuits, quantum error correction codes need to be executed, but this will further increase the required number of qubits and quantum circuit complexity. For example, to factor 2048-bit RSA integers requires 20 billion noisy qubits [3] . This requirement far exceeds the capacity of current quantum chips and will remain so for the near future.
One meaningful problem is to find a quantum algorithm that can realize quantum supremacy on NISQ devices. A quantum-classical hybrid algorithm has promise. In recent years, several quantum-classical hybrid algorithms have been proposed [4] [5] [6] [7] [8] [9] [10] [11] [12] , a few of which have been demonstrated experimentally on real quantum chips [5, [13] [14] [15] [16] [17] [18] [19] [20] . In NISQ devices, quantum noise is inevitable, and quantum algorithms running on NISQ devices need to be noise tolerant. However, how quantum noise affects the performance of these quantum-classical hybrid algorithms has not been analyzed in detail.
We focus on a specific quantum-classical hybrid algorithm-the QAOA [21] [22] [23] [24] [25] . There is little work concerning the effects of quantum noise on the QAOA. In our work, we study specifically the effect of quantum noise on its performance. We analyze the effect of quantum noise on various aspects of QAOA, including the fidelity of its output state, its cost function, its cost function gradient, and its parameter optimization. We find that QAOA is noise tolerant although the QAOA parameter space is somewhat flattened. Nevertheless, the architecture of the parameter space remains basically unchanged, and therefore quantum noise does not affect the optimization process of the QAOA parameters. To demonstrate our conclusion, we choose three different quantum noise channels and test the effect of each on QAOA through numerical simulations.
II. RESULTS
We consider quantum noise for which the Kraus operators are written K = {a 0 I, a 1 K 1 , a 2 K 2 , ..., a s K s }, each a i being a real number and I the identity operator. We test the effect of this quantum noise on the QAOA performance in a treatment of the maximum cut (Max-Cut) problem in graph theory.
The specific Max-Cut problem we treat corresponds to finding the maximum cut in an undirected graph. The undirected graph information of the Max-Cut problem we selected is shown in Fig. 1 . A. Effect of quantum noise on output quantum state
Theory analysis
As shown in Sec. IV B, for a specific QAOA quantum circuit U ( γ, β), if there is no quantum noise, the output quantum state is
We use N to denote the number of quantum gates in the QAOA quantum circuit. The noisy output quantum state is written
where i j = 0, 1, 2, ..., s, p k,ij signifies the probability that the i j th noise Kraus operator acts when the quantum state evolves to the k-th quantum gate. The fidelity between |φ The proportion of the ideal output in the noisy output is
. Except for |φ 0,0,...,0 , only a small part of |φ i1,i2,...,i N has a value for | φ ideal out |φ i1,i2,...,i N | 2 that is significantly larger than 0. Considering this part of |φ i1,i2,...,i N , we assume the output state fidelity is expressed as
for which δ is a constant that depends on the quantum circuit architecture and quantum noise model.
Numerical simulation
We demonstrate the above formula with numerical simulation. We choose three quantum noise: dephasing noise, bit flip noise and depolarizing noise. The details of these three quantum noise and noise parameter range are shown in Sec.IV A.
In this test, we randomly set the QAOA quantum circuit parameters and compute the fidelity between ideal output state and noisy output state. The numerical results are shown in Fig.2 . It fits well with the formula we proposed.
B. Effect of quantum noise on QAOA cost function
Theory analysis
We define the expectation of the problem Hamiltonian as the QAOA cost function f ( γ, β), which is written where H p is the Hamiltonian of the Max-Cut problem given as
In our work, we redefined H p ; specifically, we discarded its constant term and multiplied the result by 2 yielding
The performance and results of the QAOA are not influenced. One feature of the redefined H p is that its statistical average H p in the entire space satisfies T r( For a specific QAOA quantum circuit U ( γ, β) with N quantum gates, the output quantum state is, if there is no quantum noise,
and the cost function is
However, as shown in Sec. II A, when quantum noise K acts on the QAOA quantum circuit, the output state density matrix changes. The noisy cost function is then written
We classify |φ i1,i2,...,i N in the following way: |ψ k represents |φ i1,i2,...,i N , for which the number of i j = 0 is
When k is small, ψ k |H p |φ k is close to the ideal cost function. As k increases, ψ k |H p |φ k approaches the average of the arbitrary state. We use
to represent the value of f ( γ, β) noise when k is small; here, α is a constant number. Therefore, the effect of the QAOA on the cost function is expressed as
in which A represents the average cost function of an arbitrary state. As shown before, A = T r( Hp 2 m ) = 0. From the above formula, we find that noise does not change the architecture of the parameter space but flattens the parameter space, flattening factor being (1 − p)
αN , where α depends on the quantum circuit architecture and the quantum noise model adopted.
Numerical simulation
Next we demonstrate our conclusion with the results of numerical simulations. We set the QAOA quantum circuit parameters choosing values corresponding to the ideal optimal parameter settings. We compute the QAOA cost function by running the QAOA quantum circuit multiple times, in this process, statistical errors are inevitable. In Sec. IV D 1, we discuss the statistical errors for the cost function in detail. We chose M = 5000 in this test, from which the worst length of the 95% confidence interval for the cost function is L = 0.051. The simulation results are presented in Fig. 3 .
We fitted the data in the following way. We define y = f ( γ, β) noise f ( γ, β) ideal , the relationship between y and noise parameter p being
We fitted the experimental test data with this formula; the fitted curves are drawn in Fig. 4 . C. Effect of quantum noise on QAOA cost function gradient
Theory analysis
Parameter optimization is an important procedure in QAOA. We use a classical algorithm to optimize the QAOA quantum circuit parameters. There are two such algorithms: one gradient-free and the other gradientbased. When we use the gradient-based optimization algorithm, we need to compute the cost function gradient. Quantum noise has an effect on the cost function and therefore affects the gradient of the cost function. In this section, we investigate this effect.
We use the method given in [26] to compute the cost function gradient. A QAOA quantum circuit is governed by parameters, γ and β with respect to which the costfunction derivatives are written
In the first formula, f ( γ, β) + kij represents the cost function obtained by replacing γ k , which is related to the C ij edge in the QAOA quantum circuit, with γ k + π/2; f ( γ, β) − kij is similar with the difference being that in the same position γ k is replaced by γ k − π/2. Similarly, in the second formula, f ( γ, β) + ki represents the cost function obtained by replacing β k , which is related to the i-qubit in the QAOA quantum circuit, with β k + π/2; f ( γ, β) − ki represents the cost function obtained by replacing β k , which is related to i-qubit in QAOA quantum circuit, with β k − π/2. In the summation, m is the number of qubits in the QAOA quantum circuit.
From these two formulas, we find the derivatives of the cost function with respect to the QAOA parameters are composed of a series of different cost functions. We have already discussed the effect of quantum noise on the cost function; the effect of quantum noise on the cost function gradient can then be written as
Clearly, concerning quantum noise, these derivatives are proportional to the ideal derivatives of the cost function, the scale factor being (1 − p)
αN . For different θ k , the constant number α is different, but as the quantum circuit is similar, different αs will be close, so (1 − p) αN is close for different θ k . With increasing parameter p, the absolute value of the derivative of cost function decreases, and hence the absolute value of the cost function gradient decreases. Moreover, the direction of the cost function gradient changes little.
Therefore, we draw the conclusion that quantum noise only slows the parameter optimization speed. As the parameter optimization direction does not change, the optimized parameter values are similar in both noisy and noise-free conditions.
Numerical simulation
We verified our conclusions through numerical simulations. In each simulation, we kept the QAOA quantum circuit parameter settings unchanged and assessed the effect of quantum noise on the derivatives of the cost function with respect to parameters γ and β. The statistical error of the cost function gradient caused by the measurement is discussed in Sec. IV D 2. Setting M = 5000, we found that the worst length of the 95% confidence interval for ∂f ∂β is small, the influence of the statistical error is considerable, so we chose the points for which the cost function gradient is large enough. The selected parameters are the parameters corresponding to the point where the cost function gradient is largest in the ideal optimization process.
The result of the numerical simulation is displayed in Fig. 5 . We only show the experimental data for step n = 4, steps n = 1, 2, 3 yielding similar data. For Fig. 5 
D. Effect of quantum noise on QAOA performance
We next tested the effect of quantum noise on the QAOA optimization process. We used the vanilla gradient descent algorithm to optimize the QAOA quantum circuit parameters. In the selected Max-Cut problem, we found that when the initial values of parameters γ and β are close to 0, we obtained the best results after parameter optimization. Hence, in our work, the initial values of γ and β are randomly chosen in the range [−0.01, 0.01].
We computed the distance between the ideal optimized parameters and the noisy optimized parameters. We used the root mean square of the Euclidean distance to describe the distance between two parameter sequences. Explicitly, we have
where 2n represents the parameter number of QAOA quantum circuit. The result is shown in Fig. 6 . The optimized parameters under quantum noise is close to the ideal optimized parameters. The difference arises from statistical errors. We infer that, if we set the execution times of QAOA quantum circuit large enough, the optimized parameters under quantum noise will be the same with the ideal optimized parameters.
III. DISCUSSION
In summary, we investigated the effect of a class of quantum noise channels on QAOA performance and arrived at the following conclusions:
(1) The quantum state fidelity of the QAOA output decreases exponentially with the number of quantum gates in the QAOA quantum circuit.
(2) The ratio of the noisy QAOA cost function to the ideal QAOA cost function decreases exponentially with the number of quantum gates.
(3) Quantum noise flattens the QAOA parameter space, the factor being (1 − p) αN .
(4) Quantum noise does not change the QAOA quantum circuit parameter optimization direction, for both noisy and ideal QAOA cost functions, the optimized QAOA parameters being nearly the same.
To support these conclusions, we evaluated the effects of dephasing, bit flip, and depolarizing quantum noise channels on the QAOA output, the test results being consistent with our conclusions. Our conclusions extend to other problems. The QAOA quantum circuit is a kind of multi-layer parameterized quantum circuit, and hence our conclusions apply equally to such circuits. There remain some unsolved problems. For example, our method is only suitable for certain quantum noise channels and is not applicable to arbitrary types. The effects of quantum noise on other NISQ quantum algorithms is also an open question. In the future, we will extend our method to account for these considerations and investigate the effects of quantum noise on other NISQ quantum algorithms.
IV. METHODS

A. Quantum noise model
In our numerical simulations, we assessed the effects of three quantum noise channels on QAOA, namely, dephasing, bit flip, and depolarizing channels. The Kraus operators of each are given below: Dephasing noise:
Bit flip noise:
Depolarizing noise:
These three channels have one parameter p. We chose p in the range [0.0001, 0.02]; more specifically, we focused on a smaller interval and therefore used the exponential interval,
B. QAOA
The QAOA was developed by Farhi, Goldstone, and Gutmann [21] . It gives a way to solve approximately in polynomial time combinatorial optimization problems such as the Max-Cut problem, the traveling salesman problem, and the 3-SAT problem .
The QAOA can be regarded as a simplified version of an adiabatic evolution, which involves the continuous evolution of a quantum state from a ground state of a Hamiltonian to a ground state of another Hamiltonian. As the QAOA is discrete, it drives the ground state of one Hamiltonian to the ground state of another Hamiltonian in discrete steps. In the respect, the QAOA is an approximation algorithm. In general, the output state of the QAOA is just close to the ground state of the target Hamiltonian. The QAOA quantum circuit has a parameterization. Changing the parameters of the circuit adjusts the direction of each step of the QAOA. In particular, the QAOA quantum circuit can be written
where n denotes the QAOA step number, and H p the problem Hamiltonian. For a specific problem, the ground state of H p is the solution of the problem. H d is the drive Hamiltonian of the QAOA, the initial state of the QAOA being the ground state of H d . Generally, we define H d in the form
where X represents the Pauli X matrix. The initial state of the QAOA is then |φ in = |+ ⊗m , m being the qubit number of the QAOA quantum circuit, and γ and β the two [n, 1] parameter vectors. The purpose of the QAOA is to find the optimal values of γ and β that ensures the output quantum state is closest to the ground state of the problem Hamiltonian H p . Generally, we use a classical optimization algorithm to find the optimal γ and β. The cost function is the expectation of H p and may be written
When solving specific problems, the whole execution of the QAOA comprises five steps:
(1) Construct problem Hamiltonian H p . The ground state of H p is the solution of the problem.
(2) Use H p , H d to construct the QAOA quantum circuit-the initial values of γ and β may be chosen randomly.
(3) Execute QAOA quantum circuit multiple times and compute the cost function f ( γ, β) = H p .
(4) Optimize γ and β to minimize the cost function f ( γ, β) with the classical optimization algorithm.
(5) Execute the optimized QAOA quantum circuits multiple times-the optimal result is the solution of the problem.
C. Simulation Method
In our numerical simulations, we use a noisy quantum virtual machine (QVM) in the quantum programming architecture for the NISQ-device application (QPanda) as our noisy quantum simulator [27] . QPanda's noisy QVM supports all kinds of quantum noise models. Users can also define their own quantum noise model. QPanda also contains the variational quantum network (VQNet)-a framework to construct quantum-classical hybrid neural networks [26] . We use VQNet to realize the QAOA.
Noisy Simulator
First, we introduce the method of QPanda's noisy QVM. In noisy quantum circuits, the quantum state is a mixed state and represented by a density matrix. In QPanda's noisy QVM, we still use the state vector to represent the quantum state and combine the Monte Carlo method to simulate mixed-state evolution under noisy quantum operations [28] . The specific method is as follows:
(1) Assume the input state is a pure state denoted by |φ and U a unitary quantum gate; the quantum noise is represented by Kraus operators K = {K i }, i = 1, 2, ..., s.
(3) Generate a uniformly distributed random number r in the range [0, 1), then find l that satisfies
Here we assume
(4) The expression for the evolution of state |φ is
(5) Repeat procedure (2) ∼ (4) M times. M l is the number of times that K l was selected. When M is large enough, we know that M l ≈ M p l , and hence the output quantum state ρ becomes
The noisy QVM realized by this method needs to run the quantum circuit multiple times. The density matrix of the output state may then be computed approximately from the statistical distribution of the results of multiple runs.
VQNet
We use VQNet to realize QAOA. VQNet supports ideal and noisy QVM. The flow chart of QAOA is shown in Fig. 7 . γ and β are QAOA quantum circuit parameters, "Variational Quantum Circuit" represents the QAOA quantum circuit, "Quantum Operator" is a basic operator in VQNet, and the inputs of "Quantum Operator" are the "Variational Quantum Circuit" and the "Graph Hamiltonian". The output is the expectation of the input Hamiltonian after running the "Variational Quantum Circuit". The VQNet supports back propagation to get the derivatives of the cost function with respect to γ and β. We then use the gradient descent algorithm to optimize parameters γ and β.
D. Statistical Error
When we compute the QAOA cost function, we run the QAOA quantum circuit multiple times and compute the cost function from a statistical analysis. It also generates statistical errors. In this section, we analyze these statistical errors for the cost function and cost function gradient generated by the numerous runs.
FIG. 7. QAOA Flow Chart
Cost function statistical error
To analyze cost function statistical error, we first introduce the method used to compute the cost function. The cost function is, in our test, the expectation of H p ,
The method for calculating the expectation of H p is as follows: First, H p is decomposed into a sum of products of Pauli operators.
When we compute H ij , we run the QAOA quantum circuit multiple times, measuring qubit i and qubit j. Second, we get the probabilities of the four quantum states {p We Third, we analyze the statistical error of the cost function. Consider the probability distribution, X = {p ij : 1, 1 − p ij : 0}.
We define X ij = i=M i=1 X i , with M representing the number of run times of the QAOA quantum circuit; the X i s are mutually independent. When M is large enough, X ij ∼ N (M µ ij , M σ 2 ij ), where N (M µ ij , M σ 2 ij ) represents a Gauss distribution with µ ij = p ij and σ ij = p ij − p 2 ij . In terms of X ij , the expectation value H p is
Each X ij is also independent, therefore, H p is a Gauss distribution taking the form
Finally, we consider the 95% confidence interval, which is written as [µ − σ, µ + σ]. The interval length is 
Gradient Statistical Error
The formulas of the derivatives of the cost function to parameters γ and β are presented in II C. They consist of some other cost functions, which were obtained by changing the QAOA quantum circuit parameter settings. Each cost function is a Gauss distribution and mutually independent. Therefore, the derivatives of the cost function with respect to parameters γ and β may also be regarded as Gauss distributions,
where 
