Spline quasi-interpolation (QI) is a general and powerful approach for the construction of low cost and accurate approximations of a given function. In order to provide an efficient adaptive approximation scheme in the bivariate setting, we consider quasi-interpolation in hierarchical spline spaces. In particular, we study and experiment the features of the hierarchical extension of the tensor-product formulation of the Hermite BS quasiinterpolation scheme. The convergence properties of this hierarchical operator, suitably defined in terms of truncated hierarchical B-spline bases, are analyzed. A selection of numerical examples is presented to compare the performances of the hierarchical and tensor-product versions of the scheme.
Introduction
Whenever exact interpolation is not suited or not strictly necessary, spline quasi-interpolation (QI) is a valuable and widely appreciated approximation methodology, since QI schemes share locality as common denominator (see e.g., the fundamental papers [2, 14] ). This is for instance the case when real-time processing of large data streams is required and the input information on a certain target function f can be dynamically updated (and, consequently, also the spline approximation is dynamically updated). In a very general formulation, a spline quasiinterpolant Q(f ) to a given function f can be written as follows,
2 The BS Hermite QI scheme
In this section we briefly summarize the Hermite spline QI scheme firstly introduced in [15] for the univariate case and recently extended to the bivariate setting in [9, 10] . A simplified formulation of the scheme is here adopted in order to facilitate the successive introduction of its bivariate hierarchical extension.
The univariate scheme
In the univariate setting the BS QI scheme approximates any f : Ω = [a , b] → IR, with f ∈ C 1 (Ω), by defining a suitable spline in the space S d,π , of the d-degree, d ≥ 2 , C d−1 (Ω) piecewise polynomial functions with breakpoints at the abscissae of a given partition π := {x i , i = 0, . . . , N} of the interval Ω. The information used are the values of f and f ′ at the abscissae in π . Being sufficient for the developed hierarchical generalization, we just relate here to the case of a uniform partition, i.e. to the case x i − x i−1 = h := (b − a)/N , i = 1, . . . , N . In order to reduce technical difficulties in the next hierarchical formulation, the scheme is further simplified by avoiding the special definition of the first and last d − 1 functionals which was required in [15] (at the negligible price of requiring the knowledge of f and f ′ at additional 2(d − 1) abscissae). For this aim, in the following we assume that f ∈ C 1 (Ω e ) , where Ω e is the enlarged interval Ω e = [a − dh , b + dh] , and we require the knowledge of f and f ′ at the inner abscissae of the uniform h-step partition π e of Ω e , π e = {x i , i = −d . . . , N + d} . Denoting with B d the d-degree B-spline with integer active knots 0, . . . , d + 1 , Q(f ) can then be written as follows, T selects the elements of the B-spline basis of S d,π e active in I . Note that the support Λ j of the functional λ j is the following,
and that, in the simplified uniform formulation here considered, each functional λ j (f ) , j = −d, . . . , N − 1, is defined as the same linear combination of the values f (x i ) and f ′ (x i ), i = j + 1, . . . , j + d . By following the notation used in [15] , we can shortly define λ d,h (f ) as follows,
. . . T ∈ IR 2d obtained by solving a suitable local nonsingular 2d×2d linear system. We relate to [15] for the details about such system and we just report in Table 1 the values of 
Note that in [15] it has been proved that the operator Q d is a projector which means that Q d , π (s) = s , ∀s ∈ S d,π and so, in particular
Concerning the convergence, the analysis developed in [15] under the aforementioned hypotheses can be simplified to
Considering the locality, the non negativity and the partition of unity property fulfilled in Ω by the B-splines selected in B d , this result implies also that for any cell c = [
where
, whose size |C| is equal to (2d − 1)h .
Now, by selecting p ∈ IP d as the Taylor expansion of f at some point in c, considering that
Since c can be any cell in Ω, we can conclude that the scheme has maximal approximation order, that is the error
The bivariate scheme
When f is a sufficiently smooth bivariate function defined on a rectangle, f = f (x, y) with f : Ω := I 1 × I 2 → IR with I j = [a j , b j ], j = 1, 2, we can apply the univariate BS quasiinterpolation operator in any of the two directions, thus obtaining two different approximations of f. If the scheme is applied to f twice, once with respect to x and the other to y , the BS tensor-product spline quasi-interpolant is obtained. Clearly, this bivariate extension of the scheme needs of two partitions, π 1 = {x 0 , . . . , x N 1 } of I 1 and π 2 = {y 0 , . . . , y N 2 } of I 2 , specifying the x and y spline breakpoints, besides of two corresponding integers, d 1 and d 2 , prescribing the spline degree with respect to x and to y. For the more general formulation of the bivariate BS QI scheme we refer to [9, 10] . Here we briefly summarize it, specifically relying on the uniform univariate formulation of the method described in the previous section and consequently we have . By using the notation introduced in the previous section, the two intermediate approximations Q 1 (f ) and Q 2 (f ), can be written as follows,
where we have emphasized that Q 1 (f ) (Q 2 (f )) is a spline with respect to x (y) and a general function with respect to the other variable. Thus the final tensor-product approximation (Q 2 Q 1 )(f ) is obtained by applying the operator Q 2 to the intermediate approximation Q 1 (f ) (or alternatively doing the opposite) and clearly it belongs to the tensor-product spline space
Following this procedure, with some computations it can be verified that, denoting just with Q the operator Q 2 Q 1 , Q(f ) can be compactly written as follows,
The matrices F, F x , F y and F xy involved in the above formula are full matrices belonging to IR (N 2 +2d 2 −1)×(N 1 +d 1 −1) such that,
and F x , F y and F xy are analogously defined just replacing f respectively with f x , f y and with f xy . Thus the considered tensor-product formulation of the BS QI scheme needs the knowledge of f, f x , f y , f xy in the inner points of the extended lattice π e := π e 1 ⊗ π e 2 . In order to facilitate the introduction of the hierarchical generalization of our scheme, we are interested in rewriting the expression of Q(f ) defined in (6) in the following form,
where the basis function B
(d,h) J associated to the multi-index J = (j, i) is the following product of univariate B-spline functions,
and where
From (6), recalling the structure of the matricesÂ
, we obtain the following definition for the functional λ J (f ) associated with the multi-index J = (j , i) ,
where the local matrix F J ∈ IR d 2 ×d 1 is defined as follows,
and where F J x , F J y and F J xy are analogously defined just replacing f respectively with f x , f y and with f xy . This implies that, using the notation introduced in (2), we have that the area of
The following lemma gives an upper bound for the absolute value of each local linear functional λ J (f ) and it will be later useful to develop the study of the approximation power of the hierarchical extension of Q(f ), Lemma 1. There exist four positive constants κ r,s , r , s = 0, 1 depending on d but not depending on h , such that for any function f ∈ C (1, 1) (Ω e ), and for each multi-index J ∈ Γ d,h it is
Proof : Clearly we can upper bound |λ J (f )| with the sum of the absolute values of the four addends defining it in (10). Now, relating for example to the first of these addends, we have that
1 . Using similar arguments for the other three addends the proof can be easily completed.
Note that, being the univariate BS QI operator a projector, also the corresponding tensorproduct operator is still a projector which means that
) . Actually, denoting with I the identity operator, this can be easily verified considering that, for any tensor-product operator P = P 1 P 2 , the corresponding error operator E := I − P , can be split as follows,
Remark 1. The above adopted assumption to know f on the enlarged domain Ω e is not essential to approximate f in Ω by using the BS QI scheme either for the monovariate or the bivariate case [15, 9, 10] . It is here assumed just to simplify the introduction of the later developed bivariate herarchical extension of the scheme.
The bivariate hierarchical space
Hierarchical bivariate B-spline spaces are constructed by considering a hierarchy of M tensorproduct bivariate spline spaces
, that are subsets of Ω, with Ω 0 = Ω. The depth of the subdomain hierarchy is represented by the integer M, and we assume Ω M = ∅. Note that each Ω ℓ is not necessarily a rectangle, and it may also have several distinct connected components. Even if hierarchical spline constructions can cover different non-uniform knot configurations and degrees according to the considered nested sequence of spline spaces, we restrict our analysis to dyadic (uniform) refinement and a fixed degree d at any level, a typical choice in hierarchical approximation algorithms.
The spline spaces V ℓ , for ℓ = 0, . . . , M −1, are defined through successive dyadic refinements of an initial uniform tensor-product grid characterized by cells of size h x × h y , namely
Thus, for each level ℓ, V ℓ is spanned by the tensor-product B-spline basis, (8), and Γ d,h ℓ is defined in (9) . Let G ℓ be the uniform tensor-product grid with respect to level ℓ defined as the collection of cells c of area h ℓ x h ℓ y covering Ω. As we adopt the common assumption that each Ω ℓ , ℓ ≥ 1, can be obtained as the union of a finite number of cells c of the grid G ℓ−1 , then we can define the hierarchical mesh G H as
for ℓ = 0, . . . , M − 1, are the sets that collect the active cells at different levels. Figure 1 shows an example of a sequence of nested domains for M = 3 and the corresponding hierarchical mesh G H . In order to define the spline hierarchy, the set of active basis functions B ℓ J , for each level ℓ, is selected from B ℓ d according to the following definition, see also [11, 22] .
is the active set of multi-indices A The space
In virtue of the linear independence of hierarchical B-splines, see e.g., [11, 22] ,
Note that, the symbol ≪ can usually replace the last ≤ inequality symbol, since the adaptive spline framework allows to obtain the desired approximation with a strongly reduced number of degrees of freedom. Furthermore we would like to remark that, even if in general it is only S H ⊆ S d (G H ), where
under reasonable assumptions on the hierarchical mesh configuration it is possible to obtain that S H = S d (G H ) [6] . In order to recover the partition of unity property in the hierarchical setting and reduce the support of coarsest basis function, the truncated hierarchical B-spline (THB-spline) basis of S H has been recently introduced [7] . This alternative hierarchical construction relies on the definition of the following truncation operator trunc
, be the representation in the B-spline basis of
The truncation of s with respect to B ℓ+1 and Ω ℓ+1 is defined as
By also introducing the operator T runc ℓ+1 :
we are ready to define the truncated basis for S H , according to the following construction [7] .
Definition 3. The truncated hierarchical B-spline basis T d (G H ) of degree d with respect to the mesh G H is defined as
THB-splines have very important properties like linear independence, non-negativity, partition of unity, preservation of coefficients and strong stability [7, 8] . In particular the preservation of coefficients property is of central interest in the context of quasi-interpolation because it ensures that the hierarchical extension of any tensor-product quasi-interpolation operator keeps its polynomial reproduction capability [18] . Figure 2 shows the two successive steps necessary to obtain the truncated basis element T 0 J for a certain J ∈ A 0 d with respect to the hierarchy of domains shown in Figure 1 . Note that, if σ ℓ J denotes the coefficient of a spline s ∈ S H in the THB spline basis, since only few truncated basis functions do not vanish on a cell c of the hierarchical mesh, we can write,
The truncation of coarsest basis functions with respect to finer basis elements allow to reduce the overlap of supports of basis functions at different hierarchical levels. Nevertheless, in order to have a specific bound for the number of truncated basis functions acting on any cell, suitable hierarchical configurations should be selected. Restricted hierarchies that allow the identification of admissible meshes were considered in [8] for the case m = 2, and in [3] for a general m. If G H is an admissible mesh of class m the following remarks can be done,
• m(d 1 + 1)(d 2 + 1) is an upper bound for the number of THB-splines which are non-zero on each cell;
• there exist two positive constants γ 1 and γ 2 depending on the class of admissibility m but not on the other quantities such that, for all c ∈ G H and for each multi-index
The above properties of hierarchical meshes of class m will be used in the next section to get theoretical proofs of convergence for the considered hierarchical quasi-interpolation scheme. 
The hierarchical Hermite BS QI scheme
Besides the mentioned advantages, the THB-spline basis of S H has another fundamental advantage with respect to the HB-spline basis because, thanks to its preservation of coefficients property, it allows an easy extension to the hierarchical setting of any quasi-interpolation operator [18] . For example, specifically relating the tensor-product BS QI operator Q defined in (7), we can just define its extension Q H : C 1,1 (Ω e ) → S H as follows,
with T (10), just replacing h x and h y respectively with h x,ℓ and h y,ℓ . Actually in [18] it has been proved that this definition is reasonable because it ensures the following implication,
We start with a preliminary lemma. 1) (Ω e ), it is
C , where the positive constants κ r,s , r, s = 0, 1 are those introduced in Lemma 1 and
Proof : Let c ∈ G k . Considering the assumption on G H , the restriction of Q H (f ) to the cell c can be written as follows, (16) and where, for brevity, we have used the integer k m introduced in (17) . This expression implies that Q H (f ) |c depends on f |C where C ⊃ c is defined as in (20) . Now, using the triangular inequality and considering that the THB spline basis is a nonnegative partition of unity, it can be derived that
Thus the statement of the lemma is obtained by considering the functional upper bound proved in Lemma 1 and further uniformly upper bounding each |λ The following remark outlines the relation which can be established between the size of C and that of c, under the assumed hypothesis on the hierarchical mesh. 
Actually it can be verified that we can assume
Then, by using the intermediate result proved in Lemma 2 and the inequality in (22), we are ready to prove the following main result concerning the local approximation power of
Theorem 1. Let G H be admissible of class m. Then there exist three positive constants
where C is defined in (20) .
On the other hand, considering that c ⊂ C with C defined in (20) , Lemma 2 implies that
Choosing p ∈ IP d as the Taylor expansion of f in IP d at some point in c , it is
where H x (C) and H y (C) denote the x and y diameters of C introduced in Remark 2. Then the thesis is proved by using the inequality given in (22) and by defining v i , i = 1, 2, 3 as follows, 
Numerical results
In this section we discuss the numerical behaviour of the hierarchical BS QI operator Q H . The test functions f (x, y) considered in the examples are
see Figure 3 . We compare the performances of Q H with the hierarchical QI considered in the numerical examples in [18] . More precisely, the tensor-product version of this QI [12] , here denoted bŷ Q, is the following,Q (f )(x, y) :=
where eachλ J (f ), J = (j, i), is obtained as the component σ J of the solution of the linear system
The hierarchical extensionQ H is obtained fromQ as done for defining Q H from Q in (18 
Note that the infinity norm · Ω of a function has always been numerically approximated by computing the maximum of its absolute value on a 301 × 301 uniform grid of Ω . Moreover, in order to have a complete understanding of the behaviour of the QIs, we also report the infinity norms of the errors with respect to the derivatives f x , f y and f xy .
The employed hierarchical meshes are obtained by applying an automatic refinement strategy. Let F H be the hierarchical extension, based on the mesh G H with M levels, of a tensorproduct QI operator F , and let P ⊂ Ω be a set of points where the values of the approximated function f (and of its derivatives, if the computation of F requires them, like in the case of Q) are available. Let us define, for each cell c ∈ G H ,
Then, the hierarchical mesh is generated by using the following algorithm.
• Start from a tensor-product mesh, which corresponds to a hierarchical mesh G H with 1 level (M = 1), choose the maximum number of levels K (K = 5 in our tests) and the tolerance ǫ;
• evaluate the corresponding F H at the points (x, y) ∈ P ;
• while δ(F H ; c) ≤ ǫ is not satisfied for all the cells c ∈ G H , or M is not greater than K, repeat the following steps:
-mark the cells which do not satisfy δ(F H ; c) ≤ ǫ;
-for each marked cell, additionally mark the (at most) 8 adjacent cells too;
-obtain the new mesh G H with M + 1 levels by a dyadic split of the marked cells, and increase M by 1; -evaluate the corresponding F H at the points (x, y) ∈ P . Now, in our case the main goal is to construct a hierarchical QI operator F H with approximation performances close to those of its tensor-product version F defined using the required information on the extended lattice π e associated with level K. Then we set P = π e ∩ Ω and ǫ = 1.5 max
which, roughly speaking, corresponds to requiring that the use of the hierarchical QI provides a maximum error at most 50% larger than the one provided by the tensor-product version of the QI. As in our experiments K = 5 and at the first level we use a 8 × 8 mesh, P is composed of the vertices of a uniform 128 × 128 grid in Ω. Tables 2-3 Numerical results for Q H tested on f 1 and compared with Q. 1.017e-2 1.017e-2 3.019e-1 1.017e-2 1.017e-2 3.019e-1 5 3.088e-3 3.088e-3 1.113e-1 3.088e-3 3.088e-3 1.113e-1
.339e-1 6.339e-1 6.600e-0 6.339e-1 6.339e-1 6.600e-0 2 1.812e-1 1.812e-1 3.741e-0 1.812e-1 1.812e-1 3.741e-0 3
1.835e-2 1.835e-2 7.533e-1 1.835e-2 1.835e-2 7.533e-1 4
1.263e-3 1.263e-3 7.065e-2 1.263e-3 1.263e-3 7.065e-2 5 9.971e-5 9.971e-5 6.179e-3 9.972e-5 9.972e-5 6.179e-3 Table 3 : Errors with respect to the derivatives for Q H tested on f 1 and compared with Q. Table 4 : Numerical results forQ H tested on f 1 and compared withQ. 9.541e-4 9.541e-4 6.068e-2 9.541e-4 9.541e-4 6.068e-2 5
1.001e-4 1.001e-4 6.504e-3 1.001e-4 1.001e-4 6.504e-3 We further compared Q H andQ H by examining the functional evaluations needed in the two cases: as shown in Table 6 , while for (d 1 , d 2 ) = (2, 2) the number of required evaluations is smaller forQ H , when (d 1 , d 2 ) = (3, 3), (4, 4)Q H requires significantly more evaluations than Q H , in spite of using, in some cases, slightly less refined hierarchical meshes (which lead to spline spaces with smaller dimension). Note that for the corresponding tensor-product versions, the number of evaluations is 4(N 1 +2d 1 −1)(N 2 +2d 2 −1) for Q and (d 1 (N 1 +d 1 )+1)(d 2 (N 2 +d 2 )+1) forQ, which is the reason behind the increasing difference between the evaluations needed by Q H andQ H as d 1 and d 2 grow.
Tables 7-8 and 9-10 report, respectively, the results for Q H and forQ H applied to f 2 with (d 1 , d 2 ) = (3, 3) . In this case, we can observe that at the coarsest levels Q H andQ H behave differently, with Q H showing a better accuracy. Note that such differences are not related to the hierarchical nature of the QIs, since the same behaviour can be observed in their tensorproduct versions (as in the previous case, the choice of the hierarchical meshes allows to obtain essentially the same maximum error as in the tensor-product case). Finally, we present two test where we approximated f 1 and f 2 with a modified version of the operator Q H , denoted by Q a H , which does not require the derivative values. In this case the computation of each functional coefficient λ ℓ J (f ) defining in (18) the hierarchical quasi-interpolant is done by replacing the derivative values with their suitable finite-differences approximations which are locally defined just in terms of function values at the vertices of the uniform grid of level ℓ, G ℓ . The only constraint needed to maintain the approximation order of the original QI is to use finite differences approximations of order (k 1 , k 2 ) such that k 1 ≥ d 1 and k 2 ≥ d 2 (see [16] for some details on these approximations and [9, 10] for their extensions to the tensorproduct case). In our tests with (d 1 , d 2 ) = (3, 3) we used a finite-difference scheme of order (k 1 , k 2 ) = (3, 3) and, in order to simplify the implementation, we have used the same formulas for the inner points in the whole domains, so taking the necessary gridded function values from a suitably further enlarged domain. The results obtained show that the performances of Q a H are essentially the same as the ones of Q H -see Tables 11-14 , which also report the results obtained with the tensor-product version of Q a H , denoted by Q a . It is worth noting that, in order to obtain with Q a H essentially the same error as with Q a , we had to consider meshes with refined areas larger than the ones used with Q H . This is in accordance with Theorem 1, since replacing the derivatives with finite-differences schemes enlarges the support of the functionals λ ℓ J and, as a consequence, the diameter of the set C defined in (20) .
For brevity, in the tables we use the following notation, We note that also for the first and second mixed derivatives the errors produced by the hierarchical approach are essentially equal to those generated by the corresponding tensorproduct QIs.
Conclusions
The bivariate hierarchical extension of the BS Hermite spline QI scheme has been introduced. The convergence properties of the adaptive construction have been presented together with a detailed analysis of performances and costs, also in comparison with a different hierarchical quasi-interpolation method. For the numerical experiments, we constructed and used an automatic mesh refinement algorithm producing hierarchical meshes which in the considered examples allowed to reach the same accuracy of tensor-product quasi-interpolants but considering hierarchical spline spaces with remarkably lower dimension. Furthermore, it has been verified that a variant of the scheme that does not require information on the derivatives has similar features.
