The performance of various shrinkage formulas for estimating the population squared multiple correlation coefficient (ρ 2 ) were compared under extreme conditions often found in educational research with small sample sizes of 10, 15, 20, 25, 30 and regressor variates ranging from 2 to 4. A new formula for estimating ρ 2 , Adj R 2 DW , was examined in terms of its performance under various conditions of N, p, ρ 2 , along with its bias properties and standard error estimates. The two shrinkage formulas that performed most consistently were the Claudy (Adj R 2 C ) and Walker (Adj R 2 DW ).
Introduction
Various shrinkage formulas for estimating the population squared multiple correlation coefficient (ρ 2 ) has been the topic of interest (cf. Carter, 1979; Claudy, 1978; Huberty & Mourad, 1980; Lucke & Embretson, 1984) . The purpose of this article is to compare the performance of eight shrinkage formulas for estimating the population multiple correlation coefficient with small sample sizes of 10, 15, 20, 25, 30 and with regressor variates ranging from 2 to 4. Small sample sizes were used because in applied research fields, such as educational research, these sample conditions often are encountered (Claudy, 1972; Huberty & Mourad, 1980) . Also, regressor variates were chosen to be between 2 and 4 for the same reason cited formerly with sample size; typicality of conditions frequently encountered in educational research.
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The sample squared multiple correlation coefficient, or R 2 , indicates the percentage of variance in the dependent variable explained by the linear combination of the independent variables. R 2 has been found to overestimate the population multiple correlation (ρ 2 ) and, hence, is seen as an upwardly biased approximation of ρ 2 with limited accuracy (Agresti & Finlay, 1997; Pedhazur, 1997) . This overestimation has been linked to the problem of error, often either measurement or sampling error, connected to the variability found in random independent variables (Claudy, 1972) , related to sample size, and associated with the number of X variables in a model (Huberty & Mourad, 1980; Shumacker, Mount, & Monahan, 2002) . The population multiple correlation can be expressed as (Browne, 1975) :
where, Y = Dependent variable X = Set of regressors ß = Population regression weights Due to amending for this overestimation, the adjusted R 2 (adj R 2 ) has been used as a more accurate method than R 2 for estimating ρ 2 . That is, the adj R 2 is more exact than R 2 due to its correction for shrinkage and its ability to produce an accurate estimate of the population value for ρ 2 . Adjusted R 2 can be expressed as (Agresti & Finlay, 1997) :
Other shrinkage formulas for estimating the population multiple correlation coefficient have been presented with the goal of reducing the positive bias of R 2 . As noted by Carter (1979) , many of the subsequent formulas are decidedly related algebraically and/or are hybrids of one another.
Formulas 3 to 6 and 9 are reproduced in Huberty and Mourad (1980) . According to Huberty and Mourad, Smith proposed, but presented by Ezekiel (1929) , the first adjusted R 2 shrinkage formula, R 2 S , where: 
Pratt (1964 as cited in Claudy, 1978) proposed R 2 P , where:
Herzberg (1969 as cited in Claudy, 1978) proposed R 2 H , where:
Claudy (1978) proposed R 2 C , where:
Walker (2006) proposed R 2 DW , which is an algebraic alteration of R 2 C and, hence, N -4.15 was a more optimal empirical modification of N -4 than N -5, where:
where, N = Sample size p = Number of X variables R 2 = Multiple correlation coefficient
Methodology
Via a simulation program written in SPSS (Statistical Package for the Social Sciences) v. 12.0, the following study reviewed the shrinkage performance of the eight multiple correlation estimators noted previously when ρ 2 is known at . 15, .30, .45, .60, .75, .90, N = 10, 15, 20, 25, 30, p = 2, 3, 4 , under normal distributional assumptions, and where the number of iterations within the simulation was 500.
Results
Overall, the study's findings indicated that all of the eight shrinkage formulas utilized under the research's specified conditions did succumb to bias, as was expected, either via under or overestimation of the population multiple correlation. Lucke and Embretson (1984) was modified:
The bias properties for this shrinkage formula show that it is a function of sample size. As would be anticipated, when the sample increases, the bias in this estimator decreases. This formula's bias properties are similar in comparison to other estimators found by Lucke and Embretson (1984) . Table  3 illustrates Walker's accurateness via standard error estimates for every situation presented in the research. A bootstrapping program conducted 500 resamples to derive the standard error estimate terms presented. Replications of 500 were chosen because the standard error estimates converged quickly at this level and there were relatively no precision differences above this value. As would be expected, bias was greatest under conditions of small N, specifically when N = 10 and 15, where error ranged from 1% to 1.5% in these two situations regardless of p. When N = 20, 25, and 30, standard errors were all < 1%. For instance, Figure 1 shows that the Walker formula produced almost no bias under the extreme case of N = 10, p = 2, and ρ 2 = .15, and became more accurate in this same situation when the sample size increased to N = 15. Further, Figure 2 illustrates this same small bias propensity with the Walker formula, and also the Claudy formula, when p = 2 and ρ 2 = .45, and shows that both the Pratt and Herzberg formulas in this same situation produced overestimations of the ρ 2 value. Considering data depicted in Figures 3  and 4 , it is recommended that when N = 10 to 30 with either p = 3 or 4, use the Walker formula, which was more accurate in every instance than Claudy, and the majority of the time more exact than either Pratt or Herzberg due to their overestimations typically at ρ 2 values of .60, .75., and .90. When N = 10 to 30 and p = 2, the Claudy formula was more accurate than Walker, except in the case where ρ 2 = .15. It is not recommended, however, to use either Smith or Ezekiel in any of the presented situations when ρ 2 ≤ .60. Wherry and Olkin and Pratt may be regarded in some instances when ρ 2 = .60, but tend to be more accurate in all cases at the .75 and .90 levels.
Lastly, extreme research situations can produce adjusted R 2 values that are nonsensical. For example, the negative values depicted in Table 1 and Figure 1 have been noted before in previous research associated with shrinkage formulas by Huberty and Mourad (1980) , where it was found that, "Negative values will result from using a small R 2 value and/or a small N/p ratio" (p. 108). Thus, these negative figures should be considered to take on the value of zero.
Conclusion
When estimating the population multiple correlation coefficient, reducing the positive bias found in R 2 , the coefficient of determination, is approached via an unbiased estimator called the adjusted R 2 . However, a caveat with adjusted R 2 is that not all unbiased estimators of ρ 2 function the same under varying research situations. The goal of this research was to look at this issue and determine which of the eight estimators chosen performed the most consistently under biased research conditions often found within the field of educational research, where N was small and the number of X variables ranged from 2 to 4. The results of this study yielded no definitive answers pertaining to the best estimators in every situation examined, but it did ascertain that the two most consistently accurate formulas in the many conditions studied were Claudy and Walker. The tabled data derived from this research should provide researchers and students with information to understand when to use various adjusted R 2 estimators pertaining to a given research situation. Also, this research introduced a new shrinkage formula, Adj. R 2 DW , and provided a complete error profile and comparison analysis under extreme research conditions for the user's consideration. Future research affiliated with shrinkage formulas should include the performance of these eight estimators under the same extreme conditions, but when operating in very biased distributional situations such as with outlier data points and/or under non-normal conditions of various skew.
