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Abstract
We consider a nearest-neighbor, one-dimensional random walk {Xn}n≥0 in a random i.i.d.
environment, in the regime where the walk is transient with speed vP > 0 and there exists
an s ∈ (1, 2) such that the annealed law of n−1/s(Xn − nvP ) converges to a stable law of
parameter s. Under the quenched law (i.e., conditioned on the environment), we show that
no limit laws are possible. In particular we show that there exist sequences {tk} and {t′k}
depending on the environment only, such that a quenched central limit theorem holds along the
subsequence tk, but the quenched limiting distribution along the subsequence t
′
k is a centered
reverse exponential distribution. This complements the results of a recent paper of Peterson
and Zeitouni (arXiv:math/0704.1778v1 [math.PR] ) which handled the case when the parameter
s ∈ (0, 1).
Abstract
On examine des marches ale´atoires unidimensionnelles en milieu ale´atoire avec un environ-
nement i.i.d., dans le re´gime ou` la marche est transiente avec vitesse vP > 0 et ou` il existe
s ∈ (1, 2) tel que la loi “annealed” (i.e., moyenne´e) de n−1/s(Xn − nvP ) converge vers une loi
stable de parame`tre s. Sous la loi “quenched” (i.e. conditionnelement a` l’environnement) on
montre qu’il n’existe pas de loi limite. En particulier on prouve qu’il existe des suites {tk} et
{t′k}, de´pendant de l’environnement, tel qu’un the´ore`me de limite centrale quenched est valide le
long de la suite tk, mais ou` la distribution limite suivant la suite t
′
k est une distribution centre´e
exponentielle inverse. Ceci comple`te les re´sultats d’un article re´cent de Peterson et Zeitouni
(arXiv:math/0704.1778v1 [math.PR] ) qui traitait le case de parame`tre s ∈ (0, 1).
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1 Introduction, Notation, and Statement of Main Results
Let Ω = [0, 1]Z, and let F be the Borel σ−algebra on Ω. A random environment is an Ω-valued
random variable ω = {ωi}i∈Z with distribution P . In this paper we will assume that P is a product
measure on Ω. The quenched law P xω for a random walk Xn in the environment ω is defined by
P xω (X0 = x) = 1, and P
x
ω (Xn+1 = j|Xn = i) =
{
ωi if j = i+ 1,
1− ωi if j = i− 1.
ZN is the space for the paths of the random walk {Xn}n∈N, and let G denote the σ−algebra
generated by the cylinder sets. Note that for each ω ∈ Ω, Pω is a probability measure on (ZN,G),
and for each G ∈ G, P xω (G) : (Ω,F) → [0, 1] is a measurable function of ω. Expectations under
the law P xω are denoted E
x
ω. The annealed law for the random walk in random environment Xn is
defined by
Px(F ×G) =
∫
F
P xω (G)P (dω), F ∈ F , G ∈ G.
For ease of notation we will use Pω and P in place of P
0
ω and P
0 respectively. We will also use Px
to refer to the marginal on the space of paths, i.e. Px(G) = Px(Ω × G) = EP [P xω (G)] for G ∈ G.
Expectations under the law P will be written E.
A simple criterion for recurrence of a one-dimensional RWRE and a formula for the speed of
transience was given by Solomon in [11]. For any integers i ≤ j define
ρi :=
1− ωi
ωi
, and Πi,j :=
j∏
k=i
ρk . (1)
Then, Xn is transient to the right (resp. to the left) if EP (log ρ0) < 0, (resp. EP log ρ0 > 0) and
recurrent if EP (log ρ0) = 0 (henceforth we will write ρ instead of ρ0 in expectations involving only
ρ0). In the case where EP log ρ < 0 (transience to the right), Solomon established the following law
of large numbers
vP := lim
n→∞
Xn
n
= lim
n→∞
n
Tn
=
1
ET1
, P− a.s. (2)
where Tn := min{k ≥ 0 : Xk = n}. For any integers i < j define
Wi,j :=
j∑
k=i
Πk,j, and Wj :=
∑
k≤j
Πk,j . (3)
When EP log ρ < 0, it was shown in [12] that
EjωTj+1 = 1 + 2Wj <∞, P − a.s., (4)
and thus vP = 1/(1+2EPW0). Since P is a product measure, EPW0 =
∑∞
k=1 (EP ρ)
k. In particular,
vP > 0 if EP ρ < 1.
Kesten, Kozlov, and Spitzer [6] determined the annealed limiting distribution of a RWRE with
EP log ρ < 0, i.e. transient to the right. They derived the limiting distributions for the walk by
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first establishing a stable limit law of index s for Tn, where s is defined by the equation EP ρ
s = 1.
In particular, they showed that when s ∈ (1, 2) there exists a b > 0 such that
lim
n→∞P
(
Tn − ETn
n1/s
≤ x
)
= Ls,b(x) (5)
and
lim
n→∞P
(
Xn − nvP
v
1+1/s
P n
1/s
≤ x
)
= 1− Ls,b(−x), (6)
where Ls,b is the distribution function for a stable random variable with characteristic function
Lˆs,b(t) = exp
{
−b|t|s
(
1− i t|t| tan(pis/2)
)}
.
While the annealed limiting distributions for transient one-dimensional RWRE have been known for
quite a while, the corresponding quenched limiting distributions have remained largely unstudied
until recently. In the case when s > 2, Goldsheid [4] and Peterson [10] independently proved that a
quenched CLT holds with a random (depending on the environment) centering. Previously, in [8]
and [12] it had only been shown that the limiting statements for the quenched CLT with random
centering held in probability (rather than almost surely). In the case when s < 1 it was shown in
[9] that no quenched limiting distribution exists for the RWRE. In particular, it was shown that
P − a.s. there exist two different random sequences tk and t′k such that the behavior of the RWRE
is either localized (concentrated in a interval of size log2 t′k) or spread out (scaling of order t
s
k).
In this paper, we analyze the quenched limiting distributions of a one-dimensional transient
RWRE in the case s ∈ (1, 2). We show that, as in the case when s < 1, there is no quenched
limiting distribution of the random walk. However, as shown in Section 2, the existence of a
positive speed for the random walk allows us to transfer limiting distributions from Tn to Xn.
Throughout the paper, we will make the following assumptions:
Assumption 1. P is a product measure on Ω such that
EP log ρ < 0 and EPρ
s = 1 for some s > 0. (7)
Assumption 2. The distribution of log ρ is non-lattice under P and EP (ρ
s log ρ) <∞.
Remarks:
1. Assumption 1 contains the essential assumptions for our results. The technical conditions
contained in Assumption 2 were also invoked in [6] and [9].
2. Since EPρ
γ is a convex function of γ, the two statements in (7) give that EP ρ
γ < 1 for all
0 < γ < s and EP ρ
γ > 1 for all γ > s. In particular this implies that vP > 0 ⇐⇒ s > 1. The
main results of this paper are for s ∈ (1, 2), but many statements hold for a wider range of s. If no
mention is made of bounds on s then it is assumed that the statement holds for all s > 0.
3. The cases s ∈ {1, 2} are not covered by [9] or by this paper. It is not clear whether or not a
quenched CLT holds in the case s = 2, but we suspect that the results for s = 1 will be similar to
those of the cases s ∈ (0, 1) and s ∈ (1, 2) - i.e. no quenched limiting distribution for the random
walk. However, since s = 1 is the bordering case between the zero-speed and positive-speed regimes
the analysis is likely to be more technical (as was also the case in [6]).
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Let Φ(x) and Ψ(x) be the distribution functions for a gaussian and exponential random variable
respectively. That is,
Φ(x) :=
∫ x
−∞
1√
2pi
e−t
2/2dt and Ψ(x) :=
{
0 x < 0
1− e−x x ≥ 0 .
Our main results are the following:
Theorem 1.1. Let Assumptions 1 and 2 hold, and let s ∈ (1, 2). Then P − a.s. there exists a
random subsequence nkm = nkm(ω) of nk = 2
2k and non-deterministic random variables vkm,ω such
that
lim
m→∞Pω
(
Tnkm − EωTnkm√
vkm,ω
≤ x
)
= Φ(x), ∀x ∈ R,
and
lim
m→∞Pω
(
Xtm − nkm
vP
√
vkm,ω
≤ x
)
= Φ(x), ∀x ∈ R,
where tm = tm(ω) :=
⌊
EωTnkm
⌋
.
Theorem 1.2. Let Assumptions 1 and 2 hold, and let s ∈ (1, 2). Then P − a.s. there exists a
random subsequence nkm = nkm(ω) of nk = 2
2k and non-deterministic random variables vkm,ω such
that
lim
m→∞Pω
(
Tnkm − EωTnkm√
vkm,ω
≤ x
)
= Ψ(x+ 1), ∀x ∈ R,
and
lim
m→∞Pω
(
Xtm − nkm
vP
√
vkm,ω
≤ x
)
= 1−Ψ(−x+ 1), ∀x ∈ R,
where tm = tm(ω) :=
⌊
EωTnkm
⌋
.
Remarks:
1. Note that Theorems 1.1 and 1.2 preclude the possiblity of quenched analogues of the annealed
statements (5) and (6).
2. The choice of Gaussian and exponential distributions in Theorems 1.1 and 1.2 are the two
extremes of what quenched limiting distributions can be found along random subsequences. In
fact, it will be shown in Corollary 4.5 that Tn is approximately the sum of a finite number of
exponential random variables with random (depending on the environment) parameters. Thus, we
expect in fact that any distribution which is the sum of (or limit of sums of) exponential random
variables can be acheived as a quenched limiting distribution of Tn along a random subsequence.
3. The sequence nk = 2
2k in Theorems 1.1 and 1.2 is chosen only for convenience. In fact, for any
sequence nk growing sufficiently fast, P − a.s. there will be a random subsequence nkm(ω) such
that the conclusions of Theorems 1.1 and 1.2 hold.
4. The definition of vkm,ω is given below in (11), and similar to Theorem 1.3, it can be shown that
limn→∞ P
(
n
−2/s
k vk,ω ≤ x
)
= L s
2
,b(x) for some b > 0. Also, from (2) we have that tm ∼ ET1nkm .
Thus, the scaling in Theorems 1.1 and 1.2 is of the same order as the annealed scaling but cannot
be replaced by a deterministic scaling.
As in [9], define the “ladder locations” νi of the environment by
ν0 = 0, and νi =
{
inf{n > νi−1 : Πνi−1,n−1 < 1}, i ≥ 1,
sup{j < νi+1 : Πk,j−1 < 1, ∀k < j}, i ≤ −1 .
(8)
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Throughout the remainder of the paper we will let ν = ν1. We will sometimes refer to sections
of the environment between νi−1 and νi − 1 as “blocks” of the environment. Note that the block
between ν−1 and ν0 − 1 is different from all the other blocks between consecutive ladder locations
(in particular it can be that Πν−1,ν0−1 ≥ 1), and that all the other blocks have the same distribution
as the block from 0 to ν−1. As in [9] we define the measure Q on environments by Q(·) := P (· |R),
where
R := {ω ∈ Ω : Π−k,−1 < 1, ∀k ≥ 1} =
{
ω ∈ Ω :
−1∑
i=−k
log ρi < 0, ∀k ≥ 1
}
.
Note that P (R) > 0 since EP log ρ < 0. Q is defined so that the blocks of the environment between
ladder locations are i.i.d. under Q, all with distribution the same as that of the block from 0 to
ν − 1 under P . In particular P and Q agree on σ(ωi : i ≥ 0).
For any random variable Z, define the quenched variance V arωZ := Eω(Z − EωZ)2. In [9,
Theorem 1.1] it was proved that when s ∈ (0, 1), n−1/sEωTνn converges in distribution (under
Q) to a stable distribution of index s. Correspondingly, when s < 2 we will prove the following
theorem:
Theorem 1.3. Let Assumptions 1 and 2 hold, and let s < 2. Then there exists a b > 0 such that
lim
n→∞Q
(
V arωTνn
n2/s
≤ x
)
= lim
n→∞Q
(
1
n2/s
n∑
i=1
(
E
νi−1
ω Tνi
)2 ≤ x
)
= L s
2
,b(x) . (9)
Remarks:
1. The constant b in the above theorem may not be the same as in (5) and (6).
2. Theorem 1.3 can be used to show that limn→∞ P
(
V arωTn
n2/s
≤ x
)
= L s
2
,b′(x) for some b
′ > 0, but
we will not prove this since we do not use it for the other results in this paper.
A major difficulty in analyzing Tνn is that the crossing time from νi−1 to νi depends on the entire
environment to the left of νi. Thus V arω(Tνi − Tνi−1) and V arω(Tνj − Tνj−1) are not independent
even if |i − j| is large. In order to make the crossing times of blocks that are far apart essentially
independent, we introduce some reflections to the RWRE. For n = 1, 2, . . ., define
bn := ⌊log2(n)⌋. (10)
Let X¯
(n)
t be the random walk that is the same as Xt with the added condition that after reaching
νk the environment is modified by setting ωνk−bn = 1 (i.e. never allow the walk to backtrack more
than log2(n) blocks). We couple X¯
(n)
t with the random walk Xt in such a way that X¯
(n)
t ≥ Xt
with equality holding until the first time t when the walk X¯
(n)
t reaches a modified environment
location. Denote by T¯
(n)
x the corresponding hitting times for the walk X¯
(n)
t . It was shown in [9,
Lemma 4.5] that limn→∞ Pω(Tνn 6= T¯ (n)νn ) = 0, P − a.s. so that in fact with high probability the
added reflections do not affect the walk at all before Tνn . For ease of notation we define
µi,n,ω := E
νi−1
ω T¯
(n)
νi , and σ
2
i,n,ω := V arω
(
T¯ (n)νi − T¯ (n)νi−1
)
.
The structure of the paper is as follows: In Section 2 we prove the following general proposition
that allows us to easily transfer quenched limit laws from subsequences of Tn to Xn.
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Proposition 1.4. Let Assumptions 1 and 2 hold, and let s ∈ (1, 2). Also, let nk be a sequence of
integers growing fast enough so that limk→∞ nkn1+δk−1
=∞ for some δ > 0, and define
dk := nk − nk−1, and vk,ω :=
nk∑
i=nk−1+1
σ2i,dk,ω = V arω
(
T¯ (dk)νnk
− T¯ (dk)νnk−1
)
. (11)
Assume that F is a continuous distribution function for which P − a.s. there exists a subsequence
nkm = nkm(ω) such that for αm := nkm−1,
lim
m→∞P
ναm
ω
(
T¯
(dkm )
xm −Eναmω T¯ (dkm )xm√
vkm,ω
≤ y
)
= F (y), ∀y ∈ R,
for any sequence xm ∼ nkm. Then, P − a.s. for all y ∈ R we also have
lim
m→∞Pω
(
Txm − EωTxm√
vkm,ω
≤ y
)
= F (y), (12)
for any xm ∼ nkm, and
lim
m→∞Pω
(
Xtm − nkm
vP
√
vkm,ω
≤ y
)
= 1− F (−y), (13)
where tm :=
⌊
EωTnkm
⌋
.
Then in Sections 3 and 4 we use Theorem 1.3 to find subsequences nkm(ω) that allow us to apply
Proposition 1.4. To find a subsequence that gives Gaussian behavior of Tnkm we find a subsequence
where none of the crossing times of the first nkm blocks is too much larger than all the others
and then use the Linberg-Feller condition for triangular arrays. In contrast, to find a subsequence
that gives exponential behavior of Tnkm we first prove that the crossing times of “large” blocks is
approximately exponential in distribution. Then we find a subsequence where the crossing time
of one of the first nkm blocks dominates the total crossing time of the first nkm blocks. Finally,
Section 5 contains the proof of Theorem 1.3 which is similar to that of [9, Theorem 1.1].
Before continuing with the proofs of the main theorems we recall some notation and results
from [9] that will be used throughout the paper. First, recall that from [9, Lemma 2.1] there exist
constants C1, C2 > 0 such that
P (ν > x) ≤ C1e−C2x, ∀x ≥ 0. (14)
Then, since νn =
∑n
i=1 νi − νi−1 and the νi − νi−1 are i.i.d., the law of large numbers gives that
lim
n→∞
νn
n
= EP ν =: ν¯ <∞, P − a.s. (15)
In [9] the following formulas for the quenched expectation and variance of Tν were given:
EωTν = ν + 2
ν−1∑
j=0
Wj, and V arωTν = 4
ν−1∑
j=0
(Wj +W
2
j ) + 8
ν−1∑
j=0
∑
i<j
Πi+1,j(Wi +W
2
i ). (16)
Note that since the added reflections only decrease crossing times we obviously have Tν ≥ T¯ (n)ν and
EωTν ≥ EωT¯ (n)ν for any n. Also, since (16) holds for any environment ω, the formula for V arωT¯ (n)ν is
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the same as in (16) but with ρν−bn replaced by 0. In particular, this shows that V arωTν ≥ V arωT¯
(n)
ν
for any n. As in [9] define for any integer i
Mi := max{Πνi−1,j : j ∈ [νi−1, νi)} . (17)
Then [5, Theorem 1] gives that there exists a constant C3 <∞ such that
Q(Mi > x) = P (M1 > x) ∼ C3x−s. (18)
Note that M1 ≤ max0≤j<νWj. Therefore, from the formulas for EωTν and V arωTν in (16) it is
easy to see that EωTν ≥ M1 and V arωTν ≥ M21 (the same also being true with T¯ (n)ν ). Finally,
recall the following results from [9]:
Theorem 1.5 (Lemma 3.3 & Theorem 5.1 in [9]). There exists a constant K∞ ∈ (0,∞) such
that
Q (V arωTν > x) ∼ Q
(
(EωTν)
2 > x
) ∼ K∞x−s/2, as x→∞.
Moreover, for any ε > 0 and x > 0
Q
(
V arωT¯
(n)
ν > xn
2/s, M1 > n
(1−ε)/s
)
∼ Q
((
EωT¯
(n)
ν
)2
> xn2/s, M1 > n
(1−ε)/s
)
∼ K∞x−s/2 1
n
,
as n→∞.
2 Converting Time Limits to Space Limits
In this section we develop a general method for transferring a quenched limit law for a subsequence
of Tn to a quenched limit law for a subsequence of Xn. We begin with some lemmas analyzing the
a.s. asymptotic behavior of the quenched variance and mean of the hitting times.
Lemma 2.1. Assume s ≤ 2. Then for any δ > 0,
Q
(
V arωT¯
(n)
νn /∈
(
n2/s−δ, n2/s+δ
))
≤ 1
P (R)P
(
V arωT¯
(n)
νn /∈
(
n2/s−δ, n2/s+δ
))
= o
(
n−δs/4
)
.
Proof. The first inequality in the lemma is trivial since for any A ∈ F we have from the definition
of Q that Q(A) = P (A∩R)P (R) ≤ P (A)P (R) . Next, note that when s ≤ 2 [9, Lemma 5.11] gives
P
(
V arωT¯
(n)
νn ≥ n2/s+δ
)
≤ P
(
V arωTνn ≥ n2/s+δ
)
= o(n−δs/4) . (19)
Also, since V arω(T¯
(n)
νi − T¯ (n)νi−1) ≥M2i we have
P
(
V arωT¯
(n)
νn ≤ n2/s−δ
)
≤ P
(
M21 ≤ n2/s−δ
)n
=
(
1− P
(
M1 > n
1/s−δ/2
))n
= o
(
e−n
δs/4
)
,
where the last equality is from (18).
Corollary 2.2. Assume s ≤ 2. Then for any δ > 0
P
(
vk,ω /∈
(
d
2/s−δ
k , d
2/s+δ
k
))
= o
(
d
−δs/4
k
)
.
Consequently, if s < 2 we have
√
vk,ω = o(dk), P − a.s.
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Proof. Recall from (11) that by definition vk,ω = V arω
(
T¯
(dk)
νnk
− T¯ (dk)νnk−1
)
. Also, note that the
conditions on nk ensure that nk grows faster than exponentially and that dk ∼ nk. Thus, for all k
large enough vk,ω only depends on the environment to the right of zero. Therefore for all k large
enough
P
(
vk,ω /∈
(
d
2/s−δ
k , d
2/s+δ
k
))
= Q
(
V arω
(
T¯ (dk)νnk
− T¯ (dk)νnk−1
)
/∈
(
d
2/s−δ
k , d
2/s+δ
k
))
= Q
(
V arωT¯
(dk)
νdk
/∈
(
d
2/s−δ
k , d
2/s+δ
k
))
= o
(
d
−δs/4
k
)
,
where the last equality is from Lemma 2.1. Now, for the second claim in the corollary, first note
that 2 > 2s +
s−1
s since s > 1. Therefore, for any ε > 0 and for all k large enough we have
P
(
vk,ω > εd
2
k
) ≤ P (vk,ω > d2/s+(s−1)/sk ) = o(d−(s−1)/4k ) .
This last term is summable since dk grows faster than exponentially. Thus the Borel-Cantelli
Lemma gives that vk,ω = o(d
2
k), P − a.s.
Corollary 2.3. Assume s ≤ 2. Then
lim
k→∞
V arωTνnk−1
vk,ω
= 0, P − a.s.
Proof. By the Borel-Cantelli Lemma it is enough to prove that for any ε > 0
∞∑
k=1
P
(
V arωTνnk−1 ≥ εvk,ω
)
<∞
However, for any δ > 0 we have
P
(
V arωTνnk−1 ≥ εvk,ω
)
≤ P
(
V arωTνnk−1 ≥ εd
2/s−δ
k
)
+ P
(
vk,ω ≤ d2/s−δk
)
. (20)
By Corollary 2.2 the last term in (20) is summable for any δ > 0. To show that the second to
last term in (20) is also summable first note that the conditions on the sequence nk give that there
exists a δ > 0 such that εd
2/s−δ
k ≥ n
2/s+δ
k−1 for all k large enough. Thus, for some δ > 0 and all k
large enough we have
P
(
V arωTνnk−1 > εd
2/s+δ
k
)
≤ P
(
V arωTνnk−1 > n
2/s−δ
k−1
)
= o(n
−δs/4
k−1 ),
where the last equality is from (19).
Lemma 2.4. Assume s ∈ (1, 2). Then ET1 <∞, and P − a.s.
lim
k→∞
EωTnk+⌈x√vk,ω⌉ − EωTnk√
vk,ω
= xET1, ∀x ∈ R. (21)
Proof. Now, since
EωTnk+⌈x
√
vk,ω⌉
−EωTnk√
vk,ω
is monotone in x it is enough to prove that for arbitrary
x ∈ Q the limiting statement in (21) holds. Obviously this is true when x = 0 since both sides are
zero. For the remainder of the proof we’ll assume x > 0. The proof for x < 0 is essentially the same
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(recall that by Corollary 2.2 vk,ω = o(dk) = o(nk) when s < 2). Note that for x ≥ 0 then we can
re-write EωTnk+⌈x√vk,ω⌉−EωTnk = Enkω Tnk+⌈x√vk,ω⌉. By the Borel-Cantelli Lemma it is enough to
show that for any ε > 0,
∞∑
k=1
P
(∣∣∣Enkω Tnk+⌈x√vk,ω⌉ − ⌈x√vk,ω⌉ET1∣∣∣ ≥ ε√vk,ω) <∞ . (22)
However, for any δ > 0 we have
P
(∣∣∣Enkω Tnk+⌈x√vk,ω⌉ − ⌈x√vk,ω⌉ET1∣∣∣ ≥ ε√vk,ω)
≤ P
(
∃m ∈
[
⌈xd1/s−δk ⌉, ⌈xd1/s+δk ⌉
]
: |Enkω Tnk+m −mET1| ≥
εm
x
)
+ P
(
vk,ω /∈
[
d
2/s−2δ
k , d
2/s+2δ
k
])
≤ P
(
max
m≤⌈xd1/s+δk ⌉
|EωTm −mET1| ≥ εd1/s−δk
)
+ o(d
−δs/2
k ), (23)
where the last inequality is due to Corollary 2.2 and the fact that {Enkω Tnk+m}m∈Z has the same
distribution as {EωTm}m∈Z since P is a product measure. Thus, we only need to show that the
first term in (23) is summable in k for some δ > 0. For this, we need the following lemma whose
proof we defer.
Lemma 2.5. Assume s ∈ (1, 2]. Then for any 0 < δ′ < s−12s we have that
P
(
max
m≤n
|EωTm −mET1| ≥ n1−δ′
)
= o
(
n−(s−1)/2
)
Assuming Lemma 2.5, fix 0 < δ′ < s−12s and then choose 0 < δ <
δ′
s(2−δ′) . We choose δ
and δ′ this way to ensure that (1/s + δ)(1 − δ′) < 1/s − δ. Therefore, for all k large enough,
εd
1/s−δ
k >
⌈
xd
1/s+δ
k
⌉1−δ′
. Thus for all k large enough we have
P
(
max
m≤⌈xd1/s+δk ⌉
|EωTm −mET1| ≥ εd1/s−δk
)
≤ P
(
max
m≤⌈xd1/s+δk ⌉
|EωTm −mET1| ≥
⌈
xd
1/s+δ
k
⌉1−δ′)
= o
(
d
−(1/s+δ)(s−1)/2
k
)
, as k →∞.
Since s > 1 this last term is summable in k.
Proof of Lemma 2.5: Before proceeding with the proof we need to introduce some notation for
a slightly different type of reflection. Define X˜t
(n)
to be the RWRE modified so that it cannot
backtrack a distance of bn (the definition of X¯t
(n)
is similar except the walk was not allowed
to backtrack bn blocks instead). That is, after the walk first reaches location i, we modify the
environment by setting ωi−bn = 1. Let T˜x
(n)
be the corresponding hitting times of the walk X˜t
(n)
.
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Then
P
(
max
m≤n
|EωTm −mET1| ≥ n1−δ′
)
≤ P
(
EωTn − EωT˜ (n)n ≥
n1−δ
′
3
)
+ P
(
ET1 − ET˜ (n)1 ≥
n−δ
′
3
)
+ P
(
max
m≤n
∣∣∣EωT˜ (n)m −mET˜ (n)1 ∣∣∣ ≥ n1−δ
′
3
)
≤ 3n−1+δ′(ETn − ET˜ (n)n ) + 1ET1−ET˜ (n)1 ≥n−δ′/3
+ P
(
max
m≤n
∣∣∣EωT˜ (n)m −mET˜ (n)1 ∣∣∣ ≥ n1−δ
′
3
)
(24)
Now, from (4) we get that EωT1 − EωT˜ (n)1 = (1 + 2W0)− (1 + 2W−bn+1,0) = 2Π−bn+1,0W−bn , and
thus since P is a product measure
ETn − ET˜ (n)n = nEP
(
EωT1 − EωT˜ (n)1
)
=
2n
1− EP ρ(EP ρ)
bn+1. (25)
Since EP ρ < 1 and bn ∼ log2 n the above decreases faster than any power of n. Thus by (24) we need
only to show that P
(
maxm≤n
∣∣∣EωT˜ (n)m −mET˜ (n)1 ∣∣∣ ≥ n1−δ′3 ) = o(n−(s−1)/2). For ease of notation we
define κ
(n)
i := E
i−1
ω T˜
(n)
i −ET˜ (n)1 . Thus, since EωT˜ (n)m −mET˜ (n)1 =
∑m
i=1 κ
(n)
i =
∑bn
i=1
∑⌊m−ibn ⌋
j=0 κ
(n)
jbn+i
we have
P
(
max
m≤n
∣∣∣EωT˜ (n)m −mET˜ (n)1 ∣∣∣ ≥ n1−δ
′
3
)
≤ P

max
m≤n
bn∑
i=1
∣∣∣∣∣∣∣
⌊
m−i
bn
⌋∑
j=0
κ
(n)
jbn+i
∣∣∣∣∣∣∣ ≥
n1−δ′
3


≤
bn∑
i=1
P

max
m≤n
∣∣∣∣∣∣∣
⌊
m−i
bn
⌋∑
j=0
κ
(n)
jbn+i
∣∣∣∣∣∣∣ ≥
n1−δ
′
3bn


=
bn∑
i=1
P

 max
l≤
⌊
n−i
bn
⌋
∣∣∣∣∣∣
l∑
j=0
κ
(n)
jbn+i
∣∣∣∣∣∣ ≥
n1−δ
′
3bn

 . (26)
Due to the reflections of the random walk, κ
(n)
i depends only on the environment between i−bn and
i− 1. Thus, for each i {κ(n)jbn+i}∞j=0 is a sequence of i.i.d. random variables with zero mean, and so
{∑lj=0 κ(n)jbn+i}l≥0 is a martingale. Now, let γ ∈ (1, s). Then, by the Doob-Kolmogorov inequality,
for any integer N we have
P

max
l≤N
∣∣∣∣∣∣
l∑
j=0
κ
(n)
jbn+i
∣∣∣∣∣∣ ≥
n1−δ′
3bn

 ≤ 3γbγnn−γ+γδ′EP
∣∣∣∣∣∣
N∑
j=0
κ
(n)
jbn+i
∣∣∣∣∣∣
γ
.
Now, since {κ(n)jbn+i}∞j=0 is a sequence of independent, zero-mean random variables, the Marcinkiewicz-
Zygmund inequality [1, Theorem 2 on p. 356] gives that there exists a constant Bγ <∞ depending
only on γ > 1 such that
EP
∣∣∣∣∣∣
N∑
j=0
κ
(n)
jbn+i
∣∣∣∣∣∣
γ
≤ BγEP
∣∣∣∣∣∣
N∑
j=0
(
κ
(n)
jbn+i
)2∣∣∣∣∣∣
γ/2
≤ BγEP

 N∑
j=0
∣∣∣κ(n)jbn+i
∣∣∣γ

 = Bγ(N + 1)EP |κ(n)1 |γ ,
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where the second inequality is because γ < s ≤ 2 implies γ/2 < 1. Now, recall from [6] that
P (EωT1 > x) ∼ Kx−s for some K > 0. Therefore, since γ < s we have that EP |EωT1|γ < ∞.
Thus, it’s easy to see that EP |κ(n)1 |γ = EP
∣∣∣EωT˜ (n)1 − ET˜ (n)1 ∣∣∣γ is uniformly bounded in n. So, there
exists a constant B′γ depending on γ ∈ (1, s) such that
P

max
l≤N
∣∣∣∣∣∣
l∑
j=0
κ
(n)
jbn+i
∣∣∣∣∣∣ ≥
n1−δ′
3bn

 ≤ B′γbγnn−γ+γδ′(N + 1),
and thus by (26)
P
(
max
m≤n
∣∣∣EωT˜ (n)m −mET˜ (n)1 ∣∣∣ ≥ n1−δ
′
3
)
≤ B′γbγ+1n n−γ+γδ
′
(
n
bn
+ 1
)
= O
(
bγnn
1−γ+γδ′
)
.
Since by assumption we have δ′ < s−12s , we may choose γ < s arbitrarily close to s so that
bγnn−γ+1+γδ
′
= o
(
n−(s−1)/2
)
.
Proof of Proposition 1.4:
Recall the definition of αm := nkm−1. To prove (12) it is enough to prove that ∀ε > 0
lim
m→∞Pω
(∣∣∣∣Tναm − EωTναm√vkm,ω
∣∣∣∣ ≥ ε
)
= 0, P − a.s. (27)
and
lim
m→∞P
ναm
ω
(
Txm 6= T¯ (dkm )xm
)
= 0, and lim
m→∞E
ναm
ω
(
Txm − T¯ (dkm )xm
)
= 0, P − a.s. (28)
To prove (27), note that by Chebychev’s inequality
Pω
(∣∣∣∣Tναm − EωTναm√vkm,ω
∣∣∣∣ ≥ ε
)
≤ V arωTναm
ε2vkm,ω
,
which by Corollary 2.3 tends to zero P − a.s. as m→∞. Secondly, to prove (28), note that since
P ναmω
(
Txm 6= T¯ (dkm )xm
)
= P ναmω
(
Txm − T¯ (dkm )xm ≥ 1
)
≤ Eναmω
(
Txm − T¯ (dkm )xm
)
,
it is enough to prove only the second claim (28). However, since xm ≤ 2nkm for all m large enough,
it is enough to prove
lim
k→∞
Eω
(
T2nk − T¯ (dk)2nk
)
= 0, P − a.s. (29)
To prove (29), note that for any ε > 0 that
P
(
Eω
(
T2nk − T¯ (dk)2nk
)
≥ ε
)
≤
E
(
T2nk − T¯ (dk)2nk
)
ε
≤
E
(
T2nk − T˜ (dk)2nk
)
ε
=
2nkE
(
T1 − T˜ (dk)1
)
ε
. (30)
However, from (25) we have that E
(
T1 − T˜ (dk)1
)
= 21−EP ρ(EP ρ)
bdk which decreases faster than any
power of nk (since EP ρ < 1 and dk ∼ nk), and thus the last term in (30) is summable. Therefore,
applying the Borel-Cantelli Lemma gives (29) which completes the proof of (12). Note, moreover,
that the convergence in (12) must be uniform in y since F is continuous.
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To prove (13), for any y ∈ R let xm(y) :=
⌈
nkm + y vP
√
vkm,ω
⌉
, and define X∗t := maxn≤tXn.
Then we have
Pω
(
X∗tm − nkm
vP
√
vkm,ω
< y
)
= Pω
(
X∗tm < xm(y)
)
= Pω
(
Txm(y) > tm
)
= Pω
(
Txm(y) − EωTxm(y)√
vkm,ω
>
tm − EωTxm(y)√
vkm,ω
)
(31)
Now, recalling the definition of tm :=
⌊
EωXnkm
⌋
, by Lemma 2.4 we have
lim
m→∞
tm − EωTxm(y)√
vkm,ω
= lim
m→∞
⌊
EωTnkm
⌋− EωTnkm+yvP√vkm,ω√
vkm,ω
= −y, ∀y ∈ R P − a.s.,
where we used the fact that vPET1 = 1 due to (2). Also, by Corollary 2.2 we have P − a.s. that√
vk,ω = o(dk) = o(nk) since s < 2, and therefore xm(y) ∼ nkm . Thus since the convergence in (12)
is uniform in y, (31) gives that
lim
m→∞Pω
(
X∗tm − nkm
vP
√
vkm,ω
< y
)
= 1− F (−y), ∀y ∈ R P − a.s. (32)
Now, (2) gives that tm ∼ (ET1)nkm , P −a.s. Therefore, an easy argument involving [9, Lemma 4.6]
and (14) gives that X∗tm − Xtm = o(log2 tm) = o(log2 nkm), P − a.s. Also, Corollary 2.2 and the
Borel-Cantelli Lemma give P−a.s. that vk,ω ≥ d2/s−δk ∼ n2/s−δk for any δ > 0 and all k large enough.
Therefore, P − a.s. we have that limm→∞ X
∗
tm
−Xtm√
vkm,ω
= 0. Combining this with (32) completes the
proof of (13).
Remark: For the last conclusion of Proposition 1.4 to hold it is crucial that s > 1. The dual
nature of X∗t and Tn always allows the transfer of probabilities from time to space. However, if
s ≤ 1 then ET1 =∞ and the averaging behavior of Lemma 2.4 does not occur.
3 Quenched CLT Along a Subsequence
For the remainder of the paper we will fix the sequence nk := 2
2k and let dk and vk,ω be defined
accordingly as in (11). Note that this choice of nk satisfies the conditions in Proposition 1.4 for
any δ < 1 since nk = n
2
k−1. Our first goal in this section is to prove the following theorem, which
when applied to Proposition 1.4 proves Theorem 1.1.
Theorem 3.1. Assume s < 2. Then for any η ∈ (0, 1), P − a.s. there exists a subsequence
nkm = nkm(ω, η) of nk = 2
2k such that for αm, βm and γm defined by
αm := nkm−1, βm := nkm−1 + ⌊ηdkm⌋ , and γm := nkm (33)
and any sequence xm ∈ (νβm, νγm ] we have
lim
m→∞P
ναm
ω
(
T¯
(dkm )
xm −EωT¯ (dkm )xm√
vkm,ω
≤ x
)
= Φ(x).
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The proof of Theorem 3 is similar to the proof of [9, Theorem 5.10]. The key is to find a random
subsequence where none of the variances σ2i,dkm ,ω
with i ∈ (nkm−1, nkm ] is larger than a fraction
of vkm,ω. To this end, let #(I) denote the cardinality of the set I, and for any η ∈ (0, 1) and any
positive integer a < n/2 define the events
Sη,n,a :=
⋃
I ⊂ [1, ηn]
#(I) = 2a

⋂
i∈I
{
µ2i,n,ω ∈ [n2/s, 2n2/s)
} ⋂
j∈[1,ηn]\I
{
µ2j,n,ω < n
2/s
} .
and
Uη,n :=


∑
i∈(ηn,n]
σ2i,n,ω < 2n
2/s

 .
On the event Sη,n,a, 2a of the first ηn crossings times from νi−1 to νi have roughly the same size
variance and the rest are all smaller. Define
ak := ⌊log log k⌋ ∨ 1. (34)
Then, we have the following Lemma:
Lemma 3.2. Assume s < 2. Then for any η ∈ (0, 1), we have Q (Sη,dk,ak ∩ Uη,dk) ≥ 1k for all k
large enough.
Proof. First we reduce the problem to getting a lower bound on Q(Sη,dk ,ak). Define
U˜η,n :=


∑
i∈(ηn+bn,n]
σ2i,n,ω < n
2/s

 .
Note that Sη,n,a and U˜η,n are independent events since U˜η,n only depends on the environment to
the right of the ν⌈ηn⌉. Thus,
Q (Sη,n,a ∩ Uη,n) ≥ Q
(
Sη,n,a ∩ U˜η,n
)
−Q

 ∑
i∈(ηn,ηn+bn]
σ2i,n,ω > n
2/s


≥ Q (Sη,n,a)Q
(
U˜η,n
)
− bnQ
(
V arωT¯
(n)
ν >
n2/s
bn
)
.
Now, Theorem 1.3 gives that Q
(
U˜η,n
)
≥ Q (V arωTνn < n2/s) = L s2 ,b(1) + o(1), and Theorem 1.5
gives that bnQ
(
V arωT¯
(n)
ν >
n2/s
bn
)
∼ K∞b1+sn n−1. Thus,
Q (Sη,dk,ak ∩ Uη,dk) ≥ Q(Sη,dk ,ak)(L s2 ,b(1) + o(1)) −O(b
1+s
dk
d−1k ), as k →∞,
and so to prove the lemma it is enough to show that limk→∞ kQ(Sη,dk ,ak) =∞. A lower bound for
Q(Sη,n,a) was derived in [9, preceeding Lemma 5.7]. A similar argument gives that for any ε < 13
there exists a constant Cε > 0 such that
Q (Sη,n,a) ≥ (ηCε)
2a
(2a)!
(
1− (2a− 1)(1 + 4bn)
ηn
)2a(
Q
(
n∑
i=1
(
E
νi−1
ω Tνi
)2
< n2/s
)
− a o(n−1+2ε)
)
− (ηn)
2a
(2a)!
a o
(
e−n
ε/(6s)
)
, (35)
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where asymptotics of the form o(· ) in (35) are uniform in η and a as n→∞. The proof of (35) is
exactly the same as in [9] with the exception that the lower bound for Q
(⋂
j∈[1,n]
{
µ2j,n,ω < n
2/s
})
in [9, (70)] is Q
(∑n
i=1
(
E
νi−1
ω Tνi
)2
< n2/s
)
instead of Q
(
EωTνn < n
1/s
)
. Then, replacing n and a
in (35) by dk and ak respectively, we have for ε <
1
3 that
Q (Sη,dk ,ak)
≥ (ηCε)
2ak
(2ak)!
(
1− (2ak − 1)(1 + 4bdk)
ηdk
)2ak (
Q
(
dk∑
i=1
(
E
νi−1
ω Tνi
)2
< d
2/s
k
)
− ako(d−1+2εk )
)
− (ηdk)
2ak
(2ak)!
ako
(
e−d
ε/(6s)
k
)
=
(ηCε)
2ak
(2ak)!
(1 + o(1))
(
L s
2
,b(1)− o(1)
)
− o
(
1
k
)
. (36)
The last equality is a result of Theorem 1.3 and the definitions of ak and dk in (34) and (11). Also,
since ak ∼ log log k we have that limk→∞ k C2ak(2ak)! = ∞ for any constant C > 0. Therefore, (36)
implies that limk→∞ k Q (Sη,dk ,ak) =∞.
Corollary 3.3. Assume s < 2. Then for any η ∈ (0, 1), P -a.s. there exists a random subsequence
nkm = nkm(ω, η) of nk = 2
2k such that for the sequences αm, βm, and γm defined as in (33) we have
that for all m
max
i∈(αm,βm]
µ2i,dkm ,ω ≤ 2d
2/s
km
≤ 1
akm
βm∑
i=αm+1
µ2i,dkm ,ω, and
γm∑
i=βm+1
σ2i,dkm ,ω < 2d
2/s
km
. (37)
Proof. Define the sequence of events
S ′k :=
⋃
I ⊂ (nk−1, nk−1 + ηdk]
#(I) = 2ak

⋂
i∈I
{
µ2i,dk,ω ∈ [d
2/s
k , 2d
2/s
k )
} ⋂
j∈(nk−1,nk−1+ηdk ]\I
{
µ2j,dk,ω < d
2/s
k
} ,
and
U ′k :=


∑
i∈(nk−1+ηdk ,nk]
σ2i,dkm ,ω < 2d
2/s
km


Note that due to the reflections of the random walk, the event S ′k ∩U ′k depends on the environment
between ladder locations nk−1 − bdk and nk. Thus, since nk−1 − bdk > nk−2 for all k ≥ 4, we have
that {S ′2k ∩ U ′2k}∞k=2 is an independent sequence of events. Similarly, for k large enough S ′k ∩ U ′k
does not depend on the environment to left of the origin. Thus
P (S ′k ∩ U ′k) = Q(S ′k ∩ U ′k) = Q (Sη,dk ,ak ∩ Uη,dk)
for all k large enough. Lemma 3.2 then gives that
∑∞
k=1 P (S ′2k ∩U ′2k) =∞, and the Borel-Cantelli
Lemma then implies that infinitely many of the events S ′2k ∩U ′2k occur P −a.s. Therefore, P −a.s.
there exists a subsequence km = km(ω, η) such that S ′km ∩ U ′km occurs for each m. Finally, note
that the event S ′km ∩ U ′km implies (37).
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Proof of Theorem 3.1:
First, recall that [9, Corollary 5.6] gives that there exists an η′ > 0 such that
Q
(∣∣∣∣∣
n∑
i=1
(
σ2i,m,ω − µ2i,m,ω
)∣∣∣∣∣ ≥ δn2/s
)
= o(n−η
′
) ∀δ > 0, ∀m ∈ N. (38)
This can be applied along with the Borel-Cantelli Lemma to prove that
nk−1+⌊ηdk⌋∑
i=nk−1+1
(
σ2i,dk,ω − µ2i,dk,ω
)
= o
(
d
2/s
k
)
, P − a.s. (39)
Thus, P −a.s. we may assume that (39) holds and that there exists a subsequence nkm = nkm(ω, η)
such that condition (37) in Corollary 3.3 holds. Then, it is enough to prove that
lim
m→∞P
ναm
ω
(
T¯
(dkm )
νβm − E
ναm
ω T¯
(dkm )
νβm√
vkm,ω
≤ y
)
= Φ(y), (40)
and
lim
m→∞P
νβm
ω
(∣∣∣∣∣ T¯
(dkm )
xm − Eνβmω T¯ (dkm )xm√
vkm,ω
∣∣∣∣∣ ≥ ε
)
= 0, ∀ε > 0. (41)
To prove (41), note that by Chebychev’s inequality
P
νβm
ω
(∣∣∣∣∣ T¯
(dkm )
xm − Eνβmω T¯ (dkm )xm√
vkm,ω
∣∣∣∣∣ ≥ ε
)
≤
V arω
(
T¯
(dkm )
xm − T¯ (dkm )βm
)
ε2vkm,ω
≤
∑γm
i=βm+1
σ2i,dkm ,ω
ε2vkm,ω
However, by (39) and our choice of the subsequence nkm we have that
∑γm
i=βm+1
σ2i,dkm ,ω
< 2d
2/s
km
,
and vkm,ω ≥
∑βm
i=αm+1
σ2i,dkm ,ω
=
∑βm
i=αm+1
µ2i,dkm ,ω
+ o
(
d
2/s
km
)
≥ akmd2/skm + o
(
d
2/s
km
)
. Thus
lim
m→∞
∑γm
i=βm+1
σ2i,dkm ,ω
vkm,ω
= 0, (42)
which proves (41). To prove (40), it is enough to show that the Lindberg-Feller condition is satisfied.
That is we need to show
lim
m→∞
1
vkm,ω
βm∑
i=αm+1
σ2i,dkm ,ω = 1, (43)
and
lim
m→∞
1
vkm,ω
βm∑
i=αm+1
E
νi−1
ω
[(
T¯
(dkm )
νi − µi,dkm ,ω
)2
1|T¯ (dkm )νi −µi,dkm,ω |>ε
√
vm,ω
]
= 0, ∀ε > 0. (44)
To show (43) note that the definition of vkm,ω and our choice of the subsequence nkm give that
1
vkm,ω
βm∑
i=αm+1
σ2i,dkm ,ω = 1−
1
vkm,ω
γm∑
i=βm+1
σ2i,dkm,ω = 1− o(1),
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where the last equality is from (42). To prove (44), first note that an application of [9, Lemma 5.5]
gives that for any ε′ > 0
nk−1+⌊ηdk⌋∑
i=nk−1+1
σ2i,dk,ω1Mi≤d(1−ε
′)/s
k
= o
(
d
2/s
k
)
, P − a.s.,
where Mi is defined as in (17). Then, since vkm,ω ≥ akmd2/skm + o
(
d
2/s
km
)
we can reduce the sum in
(44) to blocks where Mi > d
(1−ε′)/s
km
. That is, it is enough to prove that for some ε′ > 0 and every
ε > 0
lim
m→∞
1
vkm,ω
βm∑
i=αm+1
E
νi−1
ω
[(
T¯
(dkm )
νi − µi,dkm ,ω
)2
1|T¯ (dkm )νi −µi,dkm,ω |>ε
√
vkm,ω
]
1
Mi>d
(1−ε′)/s
km
= 0. (45)
To get an upper bound for (45), first note that our choice of the subsequence nkm gives that for
m large enough vkm,ω ≥ 12
∑βm
i=αm+1
µ2i,dkm ,ω
≥ akm2 µi,dkm ,ω for any i ∈ (αm, βm]. Thus, for m large
enough we can replace the indicators inside the expectations in (45) by the indicators of the events{
T¯
(dkm )
νi > (1 + ε
√
akm/2)µi,dkm ,ω
}
. Thus, for m large enough and i ∈ (αm, βm], we have
E
νi−1
ω
[(
T¯
(dkm )
νi − µi,dkm ,ω
)2
1|T¯ (dkm )νi −µi,dkm,ω |>ε
√
vkm,ω
]
≤ Eνi−1ω
[(
T¯
(dkm )
νi − µi,dkm ,ω
)2
1
T¯
(dkm
)
νi
>(1+ε
√
akm/2)µi,dkm ,ω
]
=
∫ ∞
1+ε
√
akm/2
P
νi−1
ω
(
T¯
(dkm )
νi > xµi,dkm ,ω
)
2(x− 1)µ2i,dkm ,ω dx .
We want to get an upper bound on the probabilities inside the integral. If ε′ < 13 we can
use [9, Lemma 5.9] to get that for k large enough, E
νi−1
ω
(
T¯
(dk)
νi
)j
≤ 2jj!µji,dk ,ω for all nk−1 <
i ≤ nk such that Mi > d(1−ε
′)/s
k . Multiplying by (4µi,dk ,ω)
−j and summing over j gives that
E
νi−1
ω e
T¯
(dk)
νi
/(4µi,dk,ω) ≤ 2. Therefore, Chebychev’s inequality gives
P
νi−1
ω
(
T¯ (dk)νi > xµi,dk,ω
)
≤ e−x/4Eνi−1ω eT¯
(dk)
νi
/(4µi,dk,ω) ≤ 2e−x/4 .
Thus, for all m large enough we have for all αm < i ≤ βm ≤ nkm with Mi > d(1−ε
′)/s
km
that
∫ ∞
1+ε
√
akm/2
P
νi−1
ω
(
T¯
(dkm )
νi > xµi,dkm ,ω
)
2(x− 1)µ2i,dkm ,ωdx ≤ µ
2
i,dkm ,ω
∫ ∞
1+ε
√
akm/2
4(x− 1)e−x/4dx
= µ2i,dkm ,ω o
(
e−a
1/4
km
)
.
Therefore we have that as m→∞, (45) is bounded above by
lim
m→∞ o
(
e−a
1/4
km
)
1
vkm,ω
(
βm∑
i=αm+1
µ2i,dkm ,ω1Mi>d(1−ε
′)/s
km
)
. (46)
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However, since
1
vkm,ω
βm∑
i=αm+1
µ2i,dkm ,ω ≤
1∑βm
i=αm+1
σ2i,dkm ,ω
(
βm∑
i=αm+1
σ2i,dkm ,ω + o
(
d
2/s
km
))
≤ 1 +
o
(
d
2/s
km
)
2akmd
2/s
km
+ o
(
d
2/s
km
) ,
we have that (46) tends to zero as m → ∞. This finishes the proof of (44) and thus of Theorem
3.1.
Proof of Theorem 1.1:
Choose η ∈ (0, 1) such that η < 1ν¯ where ν¯ = EP ν, and then choose nkm as in Theorem 3.1. Then
for βm and γm defined as in (33), we have that (15) and the fact that dk ∼ nk give
lim
m→∞
νβm
nkm
= ην¯ < 1 < ν¯ = lim
m→∞
νγm
nkm
.
Thus xm ∼ nkm ⇒ xm ∈ [νβm , νγm ] for all m large enough. Therefore, the conditions of Proposition
1.4 are satisfied with F (x) = Φ(x).
4 Quenched Exponential Limits
4.1 Analysis of Tν when M1 is Large
The goal of this subsection is to analyze the quenched distribution of T¯
(n)
ν on “large” blocks (i.e.
when M1 > n
(1−ε)/s). We want to show that conditioned on M1 being large, T¯
(n)
ν /EωT¯
(n)
ν is ap-
proximately exponentially distributed. We do this by showing that the quenched Laplace transform
Eω exp
{
−λ T¯ (n)ν
Eω T¯
(n)
ν
}
is approximately 11+λ on such blocks.
As was done in [2], we analyze the quenched Laplace transform of T¯
(n)
ν by decomposing T¯
(n)
ν
into a series of excursions away from 0. An excursion is a “failure” if the random walk returns to
zero before hitting ν (i.e. if Tν > T
+
0 := min{k > 0 : Xk = 0}), and a “success” if the random
walk reaches ν before returning to zero (note that classifying an excursion as a failure/sucess is
independent of any modifications to the environment left of zero since if the random walk ventures
to the left at all, it must be in a failure excursion). Define pω := Pω(Tν < T
+
0 ), and let N be a
geometric random variable with parameter pω (i.e. P (N = k) = pω(1 − pω)k for k ∈ N). Also,
let {Fi}∞i=1 be an i.i.d. sequence (also independent of N) with F1 having the same distribution as
T¯
(n)
ν conditioned on
{
T¯
(n)
ν > T
+
0
}
, and let S be a random variable with the same distribution as
Tν conditioned on
{
Tν < T
+
0
}
and independent of everything else (note that for sucess excursions
we can ignore added reflections to the left of zero). Thus, we have that
T¯ (n)ν
Law
= S +
N∑
i=1
Fi (quenched). (47)
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In a slight abuse of notation we will still use Pω for the probabilities of Fi, S, and N to emphasize
that their distributions are dependent on ω. The following results are easy to verify:
EωN =
1− pω
pω
and EωT¯
(n)
ν = EωS + (EωN)(EωF1), (48)
V arωT¯
(n)
ν = (EωN)(V arωF1) + (EωF )
2(V arωN) + V arωS
= (EωN)(EωF
2) + (EωF )
2(V arωN − EωN) + V arωS
= (EωN)(EωF
2) + (EωF )
2(EωN)
2 + V arωS, (49)
and
Eωe
−λT¯ (n)ν = Eωe−λSEω
[(
Eωe
−λF1
)N]
= Eωe
−λS pω
1− (1− pω) (Eωe−λF1) , ∀λ ≥ 0.
Also, since e−x ≥ 1− x for any x ∈ R we have for any λ ≥ 0 that
Eωe
−λT¯ (n)ν ≥ (1− λEωS) pω
1− (1− pω) (1− λEωF1) =
1− λEωS
1 + λ(EωN)(EωF1)
≥ 1− λEωS
1 + λEωT¯
(n)
ν
,
where the first equality and the last inequality are from the formulas for EωN and EωT¯
(n)
ν given
in (48). Similarly, since e−x ≤ 1− x+ x22 for all x ≥ 0 we have that for any λ ≥ 0 that
Eωe
−λT¯ (n)ν ≤ pω
1− (1− pω)
(
1− λEωF1 + λ22 EωF 21
)
=
1
1 + λ(EωN)(EωF1)− λ22 (EωN)(EωF 21 )
=
1
1 + λ(EωN)(EωF1)− λ22 (V arωT¯
(n)
ν − (EωN)2(EωF1)2 − V arωS)
≤ 1
1 + λ(EωT¯
(n)
ν −EωS)− λ22 (V arωT¯
(n)
ν − (EωT¯ (n)ν − EωS)2)
,
where the first equality and last inequality are from (48) and the second equality is from (49).
Therefore, replacing λ by λ/(EωT¯
(n)
ν ) we get
Eωe
−λ T¯
(n)
ν
EωT¯
(n)
ν ≥
(
1− λ EωS
EωT¯
(n)
ν
)
1
1 + λ
, (50)
and
Eωe
−λ T¯
(n)
ν
EωT¯
(n)
ν ≤ 1
1 + λ− λ EωS
EωT¯
(n)
ν
− λ22
(
V arω T¯
(n)
ν
(Eω T¯
(n)
ν )2
− (EωT¯
(n)
ν −EωS)2
(EωT¯
(n)
ν )2
)
≤ 1
1 + λ− (λ+ λ2) EωS
Eω T¯
(n)
ν
− λ22
(
V arω T¯
(n)
ν
(Eω T¯
(n)
ν )2
− 1
) . (51)
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Therefore, we have reduced the problem of showing Eωe
−λ T¯
(n)
ν
EωT¯
(n)
ν ≈ 11+λ when M1 is large to
showing that EωS
Eω T¯
(n)
ν
≈ 0 and V arω T¯ (n)ν
(Eω T¯
(n)
ν )2
≈ 1 when M1 is large. In order to analyze EωS, we define a
modified environment which is essentially the environment the random walker “sees” once it is told
that it reaches ν before returning to zero. A simple computation similar to the one in [12, Remark
2 on pages 222-223] gives that the random walk conditioned to reach ν before returning to zero is
a homogeneous markov chain with transition probabilities given by ω¯i := P
i
ω(X1 = i+1|Tν < T+0 ).
Then the definition of ω¯i gives that ω¯0 = ω¯1 = 1, and for i ∈ [2, ν) we have ω¯i = ωiP
i+1
ω (Tν<T0)
P iω(Tν<T0)
.
Using the hitting time formulas in [12, (2.1.4)] we have
ω¯i =
ωiR0,i
R0,i−1
∀i ∈ [2, ν), where R0,i :=
i∑
j=0
Π0,j . (52)
Let ρ¯i :=
1−ω¯i
ω¯i
and define Π¯i,j, and W¯i,j analogously to Πi,j and Wi,j using ρ¯i in place of ρi. Then
the above formulas for ω¯i give that ρ¯0 = ρ¯1 = 0 and ρ¯i = ρi
R0,i−2
R0,i
∀i ∈ [2, ν). Thus,
Π¯i,j = Πi,j
R0,i−2R0,i−1
R0,j−1R0,j
, ∀2 ≤ i ≤ j < ν. (53)
Note that since R0,i ≤ R0,j for any 0 ≤ i ≤ j we have from (53) that
Π¯i,j ≤ Πi,j for any 0 ≤ i ≤ j < ν (54)
Now, since EωS = Eω¯Tν we get from (16) that EωS = ν + 2
∑ν−1
j=2 W¯2,j = ν + 2
∑ν−1
j=2
∑j
i=2 Π¯i,j.
Therefore, letting M¯1 := max{Π¯i,j : 0 ≤ i ≤ j < ν} we get the bound
EωS ≤ ν + 2ν2M¯1. (55)
Thus, we need to get bounds on the tail of M¯1. To this end, recall the definition of M1 in (17) and
define τ := max{k ∈ [1, ν] : Π0,k−1 =M1}. Then, define
M− := min{Πi,j : 0 < i ≤ j < τ} ∧ 1, and M+ := max{Πi,j : τ < i ≤ j < ν} ∨ 1 . (56)
Lemma 4.1. For any ε, δ > 0 we have
P (M− < n−δ,M1 > n(1−ε)/s) = o(n−1+ε−δs+ε
′
), ∀ε′ > 0, (57)
and
P (M+ > nδ,M1 > n
(1−ε)/s) = o(n−1+ε−δs+ε
′
), ∀ε′ > 0, (58)
Proof. Since Π0,τ−1 =M1 by definition we have
P (M− < n−δ,M1 > n(1−ε)/s) ≤ P
(
∃0 < i ≤ j < τ − 1 : Πi,j < n−δ, Π0,τ−1 > n(1−ε)/s
)
≤ P (τ > bn) +
∑
0<i≤j<k<bn
P
(
Πi,j < n
−δ, Π0,k > n(1−ε)/s
)
≤ P (ν > bn) +
∑
0<i≤j<k<bn
P
(
Π0,i−1Πj+1,k > n(1−ε)/s+δ
)
. (59)
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Since (14) gives that P (ν > bn) ≤ C1e−C2bn we need only handle the second term in (59) to prove
(57). However, Chebychev’s inequality and the fact that P is a product measure give that
P
(
Π0,i−1Πj+1,k > n(1−ε)/s+δ
)
≤ n−1+ε−δs(EP ρs)i+k−j = n−1+ε−δs.
Since the number of terms in the sum in (59) is at most (bn)
3 = o(nε
′
) we have proved (57). The
proof of (58) is similar:
P (M+ > nδ,M1 > n
(1−ε)/s) ≤ P
(
∃τ < i ≤ j < ν : Πi,j > nδ, Π0,τ−1 > n(1−ε)/s
)
≤ P (ν > bn) +
∑
0≤k<i≤j<bn
P
(
Π0,kΠi,j > n
(1−ε)/s+δ
)
≤ C1e−C2bn + (bn)3n−1+ε−δs = o(n−1+ε−δs+ε′)
Corollary 4.2. For any ε, δ > 0 we have
P
(
EωS ≥ n5δ,M1 > n(1−ε)/s
)
= o(n−1+ε−δs+ε
′
), ∀ε′ > 0.
Proof. Recall that (55) gives EωS ≤ ν + 2ν2M¯1. We will use M− and M+ to get bounds on M¯1.
First, note that for any i ∈ [0, τ) we have
R0,i =
i∑
k=0
Π0,k = Π0,i +
i−1∑
k=0
Π0,i
Πk+1,i
≤ Π0,i
(
i+ 1
M−
)
.
Note also that R0,j ≥ Π0,j holds for any j ≥ 0. Thus, for any 2 ≤ i ≤ j ≤ τ we have
Π¯i,j = Πi,j
R0,i−2R0,i−1
R0,j−1R0,j
≤ Πi,j
(
i
M−
)2 Π0,i−2Π0,i−1
Π0,j−1Π0,j
=
(
i
M−
)2 1
Πi−1,j−1
≤ i
2
(M−)3
.
Also, from (54) we have that Π¯i,j ≤ Πi,j ≤ M+ for τ < i ≤ j < ν. Therefore we have that
M¯1 ≤ ν2M+(M−)3 (note that here we used that M− ≤ 1 and M+ ≥ 1). Thus,
P
(
EωS ≥ n5δ,M1 > n(1−ε)/s
)
≤ P
(
ν +
2ν4M+
(M−)3
> n5δ,M1 > n
(1−ε)/s
)
.
An easy argument using (14) and Lemma 4.1 finishes the proof.
Lemma 4.3. For any ε, δ > 0 we have
Q
(∣∣∣∣∣ V arωT¯
(n)
ν
(EωT¯
(n)
ν )2
− 1
∣∣∣∣∣ ≥ n−δ, M1 > n(1−ε)/s
)
= o(n−2+2ε+δs+ε
′
), ∀ε′ > 0
Proof. Recall that from [9, (61)] we have that there exist explicit non-negative random variables
D+(ω) and D−(ω) such that
(
EωT¯
(n)
ν
)2
−D+(ω) ≤ V arωT¯ (n)ν ≤
(
EωT¯
(n)
ν
)2
+ 8R0,ν−1D−(ω),
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where R0,ν−1 is defined as in (52). Therefore, since EωT¯
(n)
ν ≥M1, we have
Q
(∣∣∣∣∣ V arωT¯
(n)
ν
(EωT¯
(n)
ν )2
− 1
∣∣∣∣∣ ≥ n−δ,M1 > n(1−ε)/s
)
≤ Q
(
8R0,ν−1D−(ω) > n(2−2ε)/s−δ
)
+Q
(
D+(ω) > n(2−2ε)/s−δ
)
. (60)
However, [9, Lemma 5.2 & Corollary 5.4] give respectively that Q(D+(ω) > x) = o(x−s+ε′′) and
Q (R0,ν−1D−(ω) > x) = o(x−s+ε
′′
) for any ε′′ > 0. Therefore, both terms in (60) are of order
o
(
n−2+2ε+δs+ε
′′((2−2ε)/s−δ)
)
. The lemma then follows since ε′′ > 0 is arbitrary.
For any i, define the scaled quenched Laplace transforms φi,n(λ) := E
νi−1
ω exp
{
−λ T¯
(n)
νi
µi,n,ω
}
.
Lemma 4.4. Let ε < 18 , and define ε
′ := 1−8ε5 > 0. Then
Q

∃λ ≥ 0 : φ1,n(λ) /∈

1− λn−ε/s
1 + λ
,
1
1 + λ−
(
λ+ 3λ
2
2
)
n−ε/s

 , M1 > n(1−ε)/s

 = o(n−1−ε′) .
Proof. Recall from (50) and (50) that(
1− λ EωS
EωT¯
(n)
ν
)
1
1 + λ
≤ φ1,n(λ) ≤ 1
1 + λ− (λ+ λ2) EωS
Eω T¯
(n)
ν
− λ22
(
V arω T¯
(n)
ν
(Eω T¯
(n)
ν )2
− 1
)
for all λ ≥ 0. Therefore
Q
(
∃λ ≥ 0 : φ1,n(λ) /∈
[
1− λn−ε/s
1 + λ
,
1
1 + λ− (λ+ 3λ2/2) n−ε/s
]
, M1 > n
(1−ε)/s
)
≤ Q
(
EωS
EωT¯
(n)
ν
≥ n−ε/s, M1 ≥ n(1−ε)/s
)
+Q
(
V arωT¯
(n)
ν
(EωT¯
(n)
ν )2
− 1 ≥ n−ε/s, M1 ≥ n(1−ε)/s
)
Now, since EωT¯
(n)
ν ≥M1 we have
Q
(
EωS
EωT¯
(n)
ν
≥ n−ε/s, M1 ≥ n(1−ε)/s
)
≤ Q
(
EωS ≥ n(1−2ε)/s, M1 ≥ n(1−ε)/s
)
= o
(
n−(6−8ε)/5
)
,
where the last equality is from Corollary 4.2. Also, by Lemma 4.3 we have
Q
(
V arωT¯
(n)
ν
(EωT¯
(n)
ν )2
− 1 ≥ n−ε/s, M1 ≥ n(1−ε)/s
)
= o
(
n−2+4ε
)
.
Then, since −2 + 4ε < −6+8ε5 when ε < 18 the lemma is proved.
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Corollary 4.5. Let ε < 18 . Then P − a.s., for any sequence ik = ik(ω) such that ik ∈ (nk−1, nk]
and Mik > d
(1−ε)/s
k we have
lim
k→∞
φik,dk(λ) =
1
1 + λ
, ∀λ ≥ 0, (61)
and thus
lim
k→∞
P
νik−1
ω
(
T¯ (dk)νik
> xµik,dk,ω
)
= Ψ(x), ∀x ∈ R. (62)
Proof. For i ∈ (nk−1, nk] and all k large enough φi,dk(λ) only depends on the environment to the
right of zero, and thus has the same distribution under P and Q. Therefore, Lemma 4.4 gives that
there exists an ε′ > 0 such that
P

∃i ∈ (nk−1, nk], λ ≥ 0 : φi,dk(λ) /∈

1− λd−ε/sk
1 + λ
,
1
1 + λ−
(
λ+ 3λ
2
2
)
d
−ε/s
k

 , Mi > d(1−ε)/sk


≤ dkQ

∃λ ≥ 0 : φ1,dk(λ) /∈

1− λd−ε/sk
1 + λ
,
1
1 + λ−
(
λ+ 3λ
2
2
)
d
−ε/s
k

 , M1 > d(1−ε)/sk


= o
(
d−ε
′
k
)
.
Since this last term is summable in k, the Borel-Cantelli Lemma gives that P − a.s. there exists a
k0 = k0(ω) such that for all k ≥ k0 we have
i ∈ (nk−1, nk] and Mi ≥ d(1−ε)/sk ⇒ φi,dk(λ) ∈

1− λd−ε/sk
1 + λ
,
1
1 + λ−
(
λ+ 3λ
2
2
)
d
−ε/s
k

 ∀λ ≥ 0,
which proves (61). Then, (62) follows immediately because 11+λ is the Laplace transform of an
exponential disribution.
4.2 Quenched Exponential Limits Along a Subsequence
In the previous subsection we showed that the time to cross a single large block is approximately
exponential. In this section we show that there are subsequences in the environment where the
crossing time of a single block dominates the crossing times of all the other blocks. In this case the
crossing time of all the blocks is approximately exponentially distributed. Recall the definition of
Mi in (17). For any integer n ≥ 1, and constants C > 1 and η > 0, define the event
Dn,C,η :=

∃i ∈ [1, ηn] :M2i ≥ C
∑
j:i 6=j≤n
σ2j,n,ω


Lemma 4.6. Assume s < 2. Then for any C > 1 and η > 0 we have lim infn→∞Q (Dn,C,η) > 0.
Proof. First, note that since σ2i,n,ω ≥M2i and C > 1 we have
Q (Dn,C,η) =
ηn∑
i=1
Q

M2i ≥ C ∑
j:i 6=j≤n
σ2j,n,ω

 . (63)
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Thus, we want to get a lower bound on Q
(
M2i ≥ C
∑
j:i 6=j≤n σ
2
j,n,ω
)
that is uniform in i. The
following formula for the quenched variance of T¯
(n)
ν can be deduced from (16) by setting ρν−bn=0:
V arωT¯
(n)
ν = 4
ν−1∑
j=0
(Wν−bn+1,j +W
2
ν−bn+1,j
) + 8
ν−1∑
j=0
j∑
i=ν−bn+1
Πi+1,j(Wν−bn+1,i +W
2
ν−bn+1,i
)
≤ 4
ν−1∑
j=0
(Wν−bn+1,j +W
2
ν−bn+1,j
) + 8
ν−1∑
j=0
j∑
i=ν−bn+1
Wν−bn+1,j(1 +Wν−bn+1,i)
≤ 4
ν−1∑
j=0
(Wν−bn+1,j +W
2
ν−bn+1,j
) + 8

ν−1∑
j=0
Wν−bn+1,j



 ν−1∑
i=ν−bn+1
(1 +Wν−bn+1,i)

 ,
where the first inequality is because Wν−bn+1,j = Wi+1,j + Πi+1,jWν−bn+1,i. Next, note that if
νk−1 ≤ j < νk for some k > −bn, then
Wν−bn+1,j =
j∑
l=ν−bn+1
Πl,j =
νk−1−1∑
l=ν−bn+1
Πl,νk−1−1Πνk−1,j +
j∑
l=νk−1
Πl,j ≤ (νk − ν−bn)Mk,
where the last inequality is because, under Q, Πl,νk−1−1 < 1 for all l < νk−1. Therefore,
V arωT¯
(n)
ν ≤ 4ν1
(
(ν1 − ν−bn)M1 + (ν1 − ν−bn)2M21
)
+ 8 (ν1(ν1 − ν−bn)M1)

(ν1 − ν−bn) +
1∑
i=−bn+1
(νk − νk−1)(νk − ν−bn)Mk


≤ (ν1 − ν−bn)4

12M1 + 4M21 + 8M1 1∑
k=−bn+1
Mk

 .
Similarly, we have that σ2j,n,ω ≤ (νj − νj−1−bn)4
(
12Mj + 4M
2
j + 8Mj
∑j
k=j−bn Mk
)
Q − a.s. for
any j. Now, define the events
Fn :=
⋂
j∈(−bn,n]
{νj − νj−1 ≤ bn} , and Gi,n,ε :=
⋂
j∈[i−bn,i+bn]\{i}
{
Mj ≤ n(1−ε)/s
}
(64)
Then, on the event Fn ∩Gi,n,ε ∩
{
Mi ≤ 2n1/s
}
we have for j ∈ (i, i + bn] that
σ2j,n,ω ≤ b4n(bn + 1)4
(
12n(1−ε)/s + 4n(2−2ε)/s + 8n(1−ε)/s(bnn(1−ε)/s + 2n1/s)
)
≤ b5n(bn + 1)4
(
12n(1−ε)/s + 12n(2−2ε)/s + 16n(2−ε)/s
)
≤ 80b9nn(2−ε)/s,
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where the last inequality holds for all n large enough. Therefore, for all n large enough
Q

M2i ≥ C ∑
j:i 6=j≤n
σ2j,n,ω


≥ Q

4n2/s ≥M2i ≥ C ∑
j:i 6=j≤n
σ2j,n,ω, Fn, Gi,n,ε


≥ Q

4n2/s ≥M2i ≥ C

 ∑
j∈[1,n]\[i,i+bn]
σ2j,n,ω + 80b
9
nn
(2−ε)/s

 , Fn, Gi,n,ε


≥ Q
(
Mi ∈ [n1/s, 2n1/s], νi − νi−1 ≤ bn
)
×Q

 ∑
j∈[1,n]\[i,i+bn]
σ2j,n,ω + 80b
9
nn
(2−ε)/s ≤ n
2/s
C
, F˜n, Gi,n,ε

 ,
where F˜n := {νj − νj−1 ≤ bn, ∀j ∈ (−bn, n]\{k}} ⊃ Fn. Note that in the last inequality we used
that σ2j,n,ω is independent ofMi for j /∈ [i, i+bn]. Also, note that we can replace F˜n by Fn in the last
line above because it will only make the probability smaller. Then, since
∑
j∈[1,n]\[i,i+bn] σ
2
j,n,ω ≤
V arωTνn we have
Q

M2i ≥ C ∑
j:i 6=j≤n
σ2j,n,ω


≥ Q
(
M1 ∈ [n1/s, 2n1/s], ν ≤ bn
)
Q
(
V arωTνn ≤ n2/sC−1 − 40b7nn(2−ε)/s, Fn, Gi,n,ε
)
≥
(
Q(M1 ∈ [n1/s, 2n1/s])−Q(ν > bn)
)
×
(
Q
(
V arωTνn ≤ n2/s(C−1 − 40b7nn−ε/s)
)
−Q(F cn)−Q(Gci,n,ω)
)
∼ C3(1− 2−s) 1
n
L s
2
,b
(
C−1
)
, (65)
where the asymptotics in the last line are from (14), (18), and Theorem 1.3, as well as the fact that
Q(F cn) +Q(G
c
i,n,ω) ≤ (n+ bn)Q(ν > bn) + 2bnQ(M1 > n(1−ε)/s) = O
(
ne−C2bn
)
+ o(n−1+2ε) due to
(14) and (18). Combining (63) and (65) finishes the proof.
Corollary 4.7. Assume s < 2. Then for any η ∈ (0, 1), P − a.s. there exists a subsequence
nkm = nkm(ω, η) of nk = 2
2k such that for αm, βm, and γm defined as in (33) we have that
∃im = im(ω, η) ∈ (αm, βm] : M2im ≥ m
∑
j∈(αm,γm]\{im}
σ2j,dkm ,ω . (66)
Proof. Define the events
D′k,C,η :=

∃i ∈ (nk−1, nk−1 + ηdk] :M2i ≥ C
∑
j∈(nk−1,nk]\{i}
σ2j,dk,ω

 .
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Note that since Q is invariant under shifts of the νi, Q(D′k,C,η) = Q(Ddk ,C,η). Also, due to the
reflections of the random walk the event D′k,C,η only depends on the environment between νnk−1−bdk
and νnk . Thus, for k large enough D′k,C,η only depends on the environment to the right of zero
and therefore P (D′k,C,η) = Q(D′k,C,η) = Q(Ddk ,C,η). Therefore lim infk→∞ P (D′k,C,η) > 0. Also,
since nk−1 − bdk > nk−2 for all k ≥ 4, we have that {D′2k,C,η}∞k=2 is an independent sequence of
events. Thus, we get that for any C > 1 and η ∈ (0, 1), infinitely many of the events Dk,C,η occur
P − a.s. Therefore, P − a.s. there is a subsequence km = km(ω) such that ω ∈ Dkm,m,η for all m.
In particular, for this subsequence km we have that (66) holds.
Theorem 4.8. Assume s < 2. Then for any η ∈ (0, 1), P − a.s. there exists a subsequence
nkm = nkm(ω, η) of nk = 2
2k such that for αm, βm and γm defined as in (33) and any sequence
xm ∈ (νβm , νγm ] we have
lim
m→∞P
ναm
ω
(
T¯
(dkm )
xm − Eναmω T¯ (dkm )xm√
vkm,ω
≤ x
)
= Ψ(x+ 1), ∀x ∈ R.
Proof. First, note that
P
(
max
j∈(nk−1,nk]
Mj ≤ d(1−ε)/sk
)
=
(
1− P
(
M1 > d
(1−ε)/s
k
))dk
= o
(
e−d
ε/2
k
)
,
where the last equality is due to (18). Therefore, the Borel-Cantelli Lemma gives that P − a.s. we
have
max
j∈(nk−1,nk]
Mj > d
(1−ε)/s
k for all k large enough. (67)
Therefore, P − a.s. we may assume that (67) holds, the conclusion of Corollary 4.5 holds, and that
there exist subsequences nkm = nkm(ω, η) and im = im(ω, η) as specified in Corollary 4.7. Then, by
the choice of our subsequence nkm, only the crossing of the largest block (i.e. from νim−1 to νim) is
relevant in the limiting distribution. Indeed,
P ναmω


∣∣∣∣∣∣
(
T¯
(dkm )
νim−1 − E
ναm
ω T¯
(dkm )
νim−1
)
+
(
T¯
(dkm )
xm − T¯ (dkm )νim − E
νim
ω T¯
(dkm )
xm
)
√
vkm,ω
∣∣∣∣∣∣ ≥ ε


≤
V arω
(
T¯
(dkm )
xm − T¯ (dkm )ναm
)
− σ2im,dkm ,ω
ε2vkm,ω
≤
∑
j∈(αm,γm]\{im} σ
2
j,dkm ,ω
ε2M2im
≤ 1
ε2m
,
where in the second to last inequality we used that vkm,ω ≥ σ2im,dkm ,ω ≥M
2
im
, and the last inequality
is due to our choice of the sequence im. Thus we have reduced the proof of the Theorem to showing
that
lim
m→∞P
νim−1
ω
(
T¯
(dkm )
νim − µim,dkm ,ω√
vkm,ω
≤ x
)
= Ψ(x+ 1), ∀x ∈ R. (68)
Now, since im is chosen so that Mim = maxj∈(nkm−1,nkm ]Mj, we have that Mim ≥ d
(1−ε)/s
km
for any
ε > 0 and all m large enough. Then, the conclusion of Corollary 4.5 gives that
lim
m→∞P
νim−1
ω
(
T¯
(dkm )
νim
µim,dkm ,ω
≤ x
)
= Ψ(x).
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Thus, the proof will be complete if we can show
lim
m→∞
µim,dkm ,ω√
vkm,ω
= 1. (69)
However, by our choice of nkm and im we have
σ2im,dkm ,ω ≥M
2
im ≥ m
∑
j∈(αm,γm]\{im}
σ2j,dkmω = m
(
vkm,ω − σ2im,dkm ,ω
)
,
which implies that
1 ≤ vkm,ω
σ2im,dkm ,ω
≤ m+ 1
m
−→
m→∞ 1. (70)
Also, we can use Lemma 4.3 to show that for k large enough and ε > 0
P
(
∃i ∈ (nk−1, nk] :
∣∣∣∣∣σ
2
i,dk,ω
µ2i,dk,ω
− 1
∣∣∣∣∣ ≥ d−ε/sk , Mi ≥ d(1−ε)/sk
)
≤ dkQ


∣∣∣∣∣∣∣
V arωT¯
(dk)
ν(
EωT¯
(dk)
ν
)2 − 1
∣∣∣∣∣∣∣ ≥ d
−ε/s
k , M1 ≥ d(1−ε)/sk

 = o (d−1+4εk ) .
Then, for ε < 14 the Borel-Cantelli Lemma gives that P − a.s. there exists a k0 = k0(ω) such that
for k ≥ k0 and i ∈ (nk−1, nk] with Mi ≥ d(1−ε)/sk we have
∣∣∣∣σ2i,dk,ωµ2i,dk,ω − 1
∣∣∣∣ < d−ε/sk . In particular, since
Mim ≥ d(1−ε)/skm for all m large enough, we have that
lim
m→∞
σ2im,dkm ,ω
µ2im,dkm ,ω
= 1. (71)
Since (70) and (71) imply (69), the proof is complete.
Proof of Theorem 1.2:
As in the proof of Theorem 1.1 this follows from Proposition 1.4.
5 Stable Behavior of the Quenched Variance
Recall from Theorem 1.5 that Q (V arωTν > x) ∼ K∞x−s/2. Since the sequence of random variables{
V arω(Tνi − Tνi−1)
}
i∈N is stationary under Q (and weakly dependent) it is somewhat natural to
expect that n−2/sV arωTνn converges in distribution (under Q) to a stable law of index
s
2 < 1.
Proof of Theorem 1.3:
Obviously it is enough to prove that the second equality in (9) holds and that
lim
n→∞Q
(∣∣∣∣∣V arωTνn −
n∑
i=1
(E
νi−1
ω Tνi)
2
∣∣∣∣∣ > δn2/s
)
= 0, ∀δ > 0. (72)
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However, (72) is the statement of [9, Corollary 5.6] with m = ∞. Thus it is enough to prove the
second equality in (9). To this end, first note that
1
n2/s
n∑
i=1
(
E
νi−1
ω Tνi
)2
=
1
n2/s
n∑
i=1
((
E
νi−1
ω Tνi
)2 − (Eνi−1ω T¯ (n)νi )2
)
(73)
+
1
n2/s
n∑
i=1
(
E
νi−1
ω T¯
(n)
νi
)2
1Mi≤n(1−ε)/s (74)
+
1
n2/s
n∑
i=1
(
E
νi−1
ω T¯
(n)
νi
)2
1Mi>n(1−ε)/s . (75)
Therefore, it is enough to show that (73) and (74) converge to 0 in distribution (under Q) and that
lim
n→∞Q
(
1
n2/s
n∑
i=1
(
E
νi−1
ω T¯
(n)
νi
)2
1Mi>n(1−ε)/s ≤ x
)
= L s
2
,b(x) (76)
for some b > 0. To prove that (73) converges to 0 in distribution, first note that factoring gives
(
E
νi−1
ω Tνi
)2 − (Eνi−1ω T¯ (n)νi )2 ≤ 2Eνi−1ω Tνi (Eνi−1ω Tνi − Eνi−1ω T¯ (n)νi ) .
Therefore, for any δ > 0
Q
(
n∑
i=1
((
E
νi−1
ω Tνi
)2 − (Eνi−1ω T¯ (n)νi )2
)
> δn2/s
)
≤ Q
(
n∑
i=1
2E
νi−1
ω Tνi
(
E
νi−1
ω Tνi − Eνi−1ω T¯ (n)νi
)
> δn2/s
)
≤ nQ
(
EωTν − EωT¯ (n)ν > 1
)
+Q
(
2EωTνn > δn
2/s
)
. (77)
Then, [9, Lemma 3.2 & Theorem 1.1] give that both terms in (77) tend to zero as n → ∞.
The proof that (74) converges in distribution to 0 is essentially a counting argument. Since
the Mi are all independent and from (18) we know the asymptotics of Q(Mi > x), we can get
good bounds on the number of i ≤ n with Mi ∈ (nα, nβ]. Then, since by [9, (15)] we have
Q
(
E
νi−1
ω T¯
(n)
νi ≥ nβ,Mi ≤ nα
)
= o
(
e−n(β−α)/5
)
we can also get good bounds on the number of
i ≤ n with Eνi−1ω T¯ (n)νi ∈ (nα, nβ ]. The details of this argument are essentially the same as the
proof of Lemma 5.5 in [9] and will thus be ommitted. Finally, we will use [7, Theorem 5.1(III)] to
prove (76). Now, Theorem 1.5 gives that Q
(
(EωTν)
2 1M1>n(1−ε)/s > xn
2/s
)
∼ K∞x−s/2n−1, and
[9, Lemma 3.4] gives bounds on the mixing of the array
{(
E
νi−1
ω Tνi
)2
1Mi>n(1−ε)/s
}
i∈Z,n∈N
. This is
enough to verify the first two conditions of [7, Theorem 5.1(III)]. The final condition that needs to
be verified is
lim
δ→0
lim sup
n→∞
nEQ
[
n−2/s(EωT¯ (n)ν )
21M1>n(1−ε)/s1n−1/sEω T¯ (n)ν ≤δ
]
= 0 . (78)
By Theorem 1.5 we have that there exists a constant C4 > 0 such that for any x > 0,
Q
(
EωT¯
(n)
ν > xn
1/s,M1 > n
(1−ε)/s
)
≤ Q
(
EωTν > xn
1/s
)
≤ C4x−s 1
n
.
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Then using this we have
nEQ
[
n−2/s
(
EωT¯
(n)
ν
)2
1M1>n(1−ε)/s1n−1/sEω T¯ (n)ν ≤δ
]
= n
∫ δ2
0
Q
((
EωT¯
(n)
ν
)2
> xn2/s,M1 > n
(1−ε)/s
)
dx
≤ C4
∫ δ2
0
x−s/2dx =
C4δ
2−s
1− s/2 ,
where the last integral is finite since s < 2. (78) follows, and therefore by [7, Theorem 5.1(III)] we
have that (76) holds.
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