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1. INTRODUCTION 
In recent years it has been shown that the well-known Galilei-invariant Calogero-Moser N-particle 
systems admit Poincarb-invariant generalizations. These relativistic particle systems are not only com-
pletely integrable at the classical level, but can also be quantized in such a fashion that integrability 
survives [1,2]. In this paper we show that relativistic integrable generalizations of the nonrelativistic 
Toda systems [3-5] exist, too. Moreover, we solve the nonperiodic classical systems by constructing 
an explicit action-angle transformation. 
In Section 2 we describe how the new Toda type systems naturally arise by talCing the relativistic 
Calogero-Moser systems as a paradigm. Just as for the latter systems, integrability at the classical and 
quantum levels amounts to certain functional equations for the 'potential'. The technical details are 
relegated to Appendix A. 
In the remainder of the paper we only study the nonperiodic classical systems. In Section 3 we find 
the Lax matrix for these systems by exploiting the fact that they may be viewed as a strong coupling 
limit of the (hyperbolic) relativistic Calogero-Moser systems. Th~ flow generated by the Hamiltonian 
that equals the trace of the Lax matrix is then used to prove that the Lax matrix has positive and sim-
ple spectrum. (An argument due to Moser plays a crucial role in this proof [6,7,l].) 
The latter flow is further studied in Section 4. It is shown that the position part is given by the 
same formula as in the nonrelativistic case [8], by isolating a general result that can be applied to 
both contexts. 
Section 5 is concerned with the construction of action-angle transformations. We handle both the 
relativistic and the nonrelativistic case in a similar fashion and detail how the relativistic quantities 
reduce to their nonrelativistic counterparts when the speed of light is taken to infinity. Certain 
matrices introduced and studied in Appendix B tum out to be crucial in both contexts. Some analytic 
aspects of the construction are dealt with in Appendix C. 
The final Section 6 contains some further results. We discuss the scattering occurring for a large 
class of Hamiltonians (i), study integrable systems living on the action-angle phase space (ii), find Lax 
pair formulations for a class of Hamiltonian flows (iii), and introduce integrable generalizations of the 
Toda systems associated to the root systems C1 and BC1 (iv). 
This paper owes much to previous work on Toda type systems, especially by MOSER [6,7], 
OLSHANETSKY and PERELOMOV [8,4] and KOSTANT [9]. In particular, the explicit formula (5.46) for the 
nonrelativistic case can be gleaned from Kostant's monumental work [9] by specializing to the root 
system AN-t. cf. also [7,10,11]. We nevertheless present complete proofs for the nonrelativistic case, 
too. This is because our approach for obtaining an action-angle transformation in the relativistic case 
also applies to the nonrelativistic case, where it is perhaps more easily understood. Moreover, our 
arguments do not involve more than elementary linear algebra ud analysis (with the possible excep-
tion of Appendix C), in contrast to the very extensive use of Lie algebra and Lie group theory in [9]. 
Most of the results reported here were already obtained in 1985 [12], but for various reasons publi-
cation was delayed. Meanwhile, distribution of a copy of [12] has given rise to a number of papers 
containing further information on the relativistic Toda systems at issue here [13-19]. (We should add 
at this point that in this paper we have nothing to say about relativistic Toda type field theories, as 
introduced and studied in [20,21].) 
2. DISCOVERING THE SYSTEMS 
The relativistic generalizations of the classical Galilei-invariant Calogero-Moser systems are character-
ized by the time and space translation generators 
l 1 H = 2(S1 +S _i), P = 2(S1 -S _i) (2.1) 
where 
(2.2) 
and the boost generator 
N 
B = - ~q; 
i =I 
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(2.3) 
(Here, various parameters have been set equal to l.) One obtains a representation of the Lie algebra 
of the Poincare group if and only if Vi(q) satisfies the functional equations 
Via; Ji} + Ji}aj Vi = o, i=:/=J (2.4) 
N 
~a;Vt = 0 (2.5) 
i=l 
as is readily verified. 
The solution of these equations generalizing the Calogero-Moser systems reads 
Jli(ql>···•qn) = Ilf(q,-qj), f 2(q) = a+bqf(q) / (2.6) 
j'l:-i 
where qf is the Weierstrass function. The fact that (2.4) holds is immediate, whereas (2.5) is not obvi-
ous, but true, when V; is given by (2.6) [1]. 
The natural Ansatz for a relativistic generalization of the classical nonperiodic and periodic 
Galilei-invariant Toda systems is to keep the above form of H,P and B, and to require that V; involve 
the exponential function and have a nearest neighbor structure instead of the mean field structure 
(2.6). Specifically, one can take 
V;(qi, ... ,qN) =f(q;-1-q;)f(q;-q;+1), i=l, ... ,N (2.7) 
where 
and where 
As phase space we may and will choose 
N 
0 = {(q, 61}ER2N}, w = ~ dq1/\d0; 
i=l 
in both cases. 
(periodic case) 
(nonperiodic case) 
(2.8) 
(2.9) 
(2.10) 
Th.ere is no difficulty in verifying that V; as defined by (2.7) satisfies the functional equations (2.4) 
and (2.5) when f is given by (2.8). Thus, the systems just defined are indeed Poincare-invariant. It is 
also quite easy to see that the 'obvious' guess for the integrals is correct: Setting 
1'1=~01, JC{l, ... ,N} (2.11) 
iel 
the functions 
sk = ~ e9' II f(q;-1-q;) II f(q;-qi+1), k = 1, ... ,N (2.12) 
~=k id id 
i-ld i+ld 
Poisson commute with S ±I> and hence are conserved under the H flow. (This fact reduces in essence 
to the functional equation (2.5).) However, to prove that the Sk are in involution involves more work. 
We shall prove the functional equations that imply classical commutativity in Appendix A by taking 
'Planck's constant' to 0 in the functional equations that express the commutativity of operators 
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obtained by quantizing the Sk. In the nonperiodic case we shall obtain two other proofs of classical 
commutativity 'along the way' in the next section. However, in the classical periodic case the indirect 
proof in Appendix A is the only one we have found for general N. (The first proof of complete 
integrability in the classical periodic general N case was obtained by Bruschi and Ragnisco, by 
exploiting a Lax pair formulation for the periodic S 1 ftow [14].) 
A quantization of the relativistic Calogero-Moser systems preserving integrability was first obtained 
in [2] by 'splitting' the potential in a suitable way. Similarly, an appropriate splitting 'works' for the 
relativistic Toda systems. Specifically, the operators 
sk = ~ II f(q;-1-q;)e/J8, II J(q;-q;+1). k=l, ... ,N (2.13) 
IIl=k ieJ ie/ 
i-111!1 i+lli!l 
where, e.g., 
I (2.14) 
commute, as is proved in Appendix A. Here, fJ may be physically interpreted as hlmc, where Ii 
denotes Planck's constant, m the particle mass and c the speed of light [2]. 
From the arguments in Appendix A it is readily seen that the infinite relativistic Toda lattice is also 
formally integrable, both at the classical and at the quantum level. However, in the remainder of the 
main text we shall restrict ourselves to the finite classical nonperiodic systems. (Cf. [16,19] and [14,15] 
for information on the classical infinite and periodic cases, resp.) 
3. THE LAx MATRIX 
The key to finding 'the' Lax matrix for the (nonperiodic) relativistic Toda systems is the fact that 
these systems may be obtained as limits of relativistic Calogero-Moser systems. To prove this claim, 
we introduce 
qj = qj - 2jln£, j = 1, ... ,N (3.1) 
and note that when (q, 8) varies over a compact Kin the Toda phase space O!::::::R2N, then (q', 8) 
varies over a compact K' in the phase space [l, Eq. (1.8)], provided £E(0, 81 (K)). Let us now substi-
tute 
µ.-+l, a-+g/2£, qj-+qj (3.2) 
in the functions given by [1, Eqs. (2.27), (2.29)] and denote the resulting functions by SHq, ()).Then it 
is readily verified that the Sk: and their (q, 0)-partials admit analytic continuations to {1£1<82(K)} that 
equal the Sk (2.12) and their partials for £=0. Thus we obtain not only a proof of our claim, but also 
a second proof of the involutivity of the Sk. (Indeed, the S1c Poisson commute, as proved in [1].) Note 
that the above limit amounts to simultaneously taking the interparticle distances and the coupling 
constant to co. 
If one makes the substitution (3.2) in the Lax matrix [l, Eq. (4.8)], then one finds that the 'Cauchy 
matrix' Cjk [l, Eq. (4.11)] has no finite limit. However, if we first make the similarity transformation 
L'(q, ())jk = exp(qjl2)L(q£,8)jkexp(-qjl2) (3.3) 
and then take £ to 0, we do get a finite limit. It reads 
L 0 =DAD (3.4) 
where 
D di (d d ) d _ e1'2v( )112 = ag I>···· N , 1 = e j q (3.5) 
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1 a1 
l l .. 0 
.A= .. • • • (3.6) 
• .. .. l aN-l 
1 .. .. 1 1 
(3.7) 
(We have taken P= l in [1, Eq. (4.8)].) 
It is not hard to verify directly that L 0 as defined by (3.4) - (3. 7) has symmetric functions given by 
(2.12). Indeed, this readily follows by using 
l e1 I 
l lll 0 
det • • 11 • = (ei, ... , e1) = (e 2, ... , e1) - e1(e2, ... , e1) 
1 .. • • l 
= (l-e1He2, ... , e1) = ... 
I 
= II o -ej)· (3.8) 
j=l 
Note also that when the point (q, IJ) varies over R2N, the matrix D 2 .A = DL 0 D - I varies over the set 
(3.9) 
We continue by proving that any matrix in e has positive and simple spectrum. Presumably, this can 
be shown directly, but we have not found such a proof. Our proof hinges on exploiting asymptotic 
properties of the flow generated by S 1• (Positivity of o(L 0) also follows from the fact that o(L ') is 
positive [1], but the simplicity of a(V) (also proved in [1]) might a priori break down for £~0.) 
THEOREM 3.1. For any (q, IJ) eR2N the matrix L 0 has positive and simple spectrum. 
PROOF. We use an argument due to MOSER [6], as adapted. to the relativistic context in [1]. 
Specifically, we consider Hamilton's equations 
. e,V 
qj = e j 
. e 
fJj = - ~e ·ajvk 
k 
(3.10) 
(3.H) 
for the :flow generated by S 1• In the case at hand, [l, Eqs. (3.12) - (3.15)] still hold, but here no :res-
triction on the qj is needed in l.c. (3.15). From the arguments spelled out below l.c. (3.15) one now 
infers the existence of qf, 8f eR such that 
(J( < ... <8~, 8j = fJ"Ji-j+I (3.12) 
lim 8-(t) = ff*- (3.13) 
t->±00 J J 
lim (q·(t)-te 8:) = q+ (3.14) 
l->±00 J J 
Thus one obtains 
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. 
0 
-{o fun L (t)1c1 I + + 
r->±oo exp[2(0;c +Or)] 
k<l 
k~l (3.15) 
Since the symmetric functions Sk of L 0 commute with SI> they are conserved under the S 1 flow. 
Hence, the spectrum of L 0(t) is time-independent. Combining this with (3.12) and (3.15) the assertion 
follows. D 
In the above proof one only needs {S1>H}=O (to prove that the S 1 fiow is complete) and {SI>Sk}=O (to prove isospectrality of the family L 0(t)). As already pointed out in Section 2, it is 
quite easy to verify that these Poisson brackets vanish. A third proof of the involutivity of the Sk now 
follows as a corollary: by Jacobi's identity {Sk,St} is a constant of the motion with limit 0 for t°"'oo, 
and hence vanishes identically. 
Just as in [l], another conclusion that can be drawn from the above is that the scattering transfor-
mation has a soliton structure, with two-particle phase shift obtained by solving the reduced N = 2 
Hamilton equations. As in [1], this last conclusion involves some tacit assumptions that are hard to 
prove directly. However, we shall rigorously reobtain the same conclusion in Section 5. 
4. AN EXPLICIT DESCRIPTION OF A SPECIAL FLOW 
We continue by solving the Hamilton equations for S 1 explicitly. Denote by Mj the j Xj matrix 
obtained from M EMN(C) by retaining only the last j rows and columns and set 
mN = IMd, mN-1=IM2l!IM1I, ... , m1 = IMNl!IMN-11 (4.1) 
Our claim is that the solution reads 
tL0 qj(t) = qj+ln[mj(e )] 
Oj(t) = ln[qj(t)/Vj(q(t))] 
(4.2) 
(4.3) 
Thus the flow 'behaves' just as in the nonrelativistic case, cf. e.g. [4]. (Note (4.3) follows from (3.10).) 
We shall presently prove the claim just made by using a Lax pair formulation of the Hamilton equa-
tions (3. 10), (3.11 ). However, it is illuminating to see how one can prove ( 4.2) for It I small by exploit-
ing the explicit solution to the case U S 1 flow of [ l ], and we shall first detail this. 
To this end we begin by recalling that Hamilton's equations for the latter flow are solved by the 
logarithms of the (ordered) eigenvalues of the matrix 
eQ12e 1LeQ12 , Q = diag(qi. ... ,qN) (4.4) 
cf. [l, Section 5, Appendix B]. Let us now :fix (q,O)EO and choose 8>0 such that qf < ... <q~ and 
such that the matrix elements of L' are bounded for t:E[0,8), cf. the first two paragraphs of Section 3. 
Then the logarithms qj(t) of the eigenvalues of the matrix 
E - tL' Q' Q' - di ( < < ) , = e e , = ag q1'···•qN (4.5) 
constitute the position part of the S1 flow with initial value (q',(J), provided t:E(0,8]. The crux is now 
that one can invoke [22, Theorem A2] (with an obvious change in ordering) to handle the t:°"'O asymp-
totics of the spectrum of E, fort varying over a closed disc Dr with radius r around OEC. 
Indeed, let us substitute 
· tL' Q t°"'-2lnE:, D°"'diag(l, ... ,N), M°"'e e (4.6) 
in [22, Eq. (A30)]. Now choose r>O such that the minors jMjl stay at a finite distance from !;he ori-
gin when E: varies over [0,8] and t over D,. Thep. it follows from l.c. Th. A2 that one can find 8E(0,8J 
such that E has simple spectrum for (t:,t)E(0,8]XDr· Thus the eigenvalues of E are analytic on D,. 
But then the functions qj(t) admit an analytic continuation to D,. Moreover, invoking 1.c. Th. A2 
once more, we infer 
exp(qj(t)) = mj(e1L'eQ)exp(-2jlne:)[l+pj(t)] 
where the error term pj goes to 0 for e:-+0, uniformly on D 7 • If we now set 
q;(t) = qj(t)+2jlne:, 
then we may conclude that 
lim -E 1n tL0 qj(t) = qj(t) = qj+ [mj(e )] 
i-->-0 
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(4.7) 
(4.8) 
(4.9) 
in the sense of uniform convergence of analytic functions on D,. Thus we obtain (4.2) for tE[-r,r], 
and since we may interchange t-derivatives with the t:-+0 limit, qj(t) is indeed the position part of the 
S 1 flow when ltl~r. 
More generally, this argument applies to any Hamiltonian of the form considered in [22, Theorem 
2.7). The fact that the representation of the position part of these1flows is not only locally, but also 
globally valid, is an obvious consequence of the results obtained in Subsection 5.3. However, we do 
not have sufficient control over the e:-+0 limit to derive this from the results obtained in [1,22]. In fact, 
from now on we shall have no occasion to view the Toda systems as a limit of Calogero-Moser sys-
tems. 
We now return to the S 1 flow for which ( 4.2) can be proved for any t ER by verifying the assump-
tions of a general result, which will be obtained next. We first introduce some notation. For 
M EMN(C) we denote by M+ IM- the matrices obtained from M by putting all elements on the 
diagonal and below/above the diagonal equal to 0. Hence, M+ IM- belong to the Lie algebra of the 
group N+ IN- of upper/lower triangular matrices with ones on the diagonal. Using from now on the 
notation 
(4.10) 
the relation 
(4.H) 
is readily verified. This relation is crucial for the remainder of this paper. 
In order to state the general result from which ( 4.2) follows by specializing to the case at hand, we 
now assume that an NXN matrix-valued function X(q,fl) and a Hamiltonian X(_q,8) on a 2N-
dimensional phase space 0 are given and that X generates a complete flow (q(t), fJ(t)) on 0. From 
now on we shall denote evaluation of functions on 0 along the flow by using a subscript t . 
.. 
THEOREM 4.1. Suppose that 
{qj, X} = Xjj• j= 1, ... , N 
{X,X} = [x,x+1 
Then one has 
m/e'x)>O 
and the flow satisfies 
qj(t) = qj+ 1n[mj(e1x)] 
for any jE{l, ... , N}, tER and (q,fl)Efl.. 
PROOF. Fix (q,O)EO and consider the ODE systems 
Zu(t) = Z.,(t)Xi, Z.,(O) = ].N 
(4.12) 
(4.13) 
(4.14) 
(4.15) 
(4.16) 
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. 
Z1(t) = x, Z1(t), z,(o) = 1N 
where 
x= e-QxeQ. 
Evidently, the unique solutions to these systems satisfy 
Zu(t)eN+, Z1(t)eN-, 'liteR 
Next, introduce 
E(t) = Zu(t)eQ'Z1(t) 
From the first assumption (4.12) and from (4.16), (4.17) one then concludes 
E(t) = Zu(t)X1eQ'Z1(t) 
/ Using the second assumption (4.13) and (4.16) one now gets 
(E(t)E(t)- 1) 0 = (Zu(t)X,Zu(t)- 1)" = Z,lt)(X,+[Xi ,X,])Zu(t)-l = 0 
As a consequence we must have 
• E(t) = e'cE(O), C = E(O)E(0)- 1 
Evaluating ( 4.20), ( 4.21) for t = 0, it follows that 
E(t) = e1xeQ. 
Finally, we use (4.20) and (4.11) to infer 
mj(E (t)) = e'h(t) >0, '\'It eR. 
In view of (4.24) this implies (4.14) and (4.15). D 
(4.17) 
(4.18) 
(4.19) 
(4.20) 
(4.21) 
(4.22) 
(4.23) 
(4.24) 
(4.25) 
This theorem is inspired by [4, Proposition 8.2]. However, the proof given in [4] appears _incon-
clusive to us, inasmuch as)t is a priori uncle_ar that any geodesics exist for which the matrix M(t) in 
[4, Eq. (8.10)] is equal to M(q(t),p(t)), with M(q,p) a function on phase space and (q(t),p(t)) a Ham-
iltonian flow. Our proof proceeds 'the other way around', so that this problem does not arise. 
We continue by noting that the assumptions (4.12), (4.13) are equivalent to 
{qj,%} = Xjj• j=l, ... ,N 
- -- -{X,%} = [X ,X] 
(4.26) 
(4.27) 
(with X defined by (4.18)). Let us now _set%= S 1• When X = L 0 , then (4.12) is satisfied, but (4.13) 
is not. Similarly, (4.27) is false when X = L 0 • ljowever, it turns out to be possible to make a diago-
nal si!,Irilarity transformation that turns L 0 into a matrix L for which X l. satisfies (4.12), (4.13) (so 
that X = e-QLeQ satisfies (4.26), (4.27)). We shall skip the tedious analysis via which this transfor-
mation can be obtained in a systematic way [12]. The result reads 
L = D1A Dr (4.28) 
where 
D1 = diag(e -8, ... -8N(l +eq,-q2)112, e -e, ... -8,,(l +eq>-q,)112, ... , l) 
D, = diag(ee, ... +on, ee,. .. +o,,(l +eq,-q,)112, ... ,ee»(l +eq,,_,-q,,)112) 
Then one has 
(4.29) 
(4.30) 
{o k=Fj+l LJ = e'li-'h•• k=j+l 
and it is straightforward to verify that DrD1=D2 and that 
{qj,S1} =Lu, j = 1, ... ,N 
{L,Si} = [L,L +] 
as announced. Thus the following result is a corollary of Theorem 4.1. 
THEOREM 4.2. The flow generated by 
N 
S1 = l: e6'(1 +eq,_,-q,)112(1 +e9•-9••1 ) 112 = Tr L 
i=I 
on the phase space 0 = R2N is given by (4.2), (4.3) with mi defined bY (4.1). 
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(4.31) 
(4.32) 
(4.33) 
(4.34) 
In the next section we shall also consider the nomelativistic (nonperiodic) Toda systems. As is well 
known [23, 7], one can take 
81 eq,-q, 0 
.... 
1 ... 82 ' .. ... 
Lnr= 
... __ 
~ 
. 
.. 
... 
• (JN-1 ... e9N-l-qN ... 
0 ..... 1 IJN 
l N N-l l 
H2 = 2 l: IJ~ + l: eq,-q,., = 2 Tr L~ 
i=l i=l 
and, as before, O=R2N. Then it is easy to verify 
{qi, H2} = L,,,ii• j=l, ... ,N 
{L117,H2} = [LnnL,t] 
so that the assumptions of Theorem 4.1 are satisfied. 
Hence: 
THEOREM 4.3. The H 2 flow is given by 
qi(t) = qi+ ln[mj(e'L..)] 
(Jj(t) = iJj(t) 
where mi is defined by (4.1). 
5. ACTION-ANGLE TRANSFORMATIONS 
5.1. Generalities 
(4.35) 
(4.36) 
(4.37) 
(4.38) 
(4.39) 
(4.40) 
For certain systems of Calogero-Moser type action-angle transformations can be constructed 
'kinematically'. More,.precisely, a real-analytic diffeomorphlsm 4> from the given phase space 0 onto 
another phase space 0 can be defined without invoking any dynamics, cf. (22, Section 2], but a special 
dynamics does enter in an essential way to prove that the 4> thus obtained is symplectic and hence 
may be regarded as an action-angle transformation, cf. [22, Appendix C]. Both in the nomelativistic 
and in the relativistic Toda case considered here we have found no way to avoid extensive use of a 
10 
special dynamics already at the level of defining the diffeomorphism; more specifically, we need the 
results of Theorems 3.1 and 4.2 and their nomelativistic counterparts. 
In this subsection we sketch our construction in general terms. While we proceed, we shall make 
certain assumptions that will be verified in the special contexts of Subsections 5.2 and 5.3. The reader 
might skip this subsection at first reading and refer back to it when needed. 
We start from functions X and X on S2 as considered in Theorem 4.1, and will make free use of the 
matrices introduced in the proof of that theorem. The following properties of X are assumed to hold 
true for any (q,8)eD: First, one has 
a(X) = {At>···•AN}, >-1< ... <AN (5.1) 
Second, xt converges to 0 sufficiently fast so that 
exists, and 
lim Z,,(t) = Z,, 
t-+OO 
limX,=X00 = 
t-+OO 
[
A1 •• • 0 
• AN 
Third, X, converges to 0 sufficiently fast so that 
lim Z1(t) = Z1 
exists, and 
t-+00 
limX,=X00 = 
t-+00 
[
A1 • • • "' 
0 AN 
I 
Let us now calculate E(t)E(t)- 1 and E(t)- 1 E(t) by using (4.20), (4.21) and (4.24). This yields 
X = Z,,(t)X,Z,,(t)- 1 
x = Zt{t)- 1 X,Z,(t) 
so taking t-+ oo we obtain 
XZ,, = Z,,X00 
Z1X = X 00 Z1 
Next, set 
,.. 
X = diag(A., ... ,J.w) 
(5.2) 
(5.3) 
(5.4) 
(5.5) 
(5.6) 
(5.7) 
(5.8) 
(5.9) 
(5.10) 
Using the assumptions (5.1), (5.3), (5.5) it is not hard to check that unique F1eN- and F,,eN+ exist 
such that 
(5.11) 
(5.12) 
(These matrices can be determined explicitly in the concrete cases occurring below.) Thus one has 
X = Z,,F1XF/ 1Z;; 1 
Therefore, introducing 
(5.13) 
G = F/ 1Z;; 1eQZ/ 1F;; 1 
and invoking ( 4.11 ), it now follows that 
. 
11 
(5.14) 
e1XeQ,.., F1e'xGF,,, (5.15) 
The crux of the above is the fact that G is diagonal. Indeed, using successively (5.12), (5.9), (4.18), 
(5.8) and (5.11) one gets 
A A 
GX = XG (5.16) 
A 
Hence, the assertion follows from the nondegeneracy of o(X). 
In the applications below we can then use the numbers m.q11 and A.1,J=l, ... ,N, to construct a map 
<I> :g-om the given phase space 0 into a new phase space 0. The construction is such that a map 
t9 : 0-70 obeying 
<.(>of;; = idg, f;;o<.(>=idg I (5.17) 
naturally arises. Thus if follows that <I> is a bijection with inverse &. From the construction of <I> and 
the fact that <I> is a canonical transformation (which is proved in Appendix C by using scattering 
theory) it is then clear that <I> may be viewed as an action-angle transformation. The fact that all this 
can be done hinges on explicit information concerning F1 and F,,, and hence will not be explained 
here. 
5.2. The nonrelativistic case 
Just as in Theorem 4.3, we choose 
X=Lnn X = H2 (5.18) 
cf. (4.35), (4.36). We begin by considering the assumptions made in Subsection 5.L These can all be 
verified by adapting Moser's argument [6,7,l] to the case at hand. Specifically, one obtains (using 
L = L117 to ease the notation) 
A 
L 00 = An(O) 
ioo = Aief 
(5.19) 
(5.20) 
(5.21) 
cf. (B2). Moreover, the assumptions (5.2)-(5.5) easily follow from the fact that the interparticle dis-
tances diverge linearly in t for !tl-700. Since all assumptions are ~atisfied, we may now invoke (5.8) 
and (5.9) to conclude 
(5.22) 
- -Z1L = L 00 Z1 (5.23) 
At this point it should be emphasized that the key relations just obtained only depend on L and 
not on the H 2 fiow employed to prove them. Indeed, this is evident for (5.19)-(5.21); moreover, due to 
(5.20)/(5.21) and the nondegeneracy of a(L) a matrix Z,,,IZ1 belonging to N+ IN- is uniquely deter-
mined by (5.22)/(5.23) (and hence by L), whenever it exists. All this will still hold true in the (more 
general) relativistic case studied in Subsection 5.3. One would expect that the spectral properties of L 
and the existence of Z,,, EN+ and Z1 EN- can be proved without invoking any dynamics, but we 
have not found such a 'kinematical' proof. 
We proceed by noting that the matrix F1EN- such that 
A A " A 
F1L=L 00 F1, L =diag(8., ... ,8N) (5.24) 
is given by 
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A 
F1 = f(O) (5.25) 
cf. (B6). Taking the transpose and using £ 00 =L~ (cf. (5.20), (5.21)) it follows that the matrix 
Fu eN + satisfying 
A -
LFu = FuL<YJ 
reads 
Fu = f(O)r 
As a consequence we have 
L = ZuF1LF/ 1Z; 1 
and we may conclude that the matrix G given by (5.14) is diagonal and fulfils 
. 
e1LeQ,.., F1etLGFu I 
Combining Theorem 4.3 and Lemmas B2, B3 with (5.25) and (5.27) we now infer 
N • 
exp( ~ qj(t)) = l(F1e 1LGFu)kl 
j=N-k+l 
- tO, A A -2 
- ~ (e IIGi) II (6;-fJi) 
lll=k jel iel,jd 
j>i 
A A A 
Multiplying this by exp(-tfJ{N-k+l, ... ,N» and taking t~oo one gets (recall 81 < ... <ON) 
N N 
exp( ~ qf) = II Gii 
j=N-k+l j=N-k+I 
Hence G is positive and one has 
qf=h:J.Gii' j=l, ... ,N 
Similarly, multiplying (5.30) by exp(-t8p, ... ,k}) and taking t~-oo yields 
N k 
exp( ~ qT)= IIGii II (0;-0j)-2 
j=N-k+l j=l ie{l, ... ,k} 
je{k+l, ... ,N} 
Hence one obtains 
qN-j+l = qf +A.j(O) 
Here we have introduced 
l::i-j(O) = ~ 8(fJi-fh)- ~ /3(fJj-8k) . 
k>j k<j 
where 
B(IJ) = h1(1/e2) 
Next, we set 
A + l A ~ = qj +1A./fJ) 
(5.26) 
(5.27) 
(5.28) 
(5.29) 
(5.30) 
(5.31) 
(5.32) 
(5.33) 
(5.34) 
(5.35) 
(5.36) 
(5.37) 
and observe that the above arguments give rise to a map ~from O!::::::R2N into the action-angle phase 
space 
o = {{q,O)eR2NID1 < ... <ON}, w = f dq;AdD; (5.38) 
i=I 
We now introduce a map 
fij: 0-->0, (q.~q.8) 
by setting 
. . 
fJj = "'2,N-j+l/'2,,N-j+l -"2.,N-/~N-j 
Here, "2..k(q,8} and i:k(q,9} are defined by 
where 
l:k = :l: e9'VI> k= 1, ... ,N, l:0 =1 
IIl=k 
±k = :l: lheq'Vi, k= 1, ... ,N, l.:0 =o 
IIl=k 
Vi= n 1e,-ej1-1 
iel,jd 
I 
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(5.39) 
(5.40) 
(5.41) 
(5.42) 
(5.43) 
(5.44) 
A 
TH:Eo~M 5. L The maps «) and t; are real-analytic and symplectic difjeomorphisms from 0 onto 0 and 
from 0 onto 0, resp., and one has t; = 111- 1. 
PROOF. Combining (5.30) with (5.32) and (5.37) one obtains 
N 
exp ( :l: qj(t)) = l':k(q + tlJ,O) 
j=N-k+I 
This implies that the H 2 flow reads 
qj(t) = ln[(l':N-j+l/l:N-j)(q+t0,8}} 
(Jj(t) = qj(t) 
(5.45) 
(5.46) 
(5.47) 
Evaluating this at t =O yields (5.40), (5.41). Thus, t; satisfies (5.17), so that «) is a bijection with 
inverse &. Real-analyticity and canonicity of cl> and t; follow from the arguments in Appendix C. 
D 
We proceed by deriving a corollary. Let us set 
Hh = Trh(L) hECf(R) 
A 
Hh = Hh 0 & 
Here, h(L) is defined by the functional calculus, i.e., 
h(L) = Z 11F1diag(h(01), ••• ,h(ON))F/ 1 z; 1 
(recall (5.28)). Thus one has 
i =l 
We denote by (q(t),O(t)) the (a priori local) flow generated by Hh. 
COROLLARY 5.2. The Hh flow is complete and its position part is gt,ven by 
qj(t) = ln[(~N-j+l/}.;N-j)(y(t))] 
(5.48) 
(5.49) 
(5.50) 
(5.51) 
(5.52) 
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where 
(5.53) 
A 
PROOF. Due to (5.51) the flow generated by Hh is given by (5.53) and manifestly complete. Since t9 is 
a symplectic diffeomorphism, (5.49) implies 
(5.54) 
Hence e'H• is complete, too. MorFOver, (5.52) is an obvious consequence of (5.54) and the definition 
(5.40) of the position part of t9 (q,8). 0 
5.3. The relativistic case 
To ease the notation we have thus far not made use of the freedom to introduce scale parameters. As 
regards q we shall continue to do so, but in this subsection we re{>lace fJ by /30 with /Je(O,oo). This 
will enable us to clarify how various objects of interest are related to their nonrelativistic counterparts 
in the nonrelativistic limit p_,.o. First of all, we shall from now on work with the Lax matrix 
0 
L - "e'll-'ll+• jk = p 
pi-kexp(ft f fJ;Xl + f32e9r'll+•)1120 + /32eq._,-q')112 
i=k 
k>j+l 
k=j+l 
k<j+l 
(5.55) 
This L is obtained from the previous L (4.28) by substituting e_,.po, introducing a coupling constant 
g = {:J, and making a ,8-dependent similarity transformation. Clearly, L is holomorphlc in l/31 <4'(K) 
when (q, II) varies over a compact K CO and one has 
L = lN+fJLnr+0(/32), p_,.o (5.56) 
This implies in particular that the complete integrability of the nonrelativistic Toda systems follows 
from the integrability of the relativistic ones (cf. [l, Eqs. (4.17)-(4.20)] for the relevant argument). 
Next, we note that the choice 
(5.57) 
ensures that the assumptions of Theorem 4.1 are satisfied. Now we get from (the obvious generaliza-
tion of) Theorem 3.1 and its proof 
A A fJ8 /JO A AA 
a(L) = {e ', ... ,e N}, 81< ... <fJN, ej=8f (5.58) 
A A 
L 00 = p-I Ar(fte{JB' , •.. ,/le/JON) (5.59) 
A A 
Loo = /JAn(ft-IefJD' , ... ,p-1e/J8n)T (5.60) 
cf. (B3), (B2). Also, the matrix F1 eN- such that 
A A 
17 LA L F LA - di ( /JO, /JON) 
.1.·1 = oo 1. = ag e , ... ,e (5.61) 
is given by 
A A 
F1 = I'(-p-1 e -/JO,, ... , -p-1 e -/JON) (5.62) 
in view of (B6) and (B7). Finally, the matrix F,.eN+ such that (5.26) holds true (with i,i 00 as just 
specified, of course) is given by 
. . 
F,. = f(/r 1e/JD' , ••• ,p-1efJ8N)T (5.63) 
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in view of (B6). Note giat F1 and Fu reduce to their nonrelativistic counterparts (5.25), (5.27) for 
/J-70, whereas L 00 and L 00 satisfy analogs of (5.56). 
Proceeding now as in the previous subsections, we infer that (5.29) holds true, and using (the gen-
eralization of) Theorem 4.2 in combination with Lemmas B2 and B3 we obtain 
exp( f qj{!)) = ~ (e/Ul'IIGjj) II (P12shf(e;-Bj))2 
j=N-k+l IIl=k jeJ ieI,jd 
(5.64) 
j>i 
Then (5.31) follows as before, so that G is positive and (5.32) holds true. Moreover, (5.34)-(5.35) fol-
low, with 
(5.65) 
Introducing qj by (5.37) we obtain again a map «P from 0 into the action-angle phase space (5.38). 
The generalization of S is now defined through / 
qj = ln(:~:N-j+l/"2,N-j) (5.66) 
(Jj = ,8- 1 1n([~J$"-j+l/l:N-j+t -"2.t-/~:'N-j]/fj) (5.67) 
where 
ij = [l + p2l:N-j+ll:N-j-1/l:~-j]1/2[l + P2::EN-j+2l:N-/l:~-j +d112 
l":k = ~ eq' VI> k = 1, ... ,N, l:_ 1 = 0, l:N +l = 0
IIl=k 
"2.t = ~ ~eps'eq'VI> k=l, ... ,N, l:t =o 
IIl=k jel 
Vi= II l/J12shli(6;-ej)I 
ieI,jd 2 
Note that l':k and "2.t are analytic in l/Jl<£(K} when (q,O) varies over a compact Ken. 
reduces to (5.42) for P=O. In contrast, one has 
+ · ail ~k = k"2.k,nr + /JJ:.k + 01,p ), /J-70 
which can be understood from the relation 
N 
p- 1[S1(q,,81J)-N] = ~(J;+fJH2(q,IJ)+O(ft2), {3-70 .. 
i =l 
As a consequence,© is analytic in IPl<f:(K}~iE(K} and reduces to (5.40), (5.41) for {J=O. 
TmlOREM 5.3. The assertion of Theorem 5.1 holds true. 
PROOF. As the generalizations of (5.46), (5.47) we obtain 
. . 
qj(t) = 1n[(l:N-j+1/l:N-j)(q1 +tetw' , ... ,qN+teps\0)] 
()j(t) = p-11n[qj(t)I Jlj(q(t))] 
(5.68) 
(5.69) 
(5.70) 
(5.71) 
Also, l':k 
(5.72) 
(5.73) 
(5.74) 
(5.75) 
From this it follows that© satisfies (5.17). Real-analyticity and canonicity are proved in Lemmas Cl 
and C2, resp. D 
To prove the generalization of Corollary 5.2 we set 
H 11 = Trh(P- 1 lnL), heC:(R) (5.76) 
16 
" where h(JJ- 1 :lnL) is defined via the rhs of (5.50). Hence, (5.51) remains valid when Hh is defined by 
(5.49). 
COROLLARY 5.4. The assertion of Corollary 5.2 holds true, with l':k defined by (5.69). 
PROOF. This follows as before. D 
We can use this corollary to obtain two further representations for the (J part (5.67) of &(q,O). (The 
last one will be used in the next section.) First, let us recall that the Hamiltonian 
i= p- 1s_ 1(q,/JO) = p- 1 ~e-P91 Y_;(q) (5.77) 
j 
commutes with X (cf. Section 2) and hence is conserved under e'x. Taking t__,,oo in Xoe'x we con-
clude / 
j 
or equivalently 
i = Hi,= fr 1TrL - 1, h(x)=tr 1e-Px 
(This can also be verified directly, since (L -l)jj can be calculated by using (3.8).) 
Next, we note that 
{qj,i} = -e-P91v_; 
Hence we have 
- -
(5.78) 
(5.79) 
(5.80) 
(5.81) 
where the t-dependence refers to e1x. But we can read off the position part of e'x from Corollary 5.4. 
Doing so, we obtain 
f)j = -p-l :ln([-'2,N-j+1/°'2'N-j+l +l:ii-/~::N-j)/~) (5.82) 
where 
~- - - "" "" -fNJ1 q,V k -1 N ~- -o 
.&..k = ~ ~e e I> - , ••• , , ""O = 
IIl=k jel 
This amounts to a second representation for (Ji· 
We may argue in the same way for the Hamiltonian 
l -
H = 2(X+%) = p- 1 ~ch(JJ8j)Y_;(q) 
j 
Then the analog of (5.81) :reads 
Oj(t) = p- 1 arsh [qj(t)I Y_;(q(t))] 
(5.83) 
(5.84) 
(5.85) 
Using the formula for q(t) that follows from Corollary 5.4 we now obtain the third representation 
where 
-I 0 0 A (Ji= fJ arsh([l':N-j+11~N-j+l -~N-/'2w-j]IY_;) (5.86) 
:I2 = ~ ~sh(JJOi)eq1 Vi, k=l, ... ,N, :I8=o. 
lli=k jel 
(5.87) 
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6. F'uRTHBll DEVELOPMENTS 
(i) (Invariance principle). Combining the proof of Theorem 3.1 (and its nonrelativistic counterpart) 
with (5.34) - (5.36) and (5.65) one obtains 
qi-j+t = qT + l! 8C.BT-B"k>- l! 8C.fJT-l"k> 
k>j k<j 
(rel) 
(nr) 
(6.1) 
(6.2) 
(6.3) 
Together with the bijectivity of CJ> this amounts to an explicit description of the scattering correspond-
ing to the Hamiltonians p- 1s 1(q,/JIJ) and H 2(q,IJ), resp. Just as for the Calogero-Moser type systems 
studied in [22], this scattering behavior is shared by a large class of independent Hamiltonians. The 
precise statement of this invariance principle can be readily ob~ed from 1.c. pp. 145-146, and the 
proof is quite simple in the case at hand due to the explicit formulas (5.66) - (5.71) and (5.40) - (5.44) 
for t9. More generally, it is equally easy to prove 'asymptotic constancy' of t9 in the sense of [22, 
Theorem 5.1]. We leave the details to the interested reader. 
(ii) (Dual systems). The functions l!k(q,9} pf Subsections 5.2/5.3 may be viewed as limits of the sym-
metric functtons of the dual Lax matrix A of the Ire11 Ilre1 case of [22]. More precisely, as one takes 
t:-0 with q,6 fixed (recall the beginning of Section 3), one needs to multiply the latter functions by 
f!'CN -k) to obtain the l!k. The fact that the t:-0 limit amounts to taking interparticle distances to oo is 
reflected in the formula 
N 
(l:ko«J>)(q,IJ) = exp ( l! qj) (6.4) 
j=N-k+l 
Indeed, as one takes t:-O with q,8 fixed, one obtains (6.4) when one multiplies Sk(eQ<c>) by 
f!'C2N-k+i), cf. (3.1). The different powers oft: in these two limits are compatible when one has 
~(q(t:),IJ)+(N + l)lnt:-q1(q,IJ), t:-0 (6.5) 
(The functions qi at the lhs are defined in [22].) A 
The long time behavior of the dual positions e1 under the l!k flow amounts to finding the spectral 
asymptotics of L(q,6k(t)), where 8k(t) can be read off from (6.4). The results in [22, Appendix A] are 
not applicable to this problem, since the nondegeneracy assumption l.c. (A3) is violated. However, for 
N = 2 one readily sees that the 1:1 flow is pot asymptotically free--in the usual scattering theory sense. 
Indeed, for 1-+oo not only one of the e1 diverges, but also q1 and q2 diverge, in agreement with 
constancy of 1:1 and 1:2• Most likely, a similar behavior occurs for N > 2. .. 
On the other hand, the results of [22, Appendix A] can be used to find the 6-asymptotics of the 
point 
(q(t),8{t)) = f>(q,6(t)) 
where 
6j(t) = 81+tc't(j)> c 1 < ... <cN, -reSN 
Indeed, from [22, Theorem Al] one obtains 
e't(j)(t)-8j(t)-o, t-oo (m) 
(6.6) 
(6.7) 
(6.8) 
In the relativistic case one infers from [22, Theorem A2] (using also (3.8)) that the limit of the lhs of 
(6.8) for 1-00 exists as well. However, now the limit depends on.,., due to the nearest neighbor struc-
ture of Jij(q). For instance, when.,. is the identity permutation one obtains 
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Bj(t)-()j(t).....,,(2/J)- 1 ln[(l +p2e'h-•-'li)/(l +/Pe'h-'h+•)], t__,,oo (rel) 
and when T is the reversal permutation one gets 
ON-j{t)-()j(t)--'?(2/J)- 1 ln[(l +{J2e'h-'h+•J1 +p2Ae'h-•-'h)],t--'?OO (rel) 
(6.9) 
(6.10) 
The limits just ~ussed can be used to determine the e-asymptotics of the flow generated by any 
Hamiltonian D on 0 satisfying 
N 
(D 0 ifl)(q, fJ) = ~ d(qj), d EC~ (R), d">O (6. 11) 
j=I 
A 
(More precisely, the e-asymptotics can be calculated when the conserved vector q }a.lees values in a 
wedge q.,.-•(l)< .... <q.,.-•<N>• -reSN.) However, since the functions l:k(q(q,()(t)), fJ(q,fJ(t))) do not 
depend on t, some of the quantities qj(q, O(t)) must diverge. Therefore, such Hamiltonians do not give 
rise to a clearcut scattering theory, just as the functions l:k. I 
(iii) (Lax pairs). The relation 
F1GFu = z;; 1eQZ/ 1 (6.12) 
following from k5.14) may be viewed as an equality of matrix-valued functions on 0. Using this equal-
ity along the et • flow (q(t),()(t)) (cf. Corollaries 5.2, 5.4) we now have 
(z- 1eQz-1)• = (F.GF. )" = F.GF. = F.h'(L)GF. u I lulu I u 
= h'(Lco)F1GFu = h'(L 00 )z;; 1eQZ/ 1 
= z;; 1h'(L)eQZ/ 1 (nr) 
where we used time-independence of F1 and Fu, (5.24) and (5.22). Similarly, we obtain 
(Z;; 1eQZ/ 1)• = z;; 1h'({J- 1 lnL)eQZ/ 1 (rel) 
On the other hand we may introduce matrices M 8 =M8(q(t),O(t)), 8= +, - , by setting 
M+ = Z 11(Z;; 1)", M- = (Z/ 1)"Z1 
and then we get 
(Z;; 1eQZ/ 1)" = z;; 1(M+ +Q+eQM-e-Q)eQZ/1 
Comparing with (6.14) and (6.13) we infer 
. {h'(/J- 1 lnL) 
M++Q+eQM-e-Q= h'(L) 
(rel) 
(nr) 
(6.13) 
(6.14) 
(6.15) 
(6.16) 
(6.17) 
(The equations (6.15) should not be confused with the ODE systems (4.16), (4.17); the solutions to the 
latter are not functions on 0 evaluated along a flow.) 
Next, we evaluate the equality L=Z,,L 00 Z;; 1 (cf. (5.22)) along the flow and use (6.15) to conclude 
i = [L,M+] (6.18) 
In view of (6.17) this can be rewritten 
{L,Trh({J- 1 lnL)} = [L,h'(/J- 1 lnL)+] 
{L,Trh(L)} = [L,h'(L)+] 
From this it follows in particular that 
{Lj, ;k TrLk} = [Lj,(Lk)+] 
(rel) 
(nr) 
(rel) 
(6.19) 
(6.20) 
(6.21) 
(Li, k ~ l TrLk+l} = [Li,(Lk)+] 
for any j,k = 1,2, ... 
(m) 
(iv) (Generalized Toda systems associated with C1 and BC1). 
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(6.22) 
In (22, Section SB] we have introduced generalized Calogero-Moser systems associated to the root 
systems C1 and BC1 via restriction of relativistic Calogero-Moser systems to submanifolds of phase 
space characterized by a symmetry property. These restrictions are such as to preserve complete 
integrability. An analogous result holds true for the relativistic Toda case. This can be proved along 
the same lines as in [22], so ~t we only detail the changes. 
First of all, the spaces Q70 '2, should be replaced by 
- 21 A - AA 21 A A 0, = R , '2, = {(q,IJ)eR 181 < ... <IJ,<0} (6.23) 
and the Hamiltonians JPr, 91 by I 
where 
H~ = H1-1 +ch<fl81Xl +,82e9·-·-91 ) 112(1 +p2e2q')112 
91 = H1-1 +ch<fllJ1Xl +p2eq,_,-q,)112(1 +,82e9')112 + ! (1 +,82eq') 
1-1 
H1-1 = ~ ch(/JIJiXl + ,82e'h-•-'h)112(1 + ,82e'h-'h+•)112 
j=l 
(6.24) 
(6.25) 
(6.26) 
cf. [22, p. 151]. Just as in l.c., it is by no means clear from the construction of «II that one has 
Cll(W)cC2". However, this follows by using the Hamiltonian PH (with H defined by (5.84)) in the 
same wa.Y. as the Hamiltonian P 0 is used in the proof of [22, Theorem 5.2]. Therefore, it remains to 
s 
show ©(Q )CW. 
In the present case this is not easily concluded from a consideration of the dual systems, but now 
we have the explicit formulas (5.66) - (5.7]) defining t9 available. From these it is easy to see that q 
has the required symmetry property if (q,IJ) does. However, from the representation (5.67) it is very 
far from obvious that IJ has the required symmetry, too. But we may also invoke the representation 
(5.86) of fJ, and from the latter the symmetry property is readily verified. Thus one obtains invariant 
submanifolds and corresponding integrable systems that amount to a one-parameter generalization of 
the (nonperiodic) Toda systems associated with C1 and BC1 [4]. 
APPENDIX A. COMMUTATIVITY AND FUNCTIONAL EQUATIONS 
In this appendix the commutativity assertions made in Section 2 are proved. In Theorem Al we show 
that the functions Sk defined by (2.12) Poisson commute if and only if the function f (q) sapsfies cer-
tain functional equations. In Theorem A2 an analogous result is proved for the operators Sk defined 
by (2.13). Finally, Theorem A3 shows that these '_quantum' and 'classical' functional equations are 
satisfied when f is defined by (2.8). 
It should be emphasized that we are handling the periodic and nonperiodic cases simultaneously by 
using (2.9) and mod N addition in the former case. 
THEOREM Al. One has 
{Sk,St} = 0, V(k,l)e{l, .. ,N}2, VN>l 
if and only if 
~ 01 II f'(q;-1 -q;) II f'(q;-q;+1) = 0 
JC{l, ... ,N} iel iel 
IIl=k i-ld i+ld 
(Al) 
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Vke{l, .. ,N}. VN>l 
PROOF. If one replaces (Al) in Appendix A of [l] by 
(JJ) = IT f(q;-q1+1). I,Jc{l, .. ,N}, InJ = 0 
iel,i+leJ 
ieJ,i+leJ 
(A2) 
(A3) 
then the relations and arguments embodied in I.e. (Al) - (A14) apply verbatim. However, due to the 
nearest neighbor restriction an additional argument is needed to prove that (A2) implies the func-
tional equations equivalent to (Al), which read 
~ ac(CD)2 = o, m = k-IAl=l-IBI (A4) 
ICl=m 
(For the notation used here and the asserted equivalence, see J.c.). Indeed, (A4) amounts to (A2) 
when E =CUD is connected (in the obvious sense), but it is fiot immediate that (A4) follows from 
(A2) when E has more than one component. 
In order to reduce (A4) to (A2) in the latter case we use induction on the number of components. 
Thus, assume (A4) holds when E has M;;;io l components. Denote one of the components by F and set 
G = E \F. Since F and G are not coupled, we may now write 
m 
~ ac(CD)2 = ~( ~ (as+ar)(S,F\S)2(T,G\T)2) 
ICl=m n=O SCF,ISl=n 
TCG,j:l'i=m-n 
= .t [ TCG. I~=•-• (T,G \ T)'[sc.\=• 38(S,F\ S)'J 
+ ~ (S,F\S)2[ ~ ar(T,G\T)2]] 
SCF, ISl=n TCG, ITl=m -n 
(AS) 
Due to the induction assumption the sums in square brackets both vanish, so that the proof is com-
plete. D 
THEOREM A2. One has 
[St. S1] = 0, V(k,l)e{l, .. ,N}2, VN>l, V{JeC 
if and only if 
~ [ IT / 2(q;-1-q,) IT .f<q,-q1+1 +).) 
JC{l, .. ,N} ieJ ieJ 
IIl=k i-ld i+leJ 
- IT / 2(q;-1-q;+A) IT /2(q;-~;+1)] = 0 
ieJ iel 
i-ld i+leJ 
Vke{l, .. ,N}, VN>l, VlleC 
PROOF. If one replaces (Al) in Appendix A of [2] by 
(IJ) = IT /(q,-q,+1), I,Jc{l, .. ,N}, InJ = 0 
ieJ 
i+leJ 
(A6) 
(A7) 
(AS) 
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then I.e. (A2) - (Al5) can be used. Again, the functional equations 
~ (DC)2(C_D)2 = ~ (D_C)2(CD)2 (A9) 
ICl=m ICl=m 
that are equivalent to (A6) amount to (A7) when E =CUD has one component. To handle the gen-
eral case we use induction, as in the proof of Theorem Al. Specifically, we now infer, using decou-
pling of components, 
m 
~ (DC)2(C _D)2 = ~ [ ~ (F\S, S)2(S _,F\S)2] 
ICl=m n=O SCF, ISl=n 
·[ ~ (G\ T, T)2 (T _, G\ T)2] (AlO) 
TCG, ITI =m -n 
Using the induction hypothesis one may now rewrite the sums in square brackets, and then (A9) 
results. D I 
THEOREM A3. The function 
j 2(q) = l +a ecq , a,c EC 
satisfies the functional equations (A2) and (A 7). 
(All) 
PROOF. We need only prove the quantum functional equations (A7), since the classical functional 
equations (A2) then follow when one divides (A 7) by .h and sends .h to 0. To this end we set 
and rewrite (A 7) as 
~ IT 0 +aw;) IT (1 +bw;) = (a~b) 
lll=k i+lel iel 
id i+hl 
After expanding the products and resumming, the lhs can be written 
k 
~ a1bmP1m 
l,m=O 
(Al2) 
(A13) 
(Al4) 
Here, P1m is a (possibly empty) sum of monomials in the w; of degree l +m. Thus (A13) is equivalent 
to 
P1m = Pm1, l<m. (A15) 
In order to prove (Al5) we pair off equal contributions w;, ... w;I+ .. to P1m and Pml• which arise by 
expanding products at the lhs of (A13) corresponding to different index sets, as will be detailed now. 
First, picture a given I as a chain of sites l, ... ,N .with colors l or 0, depending on whether the site i 
belongs to I or not. (In the periodic case the chain should be vizualized as points on a circle.) Thus, 
the chain has k ones and NIN -1 pairs of adjacent sites in the periodic/nonperiodic case. If the i'h 
pair equals 0 l or 10 we either connect it by a line or not; drawing the line codes the choice of aw; 
and bw;, resp., in the expansion of the product at the lhs of (A13), whereas unconnected pairs code a 
factor 1 in the product. In this way a 1-1 correspondence between two-colored graphs and terms in 
the sum is obtained. 
Next, fix an index set I with III =k and consider a graph G arising from I that contributes to P1m 
with l<m. Then G must have I lines connecting 01 pairs and m lines connecting 10 pairs. Denote the 
components of G by Cl>···•Cn(G)· (Of course, 'component' refers here to the lines and not to the 
colors.) Since one has b=l=m by assumption, the set S of all components that contain an odd number 
of lines is not empty. (Note that 2n connected lines yield a factor anb".) Now any CiES contains an 
even number of sites and hence an equal number of zeros and ones. Therefore, replacing every 1/0 in 
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all C; ES by 0/ l leads to a graph that arises from a different index set with cardinality k. Since the 
two-colored graph correspondence just defined is involutive and since the contributions to P1m and 
P m1 are manifestly equal, (Al5) follows. D 
APPENDIX B. SOME ALGEBRAIC LEMMAS 
This appendix concerns certain NXN matrix-valued functions on cN. Specifically, we introduce 
i\1 
1 i\2 
' An= ' 
' 
0 
i\1 
A1i\~ 
A,= .. 
i\1 ··"J...N 
1 
(12) 
r = (12)(13) 
0 
' 
' 
' ' 
' " 
' 
'i\N 1 
0 
A2 
' 
' 
' A2··i\N . . . >._N 
0 
..... ' (12)··(1N) (23)··(2N) • • (N -1,Nf 1 
where 
LEMMA Bl. For any i\eCN with i\; =F i\j one has 
fA = A11 f 
For any i\eCN with A; =F 0 one has 
A,(i\i.····A.N)- 1 = -A,,(-1/Ai.····-l/i\N) 
I 
PROOF. Clearly, f A -A,,f is strictly lower triangular, so that (B6) amounts to the relation 
fkl = (/k)fk-1,/ k>l 
This is indeed satisfied, since (B4) says 
k 
rk, = II (lj), k-;;:,,t 
j=l+l 
(Bl) 
(B2) 
(B3) 
(B4) 
(B5) 
(B6) 
(B7) 
(B8) 
(B9) 
To verify (B7), note that 
k 
Ark/ = IIAj, k~l 
j=I 
and that the matrix R at the rhs has elements 
1 
Rkl = Ak Bkl - 81c,1+1 
Hence one gets RA,=1N. D 
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(BIO) 
(Bll) 
In the main text we need to know the lower comer principal minors l(A XB)11, l= l, .. .,N, where A 
is defined in terms of f,B is defined in terms of rr, and X is of the form 
I (Bl2) 
We shall first derive a gener[aJ1 ~~J:1lula and then calculate the relevant minors of r explicitly. For 
MeMN(C) we denote by M . . the determinant of the IXI matrix obtained from M by retain-
J1>··•J/ 
ing only rows i ., .. ,i1 and columns j ., .. ,j1• 
!..EMMA B2. For any A,B eMN(C) and X given by (Bl2) one has 
IN-I+ l, .. ,Nl [ii. .. ,i, l l(AXB)1I= ~ A i1 .• i1 B N-l+l .. Nx;,··x,, 
l<i 1< .. <i1<N ' ' ' ' 
(B13) 
PR.ooF. Using obvious notation one has 
(AXB)1 = (A-+ A __ ) (B14) 
Since the elements of the IX I matrix at the rhs are linear in the xi, its determinant is a homogeneous 
polynomial P1(x .... ,xN) of degree I. Thus, a monomial in P1 that is .. of degree greater than 1 in the xi 
must contain fewer than I of the xi. Its coefficient is unchanged if we put the remaining xi equal to 0. 
But then the resulting l X I matrix has rank smaller than I, so that its determinant vanishes. Hence, no 
such monomials occur. Similarly, the coefficient of the monomial x1, ··x1, with i 1 < .. <i1 can be 
obtained by putting the remaining xi equal to 0, so that (Bl3) follows. D 
LEMMA B3. Let 
I= {ii. .. ,i,}, l~i1 < .. <i,~N 
For any AeCN with A1=/=Ai one has 
r[i:-~+1, .. ,N] = II (A,-A1r• 
'I>···'' iel,j•l 
j>I 
PROOF. Using (B9) we obtain 
(Bl5) 
(Bl6) 
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N-1+1 N-1+1 
II '(i ij) II ' (ii}) j=i,+I j=i1+1 
lhs = (B17) 
N N 
II ' (i ij) II ' (ii}) 
"=i,+1 j=i1+1 
where 
k 0 i>k 
II I Qj = 1 i=k I (Bl8) 
j=i+I k 
II aj i<k 
"=i+l 
Now the elements in the last row do not vanish, and if we pull them out of each column we obtain 
N N 
lhs = II (iij)"·· II (i,j)-V(A;,, .. ,A;,) (B19) 
j=i,+l j=i,+l 
where 
(B20) 
Thus it remains to show 
V(x) = II (x;-xj) (B21) 
)<G;.i<j<G;./ 
.. 
To prove (B21) we need only reduce V(x) to a Vandermonde determinant. This can be done as fol-
lows. First add AN times the Ith row to the(! - l)th row. Then add -ANAN-I times the l'h row plus (AN+'AN-J) times the (l - I)'h row to the (l-2)'h row, etc. D 
APPENDIX C. REAL-ANALYTICITY AND CANONICITY 
In this appendix we complete the proofs of Theorems 5.1 and 5.3. 
LEMfl!A Cl. The A bijections «I> and f9 defined in Subsections 5.2 and 5.3 are real-analytic maps from &l 
onto 0 and from 0 onto 0, resp. 
PRooF. We only consider the relativisAtic case, since the nonrelativistic case can be handled in the 
same way. Real-analyticity of f9 on 0 readily follows from the explicit formulas (5.66)-(5.71) by 
invoking the monodromy theorem and Hartog's theorem. 
Next, ~nsider «I>=&- 1• Since L(q,(}) is real-analytic (r.a.) on 0 and has simple and positive eigen-
values epe' , ... ,eP8n on 0 by virtue of Theorem 3.1, it follows that the O; are r.a. on 0, too. 
To prove that the q; are r.a. involves more work. We first note it suffices to show G is r.a. (Indeed, 
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.. 
sufficiency follows by combining positivity of G on 0, (5.32), (5.37) and real-analyticity of 111((/) on 0.) 
To this end we recall that G is defined by (5.14). Since Fu, eO and F1 are r.a. on '2, we are reduced to 
proving that Z 11 , B=u,l, are r.a. We shall show this for B=u, the proof for 8=1 being analogous. 
Consider the relation (5.22) satisfied by Zu. This may be viewed as a linear system Ax =b of N 2 
equations for the M=N(N-1)12 nontrivial matrix elements xi.···•xM of ZuEN+. We know already 
that this system has a unique solution, which is moreover non-zero (since L 12:;i6:0=L0012 for any 
(q,(/)EO). Thus there exist M rows in A (possibly depending on (q,(/)Eil) that yield a regular MXM 
matrix. But the matrix elements of A and the components of bare all r.a. on '2 (since Land L 00 are), 
so by virtue of Cramer's rule this must be true for the matrix elements of Zu, too. D 
LEMMA C2. The real-analytic di.ffeomorphisms <I> and t9 of Lemma Cl are symplectic. 
PROOF. Again we only prove this for the relativistic case, the nomelativistic case being similar, but 
simpler. Setting I 
+ .. l .. 
qi (q,fl) = 'IJ-2111((/) (Cl) 
(C2) 
it suffices to show that the transformation (q,fl)-+(q+ ,e+) is canonical. (Indeed, in view of (5.35) and 
the evenness of 8((/) this entails canonicity of <P, and hence of ti>=<r>- 1, too.) To this end we introduce 
qj(t,q, fJ) = q1(t)-t exp (/J(Jj(t)) (C3) 
IJ1(t,q, fJ) = IJ1(t) (C4) 
where the t-dependence refers to the X flow, cf. (5.S7). Since this flow is Hamiltonian and complete, 
we infer 
{q1,qk} = {01,0k} = 0 (CS) 
{qj,ak} = ajk (C6) 
for any t ER. Recalling now (S.73) and (S.74), one readily verifies that pointwise on 0 one has 
limB(t,q, IJ) = e+ (q, fJ) (C7) 
t-+00 
limq(t,q,fl) = q+(q,fl) (C8) 
t-+00 
Therefore, it remains to prove that one may interchange the t-+~ limit and the differentiations w.r.t. 
q1 and IJ1 implied in (CS), (C6). .. 
To justify this interchange we exploit the real-analyticity of (q,fl) on 0 proved in Lemma Cl. It 
~tails that one can find a closed polydisc PcC2N around a given (q,(/)Eil such that q,q+ and 
8=e+ extend to holomorphic functions on P. Eventually shrinking P, we can ensure there exists t:>O 
such that 
(C9) 
A A 
on P (since 81 c,.8)< ... <ON(q,fl)). Consequently, there exists T ER such that for t-;a. T: (i) the func-
tions l:k and l:k evaluated in . 
. . 
y(t,q, fJ) = (q I + teps' , ••• ,qN + tefJB" ,6} (ClO) 
extend holomorphlcally to P; (ii) the l:k are non-zero on P (since the contribution of 
I={N-k+l, ... ,N} dominates the remaining cznes). Moreover, eventually increasing T, it now fol-
lows from (S.66) and (S.67) that q(t,q,fl) and (J(t,q,fl) have holomorphic extensions to P for 1-;;a.T, 
which converge uniformly on P to the holomorphlc functions q+(q,fl) and e+(q,fl) for t-+oo by virtue 
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of straightforward estimates. Therefore, the interchange is legitimate. D 
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