A. Multiple Sequence Alignments
A. 1 
. Multiple Sequence Alignments
The data we use are multiple sequence alignments (MSA). Each such MSA is a rectangular matrix, with entries coming from a 21-letter alphabet containing the 20 standard amino acids and a gap symbol "-". In the following we denote this alignment by a matrix X = (x a i ) , i = 1, ..., L, a = 1, ..., M
with L being the number of residues of each MSA row, i.e., the number of residues in each considered protein, and M the number of MSA rows, i.e., the number of proteins collected in the alignment. For simplicity of notation we assume that the 21 amino acids are translated into consecutive numbers 1,...,21.
A.2. Alignment Generation
For all proteins of the small ribosomal subunit (SRU) and the large ribosomal subunit (LRU) the sequence names were extracted from the corresponding PFAM alignments [8] . Using these names, the following procedure was used to create the alignments for the single proteins: 
A.3. Internal Sensitivity Plots
As an assessment of quality for the alignments, sensitivity plots using the pdb files 2Z4K and 2Z4L were made. Figure A shows results for contact predictions based on the GaussDCA [2] and plmDCA alghorithm [7] . For every number n on the abscissae the fraction of the number of true positives (the sensitivity) in the first n pairs on this list was calculated for every protein.
The plot shows the mean of these values for the Gaussian algorithm of [2] and the plmDCA algorithm run on the proteins of the large and small ribosomal subunit.
B. Matching Procedure B.1. Pipeline for Matching
The problem of generating a concatenated alignment from two MSAs of two different protein families (say MSA 1 and MSA 2 ) is to decide which sequence from the first alignment should be concatenated to which sequence from the other alignment. This means to find for any protein p 1 i in MSA 1 a matching partner p 2 j in MSA 2 belonging to the same species. The problem is trivially solved in the case when no paralogs are present and each species has one and only one sequence in each individual MSA. In this case we can simply concatenate these two sequences (we term this case matching by uniqueness). The problem is that species often have several paralogs. In this case, given that we would like to observe a co-evolutionary signal between protein interaction partners, one would like to match sequences of proteins that are (possibly) interacting.
As long as Prokaryotes are concerned, it turns out empirically that proteins are more likely to interact if their genes are co-localized on the DNA [15, 4] . This suggests to try to match proteins that are close on the genome when creating a concatenated MSA.
As a proxy to the genomic distance we use a distance between Uniprot accession numbers (UAN). This UAN consists of a 6 digit alphanumeric sequence for every sequence and can be extracted from the sequence annotation, e.g. the "D8UHT6" part of the sequence annotation "D8UHT6_PANSA".
We define the distance between UANs as follows: Different positions in the UAN can take on different values, some only numeric (0-9) and some alphanumeric values (0-9,A-Z). We define for every position i ∈ 1 . . . 6 the number B i as the number of different values position i can take, i.e. B i = 10 for the numeric positions and B i = 36 for the alphanumeric positions.
We further map the possible single position values in the UAN to the natural numbers in ascending order, i.e. we assign to the numeric symbols 0−9 the natural numbers 0 − 9 and to the letters the natural numbers following 9 (so to A we assign 10, to B we assign 11 etc.). This leads for example for the the UAN L9XG27 to the numeric sequence A = (21, 9, 33, 16, 2, 7) . Now we can define a unique number N for any UAN that has been mapped to the sequence of natural numbers A i as
The distance between two UANs that have been mapped to the numbers N 1 and N 2 can now be defined as
This procedure induces a distance D ij for any sequence p i ∈ MSA 1 and p j ∈ MSA 2 , where both p i , p j belong to the same species. In this way we define a complete weighted bipartite graph, and the problem of finding the proper pairing can thus be translated into a minimum weighted bipartite matching problem. This problem can be readily solved using a standard linear programming techniques. Finally we discard from the optimal solution sequence pairs whose distance is above a given threshold of 100 (manually optimized on the small ribosomal subunit). In the cases we analyzed, such a threshold moderately increases the quality of the prediction of interaction partners.
C. Inference technique
As a simple but meaningful statistical model, we consider a pairwise generalized 21 states (to mimic the 20 amino acids + 1 insert symbol alphabet of MSAs) Potts model with the following Hamiltonian
We can now assume to have a dataset D = {x 1 , . . . , x M }, where x represents one sequence, either artificially generated, or extracted using the bioinformatic pipeline discussed above. Notice that if the sequences x are concatenations of two sequences (x, x ), the sums in Equation 4 can be split into three parts: One in which appear only sites in x, one in which appear only sites in x and one interaction part with J ij for which i is in x and j in x . By labeling the first part H(x), the second H (x ) and the third H int (x, x ) one arrives at the representation referred to in the main text. Given that the representations are mathematically equivalent, we will here in supplemental information treat the sequence as one simple sequence x.
The inference proceeds by assuming as a working hypothesis that the dataset D is composed by configuration sampled uniformly from the equilibrium Boltzmann-Gibbs distribution P ( x) = exp(−H)/Z (as an inference process, we are free to consider T = β = 1). We are now ready to use D to infer the topology of the network. To do so -as discussed in the main text -in the last years different maximum-likelihood techniques have been proposed [16, 14, 12, 1, 10, 6] . So far the most promising in terms of accuracy seems to be the pseudo-likelihood maximization introduced in [6] where from the previously defined Boltzmann-Gibbs measure we consider the following conditional probability distribution:
Given a data set D we can thus maximize the conditional likelihood by maximizing
as a function of J i,\i , h i . As customary in many maximum-likelihood inference techniques, we add to the maximization an L 2 regularization term, so that eventually the extremization procedure turns out to be:
with J ij 2 = 21 a,b=1 J 2 ij (a, b), and h i 2 = 21 a=1 h 2 (a). We refer to the original paper [6] for the details of the implementation. We only mention that beside the original MATLAB [13] implementation available at http://plmdca.csc.kth.se/, we developed an efficient implementation of the pseudo-likelihood implementation in a new open-source language called Julia [3] . The package can be downloaded at https://github.com/pagnani/PlmDCA.
D. Ribosomal Protein Interaction Partner Prediction
Using the ribosomal alignments as described in Section A and the matching as described in Section B, concatenated alignments for the ribosomal proteins (small and large ribosomal subunit independently) were created. Table C shows the resulting alignment sizes for the SRU and Table E for the LRU.
The creation of the alignments for the Trp Proteins was analagous and the resulting alignment sizes can be found in Table G .
As discussed in the main text, in principle one would be interested in a MSA in which a sequence is a concatenation of sequences from all proteins families in the complex at once. A comparative glance at Tables E and A shows that in the matching procedure described above a lot of sequences have to be discarded for not having a suitable matching partner. This leads to a reduction of the predictive power of the method. It is expected that extending the matching procedure to more than two proteins would lead to very low sequence numbers in the matched alignments and in turn reduce the predictive power of the method further. For this reason we only performed the concatenation of pairs of proteins. RL3 RL4 RL5 RL6 RL9 RL11 RL13 RL14 RL15 RL16 RL17 RL18 RL19 RL20 RL21 RL22 RL23 RL24 RL25 RL27 RL28 RL29 RL30 RL32 RL33 RL34 RL35 RL36  RL2  2144 2173 2333 2307 2079 2277 2286 2568 2115 2547 2041 2313 2120 2325 2095 2325 2552 217 1698 2100 1895 2257 1964 2182 1875 1918 2052 1900  RL3  2139 2179 2162 2087 2152 2169 2165 2102 2168 2033 2178 2126 2109 2095 2112 2177 177 1703 2115 1899 2140 1851 1965 1651 1933 2068 1648  RL4  2205 2188 2099 2175 2191 2190 2118 2197 2045 2207 2140 2119 2102 2117 2193 189 1704 2126 1912 2170 1865 1978 1663 1944 2075 1652  RL5  2425 2176 2316 2319 2388 2151 2370 2162 2379 2255 2257 2221 2150 2369 221 1735 2235 1960 2394 2038 2093 1727 2005 2161 1771  RL6  2164 2307 2310 2344 2149 2337 2134 2368 2221 2214 2187 2130 2324 221 1725 2204 1949 2379 2016 2045 1694 1981 2144 1713  RL9 2088 2106 In order to produce an interaction score for the two proteins, we run the PLM algorithm [6] on the concatenated alignments. This results in a list of residue pairs of the alignment ordered by their interaction strength. We filtered out the pairs that contain one residue of one protein and one of the other. This results in a list of possibly interacting inter-protein residue pairs ordered by the interaction score. In order to arrive at an interaction score for the two proteins we took the mean of the scores for the 4 highest scoring pairs (PPI-score). The number 4 was used because it performed best on the small ribosomal subunit, but the predictive performance on a larger-scale network is virtually identical for any value between 1 and 6 (see Figure  S8 ). The list of protein pairs ordered by this score was used for prediction. The first few predictions are shown in Table H . For completeness, we show the same table but with the score calculated by the Gaussian approximation of [2] in Table I . Finally in Table K we display for the LSU the number of intra/inter-protein contacts, while in Table L we do the same for the LRU. Table J shows the interaction scores for the protein pairs of the Trp Operon.
D.1. Structural view of the Ribosomal Complex
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E. Artificial Data
An artificial large network consisting of 5 proteins was created in two steps: 1) First, a contact map was defined. This contact map contains the information which residues are in contact. This includes internal residue contacts (where both residues belong to one of the 5 proteins) and inter-protein residue contacts (where one residue belongs to one protein and the other to a different protein). The contact map is therefore a binary, symmetric matrix of size N all × N all with N all = N 1 + N 2 + N 3 + N 4 + N 5 where N i is the number of residues in the i th protein. We decided to use the Kunitz domain (PF00014) as a model for the proteins and set all N i = 53. The 53 × 53 submatrices that define the contacts within each protein were defined by extracting the contacts of the PDB structure 5pti of the Kunitz domain. This implies that the internal structure of every protein is the same.
We defined as contacting proteins the protein pairs 1 − 2, 2 − 3, 3 − 4, 4 − 5 and 1 − 5. For the 53 × 53 submatrices that define the contacts between contacting protein pairs we used random binary matrices with 10% of the number of internal contacts. This was done individually for each contacting protein pair such that no two contact matrices between two proteins were the same. For non-contacting protein pairs all entries of the contact matrices were set to 0.
The resulting contact map can be seen in Fig. E . 2) Couplings for every contact in the contact map were defined. As a basis for this, couplings and fields inferred from the PF00014 PFAM alignment (Kunitz Domain) were used. This inference was done using a masking with the PDB structure, such that only couplings corresponding to PDB-contacts were allowed to differ from zero. Given that the same PDB-contacts were used to define the contacts within one protein in the artificial complex, we could use the couplings thus inferred without change for the couplings within the artificial proteins.
Then we defined the couplings for residue contacts between two proteins. For every such a resiue contact we chose randomly a coupling of an internal contact as inferred from the Kunitz domain alignment and assigned it to the residue contact.
Notice that the 'coupling' between two sites i and j is actually a 21 × 21 matrix J ij (a, b) where a and b can be any of the 21 amino acids. Given that the internal structure of these matrices might be important we decided to treat the matrices J ij as single entities and not change their internal structure.
The fields for every residue, a vector of length 21 for every of the 5 · 53 residues, were randomly chosen from the inferred fields.
From these couplings and fields, sequences were generated by MC (see section below) and inferred by plmDCA. Interestingly, a crude comparison between the histogram of the scores in the artificial model seem to be very close to that obtained for instance for the LRU case as shown in Fig. B .
In Table M we compare the ranks of the strongest inter-protein residue interaction scores in the generating model and the inferred model. The first column represents the rank of the inter-protein residue interaction in the generating model, the second column the rank of the same residue interaction in the inferred model. The model was inferred with the combined strategy and with 4000 sequences. The numbering is considered and the protein-protein interaction score is defined as the average of the 4 largest interaction scores on the residue level (as in the main paper). The true negative rate is the fraction of true negatives in the N pairs with the lowest interaction score, where N is the value indicated by the x-axis. 
