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Abstract—Obtaining a stable magnetohydrodynamical (MHD)
formalism in SPH – i.e. smoothed particle magnetohydrodynam-
ics (SPMHD) – has proven remarkably difficult. To implement
MHD requires two steps: a modification to the momentum
equation and an induction equation, and both present challenges.
We first provide an overview of how SPMHD is implemented,
and then discuss how this implementation fails and the limitation
of various corrective methods – with particular reference to the
effects of particle disorder. Although there are many problems for
which, with careful choice of corrective measures, good results
can be obtained, we then show that, at the very limits of the
state of the art, the ability to perform stable MHD calculations
in SPH is curtailed by numerical issues.
I. INTRODUCTION
The invention of smoothed particle hydrodynamics (SPH)
by [1] and [2] was almost immediately followed by attempts to
extend the method from a purely hydrodynamic (HD) regime
to include ideal magnetohydrodynamics (MHD). Unlike fluids
where the force is provided primarily by the hydrodynamic
pressure (usually via an equation of state from the density
and internal energy), in MHD the force is also related to the
magnetic field strength and velocity which makes smoothed
particle magnetohydrodynamics (SPMHD) remarkably resis-
tant to a robust implementation.
SPH is ideal for many large astrophysical calculations,
which regularly involve density ratios of many orders of mag-
nitude, for example, in our protostellar collapse calculations
a density ratio between the initial conditions and the inner
region of the disc of over 107 is normal. This presents a
challenging problem for many Eulerian grid codes but with
an adaptive smoothing length method is easily tractable in
SPH. MHD is difficult in any numerical regime, and the
particulate nature of SPH is especially troublesome, but the
inherent HD advantages mean a stable and correct SPMHD
method is extremely valuable for computational astrophysics
– astrophysical plasmas being almost invariably magnetised to
some degree [3].
Early work, e.g. [4], considered this and discovered that in
addition to the ubiquitous computational problem in maintain-
ing a solenoidal magnetic field (i.e. one in which ∇iBi = 0,
where Bi is the magnetic field vector), SPMHD was also
susceptible to an instability whereby SPH particles would
unphysically clump together if the magnetic tension force
was capable of overhauling the fluid pressure, similar to how
external strains can cause issues – manifesting as negative
pressure terms – in solid calculations [5].
Nonetheless, many challenging calculations have been per-
formed with success provided the fluid stays within the abil-
ities of the corrective measures used – or withing a regime
which can maintain stability and correctness without such
corrections. These calculations range from our protostellar
collapse simulations [6], [7], [8], and [9] which model the
formation of a protostar from an initial molecular cloud core,
to merging neutron stars [10], and simulations of the evolution
of whole molecular clouds [11].
In this paper, we present an overview of the current methods
and numerical corrections – a ‘state of the union’ between
SPH and MHD – and identify and consider some methods to
push beyond the restrictions imposed by this. § II provides an
overview of how MHD and SPH are conventionally combined,
and then in § III and § IV we discuss how the tensile instability
is suppressed and several ways of preventing the growth of a
monopole term.
II. MAGNETOHYDRODYNAMICS IN SPH
Cauchy’s momentum equation is given by
Dtv
i =
1
ρ
∇jσij + gi , (1)
where Dt = ∂t + vi∇i is the convective derivative opera-
tor (and ∂t the partial derivative with respect to time), vi
represents the velocity, ρ is the fluid density, gi represents
any additional forces (in astrophysics usually self-gravity),
Einstein’s convention for summing over repeated indicies is
used, and the stress tensor is represented by σij . In non-
magnetic fluids,
σij = −Pδij , (2)
where δij is the Kronecker delta and P is the fluid pressure,
and Eqn. (1) reduces to the usual form. However, in a
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magnetised fluid the tensor can be expanded to include the
magnetic field so that
σij = −
(
P +
1
2µ0
B2
)
δij +
1
µ0
BiBj , (3)
where Bi represents the magnetic field and µ0 the permeability
of free space. The isotropic 12µ0B
2 term is often referred to
as magnetic ‘pressure’ and the 1µ0B
iBj term as magnetic
‘tension’. This can be discretised in SPH (assuming the self-
consistent variable smoothing lengths of [12] are used) as
Dtv
i
a =
N∑
b
mb
(
σija
Ωaρ2a
∇jaWab (ha) +
σijb
Ωbρ2b
∇jaWab (hb)
)
,
(4)
where a and b represent SPH particles, Wab
(
h{a,b}
)
is the
smoothing kernel with smoothing lengths h{a,b}, and Ω{a,b}
are terms to take account of gradients in h. This SPH discreti-
sation exhibits perfect conservation properties, but as will be
seen in § III contains an inherent instability.
In addition to modifying the momentum equation, an equa-
tion for the evolution of the magnetic field must be solved.
The induction equation (derived from the Maxwell-Faraday
and Maxwell-Ampe´re laws and the continuity equation) can
be written in ‘Lagrangian’ form as [13]
Dt
Bi
ρ
=
(
Bj
ρ
∇j
)
vi , (5)
which in SPH is discretised as
Dt
Ba
ρa
= −
N∑
b
mb
Ωaρ2a
(
via − vib
)
Bja∇jaWab (ha) . (6)
The choice of operator is restricted to the antisymmetric
derivative because of the requirement that the induction equa-
tion be invariant to the addition of a constant; this has
consequences for other operator choices as discussed in [14].
Alternatively, an induction equation based on
DtB
i =
(
Bj∇j) vi −Bi (∇jvj) (7)
discretised as
DtB
i
a = −
1
Ωaρa
N∑
b
mb
((
via − vib
)
Bja∇jaWab (ha)
−
(
vja − vjb
)
Bia ∇jaWab (ha)
)
(8)
can be used, and in practice (although see the Appendix to
[15]) is found to be little different to using Eqn. (4). However,
it is inherently somewhat inferior insofar as it involves an
additional set of floating point operations introducing, at the
very least, extra round-off error. We briefly note here the
coupling between Eqn. (4) (which is the rate of change of
vi as a function of inter alia Bi) and Eqn. (6) (which is
the opposite). Any error in calculating one fluid parameter
will then cause the evolution of the other to become incorrect,
consequently MHD related errors can become disastrous very
quickly.
As well as these equations, some form of artifical resistivity
[16] – a similar concept to the ubiquitous artifical viscosity
– is needed to capture discontinuities in the magnetic field
structure. This is usually done by adding a term in the form
of a ‘real’ MHD resistivity,
Dt
Bia
ρa
∣∣∣∣
diss
= η∇2Ba , (9)
but controlled by a switch similar artificial SPH viscosities.
Excessive artificial resistivity can provide an illusion of in-
creased stability by virtue of a weaker magnetic field.
As more fully discussed in § IV, neither Eqn. (6) nor
Eqn. (8) maintain the solenoidal constraint – that ∇iBi = 0
everywhere – and therefore some modification is needed. How
non-solenoidal the field has become is usually measured by the
(dimensionless) parameter
ha|∇iaBia|
|Bi| , (10)
which scales the divergence according to both the resolution
and the field strength – otherwise a very weak field may
incorrectly appear to be much less incorrect that is actually
the case. This issue, of course, is not unique to SPH or even
to Langrangian methods in general.
This method of ideal MHD (or quasi-ideal if an artifical
resistivity is used) can be extended into the non-ideal regime
by adding terms for Ohmic resistivity, ambipolar diffusion –
both of which are dissipative – and the non-dissipative Hall
effect [17]. Although this significantly expands the physical
regimes that can be explored, none of these terms render the
corrections discussed below nugatory (although in principle
adding additional dissipative terms could temporarily forstall
the need for a tensile instability correction).
III. THE MOMENTUM EQUATION
In § II we discussed how Cauchy’s momentum equation
is modified to add magnetic pressure and tension terms. The
approach taken there has the advantage of being both correct
in the continuum limit (i.e. when Nngh → ∞) and exactly
conserving angular and linear momentum. However, as we
discussed in [18] last year, and more fully considered in [4],
this apparently simple formalism is susceptible to an instability
– rather similar to that seen in solid objects by [5]. If we write
the magnetic tension component of the momentum equation
as
∇jaBiaBja =
(
Bja∇ja
)
Bia +B
i
a
(∇jaBja) , (11)
we see that the second term – Bia
(∇jaBja) – should always
be zero due to Maxwell’s Second Law. In a continuum fluid
this is trivially satisfied, but in SPH the accuracy to which
we maintain ∇iaBia = 0 is related to the accuracy of our
derivative operators and the ordering of the particles under
the stencil used to interpolate the derivative. As shown in
Eqn. (4), we use a symmetric derivative operator which, inter
alia, is not invariant to the addition of a constant term which
magnifies this effect – consistent with the observations of [19]
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last year who found that the antisymmetric operator (G− in
their notation) was most consistent when applied to a perturbed
lattice (although their overall SPH formalism was somewhat
different to ours, these observations are comparable).
Therefore, in all but a perfectly symmetrical lattice, we are
actually solving an equation which looks like
∇jaBiaBja =
(
Bja∇ja
)
Bia +B
i
a (%a) (12)
where % is the numerical monopole term caused by particle
disorder. Even given this limitation, the stress tensor remains
stable unless
Pmag =
1
2µ0
B2 > Phyd , (13)
i.e. when βplasma < 1. The monopole term acts along the
magnetic field lines, where ordinarily the magnetic tension
and pressure forces cancel out, and therefore causes particles
to attract; however, because this spurious force is naturally
proportional the field strength, any tensile pairing is suppressed
when the fluid pressure is high enough1. Consequently, for
many calculations – those where βplasma > 1 is always true –
this effect can be ignored, although, as seen in Fig. 1, when
this effect does take hold it rapidly destroys the calculation.
Further, by switching between a cubic and quintic B-spline
kernel [20], the effect of different stencils can be seen:
the smaller 2h compact support radius for the cubic spline
becomes unstable more rapidly than the 3h quintic function.
Very low βplasma values are common in astrophysical
calculations – for example in [8] values of < 10−2 were ob-
tained. Some method of preventing particles from unphysically
attracting each other is therefore essential in all but the most
trivial of calculations. For many years, the method proposed
by [22] whereby a source term ‘equal’ to the error is subtracted
was used successfully. In this method, we in effect solve
∇jaBiaBja =
(
Bja∇ja
)
Bia +B
i
a (%a)− χBia (%˜a) , (14)
where %˜a = ∇iaBia is our estimate (calculated using the
SPH divergence operator) of the numerical monopole term
and χ ∈ [0, 1] is the degree of correction applied. This
corrective term naturally makes the SPMHD equations no
longer conserve linear momentum, so a value of χ = 12
was originally proposed [23] as a minimum value to obtain
stability; subsequent experience [14] indicated that χ = 1
was necessary for all but the simplest test problems. Clearly,
the utility of this method is limited to how well %˜a can
be calculated – and we must use a symmetric operator for
consistency so this is an inherently noisy operation2.
As seen in Fig. 2, this correction can be remarkably effective
(the calculation presented there can essentially be run ad
infinitum without any deleterious effects) provided the particle
disorder is sufficiently small – and hence %a ∼ %˜a. We have
1This observation led [21] to propose a short-range repulsive force to
prevent pairing when βplasma < 1, but it is difficult to determine what is
‘short-range’ when variable smoothing lengths are used.
2In the continuum limit, %a ≡ %˜a = 0, so this correction would be safe
but unnecessary.
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Figure 1. Particle distribution, with no corrective term applied, for a non-
linear circularly polarized Alfve´n wave propagating in 2.5D. This should be
an exact solution to the equations of magnetohydrodynamics and as the wave
moves the lattice should deform and then return to its original arrangement –
cf. Fig. 2. However, in SPMHD this calculation rapidly breaks down because
it is entirely within the regime where βplasma < 1. Initially both kernels
are consistent, but by t = 0.4 the ‘smaller’ cubic B-spline has broken down.
Finally at t = 0.5 the quintic kernel also fails.
found that the degree of particle disorder experienced in a
star formation calculation can rapidly cause significant errors,
which limited the time after sink particle [24] insertion these
calculations could be run – the calculation being correct, like
the circularly polarized Alfve´n wave, until the %˜a related error
manifestly exceeds the inherent %a error. One way of limiting
these conservation related errors would be to use a switch on
χ, an approach which was first proposed by [23] and was
used by [25] with some success. Several switches have been
proposed, here we use a simple particle based switch given by
χa = MIN (χmax (1− βplasma) , 0) , (15)
where χmax ∈ [0, 1] like the earlier fixed values. This allows
the correction to entirely vanish when βplasma > 1 (where
the equations are stable against the instability anyway) and to
rapidly switch on as βplasma falls below unity. Calculations
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Figure 2. A non-linear circularly polarized Alfve´n wave in 2.5D – the same
setup as in Fig. 1. For either choice of kernel, with the source term correction
from [22], this calculation is stable.
with χmax = 12 and 1 were performed and no substantial
improvement was obtained over simply using a fixed value. In
Fig. 3 we show the effect of these errors on a star formation
problem – the failure of momentum conservation causes the
protostar to fall out of the surrounding pseudo-disc – and in
Fig. 4 the correlation of this unphysical effect with the failure
to conserve momentum is shown.
We also show the effect of setting χ = 0 where the pseudo-
disc remains intact. However, the particle distribution exhibits
clear errors which can be seen in the column density as
‘waves’ caused by particles clumping as the sphere collapses,
so running with no corrective term is also not an option.
Outflows are obtained as long as χ > 0, but the exact speeds
and morphologies vary with differing values of χ. Tensile
pairing becomes more problematic in areas of higher field
strengths and increased particle disorder, exactly the same
conditions present when a bipolar jet is being formed from
a wound-up magnetic field. Therefore, the likely cause of the
outflow suppression is that particles which would otherwise
form the jet are being stuck together similar to the lines seen
in the test problem.
Naively, we would assume that the error introduced by
particle disorder on the ∇jaBiaBja operator is the same as
that on the ∇iaBi operator. However, these results indicate
that this is not the case – indeed, the divergence operator
may be overestimating the error when the particle disorder
is extreme coupled with a strong magnetic field, this presents
a severe limitation on how long calculations can be run after
the field has become sufficiently complicated. An overestimate
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Figure 4. Linear momentum against time for the calculations presented
in Fig. 3. All values of χ > 0 including the variable χ calculation show
non-trivial increase in linear momentum correlated to the moment when the
protostar has separated from the pseudo-disc; χ = 0 maintains the exact SPH
momentum conservation at the expense of an unphysical particle distribution.
of the error can be imagined as actually super-imposing a
monopole term onto the momentum equation but with the sign
reversed, a clearly undesirable prospect. In effect we are left
with a trade off between avoiding an instability due to a non-
vanishing ∇iBi term and errors due to non-exact conservation
of momentum.
IV. THE INDUCTION EQUATION
The direct induction equation presented in § I is not the only
way to calculate the evolution of the magnetic field (although
it is the simplest). A major flaw is that it does not preseve the
solenoidal constraint – although for different reasons to those
outlined in § III. Being an antisymmetric operator, Eqn. (6)
is much less susceptible to numerical noise due to particle
disorder [19], instead floating-point round-off error takes over.
As formulated, the constraint
∇iBi ≡ 0 (16)
does not enter the equations of SPMHD – although it can
be trivially imposed as an initial condition – and the related
constraint
Dt∇iBi = 0 (17)
is not in general true for any discretised equation. Con-
sequently the field will naturally become non-solenoidal as
numerical errors add up3. Unlike the issues discussed in § III,
keeping the induction equation well-behaved is not unique
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Figure 3. Four protostellar collapse simulations (the initial conditions being the same as in both [18] and [8], viz. a ≈ 10 K 1 M sphere in solid body
rotation initially in pressure equilibrium with a warm low density, non-rotating, container medium, with an initial magnetic field aligned with the z−axis
with a mass-to-flux ratio [26] of µ = 5). F-numbers denote fixed values of χ, so that F0.0 represents χ = 0 and so on, and the V1.0 calculation denotes a
switch like that in Eqn. (15) with χmax = 1, the similar χmax = 12 is not shown. The outflow velocity and morphology clearly correlates with χ, although
the particle distribution for χ = 0 is also incorrect due to tensile pairing, evidenced by the ‘wave-like’ structures seen above and below the pseudo-disc. The
sink particle which represents the protostar for χ = 1
2
and 1 has begun to fall out of the pseudo-disc due to the failure of momentum conservation.
to SPH. In recent years this has been solved by adopting a
hyperbolid divergence cleaning approach from grid codes [27].
In this, an additional scalar field ψ, evolved according to [14]
Dtφ = −c2c∇iBi −
φ
τ
− φ∇
ivi
2
, (18)
where the cleaning wave speed, cc, is invariably set to the
magnetosonic wave speed and the damping timescale,
τ =
h
ccσ
, (19)
set to dissipate the wave over a small number of smoothing
lengths, for instance σ = 0.8 in [18].
This damped wave equation is then coupled to the induction
equation – like the artificial resistivity – by adding a term of
the form
Dt
Bi
ρ
∣∣∣∣
cleaning
= −∇iψ . (20)
dissipating any unphysical monopole growth. This successfully
suppresses the growth of any monopoles, although we have
observed issues where the information speed in the fluid is
faster than the cleaning wave speed – in effect the errors
can escape from the cleaning – as happens in rapidly rotating
accretion discs. There is an inherent risk in this approach that
the solenoidal field produced by the cleaning wave will not be
the correct field – that is that the cleaning has itself caused a
change in the field geometry.
Solving for the rate-of-change of Bi is not the only way
to evolve a magnetic field: alternatively, the magnetic vector
potential,
Bi = ijk∇jAk , (21)
where ijk represents the totally antisymmetric Levi-Civita
3Obviously test problems could be contrived where the floating-point errors
cancel, but any realistic calculation will reasonably quickly generate a non-
trivial ∇iBi.
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tensor, can be evolved. This has the advantage that Eqn. (16)
becomes a constraint in the SPMHD formalism since
∇iijk∇jAk = 0 by definition, neatly sidestepping the round-
off errors in Eqn. (17). However, an additional complication
is that there are infinitely many vector potentials than can
produce the same magnetic field, since
ijk∇j∇kφ = 0 , (22)
φ being any continuously differentiable scalar field, one can
always write
Ak
′
= Ak +∇kφ (23)
and obtain the same resultant magnetic field. Choice of gauge
– and ensuring that additional error is not introduced either
by this choice or by the SPH operators used to maintain –
thereby becomes important. In [28], a Galilean invariant gauge
whereby
φ = viAi , (24)
ensures perfect momentum conservation. Alternative gauges
include the Weyl gauge,
φ = 0 , (25)
and the Modified Psuedo-Lorenz gauge4 (MPLG) proposed by
[29], where
∂tφ = −c2∇iAi , (26)
similar to Eqn. (18) c is set to the fastest magnetosonic wave
speed. The vector potential would then be evolved by either
DtA
i = vj∇iAj +∇iφ or (27)
DtA
i = −Aj∇ivj +∇iφ (28)
for the Galilean invariant gauge (the SPH operators for which
are given in [28], and where the contributions from external
fields and dissipative terms have been neglected).
The gauge constraint in Eqn. (24) coupled with Eqn. (28)
would appear to be the natural choice for SPH, and indeed,
does provide perfect conservation properties and puts the SPH
derivative operator on the velocity in a similar way to Eqn. (6).
However, like all other gauge choices it is highly unstable:
particle disorder rapidly causes the potential to increase non-
physically – and hence the magnetic field shown in Fig. 6.
In addition, a self-consistent tensor force derived from this
gauge choice is even more susceptible to the tensile instability
– as shown in Fig. 5 – and therefore requires more corrective
action, and consequently inferior conservation properties to
just using direct induction.
A potential alternative approach was provided by [29],
which involved the combination of the gauge given by
Eqn. (26) with a form of ‘divergence cleaning’ to maintain
the constraint that ∇iAi = 0, which is aided by the fact the
Lorenz gauge condition is in effect a wave equation, and a
4The psuedo-Lorenz gauge is, in effect, a Lorenz gauge where the wave
speed is some arbitrarily chosen velocity (e.g. the speed of sound) which is
less than the speed of light.
Figure 5. Orszag & Tang [30] test vorticies at t = 0.5 and t = 0.79 (left and
right columns) for direct induction using Eqn. (6) and the vector potential with
a Gallilean invarient gauge Eqn. (28). No corrective term (see § III) is applied to
the direct induction momentum equation yet the vortex remains stable; however,
the vector potential has become significantly disrupted and formed large voids
characteristic of tensile pairing.
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Figure 6. The z−components of the magnetic field (Bz) and velocity field
(vz) in an Orszag-Tang [22] test vortex for the normal direct induction (black
lines) equation (Eqn. (6)), the Galilean invariant (Price10, green lines) gauge
(Eqn. (24)) and the MPL (SE15, blue lines) gauge (Eqn. (26)). We include
the direct induction Bx component for reference. As particles deviate from
the lattice in the z−direction simply due to numerical noise, a spurious vz
component is produced which then causes the growth of Bz – and hence
further vz – in all three formalisms. Although the Price10 and direct induction
methods agree until about t = 0.7, the vector potential form does not level
off as Bz → Bx. The SE10 method is significantly less stable and the vz
and Bz terms grown much more rapidly.
magnetic field smoothing term. Whilst promising, we find that
this still suffers from many of the pitfalls of previous gauges
and is only stable in the O-T vortex when the combination
of the cleaning and smoothing keep the Ax,y components less
than Az – otherwise, as shown in Fig. 6, it rapidly becomes
unphysical.
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In addition to any errors due to failure to maintain the gauge
constraint, there is an universal issue related to the second step
of any formalism which evolves Ai, namely that the magnetic
Bi field must then be determined by a second operation –
in principle some form of direct second derivative could be
used, but second derivatives in SPH are notoriously difficult
to implement correctly. Given that particle disorder is already
known to be deleterious even for the induction equation,
performing a second SPH operation causes additional error.
In effect the error from calculating DtAi is compounded by
the error from turning that into a Bi-field via Eqn. (21) in
order to calculate the force.
V. CONCLUSION
Notwithstanding the inherent limitations, smoothed particle
magnetohydrodynamics can be applied to a significant range
of problems. Importantly, calculations where βplasma > 1
throughout are markedly simpler than the converse. Even
then, if the particle lattice remains reasonably well ordered
the source term correction is robust at removing a numerical
monopole term and preventing a tensile instability. However,
in large scale calculations with complicated – often turbulent
– particle distributions the momentum error introduced by this
correction can ultimately limit the duration of the calculation.
Provided some form of divergence cleaning is used, the
induction equation presents a smaller range of limitations.
A vector potential formalism would be preferable as this
implicitly enforces Maxwell’s second law. Particle disorder,
however, has so far stymied any attempt at a robust vector
potential method because of the need to perform an additional
set of (noise sensitive) SPH derivative operations.
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