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Re´sume´
Cette the`se aborde la proble´matique de la de´cision partage´e homme-robot dans une
perspective de re´solution interactive de proble`me a` laquelle prennent part l’homme et le robot. Le
robot et l’homme poursuivent des objectifs communs et doivent de´terminer ensemble les moyens
de les re´aliser (les capacite´s et les compe´tences de chacun e´tant diffe´rentes). Les questions a`
traiter concernent ce partage des roˆles, le partage d’autorite´ dans l’exe´cution d’une tche (prise
d’initiative), les connaissances a` exhiber afin que l’un et l’autre puissent jouer un roˆle optimal
dans la re´solution du proble`me commun.
Nous avons de´veloppe´ un planificateur de taˆche nomme´ HATP (Human Aware Task Planner).
Ce planificateur est conc¸u sur la base de la planification hie´rarchique qu’on a enrichie avec des
re`gles sociales. Il permet de produire des plans qui sont socialement acceptables, c’est-a`-dire des
plans qui rendent lisibles les actions et les intentions du robot. Le planificateur a e´galement la
capacite´ de planifier pour le robot et l’humain tout en garantissant l’optimalite´ pour chacun
d’eux.
Nous nous sommes e´galement inte´resse´s a` une approche hybride, qui mixe la planification
de taˆche a` la planification ge´ome´trique. Cette approche permet au robot d’avoir un controˆle sur
la se´quence d’actions qu’il produit mais e´galement sur la fac¸on de la re´aliser. Ce qui permet
de traiter le proble`me de l’interaction homme-robot de manie`re plus fine mais e´galement sur
plusieurs niveaux.
Mots-cle´s
Planification de taˆche hie´rarchique, Planification hybride, Planification pour la coope´ration,
Interaction homme-robot, comportement social d’un robot.
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Abstract
This thesis addresses the problem of the shared decision between human and robot in the
perspective of interactive problem solving that involved human and robot. The robot and human
share common goals and must work together to identify how to realize (the capacity and the
competence of each one are different ). Issues to be addressed concerning this division of roles,
sharing of authority in the execution of a task (taking initiative), to exhibit the knowledge such
that both can play an optimal role in the resolution of common problems.
We developed a task planner named HATP (Human Aware Task Planner). This planner
is based on hierarchical task planning that is enriched with social rules. It can produce plans
that are socially acceptable that means plans that make legible the actions and intentions of
the robot. The planner also has the ability to plan for the robot and humans while ensuring
optimality for each.
We are also interested in a hybrid approach that mixes between task planning and geometrical
planning. This approach allows the robot to have control over the sequence of actions that it
produces, but also on how to achieve it. Thereby treat the human-robot interaction problem
more cleverly, but also on several levels.
Keywords
Hierarchical task planning, Hybrid planning, Planning for cooperation, Human robot
interaction, Robot social behavior.
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1
Introduction
L’interaction homme robot est passe´e par plusieurs phases, tout au long de son histoire. Cela
a commence´ par l’apparition des automates me´caniques au XVI sie`cle, puis vient la re´volution
informatique avec l’apparition des ordinateurs dans les anne´es 40 qui ont donne´ naissance au
robot a` proprement parler. On a commence´ par les robots industriels. Puis les robots autonomes.
Et maintenant les robots autonomes interactifs et cohabitant avec des humains.
Cette cohabitation humain-robot impose des contraintes sur les comportements possibles ;
c’est-a`-dire qu’un robot doit pouvoir agir tout en assurant la se´curite´ physique de ses partenaires
humains, mais e´galement se comporter de manie`re socialement acceptable par la socie´te´ humaine.
Fong et .al dans [Fong 03] de´finit un robot social interactif comme un partenaire ou un
assistant. Cela implique qu’il doit pre´senter un certain degre´ d’adaptabilite´ et de flexibilite´
pour conduire des interactions avec un large e´ventail d’humains 1. Le robot doit donc prendre en
compte l’humain a` tous les niveaux. Du niveau fonctionnel jusqu’au niveau de´cisionnel. Au niveau
fonctionnel le robot doit eˆtre capable de produire des mouvements suˆrs, fluides et confortables
pour son partenaire, sinon celui-ci risque de se lasser de lui et de´cline toute interaction avec ce
dernier. Au niveau de´cisionnel, le robot doit eˆtre capable de produire des comportements qui
1. Socially interactive robots operate as partners, peers or assistants, which means that they need to exhibit
a certain degree of adaptability and flexibility to drive the interaction with a wide range of humans
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respectent les re`gles de vie des humains et qui correspondent a` son statut.
La sociabilite´ du robot impose donc que celui-ci agisse de manie`re cohe´rente et intelligible
comme ce qui a e´te´ de´fini dans [Nourbakhsh 05], c’est-a`-dire qu’il doit agir de fac¸on
compre´hensible pour ses partenaires humains. Pour cela le robot devra, dans la mesure du
possible, se comporter comme un eˆtre humain. Lorsque deux eˆtres humains collaborent entre
eux pour re´aliser une taˆche commune, ils se re´partissent les efforts ne´cessaires a` sa re´alisation
en fonction des aptitudes de chacun et de leurs e´tats d’esprit courant. Si on souhaite donc qu’un
robot puisse agir ainsi, il devra inte´grer ces contraintes dans son syste`me de´cisionnel. De plus, la
fac¸on dont chacun des partenaires re´alise sa part de la taˆche peut influencer le ressenti des autres
sur le bon de´roulement des ope´rations. Un partenaire agissant de manie`re non pre´dictible, c’est-
a`-dire effectuant des actions de´sordonne´es, pourra susciter un sentiment d’incompre´hension chez
les autres partenaires et ainsi engendrer une remise en cause de la re´alisation de la taˆche. Afin de
garantir une bonne sociabilite´ du robot, il convient donc d’inte´grer ces re`gles de comportement
dans le syste`me de planification du robot.
Dans cette the`se, nous nous inte´ressons a` la prise en compte de l’humain par le robot au
niveau de´cisionnel et plus pre´cise´ment au niveau de la planification de taˆche. C’est au niveau
de la planification que se prend la de´cision de comment re´aliser la taˆche, c’est-a`-dire trouver
la se´quence d’actions qui permettra au robot d’atteindre son but. C’est le choix de l’ordre des
actions qui de´terminera le comportement du robot. Pour cela nous nous sommes inte´resse´s a` ce
qu’on a appele´ “planification avec contraintes sociales”. Dans cette approche, le robot cohabite
avec l’humain, c’est-a`-dire qu’il partage le meˆme espace et travaille en coope´ration avec lui. Le
planificateur va produire des plans qui sont re´alisables pour le robot comme pour l’humain, mais
en faisant attention a` respecter certaines contraintes sociales, ce qui va rendre l’interaction plus
agre´able pour l’humain.
Ce me´moire est articule´ en cinq chapitres. Le premier chapitre va donner une vue ge´ne´rale
sur l’e´tat de l’art de l’interaction homme-robot ou` nous allons constater que pour une interaction
homme-robot, l’humain doit eˆtre pris en compte a` diffe´rents niveaux. Cependant, nous allons
nous inte´resser essentiellement a` l’interaction humain-robot au niveau de´cisionnel ou` nous
de´crirons quelques approches existantes que nous illustrerons par des exemples.
Le second chapitre pre´sente le mode`le HTN de notre planificateur nomme´ HATP (Human
Aware Task Planner), qui peut produire des plans dits socialement acceptables. Nous allons
illustrer la repre´sentation du monde utilise´e et le langage de HATP. Nous allons e´galement
de´finir le mode`le de taˆche utilise´, et pre´senter notre de´finition d’un proble`me de planification et
un plan solution dans HATP. Nous allons illustrer par la suite notre extension sur le domaine
de planification. Nous allons voir des exemples de plan, et nous en de´duirons des re`gles qu’on
appellera re`gles de comportement ou re`gles sociales, qui vont nous permettre de donner au
robot un comportement qui soit acceptable par les humains. Apre`s avoir identifie´ les crite`res
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qui influencent la qualite´ sociale d’un plan, nous allons vous pre´senter notre me´trique pour
l’e´valuation sociale de ce plan, qui se base sur une analyse multicrite`re tre`s utilise´e en industrie
pour l’aide a` la de´cision. Enfin, nous allons pre´senter l’algorithmique du planificateur avec
l’imple´mentation de l’heuristique A* inte´gre´e au sein du planificateur. Nous allons conclure
le chapitre par quelques critiques de ce mode`le.
Le troisie`me chapitre pre´sente une extension du mode`le HATP. Pour cette approche nous
allons pre´senter un mode`le qui prend les humains en compte pendant le processus de panification,
mais qui prend e´galement en compte leurs croyances propres sur les e´tats du monde. Nous
allons commencer par une vue globale sur l’e´tat de l’art et les approches qui traitent de cette
proble´matique. Ensuite, nous pre´senterons le mode`le du planificateur. Ceci en de´taillant la
structure de base des croyances qui permettent de prendre en charge les diffe´rentes croyances
des diffe´rents agents. Par la suite nous allons pre´senter les extensions sur le mode`le de taˆche
du planificateur, et nous allons voir notamment l’introduction d’un nouveau type d’action
supple´mentaire qui est l’action de communication. Nous poursuivrons par la description des
modifications apporte´es sur l’algorithme de planification et finirons par des exemples produits
par le planificateur afin d’ame´liorer l’interaction homme-robot.
Le quatrie`me chapitre pre´sentera une autre extension du mode`le HATP. Pour cette approche,
nous allons pre´senter un mode`le qui prend en compte l’humain au niveau symbolique et au
niveau ge´ome´trique. Nous commencerons par donner une vue ge´ne´rale des travaux existants
qui traitent de cette proble´matique. Ensuite, nous allons donner notre repre´sentation du monde
qui prend en conside´ration les deux types de repre´sentation ge´ome´trique et symbolique. Nous
poursuivrons avec la description de notre mode`le de taˆche ou` nous allons donner le de´tail du
mode`le des actions, et nous expliquerons comment sont pris en charge les faits ge´ome´triques a` ce
niveau, tout en gardant une repre´sentation ge´ne´rique des actions. Ensuite, nous ferons de meˆme
pour les taˆches de haut niveau ou` nous verrons notre processus de propagation de contrainte et
son influence sur la planification ge´ome´trique. Nous allons de´crire par la suite l’algorithme qui
permet de construire un plan avec deux composantes. Une composante discre`te pour la partie
symbolique et une composante continue pour la partie ge´ome´trique. Nous observerons e´galement
les diffe´rents niveaux de backtrack et leur gestion. Nous finirons par les exemples qui illustrent
l’inte´reˆt de la fusion de ces deux approches.
Le cinquie`me chapitre pre´sente les re´sultats obtenus avec le planificateur HATP. Nous
allons voir l’influence des re`gles sociales sur la qualite´ des plans produits et sur le temps de
calcul du planificateur. Nous pre´senterons e´galement les re´sultats qui de´montrent l’efficacite´ de
l’heuristique de guidage. Nous illustrerons les performances du planificateur sur un robot re´el,
inte´gre´ dans une architecture de´die´e a` l’interaction homme-robot, et e´galement son inte´gration
dans une autre architecture de´die´e au multi-agent.
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2
Interaction Homme-Robot
2.1 E´tat de l’art
On peut voir de plus en plus de robots autonomes ou semi-autonomes qui aident les humains
dans leur vie de tous les jours. Par exemple, le robot guide de muse´e [Shiomi 06] au muse´e des
sciences d’Osaka ou [Clodic 06] a` la cite´ de l’espace a` Toulouse. Le robot Vale´rie [Gockley 06]
a` l’Universite´ de Carnegie Mellon qui est un robot re´ceptionniste. Les robots transporteurs
d’objets utilise´s dans les industries [Huttenrauch 02]. Mais ces applications restent restreintes a`
des interactions de courte dure´e et ces syste`mes peuvent eˆtre vus comme des automates de haut
niveau qui ont des primitives d’interaction tre`s de´veloppe´es.
Ces dernie`res anne´es, l’interaction homme-robot et la collaboration homme-robot sont
devenus des sujets de recherche tre`s actifs dans diffe´rentes disciplines et a` diffe´rents niveaux.
Par exemple, au niveau sociologique plusieurs travaux essaient d’e´valuer les re´actions d’humains
interagissant avec un robot. Ces e´tudes se focalisent sur diffe´rents aspects physiques et
comportementaux du robot. Par exemple, les travaux de [Hiolle 09] [Saint Aime´ 10] essayent
d’e´valuer les re´actions d’un humain face a` diffe´rents profils interactifs d’un robot. Il y a aussi
les travaux de [Cortellessa 08] qui e´valuent l’influence du cadre culturel des humains dans leur
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interaction avec des robots, mais e´galement les re´actions des humains face a` un comportement
proactif et protecteur d’un robot. On a aussi e´tudie´ l’influence de l’aspect exte´rieur d’un robot
sur l’interaction comme dans les travaux [van Vugt 07].
D’autres recherches visent la prise en compte des humains au niveau fonctionnel, c’est-a`-
dire prendre en compte des humains au moment de l’exe´cution des actions du robot. Ce type
d’approche tente de donner au robot un comportement dit socialement acceptable, et cela en ne
conside´rant plus les humains comme de simples obstacles a` e´viter. On peut citer les travaux de
[Pacchierotti 05] qui prend en compte comme contrainte le comportement spatial d’un humain
pour calculer les de´placements du robot.
Il y a aussi les travaux de [Sisbot 07a], [Pandey 09] qui a de´veloppe´ un planificateur de
trajectoire de´die´ a` la prise en compte des humains pre´sents dans le voisinage du robot. Ce
planificateur ge´ne`re et adapte en ligne des trajectoires qui ne surprennent pas l’humain. Pour
ce faire, ces trajectoires respectent certaines contraintes dont celle de rester toujours dans le
champ de visibilite´ de l’humain. Les travaux de [Luis F. Marin-Urias 08] comple`tent les travaux
pre´ce´dents. Ils ont permis de de´velopper un ge´ne´rateur de configuration pour un robot qui
travaille en coope´ration avec des humains. Ils permettent de calculer des configurations dites
suˆres, et socialement acceptables pour un robot qui effectue une taˆche jointe et proche de
l’humain en terme de distance. La taˆche a` re´aliser est prise en compte comme contrainte.
En effet, la configuration pour un robot qui donne un objet a` un homme sera diffe´rente de
la configuration pour poser un objet. Pourquoi ? Parce que la pre´sence de l’humain engendre
des contraintes supple´mentaires telles que la distance de se´curite´, la distance d’interaction, etc.
D’autre travaux [Trafton 05] et [Marin-Urias 08] se sont inte´resse´s a` la faculte´ de l’eˆtre humain
de se mettre a` la place de l’autre (Perspective Taking). Cette faculte´ permet au robot de mieux
ge´rer les requeˆtes de l’humain en se mettant a` sa place pour re´soudre d’e´ventuelles ambigu¨ıte´s.
On peut citer aussi certaines recherches portant sur l’attitude physique d’un robot lorsqu’il
est engage´ dans une conversation : Ceci joue un roˆle important dans l’aspect social de son
comportement. Lorsqu’un robot dialogue avec un partenaire humain il se doit de respecter des
re`gles d’engagement et de de´sengagement durant le de´roulement de la conversation. Les travaux
de [Sidner 03b] et [Sidner 03a] mettent en e´vidence l’importance du suivi des mouvements de
la teˆte et de l’orientation du regard lors d’une discussion. On voit la` encore que la re´alisation
d’une action e´le´mentaire du robot se doit d’eˆtre exe´cute´e en tenant compte de la pre´sence des
humains a` proximite´ du robot.
D’autres approches choisissent d’e´quiper le robot d’un mode`le cognitif ce rapprochant par
certains aspects de celui de l’humain. Cette approche inte´resse plus particulie`rement toute la
communaute´ ACT-R 1 (architecture cognitive pour la reproduction et la compre´hension du
mode`le cognitif humain). Les travaux de [Kennedy 07] s’inscrivent dans ce cadre : celui-ci essaie
en effet de faire le lien entre la repre´sentation spatiale nume´rique d’un robot et la repre´sentation
1. http ://act-r.psy.cmu.edu/
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spatiale symbolique des humains en construisant une carte cognitive. Cette dernie`re contient les
positions relatives et les orientations entre les e´le´ments importants de l’environnement. Le but
ici est de faciliter la communication entre humain et robot, et de permettre au robot d’identifier
plus aise´ment les objets ou les personnes dont l’humain parle.
D’autres travaux se sont inte´resse´s a` une reproduction partielle du mode`le de repre´sentation
de connaissance chez l’humain en se basant sur une repre´sentation hie´rarchise´e de l’environnement
[Galindo 04]. Dans cette approche, l’environnement dans lequel e´volue le robot est mode´lise´ a`
l’aide d’un graphe multi-hie´rarchique annote´. L’avantage de cette approche re´side en ce sens
qu’elle permet au robot de manipuler des concepts de haut niveau. Cela a pour effet de faciliter
la communication avec les humains, mais cela constitue e´galement une source d’information
supple´mentaire pour le robot qui l’utilise pour le controˆle de l’exe´cution comme l’explique
[Bouguerra 07].
Nous nous inte´ressons dans cette the`se a` la prise en compte de l’humain au niveau de´libe´ratif.
La` aussi il y’a beaucoup d’approches diffe´rentes qu’on peut classer en quatre familles :
– Planification d’agenda.
– Ordonnancement et allocation de ressource.
– Synthe`se de plan.
– Planification probabiliste, contingente et autre.
2.1.1 La planification d’agenda
Dans ce type de planification, le mode`le de taˆche est simplifie´ et re´duit a` une triplette
< N,Ct, Cp > ou` :
– N de´finit le nom de la taˆche.
– Ct repre´sente un ensemble de contraintes temporelles propres a` la taˆche N . Ces contraintes
temporelles pre´cisent les intervalles pendant lesquels les temps de de´but et de fin associe´s a`
une taˆche peuvent avoir lieu.
– Cp repre´sente un ensemble de contraintes de pre´ce´dence entre la taˆcheN et les autres taˆches
pre´sentent dans le domaine. Ces contraintes de pre´ce´dence de´terminent l’e´cart temporel entre
la fin d’une taˆche et le de´but des autres taˆches.
On peut noter que le mode`le ne fait pas de raisonnement sur la faisabilite´ ou la finalite´ des
taˆches, mais uniquement un raisonnement temporel, car il n’inclut pas les notions de pre´condition
pour la re´alisation ou l’effet de la taˆche re´alise´e. Le roˆle du planificateur dans ce mode`le est
de trouver un ordonnancement temporel pour toutes les taˆches pre´sentes dans le domaine en
respectant les contraintes temporelles et de pre´ce´dence. Ainsi, on peut dire que ce type de
planification est de´pendant, car le raisonnement sur la faisabilite´ et la finalite´ des taˆches reste a`
la charge de la personne qui spe´cifie les contraintes.
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Une des applications qui utilise ce type de planification est le robot Pearl ou Autominder
(figure 2.1.a) [Pollack 03] de l’universite´ du Michigan. C’est un robot interactif destine´ a` porter
assistance aux personnes aˆge´es et aux personnes qui souffrent d’une de´faillance de la me´moire,
en ge´rant leur emploi du temps et en leur rappelant les taˆches importantes qu’elles doivent
effectuer (prise de me´dicament, heure du de´jeuner, etc.).
La figure 2.1.b illustre l’architecture de l’Autominder. Elle est compose´e de trois e´le´ments :
(a) Pearl robot assistant pour
personne aˆge´e
(b) Sche´ma de fonctionnement du robot Pearl
Figure 2.1 – Le robot Pearl et son sche´ma de fonctionnement
– Plan manager : C’est un agenda e´volutif intelligent [Pollack 99]. Le plan manager est
une librairie de plans de l’humain dans laquelle il peut ajouter, supprimer, ou modifier les
contraintes sur les taˆches.
– Client Modeler : c’est un module responsable de deux fonctions : (1) supervision des
actions de l’humain en utilisant les donne´es des capteurs du robot et e´galement en utilisant un
re´seau baye´sien dynamique. (2) apprentissage du mode`le de l’humain (pre´fe´rence, habitude,
etc.).
– PCO (Personal Cognitive Orthotic) : C’est un module responsable de la gestion de
l’agenda de l’humain. C’est lui qui de de´cide quoi et quand rappeler la taˆche a` faire. En se
basant sur le plan produit par le plan manager et la pre´fe´rence de l’humain. C’est un module
base´ sur la planification par re´e´criture (PbR) [Ambite 98].
Le principe de fonctionnement de l’Autominder est illustre´ sur la figure 2.2. Le Plan manager
rec¸oit en entre´e les taˆches quotidiennes de son partenaire humain (certaines taˆches sont fournies
par l’administrateur, par exemple le me´decin, et d’autres par le patient lui-meˆme), ainsi qu’un
ordre de priorite´ sur les taˆches et un ensemble de contraintes sur les temps et l’ordre de
re´alisation de ces taˆches. Le planificateur utilise le formalisme DTP (Disjunctive Temporal
Problem) de´taille´ dans [Pollack 02], qui de´termine un ordonnancement consistant pour toutes
les taˆches de l’humain en respectant toutes les contraintes spe´cifie´es. Le plan produit par le
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planificateur est un 4-uplet < S,O,L,B > ou` S repre´sente les diffe´rentes e´tapes du plan (les
actions que l’humain doit faire) ; O,L,B repre´sentent respectivement les contraintes d’ordre,
les liens causaux et les contraintes d’instanciation. Le syste`me est capable d’adapter le plan en
ajoutant ou en supprimant des taˆches en fonction des requeˆtes qu’il rec¸oit de la part de l’humain
partenaire ou bien de la part de l’administrateur. Le robot est alors en charge de la supervision
de son partenaire humain. Dans le cas ou` l’humain oublie une taˆche, le robot intervient pour le
lui rappeler.
Figure 2.2 – Principe de fonctionnement du robot Autominder
2.1.2 L’ordonnancement et l’allocation de ressources
Ce type de planification est inspire´ de la planification d’agenda, le mode`le a e´te´ e´tendu en
rajoutant la notion de ressource. Le mode`le de taˆche est de´crit par 4-uplet < N,Ct, Cp, Cr > ou` :
– N repre´sente le nom de la taˆche. Le nom d’une taˆche est unique, car c’est l’identifiant de
la taˆche.
– Ct repre´sente un ensemble de contraintes temporelles propres a` la taˆche N . Ces contraintes
temporelles indiquent les intervalles pendant lesquels la taˆche peut eˆtre re´alise´e.
– Cp repre´sente un ensemble de contraintes de pre´ce´dence entre la taˆche N et les autres
taˆches pre´sentes dans le domaine. Ces contraintes de pre´ce´dence de´terminent l’e´cart temporel
entre la fin d’une taˆche et le de´but des autres taˆches.
– Cr repre´sente un ensemble de contraintes de ressource. Ces contraintes indiquent l’ensemble
des ressources que la taˆche va mobiliser avant, pendant et apre`s la re´alisation de la taˆche.
Comme dans le mode`le pre´ce´dant le planificateur doit trouver un plan solution qui respecte
l’ensemble des contraintes.
Une des applications qui utilise ce type de planification est le syste`me d’exploitation
HRI/OS [Fong 06]. Ce syste`me a e´te´ de´veloppe´ en collaboration avec la NASA pour faciliter la
communication entre humains et robots dans le cadre de la re´alisation collaborative de taˆches. Ce
syste`me fournit un cadre ge´ne´rique permettant aux diffe´rents agents en pre´sence de communiquer
entre eux afin qu’ils puissent s’informer de leurs aptitudes propres, de leurs taˆches courantes et
de l’e´tat d’avancement de leurs actions.
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Figure 2.3 – Sche´ma de fonctionnement du syste`me d’exploitation HRIOS
Le sche´ma de fonctionnement du syste`me d’exploitation est repre´sente´ sur la figure 2.3.
Chaque agent (humain, robot) est sche´matise´ par un proxy qui ge`re toutes les requeˆtes.
L’architecture a trois modules principaux qui sont :
– Le manager de ressource : Pour chaque taˆche a` re´aliser le manager des ressource doit
e´tablir une liste ordonne´e des agents ayant les capacite´s ne´cessaires en fonction de la situation
courante (la position, les ressource, le temps, etc.).
– Le manager de taˆche : Il utilise la liste produite par le manager de ressource pour
envoyer des requeˆtes de re´alisation dans l’ordre de la liste.
– Le manager d’interaction : il ge`re les communications entre agents.
La planification se fait au niveau du manager de ressource qui va de´terminer l’ordre de
re´alisation et l’allocation des taˆches, en prenant en compte les ressources, les contraintes et les
compe´tences de chaque agent. Comme pre´ce´demment, le syste`me ne ge`re pas lui-meˆme les buts
a` re´aliser, ils sont laisse´s a` la charge d’un superviseur humain qui ge`re le bon fonctionnement
du syste`me.
2.1.3 La synthe`se de plans
Dans ce mode de planification, on enrichit le mode`le de taˆche en y inte´grant les notions de
pre´conditions et d’effets pour/de la re´alisation de la taˆche. Le mode`le de taˆche est de´crit par
< N,P,E > ou` :
– N repre´sente le nom de la taˆche. Il est utilise´ comme son identifiant. Le symbole N est
unique et il est associe´ a` une seule taˆche.
– P repre´sente un ensemble de pre´conditions qui de´terminent les conditions de re´alisation
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de la taˆche.
– E repre´sente l’ensemble des effets de la re´alisation de la taˆche sur le monde.
Ce type de planification peut eˆtre de´cline´ en deux variantes : la planification re´active et la
planification de´libe´rative. La planification re´active repose sur l’e´tablissement d’un plan ge´ne´ral
qui va eˆtre instancie´ et adapte´ au fur et a` mesure de l’exe´cution, alors que la planification
de´libe´rative vise a` e´tablir une succession d’actions a` re´aliser puis a` controˆler le bon de´roulement
de ces actions lors de l’exe´cution.
2.1.3.1 La planification re´active
Ce type de planification est destine´ a` cre´er des applications multi-agents, en se basant sur
les the´ories de la coope´ration entre agents he´te´roge`nes telle que la the´orie de l’intention jointe
ou les SharedPlans. Dans cette approche, le planificateur de´marre le processus de planification
a` partir d’un plan complet, qui est de´crit de manie`re ge´ne´rique. Ce plan va eˆtre instancie´ au fur
et a` mesure de l’exe´cution des diffe´rentes taˆches du plan.
The´orie de l’intention jointe
La the´orie de l’intention jointe [Cohen 90], [Cohen 91], [Levesque 90], a e´te´ de´veloppe´e afin
de de´finir un cadre formel permettant d’e´tablir des buts communs entre plusieurs agents. Cette
the´orie sugge`re qu’une action jointe est plus qu’un ensemble d’actions individuelles et qu’il est
ne´cessaire de prendre en compte les croyances communes et individuelles de chaque agent pour
former une e´quipe. Par conse´quent, elle de´finit des buts persistants et la ne´cessite´ d’e´tablir des
engagements qu’il faut maintenir tant que tous les intervenants de la taˆche ne sont pas avertis de
sa terminaison ou de son e´chec. Elle de´finit la notion de but commun persistant JPG(Θ, p, q) ou`
Θ repre´sente l’e´quipe associe´e a` la re´alisation du but commun p sous les conditions de pertinence
q. Un but commun persistant JPG(Θ, p, q) sera valide tant que les conditions suivantes seront
satisfaites :
– Chaque membre de Θ a la croyance que le but p est acheve´.
– Chaque membre de Θ a p comme but.
– Chaque membre µ de Θ a la croyance mutuelle que chacun des membres de Θ a p comme
but individuel jusqu’a` ce que p soit mutuellement reconnu comme acheve´.
Un but p est conside´re´ comme acheve´ s’il est termine´ avec succe`s, avec e´chec, ou abandonne´,
ce dernier cas e´tant de´termine´ par l’e´ventualite´ selon laquelle les conditions de pertinence q ne
sont plus valides. Un but individuel WAG(µ, p,Θ, q) pour un membre µ ∈ Θ est valide si une
des conditions suivantes est satisfaite :
– µ a la croyance individuelle que p n’est pas encore acheve´ et a la croyance individuelle que
p doit eˆtre acheve´.
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– µ a la croyance individuelle que p est acheve´ (par un succe`s, un e´chec ou un abandon) et
s’efforce de rendre cette croyance commune a` tous les membres de Θ, c’est-a`-dire transformer
cette croyance individuelle en une croyance mutuelle.
Une des applications, de´rive´e de la planification re´active et le la the´orie de l’intention jointe,
est l’infrastructure STEAM (Shell TEAMwork) de´crite dans [Tambe 97], [Scerri 03]. Dans cette
approche, chaque agent (humain, robot) a un ensemble de croyances individuelles et mutuelles
conforme´ment a` la the´orie de l’intention jointe. Chaque agent va raisonner sur un plan re´actif
hie´rarchique, appele´ TOP (Team Oriented Plan) [Scerri 04].
Figure 2.4 – Exemple de Team Oriented Plan.
La figure 2.4 illustre un exemple d’un plan ge´ne´rique TOP. Sur un plan TOP on distingue
deux types d’ope´rateurs : (1) les ope´rateurs individuels qui ne concernent qu’un agent, (2)
les ope´rateurs d’e´quipe qui concernent tous les agents implique´s ou un sous-groupe. Chaque
ope´rateur est compose´ de trois parties :
– Les re`gles de pre´condition : Elles de´finissent les conditions de re´alisation des taˆches.
– Les re`gles d’application : Elles de´crivent les sous-buts a` re´aliser pour satisfaire
l’ope´rateur courant (description de la structure hie´rarchique).
– Les re`gles de terminaison : Elles de´finissent les conditions menant a` la fin de l’ope´rateur
(e´chec, succe`s ou abandon).
Conside´rons une e´quipe d’agents qui doit re´aliser l’ope´rateur d’e´quipe “de´me´nager la
bibliothe`que” : Les agents commencent par e´tablir un but commun persistant (JPG) sur cet
ope´rateur. Pour cela, les agents s’e´changent des informations qui servent a` construire les
croyances mutuelles et individuelles. Une fois le but commun persistant e´tabli, les agents
consultent le TOP et appliquent les recettes fournies par celui-ci. La taˆche “de´me´nager la
bibliothe`que” sera de´compose´e en deux ope´rateurs d’e´quipe “vider les meubles” et “retirer
les meubles”. L’ope´rateur “retirer les meubles” sera traite´ une fois que l’ope´rateur “vider les
meubles” sera acheve´. Lorsqu’un agent est affecte´ a` un ope´rateur individuel, il utilise ses propres
croyances et la recette fournie par le TOP pour construire un plan et, une fois le plan e´tabli,
l’agent commence son exe´cution jusqu’a` ce qu’il obtienne la croyance individuelle que l’ope´rateur
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associe´ est termine´. Lorsqu’un ope´rateur d’e´quipe est acheve´, les agents de l’e´quipe ayant
participe´ a` sa re´alisation s’e´changent des informations afin d’e´tablir les croyances mutuelles
ne´cessaires a` la fin du JPG associe´ a` l’ope´rateur d’e´quipe.
Figure 2.5 – Exe´cution de taˆches avec le robot Leonardo
Un autre exemple d’utilisation de la planification re´active est le robot Leonardo [Breazeal 04].
De´veloppe´ au sein du MIT, ce robot est dote´ de capacite´ interactive suivante(s) : expression
faciale, communication gestuelle, dialogue, etc. Il est capable d’apprentissage collaboratif avec ses
partenaires humains. Lors de son apprentissage, le robot construit un plan re´actif hie´rarchique
figure 2.5. Leonardo utilise ses capacite´s interactives pour e´tablir un but commun persistant
(JPG), mais aussi pour construire ses croyances mutuelles et individuelles lui permettant de
construire un plan consistant.
2.1.3.2 La planification de´libe´rative
A la diffe´rence de la planification re´active, la planification de´libe´rative consiste a` ge´ne´rer un
plan complet avant de se lancer dans son exe´cution. Ce type de planification pre´sente l’avantage
de produire des plans optimise´s puisque la totalite´ du plan est produite avant l’exe´cution. Les
applications existantes utilisant la planification de´libe´rative pour la collaboration entre agents
he´te´roge`nes peuvent se classer en deux cate´gories : (1) les syste`mes permettant a` l’homme
d’intervenir dans le processus de planification et (2) les syste`mes utilisant la planification pour
proposer des actions ade´quates a` l’homme.
Planification a` initiative mixte
Les entre´es d’un planificateur classique sont le domaine qui de´crit l’ensemble des actions
possibles et le proble`me qui de´crit le but a` satisfaire comme l’illustre la figure 2.6. Avec ces deux
descriptions, le planificateur va trouver de fac¸on autonome une solution qui satisfait le but. Dans
l’approche de la planification mixte, le syste`me prend en conside´ration les recommandations et
les de´sirs de l’utilisateur (humain). En effet, ce type de planificateur est base´ ge´ne´ralement sur
des structures hie´rarchise´es, qui vont eˆtre raffine´es suivant les recommandations des utilisateurs.
Le planificateur PASSAT ([Myers 02]) est un exemple de planificateur a` initiative mixte.
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Figure 2.6 – Planificateur
¡¡ standard ¿¿
Figure 2.7 – Planificateur a` initiative mixte
Ce planificateur est base´ sur le formalisme Hierarchical Task Network (HTN). Ce formalisme
utilise des actions de bas niveau (les ope´rateurs) et un ensemble de taˆches de haut niveau,
appele´es me´thodes. Les me´thodes peuvent eˆtre de´compose´es en un ensemble partiellement
ordonne´ d’ope´rateurs et/ou de me´thodes formant ainsi une structure hie´rarchique de taˆches.
Ainsi, lors du processus de planification, un planificateur base´ sur le formalisme HTN va
de´velopper une structure arborescente jusqu’a` ce que les feuilles de cette structure soient toutes
des ope´rateurs. Le planificateur PASSAT permet a` l’utilisateur de guider l’e´volution de l’arbre
de raffinement pendant le processus de planification, c’est-a`-dire de l’aider a` choisir parmi les
de´compositions possibles pour les me´thodes qui restent encore a` de´velopper. Pour cela, PASSAT
a e´te´ dote´ d’un syste`me robuste de traitement de sketch [Myers 03]. Comme il a e´te´ de´fini
dans [Myers 97], un sketch est un ensemble de taˆches de´finissant une structure hie´rarchique
partiellement ou totalement instancie´e. Le processus de planification cherche alors a` produire
une structure arborescente incluant totalement ou partiellement le sketch. L’objectif final est
alors de trouver la structure arborescente qui soit la plus compatible possible avec le sketch
de´fini par l’utilisateur.
Un autre exemple est le syste`me TRIPS-CAMPS [Burstein 03] qui est une application dans
le domaine du transport ae´rien pour l’US Air Force ou [Bresina 05] pour la gestion des missions
Mars rover.
La planification de´libe´rative a e´galement e´te´ utilise´e pour permettre a` un agent logiciel d’aider
un partenaire humain dans ses prises de de´cision. Cette approche est base´e sur la the´orie des
plans partage´s.
The´orie des plans partage´s
La the´orie des plans partage´s formalise les intentions ne´cessaires a` la constitution d’un plan
permettant la re´alisation des taˆches de´sire´es. Cela permet donc de formaliser la composante
intentionnelle du dialogue, lorsque celui-ci vise a` de´terminer la re´partition des taˆches entre
agents collaboratifs. Cette the´orie pre´sente l’avantage majeur de faire apparaˆıtre explicitement
les notions de plans en cours d’e´laboration (plans partiels) et de plans inte´gralement de´termine´s
(plans complets).
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La the´orie des plans partage´s ([Grosz 96], [Grosz 98]) est base´e sur la notion d’intention
de re´aliser une taˆche. Cette the´orie a e´te´ de´veloppe´e pour permettre d’e´tablir formellement la
composante intentionnelle du discours lorsque celui-ci porte sur la re´alisation de taˆches par une
e´quipe d’agents. Elle pre´sente l’avantage majeur de faire apparaˆıtre explicitement les notions
de plans en cours d’e´laboration (plans partiels) et de plans inte´gralement de´termine´s (plans
complets).
La the´orie des plans partage´s utilise la notion de recette. Une recette est un ensemble de sous-
taˆches a` effectuer pour re´aliser une taˆche de plus haut niveau. De ce fait, les recettes permettent
de construire une hie´rarchie de taˆches. La re´alisation d’une taˆche T par une e´quipe Θ en utilisant
la recette RT consiste alors a` re´partir les sous-taˆches composant RT parmi les membres de Θ. Afin
de repre´senter les e´tats mentaux des agents au fur et a` mesure du de´roulement du dialogue, on
utilise quatre me´ta-pre´dicats : FIP, PIP, FSP et PSP. Ces me´ta-pre´dicats sont respectivement
associe´s a` des plans individuels complets, des plans individuels partiels, des plans partage´s
complets et des plans partage´s partiels.
Le me´ta-pre´dicat FIP (Full Individual Plan en anglais) repre´sente l’e´tat mental d’un agent
G lorsqu’il a de´termine´ un plan Pα graˆce a` une recette Rα comple`te permettant de re´aliser la
taˆche α, c’est-a`-dire qu’il a un plan individuel complet. FIP(Pα,G,α,Rα) est valide si :
1. G connaˆıt une recette Rα pour re´aliser la taˆche α et chaque sous-taˆche βi de Rα,
2. une des conditions suivantes est vraie :
➢ βi est une action e´le´mentaire et G a l’intention de re´aliser βi lui-meˆme,
➢ βi est une taˆche de haut-niveau et FIP(Pβi ,G,βi,Rβi) est valide,
➢ G a l’intention de sous-traiter la re´alisation de βi a` un autre agent.
Le me´ta-pre´dicat PIP (Partial Individual Plan en anglais) repre´sente l’e´tat mental d’un
agent G utilisant un plan Pα pour re´aliser la taˆche α, en ayant trouve´ uniquement une solution
partielle (c’est-a`-dire que Pα est incomplet). PIP(Pα,G,α) est valide si :
1. G a la croyance qu’il existe une fac¸on de re´aliser α mais ne posse`de actuellement qu’une
recette partielle (il a alors l’intention de comple´ter cette recette).
2. Pour chaque sous-taˆche βi de la recette partielle, une des conditions suivantes est vraie :
➢ G a l’intention de re´aliser βi lui-meˆme mais n’a qu’un plan partiel pour le faire,
➢ G a l’intention de sous-traiter βi a` un autre agent mais n’a pas de plan complet pour
re´aliser l’acte de sous-traitance,
➢ G n’a pas encore l’intention franche de re´aliser βi (il n’a qu’une intention potentielle).
Le me´ta-pre´dicat FSP (Full Shared Plan en anglais) repre´sente l’e´tat mental d’un groupe
d’agents GR lorsque ce groupe a de´termine´ un plan Pα, graˆce a` une recette Rα comple`te
permettant de re´aliser la taˆche α. FSP(Pα,GR,α,Rα) est valide si :
1. le groupe GR a la croyance mutuelle que tous les membres de GR sont implique´s dans la
re´ussite de la taˆche α,
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2. le groupe GR a la croyance mutuelle des sous-taˆches βi a` re´aliser pour re´aliser la taˆche α.
3. pour chaque sous-taˆche βi une des conditions suivantes est vraie :
➢ La taˆche βi est une taˆche ne´cessitant un seul agent et un membre de GR va la re´aliser,
➢ La taˆche βi est une taˆche ne´cessitant plusieurs agents et un sous-groupe de GR va la
re´aliser,
➢ La taˆche βi est une taˆche ne´cessitant un seul agent et le groupe GR a l’intention de
sous-traiter la re´alisation de βi a` un autre agent exte´rieur a` GR,
➢ La taˆche βi est une taˆche ne´cessitant plusieurs agents et le groupe GR a l’intention de
sous-traiter la re´alisation de βi a` un groupe d’agents exte´rieurs a` GR.
Le me´ta-pre´dicat PSP (Partial Shared Plan en anglais) repre´sente l’e´tat mental d’un groupe
d’agents GR utilisant un plan Pα pour re´aliser la taˆche α, en n’ayant actuellement trouve´ qu’une
solution partielle (c’est-a`-dire que Pα est incomplet). PSP(Pα,GR,α) est valide si :
1. le groupe GR a la croyance mutuelle que tous les membres de GR sont implique´s dans la
re´ussite de la taˆche α,
2. le groupe GR a la croyance mutuelle qu’il existe une recette permettant de re´aliser la taˆche
α, mais la recette actuelle n’est que partielle. Les membres de GR ont un FSP pour re´aliser
la recette partielle.
3. Pour chaque sous-taˆche βi dans la recette partielle, une des conditions suivantes est vraie :
➢ βi ne ne´cessite qu’un agent, un agent membre de GR, a l’intention de re´aliser βi mais
n’a qu’un plan partiel pour la re´aliser,
➢ βi ne´cessite plusieurs agents, un sous-groupe de GR a l’intention de re´aliser βi mais n’a
qu’un plan partiel pour la re´aliser,
➢ βi ne ne´cessite qu’un agent, le groupe GR a de´cide´ de sous-traiter la re´alisation de
βi a` un autre agent, mais le groupe GR n’a qu’un plan partiel pour re´aliser l’acte de
sous-traitance,
➢ βi ne´cessite plusieurs agents, le groupe GR a de´cide´ de sous-traiter la re´alisation de
βi a` un autre groupe, mais le groupe GR n’a qu’un plan partiel pour re´aliser l’acte de
sous-traitance,
➢ le groupe GR n’a pas encore de´libe´re´ a` propos de βi et aucune de´cision n’a encore e´te´
prise sur qui re´alisera βi.
Une des applications qui utilise la the´orie des plans partage´s est le syste`me CoLLAGEN
pour agent collaboratif ([Rich 97], [Rich 98]). Le fonctionnement de ce syste`me peut eˆtre
illustre´ par la figure 2.8. L’objectif est de permettre a` un agent logiciel d’apporter son aide
a` un partenaire humain qui est en train d’utiliser une application sur un ordinateur. Afin de
garantir un fonctionnement efficace et une interaction de bonne qualite´, une entite´ appele´e
“manager d’interaction” est en charge d’analyser le comportement du partenaire humain afin
de lui proposer une aide adapte´e. Le manager d’interaction scrute les actions que le partenaire
humain effectue dans l’application, et analyse les diffe´rentes communications entre ce dernier et
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Figure 2.8 – Structure de l’agent COLLAGEN
l’agent logiciel graˆce a` un module d’interpre´tation du discours. Un module est alors en charge de
maintenir l’e´tat de la composante intentionnelle du partenaire humain en conservant l’historique
des communications (en se focalisant sur les plus re´centes) et en construisant un arbre de recettes
repre´sentant le plan partage´ partiel (PSP) courant. Cette structure permet d’e´tablir les actions
qui restent a` effectuer et permet donc d’e´tablir une liste d’actions affecte´es de priorite´, qui sont
stocke´es dans l’agenda. Ce dernier est alors utilise´ par l’agent soit pour agir directement sur le
logiciel, soit pour adapter la communication entre l’agent et son partenaire humain. Ce principe
est re´pe´te´ jusqu’a` obtention par l’humain d’un plan individuel complet (FIP).
2.1.4 Planification probabiliste, contingente et autre
Dans cette section nous allons donner une bre`ve ide´e des autres techniques utilise´es pour
l’interaction homme robot. Il y a ce qu’on appelle la planification probabiliste. Dans ce type
d’approche, on s’inte´resse aux aspects incertains et aux faculte´s limite´es des robots a` observer
le monde qui les entoure. On retrouve les syste`mes MDP (Processus De´cisionnel de Markov)
et POMDP (Processus De´cisionnel de Markov Partiellement Observable) [BEYNIER .A 08],
qui s’inte´ressent a` des situations ou` les robots ou les agents ne savent pas si leurs actions vont
aboutir, et pour le POMDP en ayant une observabilite´ partielle de certains e´tats. Un exemple
de ce type d’approche est fourni par les travaux de [Broz 08] qui mode´lise un sous-proble`me
d’interaction homme-robot par un POMDP temporise´. Citons e´galement [Beynier 06] qui fait de
la gestion multi-agent avec un MDP de´centralise´ et aussi [Karami 10] qui mode´lise des situations
d’interaction homme-robot avec un POMDP et qui e´vite les conflits entre humain et robot en
essayant de calculer l’intention de l’homme.
Il y a aussi les approches dites planification conditionnelle. Dans ce type d’approche,
on produit, comme pour la planification de´libe´rative, un plan complet avec des branches
supple´mentaires qui sont de´veloppe´es ou seront de´veloppe´es pour certains faits dont on n’est
pas suˆr. On peut citer comme exemple le travail de [Bouguerra 04],
D’autres approches conside`rent les cas d’une planification avec e´ve´nement externe, comme
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dans [Blythe 96] qui utilise un re´seau baye´sien pour e´valuer la robustesse d’un plan produit face
a` des e´ve´nements externes qui peuvent modifier les e´tats du monde. Cette ide´e a e´te´ reprise par
[Cirillo 10] qui l’a e´tendue vers un mode`le POMDP pour la planification homme-robot. Dans
cette approche, le robot a un agenda de taˆche qu’il doit re´aliser. Pour pouvoir le faire, il prend
comme entre´e les taˆches des humains qu’il assiste.
Dans cette the`se, nous ne nous inte´ressons pas aux aspects gestion de l’incertain et
de l’inde´terminisme. Nous sommes plus dans l’optique d’une planification de´terministe pour
produire des plans collaboratifs entre un homme et un robot, tout en imposant au robot
des contraintes de comportement. Nous nous situons donc plus du coˆte´ de la planification
de´libe´rative. Pour cela, nous n’allons pas de´tailler davantage ces approches.
2.2 Conclusion
Dans ce Chapitre, nous avons donne´ une vue globale de l’e´tat de l’art en interaction homme-
robot. Nous avons pu constater qu’il existe plusieurs approches qui traitent le proble`me de
l’interaction homme-robot sur plusieurs niveaux. Nous nous sommes inte´resse´s plus pre´cise´ment
a` la prise en compte de l’homme au niveau de´cisionnel. Nous avons pu conside´rer plusieurs
mode`les conc¸us pour l’interaction avec des humains. Tous ces mode`les utilisent la planification
comme moteur central pour la production de plan pour l’interaction homme-robot.
Dans le chapitre suivant, nous allons nous inspirer de ces approches pour concevoir notre
planificateur pour l’interaction. Ce planificateur doit donner au robot une grande autonomie
de´cisionnelle, ce qui implique que la planification d’agenda et la planification et l’ordonnancement
de taˆche sont a` e´carter, puisqu’elles ne´cessitent une intervention constante des humains. Le
planificateur doit e´galement produire des plans pour le robot et pour l’humain. Il est ne´cessaire
que ces plans soient optimaux tant pour le robot que pour l’humain. De ce fait, la planification
re´active est e´galement a` e´carter. Il ne reste plus que la planification de´libe´rative qui permet
de construire des plans qui sont optimaux et qui donnent au robot l’autonomie de´cisionnelle
ne´cessaire pour une coope´ration efficace avec des humains.
3
Le planificateur de´die´ a` l’interaction
homme-robot (HATP)
Dans le chapitre pre´ce`dent, nous avons pu constater qu’il existe plusieurs approches prenant
en conside´ration l’homme dans la construction et la re´alisation de leur plan tant au niveau
fonctionnel qu’au niveau de´cisionnel. La prise en compte de l’humain dans la re´alisation des
actions permet de garantir un comportement socialement acceptable au niveau local (i.e. lorsque
le robot exe´cute l’action). La prise en compte de l’humain au niveau de´cisionnel se traduit par
la gestion des plans de de celui-ci, soit la production de plans qui aident le robot a` collaborer
avec lui pour la re´alisation d’une taˆche.
Toutefois, aucune de ces approches ne prend explicitement en compte l’impact social du plan
produit par le robot. En effet, la plupart des approches pre´sente´es se focalisent sur la situation
pre´sente ou sur l’utilisation de script d’actions qui sont exe´cute´es par le robot. Cependant, cela
ne garantit pas que la se´rie d’actions planifie´es ne fasse apparaˆıtre un comportement global
ou une situation qui pourrait eˆtre juge´ comme socialement inacceptable. Pour cela, il faut
que le processus permettant au robot de de´terminer les actions a` re´aliser (i.e. le planificateur)
inte`gre explicitement des notions de re`gles sociales, afin de produire des plans dans lesquels le
comportement global du robot permettra d’assurer une bonne qualite´ de l’interaction homme-
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robot.
Ce chapitre pre´sente la description d’un planificateur que nous appelons HATP (Human
Aware Task Planner), qui permet une socialisation du robot partenaire d’humains. Ce
planificateur doit eˆtre capable de satisfaire les contraintes suivantes :
– La pre´dictibilite´ : le planificateur doit produire des plans qui donnent au robot un
comportement cohe´rent au regard d’un observateur humain.
– L’expression de l’intention : le planificateur doit fournir au robot une structure de
plans qui refle`te l’intention associe´e a` la se´quence d’actions qui a e´te´ planifie´e.
– La planification mixte : le planificateur doit produire des plans tant pour le robot que
les humains partenaires.
– La sociabilite´ : le planificateur doit produire des plans socialement acceptables, c’est-a`-
dire qui respectent des conventions de comportements humains.
– Le controˆle des couˆts : le planificateur doit inte´grer la notion des couˆts engendre´s par
les diffe´rentes actions du robot ou de l’humain. Cela permettra au planificateur de produire
des plans plus cohe´rents et efficaces.
Pour re´aliser ce planificateur et satisfaire ces contraintes, nous allons dans ce chapitre
re´pondre a` trois questions :
1. Quel formalisme de planification choisir ?
2. Quelles sont les extensions sur le domaine de planification ?
3. Comment e´valuer la qualite´ sociale d’un plan ?
Il est important de noter que ce travail a e´te´ entame´ avec la the`se de Vincent Montreuil
[Montreuil 08].
3.1 Quelle formalisme de planification choisir ?
Le principe de fonctionnement d’un planificateur de taˆche est illustre´ par la figure 3.1. Il
repose sur trois e´le´ments :
– Le domaine : il contient la description de toutes les taˆches qui peuvent eˆtre re´alise´es.
– La base de faits : elle contient la description de l’e´tat du monde sous forme de faits. En
effet, elle de´crit les e´tats de toutes les entite´s existantes, mais e´galement toutes les relations
que celles-ci peuvent avoir. Elle est conside´re´e comme l’e´tat de de´part ou l’e´tat initial de la
planification.
– Le proble`me : ou le but il repre´sente une spe´cification d’un sous-e´tat d’arrive´e que le
planificateur doit atteindre, sa repre´sentation diffe`re en fonction des planificateurs. Il peut
prendre la forme d’une conjonction de faits qui doivent eˆtre satisfaits ou bien de taˆches qui
doivent eˆtre re´alise´es.
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Figure 3.1 – Principe de fonctionnement d’un planificateur de taˆche
L’objectif d’un planificateur est de trouver une combinaison d’actions appartenant a` son
domaine et qui relie un e´tat initial (la base de faits) a` un e´tat d’arrive´e (le proble`me). Alors, a`
chaque fois que le robot a besoin de re´aliser une taˆche ou d’atteindre un but, il fait appel a` son
planificateur de taˆches en lui fournissant un e´tat initial et un e´tat but. En fonction des taˆches
du domaine, le planificateur va, soit produire une se´quence de taˆches qu’on appelle “plan” et
qui relie l’e´tat initial a` l’e´tat final, soit indiquer qu’il n’existe pas de plan pour relier ces deux
e´tats.
Il existe dans la litte´rature de nombreux formalismes de planification, les plus utilise´s sont
la recherche dans l’espace d’e´tat, la recherche dans l’espace des plans partiels et la planification
HTN (hierarchical task network). Cette section n’a pas pour but de faire un e´tat de l’art de la
planification de taˆches. Pour un e´tat de l’art complet, nous renvoyons le lecteur a` l’ouvrage de
Ghallab et al [Ghallab 04]. Parmi les nombreux formalismes existants, notre choix s’est porte´
sur la planification HTN pour les raisons suivantes :
– Un des premiers crite`res de choix d’un planificateur pour l’interaction homme-robot est
le controˆle. La manie`re de de´finir un but dans les mode`les non HTN est d’e´nume´rer la liste
des faits qu’on de´sire voir re´alise´s ou la liste des faits qu’on ne souhaite pas voir re´alise´s, mais
cela n’est pas suffisant pour avoir le controˆle sur la construction du plan. En effet, tous les
plans ge´ne´re´s vont avoir ce qu’on appelle des effets de bord, qui sont des effets additionnels
aux effets de´sire´s. Le seul moyen d’avoir le controˆle, c’est de de´finir le but en contraignant
tous les effets existants. Cette solution est clairement irre´aliste. En revanche, les HTN, avec
leurs structures hie´rarchise´es, offrent un meilleur controˆle sur la re´alisation des taˆches. Sauf
que, du fait de ces structures, l’expressivite´ du but se trouve re´duite.
– Les travaux sur la the´orie de plans partage´s, plus pre´cise´ment la mode´lisation de l’intention
pour le dialogue, ont de´montre´ qu’il est possible de mode´liser l’intention de chaque agent dans
des structures hie´rarchise´es [Lochbaum 98]. Ces meˆmes structures sont e´galement utilise´es
pour le controˆle d’exe´cution des taˆches du robot [Ingrand 96]. Il convient donc de retenir ce
formalisme ou les taˆches de haut niveau sont exprime´es explicitement.
Nous allons maintenant de´tailler le mode`le de planification HATP en donnant la description
des diffe´rents e´le´ments qui le composent (base de faits, domaine, proble`me et algorithme). Tout
au long de la description, nous ferons une comparaison entre l’approche HATP et celle du
planificateur SHOP2 [Nau 03].
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factdatabase
{
// Etape 1 : D e´ f i n i t i on des types d ’ e n t i t e´ s
define entityType Lieu ;
define entityType Objet;
// Etape 2 : D e´ f i n i t i on des a t t r i b u t s
define entityAttributes Agent
{
stat ic atom string type;
stat ic atom number maxObjets;
dynamic atom Lieu posTopo;
dynamic set Objet ob j e t s ;
s t a t i qu e atom number handicap;
s t a t i qu e atom number d i s p o s i t i o n ;
}
define entityAttributes Object
{
dynamic atom Agent po s s e s s eu r ;
stat ic atom string type;
}
define entityAttributes Lieu
{
dynamic set Lieu compos i t ion ;
}
// E´tape 3 : Cre´at ion des e n t i t e´ s
Salon = new Lieu ;
Chambre = new Lieu ;
Cuis ine = new Lieu ;
Appartement = new Lieu ;
Jido = new Agent;
Tom = new Agent;
Verre1 = new Objet;
Verre2 = new Objet;
Bou t e i l l e = new Objet;
// Etape 4 : I n i t i a l i s a t i o n des a t t r i b u t s
Jido . type = ” robot ”;
Jido . posTopo = Salon ;
Jido . ob j e t s <<= Verre1;
Jido . ob j e t s <<= Verre2;
Jido . maxObjets=2;
Jido . handicap=0;
Tom. type = ”humain”;
Tom. posTopo = Salon ;
Tom. handicap=10;
Verre1 . type = ” c o f f e eG l a s s ”;
Verre1 . po s s e s s eu r = Jido ;
Verre2 . type = ”waterGlass ”;
Verre2 . po s s e s s eu r = Jido ;
Appartement . compos it ion <<=Salon ;
Appartement . compos it ion <<=Cuis ine ;
Appartement . compos it ion <<=Chambre;
}
Figure 3.2 – Exemple de de´claration d’une base de faits avec la syntaxe HATP
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3.2 Description de la structure de la base de faits
La base de faits est une structure qui de´crie l’e´tat courant du monde. Elle est compose´e de
faits. Il existe plusieurs repre´sentations de ces faits selon les diffe´rents planificateurs. Un fait
peut eˆtre repre´sente´ par un pre´dicat du premier ordre, utilise´ ge´ne´ralement dans les langages de
planification (STRIPS[Fikes 71], ADL[Pednault 94], PDDL[McDermott 98]), ou par une variable
d’e´tat si on est en planification nume´rique ou temporelle.
Dans HATP, la base de faits est repre´sente´e par un l’ensemble fini de variables d’e´tat appele´
“entite´s” Wb = {En1, En2, ..., Enn} avec n ∈ N. Chaque entite´ est unique, a un type et posse`de
un ensemble d’attributs de´finis par la description du domaine. Ainsi, dans HATP, un fait est
de´fini comme l’e´tat d’un attribut appartenant a` une entite´ a` un instant donne´. La figure 3.2
donne un exemple de construction de la base de faits. Cette description se de´roule en quatre
e´tapes :
1. De´finition des types d’entite´s : cette e´tape permet de de´finir les types d’entite´s qui
vont eˆtre utilise´s pour de´crire l’e´tat du monde. Dans HATP, le Type agent est pre´de´fini,
il repre´sente les agents qui peuvent ope´rer des changements sur l’e´tat du monde.
2. De´finition des attributs : cette e´tape permet d’associer a` un type d’entite´ un ensemble
d’attributs. Les attributs vont de´crire l’e´tat courant associe´ a` une entite´. Le type d’un
attribut est de´crit par un tuple
AttriType =< Ct1 ∧ Ct2 ∧ Ct3 >
Ou` :
– Ct1 = {Static ∨ Dynamic} de´termine si la valeur de l’attribut peut varier ou non
durant le processus de planification. Si la valeur de l’attribut peut e´voluer, il est de type
Dynamic, sinon il est de type Static.
– Ct2 = {Atom, Set} de´termine si l’attribut est une donne´e atomique ou un ensemble de
valeurs.
– Ct3 = {Numeric,Boolean, String, Entity} de´termine si l’attribut est un nombre, une
chaˆıne de caracte`re, un boole´en ou bien un type entite´.
3. De´claration des entite´s : cette e´tape permet de cre´er les entite´s qui vont repre´senter le
monde.
4. Initialisation de la base de faits : cette e´tape permet d’initialiser les valeurs des
attributs associe´s aux entite´s de´clare´es pre´ce´demment.
Dans l’exemple sur la figure 3.2. On de´finit un environnement constitue´ d’un appartement qui
est lui-meˆme compose´ de trois lieus (Cuisine, Chambre, salon), on de´finit aussi deux agents (Jido
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Symbole de´finition Exemple
= Ope´rateur d’affectation Entite.attribut=2
== Test d’e´galite´ Entite.attribut==2
! = Test d’ine´galite´ Entite.attribut !=2
<<=
Insertion d’un e´le´ment dans un
ensemble
Entite.AtrributEnsemble <<= Entite2
=>>
Suppression d’un e´le´ment d’un
ensemble
Entite.AtrributEnsemble =>> Entite2
>> Test d’appartenance a` un ensemble Entite2 >> Entite.AtrributEnsemble
! >>
Test de non appartenance a` un
ensemble
Entite2 ! >> Entite.AtrributEnsemble
+;−; /; ∗;>;< Ope´rateurs mathe´matiques de base
Fonction De´finition Exemple
Call fonction de calcul mathe´matique Entite.attribut = Call(Entite.attribut + 2)
ForAll(type ; condition)
Fonction qui retourne un ensemble
d’entite´s d’un certain type, qui
respectent certaines conditions et
leur applique certains changements
A=ForAll(Agent ; A.type==”Robot”){effets}
Select(type ; condition)
Fonction qui retourne un ensemble
d’entite´s d’un certain type et qui
respectent certaines conditions
A=Select(Agent ; A.type==”Robot”)
Table 3.1 – Liste des ope´rateurs et fonctions utilise´s dans le planificateur HATP
et Tom) qui peuvent e´voluer dans ces lieux. Les agents sont de´crits par un ensemble d’attributs.
Par exemple, chaque agent a un type (Jido est de type robot), une position topologique (Jido
est au salon), une capacite´ de portage (Jido ne peut porter que deux objets a` la fois), une
liste d’objets qu’il porte (Jido porte Verre1 et Verre2), leur degre´ d’handicap (Tom a un degre´
d’handicape de 10% et Jido est de 0%).
HATP et SHOP2 utilisent des syntaxes diffe´rentes pour la description de la base de fait.
SHOP2 utilise la syntaxe et les fonctionnalite´s du langage Lisp. Comme HATP, il peut exprimer
des symboles variables ou constants, des nombres et des listes (ensemble dans le cas de HATP).
Ils ont tous deux un pouvoir expressif e´quivalent. Mais HATP se diffe´rencie par sa repre´sentation
particulie`re des e´tats du monde, qui permet de regrouper toutes les informations concernant une
entite´ dans une meˆme variable. Cela facilite l’accessibilite´ aux donne´es, mais permet e´galement
de construire un mode`le de l’entite´ en question.
Prenant l’exemple d’une entite´ de type agent, on peut constater sur la description d’un
agent ce fait sur plusieurs niveaux. On de´crit son e´tat physique, comme sa capacite´ et ses
handicaps avec les attributs “maxObjets” et “handicap” qui repre´sentent respectivement le
nombre maximum d’objets qu’il peut porter et le degre´ de son handicap. On de´crit son e´tat
par rapport a` l’environnement avec les attributs “PosTopo” qui repre´sentent sa position et
l’attribut “objets” qui e´nume`re la liste des objets qu’il a en main. On peut exprimer son de´sir,
comme le de´sir de participer a` la taˆche avec l’attribut “disposition”. Naturellement ce mode`le
n’est pas complet, mais il va l’eˆtre avec la de´finition des actions et leur mode`le de couˆt.
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3.2.1 Syntaxe de HATP
La syntaxe de HATP est fortement inspire´e des langages de programmation oriente´es objet
comme C++ ou java. Nous avons de´fini plusieurs ope´rateurs et fonctions qui vont servir pour
l’initialisation de la base de faits, mais e´galement dans la de´finition des pre´conditions et des
effets des actions. Sur le tableau 3.1 nous pouvons voir la liste de tous les ope´rateurs et fonctions
utilise´es dans HATP.
3.3 Description du domaine de planification de HATP
Le domaine de planification contient le descriptif des taˆches que les agents peuvent re´aliser.
HATP est base´ sur le formalisme HTN [Nau 03]. On peut distinguer deux types de taˆches ; Les
actions e´le´mentaires ainsi que les taˆches de haut niveau appele´es “me´thodes”.
3.3.1 Description d’une action dans HATP
Les actions HATP sont de´crites par un tuple
Action =< Name, Par, Precond,Eff, Co,Du,>
Ou` :
– Name : repre´sente le nom de l’action. C’est un symbole unique qui identifie l’action.
– Par : repre´sente les parame`tres de l’action. C’est une liste type´e d’entite´s.
– Precond : repre´sente les pre´conditions de l’action. Ces pre´conditions doivent eˆtre ve´rifie´es
avant l’application de l’action. Une pre´condition est une conjonction de faits. Elle est de´crite
par un ensemble de tests portant sur la valeur de certains attributs associe´s aux entite´s
pre´sentes dans les parame`tres. Les tests peuvent eˆtre des tests d’e´galite´ ou` d’ine´galite´ (==, ! =)
ou des tests d’appartenance ou non appartenance a` un ensemble (>>, ! >>). Il est ne´cessaire
de noter que la de´finition des pre´conditions supporte aussi la disjonction entre groupe de faits
et cela en utilisant le symbole OR.
– Eff : repre´sente les effets de l’action. Ils de´finissent les changements que le monde va
subir si l’action est re´alise´e. Dans HATP un effet est de´fini comme changement de valeur sur
les attributs des entite´s pre´sentes dans la liste des parame`tres. Les ope´rateurs qui peuvent
eˆtre utilise´s sont l’ope´rateur d’affectation (=) et ajout/retrait d’un e´le´ment d’un ensemble
(<<=,=>>). En plus des ope´rateurs cite´s, on peut utiliser les fonctions Forall et Call. Le
Forall permet d’acce´der a` des attributs d’entite´s non pre´sentes dans les parame`tres de l’action.
La fonction Call a la meˆme structure que la fonction ”CALL” du langage PDDL. Cette
fonction nous permet d’effectuer des calculs mathe´matiques sur des attributs nume´riques. On
a aussi de´fini les effets conditionnels, c’est-a`-dire des effets qui ne s’appliquent que si certaines
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conditions qui leur sont associe´es sont ve´rifie´es.
– Co : repre´sente une fonction couˆt associe´e a` l’action, elle permettra d’e´valuer le couˆt lie´
a` l’application de l’action. Cette fonction peut prendre comme arguments les parame`tres de
l’action ou bien des attributs lie´s aux entite´s pre´sentes dans les parame`tres, C’est une fonction
qui est positive et borne´e, c’est-a`-dire qu’elle ne renvoie que des valeurs positives et ces valeurs
ont une borne maximale [0,MAX].
– Du : repre´sente une fonction de calcul du temps associe´e a` une action, elle permet d’e´valuer
la dure´e moyenne de l’application de l’action. A` l’instar de Co, la fonction de calcul du temps
prend comme argument les parame`tres de l’action ou bien des attributs d’entite´s pre´sentes
dans la liste de parame`tres. Cette fonction est aussi borne´e et positive comme pour la fonction
calcul de couˆt.
On peut distinguer deux types d’actions. Les actions individuelles et les actions jointes
[Sebanz 06]. Les actions individuelles sont les actions qui ne font intervenir qu’un seul agent. Par
opposition, les actions jointes font intervenir plusieurs agents. Au niveau de la planification, une
action jointe est similaire a` toute autre action, sauf qu’elle pre´sente la particularite´ d’eˆtre un
point de convergence entre les sous-plans des agents concerne´s par l’action. De ce fait, cette action
est un point ne´vralgique du plan. En effet, les actions jointes exigent une attention particulie`re
au moment de la re´alisation du plan, car elles ne´cessitent une forte interaction/synchronisation
entre les participants, d’autant plus s’ils sont de types diffe´rents (humain, robot). Pour ces
raisons, il est ne´cessaire de faire cette distinction au niveau du planificateur, pour pouvoir en
informer l’exe´cuteur du plan.
action Donner (Agent A1 , Agent A2 , Objet Obj )
{
precond i t i on
{ A1 ! = A2;
A1 . posTopo == A2 . posTopo;
Obj >> A1 . ob j e t s ;
A2 . charg e´ == f a l s e ;
Obj . de´tenu == t rue ;
Obj . d e´ t enteur == A1;};
ef fects
{ A1 . ob j e t s =>> Obj;
A2 . ob j e t s <<= Obj;
Obj . d e´ t enteur = A2;
A1 . charg e´ = f a l s e ;
A2 . charge =Cal l (A2 . charge + 1) ;
IF {A2 . charge ==maxObjets;}
{A2 . charg e´ = t rue ;}
};
cost{Cout de donner (A1 ,A2) };
duration{Duree de donner (A1 , A2) };
}
Figure 3.3 – Exemple de description de l’action joint Donner dans HATP.
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On peut voir sur les figures 3.3 et 3.4 les de´clarations des actions au niveau d’HATP. Si on
examine l’action Donner, il apparaˆıt que c’est une action jointe. Elle fait intervenir deux agents
A1, A2 et un objet Obj. Cette action permet de faire passer l’objet Obj de l’agent A1 a` l’agent
A2. Cela ne peut se faire que si les pre´conditions de l’action sont respecte´es :
– L’agent A1 est diffe´rent de l’agent A2.
– Obj est dans la liste des objets que posse`de l’agent A1.
– Le de´tenteur de l’objet Obj est bien l’agent A1.
– Les positions topologiques des deux agents sont les meˆmes.
– L’agent A2 n’a pas atteint sa charge maximale.
Lorsque l’action est re´alise´e, Obj est retire´ de la liste des possessions de A1 pour eˆtre ajoute´
a` la liste de A2, et l’attribut de´tenteur de Obj est mis a` jour. L’attribut charge´ des deux
agents est mis a` jour. En ce qui concerne l’agent A1, comme il a donne´ l’objet, il ne peut
plus eˆtre a` vrai, alors il est mis a` faux. Pour l’agent A2, on calcule sa charge actuelle. Si celle-ci
atteint le nombre maximal d’objets que l’agent peut porter, alors l’attribut charge´ est mis a` jour.
action Soulever (Agent Ag , Objet Obj , Meuble F)
{
preconditions
{
Ag . posTopo == F. posTopo;
Obj . sur ==F;
Obj . po s s e s s eu r =NULL;
};
ef fects
{ Obj . sur =NULL;
Obj . po s s e s s eu r =Ag;
Ag . ob j e t s <<= Obj;
Fora l l (OBJ) = ( Objet; {OBJ. sous ==Obj;}; )
{OBJ. v i s i b l e = t rue ;
OBJ. sur =F;
OBJ. po s s e s s eu r =NULL;}
};
cost{Cout de sou l eve r (Ag , Obj ) };
duration{Duree de sou l eve r (Ag , Ag . posTopo , P2) };
}
Figure 3.4 – Exemple de description d’une action individuelle “Soulever” dans HATP.
L’action Prendre illustre´e par la figure 3.4 est une action qui permet a` un agent Ag de
prendre un objet Obj sur un meuble F. Pour se faire, il est ne´cessaire que l’agent Ag soit a` la
meˆme position que le meuble F (Ag.posTopo == F.posTopo). Il est obligatoire que l’objet Obj
soit sur la table et qu’il n’ait pas de possesseur (Obj.sur == F ;∧Obj.possesseur = NULL;).
Lorsque l’action est re´alise´e, l’objet Obj est ajoute´ a` la liste des possessions de l’agent Ag
et son attribut possesseur est mis a` Ag pour indiquer que son possesseur est l’agent Ag, de
meˆme pour son attribut sur est mis a` NULL, ce qui signifie qu’il n’est plus sur le meuble F. On
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note que cette action peut avoir des effets supple´mentaires sur des entite´s qui ne sont pas dans
la liste des parame`tres de l’action. Cela est re´alise´ avec la fonction Forall. Tout objet OBJ, qui
satisfait la condition d’eˆtre sous l’objet Obj (OBJ.sous==Obj ;), se verra affecte´ par les effets
supple´mentaires de l’action, c’est-a`-dire qu’il deviendra visible (OBJ.visible=true ;), son attribut
possesseur sera mis a` NULL et son attribut sur sera mis a` F.
En comparant les de´finitions des actions dans SHOP2 [Nau 03] et dans HATP, on observe
que, dans les deux approches, une action posse`de un nom, une liste de parame`tres, une liste
de pre´conditions, une liste d’effets et un couˆt associe´ a` l’action. Les deux approches pre´sentent
plusieurs diffe´rences :
– Au contraire de SHOP2, HATP utilise des variables type´es. Ce qui lui permet d’eˆtre plus
efficace lors de l’instanciation des parame`tres de l’action.
– Dans les pre´conditions, la gestion des disjonctions dans SHOP2 est beaucoup plus fine que
dans HATP, car il permet des disjonctions entre pre´dicats, ce que ne permet pas HATP. De
plus, il peut inclure des variables ne se trouvant pas dans la liste des parame`tres dans ces tests
des pre´conditions.
– SHOP2 peut faire appel a` des fonctions de calculs externes, ce qui lui permet de faire de
la planification nume´rique.
3.3.2 Description d’une me´thode dans HATP
Dans les domaines de planification HTN, les taˆches de haut niveau sont appele´es me´thodes
[Nau 03]. Une me´thode peut eˆtre de´compose´e en listes partiellement ordonne´es de sous-taˆches.
Ces sous-taˆches sont soit des me´thodes soit des actions. Les me´thodes HATP sont de´crites par
un tupl
M =< Name, Par, goal,D >
Ou` :
– Name comme pour les actions Name repre´sente le nom de la me´thode, c’est un symbole
qui sert a` identifier la me´thode.
– Par repre´sente la liste de parame`tres de la me´thode. Cette liste contient un ensemble
d’entite´s.
– goal c’est une liste de conditions qui de´finit le but ou les me´ta-effets associe´s a` la me´thode.
Si ces conditions sont respecte´es, alors la me´thode est de´ja` re´alise´e et elle est re´duite a` un
ensemble vide.
– D repre´sente une liste de couples < Pi, TLi >. Cette liste de´finit l’ensemble des
de´compositions possibles pour la me´thode. Ainsi, pour chaque de´composition i, si la
pre´condition Pi est valide alors la liste de taˆches partiellement ordonne´es TLi est une fac¸on
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possible de re´aliser la me´thode.
Figure 3.5 – Liste de taˆches partiellement
ordonne´es
1 : Ta;
2 : Tb;
3 : Tc > 1 , > 2;
4 : Te > 3;
5 : Tf > 1;
6 : Td > 5 , > 4;
Figure 3.6 – Description de la liste de taˆches
partiellement ordonne´es
Pour la description d’une liste de taˆches partiellement ordonne´es TLi, nous avons opte´ pour
la description qui est souple et lisible. A chaque taˆche pre´sente dans la liste, on associe un
identifiant nume´rique. Les liens causaux sont de´crits graˆce a` des relations de pre´ce´dences entre
les identifiants nume´riques des taˆches. Ces relations de pre´ce´dences sont de´crites au moyen du
symbole >.
Pour illustrer cette repre´sentation, on conside`re l’exemple illustre´ par les figures 3.5-3.6.
Dans cet exemple on peut constater que les taˆches Ta et Tb sont inde´pendantes puisqu’elles
n’ont aucune contrainte, donc elles peuvent eˆtre re´alise´es en paralle`le. Par contre, la taˆche Tc est
pre´ce´de´e par Ta et Tb, ce qui signifie que la taˆche Tc ne peut eˆtre re´alise´e qu’apre`s la re´alisation
de Ta et Tb. La taˆche Tf est contrainte par Ta, Te par Tc et enfin Td qui est pre´ce´de´e par Te et Tf.
La figure 3.7 illustre la de´claration d’une me´thode nomme´e TransmetreObjet. Cette me´thode
permet de transmettre un objet Obj de l’agent A1 a` l’agent A2. Le but de la me´thode est
de´crit au niveau de la condition goal. Si cette condition est respecte´e, alors cela signifie que la
taˆche est de´ja` re´alise´e et qu’on n’a pas a` aller plus loin. Dans le cas contraire, on a deux fac¸ons
de re´aliser la taˆche :
1. L’agentA1 pose l’objetObj quelque part pour l’agentA2. Cette de´composition est de´finie
par la me´thode PoserQuelquePart. Elle est autorise´e si sa pre´condition est valide, c’est-a`-
dire si Obj est bien de´tenu par A1.
2. L’agent A1 va aller donner l’objet Obj a` l’agent A2. Comme pour la premie`re
de´composition ceci est de´fini par la me´thode AllerDonner. Elle est aussi autorise´e si sa
pre´condition est valide.
On peut observer au niveau de la premie`re de´composition, l’apparition d’une
nouvelle variable produite par la fonction SELECT dans la de´claration de la taˆche
PoserQuelquePart(A1, A2, Obj, F ). Cette fonction permet de se´lectionner un ensemble de
variables d’un certain type et qui satisfont certaines conditions. Dans notre exemple, la variable
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method TransmettreObjet (Agent A1 , Agent A2 , Objet Obj )
{
goal
{ A1 ! = A2;
Obj >> A2 . ob j e t s ;
Obj . po s s e s s eu r == A2;
};
// decomposit ion 1
{
preconditions
{ A1 ! = A2;
Obj >> A1 . ob j e c t s ;
Obj . po s s e s s eu r == A1;
};
subtasks
{F = SELECT(Meuble , {F. l i b r e == t rue ;} ) ;
1 : PoserQuelquePart (A1 , A2 , Obj , F) ; };
}
// decomposit ion 2
{
preconditions
{ A1 ! = A2;
Obj >> A1 . ob j e c t s ;
Obj . po s s e s s eu r == A1;
};
subtasks
{ 1 : AllerDonner (A1 , A2 , Obj ) ; };
}
}
Figure 3.7 – Exemple de description de me´thode
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F doit eˆtre de type Meuble et son attribut libre doit eˆtre a` vrai (c’est-a`-dire que le meuble peut
accueillir un objet). De ce fait, une de´composition qui comprend la fonction SELECT ne va
pas ge´ne´rer qu’une seule branche, mais N branches modulo la taille de l’ensemble de variables
produites par la fonction.
En comparant les de´clarations des me´thodes dans SHOP2 et HATP, on s’aperc¸oit qu’il y a
les diffe´rences suivantes :
– HATP inte`gre a` la description de la me´thode la description de son but. Avec SHOP2 on
peut arriver au meˆme re´sultat en ajoutant une de´composition supple´mentaire, la pre´condition
de cette de´composition va repre´senter le but de la me´thode et sa liste de taˆches va eˆtre
un ensemble vide. Dans HATP, si le test du but de la me´thode est valide, on ne teste pas
les de´compositions de celle-ci, puisque la taˆche est de´ja` re´alise´e. Cependant, l’algorithme de
SHOP2 va tester la validite´ de toutes les de´compositions associe´es a` la me´thode.
– L’expression des contraintes de pre´ce´dences dans SHOP2 est beaucoup plus lourde que
dans HATP. En effet, Dans SHOP2, pour exprimer la pre´ce´dence entre taˆches, on utilise des
expressions spe´cifiques (: unorderd tasklist1 . . . tasklisten), (: orderd tasklist1 . . . tasklisten).
Le mot cle´ : orderd spe´cifie que la liste de taˆches doit eˆtre re´alise´e dans l’ordre de la de´claration
des taˆches. Par opposition, le mot cle´ : unorderd indique que les taˆches peuvent eˆtre re´alise´es
dans n’importe quel ordre.
3.3.3 Structure de donne´e d’un plan HATP
En planification classique, un plan est de´fini comme une se´quence d’actions partiellement
ou totalement ordonne´es qui, a` partir d’un e´tat initial, me`ne a` un e´tat but. Ces actions sont
de´termine´es se´quentiellement, puis elles sont paralle´lise´es pour produire un plan.
Dans HATP un plan a deux formes comple´mentaires et indissociables. Un plan se´quentiel
qu’on appelle projection temporelle et le plan hie´rarchique qu’on appelle arbre de raffinement.
La figure 3.8 illustre la structure d’un plan HATP.
Un proble`me HATP est repre´sente´ par un ensemble de taˆches de haut niveau. La
de´composition de ces taˆches et de leur descendance va produire une structure hie´rarchique que
HATP va conserver jusqu’a` atteindre le niveau des actions e´le´mentaires. Alors, on va appeler
cette structure Arbre de raffinement. Cette structure hie´rarchise´e, comme note´ pre´ce´demment,
va faciliter l’exe´cution en permettant au robot de ve´rifier le bien fonde´ de ses taˆches a`
plusieurs niveaux d’abstraction. Elle permettra e´galement au robot de justifier ses activite´s
et ses intentions en se re´fe´rant aux taˆches de haut niveau. Cependant, il ne suffit pas de de´crire
comple`tement un plan. En effet, de´terminer comment vont eˆtre re´alise´es les taˆches de haut niveau
ne permet pas de connaˆıtre l’ordre de re´alisation des actions. Pour cela, l’arbre de raffinement
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Figure 3.8 – Structure de plan dans HATP
et enrichi avec la structure appele´e projection temporelle.
La projection temporelle est un plan paralle´lise´ qui de´finit dans quel ordre les actions seront
exe´cute´es, elle fournit aussi une estimation des temps de de´but et de fin pour chacune des
actions pre´sentes dans le plan. A` partir de l’arbre de raffinement et des contraintes de pre´ce´dence
produites par HATP, la projection temporelle est calcule´e en utilisant un ordonnanceur temporel.
Celui-ci est base´ sur un algorithme STNs (Simple Temporal Network) qui permet d’engendrer
tous les ordonnancements possibles.
La structure de donne´e d’un plan dans SHOP2 et HATP est tre`s diffe´rente. Dans SHOP2,
un plan est de´fini comme une se´quence d’actions partiellement ordonne´es, ce qui rejoint notre
de´finition de la projection temporelle. Cependant, HATP se distingue avec sa de´finition de la
structure d’arbre de raffinement. En effet, cette structure supple´mentaire va eˆtre avantageuse,
pour l’interaction homme-robot, en permettant au robot de re´ve´ler son intention et d’expliquer
ses actions, mais e´galement pour le controˆle de l’exe´cution du plan et la re-planification, qui
seront aborde´s dans la section suivante.
3.3.4 Structure d’un proble`me de planification HATP
Comme pour tout planificateur HTN, un proble`me dans HATP est de´crit par une liste de
taˆches partiellement ordonne´es. La figure 3.10 illustre la syntaxe utilise´e et sa repre´sentation
graphique. On observe que la liste de taˆches est de´crite dans un nœud avec un identifiant, cela
indique que toutes les taˆches se trouvent au meˆme niveau dans la hie´rarchie. La liste de taˆches
est de´crite comme une liste de taˆches dans une de´composition, c’est-a`-dire que chaque taˆche a
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Figure 3.9 – Exemple de proble`me HATP
// Descr ip t ion des noeuds
node : 1 {
1 : GetObject (Tom, Book ) ;
2 : GetObject (Tom, Glas se s ) ;
3 : ReachFurniture (Tom, Sofa )>1 , >2;
}
Figure 3.10 – Description associe´e
Figure 3.11 – Proble`me HATP avec contraintes
de de´compositions
// Descr ip t ion des noeuds
node : 1 {
1 : GetObject (Tom, Book ) ;
2 : GetObject (Tom, Glas se s ) ;
3 : ReachFurniture (Tom, Sofa )>1 , >2;
}
node : 2 {
1 : GetObjectFromFurniture (Tom, Book , She l f ) ;
}
node : 3 {
1 : GetObjectFromFurniture ( Jido , Glasses , Table )
2 : Give ( Jido , Tom, Glas se s ) >1;
}
// Descr ip t ion des l i e n s h i e´ r a r ch i que s
1 : 1 : decomposition = node 2;
1 : 2 : decomposition = node 3;
Figure 3.12 – Description associe´e avec contraintes de
de´compositions
un identifiant nume´rique qui va servir a` cre´er les relations de pre´ce´dences entre taˆches. Le but
de´crit dans l’exemple est le suivant : l’humain Tom souhaite prendre un livre, ses lunettes et
s’asseoir sur le sofa.
Cette repre´sentation n’est pas adapte´e pour un robot interagissant avec des humains, Du
fait que le planificateur ne peut pas prendre en conside´ration les de´sirs et les volonte´s de ses
partenaires humains. Pour cela, nous avons donne´ a` HATP la capacite´ de planifier a` partir
d’une structure hie´rarchique partiellement spe´cifie´es comme celle de´finie dans le planificateur
PASSAT [Myers 02], Ce qui permet d’imposer au proble`me plus de contrainte et ainsi d’accroˆıtre
l’expressivite´ de la de´finition du but.
Les figures 3.11 et 3.12 illustrent le meˆme exemple que pre´ce´demment. Cependant, dans ce
cas, on prend comme hypothe`se que l’humain Tom veut aller lui-meˆme chercher le livre et que
le robot Jido aille lui chercher les lunettes. On observe que les taˆches de haut niveau (1) est (2)
sont contraintes par les de´compositions de´crites dans les nœuds respectifs (2) et (3). Pour faire
la liaison entre les diffe´rents nœuds, on utilise la syntaxe Idi : Idj : decomposition = node Idk
qui se traduit par le fait que la taˆche identifie´e par Idj qui se trouve dans le nœud Idi est
de´compose´e en une liste de taˆches de´crite par le nœud Idk.
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Comme on l’a constate´ dans l’exemple pre´ce´dent, on peut utiliser une structure hie´rarchise´e
pour de´finir un proble`me de planification pour HATP. Cette structure hie´rarchise´e est appele´e
plan partiel, car c’est un arbre de raffinement partiellement spe´cifie´. Pour rappel, Dans la section
pre´ce´dente, on a identifie´ l’arbre de raffinement comme e´tant un plan solution.
Il paraˆıt clair que la de´finition d’un proble`me de planification dans HATP est beaucoup
plus riche que celle utilise´e dans SHOP2, du fait qu’il exploite la notion de “plan partiel” pour
la de´finition des proble`mes de planification. L’utilisation de plans partiels dans HATP apporte
deux avantages majeurs. (1) Elle permet d’ame´liorer l’interaction entre l’humain et le robot, et
cela en permettant au partenaire humain d’exprimer ses souhaits sur la fac¸on de re´aliser le plan.
(2) Elle permet d’accroˆıtre la re´activite´ du robot, et cela en permettant une re-planification a`
partir d’un plan de´ja` existant.
3.4 Extension sur le domaine de planification
Dans cette section, nous allons aborder la description de l’extension que nous avons ajoute´e
a` la de´finition du domaine de planification pour pouvoir produire des plans socialement
acceptables.
3.4.1 Crite`res sociaux pour l’interaction
Pour pouvoir produire des plans qui soient socialement acceptables, il est impe´ratif que ces
plans respectent certains crite`res sociaux pour l’interaction. Dans la suite de cette section nous
allons commencer par identifier et illustrer certains crite`res que nous avons identifie´s, et par la
suite nous donnerons leur description dans le domaine de planification de HATP.
Le couˆt et le temps de la re´alisation
Figure 3.13 – plan produit sans prise en compte de crite`re
La prise en compte de ces deux crite`res est ne´cessaire pour l’interaction homme-robot. En
effet la re´alisation d’une taˆche simple qui perdure trop dans le temps devient lassante pour
l’humain. Il en est de meˆme pour les plans qui ne sont pas optimaux, ils peuvent susciter
l’incompre´hension de l’humain. La figure 3.13 illustre un plan ou` le robot doit aller chercher
un verre et une bouteille se trouvant tous les deux dans un placard. Du fait que le robot ouvre
et ferme la porte plusieurs fois pour prendre le verre et la bouteille, son but n’apparaˆıt pas
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Figure 3.14 – Exemple avec une mauvaise gestion des efforts
clairement, voire est incompre´hensible.
La prise en compte du couˆt et du temps de re´alisation d’un plan durant la planification
permet de produire des plans plus efficaces. En effet, un plan efficace en termes de couˆt et de
temps, ame´liore la qualite´ de l’interaction homme-robot en e´vitant de susciter des sentiments
d’incompre´hension et de lassitude chez l’humain. Ces deux crite`res sont inte´gre´s au noyau du
planificateur, et l’utilisateur n’a aucun controˆle sur eux.
La gestion des efforts
Un planificateur qui ne prend en compte que l’optimalite´ des couˆts peut produire des plans
ou` les efforts ne sont concentre´s que sur un seul agent. L’exemple de la figure 3.14 illustre un
plan ou le but est que l’humain souhaite boire, dans cet exemple nous conside´rons que le couˆt
des actions et proportionnellement inverse aux compe´tences de l’agent et que l’humain et plus
compe´tent pour re´aliser certaines taˆches. Nous pouvons constater que ce plan et tout a` fait
re´alisable, mais peut susciter une incompre´hension de la part de l’humain du fait que toutes
les taˆches lui sont affecte´es. En effet les humains, quand ils travaillent en e´quipe, essaient de
partager les taˆches e´quitablement entre tous les membres de l’e´quipe. Dans le cas d’une e´quipe
homme-robot il est normal que le robot produise plus d’effort que l’humain du fait qu’il est a`
son service. Le but de cette re`gle est de re´guler les efforts entre humain et robot et d’imposer
le fait qu’un robot doit fournir plus d’effort qu’un humain meˆme si celui-ci est plus compe´tent
pour re´aliser la taˆche.
e f f o r tBa l an c i n g
{
priority = −2;
penalty{ computeEf fortBalancing ( ) };
}
Figure 3.15 – Exemple de description de la re`gle gestion d’efforts
La syntaxe utilise´e pour la description dans le domaine de planification est illustre´e par
la figure 3.15. La description d’une re`gle sociale dans le planificateur commence toujours par
un mot ( clef dans ce cas : “effortBalancing” ) qui permet d’identifier la re`gle. Le deuxie`me
e´le´ment est la priorite´. Cette priorite´ permet d’indiquer le degre´ d’importance de la re`gle par
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rapport aux autres re`gles (l’utilite´ de cet e´le´ment va eˆtre pre´cise´e dans la section 3.4.2). Le
troisie`me e´le´ment est la fonction de pe´nalite´ si la re`gle est viole´e. Cette fonction est externe au
planificateur. C’est a` l’utilisateur de la de´terminer en fonction de ses besoins et des besoins du
domaine de planification.
(a) Exemple de plan contenant un e´tat inde´sirable
(b) Exemple de plan ne contenant pas un e´tat inde´sirable
Figure 3.16 – Exemple pour les e´tats inde´sirables
Les e´tats inde´sirables
Il arrive parfois qu’un plan dit optimal par rapport aux couˆts des actions produit ce
qu’on appelle des e´tats inde´sirables. Ces e´tats peuvent eˆtre geˆnants, de´sagre´ables, ou carre´ment
dangereux pour l’humain partenaire du robot. Prenons l’exemple ou` le robot doit aller chercher
une bouteille d’eau pour l’humain, la bouteille d’eau est au re´frige´rateur. Examinons les deux
plans illustre´s par les figures 3.16(a) et 3.16(b). Si on n’e´value ces plans que du point de vue de
l’optimalite´, il est clair que le plan 3.16(a) est plus optimal que celui de la figure 3.16(b), mais
du point de vue qualite´ sociale ce plan pre´sente un de´savantage certain, puisque dans ce plan
le robot laisse la porte du re´frige´rateur ouvert. Cela peut eˆtre une situation de´rangeante pour
l’humain.
Cet exemple de´montre que, dans certaines situations, il est pre´fe´rable de sacrifier l’optimalite´
du plan au profit de la sociabilite´ de celui-ci. Il est donc ne´cessaire de prendre en compte le crite`re
d’e´tats inde´sirables pour pouvoir produire un plan convenable pour l’interaction homme robot.
Le plus geˆnant dans notre exemple n’est pas que l’e´tat inde´sirable apparaisse dans le plan, mais
c’est le fait qu’il perdure tout le long du plan. Il y a aussi des e´tats inde´sirables qui deviennent
de´rangeants de`s leur apparition, par exemple le fait qu’un verre d’eau soit pose´ sur un te´le´viseur.
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Il est clair que dans l’interaction homme robot il y a une multitude d’e´tats inde´sirables. Alors,
il devient ne´cessaire d’avoir un ordre de priorite´ entre tous ces e´tats inde´sirables.
Nous ne sommes pas les premiers a` nous eˆtre inte´resse´s aux e´tats inde´sirables dans un plan. Il
y a e´galement les travaux de [Kvarnstrom 01] sur le planificateur TALPlanner. Ce planificateur
utilise des re`gles e´crites en logique temporelle, celles-ci sont utilise´es durant la phase de recherche
pour e´laguer des branches qui ne les respectent pas. Ce qui lui permet de re´duire l’espace de
recherche. Dans notre cas, les e´tats inde´sirables ne sont pas conside´re´s comme interdits, mais
leur pre´sence est inde´sirable.
undesirableState ObjectOnChair
{
priority = −2;
Furni ture Fur;
Object OBJ;
conditions
{
Fur . type == ” cha i r ”;
OBJ >> Fur . objectsOn ;
}
penalty{ state1Pen };
}
Figure 3.17 – Exemple de description de la re`gle e´tats inde´sirables
Les e´tats inde´sirables sont de´crits par un ensemble de faits particuliers. On conside`re que la
re`gle est viole´e si et seulement si tous les faits sont vrais au meˆme moment. Pour incorporer cette
re`gle au domaine de planification de HATP, nous utilisons la syntaxe illustre´e par l’exemple de
la figure 3.17. On commence par donner la priorite´ a` la re`gle balance des efforts. Ensuite on
de´clare les variables type´es ne´cessaires a` la description. Les variables sont utilise´es pour de´crire
la conjonction des faits qui forment le noyau de la re`gle. Le test des e´tats des faits est re´alise´ de
la meˆme fac¸on que pour le test d’une pre´condition. Enfin, a` chaque e´tat inde´sirable on associe
une fonction qui calcule la pe´nalite´ occasionne´e par la re`gle si elle est viole´e.
Observons l’exemple de la figure 3.17. Cette re`gle va de´crire l’e´tat inde´sirable ”ObjectOnChair”
ou` l’on ne souhaite pas qu’un objet soit pose´ sur un certain type de meuble. Pour de´crire cet
e´tat inde´sirable, on a besoin de deux variables. La premie`re est de type Furniture et repre´sente
un meuble, la seconde est de type Object. La premie`re condition permet de pre´ciser le type de
meuble ( une chaise dans ce cas pre´cis ) et la seconde condition indique que l’objet est sur le
meuble. Si ces deux conditions sont ve´rifie´es au meˆme moment, cela indique que la re`gle a e´te´
viole´e et que le plan sera pe´nalise´.
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Figure 3.18 – Exemple de plan avec une se´quence inde´sirable
Les se´quences inde´sirables
La prise en compte des couˆts de re´alisation d’un plan peut provoquer l’apparition ou la
persistance d’e´tats inde´sirables, mais peut e´galement provoquer l’apparition de combinaisons
d’actions suscitant l’incompre´hension chez les partenaires humains du robot. Un exemple d’une
telle situation est illustre´ par la figure 3.18. Dans cet exemple, on peut constater que pour
transmettre un objet a` l’humain, il fait le choix de le de´poser sur la table, forc¸ant l’humain
a` de´velopper un effort supple´mentaire pour le saisir. Il paraˆıt e´vident que cette situation est
de´rangeante pour l’humain qui s’attend a` recevoir l’objet en mains propres. En effet, il vaut
mieux dans cette situation que le robot donne l’objet a` son partenaire humain en mains propres
meˆme si cela a` un couˆt de re´alisation plus important.
Pour produire des plans socialement acceptables, il est ne´cessaire de prendre en compte le
crite`re des se´quences inde´sirables, puisqu’il permettra d’ame´liorer la qualite´ sociale des plans, en
e´vitant l’apparition des combinaisons d’actions particulie`res pouvant susciter l’incompre´hension
des partenaires humains du robot.
undesirableSequence seq12
{
priority = −2;
Agent ROBOT, HUMAN;
Furni ture FURN;
Object OBJ;
conditions
{
ROBOT. type == ” robot ”;
HUMAN. type == ”human”;
}
sequence
{
1 : Putdown(ROBOT, OBJ, FURN) ;
2 : Pickup (HUMAN, OBJ, FURN) ˜> 1;
}
penalty{ seq1Pen};
}
Figure 3.19 – Exemple de description de la re`gle se´quences inde´sirables
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Les se´quences inde´sirables sont repre´sente´es par une liste d’actions partiellement ordonne´es
qui se trouve au plus bas niveau d’un plan. Pour incorporer cette re`gle au domaine de
planification de HATP, nous utilisons la syntaxe illustre´e par l’exemple de la figure 3.19. Comme
pour toutes les re`gles, on commence par donner la priorite´ a` la re`gle. La description continue par
un ensemble de variables qui sont ne´cessaires a` la description de celle-ci. Nous poursuivons par
un ensemble de conditions qui servent a` contraindre les variables. Ensuite on de´crit la se´quence
d’action proprement dite, la syntaxe utilise´e est tre`s similaire a` celle utilise´e pour la description
d’une liste de taˆches dans les de´compositions d’une me´thode. Sauf qu’on a un nouveau symbole
“∼>” qui permet de de´crire un lien de pre´ce´dence e´ventuellement e´loigne´, alors que “>” exprime
un lien de pre´ce´dence imme´diat. Les deux liens peuvent eˆtre utilise´s pour de´crire la se´quence
d’actions. Enfin, la description de la re`gle se termine par la de´claration de la fonction qui permet
le calcul de la pe´nalite´ a` ajouter au plan, si la re`gle est viole´e.
Figure 3.20 – Exemple de plan avec des temps morts pour l’humain
Les temps d’inactivite´
Les temps d’inactivite´s ou temps morts sont des temps ou` un agent reste inactif entre deux
actions successives. Ce temps d’inactivite´ est effectivement pre´judiciable pour la qualite´ sociale
d’un plan quel que soit le type de l’agent (humain ou robot). Dans le cas des humains il peut
donner le sentiment de perte de temps, ou bien susciter l’agacement et augmenter le risque
d’abandon de la taˆche. Dans le cas du robot, cela risque de lui donner une image ne´gative
dans le sens ou` il est vu comme inutile par des observateurs humains. La figure 3.20 illustre un
exemple ou` l’humain doit attendre que le robot ait fini ses taˆches pour pouvoir re´aliser les siennes.
westedTime
{
priority = 0;
Agent={Jido , Tom, John};
penalty{wastedTimeFunction ( Agent ) };
}
Figure 3.21 – Exemple de description de la re`gle des temps d’inactivite´
L’introduction du crite`re des temps d’inactivite´s dans l’estimation de la qualite´ sociale d’un
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temps mort e´vite ainsi de ve´hiculer une image d’inactivite´ du robot et/ou de susciter l’impatience
des partenaires humains. L’exemple de la figure 3.21 illustre la syntaxe utilise´e pour la description
de cette re`gle. Apre`s avoir instancie´ la valeur de la priorite´ de la re`gle, on de´crit l’ensemble des
agents concerne´s par celle-ci. On finit par la de´claration de la fonction qui calcule la pe´nalite´.
Lorsque le planificateur trouve un plan, il associe a` chaque agent la liste de ses actions avec la
chronologie de leur apparition dans le plan. A` partir de la`, on peut calculer le temps d’inactivite´
pour chaque agent et calculer la pe´nalite´ que l’on va donner au plan.
Figure 3.22 – Exemple d’un plan avec un lien croise´
Les liens croise´s
Les liens croise´s repre´sentent le nombre de liens de synchronisation ou de pre´ce´dence qu’il
peut y avoir entre les activite´s des diffe´rents agents. Un plan ou` il a beaucoup de liens croise´s
est un plan ou` il y a beaucoup de de´pendances inter-agents comme illustre´ dans la figure 3.22.
En effet ce type de plan peut engendrer chez les humains un sentiment d’emprisonnement dans
la taˆche, puisqu’ils sont oblige´s de surveiller les activite´s du robot pour de´terminer quand ils
peuvent commencer leurs propres activite´s. De plus, les plans qui ont un grand nombre de
liens croise´s sont conside´re´s comme des plans fragiles, puisqu’ils pre´sentent un grand risque
d’e´chec. Puisque, si une action de l’humain ne peut eˆtre re´alise´e, qu’apre`s l’action du robot, cela
augmente les risques des temps d’attentes pour l’humain. Dans le cas contraire, c’est-a`-dire si le
robot doit attendre l’humain, cela oblige le robot a` focaliser toute son attention vers l’humain,
ce qui augmente les risques d’erreur sur la perception.
controlOfIntricacy
{
priority = 4;
Agent={Jido , Tom};
penalty{ computeContro lOfIntr icacy };
}
Figure 3.23 – Exemple de description de la re`gle des liens croise´s
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Un nouveau crite`re doit donc eˆtre introduit afin de favoriser les plans avec un nombre limite´
de liens croise´s, c’est-a`-dire le nombre de liens causaux ayant pour origine une action d’un
agent et pour extre´mite´ une action d’un autre agent. Ce crite`re permettra de limiter les plans
engendrant des sentiments de de´pendance chez les partenaires humains du robot, et de limiter
les plans dont l’exe´cution peut s’ave´rer fragile.
La description utilise´e pour repre´senter les liens croise´s est semblable a` celle utilise´e pour
de´crire la re`gle temps d’inactivite´ comme le montre la figure 3.23. Comme pour toutes les re`gles
on commence par de´finir la priorite´ de la re`gle. On poursuit en e´tablissant la liste de tous les
agents concerne´s. Une fois qu’un plan a e´te´ trouve´, la planification comptabilise le nombre de
liens existant entre tous ces agents, et utilise la fonction de´clare´e a` la fin pour calculer la pe´nalite´
qui sera ajoute´e au plan.
Les mauvaises de´compositions
Un des crite`res les plus importants est l’intelligibilite´ des actes d’un robot, c’est-a`-dire la
cohe´rence entre ses actions et son intention. Des e´tudes ont montre´ qu’on pouvait mode´liser les
intentions dans une structure hie´rarchise´e [Grosz 98], [Lochbaum 98] et en de´duire l’intention
de chaque agent a` partir de la taˆche dans laquelle il est implique´. En examinant la hie´rarchie
de taˆches illustre´e dans la figure 3.24, on s’aperc¸oit que l’agent qui re´alise l’action PutdownIn le
fait dans l’intention de re´aliser la taˆche PutdownObjectForSomeone, qui est elle-meˆme re´alise´e
dans l’intention d’effectuer la taˆche TransmitObject. Notons que ces meˆmes structures sont
utilise´es lors de l’exe´cution pour superviser la re´alisation des plans. Le syste`me PRS (Procedural
Reasoning System) [Ingrand 96] utilise une structure hie´rarchique pour controˆler la cohe´rence
et la pertinence des taˆches qu’il est en train de re´aliser a` diffe`rents niveaux d’abstraction.
Toutefois, dans certains cas, ces structures hie´rarchiques pre´sentent une incohe´rence entre
les actions engendre´es et l’intention qu’elle mode´lise. Conside´rons l’exemple illustre´ par la figure
3.24. Cet exemple de´crit une des fac¸ons qu’a un agent de transmettre un objet a` un autre
agent. On constate que, pour re´aliser la taˆche, l’agent de´pose l’objet sur un meuble pour que
l’autre agent le re´cupe`re. Il paraˆıt clair que de´poser un objet sur un meuble pour un autre
agent ne correspond pas du tout a` l’intention de transmettre un objet, ce qui peut susciter
l’incompre´hension chez l’humain. Il s’attend a` ce que l’objet lui soit transmis en main propre ou
bien, au pire des cas eˆtre de´pose´ a` cote´ de lui.
Il est donc ne´cessaire d’introduire ce crite`re pour de´tecter les intentions floues dans la
structure arborescente du plan, afin de favoriser des plans assurant une meilleure intelligibilite´
des actes et garantissant un controˆle d’exe´cution plus adapte´. La description d’une mauvaise
de´composition passe obligatoirement par la description d’une structure arborescente compose´e
de listes de taˆches partiellement ordonne´es. La figure 3.25 illustre un exemple d’une mauvaise
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de´composition. La description de´bute par la spe´cification de la priorite´ de la re`gle, on enchaˆıne
par la de´claration des variables ne´cessaires a` la description de la re`gle. On de´finit ensuite les
contraintes sur ces variables. L’e´tape suivante consiste a` de´crire la structure arborescente. On
commence par la description de la liste de taˆches pour chaque nœud. La syntaxe utilise´e est
semblable a` celle utilise´e pour de´crire les se´quences inde´sirables. On ajoute la description des
liens hie´rarchiques qui permettent de lier une taˆche d’un nœud a` un autre se trouvant plus bas
dans la hie´rarchie. Comme pour la re`gle des se´quences inde´sirables et la notion de lien imme´diat
et lien e´loigne´, on utilise dans la hie´rarchie les notions de lien de de´composition imme´diat
et de lien de de´composition profond pour repre´senter les descendants directs et indirects d’une
de´composition. La figure 3.24 illustre la repre´sentation graphique de la hie´rarchie qu’on a de´finie
dans l’exemple de la re`gle (figure 3.25).
Figure 3.24 – Repre´sentation graphique de la mauvaise de´composition de´crite
3.4.2 Me´trique et Analyse multicrite`res
A` pre´sent que nous avons de´termine´ les crite`res qui influencent la qualite´ sociale d’un plan,
il reste a` trouver une me´trique qui permette la gestion de plusieurs crite`res et qui refle`te le plus
fide`lement possible la qualite´ sociale d’un plan.
La comparaison de deux plans sur un crite`re donne´ est relativement simple. Cependant, dans
le cadre d’une planification avec prise en compte de la qualite´ sociale du plan, cette comparaison
va porter sur l’ensemble des crite`res de´finis dans la description du domaine. Il va donc falloir
choisir entre plusieurs plans solutions en se basant sur divers crite`res de de´cision simultane´ment.
Ce type de de´cision rele`ve donc de l’analyse multicrite`re.
Le principe de l’analyse multicrite`re est d’agre´ger plusieurs crite`res afin de prendre une
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badDecomposition badDec1
{
priority = −3;
Agent Ag1 , Ag2;
Furni ture FURN;
Object Obj;
conditions
{
Ag1 ! = Ag2;
}
decomposition
{
node : 1
{
1 : TransmitObject (Ag1 , Ag2 , Obj ) ;
}
node : 2
{
1 : PutdownObjectForSomeone (Ag1 , Ag2 , Obj )
}
node : 3
{
1 : PutdownIn (Ag1 , Obj , FURN) ;
2 : PickupIn (Ag2 , Obj , FURN) ˜> 1;
}
1 : 1 : immediateDecomposition = node 2;
2 : 1 : deepDecomposition = node 3;
}
Figure 3.25 – Exemple de description de la re`gle les mauvaises de´compositions
de´cision base´e sur des objectifs parfois contradictoires. D’apre`s [Ben-Mena 00] l’analyse
multicrite`re s’ope`re en quatre e´tapes :
1. Dresser la liste des alternatives (solutions) possibles.
2. Dresser les crite`res a` prendre en compte dans la de´cision.
3. E´tablir le tableau des performances.
4. Agre´ger les performances pour de´terminer la meilleure solution.
L’e´tape 3 va permettre de construire le tableau des performances ou la matrice de de´cision.
Cette matrice est illustre´e par le tableau 3.2. Elle est constitue´e, en ligne des alternatives, et en
colonne les crite`res. Chaque e´le´ment aij repre´sente les couˆts ou les profits associe´s a` l’alternative i
selon le crite`re j. On conside`re alors chaque alternative comme un vecteur de N dans l’espace des
crite`res. Les trois premie`res e´tapes sont communes a` toutes les me´thodes d’analyse multicrite`re
et ne pre´sentent que de faibles variations. La quatrie`me pre´sente, elle, une diversite´ nettement
supe´rieure et de´pend de la me´thode utilise´e.
Il existe plusieurs approches pour l’analyse multicrite`re, les plus employe´es sont : WSM
(Weight Sum Method ou somme ponde´re´e), WPM (Weight Product Method ou Produit de ratios)
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Crite`res
C1 C2 C3 ... CN
A
lte
rn
a
tiv
e
s
A1 a11 a12 a13 ... a1N
A2 a21 a22 a23 ... a2N
... ... ... ... ... ...
AM aM1 aM2 aM3 ... aMN
Poids relatifs W1 W2 W3 ... WN
Table 3.2 – Matrice de de´cision pour une analyse multicrite`re
et AHP (Analytic Hierarchy Process ou Processus d’Analyse Hie´rarchique). La somme ponde´re´e
est base´e sur le principe d’une utilite´ additive pour chaque crite`re. Pour de´terminer la solution
a` retenir, on cherche l’alternative i telle que :
A(ai)WSM = min
i
(
∑N
j=1 aij ×Wj∑N
j=1Wj
) pour i = 1 a` M
Le Produit de ratios et tre`s similaire a` la me´thode de la somme ponde´re´e, dans le sens ou
l’on remplace la somme par un produit suivant cette formule :
A(ai)WPM = min
i
N∏
j=1
(
ai∑M
i=1 aij
)Wj pour i = 1 a` M
Le principal de´faut de la somme ponde´re´e est sa grande sensibilite´ aux changements d’e´chelle
et aussi a` la possibilite´ de compensation entre crite`res. Ces de´fauts sont corrige´s par le produit
de ratio, mais ne´cessite que chaque e´chelle de crite`re aille dans le meˆme sens. Pour ces raisons,
nous nous sommes tourne´s vers l’AHP (Processus d’Analyse Hie´rarchique) qui ne pre´sente aucun
de ces de´fauts et qui se distingue par sa fac¸on de de´terminer les poids de crite`res.
3.4.2.1 Processus d’Analyse Hie´rarchique (AHP)
Dans cette section nous allons de´crire brie`vement le principe de l’AHP. Ce processus a
e´te´ de´veloppe´ dans les anne´es 70 par Thomas Saaty. Son principe d’application est de´taille´
dans [Saaty 00][Forman 01]. Cette me´thode ge´ne´rique a e´te´ conc¸ue pour faciliter la prise de
de´cision base´e sur plusieurs crite`res (parfois intangibles) dans des environnements complexes.
Cette me´thode a e´te´ utilise´e dans de nombreuses applications. Les Raisons de sa popularite´
sont :
– Unite´s de mesures : Qualitatives et quantitatives, valeurs relatives ou absolues pour e´tablir
les priorite´s.
– Structure hie´rarchique : Tri des e´le´ments d’un syste`me dans diffe´rents niveaux et dans des
groupes a` caracte´ristiques similaires.
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Figure 3.26 – Mode´lisation d’un proble`me avec le processus AHP
– Interde´pendance : Permet de conside´rer l’interde´pendance des e´le´ments d’un syste`me.
– Consistance : Permet de garder une consistance logique des re`gles utilise´es pour de´terminer
les priorite´s.
– Synthe`se : Permet d’obtenir une appre´ciation ge´ne´rale de la priorite´ de chaque alternative.
– Identification des priorite´s : Permet de conside´rer la priorite´ relative de chaque crite`re pour
obtenir ainsi la meilleure alternative selon les objectifs identifie´s.
Le processus de de´cision AHP permet donc de mode´liser un proble`me d’optimisation
multicrite`res qualitatifs sous la forme d’une hie´rarchie comme l’illustre la figure 3.26. Cette
structure hie´rarchique peut e´ventuellement contenir des niveaux supple´mentaires si un crite`re
peut se de´composer en une combinaison de sous-crite`res. Le principe de la me´thode AHP est
d’obtenir pour chaque alternative une valeur nume´rique repre´sentant sa priorite´, puis de retenir
l’alternative ayant la plus grande priorite´. Pour appliquer la me´thode AHP, il faut suivre les
e´tapes suivantes :
1. De´terminer toutes les combinaisons binaires entre crite`res,
2. De´terminer les priorite´s locales entre crite`res,
3. Synthe´tiser les priorite´s globales ρi entre crite`res,
4. Pour chaque crite`re conside´re´ inde´pendamment des autres, de´terminer la priorite´ locale de
chaque alternative,
5. Synthe´tiser la priorite´ globale Gj de chaque alternative.
Les e´tapes 1 et 2 se concre´tisent par la conception de la matrice de comparaison des paires
de crite`res. Il s’agit d’une matrice carre´e N ×N (N e´tant le nombre de crite`res) de la forme :
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Importance qualitative entre les crite`res i et j Valeur nume´rique de Cij
Le crite`re i est extreˆmement moins important que le crite`re j
1/9
1/8
Le crite`re i est e´norme´ment moins important que le crite`re j
1/7
1/6
Le crite`re i est beaucoup moins important que le crite`re j
1/5
1/4
Le crite`re i est le´ge`rement moins important que le crite`re j
1/3
1/2
Le crite`re i est d’importance e´gale avec le crite`re j 1
Le crite`re i est le´ge`rement plus important que le crite`re j
2
3
Le crite`re i est beaucoup plus important que le crite`re j
4
5
Le crite`re i est e´norme´ment plus important que le crite`re j
6
7
Le crite`re i est extreˆmement plus important que le crite`re j
8
9
Table 3.3 – Tableau de priorite´ qualitative entre crite`res
Crite`re 1 Crite`re 2 Crite`re 3 ... Crite`re N
Crite`re 1 1 C12 C13 ... C1N
Crite`re 2 C21 1 C23 ... C2N
Crite`re 3 C31 C32 1 ... C3N
... ... ... ... ... ...
Crite`re N CN1 CN2 CN3 ... 1
Les coefficients Cij repre´sentent le degre´ d’importance nume´rique du crite`re i par rapport
au crite`re j. Pour de´terminer ces coefficients, on utilise une e´chelle comparative qualitative
des crite`res en les comparant deux a` deux. Le tableau 3.3 permet ensuite de convertir ces
comparaisons en une e´valuation nume´rique. Pour que la matrice globale soit cohe´rente, certaines
contraintes doivent eˆtre respecte´es :


∀i, Cii = 1
∀i, ∀j 6= i, Cij × Cji = 1
∀i, ∀j 6= i, ∀k 6= i et k 6= j, Cik = Cij × Cjk
(3.1)
Ainsi, la matrice de comparaison des paires de crite`res contient uniquement des 1 sur sa
diagonale puisque le degre´ d’importance d’un crite`re ne saurait eˆtre diffe´rent de lui-meˆme. La
deuxie`me contrainte permet de s’assurer que le degre´ d’importance Cji est l’inverse du degre´
d’importance Cij . Ainsi, si le crite`re i est beaucoup plus important que le crite`re j, alors, pour
rester cohe´rent, il faut que le crite`re j soit beaucoup moins important que le crite`re i. La dernie`re
contrainte permet de maintenir la cohe´rence globale de la matrice, a` savoir si le crite`re i a un
degre´ d’importance Cij par rapport au crite`re j et que ce dernier a un degre´ d’importance Cjk
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par rapport au crite`re k alors le crite`re i doit avoir un degre´ d’importance Cik = Cij × Cjk par
rapport au crite`re k.
L’e´tape 3 de la me´thode AHP permet de de´terminer les priorite´s globales entre les crite`res.
Pour cela, il faut simplement calculer la valeur du premier vecteur propre. Puisque Saaty explique
dans son livre [Saaty 00] que du fait de la particularite´ de la matrice, il n’est pas ne´cessaire de
calculer tous les vecteurs propres de celle-ci, puisque le premier vecteur propre est le vecteur
dominant et que chaque e´le´ment correspond au degre´ de dominance du crite`re avec lequel il est
accorde´. Saaty propose aussi une technique qui permet d’estimer la valeur de ce premier vecteur
propre et cela sans passer par des calculs matriciels couˆteux. La proce´dure est de´crite comme
suit :
3.1 Faire la somme des valeurs de chaque colonne.
3.2 Diviser chaque e´le´ment de la matrice par le total de sa colonne.
3.3 Calculer la moyenne des e´le´ments de ligne de la matrice. On obtient un vecteur
[P0;P1; ...;PN ] ou` Pi est le coefficient de priorite´ du crite`re i.
On a donc :
ρi =
1
N
×
N∑
j=1
(
Cij∑N
k=1Ckj
)
(3.2)
Les coefficients de priorite´ vont constituer le vecteur P de dimension N qui correspond a`
la dimension des crite`res. Ce vecteur doit ve´rifier la proprie´te´ :
∑N
i=1 ρi = 1. Plus le degre´
d’importance d’un crite`re i par rapport a` l’ensemble des autres crite`res sera grand, plus le
coefficient de priorite´ ρi sera important.
Les e´tapes 4 et 5 du processus AHP consistent a` de´terminer les priorite´s locales et globales
de chaque alternative. Pour cela, on utilise la meˆme e´chelle comparative que pre´ce´demment (voir
tableau 3.3 qui permet d’exprimer un degre´ de pre´fe´rence nume´rique entre les alternatives selon
un crite`re donne´). Pour chaque crite`re i, on e´crit la matrice de second degre´ correspondanteMi :
Alternative 1 Alternative 2 ... Alternative M
Alternative 1 1 αi12 ... α
i
1M
Alternative 2 αi21 1 ... α
i
2M
... ... ... ... ...
Alternative M αiM1 α
i
M2 ... 1
Les coefficients αitu des matrices de second degre´ doivent ve´rifier les meˆmes proprie´te´s de
cohe´rence que les coefficients de la matrice de comparaison des paires de crite`res (formule 3.1).
Pour chaque crite`re i on de´termine la priorite´ locale γit d’une alternative t en utilisant le meˆme
principe que pour le calcul des priorite´s locales entre crite`res. On obtient donc une e´quation
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similaire a` l’e´quation 3.2 :
γit =
1
M
×
M∑
u=1
(
αitu∑M
v=1 α
i
vu
)
(3.3)
De meˆme que pour les coefficients de priorite´, les priorite´s locales ve´rifient la proprie´te´∑M
t=1 γ
i
t = 1. Pour de´terminer la priorite´ globale Gt associe´e a` chaque alternative t, on combine
les priorite´s locales en utilisant les priorite´s globales de´termine´es pre´ce´demment. La pre´fe´rence
globale Gt refle`te la priorite´ de l’alternative t, et s’obtient en combinant les e´quations 3.2 et 3.3.
Gt =
N∑
i=1
ρi × γ
i
t (3.4)
Ou` :
– N est le nombre de crite`res,
– ρi est la priorite´ globale du crite`re i,
– γit est la priorite´ locale de l’alternative t selon le crite`re i.
L’alternative finalement retenue est celle qui posse`de la plus grande priorite´.
3.4.2.2 Inte´gration de l’AHP au sein du planificateur HATP
HATP utilise l’approche AHP pour e´valuer la qualite´ sociale des plans produits dans un
premier temps puis la se´lection du meilleur plan parmi N . Un plan sera e´value´ sur les crite`res
sociaux e´nume´re´s pre´ce´demment. L’e´valuation des plans produit par HATP passe par trois
e´tapes :
– De´terminer la priorite´ globale de chaque crite`re.
– Comparer les plans pour chaque crite`re.
– Se´lectionner le meilleur plan.
Pour calculer la priorite´ globale pour chaque crite`re, nous utilisons les priorite´s descriptives
de´clare´es dans toutes les re`gles sociales. Ces priorite´s descriptives sont de´termine´es par
l’utilisateur et permettent de de´terminer le degre´ d’importance du crite`re par rapport a` un
crite`re de re´fe´rence. Les crite`res de re´fe´rences sont le couˆt et la dure´e du plan, e´tant donne´ que
ces deux crite`res sont des crite`res invariants. En effet, meˆme s’il n’y a pas de re`gles sociales
de´finies, les plans produits seront tout de meˆme e´value´s sur ces deux crite`res. Les priorite´s
descriptives sont des entiers relatifs borne´s dans l’intervalle [−8, 8]. Une valeur de −8 indique
que le crite`re courant est extreˆmement moins important que nos crite`res de re´fe´rences, une
valeur de 0 indique que les deux crite`res ont un degre´ d’importance e´quivalent, et c’est le cas
pour nos deux crite`res couˆt et dure´e d’un plan. A` partir de la`, on peut calculer les priorite´s
locales de chaque crite`re, et construire la matrice de comparaison entre crite`res en utilisant les
formules 3.5 et 3.1. La formule 3.5 de´crit de manie`re ge´ne´rale comment se fait le calcul de la
priorite´ locale Ci1, qui compare un certain crite`re i qui a une priorite´ descriptive pri au crite`re
de re´fe´rence repe´re´ par l’indice 1. La formule 3.1 qui a e´te´ de´finie dans la section pre´ce´dente
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de´crit les proprie´te´s de la matrice de comparaison, et c’est ce qui nous permet de construire
toutes les paires Cij . Une fois la matrice de comparaison construite, il ne reste plus qu’a` calculer
le premier vecteur propre de la matrice. Chaque e´le´ment ρi du vecteur va repre´senter la priorite´
globale pour le crite`re correspondant.
Ci1 =
{
1 + pri , si pri ≥ 0
1
1−pri
, sinon
(3.5)
La seconde phase, qui est la phase de comparaison et d’e´valuation, va se faire en ligne,
c’est-a`-dire durant le processus de planification. Pour e´valuer deux plans et pouvoir affirmer
que l’un des deux et meilleur, nous allons calculer le degre´ d’ame´lioration du plan de l’un par
rapport a` l’autre. Ce taux d’ame´lioration est calcule´ entre un plan complet qu’on appelle plan de
re´fe´rence 1 et un autre plan qui peut eˆtre partiel ou complet. Le taux d’ame´lioration est calcule´
sur la base d’une moyenne ponde´re´e (les coefficients sont spe´cifie´s par les priorite´s globales des
crite`res), sur l’e´cart moyen qu’il y a entre les deux plans par rapport a` chaque crite`re, comme
le montre la formule 3.6. Si le re´sultat est ne´gatif on va dire qu’il y a de´te´rioration de la qualite´
du plan, sinon il y a ame´lioration ou maintient de la qualite´ sociale du plan.
S(Pnew) =
ΣNi=0wi ∗
V al
ref
i −V al
new
i
V al
ref
i
ΣNi=0wi = 1
(3.6)
En fin de planification, on va se retrouver avec une multitude de plans qui ont maintenu la
qualite´ du plan au meˆme niveau que celle du plan de re´fe´rence. Comment choisir le meilleur
parmi tous ces plans, qui ont la meˆme qualite´ sociale ? Pour y re´pondre nous allons continuer la
proce´dure AHP. Pour un ensemble de plans, nous allons calculer leurs priorite´s locales et globales.
Pour la priorite´ locale, on va comparer les plans entre eux (comparaisons par paire) par rapport
a` chaque crite`re, en privile´giant les plans de moindre couˆt. Cela va produire les matrices de
comparaison et leurs vecteurs propres. Supposons que nous avons m plan a` comparer et que
nous avons n crite`res, alors cela produira n matrice et vecteur propre qui auront les dimensions
respectives de m ×m et m. Chaque e´le´ment γij va repre´senter la priorite´ locale du plan ou` i
et j de´signent le crite`re et le plan concerne´s. Concernant la priorite´ globale, on va appliquer la
formule Q(Pj) =
∑n
i=0wi×γij , qui pour chaque plan j va faire la somme ponde´re´e des priorite´s
globales de chaque crite`re wi avec la priorite´ locale de chaque plan γij . Le meilleur plan est celui
qui maximise la priorite´ globale.
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Algorithme 3.1 : Algorithme HATP
Donne´es : s, Arb, D
T ← leaves(Arb)1
ChoiceReminder = ∅2
Prj = ∅3
re´pe´ter4
T0 ← {t ∈ T | predecesseurs(t) = ∅, s satisfait goal(t)}5
pour ∀ t ∈ T0 faire6
Retirer t de Arb et de T7
si T = ∅ alors8
P ← produire plan(Arb, Prj)9
Ajouter P dans la pile des plans valides10
Backtracker vers une nouvelle branche11
si PREF 6= ∅ alors12
c ← comparaison partielle(Arb, Prj, PREF )13
si c < 0 alors14
Couper la branche courante de l’arbre d’exploration15
Backtracker vers une nouvelle branche16
si ∀ t ∈ T, lock( t) actif alors De´verrouiller t17
T0 ← {t ∈ T | predecesseurs(t) = ∅, s satisfait precond(t), lock(t) inactif}18
ChoiceReminder ← AjouterNouveauPoint(Ti,Arbi,s)19
Choisire branche Mini cout(T,Arb,s)20
si t est une action alors21
A ← { a est une action instancie´e dans D, s satisfait precond(a)}22
Modifier s selon effects(a)23
Appliquer a a` Prj24
Mettre a` jour le couˆt25
pour ∀ t ∈ T faire De´verrouiller t26
sinon27
M ← { m est une instance d’une me´thode dans D, s ne satisfait pas goal(m)}28
Dec ← {di ∈ decomposition(m), s satisfait preconds(m)}29
si Dec =∅ alors30
Couper la branche et Backtracker vers une nouvelle branche31
pour chaque di ∈ Dec faire32
T copy ← T33
Arb copy ← Arb34
Remplacer t par di dans T copy et dans Arb copy35
ChoiceReminder ← AjouterNouveauPoint(T copy,Arb copy,s)36
ChoiceReminder ← Choisire branche Mini cout(T,Arb,s)37
jusqu’a` limite de temps atteinte ou arbre d’exploration entie`rement parcouru38
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3.5 Algorithme de planification
L’algorithme principal de HATP prend en entre´e s l’e´tat du monde, une structure hie´rarchise´e
Arb qui est le proble`me et D le domaine de planification. Cet algorithme commence par
l’initialisation d’une liste de taˆches T (ligne 1), cette liste contient les feuilles de l’arbre Arb. On
initialise e´galement l’e´bauche de projection temporelle Prj et l’ensemble des points de backtrack
a` un ensemble vide (ligne 3 et ligne 2).
On entre ensuite dans la boucle principale (lignes 4 a` 38) jusqu’a` ce que la limite de temps
e´ventuelle soit atteinte, ce qui permet de satisfaire la contrainte de la planification en temps
re´el, ou bien jusqu’a` ce que l’ensemble de l’arbre d’exploration ait e´te´ entie`rement parcouru. La
premie`re e´tape de la boucle principale est d’e´radiquer les taˆches associe´es a` des buts qui sont
de´ja` satisfaits dans l’e´tat actuel de la base de faits (lignes 5 a` 7), afin de limiter l’explosion de
l’espace de recherche.
L’e´tape suivante consiste a` ve´rifier si la liste de taˆches T est vide, ce qui indiquerait qu’un plan
valide a e´te´ trouve´ (lignes 8 a` 11). La troisie`me e´tape consiste a` appliquer une optimisation de
type branch-and-bound (lignes 12 a` 16), en comparant le plan actuel au plan de re´fe´rence afin de
limiter l’espace de recherche a` explorer. L’e´valuation partielle ne porte que sur le sous-ensemble
des re`gles sociales qui peuvent eˆtre e´value´es pendant la phase de raffinement : la gestion des
efforts, les se´quences inde´sirables, les liens croise´s et les mauvaises de´compositions. Les re`gles
sociales des types e´tats inde´sirables et temps d’inactivite´ sont e´value´es lorsque le plan complet
a e´te´ trouve´ et que son treillis temporel nume´rique a e´te´ construit.
L’algorithme a une proce´dure de verrouillage/de´verrouillage de taˆches qui lui permet de ne
pas explorer plusieurs fois des branches jumelles. Initialement, toutes les taˆches sont verrouille´es.
Quand une taˆche t est se´lectionne´e, toutes les autres taˆches sont verrouille´es, c’est-a`-dire qu’elles
ne peuvent eˆtre se´lectionne´es tant que t ou une de ses sous-taˆches ne soit re´duite a` un ensemble
vide ou ait mene´ a` une modification de l’e´tat du monde (i.e. a` l’application d’une action).
Dans le cas ou` la liste de taˆches T contient des taˆches qui sont toutes verrouille´es, on
de´verrouille la totalite´ de T (ligne 17). On de´termine ensuite l’ensemble T0 contenant l’ensemble
des taˆches de T qui ne sont pas verrouille´es, qui n’ont pas de pre´de´cesseurs et dont les
pre´conditions sont satisfaites (ligne 18). On cre´e autant de branches que ne´cessaire dans l’arbre
de recherche selon la cardinalite´ de T0. On choisit ensuite une branche qui minimise le couˆt du
plan en choisissant une taˆche t a` traiter (ligne 20).
Dans le cas ou` la taˆche se´lectionne´e est une action, on applique les effets de cette action sur
la base de faits (ligne 23), on met a` jour la projection Prj et le couˆt du plan (ligne 24 a` 25).
Enfin on de´verrouille toutes les taˆches dans T.
1. Un plan de re´fe´rence est un plan qui a la meilleure e´valuation, durant le processus de planification. Le
premier plan trouve´ par HATP est conside´re´ comme le plan de re´fe´rence. Si le planificateur trouve un meilleur
plan il va le substituer au plan de re´fe´rence.
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Si la taˆche t est une me´thode, on de´termine l’ensemble des de´compositions valides (ligne
29), si l’ensemble re´sultant Dec est vide, on change de branche d’exploration (lignes 30). Sinon,
pour chaque di pre´sent dans Dec on cre´e une copie de la liste de taˆches T et de l’arbre Arb et
on remplace la taˆche t par di (de la ligne 33 jusqu’a` ligne 35). On rajoute ensuite une nouvelle
branche a` l’arbre de recherche (ligne 36).
L’algorithme de HATP est fonde´ sur celui de SHOP2. Cependant, il pre´sente quelques
diffe´rences : (1) la de´finition du plan. (2) la forme des proble`mes de planification. (3)
l’optimisation. Les deux premiers points ont e´te´ aborde´s pre´ce´demment. Concernant l’optimisation,
comme nous avons pu le constater dans la pre´sentation de l’algorithme, HATP utilise une
heuristique de recherche base´e sur un A* [Hart 68] et une optimisation du type branch-and-
bound qui reposent toutes les deux sur l’e´valuation partielle des plans. L’e´valuation est fonde´e
sur une me´thode d’analyse multicrite`res (AHP) qui est beaucoup plus e´volue´e que l’approche
utilise´e dans SHOP2 qui est une approche additive.
3.6 Conclusions et critiques du mode`le
Dans ce chapitre, nous avons de´crit le formalisme du planificateur HATP qui a e´te´
spe´cialement conc¸u pour ge´ne´rer des plans qui prennent explicitement en compte l’humain,
en conside´rant ses de´sirs, ses compe´tences, ses handicaps, etc.. En inte´grant dans son mode`le
des re`gles sociales et une me´trique qui e´value la qualite´ sociale des plans, il est capable de
produire des plans qui sont compre´hensibles, agre´ables, et qui respectent les conventions de
comportements des humains.
Nous avons donne´ la description du domaine de planification et des re`gles sociales. Nous avons
e´galement de´taille´ la me´trique utilise´e pour la production de plans socialement acceptables. Nous
avons de´crit l’algorithme de planification de HATP qui inte`gre une heuristique de guidage et une
proce´dure de branch-and-bound qui lui permet de re´duire l’espace de recherche pour ame´liorer
les performances de celui-ci.
Tout au long du chapitre, nous avons fait une comparaison entre HATP et le planificateur
SHOP2. Nous avons pu constater que HATP inte`gre une description particulie`re des e´tats du
monde, qui permet de construire un mode`le de chacune des entite´s pre´sentes dans le monde, et
de regrouper toutes les informations les concernant dans une meˆme variable pour les rendre plus
facilement accessibles. Le mode`le des entite´s est comple´te´ avec la description des taˆches pre´sentes
dans le domaine. En effet, le mode`le de taˆches dans HATP prend comme parame`tres des variables
type´es, ce qui permet de poser des contraintes sur les entite´s. Nous avons e´galement constate´ que
HATP permet une planification a` partir de plan partiel, ce qui ame´liore l’interaction homme-
robot en offrant aux partenaires humains la possibilite´ d’exprimer leurs de´sirs sur la fac¸on de
re´aliser un plan. Pour la description de la structure de donne´es d’un plan, HATP se distingue
par le fait qu’il de´crit le plan avec deux structures : Une projection temporelle comme celle qui
est pre´sente dans SHOP2, et e´galement une structure hie´rarchise´e qui de´crit la de´composition
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du proble`me et qui permet d’ame´liorer la qualite´ de l’interaction homme-robot. Au niveau de
l’algorithme de planification, nous avons pu noter que l’algorithme de planification de HATP est
fonde´ sur celui de SHOP2, mais qu’il se diffe´rencie au niveau de l’e´valuation de la qualite´ d’un
plan. En effet, la proce´dure d’e´valuation de la qualite´ d’un plan dans HATP et beaucoup plus
e´volue´e que celle utilise´e dans SHOP2, et de ce fait, elle implique des calculs plus complexes
lors des e´valuations partielles des plans pour branch-and-bound ou bien lors de l’e´valuation des
branches pour l’heuristique.
Le mode`le de HATP tel-quel est adapte´ a` l’interaction avec les humains, mais pre´sente les
insuffisances suivantes :
1. Lors de la planification HATP : ne prend en compte que les croyances du robot sans
les confronter aux croyances des autres agents. Cela a pour effet de produire des plans
qui peuvent eˆtre incompre´hensibles pour l’humain dans le cas ou` ils ont des croyances
divergentes. Les plans produits mobilisant l’humain et le robot sur une longue dure´e
peuvent susciter un sentiment de de´pendance et d’emprisonnement dans la taˆche. La re`gle
liens croise´s permet de limiter le nombre des liens croise´s entre agents, mais ne permet pas
de tous les supprimer. Il est donc ne´cessaire d’introduire des actions de communication
qui vont permettre de relaˆcher les contraintes de pre´ce´dence entre agents. Nous avons la
conviction que la prise en compte des croyances des autres agents ainsi que l’introduction
des actions de communication, vont enrichir l’interaction et donner a celle-ci plus de
souplesse et la render plus agre´able pour les humains partenaires du robot.
2. Dans notre approche, l’interaction homme-robot n’est conside´re´e que du point de vue
du raisonnement symbolique, mais il existe un autre type d’interaction et qui est tre`s
important, c’est l’interaction au niveau physique. Cet autre type d’interaction permet
de controˆler le robot au niveau fonctionnel, en controˆlant ses de´placements et ses choix
de positions en pre´sence de l’homme. Il existe des planificateurs qui traitent cette
proble´matique, qu’on appelle planificateur de mouvement ou planificateur de manipulation,
ou plus ge´ne´ralement planificateur ge´ome´trique. L’approche produisant des plans qui
ge`rent les deux niveaux d’interaction n’est pas nouvelle. On l’a de´ja` teste´e et valide´e
dans le cadre du projet COGNIRON, mais cette approche est une approche dite en
se´rie, ou` l’on produit un plan symbolique a` la suite duquel on produit et re´alise un plan
ge´ome´trique. Nous pensons qu’une approche dite paralle`le, c’est-a`-dire avec production
des deux plans symboliques et ge´ome´triques en paralle`le avec une forte interaction entre
eux, va nous permettre de traiter le proble`me de l’interaction homme robot beaucoup
plus finement, du fait que les deux planificateurs vont enrichir leur repre´sentation du
monde. Chaque planificateur pourra profiter des primitives de l’autre, mais cela permettra
surtout au planificateur symbolique d’e´largir son champs de compe´tence en faisant du
raisonnement plus e´labore´ sur des faits ge´ome´triques. Le planificateur ge´ome´trique pourra
e´largir et adapter le panel de comportement qu’il pourra donner au robot graˆce aux
recommandations du planificateur symbolique.
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Dans les chapitres suivants nous allons pre´senter des extensions du mode`le HATP qui traite
de ces insuffisances
4
Belief-HATP : planification avec croyances
mutuelles
Dans le chapitre pre´ce´dent, nous avons de´crit le planificateur HATP. Nous avons pu
observer ses capacite´s a` produire des plans socialement acceptables pour le robot et pour les
humains partenaires. Cependant, nous avons e´galement note´ que ce mode`le pre´sente quelques
insuffisances. L’une de ces insuffisances est que le mode`le prend en compte uniquement les
croyances du robot pour planifier et nous avons indique´ que cela peut susciter des sentiments
d’incompre´hension chez son partenaire humain.
Dans ce chapitre, nous pre´sentons une extension du mode`le HATP qui prend en charge les
croyances des diffe´rents agents et utilise la structure HTN du planificateur pour la gestion de
ces croyances. Elle permet e´galement au robot de produire des comportements pro-actifs pour
l’acquisition ou le transfert d’information. Nous allons e´galement pre´senter quelques exemples
montrant l’inte´reˆt de la prise en compte des croyances des diffe´rents agents durant la phase de
planification.
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4.1 Travaux voisins
La planification avec croyances mutuelles a e´te´ utilise´e dans plusieurs approches. Dans
le chapitre 2 nous avons aborde´ l’approche par planification re´active, et plus pre´cise´ment le
mode`le STEAM [Tambe 97] qui utilise la the´orie de l’intention jointe afin de construire des
plans pour la re´solution de proble`me multi-agents. Nous avons pu constater que ce mode`le
utilise une structure hie´rarchise´e appele´e TOP (Team Oriented Plan) pour l’e´laboration de ses
plans. Nous avons e´galement e´tabli que le mode`le fait une distinction entre les taˆches jointes
appele´es “ope´rateurs d’e´quipe” et les taˆches individuelles appele´es “ope´rateurs individuels”.
Cette distinction va servir au moment d’instancier le plan. En effet, pour instancier un ope´rateur
et ve´rifier ses pre´conditions, il est ne´cessaire de connaˆıtre son type. Si c’est un ope´rateur d’e´quipe,
cela implique qu’il doit eˆtre de´compose´ en sous-taˆches ; si c’est un ope´rateur individuel, cela
implique que l’agent concerne´ va utiliser ses croyances pour re´aliser la taˆche. Quand tous les
ope´rateurs individuels d’un ope´rateur de groupe sont re´alise´s, les agents implique´s reconstruisent
une croyance mutuelle consistante pour conclure que l’ope´rateur de groupe est re´alise´.
Dans cette approche, trois e´le´ments importants sont a` noter :
– Chaque agent a une croyance individuelle. La croyance mutuelle est l’union des croyances
des diffe´rents agents.
– Utilisation des croyances individuelles pour la re´alisation des taˆches individuelles.
– Utilisation d’une structure hie´rarchique pour la construction du plan.
Une autre approche est l’approche dite planification continue [Brenner 09], [Clement 03].
Elle repose sur l’ide´e du (active knowledge-gathering [Knoblock 95]), ou` l’agent ne planifie pas
seulement pour atteindre un but, mais e´galement pour acque´rir les informations ne´cessaires a`
la re´alisation de ce but. Ce type de planification utilise l’entrelacement entre planification et
exe´cution [Ambros-Ingerson 90], ce qui lui permet de palier au manque d’information en passant
d’une phase a` une autre jusqu’a` l’obtention d’un plan complet et correct.
Ce type de planification utilise un langage appele´ MAPL pour (Multi-Agent Planning
Language) [Brenner 03], qui est de´rive´ du langage PDDL. Ce langage de´crit le domaine de
planification qui inclut des actions physiques, des actions d’observations et des actions de
communications. Sa repre´sentation du monde inclut les croyances propres et les croyances
mutuelles des agents.
La repre´sentation du monde s’appuie sur les variables d’e´tats multi-valeurs [Ba¨ckstro¨m 93].
Dans ce mode`le, chaque agent a sa propre base de croyances, et pour avoir une croyance mutuelle,
il faut qu’il y ait une correspondance entre toutes les croyances individuelles de tous les agents.
Le mode`le a e´te´ e´galement e´tendu a` la notion de unknown qui permet de spe´cifier si un agent
connaˆıt ou non l’instance d’une certaine variable.
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Dans cette approche, on a enrichi le mode`le d’action par la notion (Know if ), qui est une
condition de re-planification qui permet de de´tecter la connaissance ou la non-connaissance d’une
certaine information, permettant ainsi a` un agent de raisonner sur la re´alisation d’une action.
La figure 4.1 illustre un exemple de de´claration d’une action dans le langage MAPL. Dans
cette action, l’agent a besoin de connaˆıtre si la porte est ouverte ou non, information qui est
repre´sente´e par “ :replan (KIF ?a (doorstate ?d))”. Il faut savoir que cette condition n’intervient
pas directement lors de la planification. Elle est utilise´e lors de l’exe´cution pour permettre a`
l’acteur de l’action de re-planifier si la condition n’est pas respecte´e. Dans notre exemple si la
porte n’est pas ouverte ou si l’agent ne connaˆıt pas l’e´tat de la porte, il peut alors re-planifier
pour ouvrir la porte ou bien observer l’e´tat de cette dernie`re.
1 ( : action move A
2 : agent (? a − agent )
3 : parameters (? to − l o c a t i o n )
4 : v a r i a b l e s (? from − l o c a t i o n ?d − door )
5 : r ep lan (KIF ?a ( doo r s ta t e ?d ) )
6 : p r e cond i t i on ( and ( pos ?a : ? from )
7 ( entrance ?d ? from ) ( entrance ?d ? to ) )
8 : e f f e c t ( pos ?a : ? to )
9 )
Figure 4.1 – Exemple de de´claration d’une action avec l’approche planification continue
L’algorithme pour la planification continue se de´compose en trois phases :
1. (Re-)planification pour atteindre un e´tat but a` partir d’un e´tat initial. Cette phase utilise
un algorithme classique de recherche en avant.
2. Exe´cution des actions produites par la phase pre´ce´dente.
3. A´ l’exe´cution, l’algorithme compare l’e´tat du monde courant avec l’e´tat du monde estime´
en se servant des observations que l’agent peut faire.
Cet algorithme a e´te´ e´tendu au cas du multi-agent en utilisant un algorithme distribue´ qui
permet la communication entre agents. L’ide´e est la suivante : durant la planification d’un agent,
s’il rencontre un e´tat bloquant, il envoie aux autres agents un message sous forme d’un but pour
de´bloquer la situation et cela jusqu’a` construire un plan complet.
Cette approche a e´te´ teste´e sur un sce´nario dans le cadre d’un dialogue entre agents
[Brenner 08] [Kruijff 07]. Dans le sce´nario on suppose que nous avons deux agents MrChips
et MrData. MrChips peut se de´placer et prendre des objets, MrData peut aussi se de´placer et
ouvrir les portes. Le but de MrData est d’avoir un cafe´ et le but de MrChips est de satisfaire
MrData. La figure 4.2 illustre le plan produit et exe´cute´ par les deux agents.
A l’exe´cution, MrChips ne connaˆıt pas la position du cafe´ alors il fait intervenir MrData
pour obtenir l’information (ligne 3). Puis, MrChips se dirige vers la porte et observe qu’elle est
ferme´e. De nouveau il fait intervenir MrData pour lui ouvrir la porte (lignes 5 a` 7). MrChips
pre´pare le cafe´ et pre´vient MrData que le cafe´ est preˆt et qu’il peut le prendre (ligne 8 a` 13).
80 · Interaction De´cisionnelle Homme-Robot
Figure 4.2 – Exemple de dialogue entre agents en utilisant la planification continue
Dans l’approche de la planification continue, nous devons noter quatre points importants :
– Chacun des agents a sa croyance individuelle. La croyance mutuelle est une fusion entre
les croyances individuelles de chaque agent.
– La notion de variable d’e´tat a` valeur multiple, qui permet de cre´er les croyances
individuelles des agents.
– La notion unknown qui permet de mode´liser le fait qu’un agent ignore une information.
– La condition de re-planification (Know if ) qui permet de ge´ne´rer un but de recherche
d’information.
– Le mode`le des actions de communication et la notion de copre´sence qui permettent le
passage des informations entre agents.
Pour la conception d’un planificateur avec croyance mutuelle et d’apre`s ce que nous avons
pu noter des diffe´rentes approches, le planificateur doit inte´grer certaines proprie´te´s qui peuvent
ame´liorer l’interaction homme-robot.
– Il doit inte´grer le fait que chaque agent doit avoir ses croyances individuelles. Cela
permettra au planificateur de ne plus raisonner que sur les croyances du robot, mais e´galement
de prendre en compte les croyances des humains partenaires pour pouvoir produire des plans
compre´hensibles par ces derniers, meˆme en cas de croyances individuelles divergentes.
– Il doit comple´ter son domaine de planification par des actions de communication, qui
vont permettre la transmission d’information en cas d’absence d’information ou divergence
de croyances entre le robot et les humains. Cela permettra e´galement de rendre plus clair les
plans produits par le robot.
– Il doit inte´grer le fait qu’un agent connaisse ou non une information, ce qui permettra au
robot de ge´ne´rer des buts pour la recherche d’information, et de connaˆıtre les raisons de son
e´chec, mais e´galement de pouvoir renseigner l’humain quand ce dernier en a besoin.
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Dans la suite du document nous pre´sentons le mode`le de planification avec gestion des
croyances multiples et re`gles sociales propose´ et mis en œuvre pour l’interaction homme-robot.
4.2 Description domaine de planification
Dans cette section nous pre´sentons un mode`le de planification avec information incomple`te
qui s’inspire de la planification continue pre´sente´e dans la section pre´ce´dente.
factdatabase
{
// E´tape 1 : D e´ f i n i t i on des types des e n t i t e´ s
define entityType Place ;
define entityType Object;
// E´tape 2 : D e´ f i n i t i on des a t t r i b u t s des agents
define AgentAttr ibutes
{
stat ic atom symbol type;
dynamic atom Place posTopo;
dynamic set Object ob j e c t s ;
}
// E´tape 2 ’ : d e´ f i n i t i o n des e n t i t e´ s
define entityAttributes Objet
{
stat ic atom number poids ;
dynamic atom Agent owner;
}
// E´tape 3 : Cre´at ion des e n t i t e´ s
l ivingRoom = new Place ;
Jido = new Agent;
Tom = new Agent;
Mathieu = new Agent;
Glass = new Objet;
Bott l e = new Objet;
// E´tape 4 : I n i t i a l i s a t i o n des a t t r i b u t s
Jido . type = ”Robot”;
Jido . posTopo = l ivingRoom;
Jido . ob j e c t s <<= Glass ;
Jido . ob j e c t s <<= Bott l e ;
Jido .Myself = t rue ;
Glass ( J ido ) . po ids = 100;
Glass ( J ido ) . owner = Tom;
Glass (Tom) . po ids = 50;
Glass (Tom) . owner = Mathieu;
}
Figure 4.3 – Exemple de de´claration de la base de faits
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4.2.1 Repre´sentation du monde
Dans le chapitre pre´ce´dent, nous avons fait la description de la base de faits pour le
planificateur HATP. Nous avons constate´ qu’elle reposait sur une repre´sentation en variables
d’e´tat sous forme d’entite´s et d’attributs. Cette description suppose que tous les e´tats du monde
sont connus et ne mode´lise que la connaissance du robot sur ces e´tats. Elle suppose e´galement que
tous les agents partagent la meˆme vision. Cette description unifie´e pour tous les agents n’est pas
adapte´e a` l’interaction homme-robot. En effet, un robot qui produit des plans pour lui et pour
des humains partenaires et qui ne prend pas en compte la diffe´rence entre leurs connaissances,
va produire des plans qui sont incompre´hensibles, suscitant le sentiment de perte de temps et
d’agacement chez l’humain. De plus, le robot peut eˆtre vu comme inutile. Prenons l’exemple
ou` le robot et l’humain doivent re´aliser la taˆche de “nettoyer la chambre”. La re´alisation de la
taˆche va se de´composer en “aller chercher les outils pour l’humain et pour le robot puis nettoyer
le sol”. Nous supposons que la taˆche d’aller chercher les outils est a` re´aliser par l’humain et que
celui-ci ne connaˆıt pas la position des outils. Il va commencer par les chercher. Le robot, en
observant l’humain, peut en de´duire que celui-ci a abandonne´ la taˆche, ce qui peut impliquer
que lui aussi doit l’abandonner et donc, susciter un sentiment d’incompre´hension chez l’humain.
Pour reme´dier a` cette insuffisance, nous allons e´tendre cette repre´sentation pour prendre
en compte une information incomple`te dans le sens ou un agent peut connaˆıtre ou non une
information, mais e´galement les connaissances propres a` chaque agent dans le processus de
planification. Dans le reste du chapitre, nous allons utiliser le terme “croyance”. Dans le cas du
robot, cela va de´signer ses connaissances sur l’e´tat du monde. Pour tous les autres agents, cela
de´signe les croyances qu’a le robot sur les connaissances des autres agents.
Pre´ce´demment, nous avons constate´ que toutes les variables ont le meˆme type, qui est le type
“entite´”. Dans cette extension du mode`le, nous avons fait la distinction entre Agent et entite´
afin de pouvoir cre´er pour chaque agent sa propre base de croyance, inde´pendamment de celles
des autres.
Un agent est compose´ d’un ensemble d’attributs qui de´crivent son e´tat interne. La figure 4.3
illustre un exemple de de´claration d’une base de faits. L’e´tape deux repre´sente la phase ou` les
attributs qui vont eˆtre associe´s aux agents sont de´clare´s. Comme on peut le voir, chaque agent
va avoir une position topologique repre´sente´e par la variable posTopo, et un type repre´sente´
par la variable type qui va servir a` diffe´rencier les agents humain des agents robot ou des agents
d’autre type.
On a rajoute´ dans le mode`le des agents un attribut boole´en particulier Myself, qui est cre´e´
automatiquement par le syste`me 1. Myself repre´sente l’agent sur lequel tourne le planificateur.
C’est a` l’utilisateur de de´finir lequel des agents est Myself.
1. Quand le syste`me cre´e l’attribut boole´en Myself, il le met par de´faut a` la valeur “false”
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Les Croyances
Il est important de pre´ciser ici que nous ne faisons pas de gestion des croyances imbrique´es.
Par exemple “ l’agent A croit que l’agent B croit que l’agent C crois ...”. Mais on ne ge`re que
les croyances propres de l’agent Myself, et les croyances qu’il peut avoir sur les connaissances
des autres agents, qu’on va appeler croyances des autres agents.
Pour la repre´sentation des croyances de chaque agent, nous avons repris le meˆme mode`le que
celui de´fini dans le chapitre pre´ce´dent pour la repre´sentation de la base de faits et nous l’avons
e´tendu avec la notion de variables d’e´tat a` valeurs multiples (MVSV). Une variable d’e´tat v est
instancie´e a` partir d’un domaine fini Dom (l’ensemble des valeurs qu’elle peut prendre). Une
variable d’e´tat a` valeurs multiples V est e´galement instancie´e a` partir d’un domaineDom, et pour
chaque agent a ∈ A la variable V prend une certaine instance V (a) = v ∈ Dom. Le mode`le tel
quel est incomplet. En effet, on ne peut pas exprimer le fait qu’un agent ignore une information.
De plus, dans le cas ou un agent diffe´rent de MySelf connaˆıt l’instance d’un certain attribut,
le mode`le ne permet pas d’exprimer le fait que l’agent Myself ignore cette instance, mais il
sait que l’autre agent la connaˆıt. Pour combler ce manque, nous avons introduit deux notions
qui sont unknown et known. La premie`re mode´lise le fait que les agents ne connaissent pas une
information. La seconde mode´lise le fait que l’agent MySelf ne connaˆıt pas une information et
qu’un autre agent la connaˆıt. Ainsi, le domaine des instances possibles d’une variable peut eˆtre
de´crit par :
V (a) ∈
{
Domv ⊔ {unknown} ⊔ {known}si a 6= MySelf
Domv ⊔ {unknown} sinon
(4.1)
Cette nouvelle repre´sentation n’enle`ve rien a` la capacite´ de HATP a` construire un mode`le
explicite des agents. Au contraire, elle vient en comple´ment. En effet, dans le chapitre pre´ce´dent,
nous avons constate´ que la mode´lisation des agents sous forme d’entite´s permet de regrouper
toutes les donne´es les concernant dans la meˆme variable. Nous avons e´galement explique´ que
ce mode`le est comple´te´ par la de´finition des actions avec leurs parame`tres type´s et leur mode`le
de couˆt. Cette extension vient renforcer cette description en ajoutant au mode`le des agents la
repre´sentation de leurs croyances. Dans le cadre de l’interaction homme-robot, cette extension
vient servir le robot dans le sens ou` il peut de´sormais prendre en conside´ration les croyances
de l’humain lors de la construction du plan. Cela lui permet d’analyser et de re´agir au manque
d’information que l’humain peut avoir et, de ce fait, ge´ne´rer des comportements proactifs.
L’exemple de la figure 4.3 illustre la de´claration et l’initialisation d’une base de croyances
pour les diffe´rents agents. L’entite´ “GLASS” est de type object. Ses attributs sont : son “poids”
et son possesseur “owner”. Si nous conside´rons l’attribut “poids”, on peut constater qu’il a deux
instances. La premie`re par rapport a` l’agent “Jido” et l’autre par rapport a` l’agent “Tom”. Nous
pouvons constater que ces deux instances sont diffe´rentes, ce qui nous permet de dire que les
agents “Jido” et “Tom” ont des croyances diffe´rentes sur le poids de l’objet “GLASS”. Pour
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l’attribut “owner”, nous pouvons constater que dans les croyances de l’agent “jido”, le possesseur
de l’objet “GLASS” est l’agent “Tom”, et que dans les croyances de l’agent Tom le possesseur
est un autre agent appele´ “Mathieu”.
Mis a` jour des croyances
Un changement sur les croyances d’un agent ce fait graˆce aux actions qu’il re´alise, soit sur
des observations qu’il peut faire, soit en communiquant avec les autres agents. Cependant, Les
croyances de MySelf e´voluent e´galement graˆce a` la communication avec les autres agents, mais
aussi graˆce aux actions qui sont re´alise´es. Ce qui signifie que toutes les actions re´alise´es par des
agents affectent obligatoirement leurs croyances, mais e´galement les croyances de MySelf.
De´finition d’une croyance consistante
Nous de´finissons une croyance consistante par ‖
⋃
∀a∈Ag V (a)‖ = 1, cela signifie que pour
avoir une croyance consistante sur une variable d’e´tat V , il faut que l’union des croyances des
agents forme un ensemble de dimension 1. Dans tout autre cas il y a inconsistance. Dans notre
cas et du fait que nous planifions pour Myself, le test de la consistance des croyances se fait
par paire dans le sens ou` nous comparons les croyances des autres agents a` celle de Myself.
Extension de la syntaxe de HATP
La syntaxe de HATP a e´te´ de´crite dans le chapitre pre´ce´dent. Nous avions adopte´ la notation
Entity.Attribut pour acce´der a` la valeur de l’attribut. Dans le cas des croyances multiples, cette
syntaxe n’est plus adapte´e. En effet, nous sommes dans un cas ou` chaque agent a sa propre base
de croyances. Il est alors ne´cessaire d’indiquer le nom de l’agent concerne´ par la valeur d’un
attribut.
Nous avons e´tendu la syntaxe pour pouvoir prendre en charge le cas des croyances
multiples. Nous avons garde´ les meˆmes ope´rateurs et les meˆmes fonctions que pre´ce´demment,
le seul changement concerne l’acce`s aux donne´es d’un attribut. Nous avons adopte´ la notation
Entity(Agent).Attribut qui renvoie la valeur de l’attribut pour un agent donne´.
Nous avons e´galement adopte´ les simplifications suivantes :
– Entity(MySelf).Attibut qui permet d’acce´der a` la base de croyances de MySelf, ce qui
permet de de´crire un domaine de planification prenant en compte l’agent pour lequel on va
planifier.
– Entity.Attibut cette notation est e´quivalente a` Entity(MySelf).Attibut. Nous avons
adopte´ cette re´duction pour ne pas cre´er de rupture avec la de´finition classique de HATP.
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C’est-a`-dire que lorsque nous utilisons uniquement cette notation pour la de´finition du domaine
de planification cela revient a` planifier uniquement avec les croyances de MySelf, ce qui
correspond a` utiliser HATP sans croyances multiples.
4.2.2 Extension de la de´finition des actions
Pour la description des actions, nous avons garde´ sensiblement la meˆme structure, c’est-a`-
dire la description par le tuple A =< Name,Ag, Par, Precond,Eff, Co,Du > comme dans le
chapitre pre´ce´dent. Les diffe´rences majeures sont les suivantes :
1. Ag repre´sente un ensemble d’agents qui sont implique´s dans la re´alisation de l’action. Du
fait de la se´paration entre les de´finitions des agents et des entite´s, la liste des parame`tres
d’une action est divise´e en deux : La liste Ag des agents et la liste Par des entite´s
implique´es.
2. Precond repre´sente les pre´conditions de l’action comme elles ont e´te´ de´finies dans la section
3.3.1. Les pre´conditions vont eˆtre teste´es par rapport aux croyances des agents implique´s
dans la re´alisation de l’action.
3. Eff repre´sente les effets de l’action sur les croyances des agents qui sont implique´s dans
la re´alisation de celle-ci. Cette mise a` jour ne peut eˆtre comple`te que si nous prenons en
conside´ration la notion de copre´sence [Lewis 02]. Nous identifions que des agents sont en
copre´sence s’ils peuvent s’observer mutuellement, mais e´galement s’ils peuvent observer
les meˆmes objets. La notion de copre´sence a pour effet de modifier l’e´tat de croyance des
agents qui ne sont pas implique´s par l’action.
Pour mettre a` jour les e´tats de croyance de ces agents, nous utilisons la fonction Forall
(de´finie pre´ce´demment section 3.3.1). Cette fonction permet de se´lectionner un ensemble
d’agents qui respectent certaines conditions et de leur appliquer un certain nombre d’effets.
La figure 4.4 de´crit la de´claration de l’action PutdownOn(Agent Ag, Object Obj,
Furniture F). En examinant cette de´claration, nous pouvons identifier que l’acteur de l’action
est l’agent Ag et que le but est qu’il pose l’objet Obj sur le meuble F. La pre´condition de
l’action va eˆtre inspecte´e par rapport aux croyances de l’agent Ag. Dans la base de croyance
de Ag, il faut qu’il soit a` la meˆme position que le meuble (Ag.posTopo == F (Ag).posTopo). Il
faut que le meuble soit capable de supporter des objets (F (Ag).onTop == true) et que l’agent
soit en possession de l’objet (Obj(Ag) >> Ag.objects ∧ Obj(Ag).owner == Ag).
Les effets de cette action vont affecter les croyances de l’agent Ag, avec les changements
suivants : l’objet Obj est sur la table (F (Ag).objectsOn <<= Obj), il n’est plus dans la liste des
possessions de l’agent Ag, et le possesseur de l’objet n’est plus l’agent Ag (Obj(Ag).owner ==
NULL).
La re´alisation de cette action va e´galement avoir des effets sur tous les agents qui respectent
une de ces deux conditions :
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action PutdownOn(Agent Ag , Object Obj , Furn i ture F)
{
// De´c lara t ion des pr e´ cond i t i ons
preconditions
{
Ag . posTopo == F(Ag ) . posTopo;
F(Ag ) . onTop == t rue ;
Obj (Ag) >> Ag . ob j e c t s ;
Obj (Ag ) . owner == Ag;
};
// D e´ f i n i t i on des e f f e t s
ef fects
{
Ag . ob j e c t s =>> Obj;
F(Ag ) . objectsOn <<= Obj;
Ag . f u l l = ” f a l s e ”;
Obj (Ag ) . owner = NULL;
Obj (Ag ) . f u r n i t u r e = F;
Forall (A) = (Agent; {OR
{Ag>>A. v i s i b l eAgen t ;}
{F>>A. v i s i b l eFu r n i t u r ;}
}; )
{
F(A) . objectsOn <<= Obj;
Obj (A) . owner = NULL;
Obj (A) . f u r n i t u r e = F;}
};
cost{PutdownOnFonctionCost (Ag , Obj ,F) };
duration { PutdownOnFonctionDuration (Ag , Obj ,F) ; };
}
Figure 4.4 – Exemple de description d’une action dans HATP avec croyances multiples
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1. Ag >> A.visibleAgent qui signifie que l’agent A peut observer l’action de l’agent Ag.
2. F >> A.visibleFurnitur qui signifie que l’agent A peut observer les actions re´alise´es sur
le meuble F.
Tout agent respectant une de ces deux conditions verra ses croyances modifie´es comme suit :
– La nouvelle position de l’objet sera sur le meuble (Obj(Ag).furniture = F ).
– L’objet va rentrer dans la liste des objets qui sont sur le meuble (F (A).objectsOn <<=
Obj).
– Le possesseur de l’objet sera mis a` NULL.
4.2.3 Action de communication
Nous avons ajoute´ au domaine de planification des actions de communication qui vont
permettre le passage des informations entre deux agents ou plus. Nous ne faisons pas de
distinction entre communication verbale ou non-verbale. La seule distinction que nous faisons
est entre communications prive´es et publiques. Les actions de communications sont de´crites par
le tuple
A =< Name,Ag, Par, Precond,Eff, Co,Du >
Ou` :
– Name repre´sente le nom de l’action.
– Ag repre´sente un couple d’agents compose´ de l’orateur et de l’auditeur.
– Par est un ensemble compose´ de deux e´le´ments < En,Att >, ou` En repre´sente une entite´
et Att repre´sente un des attributs de l’entite´ En. Ce couple entite´ et attribut pre´cise le sujet
de la conversation.
– Precond tel que de´fini pre´ce´demment, repre´sente les pre´conditions qui doivent eˆtre ve´rifie´es
avant l’exe´cution de l’action. Ge´ne´ralement elles vont porter sur la proximite´ physique entre
les agents : il faut que les deux agents soient a` une distance permettant la communication.
– Eff repre´sente les effets de l’action sur les e´tats de croyances de l’agent auditeur.
– Co et Du, comme pre´ce´demment, repre´sentent respectivement les fonctions couˆt et dure´e.
Les figures 4.5 et 4.6 de´crivent la de´claration des actions de communications :
– GiveInformationAbout(Agent Ag1, Agent Ag2, Var, Att)
– GetInformationAbout(Agent Ag1, Agent Ag2, Var, Att)
Le but des deux actions est d’e´changer une information entre les agents Ag1 et Ag2 concernant
l’attribut Att de l’entite´ Var.
Pour la premie`re, GiveInformationAbout, l’information passe de Ag1 a` Ag2 comme
repre´sente´ dans les effets de l’action. Pour la deuxie`me, c’est le cas contraire. L’information
passe de l’agent Ag2 a` l’agent Ag1. Ces actions n’ont d’effet que sur les croyances des agents
implique´s, c’est-a`-dire qu’elles sont des conversations prive´es, mais l’ajout de la fonction Forall
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peut rendre la conversation publique. Dans l’exemple de l’actionGiveInformationAbout, tout
agent proche des deux agents Ag1 et Ag2 rec¸oit la meˆme information que les agents concerne´s
par l’action.
action GiveInformationAbout (Agent Ag1 , Agent Ag2 , Var , Att )
{
// De´c lara t ion des pr e´ cond i t i ons
preconditions
{
Ag1 . posTopo == Ag2 . posTopo;
Var (Ag2 ) . Att ! = Var (Ag1 ) . Att;
};
// D e´ f i n i t i on des e f f e t s
ef fects
{
Var (Ag2 ) . Att=Var (Ag1 ) . Att;
Forall (A) = (Agent; {A ! = Ag1; A ! = Ag2; Ag1 . posTopo>>A. nextPos i t i on ;}; )
{
Var (A) . Att=Var (Ag1 ) . Att;
}
};
cost{GiveInformationAboutFonctionCost (Ag1 , Ag2) };
duration { GiveInformationAboutFonctionCost (Ag1 , Ag2 , Var , Att ) ; };
}
Figure 4.5 – Exemple : De´claration d’une action de communication pour donner une information
action GetInformationAbout (Agent Ag1 , Agent Ag2 , Var , Att )
{
// De´c lara t ion des pr e´ cond i t i ons
preconditions
{
Ag1 . posTopo == Ag2 . posTopo;
Var (Ag1 ) . Att ! = Var (Ag2 ) . Att;
};
// D e´ f i n i t i on des e f f e t s
ef fects
{
Var (Ag1 ) . Att=Var (Ag2 ) . Att;
};
cost{GetInformationAboutFonctionCost (Ag1 , Ag2) };
duration { GetInformationAboutFonctionCost (Ag1 , Ag2 , Var , Att ) ; };
}
Figure 4.6 – Exemple 2 : De´claration d’une action de communication pour recevoir une information
4.2.4 Extension de la de´finition des taˆches de haut niveau
Pour la description des me´thodes dans ce mode`le, nous avons garde´ la meˆme description que
pre´ce´demment. Une me´thode est de´finie par le tuple M =< Name, Par, goal, Replan,D >, ou` :
– Name repre´sente un symbole qui de´finit le nom de la taˆche. Dans l’exemple de la figure
4.7 le nom de la me´thode est GetObject.
– Par repre´sente les parame`tres de la taˆche. C’est une liste non ordonne´e d’entite´s et
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method GetObject (Agent Ag , Object Obj )
{
cond i t i on
{
{ Obj . f u r n i t u r e == unknown;
Obj . owner== unknown;
};
subtasks{AG = SELECT(Agent , { AG.MySelf == t rue ; } ) ;
1 : SearchFor (AG, Obj ) ;
2 : PlanAgain (AG)>1;}
};
goal
{
Obj >> Ag . ob j e c t s ;
Obj . owner == Ag;
};
// decomposit ion 1
{
preconditions
{ Obj . owned == ” f a l s e ”; };
subtasks
{ 1 : GetObjectFromFurniture (Ag , Obj , Obj . f u r n i t u r e ) ; };
}
// decomposit ion 2
{
preconditions
{ Obj . owned == ” f a l s e ”; };
subtasks
{
AG = SELECT(Agent , { AG ! = Ag; } ) ;
1 : GetObjectFromFurniture (AG, Obj , Obj . f u r n i t u r e ) ;
2 : TransmitObject (AG, Ag , Obj ) > 1;
};
}
// decomposit ion 3
{
preconditions
{
Obj . owned == ” true ”;
Obj . owner ! = Ag;
};
subtasks
{ 1 : TransmitObject (Obj . owner , Ag , Obj ) ; };
}
}
Figure 4.7 – Exemple de description d’une me´thode
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d’agents. Dans l’exemple de la figure 4.7 les parame`tres sont : un agent Ag et une entite´
de type objet Obj.
– goal repre´sente une liste des conditions qui de´finissent le but ou les me´ta-effets associe´s a` la
me´thode. Si ces conditions sont respecte´es alors le but de la me´thode est de´ja` re´alise´. Dans ce
cas, la me´thode est re´duite a` un ensemble vide. Le but de la me´thode de´crit dans la figure 4.7
est que l’agent Ag soit en possession de l’objet Obj. Cela se traduit par Obj >> Ag.objects
et Obj.owner == Ag.
– Replan repre´sente une liste des conditions qui permettent de tester s’il y a un manque
d’information ou s’il y a une inconsistance sur les croyances pour la de´composition et la
re´alisation de la me´thode. Si les conditions sont respecte´es, la me´thode est remplace´e par
une liste de taˆches. Pour l’exemple de la figure 4.7, la condition pour que la me´thode
GetObject soit non re´alisable est que la position de l’objet soit inconnue. Cela se traduit
par Obj.furniture == unknown ∧ Obj.owner == unknown. Si ces conditions sont valides,
la me´thode sera remplace´e par la liste de taˆches correspondante.
– D repre´sente l’ensemble des de´compositions possibles de la me´thode. Ces de´compositions
ont la meˆme description que celles donne´es dans la section 3.3.2 du chapitre pre´ce´dent.
Comme dans notre mode´lisation, chaque agent a sa propre base de croyance, nous avons
cre´e´ un type particulier de me´thode, appele´ me´thode terminale. Une me´thode terminale est une
macro-action, c’est-a`-dire que la me´thode ne fait intervenir qu’un seul agent qui est l’acteur de
la me´thode. La figure 4.8 illustre la description d’une me´thode terminale.
Cette distinction va nous servir pour le test des pre´conditions. En effet, comme pour les
actions, les tests sur les pre´conditions, la condition goal et la condition Replan d’une me´thode
terminale vont se faire avec les croyances de l’agent qui re´alise la me´thode. La figure 4.8 illustre
la description d’une me´thode terminale. Pour les me´thodes non-terminales, les meˆmes tests vont
se faire avec les croyances deMySelf, comme on peut le constater sur l’exemple de la figure 4.7.
Pour l’interaction homme-robot, cette distinction a trois avantages :
– Elle permet la production de plan suˆr dans le sens ou` il n’y a pas d’e´chec duˆ a` un manque
d’information ou a` une information errone´e.
– Elle permet de produire des plans qui sont plus compre´hensibles pour l’humain.
– Elle permet de donner au robot un comportement proactif.
Lors de la planification, nous pouvons de´tecter les cas ou`, soit l’humain ne dispose pas
d’information pour re´aliser sa partie du plan, soit ses informations sont errone´es. Cette de´tection
se fait au niveau des conditions Replan, puisque c’est a` ce niveau que le test pour l’inconsistance
des croyances est fait. S’il y a inconsistance, la taˆche est remplace´e par une nouvelle se´quence
de taˆches qui inclut une action de communication entre MySelf et l’agent qui doit re´aliser la
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terminal method GetObjectFromFurniture (Agent Ag , Object Obj , Furn i ture F)
{
cond i t i on
{
{ Obj (Ag ) . f u r n i t u r e == unknown;
Ag .MySelf == f a l s e ;
};
subtasks{AG = SELECT(Agent , { AG.MySelf == t rue ; } ) ;
1 : ReachAgent (AG, Ag) ;
2 : GiveIformationAbout (AG, Ag , Obj , f u r n i t u r e )>1
3 : GetObjectFromFurniture (Ag , Obj , F)>2;}
{ Obj (Ag ) . f u r n i t u r e == unknown;
Ag .MySelf == t rue ;
};
subtasks{
1 : SearchFor (Ag , Obj ) ;
2 : PlanAgain (Ag)>1}
};
goal
{
Obj (Ag) >> Ag . ob j e c t s ;
Obj (Ag ) . owner == Ag;
};
// decomposit ion 1
{
preconditions
{
Obj (Ag) >> F(Ag ) . ob j e c t s ;
};
subtasks
{
1 : ReachFurniture (Ag , F) ;
2 : FreeOneHand (Ag) ;
3 : PickupOn (Ag , Obj , F) > 1 , > 2;
};
}
}
Figure 4.8 – Exemple de description d’une me´thode terminale
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taˆche, comme il est illustre´ sur la figure 4.8. L’inclusion de cette nouvelle se´quence de taˆches
va permettre de corriger les informations de l’agent en charge de la re´alisation de la taˆche. Si
c’est un humain, il pourra mieux comprendre le plan produit par le robot, mais cela va donner
e´galement au robot un comportement proactif.
Dans le cas ou` c’est MySelf qui ne posse`de pas l’information, la taˆche est e´galement
remplace´e par une se´quence de taˆches. Sur l’exemple de la figure 4.7, la taˆche GetObject
est remplace´e par la se´quence (SearchFor(AG,Obj)→ PlanAgain(AG)). Dans cette se´quence
le robot va re´aliser la taˆche SearchFor dont le but est de localiser la position de l’objet Obj.
L’action PlanAgain(AG) est une action de communication entre HATP et l’exe´cuteur du plan.
Elle lui indique que HATP demande une re-planification apre`s l’exe´cution du plan courant. Cette
action n’a pas d’effets et ses pre´conditions sont toujours valides.
Il est important d’indiquer que le choix de la se´quence de taˆches associe´e a` la condition
Replan n’est pas pre´de´termine´, et sa de´finition reste a` l’appre´ciation du concepteur du domaine
et au comportement qu’il veut donner au robot.
4.2.5 Extension sur la de´finition du proble`me et des re`gles sociales
La de´finition du proble`me ou but de planification ne change pas par rapport a` la premie`re
version du planificateur. Il est toujours de´crit soit par une liste de taˆches soit par un plan partiel.
La gestion des croyances multiples ne va pas affecter grandement les re`gles sociales sauf la
re`gle e´tats inde´sirables. Pour rappel, cette re`gle e´vite l’apparition dans le plan de certains faits
qu’on a de´fini auparavant comme des e´tats geˆnants ou dangereux. Dans le cas de la planification
avec croyances multiples, cette re`gle ne va concerner que les croyances de MySelf, puisque c’est
le seul qui a une vision globale du plan, du fait que c’est pour lui que le plan est construit. Cela
implique que ni la structure ni la syntaxe de la re`gle ne vont changer.
4.3 Algorithme de planification
L’algorithme que nous pre´sentons ici est construit sur la base de l’algorithme HATP pre´sente´
dans le chapitre 3. Cet algorithme prend en entre´e, le proble`me Arb, la base des croyances B et
le domaine de planification D. La premie`re phase est une phase d’initialisation, qui consiste dune
part a` traiter le proble`me pour le transformer en une liste de taˆches partiellement ordonne´e que
l’algorithme peut traiter (ligne 1)), dautre part a` initialiser la projection temporelle (ligne 2).
On entre alors dans la boucle de traitement principal (ligne 3 a` 23) qui ne s’arreˆtera que si on a
explore´ tout l’arbre de recherche, ou bien si la limite de temps a e´te´ atteinte. La premie`re e´tape
est de filtrer la liste de taˆches de toutes les taˆches qui sont de´ja` re´alise´es (ligne 4). Pour cela, la
taˆche doit ve´rifier deux conditions :(1)la taˆche n’a pas de pre´de´cesseur ou ses pre´de´cesseurs sont
de´ja` re´alise´s. (2) la condition goal de la me´thode doit eˆtre ve´rifie´e. Si apre`s le filtrage la liste de
taˆches est vide, cela indique qu’on a un plan valide (ligne 5 a` ligne 8). L’e´tape suivante est une
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Algorithme 4.1 : Algorithme HATP pour la gestion des croyances multiples
Donne´es : B, Arb
T ← leaves(Arb)1
Prj = ∅2
re´pe´ter3
Pre´-traitement sur les taˆches4
si T = ∅ alors5
P ← produire plan(Arb, Prj)6
Ajouter P dans la pile des plans valides7
Explorer nouvelle branche8
si PREF 6= ∅ alors9
comparer le plan P au plan de re´fe´rence PREF et couper la branche si ne´cessaire10
T0 ← {t ∈ T | predecesseurs(t) = ∅, B satisfait precond(t), lock(t) inactif}11
Se´lectionner une taˆche pour traitement12
si t ∈ T0 est une action alors13
Modifier B selon les effets14
Ajouter t a la projection Prj15
Mettre a` jour les couˆts16
sinon17
si conditions de re´alisation sont ve´rifie´18
alors19
remplacer t avec TL20
sinon21
traitement habituel sur une me´thode22
jusqu’a` limite de temps atteinte ou arbre d’exploration entie`rement parcouru23
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optimisation (branch-and-bound) qui permet de limiter l’espace de recherche (ligne 9 a` ligne
10). La prochaine e´tape est de se´lectionner une taˆche a` traiter (ligne 11 et ligne 12). Si la taˆche
se´lectionne´e est une action, ses effets sont applique´s sur la base des croyances, l’action est ajoute´e
dans la liste de projection et les couˆts sont mis a` jour (ligne 13 a` ligne 16). Dans le cas ou` la taˆche
est une me´thode, les conditions de re´alisation Replan de la me´thode sont teste´es, ce qui permet
de savoir si toutes les informations ne´cessaires a` la re´alisation de la taˆche sont disponibles (ligne
18). Si ces conditions sont ve´rifie´es, alors on est dans le cas ou` l’on doit planifier pour acque´rir
ou donner de l’information. Dans tous les cas, la me´thode est remplace´e par la liste de taˆches
correspondante (ligne 20). Si les conditions de re´alisation ne sont pas ve´rifie´es, on conside`re que
l’on est dans le cas normal et on effectue le traitement habituel (de´composition, remplacement
et cre´ation de nouvelles branches d’exploration) (ligne 22).
Il est ne´cessaire de noter que pour les tests des conditions goal, des pre´conditions et l’application
des effets, le planificateur suit les contraintes impose´es durant l’e´criture du domaine, c’est-a`-dire
qu’une pre´condition pour une action va eˆtre teste´e sur les croyances de l’agent qui la re´alise.
Les effets vont affecter les croyances d’un ensemble d’agents de´termine´s par l’action. Pour les
me´thodes, c’est la meˆme chose : si on traite une me´thode terminale on va effectuer tous les
tests par rapport aux croyances de l’acteur de la me´thode. Pour les me´thodes qui ne sont
pas terminales, tous les tests vont eˆtre effectue´s par rapport aux croyances propres de l’agent
MySelf.
4.4 Exemples et fonctionnement
4.4.1 Exemple : Gestion des croyances
Dans cet exemple, nous avons trois agents : un robot (Jido) et deux humains (John et Tom
). Les agents e´voluent dans un appartement compose´ de deux pie`ces room1 et room2. Nous
supposons que le robot ne peut pas se de´placer. Dans room1 il y a une table, et une bibliothe`que
qui contient des livres. Sur la table il y a une paire de lunettes. Jido et Tom se situent dans
room1, John est dans room2.
*IDO
4OM
*OHN 'LASSE*OHN	POSITION4ABLE
'LASSE4OM	POSITION4ABLE
'LASSE*IDO	POSITION4ABLE
'LASSE*OHN	POSITION4ABLE
'LASSE4OM	POSITION4ABLE
'LASSE*IDO	POSITION4ABLE
'LASSE*OHN	POSITION4ABLE
'LASSE4OM	POSITION+NOWN
'LASSE*IDO	POSITION5NKNOWN
*OHN฀LEAVES 4OM฀#LEANS฀THE฀ROOM)NIT฀STATE 4OM฀NOT฀OBSERVABLE
'LASSE*OHN	POSITION4ABLE
'LASSE4OM	POSITION4OM
'LASSE*IDO	POSITION4OM
Figure 4.9 – E´volution de la base des croyances
Nous supposons qu’au de´part tous les agents ont les meˆmes croyances. Nous supposons
e´galement que John sort de l’appartement et y revient apre`s un moment. Entre temps, Tom fait
du me´nage et il range les lunettes dans room2. Sur la figure 4.9 nous pouvons voir l’e´volution
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des croyances des agents d’apre`s les observations de Jido.
On peut voir que les croyances de John restent les meˆmes puisqu’il n’a pas pu observer
toutes les actions effectue´es durant son absence. Pour Jido et Tom, nous remarquons
que leurs bases de croyances ont e´volue´es. Tom va ope´rer des changements, ce qui va
modifier ses e´tats de croyance. Jido peut observer partiellement ces changements, ce qui va
e´galement modifier ses e´tats de croyance. Tom va prendre les lunettes qui se trouvaient sur
la table pour les ranger et Jido peut l’observer. Leurs bases de croyances vont e´voluer de
Glasses.position == Table a` Glasses.position == Tom. De`s que Tom passe de room1 a`
room2 pour aller ranger les lunettes, Jido ne peut plus observer les actions de Tom, ce qui a
pour conse´quence d’engendrer de nouveaux e´tats de croyances. Pour Jido ces croyances passent
de Glasses(Jido).position == Tom a` Glasses(Jido).position == Unknown et pour Tom, elles
passent de Glasses(Tom).position == Tom a` Glasses(Tom).position == Known. En effet, le
robot Jido ne peut pas savoir ce que Tom a fait des lunettes dans room2, car il ne peut pas
l’observer, mais, e´tant donne´ que Tom est le dernier a` avoir manipule´ les lunettes, il est le seul
a` connaˆıtre leur position.
0HASE฀฀฀
'ET฀)NFORMATION
*IDO฀4OM฀'LASSES
0OSITION
-OVE฀*OHN฀SHELF'IVE฀4OM฀*OHN฀'LASSES 0ICK5P฀*OHN฀BOOK-OVE฀*OHN฀4OM
'IVE฀)NFORMATION
*IDO฀*OHN฀'LASSES฀
0OSITION
0HASE฀฀
(a) Plan produit par HATP avec gestion des croyances
-OVE฀*OHN฀SHELF'IVE฀4OM฀*OHN฀'LASSES 0ICK5P฀*OHN฀BOOK-OVE฀*OHN฀4OM
(b) Plan produit par HATP classique
Figure 4.10 – Comparaison de plan produit par HATP avec et sans gestion des croyances
Si nous supposons que John revient et qu’il a pour but de lire un livre, ce but va se traduire
par (GetObjet(John, Livre) ∧ GetObjet(John, Lunette)). En supposant que Jido connaisse le
but de John alors il peut planifier pour l’assister. La figure 4.10(a) repre´sente le plan produit
par Jido. Ce plan est calcule´ en deux phases :
– Phase 1 : Jido re´cupe`re l’information de la position des lunettes chez Tom.
– Phase 2 : cette phase de´pend de la premie`re. Si John peut entendre la communication
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entre Jido et Tom, cela affecte sa base de croyances et le planificateur ne produit que la
se´quence qui permet a` John de re´aliser son but. Dans le cas contraire, John n’a pas pu
entendre la communication. Le planificateur introduit alors une action de communication en
plus de la se´quence d’actions ne´cessaire pour informer John de la position des lunettes.
Si le proble`me est re´solu avec HATP classique (sans croyances multiples), la base de faits
de de´part peut eˆtre : soit celle dans laquelle Jido a la croyance que les lunettes sont chez Tom,
soit celle dans laquelle il ne connaˆıt pas leur position. La figure 4.10(a) illustre le plan produit
avec la premie`re base de faits (les lunettes sont chez Tom). Ce plan peut susciter chez John de
l’incompre´hension, car dans ses croyances les lunettes sont sur la table. Avec la seconde base de
faits, le planificateur ne trouve pas de plan, ce qui va donner au regard des humains une image
d’inutilite´ du robot.
4.4.2 Exemple : Ame´lioration de la synchronisation entre agents
Dans cet exemple, nous supposons que nous avons deux agents, un humain Tom et un robot
Jido. Les deux agents ont pour but de construire une table. Pour faciliter l’illustration des plans
qui vont eˆtre produits, nous supposons que la table est compose´e d’un pied et d’une planche.
La construction de celle-ci suit la proce´dure : (1) assembler le pied et la planche. (2) fixer le
pied a` la planche. On suppose que la fixation du pied a` la planche ne peut eˆtre faite que par un
humain. Les agents e´voluent dans un espace clos, un atelier par exemple. Dans cet espace il y a
deux armoires cupboard1 et cupboard2 qui contiennent respectivement les planches et les pieds.
L’assemblage doit se faire sur une table se trouvant dans l’atelier.
La figure 4.11 repre´sente un plan produit par HATP classique. Ce plan est correct, mais il
pre´sente un inconve´nient au niveau de la synchronisation entre les deux agents. Dans ce plan,
on suppose que Tom sait implicitement quand Jido a fini d’assembler la table et cela, sans tenir
compte des observations que Tom peut faire. Dans la re´alite´, un tel plan obligera le partenaire
humain a` suivre toutes les actions du robot pour savoir a` quel moment il doit intervenir.
0ICK5P฀*IDO฀0IED-OVE฀*IDO฀CUPBOARD -OVE฀*IDO฀CUPBOARD0ICK5P฀*IDO฀0ANCHE -OVE฀*IDO฀4ABLE !TTACH฀*IDO฀0LANCHE฀PIED
&IX฀4OM฀TABLE-OVE฀4OM฀4ABLE
Figure 4.11 – Plan produit par HATP classique
En soumettant le meˆme proble`me a` HATP avec gestion des croyances, celui-ci produit le
plan en fonction des observations que Tom peut faire. Il va produire le meˆme plan que celui de
la figure 4.11 si Tom peut observer les actions et, de ce fait, sa base de croyances est affecte´e
par les effets des actions de Jido. Dans le cas ou` Tom ne peut pas faire d’observation, le
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planificateur produit le plan de la figure 4.12 dans lequel il inclut une action de communication
pour pre´venir Tom que la table est assemble´e. En effet, le planificateur rend plus souple les
contraintes de pre´ce´dence entre les agents, en prenant en compte leurs connaissances des e´tats
du monde et en les confrontant a` celles du robot. Dans l’exemple, comme le robot avertit
l’humain quand il doit agir, Tom est libe´re´ de la contrainte de surveiller les agissements du
robot pour savoir quand intervenir, ce qui rend l’interaction plus appre´ciable du point de vue
de l’humain.
0ICK5P฀*IDO฀0IED-OVE฀*IDO฀CUPBOARD -OVE฀*IDO฀CUPBOARD0ICK5P฀*IDO฀0ANCHE -OVE฀*IDO฀4ABLE !TTACH฀*IDO฀0LANCHE฀PIED
&IX฀4OM฀TABLE
'IVE฀INFORMATION฀*IDO฀4OM
4ABLE฀0OSITION
-OVE฀4OM฀4ABLE
-OVE฀*IDO฀4OM
Figure 4.12 – Plan produit par HATP avec gestion des croyances
Nous conside´rons le meˆme exemple avec un autre proble`me pour lequel le but du robot est
d’aller chercher un pied de table et de le donner a` l’humain. Cela se traduit par la me´thode
GetObject(Tom,P ied). On suppose que le robot ignore la position du pied. Dans ce cas, deux
alternatives se pre´sentent au robot :
1. Le robot exe´cute la se´quenceMove(Jido, Tom)→ GetInfo(Jido, Tom,P ied, Position)→
Replan(). Il commence par se de´placer vers l’humain pour acque´rir l’information sur la
position, puis re-planifie. Cette alternative est possible si et seulement si la croyance de
l’humain est diffe´rente de Unknown.
2. Le robot exe´cute la se´quence Move(Jido, cupboard1) → Look(Jido, cupboard1) →
Replan(). Il commence par atteindre cupboard1, puis il effectue une observation pour voir
si le pied est la` ou non, puis il re-planifie. Si l’objet est trouve´, on entre en cycle normal de
de´composition. Sinon le robot va visiter une autre position et cela re´cursivement jusqu’a`
trouver l’objet ou bien jusqu’a` ce qu’il n’y ait plus de position a` observer. Dans ce cas, il
y a e´chec.
Dans cet exemple, nous avons vu que le robot entrelace planification et exe´cution. Il planifie
pour re´soudre un proble`me donne´, mais e´galement pour acque´rir des informations qui lui sont
utiles pour re´soudre le proble`me, ce qui lui procure une autonomie supple´mentaire.
4.5 Conclusion
Dans ce chapitre, apre`s avoir e´tudie´ les approches existantes pour la planification avec
croyances mutuelles, nous avons pre´sente´ une extension du mode`le HATP permettant la gestion
des croyances des diffe´rents agents intervenant dans le plan. Nous avons e´tendu le formalisme
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de de´finition des taˆches et propose´ l’ajout d’actions de communication dans le mode`le. Nous
avons montre´ comment utiliser la structure HTN de HATP pour produire des plans qui
tiennent compte des diffe´rentes croyances des agents, et nous avons note´ que l’utilisation de ces
structures hie´rarchise´es n’impliquent pas la modification de l’algorithme de planification, ce qui
est un avantage puisqu’a` tout moment on peut re´utiliser le mode`le de HATP classique.
Nous avons pu constater l’inte´reˆt de l’inclusion des croyances multiples dans le mode`le pour
l’interaction homme-robot. Cette inclusion permet une gestion plus efficace et plus souple des
liens croise´s, en remplacant les liens fragiles par des actions de communication.
Ne´anmoins, ce mode`le utilise des notions ge´ome´triques dans sa repre´sentation symbolique
comme, par exemple, la notion de copre´sence qui permet une gestion plus re´aliste du transfert
d’information entre agent. Ce qui rejoint la critique du mode`le HATP faite dans le chapitre 3.
5
Hybride-HATP : planification avec contraintes
ge´ome´triques
Nous avons de´montre´ dans le chapitre 3 qu’il est ne´cessaire de controˆler le comportement
d’un robot qui cohabite avec des humains. Cela passe par le controˆle de la qualite´ sociale du plan
que le planificateur produit, mais cela n’est pas suffisant. Car le controˆle du comportement d’un
robot se fait sur deux niveaux. Au niveau de´cisionnel, ce que nous avons e´tudie´ dans les chapitres
3 et 4, et e´galement au niveau fonctionnel, c’est-a`-dire au niveau de la re´alisation du plan. En
effet, les de´cisions prises a` ce niveau peuvent affecter conside´rablement la qualite´ sociale d’un
plan. Pour e´viter cela, il est ne´cessaire de conditionner les de´cisions prises au niveau fonctionnel
afin de s’assurer de la qualite´ sociale du plan produit et re´alise´.
Dans ce chapitre, nous allons pre´senter notre approche d’une planification hybride pour
l’interaction homme-robot qui consiste en un couplage entre notre planificateur symbolique et
un planificateur ge´ome´trique. Ce travail a e´te´ effectue´ en collaboration avec M. Amit Kumar
Pandey, actuellement en the`se au LAAS, pour la partie planification ge´ome´trique.
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5.1 Travaux voisins
Dans la litte´rature il existe plusieurs approches pour faire fonctionner un planificateur
symbolique avec un planificateur ge´ome´trique. [Guitton 10] a fait une classification des diffe´rentes
approches existantes :
– L’approche classique : Planification de taˆche suivie par la planification ge´ome´trique.
– L’approche non conventionnelle : Planification ge´ome´trique suivie par la planification de
taˆche.
– L’approche hybride : Les deux planificateurs fonctionnent en paralle`le.
5.1.1 Approche classique
On l’appelle approche classique, car c’est l’approche la plus re´pandue dans les architectures
des robots [Sisbot 06]. Dans cette approche, La planification de taˆche et la planification
ge´ome´trique sont conside´re´es de fac¸on se´quentielle. Le planificateur de taˆche rec¸oit un but et
produit une se´quence d’actions symboliques discre`tes pour satisfaire le but. Dans une deuxie`me
e´tape, le plan discret est transmis au planificateur ge´ome´trique, qui doit suivre la se´quence
et respecter des contraintes ge´ome´triques de l’environnent et du robot pour produire un plan
continu [Fainekos 07], [Belta 07], [Caldiran 10].
5.1.2 Approche inverse
Par apposition a` l’approche classique, cette approche se base sur un pre´-calcul ge´ome´trique
qui produit un graphe. Les nœuds sont calcule´s a` partir des buts locaux et les contraintes
ge´ome´triques sur les actions. Les arcs sont calcule´s en se basant sur la planification de
de´placement. Cette approche est une approche spe´cifique a` un proble`me particulier qui est
la planification de mission. Nous pouvons citer le travail de [Chanthery 05], qui a utilise´ cette
approche pour des missions d’explorations de zones de combat pour des drones.
5.1.3 Approche hybride
Dans cette approche, les deux planificateurs travaillent en paralle`le, c’est-a`-dire que le
planificateur de taˆche se´lectionne une action, et le planificateur ge´ome´trique la valide, en
calculant sa faisabilite´ en tenant compte des contraintes ge´ome´triques de l’environnement et
du robot. En cas d’e´chec, le planificateur de taˆche reprend la planification en conside´rant les
causes de l’e´chec. De`s les anne´es 80 des travaux ont e´te´ mene´s dans ce sens, notamment dans le
cadre de la planification d’assemblage [Gottschlich 93]. Nous pouvons citer les syste`mes HANDY
[Lozano-Pe´rez 87], SHARP [Laugier 85] et SPARA [Mazon 90].
Des travaux oriente´s vers la robotique autonome ont commence´ a` e´merger a` partir de 2001
avec le planificateur SHAPER [Gue´re´ 01]. Ce planificateur est base´ sur le langage STRIPS
augmente´ par des faits nume´riques, pour repre´senter les aspects ge´ome´triques du proble`me.
L’ide´e de ce planificateur est d’acce´le´rer le processus de planification en apprenant la topologie
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d’un graphe d’accessibilite´ entre les e´tats.
En 2004 un nouveau planificateur a vu le jour, aSyMov [Gravot 04], [Cambon 05]. Il est
le premier qui combine re´ellement planificateur symbolique et planificateur ge´ome´trique. Il
est de´die´ aux proble`mes de manipulation en robotique autonome. Le planificateur utilise le
langage PDDL2.1 de niveau 2 [Fox 03] (avec typage des symboles et attributs nume´riques).
aSyMov fait intervenir un ensemble de pre´dicats symboliques particuliers qui repre´sentent
des e´tats ge´ome´triques. Pour la description des pre´conditions et des effets de ses actions, il
utilise des pre´dicats symboliques classiques et ses pre´dicats particuliers. Ces derniers vont eˆtre
transforme´s en contraintes pour le planificateur de de´placement. aSyMov a e´te´ mis au point
sur la base du planificateur me´trique-FF [Hoffmann 02], qui est un planificateur a` recherche
heuristique en avant dans un espace d’e´tat. Pendant la recherche de plan et a` chaque fois que le
planificateur rencontre une action ne´cessitant un mouvement, il valide l’action par le planificateur
de de´placement. Le but de ce planificateur est de ge´ne´rer des plans faisables dans le monde re´el.
En effet, un plan produit par un planificateur symbolique n’est pas forcement re´alisable dans la
re´alite´, du fait que le planificateur symbolique ne mode´lise qu’une portion de l’environnement.
C’est pourquoi, ce mode`le sugge`re le couplage de deux approches (symbolique et ge´ome´trique)
pour produire des plans qui soient faisables [Gravot 05].
D’autres travaux ont suivi la meˆme de´marche qu’aSyMov. Nous pouvons citer les travaux
de [Guitton 09] qui combine un planificateur de taˆche HTN (Hierarchical Task Network) et
un planificateur de de´placement base´ sur l’approche RRT (Rapidly-exploring Random Tree)
[LaValle 98]. Ce planificateur ne vise pas a` re´soudre le proble`me de la manipulation en
robotique, mais traite la proble´matique du de´placement d’un robot pour la re´alisation d’une
mission. Le planificateur augmente la de´finition des actions par des pre´conditions et des effets
ge´ome´triques. Les pre´conditions de´finissent ge´ome´triquement la manie`re de re´aliser les actions.
Ces pre´conditions sont ensuite envoye´es au module de raisonnement ge´ome´trique qui se charge
de trouver une solution entre la configuration actuelle et la configuration de´sire´e. Les effets
ge´ome´triques permettent de mettre a` jour les configurations du robot en fin de re´alisation de
l’action.
Nous pouvons e´galement citer les travaux de [Wolfe 10], dans lesquels un planificateur de´die´
a` la manipulation en robotique a e´te´ de´veloppe´. Ce planificateur utilise la meˆme association que
dans [Guitton 09], c’est-a`-dire un planificateur de taˆche HTN et un planificateur de de´placement
base´ sur RRT. Le mode`le prend en charge la description des ope´rateurs de tre`s bas niveau, par
exemple des ope´rateurs qui de´crivent les mouvements de la base, du torse, des bras ou des pinces.
Ces ope´rateurs de bas niveau vont de´crire la re´alisation d’ope´rateur de plus haut niveau appele´
HLA (High-Level Actions) tel que Pickup ou Putdown. Le planificateur utilise la structure
hie´rarchise´e du planificateur symbolique HTN, mais n’exploite pas son syste`me de transition qui
va eˆtre assure´ par la partie ge´ome´trique.
Il existe d’autres approches de´veloppe´es pour des proble`mes spe´cifiques, qui sont radicalement
diffe´rentes. Elles ne combinent pas planification symbolique avec planification ge´ome´trique, mais
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modifie plutoˆt l’algorithme de planification ge´ome´trique afin qu’il puisse traiter des taˆches de
haut niveau. Nous pouvons citer les travaux de [Conner 07] [Choi 09] qui localisent l’ensemble
des actions du robot et l’espace d’e´tats dans l’espace de configuration du robot et des objets. Il
utilise ensuite cette nouvelle repre´sentation comme entre´e du planificateur ge´ome´trique et trouve
un chemin solution. Comme ces travaux sont base´s sur des approches tre`s diffe´rentes de la notre,
nous ne les de´taillerons donc pas davantage dans ce manuscrit.
5.2 Interface entre planificateur symbolique et planificateur ge´ome´trique
5.2.1 Description du planificateur ge´ome´trique
Le planificateur ge´ome´trique utilise´ s’appelle MHP pour (Motion in Human Presence)[Sisbot 07b].
C’est un planificateur qui peut produire des plans qui prennent en compte la pre´sence des
humains et les contraintes que cela engendre. Le planificateur MHP se de´compose en deux
modules, comme repre´sente´ dans la figure 5.1.a :
PSP(PerSpective Placement) : c’est un ge´ne´rateur de configurations qui permet au robot
de de´cider ou` se placer et quelle configuration choisie pour re´aliser l’action [Luis F.
Marin-Urias 08]. Des e´tudes psychologiques mene´es sur le “perspective placement” et le
“perspective taking” [Moll 06],[Flavell 92], ont montre´ que la capacite´ de l’eˆtre humain
a` choisir comment se placer pour re´aliser une taˆche de´pend de son intention, de la taˆche
a` re´aliser et de la personne qu’il a en face de lui. Le module essaye de reprendre cet
esprit en rajoutant des contraintes sur les configurations qu’il va ge´ne´rer, ce qui va donner
au robot un comportement socialement acceptable vis-a`-vis de l’humain. Ces contraintes
sont une continuite´ des e´tudes effectue´es sur l’interaction homme-robot [Huettenrauch 06],
[Koay 07]. Elles sont de´crites brie`vement ci-dessous :
– Zone d’interaction : pour qu’un robot interagisse avec une personne, il faut qu’il
respecte certaines re`gles :
1. Zone de se´curite´ : elle est de´finie comme la distance minimale entre le robot et
l’humain (figure 5.1.b).
2. Zone d’interaction : pour qu’un robot puisse interagir avec l’humain il faut qu’il
soit dans la zone d’interaction (figure 5.1.b).
– Collision : PSP doit s’assurer que la configuration choisie pour le robot n’est pas en
collision
– Orientation des capteurs : les capteurs doivent eˆtre oriente´s vers la cible si on veut
l’apercevoir.
– Se´curite´ et confort pour l’humain : les configurations se´lectionne´es doivent eˆtre
suˆres pour l’humain, elles doivent aussi respecter le confort de celui-ci si la taˆche est une
taˆche d’interaction physique.
– visibilite´ mutuelle : dans le cas d’une taˆche d’interaction, il faut s’assurer que la
configuration choisie permette aux deux agents de se voir mutuellement.
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NHP (Navigation in Human Presence) : c’est un planificateur de de´placement qui, en plus
du calcul d’un chemin entre deux configurations, permet de calculer des configurations
finales, en s’appuyant sur la structure cine´matique et les pre´fe´rences des autres agents
[Sisbot 08]. Il a e´galement la capacite´ de traiter les proble`mes de de´placement et la
manipulation d’un objet en pre´sence d’humains. A` partir de la configuration initiale du
robot et de la configuration finale calcule´e par PSP, le planificateur ge´ne`re un mouvement
suˆr, confortable et intelligible.
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Figure 5.1 – Architecture du planificateur ge´ome´trique la repre´sentation de la zone d’interaction
Dans ce chapitre, nous nous inte´ressons au controˆle du comportement du robot, Pour cela,
nous nous inte´ressons au controˆle des configurations de celui-ci, c’est-a`-dire le controˆle des
configurations ge´ne´re´es par PSP(PerSpective Placement) en y ajoutant des contraintes en plus
de celles qu’il ge`re habituellement.
Pour ge´ne´rer une configuration, PSP a besoin de connaˆıtre le contexte dans lequel l’action
doit eˆtre re´alise´e, c’est-a`-dire qu’il ne va pas ge´ne´rer la meˆme configuration pour un de´placement
si c’est un de´placement pour voir un homme ou pour voir un meuble. Une fois le contexte connu,
PSP cre´e une grille autour de sa cible, chaque cellule repre´sente une position possible, et pour
chaque cellule, PSP calcule toutes les configurations possibles. Il choisit la meilleure configuration
qui respecte les contraintes cite´es auparavant.
5.2.2 Fonctionnement du syste`me
La figure 5.2 illustre le fonctionnement entre le planificateur symbolique et le planificateur
ge´ome´trique. Nous pouvons voir que le planificateur symbolique prend en entre´e le domaine
de planification, les descriptions symboliques et ge´ome´triques du monde et le proble`me de
planification.
Le planificateur ge´ome´trique est initialise´ par le planificateur symbolique. Il lui transmet
toutes les donne´es ge´ome´triques ne´cessaires. Une fois que celui-ci a son e´tat du monde, il peut
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mettre a` jour certains faits qu’on appelle faits ge´ome´triques, qui sont utilise´s par le planificateur
symbolique.
Quand le planificateur rec¸oit un but, il commence son processus de planification. Durant
la de´composition du but, a` chaque action trouve´e le planificateur symbolique demande une
validation de l’action au niveau ge´ome´trique, jusqu’a` trouver un plan valide pour les deux
planificateurs.
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Figure 5.2 – Architecture pour un planificateur hybride
5.3 Extension du domaine de planification
Dans cette section, nous proposons un ensemble de modifications du planificateur HATP
afin de lui permettre de collaborer avec un planificateur ge´ome´trique. Ces modifications touchent
toute la structure du mode`le : la base de faits, le mode`le de taˆche et l’algorithme de planification.
Ces modifications ne vont pas toucher a` la ge´ne´ricite´ du syste`me, ce qui signifie qu’a` tout moment
nous pouvons utiliser le planificateur classique. Le but de cette collaboration est l’ame´lioration
de la qualite´ de l’interaction homme robot, la production de plans re´alisables et optimaux dans
le monde re´el.
5.3.1 Extension de la repre´sentation des e´tats du monde
Comme nous l’avons vu pre´ce´demment, le formalisme s’appuie sur la notion d’entite´s et
d’attributs qui de´crivent tous les objets et concepts existants dans le monde. Il paraˆıt e´vident
que cette description est incomple`te, puisqu’elle ne de´crit qu’une partie symbolique du monde
et omet la repre´sentation ge´ome´trique de celui-ci. Pour pallier a` l’incomple´tude du mode`le, nous
associons au mode`le symbolique de chaque entite´ son mode`le ge´ome´trique correspondant. En =<
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Ensymb/Engeom >. La partie symbolique Ensymb est la meˆme que celle de´finie pre´ce´demment
dans le chapitre 3, chaque entite´ est de´finie par un ensemble d’attributs qui de´crivent son e´tat.
La partie ge´ome´trique Engeom de´crit l’entite´ en termes de degre´s de liberte´ de cine´matique,
de position, etc... Cette repre´sentation est inte´gre´e aux entite´s en ajoutant un nouveau type
d’attributs. La figure 5.3 illustre un exemple de de´claration d’une base de faits. Si nous
conside´rons la de´claration des attributs d’un agent, nous retrouvons les de´clarations classiques
des attributs symboliques et en plus de ces de´clarations, nous trouvons la de´finition de l’attribut
ge´ome´trique “AgentModel” qui fait la liaison entre la partie symbolique et la partie ge´ome´trique.
Nous avons donne´ un type aux attributs ge´ome´triques. Ils peuvent eˆtre soit du typeP3d Rob
soit du type P3d Obj. Cette distinction va nous permettre de cre´er deux classes d’entite´s,
les entite´s dynamiques qui auront le type P3d Rob et les entite´s statiques qui auront le
type P3d Obj. Nous de´finissons une entite´ statique comme toute entite´ qui a une position
et une configuration fixe, par opposition a` une entite´ dynamique qui a une position ou une
configuration variable. Cette distinction est ne´cessaire au planificateur ge´ome´trique pour ses
traitements internes.
Dans l’exemple de la figure 5.3, en observant la de´claration de l’entite´ type “Place”, nous
constatons que son attribut ge´ome´trique est du type statique P3d Obj, ce qui est logique
puisqu’un lieu n’est pas de´plac¸able. Si nous conside´rons les de´clarations des entite´s de type
“Agent” ou “Object”, nous remarquons que leurs attributs ge´ome´triques sont du type P3d Rob,
puisque les deux (“Agent” et “Object”) peuvent changer de position. Il faut bien garder a` l’esprit
que les attributs ge´ome´triques ne sont pas utilise´s explicitement par la planification symbolique,
mais sont ne´cessaires a` l’initialisation du planificateur ge´ome´trique.
Pour la description des faits symboliques, nous avons garde´ la meˆme syntaxe que celle de´crite
auparavant dans le chapitre 3. Elle se base sur les entite´s et leurs attributs comme illustre´ dans
la figure 5.3.
Pour comple´ter la description des e´tats du monde, nous avons fait le choix d’inclure
certains e´tats ge´ome´triques, qui vont nous permettre d’accroˆıtre les capacite´s de raisonnement
et d’ame´liorer la qualite´ sociale des plans de notre planificateur. En effet, en contraignant
certains de ces e´tats, cela nous permet d’exercer un controˆle sur les solutions que le planificateur
ge´ome´trique va produire et donc avoir un controˆle sur la qualite´ des plans produits. Ce point
sera aborde´ dans les sections suivantes.
Ces faits ge´ome´triques appele´s aussi Relations ge´ome´triques ou Relations spatiales lient deux
ou plusieurs entite´s par une certaine relation ge´ome´trique. Cette relation est de´finie par des
primitives ge´ome´triques telles que distance, angle, visibilite´, etc... Pour ces faits ge´ome´triques,
nous avons adopte´ la syntaxe name(Enj , Enk) qui se traduit par “Une relation spatiale qui a
le nom de name et qui lie une paire d’entite´s distinctes Enj et Enk”. Cette repre´sentation est
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factdatabase
{
// E´tape 1 : D e´ f i n i t i on des types des e n t i t e´ s
define entityType Place ;
define entityType Object;
// E´tape 2 : D e´ f i n i t i on des a t t r i b u t s
define entityAttributes Agent
{
stat ic atom symbol type;
dynamic atom Place posTopo;
dynamic set Object ob j e c t s ;
p3d Rob AgentModel;
}
define entityAttributes Objet
{
stat ic atom number poids ;
dynamic atom Agent owner;
p3d Obj ObjetModel;
}
define entityAttributes Place
{
p3d Obj ObjetModel;
}
// E´tape 3 : D e´ f i n i t i on des geomRelations
define GeomRelation
{
v i s i b l e (Agent , {Agent OR Object} ) ;
r eachab l e (Agent , Object ) ;
Re l a t i ona l D i s t anc e (Agent , Agent) ;
nex t f o r g i v e (Agent , Agent) ;
nex t f o r t a l k (Agent , Agent) ;
nex t f o r l o ok (Agent , {Agent OR Object} ) ;
}
// E´tape 4 : Cre´at ion des e n t i t e´ s
l ivingRoom = new Place ;
Jido = new Agent;
Glass = new Objet;
Bott l e = new Objet;
// E´tape 5 : I n i t i a l i s a t i o n des a t t r i b u t s
Jido . type = ”Robot”;
Jido . posTopo = l ivingRoom;
Jido . ob j e c t s <<= Glass ;
Jido . ob j e c t s <<= Bott l e ;
Jido . AgentModel =”\home\ s a l i l i \P3D\JidoModel . p3d”;
Glass . po ids = 100;
Glass . owner = Jido ;
Glass . ObjetModel =”\home\ s a l i l i \P3D\GlassModel . p3d”;
Bott l e . po ids = 1000;
Bott l e . ObjetModel =”\home\ s a l i l i \P3D\BottleModel . p3d”;
l ivingRoom . ObjetModel =”\home\ s a l i l i \P3D\ l i v ingMode l . p3d”;
loadScene (”\home\ s a l i l i \P3D\SceneModel . p3d ” ) .
}
Figure 5.3 – Exemple de de´claration d’une base de faits
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asyme´trique : R1(Enj , Enk) 6= R1(Enk, Enj), car une relation qui est ve´rifie´e dans un sens ne
l’est pas force´ment dans l’autre. Par exemple, la relation visible qui lie deux agents A1 et A2.
L’agent A2 peut eˆtre visible par l’agent A1, mais cela ne veut pas dire que l’agent A1 est visible
par l’agent A2. Ces relations sont e´galement boole´ennes, car elles ne servent qu’a` affirmer ou
infirmer la validite´ d’une relation entre deux entite´s.
Pour illustrer le sens d’une relation spatiale et re´pondre a` la question comment se fait la
liaison entre le niveau symbolique et le niveau ge´ome´trique pour une relation, prenons l’exemple
d’une relation que nous allons appeler “Relational Distance”. Cette relation va lier deux entite´s
de type agent, comme elle a e´te´ de´finie dans l’exemple de la figure 5.3. Au niveau symbolique,
cette relation va re´pondre a` la question “est-ce qu’un des deux agents a viole´ l’espace vital 1 de
l’autre ?”.
Au niveau ge´ome´trique, cette relation repre´sente une primitive ou une fonction qui teste la
distance entre deux agents et la compare a` une certaine valeur (
√
(x1− x2)2 + (y1− y2)2 >
valeur). Si la distance calcule´e est infe´rieure a` la valeur de re´fe´rence, la relation spatiale prendra
la valeur “vraie”, c’est-a`-dire que l’espace vital entre les deux agents est viole´. Sinon elle prendra
la valeur “faux”. Le nom de la relation spatiale fait la liaison entre sa repre´sentation symbolique
et sa repre´sentation ge´ome´trique.
Comme nous l’avons note´ pre´ce´demment, les relations ge´ome´triques sont repre´sente´es de
fac¸on symbolique dans le planificateur de taˆche. Ce dernier n’a aucune influence sur la qualite´
de ces relations en termes de diversite´ et richesse. La diversite´ et la richesse de celles-ci de´pendent
exclusivement des capacite´s du planificateur ge´ome´trique a` fournir des primitives de haut niveau,
et e´galement de la possibilite´ de faire des compositions entre primitives de base.
Nous avons fait le choix de diffe´rencier la syntaxe des faits symboliques et des faits
ge´ome´triques pour deux raisons : (1) pouvoir garantir la ge´ne´ricite´ de la repre´sentation des
e´tats du monde, puisque la de´claration et l’utilisation des faits ge´ome´triques restent optionnelles
dans tout le syste`me. (2) pouvoir faciliter la gestion des backtracks que nous de´taillerons a` la
section 5.4.3.
En examinant l’exemple de la figure 5.3, nous pouvons constater que la cre´ation et
l’initialisation de la base de faits se fait en cinq e´tapes :
– La premie`re e´tape est la de´finition des types d’entite´s. Seule l’entite´ de type “Agent” est
pre´de´finie par le syste`me.
– La deuxie`me est la de´finition des attributs avec leurs types. C’est a` ce niveau que la liaison
entre une entite´ et sa repre´sentation ge´ome´trique est faite, mais cela reste optionnel car nous
pouvons avoir des entite´s qui n’ont aucune existence physique. Par exemple, nous pouvons
1. Un espace vital est une distance entre deux individus qui est nomme´e distance relationnelle. Cette dernie`re
varie en fonction du degre´ d’affectivite´ liant les individus.
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cre´er l’entite´ association qui regroupe des individus d’un certain type.
– La troisie`me est la cre´ation des relations spatiales avec leur type. On peut voir sur l’exemple
qu’une relation peut regrouper plusieurs types. Par exemple, la relation “visible(Agent, Agent
OR Object)” qui de´finit la notion de visibilite´, cette relation peut lier un agent a` un autre
agent ou bien un agent a` un objet.
– La quatrie`me e´tape est la cre´ation des entite´s. Le syste`me va automatiquement cre´er
l’instance de l’entite´ de´clare´e et lui associer les attributs correspondants.
– La cinquie`me e´tape est l’initialisation des attributs. Dans cette e´tape, les attributs
symboliques sont initialise´s comme nous l’avons de´crit pre´ce´demment au chapitre 3. Pour les
attributs ge´ome´triques, l’initialisation se fait par la lecture d’un fichier. Au niveau symbolique,
nous ne gardons que l’adresse du fichier pour l’utiliser lors de l’initialisation du planificateur
ge´ome´trique. La repre´sentation du monde n’est pas comple`te, il manque certains de´tails qui
sont cruciaux pour le niveau ge´ome´trique. Par exemple, pour la de´finition d’une chambre au
niveau symbolique, nous n’allons pas nous inte´resser aux murs, mais au niveau ge´ome´trique
ceux-ci sont tre`s importants, puisqu’ils permettent de ge´ne´rer des de´placements en e´vitant les
collisions. Pour cela, nous avons rajoute´ la commande loadScene qui charge dans le syste`me
l’adresse d’un fichier qui contient la description de l’environnement 3D. Pour les relations
spatiales, le syste`me calcul dynamiquement toutes les combinaisons possibles des relations en
se basant sur les relations de´clare´es, les types qu’elles font intervenir et les entite´s de´clare´es ;
l’instanciation de ces relations va eˆtre faite par le niveau ge´ome´trique.
5.3.2 Extension du mode`le des actions
Le mode`le des actions est e´galement affecte´ par la collaboration entre la planification de
taˆche et la planification ge´ome´trique. En effet, une action sur le plan symbolique doit avoir sa
correspondante sur le plan ge´ome´trique. De plus, au niveau symbolique, nous devons introduire
la notion de contrainte ge´ome´trique, qui permet au planificateur symbolique de garder le
controˆle sur les solutions produites par la planification ge´ome´trique en incluant des contraintes
supple´mentaires en entre´e de celle-ci.
Au niveau symbolique les actions sont de´crites par un tuple
A =< Name, Par, Precond,Eff,GF,Co,Du,EC >
Ou` :
– Name de´finit le nom de l’action.
– Par repre´sente les parame`tres de l’action. C’est une liste type´e et non ordonne´e d’entite´s.
– Precond repre´sente les pre´conditions de l’action. Ces pre´conditions doivent eˆtre ve´rifie´es
avant de pouvoir re´aliser l’action. Une pre´condition est une conjonction de faits (symbolique
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et ge´ome´trique), ces faits portent soit sur le test des valeurs des attributs associe´s aux entite´s
pre´sentes dans Par, soit sur le test des valeurs des relations spatiales qui impliquent ces meˆmes
entite´s.
– Eff =< Eff expected, Eff side > repre´sente les effets de l’action. Ils de´finissent les
changements que le monde va subir si l’action est re´alise´e. Nous de´finissons un effet comme
changement de valeur sur les attributs des entite´s pre´sentes dans la liste des parame`tres et sur
les relations spatiales qui les lient. Nous avons fait le choix de faire la distinction entre deux
types d’effets “Eff expected” et “Eff Side”. Nous de´finissons les “Eff expected” comme les
effets attendus de l’action sur le monde et qui n’agissent que sur les e´tats des entite´s concerne´es
par l’action. Les “Eff Side” sont des effets de bord de l’action. Nous faisons cette distinction
car nous conside´rons que les “Eff Side” sont des effets non-controˆlables par le planificateur
symbolique. Ces effets non-controˆlables concernent exclusivement les faits ge´ome´triques. Le
planificateur ge´ome´trique est le seul a` connaˆıtre les e´tats de ces faits, mais il peut e´galement
calculer l’e´volution de leur e´tat suite a` la re´alisation d’une action. La de´claration de ces effets
reste optionnelle au niveau du planificateur symbolique.
Concernant la mise a` jour des faits ge´ome´triques, nous avons faits les choix suivant :
1. les faits ge´ome´triques vont eˆtre mis a` jour par le planificateur ge´ome´trique (i.e. le
planificateur de taˆche ne peut pas modifier les instances des relations spatiales).
2. Si les effets de bord sont de´clare´s avec un ensemble vide, le planificateur ge´ome´trique
mettra a` jour toutes les relations spatiales existantes dans le syste`me. Dans le cas
contraire, il se contentera de mettre a` jour les relations spatiales de´clare´es dans les
effets de bord. Cette restriction va permettre dans certains cas de re´duire le temps de
calcul pour la mise a` jour des faits ge´ome´triques.
Exemple : Prenons l’exemple d’un agent qui re´alise une action de de´placement. Conside´rons
aussi la relation spatiale visibilite´ (visible(Agent, objet)) qui indique si un objet est visible
ou non par un agent. L’effet attendu de l’action de de´placement est que l’agent change de
position, mais il se peut que l’action ait aussi des effets secondaires ou effets de bord, qui
affectent l’e´tat des relations spatiales dans le monde. Le de´placement peut affecter la visibilite´
de l’agent qui la re´alise, mais aussi la visibilite´ des autres agents, en se positionnant dans leurs
champs de vision.
– GF repre´sente un flag qui indique si l’action est une action physique ou non (c’est-a`-
dire ne´cessitant une planification ge´ome´trique 2). C’est a` ce niveau que le lien entre l’action
symbolique et sa correspondante ge´ome´trique se fait, en indiquant le nom de la fonction
ge´ome´trique correspondante. La de´claration des flags est optionnelle.
– Co repre´sente une fonction couˆt associe´e a` l’action et permet d’e´valuer le couˆt lie´ a`
l’application de l’action. Si l’action en question est une action ge´ome´trique, l’estimation du
2. Une action ne ne´cessitant pas une planification ge´ome´trique est une action qui n’a pas d’effet ge´ome´trique.
Exemple l’action parler n’a d’effet que sur les croyances d’un autre agent donc elle n’est pas une action ge´ome´trique
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couˆt est donne´e par le planificateur ge´ome´trique. Dans les autres cas, nous utilisons la fonction
couˆt comme elle a e´te´ de´finie dans la section 3.3.1.
– Du repre´sente une fonction de calcul du temps associe´e a` une action. Elle permet d’e´valuer
la dure´e moyenne du temps de re´alisation de l’action. Nous utilisons la meˆme fonction dure´e
que celle qui a e´te´ de´finie dans la section 3.3.1.
– EC repre´sente un ensemble de contraintes que la re´alisation de l’action doit satisfaire. Ces
contraintes sont de´crites par une conjonction de faits ge´ome´triques et sur les valeurs qu’elles
doivent prendre. Ces contraintes sont prises en compte par le planificateur ge´ome´trique lors
de la re´alisation d’une action. Ces contraintes sont des contraintes dures, c’est-a`-dire que si le
planificateur ne peut pas les satisfaire, nous conside´rons que l’action n’est pas re´alisable.
L’association d’une contrainte a` la de´claration d’une action est conside´re´e comme une
association rigide. En effet, cela exige du planificateur ge´ome´trique de satisfaire la contrainte
a` chaque fois qu’on lui demande de valider l’action. Cette association rigide correspond
parfaitement au mode`le d’action des planificateurs hybrides [Gravot 04] et [Guitton 09] que
nous avons e´tudie´ pre´ce´demment dans la section 5.1.
Dans notre approche, nous conside´rons que l’association d’une contrainte a` une action de´pend
du but pour lequel l’action est re´alise´e. Le tableau 5.1 illustre cela. Nous pouvons voir que
pour satisfaire quatre buts diffe´rents, nous associons quatre contraintes diffe´rentes a` une meˆme
action de de´placement. Comme nous sommes dans une structure HTN, les buts vont eˆtre
de´termine´s au niveau des me´thodes et cela va eˆtre de´crit dans la section suivante.
action Move(Agent A1 , Place P)
{
// De´c lara t ion des pr e´ cond i t i ons
preconditions {A1 . posTopo ! = P;};
// De´c lara t ion des e x p e c t e d e f f e c t s
expected effects {A1 . posTopo == P;};
// De´c lara t ion des s i d e e f f e c t s
s ide ef fects { v i s i b l e (A1 , ?) ;
r eachab l e (A1 , ?) ;
};
// Flag g e´ome´tr ique e t f onc t i on de c a l c u l de l a dure´e de l ’ ac t ion
GeomeFlag( Gotofunct ion ) ;
duration { MoveDurationFonction (A1 ,P) ; };
}
Figure 5.4 – Exemple de description d’une action dans HATP hybride
La figure 5.4 illustre la de´claration de l’action Move(Agent A1, Place P). Cette action a deux
parame`tres : un agent A1 et un lieu P. Le but de l’action est de de´placer A1 de sa position
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actuelle a` une position finale P. Les pre´conditions sont que l’agent A1 ne soit pas a` la position
cible P. L’effet direct de l’action est que la nouvelle position de A1 est a` P. Les effets de
bord de l’action portent sur la visibilite´ de A1 avec tous les objets ou agents. Le Symbole ”?”
de´finit une variable libre. Le type de la variable est de´termine´ par la de´claration de la relation
spatiale. GeomeFlag de´finit que l’action est une action ge´ome´trique, ce qui implique qu’il n’y a
pas de de´claration pour la fonction de calcul de couˆt, car l’estimation du couˆt est calcule´e par le
planificateur ge´ome´trique. Le symbole se trouvant entre parenthe`ses dans GeomeFlag repre´sente
un pointeur qui de´signe la fonction ge´ome´trique correspondante au “Move” symbolique.
Nous comple´tons l’exemple avec le tableau 5.1. Nous pouvons voir sur cet exemple qu’a`
partir d’une action “Move” qui est de´crite dans la figure 5.4 de fac¸on ge´ne´rique, nous pouvons
mode´liser quatre actions de de´placement qui sont comple`tement diffe´rentes du point de vue du
comportement de l’agent qui va exe´cuter l’action.
But Action Contrainte
De´placement pour donner un objet Move(Agent A1, Place P) nextforgive(A1, A2)==true ;
De´placement pour re´cupe`re un objet Move(Agent A1, Place P) nextforget(A1, A2)==true ;
De´placement pour interaction verbale Move(Agent A1, Place P) nextfortalk(A1, A2)==true ;
De´placement pour faire une observation Move(Agent A1, Place P) nextforlook(A1, Obj)==true ;
Table 5.1 – Exemple d’association de diffe´rentes contraintes avec une action de de´placement
5.3.3 Extension sur le mode`le des me´thodes
Le mode`le des me´thodes est e´galement affecte´ par la collaboration entre la planification de
taˆche et la planification ge´ome´trique. En effet, c’est au niveau des me´thodes que se fait la gestion
des contraintes, qui vont eˆtre associe´es aux actions en bas de la hie´rarchie.
Une me´thode est de´crite par le tuple
M =< Name, Par, goal,D,EC >
Ou` :
– Name repre´sente le nom de la me´thode.
– Par repre´sente une liste type´e des parame`tres de la me´thode.
– goal est une liste de conditions qui de´finit le but ou les me´ta-effets associe´s a` la me´thode. Si
ces conditions sont respecte´es alors la me´thode est re´duite a` un ensemble vide. Ces conditions
peuvent porter sur les faits symboliques et ge´ome´triques.
– D comme de´finie dans le chapitre 3, repre´sente une liste de couples < Pi, TLi >. Cette
liste repre´sente l’ensemble des de´compositions possibles pour la me´thode. Ainsi pour chaque
de´composition i, si la pre´condition Pi est valide´e, alors la liste partiellement ordonne´e TLi
est une fac¸on possible de re´aliser la me´thode. Les pre´conditions peuvent porter sur les faits
symboliques et ge´ome´triques.
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– EC repre´sente un ensemble de contraintes que la re´alisation de la taˆche doit satisfaire.
Elles sont de´crites par une conjonction de faits ge´ome´triques et les valeurs qu’elles doivent
prendre. Les contraintes associe´es a` une taˆche n’ont aucun effet direct sur celle-ci, c’est-a`-
dire quelles n’ont aucune influence sur le choix ou la validation de ses de´compositions. Les
contraintes associe´es a` une me´thode sont propage´es sur toutes ses descendances. C’est-a`-dire,
qu’a` chaque de´composition valide de la taˆche est associe´e un ensemble de contraintes qui
e´taient initialement associe´es a` la me´thode.
Une liste de taˆches a la meˆme structure que celle du chapitre 3 (section 3.3.2) avec une petite
diffe´rence au niveau des contraintes. Toute taˆche Tij qui est pre´sente dans une liste de taˆches
TLi et qui appartient a` une me´thode M peut avoir son propre ensemble des contraintes ECTij .
Cet ensemble est inde´pendant de l’ensemble des contraintes ECM associe´ a` la me´thode M . Si
la liste de taˆches TLi est valide´e, alors l’ensemble des contraintes ECM sera propage´ a` la liste
de taˆches Ti. Le nouvel ensemble des contraintes ECTij associe´ a` la taˆche Tij sera fusionne´ avec
ECM et donnera un nouvel ensemble ECTij = {ECTij ⊔ ECM}.
La figure 5.5 illustre un exemple de de´clarations de deux me´thodes GetObject(Agent Ag,
Object Obj) et GetObjectFromFurniture(Agent Ag, Object Obj, Furniture F). GetObject de´crit
les possibilite´s pour un agent Ag d’acque´rir un objet Obj. Il y a trois fac¸ons de faire, soit c’est
l’agent lui-meˆme qui va chercher l’objet, soit c’est un autre agent qui va chercher l’objet et le
lui transmet, soit l’objet est de´ja` chez un agent et celui-ci va le transmettre a` l’agent Ag.
La deuxie`me me´thode GetObjectFromFurniture, de´crit comment un agent Ag peut faire pour
acque´rir un objet Obj qui se trouve sur un meuble F. Dans ce cas-la`, nous n’avons qu’une seule
de´composition : l’agent se de´place jusqu’au meuble F et prend l’objet Obj se trouvant dessus.
En examinant la seconde de´composition de la me´thode GetObject, nous constatons que
la se´lection de l’agent AG1 est contrainte par la relation spatiale graspable(AG1,Obj)==true
qui signifie que l’agent doit eˆtre capable de tenir l’objet, ce qui limite l’ensemble des agents
qui peuvent satisfaire cette contrainte et de ce fait limite l’espace d’exploration. Nous notons
e´galement que la re´alisation de taˆche GetObjectFromFurniture est soumise a` la contrainte
holdforgive(AG1, Obj)==true, qui signifie qu’a` la fin de la taˆche l’agent AG1 doit tenir l’objet
Obj d’une manie`re a` laisser des configurations de prise libres pour un autre agent. Cette
contrainte va eˆtre propage´e lors de la de´composition de la taˆche GetObjectFromFurniture et
elle va venir rajouter une contrainte supple´mentaire sur sa liste de taˆches. Dans cet exemple
la contrainte n’aura aucune influence sur les deux premie`res taˆches ReachFurniture(Ag, F) et
FreeOneHand(Ag), puisque la premie`re est une taˆche de de´placement qui ne peut pas influencer
la position de prise et la deuxie`me est une taˆche qui sert a` de´barrasser l’agent d’un objet qu’il
a en main si ne´cessaire. C’est la troisie`me taˆche PickupOn(Ag, Obj, F) qui doit assurer une
configuration de prise pour l’agent Ag qui satisfait la contrainte holdforgive(AG1, Obj)==true
et de ce fait elle assure que la re´alisation de la taˆche GetObjectFromFurniture satisfait la meˆme
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method GetObject (Agent Ag , Object Obj )
{
goal
{
Obj >> Ag . ob j e c t s ;
Obj . owner == Ag;};
// decomposit ion 1
{
preconditions
{ Obj . owner == NULL; };
subtasks
{ 1 : GetObjectFromFurniture (Ag , Obj , Obj . f u r n i t u r e ) ; };
}
// decomposit ion 2
{
preconditions
{ Obj . owner == NULL; };
subtasks
{
AG1 = SELECT(Agent , { AG1 ! = Ag; graspab l e (AG1, Obj ) == t rue ; ) } ) ;
1 : GetObjectFromFurniture (AG1, Obj , Obj . f u r n i t u r e ) ;
constraint{ ho l d f o r g i v e (AG1, Obj ) == t rue ;};
2 : RemitObjet (AG1, Ag , Obj ) > 1;
};
}
// decomposit ion 3
{
preconditions
{
Obj . owner ! = NULL;
Obj . owner ! = Ag;};
subtasks
{ 1 : RemitObjet (Obj . owner , Ag , Obj ) ; };
}
}
∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
method GetObjectFromFurniture (Agent Ag , Object Obj , Furn i ture F)
{
goal
{ Obj >> Ag . ob j e c t s ;
Obj . owner == Ag;};
// decomposit ion 1
{
preconditions
{ F. onTop == t rue ;
Obj >> F. objectsOn ;
Obj . owner == NULL;};
subtasks
{ 1 : ReachFurniture (Ag , F) ; constraint{ r eachab l e (Ag , Obj ) == t rue ;};
2 : FreeOneHand (Ag) ;constraint{ r eachab l e (Ag , Obj ) == t rue ;};
3 : PickupOn (Ag , Obj , F) > 1 , > 2;
};
}
}
Figure 5.5 – Exemple de de´claration de me´thodes dans hybride-HATP
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contrainte.
5.3.4 Contraintes
Comme nous l’avons vu pre´ce´demment, nous de´finissons une contrainte comme un e´tat de´sire´
pour une relation spatiale. Ces contraintes sont associe´es a` des taˆches (action et me´thode). Si la
taˆche est une me´thode, alors la contrainte est propage´e sur toutes les de´compositions de celle-ci.
Sinon la contrainte va contraindre la re´alisation de l’action, plus exactement, elle va contraindre
certains effets de bord de l’action.
En analysant le mode`le plus en profondeur, nous pouvons constater qu’il est sur-contraint,
du fait, de la propagation des contraintes sur toutes les actions ge´ne´re´es par une me´thode. Une
action va he´riter d’un ensemble de contraintes qui n’ont rien a` voir avec son but et sur lesquelles
elle n’a aucun effet. Cela va rendre le proble`me insoluble pour le planificateur ge´ome´trique.
Prenons un exemple ou` nous avons l’action prendre un objet sur un meuble PickUp(Ag, F,Obj),
supposons que suite a` des de´compositions et des propagations de certaines contraintes l’action
se retrouve avec la contrainte sur la proximite´ entre agents nextforGive(Ag,Ag1)==true. Dans
ce cas, le planificateur ne peut pas trouver de solution, puisque l’action n’a aucun effet sur la
proximite´ entre agents.
Pour relaxer le proble`me nous avons fait le choix d’associer une liste d’action a` chaque
type de relation spatiale, que nous appelons liste d’influence. Cette liste va permettre de filtrer
certaines contraintes associe´es a` une action. Prenant comme exemple la relation visible(Agent,
(Agent OR Objet)) qui va lier deux agents ou bien un agent et un objet. A` cette relation, nous
allons associer la liste d’actions (Move, PutdDown, Pickup) sachant que dans le domaine nous
avons aussi l’action (Give). Il est aise´ de voir que les actions pre´sentes dans la liste ont toutes
des effets de bord qui peuvent influencer l’e´tat de la relation visible.
5.3.5 Re´capitulatif
La figure 5.6 re´capitule les liaisons que nous avons e´tablies entre le mode`le de la planification
de taˆche et le mode`le de la planification ge´ome´trique.
Comme nous l’avions e´nonce´ pre´ce´demment, le but de ce couplage est de produire des plans
faisables et qui assure au robot un comportement socialement acceptable en controˆlant la qualite´
sociale des plans produits au niveau symbolique, mais e´galement au niveau ge´ome´trique. Pour
pouvoir exercer un controˆle sur les solutions produites au niveau ge´ome´trique, nous avons
introduit la notion d’action contrainte. Cela signifie que la re´alisation de l’action au niveau
ge´ome´trique passe ine´vitablement par la satisfaction des contraintes qui sont associe´es a` celle-
ci. Les contraintes nous permettent donc de conditionner les solutions produites au niveau
ge´ome´trique. Nous avons e´galement de´montre´ que les contraintes associe´es aux actions de´pendent
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Figure 5.6 – liaison entre la repre´sentation symbolique et la repre´sentation ge´ome´trique.
du but de celle-ci. Ce qui implique que l’association rigide contraintes-action n’est pas l’approche
la mieux adapte´e pour une planification hybride. Nous avons propose´ un proce´de´ qui permet de
se´lectionner les contraintes a` appliquer aux actions en fonction de la situation, et c’est cela qui
fait l’originalite´ de notre approche.
5.4 Algorithme Hybride d’HATP
Avant de de´crire le fonctionnement de l’algorithme, nous allons donner une description des
structures de donne´es que les deux planificateurs partagent.
5.4.1 Structure de donne´es
Comme nous l’avons vu dans la section 5.3.1, la base de faits wb se divise en deux parties
wbSymb et wbGeom. La premie`re est la repre´sentation symbolique du monde et des agents et la
deuxie`me est la contrepartie ge´ome´trique. Dans ce qui suit, nous ne faisons pas de distinction
entre base de faits symboliques et base de faits ge´ome´triques, car les deux planificateurs ont
acce`s aux meˆmes donne´es a` travers la meˆme variable que nous appelons base de faits wb.
Une autre structure de donne´es que les deux planificateurs partagent est la liste de taˆches
TL. Cette liste peut contenir des actions et des me´thodes. Dans le cas d’une action, le mode`le
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pre´sente´ a` la section 5.3.2 est comple´te´ par deux bases de faits ge´ome´triques wbGeomb et wbGeoma .
La premie`re repre´sente la configuration du monde avant la re´alisation de l’action et la seconde
repre´sente la configuration du monde apre`s re´alisation de l’action. Nous avons adopte´ cette
structure pour pouvoir ge´rer plus aise´ment les backtracks au niveau ge´ome´trique.
5.4.2 Description de l’algorithme
L’algorithme 5.1 de´crit le fonctionnement hybride de HATP. L’algorithme prend en entre´e wb
l’e´tat du monde (symbolique et ge´ome´trique), Arb le proble`me et D le domaine de planification.
Cet algorithme commence par l’initialisation d’une liste de taˆches T (ligne 1), cette liste contient
les feuilles de l’arbre Arb. On initialise e´galement la projection temporelle Prj a` un ensemble
vide (ligne 2), le planificateur ge´ome´trique (ligne 3) et la structure qui he´berge les points de
backtracks (ligne 4).
On entre ensuite dans la boucle principale (lignes 5 a` 34) jusqu’a` ce que la limite de temps
e´ventuelle soit atteinte ou jusqu’a` ce que l’ensemble de l’arbre d’exploration ait e´te´ entie`rement
parcouru. La premie`re e´tape de la boucle principale est de supprimer les taˆches associe´es a` des
buts qui sont de´ja` satisfaits dans l’e´tat actuel de la base de faits (lignes 6 a` 9) afin de limiter
l’exploration de l’espace de recherche. L’e´tape suivante consiste a` ve´rifier si la liste de taˆches T
est vide ce qui indiquerait qu’un plan valide a e´te´ trouve´ (lignes 10 a` 13). La troisie`me e´tape
consiste a` appliquer une optimisation de type branch-and-bound (lignes 14 a` 18) afin de limiter
l’espace de recherche a` explorer si un plan de re´fe´rence a de´ja` e´te´ trouve´.
L’e´tape suivante consiste a` de´terminer quelle est la taˆche a` traiter en premier. On de´termine
l’ensemble T0 contenant l’ensemble des taˆches de T qui n’ont pas de pre´de´cesseurs et dont les
pre´conditions sont satisfaites (ligne 19). Si T0 est diffe´rent de l’ensemble nul, alors il est cre´e´
dans l’arbre de recherche autant de branches que ne´cessaire selon la cardinalite´ de T0 (ligne 21)
puis une branche est choisie en se´lectionnant une taˆche t de T0 (ligne 22). Dans le cas ou` T0
est vide, on de´termine un l’ensemble T0 contenant l’ensemble des actions de T, qui n’ont pas de
pre´de´cesseurs et dont les pre´conditions ont e´te´ invalide´es par des faits ge´ome´triques qui vont eˆtre
stocke´s dans l’ensemble SetGF (ligne 24). Une fois l’ensemble des faits ge´ome´triques implique´s
e´tabli, une liste des dernie`res actions qui ont modifie´ leurs e´tats est de´termine´e. Pour chaque
action se´lectionne´e le fait ge´ome´trique qui a cause´ l’e´chec est ajoute´ a` l’ensemble des contraintes
associe´es a` l’action.(lignes 25 a` 28). L’ensemble des actions mises en cause de´termine´, l’ensemble
est ordonne´ suivant l’ordre de la projection temporelle Proj (ligne 29). La liste des actions
ordonne´es est transmise au planificateur ge´ome´trique (ligne 30) pour qu’il puisse backtracker
sur ces actions et re´soudre le proble`me avec des contraintes supple´mentaires. Si la re´ponse du
planificateur ge´ome´trique est ne´gative, c’est-a`-dire qu’il n’a pas trouve´ de solution, un backtrack
est ope´re´ au niveau symbolique pour explorer de nouvelles branches (lignes 31 a` 32). Dans le
cas contraire, c’est-a`-dire que le planificateur ge´ome´trique a re´ussi a` trouver une solution. Le
planificateur symbolique continue sa proce´dure normalement. Une fois la taˆche se´lectionne´e, elle
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Algorithme 5.1 : Algorithme de planification de HATP hybride
Donne´es : wb, Arb
T ← feuilles(Arb)1
Prj = ∅2
InitGeometry(wb)3
Point BT =init point de backtack(wb, T, Prj, Arb)4
re´pe´ter5
T0 ← {t ∈ T | predecesseurs(t) = ∅, wb satisfait goal(t)}6
pour ∀ t ∈ T0 faire7
Retirer t de Arb8
Retirer t de T9
si T = ∅ alors10
P ← produire plan(Arb, Prj)11
Ajouter P dans la pile des plans valides12
Explorer nouvelle branche dans Point BT13
si PREF 6= ∅ alors14
c ← comparaison partielle(Arb, Prj, PREF )15
si c > 0 alors16
Couper la branche courante de l’arbre d’exploration17
Backtracker ;18
T0 ← {t ∈ T | predecesseurs(t) = ∅, wb satisfait precond(t)}19
si T0 6= ∅ alors20
Point BT ← N(T0) cre´e branches dans l’arbre d’exploration21
Choisir une branche a` explorer dans Point BT et la tache t dans T0 correspondante22
sinon23
T0 ← {t ∈ T et t est une action | predecesseurs(t) = ∅, precond(t) a e´choue´e a`24
cause des faits ge´ome´trique SetGF }
pour chaque fait ge´ome´trique fg ∈ SetGF faire25
Se´lectionner la dernie`re action ai dans Prj qui a modifie´ le fait fg26
Ajouter fg dans les contraintes associe´es a` l’action ai27
Ajouter ai dans la liste Bliste28
Ordonner la liste Bliste suivent l’ordre de Prj29
Backtrack ge´ome´trique sur les actions pre´sentes dans Bliste30
si E´chec de la ge´ome´trie alors31
Choisir une autre branche a` explorer dans Point BT32
Traitement sur tache(t, wb, Prj, T, Arb)33
jusqu’a` limite de temps atteinte ou arbre d’exploration entie`rement parcouru34
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est traite´e avec la proce´dure 5.2.
Algorithme 5.2 : Proce´dure de traitement des taˆches
Donne´es : t, wb, Prj, T, Arb
si t est une me´thode alors1
M ← { m est une instance d’une me´thode dans D, wb ne satisfait pas goal(m)}2
Dec ← {d ∈ decomposition(m), wb satisfait preconds(m)}3
si Dec =∅ alors4
Backtracker sur nouvelle branche5
sinon6
pour chaque e´le´ment di dans Dec faire7
Modifier T en remplac¸ant t par di8
Propager les contraintes de t dans di9
Modifier Arb en ajoutant di comme de´composition de t10
Dans Point BT cre´er branche11
Choisir une branche a` explorer12
sinon13
A ← { a est une action instancie´e dans D, wb satisfait precond(a)}14
si t est une action ge´ome´trique alors15
si Validation ge´ome´trique( a, T, wb) alors16
Modifier wb selon effects(a)17
Appliquer a a` Prj18
Mettre a` jour le couˆt19
sinon20
Couper la branche courante de l’arbre d’exploration dans Point BT21
Se´lectionner une nouvelle branche a` explorer22
sinon23
Modifier wb selon effects(a)24
Appliquer a a` Prj25
Mettre a` jour le couˆt26
La proce´dure de traitement des taˆches est de´crite dans l’algorithme 5.2. Si la taˆche
se´lectionne´e t est une me´thode, L’ensemble des de´compositions valide est de´termine´ (ligne 3),
si l’ensemble re´sultant Dec est vide, un backtrack est effectue´ pour explorer d’autres branches
(lignes 4). Sinon, de nouvelles branches sont cre´e´es dans l’arbre d’exploration selon la cardinalite´
de Dec (lignes 7 a` 11). Dans chaque branche, la liste de taˆches T et l’arbre Arb sont mis a` jour,
et les contraintes sont propage´es (lignes 8 et 10). La proce´dure se termine par la se´lection d’une
nouvelle branche d’exploration (ligne 12).
Si la taˆche t est une action ge´ome´trique (ligne 15), sa validite´ au niveau ge´ome´trique est
teste´e (ligne 16). Si elle est valide´e, les effets sont applique´s sur la base de faits, les couˆts du
plan sont mis a` jour et l’action est ajoute´e a` la projection temporelle Prj (lignes 17 a` 19). Si
l’action n’est pas valide´e au niveau ge´ome´trique, un backtrack et effectue´ pour explorer une
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autre branche d’exploration (ligne 22). Dans le cas ou l’action n’est pas ge´ome´trique, elle est
traite´e de la meˆme fac¸on que pre´ce´demment, c’est-a`-dire que les effets sont applique´s sur la base
de faits, les couˆts sont mis a` jour et l’action est ajoute´e a` la projection temporelle (lignes 24 a` 26).
5.4.3 Gestion des backtracks
Pour la gestion des backtracks nous avons trois cas qui peuvent eˆtre envisage´s :
Backtrack symbolique Le backtrack symbolique, comme son nom l’indique survient, au
niveau symbolique. Il se produit dans quatre cas possibles. Dans tous ces cas le planificateur
rejette la branche en cours pour explorer une nouvelle branche :
1. E´chec sur la re´alisation d’une action, lorsque les pre´conditions ne sont pas valides.
2. E´chec sur la de´composition d’une me´thode, c’est-a`-dire qu’aucune des de´compositions
d’une taˆche ne peut eˆtre re´alise´e.
3. Le couˆt du plan de´veloppe´ de´passe le couˆt du plan de re´fe´rence.
4. E´chec de la plannification ge´ome´trique, c’est-a`-dire que le planificateur ne peut pas
valider une action.
Backtrack ge´ome´trique Le backtrack ge´ome´trique ne se produit qu’au niveau des actions.
Du fait que le planificateur ge´ome´trique fait une instanciation incre´mentale sur :
– Les trajectoires, essentiellement position initiale et finale des trajectoires.
– Les emplacements, le choix d’un emplacement pour poser un objet peut contraindre le
choix quand on souhaite en poser un autre.
De ce fait, nous conce´derons que si une action ai n’est pas re´alisable au niveau ge´ome´trique,
la premie`re cause est la configuration initiale. Cependant, cette configuration initiale est
plus ou moins affecte´e par les actions qui la pre´ce`dent. Ainsi, le backtrack ge´ome´trique
se fait dans l’ordre inverse de la se´quence d’actions qui pre´ce`de l’e´chec. C’est-a`-dire, si ai
est l’action causant l’e´chec, le planificateur va backtracker sur ai−1 puis ai−2 jusqu’a` a0.
Le backtrack s’arreˆte une fois qu’il a trouve´ un ensemble de configurations qui satisfont
la se´quence d’actions et qui permettent de re´aliser l’action ai, auquel cas il ny a pas de
solution.
Backtrack ge´ome´trique guide´ par le symbolique Ce dernier cas est un cas particulier, car
c’est une situation ou` il y a un e´chec au niveau symbolique, mais qui va eˆtre traite´
au niveau ge´ome´trique. Conside´rons l’exemple de la figure 5.7. Nous avons la se´quence
d’action Pickup− > Move− > Give. Les actions Pickup et Move ont e´te´ valide´es au
niveau symbolique et au niveau ge´ome´trique, l’action Give n’est pas encore valide´e au
niveau symbolique. Nous conce´derons aussi qu’il n’y a qu’un seul fait ge´ome´trique qui est
HoldeForGive(Jido,Bottle). Ce fait est consomme´ par l’action Give, il est modifie´ par
effet de bord par l’action Pickup.
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Dans ce cas de figure, l’action Give n’est pas valide´e a` cause d’un fait symbolique pur.
Le planificateur fait un backtrack symbolique et va explorer une autre branche. Si la
cause est un fait ge´ome´trique, le planificateur symbolique donne un ordre de backtrack au
planificateur ge´ome´trique en indiquant sur quelle action il doit backtracker. Cette action va
eˆtre modifie´e par le planificateur symbolique. Plus pre´cise´ment, le planificateur va rajouter
des contraintes sur celle-ci. Dans l’exemple, le planificateur symbolique donne un ordre
de backtrack sur l’action Pickup au planificateur ge´ome´trique, puisque c’est la dernie`re
action qui a modifie´e l’e´tat ce fait HoldeForGive(Jido,Bottle). Sur cette action est rajoute´e
la contrainte HoldeForGive(Jido,Bottle)==true. Si le planificateur ge´ome´trique re´ussit a`
trouver une solution alors un plan est trouve´, sinon un backtrack symbolique est ope´re´.
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Figure 5.7 – Exemple d’un backtrack au niveau ge´ome´trique guide´ par le planificateur symbolique
5.5 Exemple et fonctionnement
Pour de´montrer les capacite´s et les limites du planificateur hybride, nous allons illustrer son
fonctionnement par deux exemples d’interaction homme-robot.
5.5.1 Sce´nario Interaction homme-robot
Sce´nario 1
Ce sce´nario repre´sente´ par la figure 5.8 est un sce´nario d’interaction face-a`-face. Deux agents
sont assis autour d’une table : un humain et un robot. Plusieurs objets sont pose´s sur la table :une
tasse a` cafe´, une bouteille et une boite contenant du cafe´, ainsi que diffe´rents objets (des boites)
conside´re´s comme des obstacles pour la manipulation et la visibilite´. Le but du robot est d’aider
l’humain a` pre´parer du cafe´.
Sur la figure 5.8, l’espace de travail est divise´ en plusieurs zones colore´es. Les zones en bleu
et en jaune correspondent a` l’accessibilite´ respective de la main droite et de la main gauche d’un
agent, la couleur verte repre´sente les zones accessibles par les deux mains d’un meˆme agent. Ces
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Figure 5.8 – Sce´nario 1 : Mode`le 3D de l’environnement ou` e´voluent l’humain et le robot (Image ge´ne´re´e
par le planificateur ge´ome´trique).
zones sont calcule´es par le planificateur ge´ome´trique.
Les actions basiques que le planificateur symbolique a dans son domaine et qui ont un
e´quivalent ge´ome´trique sont :
– Pickup(Agent Ag , Objet Obj, Meuble F) : Action de prendre un objet Obj se
trouvant sur un meuble F par un agent Ag.
– Putdown(Agent Ag , Objet Obj, Meuble F) : Action de de´poser un objet Obj sur
un meuble F par un agent Ag.
– Give(Agent Ag1 , Agent Ag2, Objet Obj) : Action de transmettre un objet Obj de
l’agent Ag1 a` l’agent Ag2.
Les taˆches de haut niveau utilise´es sont :
– GetObject(Agent Ag, Objet Obj) : Me´thode qui permet a` l’agentAg d’obtenir l’objet
Obj
– GetObjectFromeFurniture(Agent Ag, Objet Obj, Meuble F) : Me´thode qui
permet a` l’agent Ag d’obtenir l’objet Obj qui se trouve sur le meuble F
– MakeCoffee(Agent Ag) : Me´thode qui permet a` l’agent Ag de faire du cafe´.
– TransmiteObject(Agent Ag1, Agent Ag2, Objet Obj) : Me´thode qui permet de
faire passer un objet Obj de l’agent Ag1 a` l’agent Ag2.
Le but transmis au planificateur est de´crit par MakeCoffee(H1). Ce but se traduit par le
fait de trouver une se´quence d’action qui permet a` l’humainH1 de faire du cafe´. Le planificateur
commence par tester si le but est de´ja` re´alise´. Si c’est le cas, la planification est arreˆte´e. Sinon
nous cherchons les de´compositions valides appartenant a` la me´thode MakeCoffee. Dans ce cas
il n’y en a qu’une seule, l’humain doit obtenir une tasse, une bouteille d’eau et la boite a` cafe´.
Comme la bouteille et la tasse sont inaccessibles par l’humain, c’est le robot qui va s’en charger
avec la se´quence GetObjectFromeFurniture→ TransmitObject.
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Toute la faisabilite´ du plan va se jouer au niveau des taˆches TransmitObject puisque la
taˆche va se de´composer en Putdown → Pickup, et le proble`me va se poser au niveau du
choix de la position de pose des objets. Comme nous pouvons le voir sur la figure 5.8, la zone
d’accessibilite´ commune pour les deux agents est tre`s re´duite et ne peut supporter qu’un nombre
limite´ d’objets a` la fois.
Pour voir comment ce proble`me va eˆtre solutionne´ par le planificateur, nous avons se´lectionne´
une des solutions (figure 5.9) que le planificateur a produites. Les cercles en vert repre´sentent les
actions du robot, les cercles en jaune repre´sentent les actions de l’humain, les fle`ches bleues
repre´sentent des backtraks ge´ome´triques guide´s par le planificateur symbolique, les fle`ches
rouges repre´sentent des relations de pre´ce´dence, et les fle`ches noires repre´sentent des backtracks
ge´ome´triques purs. Les rectangles bleus regroupent les contraintes impose´es sur l’action qui leur
est associe´e.
Nous pouvons observer sur la figure 5.9 qu’au niveau de l’action (4), nous avons un backtrack
ge´ome´trique. Le proble`me est que le choix de la position de pose de l’action (2) a rendu impossible
la pose de la bouteille dans l’action (4). Pour cela le planificateur backtrack sur les choix qu’il a
fait auparavant pour trouver une solution. Du fait de l’instanciation incre´mentale du planificateur
ge´ome´trique, le backtrack ne se fait pas directement sur l’action (2), il doit passer ine´vitablement
par l’action (3) pour arriver a` l’action (2).
Un autre backtrack a lieu au niveau de l’action (6). Cette action est non valide au niveau
symbolique a` cause de l’e´tat d’accessibilite´ de la tasse. L’action (2) devait assurer que la position
de pose de la tasse soit accessible a` l’humain, mais le choix effectue´ au niveau de l’action (4) pour
poser la bouteille a change´ l’e´tat d’accessibilite´ de la tasse. Dans ce cas, un backtrack ge´ome´trique
au niveau de l’action (4) est fait en rajoutant la contrainte que la tasse reste accessible pour
l’humain.
Figure 5.9 – Se´quence d’actions produite par le planificateur hybride, pour le sce´nario 1.
Nous pouvons constater que le mode`le pre´sente un proble`me. La figure 5.10, illustre le meˆme
plan que celui de la figure 5.9 mais apre`s paralle´lisation. Nous remarquons que l’action (5) n’a
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pas de de´pendance et que l’action (6) a des contraintes de pre´ce´dence avec les actions (5) et (2).
Dans le paragraphe pre´ce´dant nous avons souligne´ qu’il a un backtrack au niveau de l’action
(4) qui est cause´ par les effets de bord de l’action (2), mais si nous conside´rons le plan apre`s
paralle´lisation, nous pouvons constater sur le plan que l’action (5) est totalement inde´pendante,
c’est-a`-dire qu’elle peut eˆtre re´alise´e a` tout moment. Alors que si l’action (5) e´tait re´alise´e avant
l’action (4), cela aurait re´solu le proble`me du backtrack ge´ome´trique. Nous pensons qu’une des
solutions qui pourrait limiter le nombre backtrack ge´ome´trique est de paralle´liser le plan durant
la phase planification, ce qui nous aidera aussi a` mieux de´tecter les plans semblables, et de ce
fait, limiter l’espace de recherche.
Figure 5.10 – Plan paralle´lise´ produit par le planificateur hybride, pour le sce´nario 1
Sce´nario 2
Dans ce sce´nario, nous allons montrer l’inte´reˆt de l’inte´gration du planificateur ge´ome´trique
avec un planificateur symbolique pour l’interaction homme robot. Nous allons comparer deux
plans identiques en termes de but et de nombre d’actions. Le premier est un plan produit par
le planificateur symbolique et le deuxie`me est produit par le planificateur hybride.
Nous supposons qu’il y a deux agents, un robot Jido et un humain. Le but transmis au
planificateur est simple et consiste a` apporter un objet pour l’humain et le de´poser sur une table.
Les actions qui vont eˆtre utilise´es sont les meˆmes que celles de´crites dans l’exemple pre´ce´dent,
c’est-a`-dire Move, Pickup et PutDown. Les faits ge´ome´triques utilise´s sont :
– distance security(Agent, Agent) : distance minimale entre deux agents qui garantit la
pre´servation de leur espace vital et leur se´curite´ au niveau ge´ome´trique.
– visibility(Agent, (Agent OR Objet) ) : visibilite´ entre un agent et un objet ou bien entre
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un agent et un autre agent.
– Mutual visibility(Agent, Agent) : visibilite´ mutuelle entre deux agents.
La figure 5.11 illustre deux plans. Le premier est produit par le planificateur HATP classique
et le second est produit par hybride-HATP. Nous pouvons de´ja` constater que c’est le meˆme plan,
mais comple´te´ par les contraintes ge´ome´triques qui visent a` rendre l’interaction plus agre´able
pour l’humain.
(a) Plan produit par HATP classique
(b) Plan produit par HATP hybride
Figure 5.11 – Exemple 2 : comparaison entre deux plans HATP produits avec et sans planificateur
ge´ome´trique
En analysant les plans action par action :
– Pour l’action Move, l’ajout de la contrainte (Jido, Galsse).reachable == true assure
que le robot va choisir des configurations qui respectent la contrainte, et de ce fait assure le
succe`s d’une prochaine action au niveau ge´ome´trique.
– L’action Pickup est la meˆme dans les deux plans. A` la seule diffe´rence que dans le plan
(b) avec ge´ome´trie, le robot est assure´ d’eˆtre dans la bonne configuration pour re´aliser sa taˆche.
– Pour le second Move, les contraintes associe´es a` l’action vont imposer au planificateur
ge´ome´trique de choisir des configurations ou` il ne met pas l’humain en danger et ou` il est
toujours visible par celui-ci. Ce qui oblige le robot a` adopter un comportement physique
socialement acceptable.
– Pour l’action PutDown, la contrainte va obliger le robot a` se mettre a` la place de l’humain
en adoptant sa perspective (Perspective Placement [Luis F. Marin-Urias 08]) pour pouvoir
choisir une position ou` poser l’objet qui soit atteignable par celui-ci. Cela va assurer l’action
future de l’humain et son confort.
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L’utilisation des contraintes dans le cadre de l’interaction homme-robot influence le
comportement du robot pour ge´ne´rer des comportements qui sont socialement acceptables. Les
contraintes utilise´es ont e´te´ emprunte´es au ge´ne´rateur de configuration PSP (pre´sente´ dans la
section 5.2.1). Nous pouvons constater que l’utilisation de ces contraintes au niveau symbolique
est beaucoup plus avantageuse, puisque le planificateur peut adapter la contrainte utilise´e en
fonction de la situation et en fonction de l’agent avec lequel le robot va interagir, et cela de fac¸on
comple`tement ge´ne´rique.
L’utilisation des contraintes et des re`gles sociales permet d’avoir des comportements
acceptables pour l’interaction homme robot, mais cela reste insuffisant, car il reste un e´le´ment
important qui est le mouvement du robot. Le de´placement d’un robot en pre´sence d’un humain
est fondamental dans le cadre de l’interaction, comme il a e´te´ de´montre´ dans [Sisbot 05],
[Sisbot 10]. En effet pour pouvoir partager l’espace avec un humain, il faut que les mouvements
du robot soient suˆrs, intelligibles et agre´ables pour l’humain, ce que le mode`le n’assure pas
actuellement. Puisqu’il ne controˆle que les configurations, c’est-a`-dire les e´tats initiaux et finaux,
mais qu’il n’a aucun controˆle sur les e´tats interme´diaires. Ce qui implique, aucun controˆle sur
la trajectoire qui relie deux configurations.
Actuellement, les planificateurs de de´placement ou de mouvement de´die´s a` l’interaction
assurent deux qualite´s, la suˆrete´ et l’intelligibilite´ du mouvement, mais cela n’est pas suffisant, il
est ne´cessaire que les mouvements du robot soient agre´ables pour l’humain. Ce re´sultat ne peut
eˆtre obtenu qu’avec un couplage avec un planificateur symbolique.
Supposons que dans une pie`ce, nous avons un humain qui regarde la te´le´vision et un robot qui
fait du me´nage. Dans cette situation, les mouvements du robot doivent eˆtre suˆres et intelligibles,
mais e´galement agre´ables. Cela se traduit par des de´placements qui geˆnent le moins possible
l’activite´ de l’humain ; par exemple, il doit e´viter de bloquer la visibilite´ de l’humain qui regarde la
te´le´vision. Ce petit exemple montre bien la ne´cessite´ d’un mouvement agre´able pour l’interaction
homme-robot.
5.5.2 Sce´nario pour la manipulation d’objet
Nous conce´derons l’exemple de la figure 5.12. Dans cet exemple, nous avons deux cubes C1
et C2. Ces cubes sont attache´s avec une ficelle, ce qui cre´e une contrainte ge´ome´trique qui est
Max distance(C1,C2) qui correspond a` (distance(C1, C2) < longueur ficelle). Les deux cubes
sont pose´s sur une table, sur deux lignes paralle`les L1 et L2. L’e´cart entre les lignes est infe´rieur
a` la longueur de la ficelle. Le but du robot est de de´placer les deux cubes de leurs positions
actuelles Pi1 et Pi2 aux positions Pf1 et Pf2, avec la contrainte que le robot ne peut de´placer
qu’un cube a` la fois, et que quand un objet est pose´, il doit toujours eˆtre repose´ sur la ligne ou`
il se trouvait.
Dans ce sce´nario, nous allons re´utiliser les meˆmes actions atomiques que celles de´finies
pre´ce´demment dans le sce´nario 1, en rajoutant au domaine une nouvelle me´thode qui est
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Figure 5.12 – Illustration du sce´nario 3
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Figure 5.13 – Plan produit par HATP hybride pour le sce´nario 3
BringObjectCloseTo(Agent Ag, Object Obj1, Object Obj2, Furniture F). C’est une me´thode
re´cursive qui ne s’arreˆte qu’une fois que l’objet Obj est sur la position Pos. Elle n’a qu’une
seule de´composition possible et qui est valide a` tout moment. La se´quence de taˆches qui la
compose est (Pickup→ Putdowwn→ BringObjectCloseTo).
Les contraintes utilise´es dans cet exemple sont :
– Max distance(Objet,Objet) : elle indique que la distance entre deux objets doit eˆtre
infe´rieure a` une certaine valeur. Dans le cas du sce´nario, cette valeur est e´gale a` la longueur
de la ficelle.
– OnLine(Objet, ligne) : elle de´finit le fait que l’objet se trouve ou non sur une certaine
ligne.
– Distance variation(Objet, Position) : elle renseigne sur la variation de la distance
entre un objet et une position.
La figure 5.13 illustre le plan qui va eˆtre produit par le planificateur. Nous conce´derons
que le plan n’est qu’une succession de Pickup et Putdown, Le planificateur symbolique n’a
aucun controˆle sur la taille de la se´quence d’actions ni sur les choix de position de pose. Les
seules contraintes qu’il impose sont celles associe´es aux actions, et les pre´ce´dences entre les
Hybride-HATP : planification avec contraintes ge´ome´triques · 127
actions. Si nous mode´lisions le meˆme proble`me avec un planificateur purement symbolique,
nous ne pourrions pas atteindre ce degre´ de ge´ne´ricite´. Puisque nous serions oblige´ d’ajouter au
planificateur une fonction qui calcule le pas et qui tient compte de la longueur de la ficelle, les
longueurs des lignes et l’e´cartement entre les lignes, en plus les actions Pickup et Putdown
qui seront spe´cifiques a` ce proble`me.
5.6 Conclusion
Dans ce chapitre nous avons pre´sente´ notre approche pour un planificateur hybride, qui
combine un planificateur symbolique base´ sur un mode`le HTN et un planificateur ge´ome´trique
qui peut fournir des primitives de haut niveau. Cette combinaison n’est pas une nouveaute´,
puisqu’il existe plusieurs travaux qui traitent de la proble´matique comme nous avons pu le
constater dans la section 5.1. L’originalite´ de notre approche re´side au niveau de la mode´lisation
des taˆches et des contraintes, la gestion des backtracks et son utilisation pour l’interaction
homme-robot. En effet, nous avons pu constater que, dans notre mode`le de taˆches, il n’y a pas
d’association rigide entre contrainte et action, et nous avons souligne´ le fait que cette association
de´pend du but de l’action. Nous avons montre´ le me´canisme de propagation de contrainte qui
permet de ge´rer ces associations entre contrainte et action. Nous avons e´galement montre´ que le
syste`me a une gestion efficace des backtracks, ce qui permet de limiter leur nombre. Nous avons
illustre´ le fonctionnement sur plusieurs exemples ou` nous avons pu observer l’inte´reˆt d’un tel
couplage entre planification symbolique et planification ge´ome´trique.
Nous avons e´galement note´ que le mode`le pre´sente quelques de´fauts. Nous avons constate´
que le traitement se´quentiel des actions durant la planification ge´ne`re des backtracks inutiles.
Cela peut eˆtre e´vite´ en paralle´lisant le plan durant la phase de planification ou en mettant en
place une proce´dure qui fait un ordonnancement efficace.
De meˆme, nous avons pu constater que le mode`le pre´sente un de´faut dans le controˆle du
comportement du robot pour l’interaction avec des humains. En effet, le mode`le est conc¸u pour
le controˆle des configurations (robot et objet) et la gestion de certains e´tats ge´ome´triques, mais un
des e´le´ments importants dans l’interaction homme-robot est le mouvement et le de´placement du
robot. Il est ne´cessaire de controˆler les mouvements du robot pour arriver a` des comportements
et des de´placements agre´ables pour l’humain.
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6
Expe´rimentations et inte´gration du planificateur
Dans le chapitre 3, nous avons de´taille´ le mode`le de planification HATP pour la production de
plan socialement acceptable pour les humains coope´rant avec des robots. Le chapitre 4 traite de
l’enrichissement du mode`le HATP par la gestion des croyances multiples. Nous avons e´galement
pu constater que pour les deux mode`les, l’algorithme de planification principal est le meˆme. Cela
nous permet d’arriver a` une conclusion toute simple qui est que les performances temporelles des
deux mode`les sont sensiblement les meˆmes, puisque dans le mode`le avec gestion des croyances,
celle-ci se fait avec la structure HTN et non par un algorithme spe´cifique.
Dans ce chapitre nous allons tester l’influence des re`gles sociales sur le temps de calcul
des plans et e´galement e´valuer les performances de l’heuristique de guidage. Ensuite, nous allons
illustrer quelques exemples de l’utilisation de HATP sur un robot re´el pour l’interaction homme-
robot, et son inte´gration dans une architecture pour la gestion de mission multi-robots.
6.1 Choix technologiques pour l’utilisation en temps re´el
Le planificateur HATP a e´te´ de´veloppe´ pour eˆtre utilise´ en ligne sur un robot. Cette
caracte´ristique impose des contraintes de fonctionnement en temps re´el, notamment en termes
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Figure 6.1 – Principe de compilation de HATP
de temps de calcul et d’utilisation de me´moire. Pour re´pondre efficacement a` ces contraintes,
certains choix technologiques sont ne´cessaires.
6.1.1 Principe de compilation
On peut classer les planificateurs de´libe´ratifs en deux familles distinctes :
Les planificateurs ge´ne´riques qui utilisent le meˆme algorithme quelque soit le domaine de
planification.
Les planificateurs de´die´s qui utilisent des domaines spe´cifiques adapte´s a` leur algorithmique.
Le tableau suivant re´sume les avantages et les inconve´nients de chacune des deux approches
[Ilghami 03] :
Planificateurs de´die´s Planificateurs ge´ne´riques
Gamme d’applications Limite´e Large
Rapidite´ d’exe´cution Tre`s bonne Moyenne
Utilisation de me´moire Tre`s bonne Importante
Les planificateurs de´die´s ont d’excellentes performances pour une exe´cution en temps
re´el, mais ne ciblent qu’un nombre limite´ d’applications. Afin de permettre l’utilisation de
planificateurs ge´ne´riques pour des applications concre`tes, certains travaux ([Ilghami 03]) se
sont focalise´s sur la ge´ne´ration de planificateurs de´die´s a` partir d’un processus de planification
ge´ne´rique. Ce principe a e´te´ repris dans le planificateur HATP. Comme l’illustre la figure 6.1, la
description du domaine HATP est utilise´e pour ge´ne´rer de manie`re automatique le code C++
spe´cifique. Ce code est ensuite compile´ pour ge´ne´rer un exe´cutable inte´grant directement le
domaine de planification et utilisant les bibliothe`ques ge´ne´riques du moteur principal d’HATP.
Lorsque l’exe´cutable ge´ne´re´ est lance´, il peut recevoir des ordres pour la mise a` jour de la base
de faits, et des requeˆtes contenant les proble`mes de planification.
6.1.2 Structure multi-thread
Afin de re´duire le temps de calcul processus de planification, HATP a e´te´ de´compose´ en trois
threads afin de paralle´liser un maximum de calculs. La figure 6.2 illustre la structure multi-
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Figure 6.2 – Structure multi-thread de HATP
threads de HATP.
Le thread de raffinement permet d’explorer l’espace de recherche. Pour chaque plan en cours
d’e´laboration il construit l’arbre de raffinement et une e´bauche de la projection temporelle. Il
accueille l’heuristique et la proce´dure d’optimisation de type branch-and-bound. A` chaque fois
qu’un plan valide est trouve´ par le thread de raffinement, il est stocke´ dans la pile des plans
candidats. Dans le thread d’e´valuation s’effectue la paralle´lisation des plans afin de pouvoir les
comparer au plan de re´fe´rence PREF . Lorsqu’un meilleur plan est trouve´, il devient le nouveau
plan de re´fe´rence courant. Le thread de raffinement est connecte´ a` un chronome`tre permettant
de limiter le temps de planification. Ainsi, HATP peut recevoir des requeˆtes lui permettant de
rechercher le meilleur plan en un temps limite´. Cette dernie`re spe´cificite´ est une caracte´ristique
importante pour un planificateur amene´ a` fonctionner en ligne sur un robot. Enfin, le thread
client permet a` HATP de communiquer avec l’exte´rieur. Il a en charge (1) le maintien de la
base de faits, (2) la transcription du proble`me rec¸u en une structure informatique exploitable
par le thread de raffinement, et (3) la transcription du meilleur plan trouve´ en une structure
informatique exploitable par le module logiciel en charge de controˆler son exe´cution.
6.2 E´valuation du mode`le HATP
Dans cette section, nous allons tester l’influence de l’introduction des re`gles sociales sur le
temps de calcul du planificateur, et e´galement voir les ame´liorations qu’apporte l’heuristique pour
la recherche de plan. Nous n’allons pas comparer les performances du planificateur a` d’autres
planificateurs existants et qui ont de´ja` fait leur preuve, puisque cela a de´ja` e´te´ fait dans les
travaux de recherche de doctorat de Montreuil [Montreuil 08]. Tous les tests ont e´te´ effectue´s
sur une machine avec un syste`me d’exploitation linux, un processeur Intel core duo 1.87 GHz et
1Go de me´moire vive.
Pour les deux tests nous allons utiliser le meˆme sce´nario. La figure 6.3 illustre la situation
de de´part du sce´nario. Il implique deux agents, un humain Tom qui se trouve sur le sofa et
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un robot Jido qui est a` coˆte´ de la porte. Dans ce sce´nario, l’humain Tom souhaite boire de
l’eau. Pour cela, il lui faut obtenir un verre Glass qui se trouve dans le placard et la bouteille
d’eau Bottle, qui se trouve sur la table. Ensuite, il retourne au sofa (La description de ce but est
illustre´e par la figure 6.4 en langage HATP). L’ensemble des actions de bas niveau que les deux
agents peuvent re´aliser sont : se de´placer, ouvrir/fermer la porte d’un meuble, prendre/de´poser
un objet dans/sur un meuble et donner un objet a` un autre agent.
Figure 6.3 – Situation de de´part du sce´nario test
6.2.1 Influence des re`gles sociales
La figure 6.5.(a) illustre le plan que produit HATP en l’absence de re`gle. On peut constater
que le plan est tout a` fait correct mais qu’il pre´sente quelques inconve´nients pour l’humain,
puisque c’est lui qui fait le plus gros du travail. Il y a aussi quelques de´fauts de comportement
ou d’incohe´rence comme : l’humain qui ouvre la porte du placard pour que le robot puisse
prendre la bouteille, le robot qui va poser la bouteille sur le sofa que l’humain re´cupe`re a` cet
endroit. Si on introduit quelques re`gles comme :
– Etat inde´sirable 1 : on ne souhaite pas voir l’objet pose´ sur des meubles type sofa.
– Etat inde´sirable 2 : e´viter de laisser la porte des meubles ouverte.
– Se´quence inde´sirable 1 : on ne souhaite pas voir apparaˆıtre dans le plan une se´quence
telle que de´poser suivie imme´diatement par l’action prendre, qui soit faite par deux agents
diffe´rents.
– Se´quence inde´sirable 2 : on ne souhaite pas que l’ouverture et la fermeture du placard
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// Descr ip t ion des noeuds
node : 1
{
1 : GetObject ( Thierry , Glass ) ;
2 : GetObject (Tom, Bott l e ) ;
3 : ReachFurniture (Tom, Sofa ) > 1 , > 2;
}
Figure 6.4 – Description du proble`me pour le sce´nario test
soient faites par deux agents diffe´rents.
– On active aussi la re`gle balance d’effort qui explicite que le robot doit travailler plus que
l’humain.
Figure 6.5 – Influence des re`gles sociales sur la qualite´ des plans produits
L’activation de toutes ces re`gles va produire pour le meˆme proble`me le plan illustre´ par la
figure 6.5.b. On peut voir que l’introduction de ces re`gles a comple`tement e´pure´ le plan des
imperfections que nous avons cite´es auparavant. Cependant, le plan n’est pas parfait et pre´sente
toujours quelques de´fauts. En effet, on peut observer qu’il y a toujours l’intervention de l’humain,
qui se de´place du sofa vers la table pour aller chercher le verre et re´cupe´rer la bouteille chez
Jido pour ensuite revenir vers le sofa. On constate que l’humain doit attendre que le robot ait
fini ses taˆches pour pouvoir re´cupe´rer la bouteille. Ce qui introduit un temps d’attente qui peut
eˆtre geˆnant pour l’humain. Si nous introduisons les re`gles liens croise´s et temps morts, le plan
produit et illustre´ par la figure 6.5.c ne pre´sente aucun de´faut, respecte toutes les re`gles sociales
et de ce fait, il est agre´able pour l’humain.
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// Descr ip t ion des noeuds
node : 1
{
1 : GetObject (Tom, Glass ) ;
2 : GetObject (Tom, Bott l e ) ;
3 : ReachFurniture (Tom, Sofa ) > 1 , > 2;
}
node : 2
{
1 : GetObjectFromFurniture
( Jido , Glass , Table ) ;
2 : TransmitObject ( Jido , Tom, Glass ) > 1;
}
node : 3
{
1 : GetObjectFromFurniture
(Tom, Bott le , Table1 ) ;
}
// Descr ip t ion des l i e n s h i e´ r a r ch i que s
1 : 1 : decomposition = node 2;
1 : 2 : decomposition = node 3;
Figure 6.6 – Description du plan partiel PP1
// Descr ip t ion des noeuds
node : 1
{
1 : GetObject (Tom, Glass ) ;
2 : GetObject (Tom, Bott l e ) ;
3 : ReachFurniture (Tom, Sofa ) > 1 , > 2;
}
node : 2
{
1 : GetObjectFromFurniture
( Jido , Glass , Cupboard ) ;
2 : TransmitObject ( Jido , Tom, Glass ) > 1;
}
node : 3
{
1 : GetObjectFromFurniture
(Tom, Bott le , Table ) ;
}
node : 4
{
1 : ReachFurniture ( Jido , Cupboard ) ;
2 : SomeoneOpenFurniture (Cupboard ) ;
3 : PickupIn ( Jido , Glass , Cupboard ) > 1 , > 2;
4 : SomeoneCloseFurniture (Cupboard ) > 3;
}
// Descr ip t ion des l i e n s h i e´ r a r ch i que s
1 : 1 : decomposition = node 2;
1 : 2 : decomposition = node 3;
2 : 1 : decomposition = node 4;
Figure 6.7 – Description du plan partiel PP2
Maintenant nous allons mesurer l’influence de l’introduction des re`gles sur le temps de calcul
du planificateur. Nous allons prendre le meˆme sce´nario et le meˆme proble`me, mais e´galement
deux plans partiels de ce dernier illustre´ par les figures 6.6 et 6.7, qu’on appellera PP1 et PP2
et P pour le proble`me initial. On impose a` PP1 une de´composition aux taˆches (1) et (2) du
nœud pe`re (1). La taˆche (1) doit se de´composer d’apre`s la description du nœud (2), et la taˆche
(2) se de´compose d’apre`s le nœud (3). De la meˆme fac¸on, pour PP2 on impose les meˆmes
de´compositions que celle de PP1 et on ajoute la contrainte que la taˆche (1) du nœud (2) se
de´compose conforme´ment au nœud (3).
Les re´sultats obtenus sont illustre´s par le graphique de la figure 6.8. Ce graphique de´crit
l’e´volution du temps de calcul des plans en fonction de l’introduction des re`gles. Nous avons fait
le test sans introduction de re`gles, pour les re`gles e´tats inde´sirables et se´quences inde´sirables,
et avec toutes les re`gles en meˆme temps. Les re`gles utilise´es sont celles cite´es dans l’exemple
pre´ce´dent.
Nous pouvons constater que l’introduction des re`gles augmente le temps de calcul en
moyenne de 25% et que ce temps de calcul augmente line´airement avec la complexite´ du
proble`me. Cela s’explique par le fait qu’un sous-ensemble de re`gles est e´value´ apre`s la phase
de raffinement, comme nous l’avions note´ pre´ce´demment dans l’algorithme 3.1. Cela a pour
conse´quence l’augmentation du temps de calcul global. Nous constatons cela en comparant dans
le graphique le temps de calcul pour les re`gles se´quences inde´sirables qui sont e´value´es en ligne,
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Figure 6.8 – Influence de l’introduction des re`gles sur le temps de calcul d’un plan : le test est effectue´
pour une planification sans re`gles, avec toutes les re`gles, pour une re`gle e´value´e en ligne et
une autre re`gle e´value´e apre`s le processus de raffinement.
et e´tats inde´sirables qui sont e´value´es apre`s la phase de raffinement.
La planification pour un robot re´el et qui interagit avec des humains impose deux crite`res
que le planificateur doit satisfaire :
1. produire le meilleur plan qui respecte les re`gles sociales.
2. La planification en temps re´el, ce qui signifie que le planificateur doit fournir une solution
le plus rapidement possible, sinon on risque de compromettre l’interaction avec l’humain
en suscitant chez lui un sentiment d’impatience ou d’incompre´hension.
HATP pre´sente un de´faut majeur, car son algorithme est un algorithme HTN qui est donc
exponentiel en temps comme l’a montre´ Erol et .al dans [Erol, K. 94]. De plus la recherche
de la meilleure solution impose a` HATP l’exploration de toutes les solutions existantes. Pour
cela, il doit parcourir tout l’espace de recherche associe´ au proble`me. Le travail de Montreuil
[Montreuil 08] montre que la taille de l’espace de recherche varie en fonction de la complexite´
du proble`me. Cette complexite´ e´volue en fonction des de´pendances entre les taˆches, c’est-a`-dire
que pour un meˆme proble`me, si la recherche est effectue´e dans un domaine HTN totalement
ordonne´, la dimension de l’espace de recherche est beaucoup plus re´duite que si la recherche est
effectue´e dans un domaine HTN partiellement ordonne´.
L’algorithme HATP est particulie`rement sensible a` cela : du fait que c’est un planificateur
multi-agent, son domaine de planification est obligatoirement partiellement ordonne´. Ceci est
confirme´ par la mesure de la dimension de l’espace de recherche pour les trois proble`mes de
l’exemple pre´ce´dent. Le tableau 6.1 montre que plus le proble`me est contraint plus la dimension
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Nombre total de
branches
Branches menant
a` un e´chec
Branches menant
a` un succe`s
Proble`me P > 285678 > 118816 > 166842
Proble`me PP1 4722 1261 3461
Proble`me PP2 827 80 27
Table 6.1 – Dimensions des espaces de recherche associe´s aux proble`mes soumis a` HATP
de l’espace de recherche est re´duite. Il paraˆıt clair que, pour pouvoir re´pondre au crite`re
planification en temps re´el, il est ne´cessaire de munir l’algorithme HATP d’une heuristique
pour le diriger durant la phase de recherche.
6.2.2 Efficacite´ de l’heuristique
Nous allons tester l’efficacite´ de l’heuristique sur un sce´nario d’assemblage d’objets. Le but
du sce´nario et d’assembler une table, celle-ci est constitue´e de quatre pieds et d’une planche :
pied1, pied2, pied3, pied4, planche. Pour assembler deux pie`ces, nous devons utiliser un outil.
Deux types d’outils sont disponibles : riveteuse, tournevis, mais ils ne peuvent eˆtre utilise´s
qu’avec certaines pie`ces. La riveteuse ne peut eˆtre utilise´e que pour assembler le pied1 et le
pied4 a` la planche, et de meˆme, le tournevis ne peut eˆtre utilise´ que pour assembler le pied2 et
le pied3 a` la planche.
Dans ce sce´nario nous avons trois agents, deux robots (Jido et HRP2 ) et un humain Tom.
Tous les trois sont dans un atelier ou` il y’a une table de travail qui sert a` assembler la table. Il
y’a e´galement diffe´rentes caisses qui servent a` stocker les pie`ces et les outils (une caisse pour les
outils, une autre pour les pieds et une dernie`re pour les planches).
Nous supposons que l’action d’assembler deux pie`ces ne peut eˆtre faite que par un humain
aide´ par un autre agent (Dans notre cas un robot). L’effet de cette action est que les deux objets
assemble´s disparaissent et qu’un nouvel objet est cre´e´. Nous supposons que le robot HRP2
ne peut pas effectuer d’action de de´placement afin de forcer le planificateur a` faire participer
l’humain.
Nous allons donner au planificateur deux buts. Le premier, appele´ proble`me1 correspond a`
l’assemblage d’un pied et d’une planche et le second, proble`me2 correspond a` l’assemblage de
deux pieds et une planche. Nous limitons le temps de calcul du planificateur a` 1min.
Les figures 6.9 illustre l’e´volution du couˆt des plans en fonction du temps pendant le processus
de planification. Les figures 6.9(a) et 6.9(a) correspondent respectivement aux re´ponses du
proble`me1 et proble`me2. Nous constatons que dans les deux cas le planificateur converge plus
rapidement vers la solution optimale. Pour le proble`me1, l’heuristique conduit le planificateur
vers la solution optimale en moins d’une seconde contre 8s pour le meˆme algorithme sans
heuristique. Pour le second but proble`me2, l’heuristique conduit vers la solution optimale en
11s, par contre, pour le planificateur sans heuristique la solution optimale n’est pas atteinte
dans la limite de temps imparti.
L’utilisation de l’heuristique nous assure la convergence rapide vers la solution optimale ou
une solution approchant l’optimum dans la limite du temps accorde´ au planificateur, c’est-a`-dire
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Figure 6.9 – Comparaison entre l’algorithme HATP avec et sans heuristique
qu’elle nous permet de satisfaire le crite`re de planification en temps re´el.
6.3 Utilisation de HATP sur un robot re´el
Dans cette section nous allons voir l’inte´gration de HATP dans une architecture de´die´e a`
l’interaction homme-robot. Cette architecture tourne actuellement sur un robot interactif qui
peut partager son espace et coope´rer avec des humains.
6.3.1 Architecture logicielle de controˆle
Figure 6.10 – Le robot Jido
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Figure 6.11 – Architecture logicielle
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Le robot utilise´ pour les expe´rimentations re´elles s’appelle Jido et est illustre´ par la figure
6.10. Ce robot est compose´ d’une plateforme mobile controˆle´e par deux roues motrices ainsi
que d’un bras articule´ a` six degre´s de liberte´. La perception de l’environnement se fait par
l’interme´diaire de plusieurs capteurs, dont notamment un scanner laser orientable a` l’avant, un
scanner laser fixe a` l’arrie`re, des capteurs d’efforts sur la pince, un banc de ste´re´ovision fixe
pour la manipulation d’objets, un banc de ste´re´ovision orientable et une came´ra 3D. Jido est
e´galement e´quipe´ d’un e´cran tactile, lui permet de communiquer avec son partenaire humain via
une interface.
L’utilisation d’un planificateur sur un robot exige que le robot soit dote´ d’une architecture
logicielle adapte´e permettant son implantation et son interfac¸age avec les autres e´le´ments
de l’architecture logicielle du robot. Nous avons donc de´veloppe´ une architecture logicielle
[Clodic 09] pour le niveau de´libe´ratif de controˆle du robot. Cette architecture permet une
supervision adapte´e a` la proble´matique des robots assistants et un interfac¸age avec un
planificateur tel que HATP. L’architecture logicielle de´veloppe´e pour des applications robotiques
interactives est illustre´e par la figure 6.11. Cette architecture se compose de deux niveaux : le
niveau fonctionnel et le niveau de´libe´ratif. Le niveau fonctionnel est compose´ d’un ensemble de
modules logiciels permettant de controˆler les actionneurs du robot et de transcrire les donne´es
fournies par les capteurs en informations exploitables par le niveau de´libe´ratif, ou bien d’exe´cuter
les commandes de ce dernier. Dans le cas de Jido, le niveau fonctionnel contient notamment un
module de vision robotique [Burger 08] permettant la de´tection, la reconnaissance et le suivi des
humains se trouvant aux alentours du robot, ainsi qu’un module de de´tection des positions des
partenaires humains, a` l’aide des donne´es fournies par les scanners lasers [Sisbot 06]. Jido est
aussi e´quipe´ d’un synthe´tiseur vocal [Bailly 01] qui lui permet d’interagir avec ses partenaires
humains, ainsi qu’un planificateur de mouvement et de de´placement en pre´sence d’humain
[Sisbot 07a], [Sisbot 07c]. Ces modules fournissent des primitives fondamentales pour un robot
interactif.
Le niveau de´libe´ratif est compose´ de trois modules principaux en plus de notre planificateur
de taˆches :
1. La base de connaissances est compose´e de connaissances de trois types :
– Les connaissances a priori repre´sentent les donne´es invariables ciblant l’environnement
dans lequel e´volue le robot : la carte, les meubles pre´sents, les zones topologiques, les
objets pre´sents, etc. . . Les connaissances a priori sont des connaissances fixes dans le
temps c’est-a`-dire qui ne seront pas modifie´es lors du de´roulement de la manipulation
avec le robot.
– Les connaissances contextuelles repre´sentent les donne´es portant sur l’environnement,
qui vont changer pendant le de´roulement de la manipulation : position des objets,
personnes en pre´sence, etc.
– Les connaissances sur les partenaires repre´sentent les connaissances portant sur les
partenaires humains du robot. Pour chaque partenaire humain du robot, on regroupe
l’ensemble des informations le concernant.
Expe´rimentations et inte´gration du planificateur · 139
2. L’agenda de taˆches est charge´ de de´finir les taˆches de haut-niveau qui doivent eˆtre re´alise´es.
Il maintient une liste ordonne´e de taˆches de haut niveau qu’on appelle TODO liste,
il a un syste`me de raisonnement qui donne au robot un comportement proactif, par
exemple en prenant l’initiative d’adopter un comportement d’un robot curieux, en de´cidant
d’acque´rir des informations sur l’e´tat de l’environnement (Par exemple, l’exploration de
nouveaux objets place´s par une personne sur une table). Il est connecte´ avec un syste`me de
reconnaissance de chroniques (CRS) [Dousson 93], qui permet de reconnaˆıtre une situation
a` partir d’une conjonction d’e´ve´nements partiellement ordonne´s. Dans la mise en œuvre
courante, CRS a e´te´ essentiellement utilise´ pour interpre´ter les activite´s des humains qui
se trouvent dans le voisinage du robot. L’agenda de taˆches ge´ne`re les taˆches a` accomplir
a` partir d’un ordre explicite des humains ou bien a` partir des situations reconnues par
CRS, il ordonne ces taˆches en fonction de leur priorite´ et du contexte dans lequel le robot
se trouve. Ce module permet donc au robot de re´pondre aux ordres/suggestions de ses
partenaires, mais e´galement de re´agir a` des situations spe´cifiques.
3. Le superviseur : Il est en charge d’e´mettre les requeˆtes vers le niveau fonctionnel afin de
permettre la re´alisation des actions courantes. Il est e´galement en charge de controˆler
le bon de´roulement de l’exe´cution des taˆches courantes, de ge´rer la communication
ciblant l’interaction homme-robot, et de controˆler les activite´s de l’humain au cours
de la re´alisation d’un plan. Le superviseur qui a e´te´ de´veloppe´ s’appelle SHARY, son
fonctionnement est de´taille´ dans [Clodic 07]. De plus, ce superviseur est capable de
conside´rer une hie´rarchie comple`te de taˆches afin de pouvoir ve´rifier le bien fonde´ de
l’action courante a` diffe´rents niveaux d’abstraction.
Dans l’e´tat actuel de l’imple´mentation de l’architecture, la base de connaissances et le
superviseur SHARY sont e´crits a` l’aide du syste`me de raisonnement proce´dural OpenPRS
[Ingrand 96]. L’agenda est implante´, mais il ne ge`re qu’une liste pre´cise et limite´e de taˆches. Les
sche´mas de communication sont e´galement de´crits sous une forme exploitable par OpenPRS.
Le planificateur HATP est quant a` lui implante´ sous la forme d’un exe´cutable se connectant
au syste`me OpenPRS utilise´ par SHARY, et communiquant avec celui-ci par l’interme´diaire de
messages sous forme de chaˆınes de caracte`res. Les requeˆtes e´change´es et leurs syntaxes entre
SHARY et HATP sont les suivants :
Les messages de SHARY vers HATP
Il existe deux types de requeˆtes qui passent du superviseur vers HATP :
Message de mise a` jour de la base de faits :
La mise a` jour de la base de faits est re´alise´e par l’envoi d’un message d’initialisation puis
d’une se´rie de messages qui mettent a` jour les valeurs des attributs, et enfin un message de fin
de mise a` jour.
Message de de´but de mise a` jour : ce message permet de sortir le planificateur de sa mise en
veille et aussi de vider tous les attributs de type dynamique. Pour cela on utilise la syntaxe :
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(HATP-START-UPDATE)
Message de fin de mise a` jour : ce message permet de remettre le planificateur en mode veille.
Pour cela on utilise la syntaxe :
(HATP-END-UPDATE)
Messages de mise a` jour : pour ce message on utilise la syntaxe :
(WP-(axt-id <ID>) <attribut> <entite´> <valeur>)
On peut constater que dans le message, on rec¸oit l’identifiant de requeˆte, les noms de
l’entite´ et de l’attribut concerne´s et la nouvelle valeur de l’attribut. Si le couple (<entite´>,
<attribut>) est un atome dans HATP, sa valeur sera instancie´e a` <valeur>. Si le couple
est un ensemble dans HATP, l’e´le´ment <valeur> sera ajoute´ dans l’ensemble.
On conside`re qu’il est de la responsabilite´ du superviseur de renvoyer une mise-a`-jour
comple`te des e´le´ments dynamiques du monde, sinon l’e´tat du monde de HATP sera diffe´rent de
celui de SHARY, ce qui peut conduire a` la production de plans errone´s s’ils existent.
Demande de planification :
Cette requeˆte permet de de´finir le but et aussi de lancer la planification. La requeˆte prend
cette syntaxe :
(HATP-SEARCH (parent-id <pID>) (task-type <task name>) (p (<param type>
< param1 >) (<param type> < param2 >). . . (<param type> < paramn >)))
Une fois que le superviseur a envoye´ la requeˆte a` HATP, il va attendre un message de fin de
planification.
Les messages de HATP vers SHARY
Le seul message que SHARY rec¸oit de HATP est un message de fin de planification. Ce message
peut prendre deux formes :
– E´chec de planification : le message est e´mis par HATP quand aucun plan n’a e´te´ trouve´
durant le processus de planification. La syntaxe du message est :
(HATP-END (axt-id <ID>) (report NO-PLAN))
– Retour d’un plan : le message est e´mis par HATP quand un plan est retenu par le processus
de planification. Dans ce message, on de´crit tout l’arbre de raffinement, c’est-a`-dire toutes les
taˆches pre´sentes, les liens de pre´ce´dence et les liens de de´composition. Pour cela on utilise la
syntaxe suivante :
1. Les taˆches :
(HATP-TASK (hatp-id <ID>) (axt-id <ID>) (parent-task <taskID>)
(task-type <task name> ) (Actor (A <agent name1 >). . . (A <agent
namen >)) (p (<param type> < param1 >). . . (<param type> < paramn >))
(coop-type <JOINT OR AUTONOMOUS>))
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(a) Repre´sentation graphique d’un plan produit
par HATP
(HATP-TASK (hatp-id 1) (axt-id 0) (parent-task -1) (task-type GetObject) (Actor (A Jido)) (p (Object Planche)) (coop-type AUTONOMOUS))
(HATP-LINK (axt-id 0) (t-1 1) (t-st 2))
(HATP-TASK (hatp-id 2) (axt-id 0) (parent-task 1) (task-type GetObjectFromFurniture) (Actor (A Jido)) (p (Object Planche) (Furniture PlancheCupboard)) (coop-type AUTONOMOUS))
(HATP-LINK (axt-id 0) (t-1 2) (t-st 3))
(HATP-TASK (hatp-id 3) (axt-id 0) (parent-task 2) (task-type ReachFurniture) (Actor (A Jido)) (p (Furniture PlancheCupboard)) (coop-type AUTONOMOUS))
(HATP-TASK (hatp-id 4) (axt-id 0) (parent-task 2) (task-type PickupIn) (Actor (A Jido)) (p (Object Planche) (Furniture PlancheCupboard)) (coop-type AUTONOMOUS))
(HATP-LINK (axt-id 0) (t-1 3) (t-2 4))
(b) Plan HATP traduit pour SHARY
Figure 6.12 – Exemple de traduction d’un plan produit par HATP pour SHARY : Dans cet exemple, le
but est que le robot Jido prenne une bouteille.
Dans ces taˆches, on retrouve l’identifiant de la requeˆte de planification axt-id, l’identifiant
que HATP donne a` la taˆche hatp-id, parent-task va servir a` de´crire la hie´rarchie des
taˆches en identifiant la taˆche me`re de la taˆche en cours. On retrouve ensuite le nom de
la taˆche, les acteurs et la liste des parame`tres de celle-ci, et enfin le type de la taˆche si
c’est une taˆche jointe ou individuelle.
2. les liens de pre´ce´dence :
(HATP-LINK (axt-id <ID>) (t-1 <taskID> ) (t-2 <taskID>))
Dans la description on a l’identifiant de la requeˆte de planification axt-id et les identifiant
HATP des deux taˆches. Le sens de la pre´ce´dence va de la taˆche t-1 vers t-2
3. les liens de de´composition :
(HATP-LINK (axt-id <ID>) (t-1 <taskID> ) (t-st <taskID>))
C’est exactement la meˆme description que pour les liens de pre´ce´dence. La seule
diffe´rence est que le symbole pre´ce´dant la deuxie`me taˆche change de t-2 a` t-st, ce nouveau
symbole identifie la premie`re taˆche de la de´composition puisque les autres taˆches sont
toutes identifie´es dans la description de la taˆche par (parent-task <taskID>).
La traduction du plan de HATP vers SHARY est illustre´e par les figures 6.12(a) et 6.12(b)
dans lesquelles on peut voir la repre´sentation d’un plan et sa traduction.
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(a) L’environnement ou` e´volue le robot (b) Le mode`le 3D de l’environnement
Figure 6.13 – Environnement de travail du robot et sa repre´sentation en 3D
Figure 6.14 – Situation de de´part du sce´nario
6.3.2 Sce´narios de l’expe´rimentation
Ce sce´nario se de´roule dans un environnement illustre´ par la figure 6.13. Du point de vue
symbolique cet environnement est compose´ de quatre zones : la zone d’attente dans laquelle
Jido doit se rendre s’il n’a plus rien a` faire, de cette zone il peut observer tout ce qui se passe a`
proximite´ de lui. La zone sofa ou` les humains peuvent s’asseoir. Trois zones ou` on peut de´poser et
prendre les objets : la zone table, la zone bar et la zone bibliothe`que. Le robot accomplit plusieurs
taˆches de haut-niveau telles que servir a` boire, nettoyer les tables, rapporter des objets, etc. Le
de´fi pour le robot est de re´aliser ses buts de fac¸on robuste tout en exhibant ses qualite´s sociales et
interactives, c’est-a`-dire ge´ne´rer des comportements suˆrs, socialement acceptables et intelligibles
pour tous ses partenaires humains.
Nous allons pre´senter deux sce´narios qui illustrent les capacite´s du robot a` accompagner un
humain dans sa vie courante. Le premier est un sce´nario type “pick-and-place” ou` le robot doit
manipuler des objets : prendre, ranger et transmettre. Le deuxie`me sce´nario porte sur la capacite´
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Figure 6.15 – Plan produit par HATP
du robot a` ge´ne´rer un comportement proactif en analysant et en re´agissant aux activite´s des
humains partenaires pour satisfaire leurs besoins.
6.3.2.1 Sce´nario pour la manipulation
La situation de de´part de ce premier sce´nario est illustre´e par la figure 6.14. L’humain est
assis sur le sofa, le robot est a` sa position de base, et sur la table devant l’humain il y a une
bouteille. L’humain va demander au robot de nettoyer la table. Cet ordre va eˆtre transforme´ par
l’agenda des taˆches en taˆche prioritaire. Le superviseur SHARY va ensuite envoyer une requeˆte
de mise a` jour de la base de faits de HATP. Une fois la base de faits mise a` jour, HATP recevra
le but a` re´aliser sous forme d’une seule taˆche CleanFurniture(COFFEETABLE) et commencera
la planification. La structure HTN et les re`gles sociales utilise´es sont semblables a` celles utilise´es
dans le sce´nario pour e´valuer l’influence des re`gles sur la production de plans. La figure 6.15
illustre le plan produit par HATP. Dans ce plan, on peut constater que toutes les re`gles sont
respecte´es et qu’il n’y a pas d’intervention de l’humain. On attire l’attention sur le fait que, dans
ce mode`le, on utilise quatre actions de de´placements diffe´rentes qui sont :
1. MoveForManipulate : Action de de´placement qui a pour but la manipulation d’objet.
2. MoveForLook : Action de de´placement qui a pour but l’observation.
3. MoveForGetOrGive : Action de de´placement qui a pour but l’e´change d’objets avec un
autre agent.
4. MoveForTalk : Action de de´placement qui a pour but le dialogue avec un autre agent.
Au niveau symbolique tous ces de´placements sont exactement mode´lise´s de la meˆme manie`re,
mais l’inte´reˆt d’une telle distinction se trouve au niveau de l’exe´cution, puisqu’un de´placement
144 · Interaction De´cisionnelle Homme-Robot
	
	 
 
		 	
        
Figure 6.16 – Exemple de la transformation du plan ope´re´ par SHARY
pour observer ou donner un objet ne va pas eˆtre re´alise´ de la meˆme fac¸on. Cette diffe´rence re´side
dans le choix de la configuration finale du robot. Cette distinction permet donc au superviseur
d’appliquer des contraintes supple´mentaires sur le choix de cette configuration.
Apre`s la production d’un plan par HATP, celui-ci va eˆtre transmis au superviseur qui va se
charger de l’exe´cution. Ce plan, sous sa forme actuelle, n’est pas directement exploitable puisque
les actions, conside´re´es comme e´tant de bas niveau, sont en re´alite´ des actions de haut-niveau
pour la supervision. Pour cela, le plan va subir un raffinement pour eˆtre transforme´ en un sche´ma
de communication interne 1. La figure 6.16 illustre la transformation d’une branche du plan. Les
rectangles verts sont la repre´sentation des taˆches. Ils sont compose´s d’un controˆleur d’exe´cution
(les cercles bleus) et de la taˆche proprement dite (losange vert). Les fle`ches grises repre´sentent
les liens de de´composition et les fle`ches en pointille´ noir repre´sentent les transitions.
(a) Situation de de´pare : humain
sur le sofa robot sur sa base
(b) Le robot va a` la table et prend
la bouteille
(c) Le robot va a` la poubelle
(d) Le robot jette la bouteille dans
la poubelle
Figure 6.17 – Story-board exe´cution du plan HATP pour le but CleanFurniture(COFFEETABLE)
Les e´tapes de re´alisation du sce´nario sont de´crites par les figures 6.17. Le robot se de´place
pour aller chercher l’objet, le prend et va le jeter dans la poubelle. Une fois le plan entie`rement
re´alise´ et si le robot ne rec¸oit pas de requeˆte de la part de l’humain, il va sur sa base et se met
en mode observation. Cette taˆche est toujours pre´sente dans la TODO liste de l’agenda et si le
1. Un sche´ma de communication est un automate a` e´tat fini, ou chaque transition repre´sente des conditions
sur l’e´tat du monde et chaque e´tat est une action a` re´aliser.
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robot n’a rien a` faire, il l’exe´cute. Cela lui permet de garder sa base de faits a` jour.
Maintenant, on conside`re pour le meˆme proble`me le cas ou` il y a e´chec de l’exe´cution. On
conside`re deux sources d’e´checs possibles : (1) les causes environnementales, c’est-a`-dire les
changements sur les e´tats des entite´s, que le robot n’a pas observe´ ou qu’il n’a pas pu observer,
par exemple un autre agent qui de´place un objet. Si le but de notre robot porte sur cet objet,
cela me`nera ine´vitablement a` un e´chec. (2) les causes internes, c’est-a`-dire les de´faillances du
syste`me. Par exemple, si notre robot doit prendre un objet et qu’il n’arrive pas a` le localiser sur
une table a` cause d’un de´faut au niveau de ses came´ras, cela me`nera e´galement a` un e´chec.
La figure 6.18 illustre les diffe´rentes e´tapes de la re´alisation de la taˆche
CleanFurniture(COFFEETABLE), les communications entre HATP et SHARY et les streams
des deux agents robot et humain. Au de´but et comme pre´ce´demment, le robot rec¸oit un ordre
verbal de l’humain lui demandant de nettoyer la table. SHARY envoie la requeˆte a` HATP apre`s
avoir mis a` jour la base de faits. Celui-ci lui retourne un plan que le superviseur commence
a` exe´cuter. Arrive´ a` la taˆche PickUp (prendre l’objet), le superviseur commence par localiser
l’objet et s’aperc¸oit que l’objet est inaccessible. Dans ce cas, le superviseur SHARY met a` jour
le fait (YELLOWBOTTLE.reachable=false) et re´-envoie une requeˆte de planification a` HATP,
avec la mise a` jour de sa base de faits. Le planificateur envoie le plan trouve´ correspondant a`
(AskHelp(Jido,H1, Y ELLOWBOTTLE) → Replan()). La premie`re action est une demande
d’aide qui se traduit par une communication verbale du robot vers l’humain concernant
l’objet YELLOWBOTTLE. La deuxie`me action est une action interne entre le planificateur
et le superviseur, qui lui indique que le but n’est pas atteint et qu’il faudra redemander une
planification apre`s exe´cution de la se´quence actuelle.
Une question vient tout de suite a` l’esprit : “pourquoi le planificateur n’a-t-il pas produit
de plan ou` il fait intervenir directement l’humain ?”. La re´ponse est simple, on a fait le choix
d’interdire au planificateur de faire intervenir l’humain dans le cas ou` c’est celui-ci qui a formule´
la requeˆte au robot. Ce qui correspond au comportement des humains. Cette interdiction est
mode´lise´e par l’attribut boole´en “Involved” rattache´ aux entite´s de type Agent.
Dans ce cas de figure, la suite de la re´alisation du plan de´pend de la re´ponse de l’humain.
S’il refuse d’intervenir alors le but est abandonne´ et notifie´ a` l’humain. Dans le cas contraire, le
superviseur met a` jour l’attribut “Involved” a` vrai et relance une demande de planification. Le
planificateur HATP, dans ce cas, va produire un plan faisant intervenir l’humain. Dans ce plan,
l’humain prend la bouteille et la donne au robot qui va la jeter a` la poubelle.
6.3.2.2 Sce´nario pour la pro-activite´
Ce sce´nario se de´roule dans le meˆme environnement que pre´ce´demment. On a toujours deux
agents : le robot et l’humain. Le but de cet exemple est de de´montrer l’aptitude du syste`me a`
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Figure 6.18 – Les diffe´rentes e´tapes de la re´alisation de la taˆche CleanFurniture(COFFEETABLE) avec
toutes les interactions entre l’humain et le robot, mais e´galement entre le superviseur
SHARY et le planificateur HATP.
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Figure 6.19 – Plan et e´tape de la re´alisation de la taˆche Human read
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ge´ne´rer un comportement proactif du robot pour aider l’humain a` partir de ses observations et
les possibilite´s qu’offre son niveau de´cisionnel. Comme on l’a de´fini pre´ce´demment, les entre´es de
l’agenda sont soit un ordre direct venant des humains soit ge´ne´re´es via CRS. Dans ce sce´nario,
CRS est utilise´ exclusivement pour la reconnaissance des activite´s des humains se trouvant dans
le voisinage du robot. La liste de taˆches qu’il peut reconnaˆıtre est tre`s re´duite et pre´de´termine´e.
L’ide´e est qu’a` partir des taˆches reconnues par CRS sur les activite´s des humains, on donne
la possibilite´ au robot d’intervenir pour apporter son aide. Quand une activite´ humaine est
reconnue, celle-ci est transforme´e en taˆche. Pour juger si le robot peut apporter son aide, le
superviseur demande une planification de la taˆche. Si le plan trouve´ fait intervenir le robot le
superviseur exe´cute le plan, sinon cette taˆche est abandonne´e.
(a) Situation de de´part humain
sur le sofa le robot sur sa base
(b) L’humain se dirige vers la
bibliothe`que et prend un livre
(c) L’humain va se rasseoir sur le
sofa
Figure 6.20 – Story-board du plan que CRS peut reconnaˆıtre
La figure 6.19(b) illustre les diffe´rentes e´tapes et les diffe´rentes interactions entre SHARY,
HATP, l’agenda et CRS, pour ge´ne´rer ce comportement proactif. L’une des taˆches que CRS peut
reconnaˆıtre est la taˆche (Human read) illustre´e par la figure 6.20. Elle se traduit par la se´quence
de taˆches : “L’humain va a` la bibliothe`que pour prendre un livre et va s’asseoir”. Quand CRS
reconnaˆıt cette activite´ de l’humain, il en informe le superviseur SHARY. Comme le superviseur
n’est pas apte a` juger de la priorite´ de la taˆche, il envoie l’information a` l’agenda qui va la classer
dans sa TODO liste en fonction de sa priorite´ et des taˆches de´ja` pre´sentes. Si la taˆche n’est pas
prioritaire, le superviseur continue l’exe´cution de sa taˆche en cours. Dans le cas contraire, la
taˆche (Human read) se retrouve en teˆte de liste des taˆches a` re´aliser. SHARY envoie une requeˆte
de planification a` HATP en mettant a` jour sa base de faits. Le planificateur produit un plan en
fonction de l’e´tat du monde, de son domaine de planification et du mode`le des agents. Dans ce
sce´nario, le mode`le de l’agent posse`de l’attribut “NeedGlasses”, qui de´finit si un agent a besoin
ou non de lunettes. Cet attribut lie´ a` l’agent va conditionner le choix de la de´composition de la
taˆche (Human read), si l’humain a besoin de lunettes la de´composition sera “Aller chercher le
livre et aller chercher les lunettes”. Dans le cas contraire, l’humain n’a pas besoin de lunettes
on supprime totalement la taˆche d’aller chercher les lunettes. Dans le sce´nario, on suppose que
l’humain partenaire a besoin de lunettes. Le plan produit par HATP est illustre´ par la figure
6.19(a) (Du fait que notre robot ne peut manipuler des objets de petite taille, l’objet Glasses est
de´finit comme une bouteille dans le monde re´el), ce plan est produit en moins de 400ms. Dans ce
plan, on remarque que le planificateur fait intervenir le robot pour aller chercher les lunettes et
les transmettre a` l’humain. Ce plan va eˆtre transmis au superviseur, qui proce´dera a` une analyse
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de ce dernier, pour chercher des taˆches impliquant le robot. Si ces taˆches existent, ce qui est notre
cas, le superviseur exe´cutera le plan. Dans le cas contraire ou si le planificateur ne trouve pas
de plan, le superviseur abandonne la taˆche et va se´lectionner une autre taˆche dans la TODO liste.
Ces sce´narios de´montrent l’aptitude du planificateur HATP a` fonctionner en temps re´el de
fac¸on embarque´e sur un robot interactif. Il de´montre aussi la capacite´ de HATP a` ge´ne´rer des
plans corrects et cohe´rents qui correspondent aux proble`mes et aux donne´es qui lui sont soumis.
Les plans produits par HATP prennent explicitement en compte les re`gles sociales de´finies dans
son domaine, et permettent donc au robot de produire des plans adapte´s a` une situation ou`
l’interaction homme-robot est un point essentiel de l’application.
6.4 Utilisation de HATP pour la planification multi-agents
Dans la section pre´ce´dente, nous avons vu l’utilisation de HATP pour la planification et
l’interaction avec l’humain et nous avons vu ses applications sur un robot re´el. Ne´anmoins,
HATP a e´te´ conc¸u comme un planificateur multi-agents, qui permet d’avoir un controˆle sur
le comportement de plusieurs robots. Pour cela, nous avons construit des domaines pour des
proble`mes multi-agents dans le cadre du projet SCA2RS (Supervision et Coope´ration Autonome
entre Ae´ronefs de Recherche et Sauvetage). Le sce´nario du projet concerne la recherche et le
sauvetage en cas d’inondation de grande ampleur, par exemple suite a` un tsunami ou a` une
rupture de digue. Le site d’intervention est un milieu urbain peu dense comprenant des maisons
et quelques petits immeubles. Les survivants sont majoritairement sur les toits des maisons et
d’immeubles, mais il n’est pas exclu que certains survivants de´rivent sur des objets flottants. Le
niveau d’eau n’est pas stabilise´, ce qui implique que le re´seau des voies terrestres praticables est
mal connu et peut e´voluer. Il en est de meˆme pour le re´seau des voies navigables. Le but est
d’exploiter une flotte de robots terrestres et volants pour effectuer des missions sur le terrain.
On peut distinguer trois types de mission :
1. Mission d’exploration dans laquelle on va utiliser des drones pour explorer et prendre des
images du terrain. Ces photos seront envoye´es a` la base ou` des ope´rateurs humains vont
les examiner et de´cider s’il y a une cible ou non sur la zone photographie´e.
2. Largage de kit, si une cible ou un survivant a e´te´ identifie´, on lui envoie un kit de survie
soit avec un drone soit avec un robot mobile.
3. Reconstitution du re´seau des voies de navigation terrestre avec des drones a` partir d’une
cartographie de´ja` existante du re´seau, afin de faciliter l’intervention des robots mobiles et
des e´quipes de sauvetage.
HATP a e´te´ inte´gre´ dans l’architecture illustre´e dans la figure 6.21. C’est une architecture
pour un controˆle centralise´, elle est constitue´e de cinq e´le´ments :
– Le simulateur : C’est une application de´veloppe´e par le partenaire du projet ROBOSOFT.
Cette application cre´e un monde virtuel (figure 6.22) qui reproduit presque tous les
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Figure 6.21 – Architecture de´cisionnelle du projet SCA2RS
phe´nome`nes du monde re´el tels que les phe´nome`nes physiques comme la gravite´, ou bien
les phe´nome`nes me´te´orologiques comme la pluie ou le vent, etc. Il reproduit e´galement les
structures physiques des robots, leurs comportements, leurs actions, leurs capteurs, etc. Le
simulateur inte`gre aussi le fait que les robots peuvent avoir des erreurs sur leurs donne´es telles
que des erreurs sur la position, etc.
– Le drone manager : c’est l’interface entre l’architecture de´cisionnelle et le simulateur. Elle
permet de transmettre les plans calcule´s aux robots, d’acque´rir les observations des robots
pour constituer la base de faits. Elle permet e´galement d’e´tablir les communications entre la
base et les robots.
– Strate´gie : C’est un agenda des taˆches. Il fixe la priorite´ des taˆches et interpre`te les requeˆtes
des ope´rateurs.
– SpaceDec (Space Decomposition ) : C’est un module qui fait de la de´composition
topologique 3D, il transforme les zones topologiques en un graphe de de´placement pour les
drones, ou` chaque nœud repre´sente une position en 3D dans l’espace. Les arcs sont des chemins
ou couloirs ae´riens reliant les nœuds.
– ORTAC (Optimisation du Re´seau Tactique des Acteurs au Contact) : C’est un ordonnanceur
temporise´ qui permet de trouver des plans optimaux a` partir d’un re´seau de contraintes. Il
prend en charge la gestion du temps et des ressources.
– La base : Repre´sente un ou plusieurs ope´rateurs humains qui supervisent les robots.
Ils identifient les cibles sur les photos, cre´ant ainsi automatiquement de nouveaux buts.
Ils valident les voies praticables sur les photos envoye´es par les drones, ce qui permet de
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Figure 6.22 – Image extraite du simulateur
reconstruire la carte du re´seau des voies de navigation terrestres.
L’architecture telle quelle est pre´sente´e ci-dessus n’est pas comple`tement acheve´e. Cependant,
des tests d’inte´gration entre modules sont en cours de re´alisation. Actuellement, HATP est
connecte´ avec SpaceDec et ORTAC. SpaceDec est utilise´ comme une entre´e pour le planificateur
en nous fournissant le graphe de navigation des drones et leur position, ainsi que la position
des survivants. Avec toutes ces donne´es, HATP va produire un plan qui tient compte des
consommations en carburant et du nombre de kits de survie pour chaque drone. HATP ge`re
e´galement les communications entre les drones et la base, puisque le nombre de canaux de
communication est limite´. Cependant, le plan produit reste purement symbolique, puisque dans
le plan produit, il n’y’a pas de gestion explicite du temps ce qui est crucial dans ce genre
d’applications. Pour cela, HATP a e´te´ connecte´ a` ORTAC, qui ge`re parfaitement ces contraintes.
ORTAC prend en entre´e le plan produit par HATP et aussi le graphe de navigation de SpaceDec.
Il produit un nouveau plan dynamique qui prend en compte les contraintes de navigation ainsi
que les contraintes temporelles qu’elles impliquent. On dit que le plan produit par ORTAC est
dynamique puisqu’il est reconfigurable en ligne.
6.4.1 Interface entre HATP, SpaceDec et ORTAC
La communication entre HATP et les deux modules SpaceDec et ORTAC se fait via des
sockets UDP et en utilisant des fichiers, suivant la syntaxe :
Les messages de HATP vers SpaceDec
GraphReady chemin/Nom du fichier.nodes chemin/Nom du fichier.links
chemin/Nom du fichier.drones
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Ce message informe HATP que le graphe de navigation est preˆt. HATP retrouve le chemin
des fichiers, les parsent et re´cupe`re les donne´es ne´cessaires a` la construction de sa base de faits.
Dans tous les fichiers on utilise le ( ;) comme se´parateur de donne´es. les fichiers sont constitue´s
de la fac¸on suivante :
– Pour le fichier .nodes, on ordonne les informations comme suit :
Id du noeud ; position en x ; position en y ; position en z
– Pour le fichier .links, on ordonne les informations comme suit :
Id de l’arc ; id du noeud source ; id du noeud destination ; Distance entre les
noeuds
– Pour le fichier .drones, on ordonne les informations comme suit :
Id drone ; Id noeud de de´part ; Id noeud d’arrive´e
Les messages entre HATP et ORTAC
HATPReady chemin/Nom du fichier.pl
Ce message informe ORTAC qu’un plan a e´te´ trouve´. Le fichier que HATP produit est le
fichier d’entre´e ou domaine d’ORTAC. Il contient toutes les donne´es ne´cessaires (ensemble des
actions, ensemble des contraintes, graphe de navigation, etc.) au bon fonctionnement d’ORTAC.
(a) Situation de de´part fourni par SpaceDec (b) Plan solution trouve´ par HATP
Figure 6.23 – Exemple d’un proble`me et un plan pour une mission d’exploration
Nous allons illustrer le fonctionnement de HATP dans un exemple qui implique deux drones
dans une mission d’exploration. Le graphe de navigation des drones et qui est e´galement l’entre´e
de HATP est fourni par SpaceDec (figure 6.23(a)). Le plan produit par HATP est illustre´ par la
figure 6.23(b). Les lignes rouges et bleues repre´sentent les parcours des deux drones. Le temps
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de calcul pour cette mission avec l’algorithme de HATP est de 20mn, pour trouver le plan
optimal. Cela s’explique par : (1) pour ce type de proble`me, le facteur de branchement est tre`s
grand ce qui implique un grand espace de recherche. (2) la mode´lisation d’une me´thode pour
le parcours de graphe implique une re´cursivite´ sur celle-ci, et de ce fait, nous ne pouvons plus
utiliser l’heuristique.
6.5 Conclusion
Ce chapitre nous a permis de mettre en avant les capacite´s du planificateur a` produire des
plans respectant les re`gles sociales de´finies dans son domaine de planification.
Nous avons e´galement mis en avant la difficulte´ de produire des plans socialement acceptables
en temps re´el. En effet, avec le planificateur HATP, nous cherchons a` trouver la meilleure solution.
Pour cela, nous devons explorer toutes les solutions existantes, c’est-a`-dire parcourir tout l’espace
de recherche associe´. Mais la taille de l’espace peut exploser si le proble`me contient plusieurs
taˆches n’ayant aucune contrainte de pre´ce´dence entre elles. Nous avons e´galement pre´sente´ les
re´sultats de l’exploration avec une heuristique. L’utilisation d’une heuristique permet de re´duire
conside´rablement le temps de calcul et de nous rapprocher le plus rapidement possible de la
solution optimale, tout en respectant la contrainte du temps re´el.
Finalement, nous avons montre´ l’inte´gration du planificateur sur deux architectures diffe´rentes,
ainsi que son implantation et son fonctionnement en temps re´el sur un robot.
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Conclusion et perspective
L’objectif de cette the`se porte sur le controˆle du comportement d’un robot qui e´volue dans
un environnement humain. Cette proble´matique soule`ve de nombreux de´fis pour tous les aspects
de la robotique et notamment pour les composantes de´cisionnelles. Dans ce manuscrit, nous nous
sommes inte´resse´s a` la conception et a` la re´alisation d’un planificateur de taˆche pour un robot
qui cohabite et coope`re avec des humains. Nous avons commence´ dans le Chapitre 2 par donner
une vue globale sur l’e´tat de l’art en interaction homme-robot, et nous avons pre´sente´ plusieurs
approches qui traitent du proble`me de l’interaction homme-robot sur plusieurs niveaux. Nous
nous sommes inte´resse´s a` la prise en compte de l’homme au niveau de´cisionnel et nous avons
pre´sente´ plusieurs mode`les conc¸us pour l’interaction avec des humains. Tous ces mode`les utilisent
la planification comme moteur central dans la production de plans pour l’interaction homme-
robot. Ce chapitre nous a e´galement permis de conclure que la planification de´libe´rative est la
mieux adapte´e a` notre proble´matique, et cela en se basant sur deux crite`res : (1) l’autonomie
de´cisionnelle que le planificateur va donner au robot. (2) Une certaine optimalite´ des plans
produits.
Dans le chapitre 3, nous avons pu expliquer notre choix pour la planification HTN. Nous
avons donne´ la description du domaine de planification, mais e´galement la description des re`gles
sociales qui sont une extension de ce domaine. Nous avons pu observer que HATP produit des
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plans qui prennent explicitement en compte l’humain, en conside´rant ses de´sirs, ses compe´tences,
ses handicaps, etc. Ces plans sont dits socialement acceptables, car ils respectent les re`gles
de comportement des humains. Nous avons e´galement de´taille´ la me´trique utilise´e pour la
production de plans socialement acceptables et de´crit l’algorithme de planification de HATP.
Enfin, nous avons conclu que les plans produits sont adapte´s a` l’interaction homme-robot, mais
pre´sentent deux types d’insuffisances : (1) le planificateur ne prend pas en charge les croyances
des autres agents pendant le processus de planification. (2) le planificateur n’a aucun controˆle
sur la re´alisation des taˆches en interaction.
Le chapitre 4 apporte la premie`re re´ponse aux critiques du mode`le HATP. En effet, dans
ce chapitre, nous avons pre´sente´ une extension du mode`le HATP permettant la gestion des
croyances des diffe´rents agents intervenant dans le plan. Nous avons e´tendu le formalisme de
de´finition des taˆches et propose´ l’ajout d’actions de communication dans le mode`le. Nous avons
montre´ comment utiliser la structure HTN de HATP pour produire des plans qui tiennent
compte des diffe´rentes croyances des agents, et nous avons note´ que l’utilisation de ces structures
hie´rarchise´es n’impliquent pas la modification de l’algorithme de planification, ce qui est un
avantage puisqu’a` tout moment on peut re´utiliser le mode`le de HATP classique. Nous avons
pu constater l’inte´reˆt de l’inclusion des croyances multiples dans le mode`le pour l’interaction
homme-robot. Cette inclusion permet la production de plans plus compre´hensibles par l’humain,
mais e´galement une gestion plus efficace et plus souple des liens croise´s. Ne´anmoins, ce mode`le
rejoint la critique du mode`le HATP faite dans le chapitre 3, du fait qu’il utilise des notions
ge´ome´triques dans sa repre´sentation symbolique comme, par exemple, la notion de copre´sence
qui permet une gestion plus re´aliste du transfert d’information entre agents.
La seconde re´ponse aux critiques du mode`le HATP est apporte´e dans le chapitre 5 ou` nous
avons pre´sente´ notre approche pour un planificateur hybride, qui combine un planificateur
symbolique base´ sur un mode`le HTN et un planificateur ge´ome´trique qui peut fournir des
primitives de haut niveau. Cette combinaison n’est pas une nouveaute´, puisqu’il existe plusieurs
travaux qui traitent de la proble´matique, comme nous l’avons montre´ au de´but de ce chapitre.
L’originalite´ de notre approche re´side au niveau de :
– la mode´lisation des taˆches et des contraintes qui combine une association souple entre
contrainte et action, et un me´canisme de propagation de contrainte.
– la gestion des backtracks et un me´canisme de re´vision des contraintes.
– son utilisation pour l’interaction homme-robot.
Nous avons e´galement note´ que le mode`le pre´sente quelques insuffisances. En effet, le
traitement se´quentiel des actions durant la phase de planification peut ge´ne´rer des backtracks
inutiles. Cela peut eˆtre e´vite´ en paralle´lisant le plan durant la phase de planification, ou en
mettant en place une proce´dure qui effectue un ordonnancement efficace. De meˆme, nous avons
pu constater que le mode`le pre´sente une insuffisance dans le controˆle du comportement du robot
pour l’interaction avec des humains. Le mode`le est conc¸u pour le controˆle des configurations
(robot et objet) et la gestion de certains e´tats ge´ome´triques, mais un des e´le´ments importants
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dans l’interaction homme-robot est le mouvement et le de´placement du robot. Il est ne´cessaire
de controˆler les mouvements du robot pour arriver a` des comportements et des de´placements
agre´ables pour l’humain.
Les principales perspectives de recherche qui apparaissent a` l’issue de cette the`se sont :
Fusion des mode`les hybride-HATP et Belief-HATP
Nous pouvons constater que les deux mode`les sont comple´mentaires. En effet, dans le
chapitre 4 (HATP avec croyance mutuelle), nous avons pu constater que pour l’e´change
d’information entre agents, nous utilisons des faits ge´ome´triques tels la copre´sence. L’utilisation
de la planification ge´ome´trique facilite grandement la mise a` jour des croyances des agents,
puisqu’a` partir de leurs positions par exemple, le planificateur ge´ome´trique peut e´nume´rer tous
les objets qui sont dans leurs champs de vision et de ce fait mettre a` jour leurs croyances.
De la fusion de ces deux approches va naˆıtre une nouvelle de´finition des plans que nous
appellerons ”Plan partage´ et coope´ratif ” (shared cooperative plans), qui va apporter beaucoup
a` l’interaction homme-robot. En effet, ce type de plan va regrouper toutes les qualite´s des
diffe´rentes extensions de HATP.
– Les agents vont avoir un mode`le plus riche. Un mode`le symbolique ou` nous pourrons
exprimer leurs e´tats a` plusieurs niveaux, un mode`le ge´ome´trique et un mode`le de leurs
croyances.
– Au niveau ge´ome´trique, cela permettra de produire des plans socialement acceptables
graˆce au mode`le flexible des associations action-contrainte, ce qui permet un controˆle du
comportement du robot en fonction des situations et des interactions.
– Au niveau symbolique, cela permettra e´galement de produire des plans qui seront
socialement acceptables graˆce aux re`gles sociales, mais graˆce e´galement a` la prise en charge des
croyances des humains qui permettent que les plans soient plus compre´hensibles. Le mode`le
Hybride-HATP permet e´galement que la mise a` jour des croyances soit effective, et cela en
associant aux actions des contraintes qui leur sont adapte´es. Prenons l’exemple d’une taˆche
ou` un robot doit poser un objet pour que l’humain puisse le prendre. Nous supposons, au
niveau de l’action “poser”, que de`s que l’objet est pose´ l’humain peut le voir. En utilisant des
contraintes ge´ome´triques, nous pouvons contraindre la position ou` l’objet doit eˆtre pose´ (Pose´
tel que l’objet soit visible pour l’humain).
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La gestion du temps
La gestion du temps au niveau de l’algorithme de HATP va agir comme une heuristique
et va permettre l’e´limination de branches d’exploration plus toˆt. Cela permettra e´galement
une paralle´lisation du plan pendant la phase de planification ce qui permettra la de´tection des
inde´pendances entre taˆches. En effet, dans le chapitre 5 pour la planification hybride, nous
avons pu observer que du fait du calcul se´quentiel du plan, cela ge´ne`re de nombreux backtracks
au niveau ge´ome´trique, que nous pouvions e´viter avec un plan paralle´lise´. Un point de de´part
pour cette extension sont les travaux de [Yorke-Smith 05] et [Castillo 06] qui combinent un
algorithme de planification hie´rarchique avec un algorithme STN. L’ide´e dans cette approche
est de construire un re´seau de contraintes a` partir de la structure HTN. Les contraintes sont
de´duites a` partir des dure´es des actions et des contraintes de pre´ce´dence, mais e´galement de la
hie´rarchie puisque les contraintes subies par une taˆche sont propage´es sur sa descendance.
L’Apprentissage
Il est inte´ressant d’inclure un processus d’apprentissage sur deux niveaux, apprentissage des
re`gles sociales et apprentissage de nouvelles de´compositions sur les me´thodes. En effet, dans la
mesure ou` le robot coˆtoie plusieurs humains diffe´rents, il est inte´ressant qu’il puisse apprendre de
nouvelles re`gles sociales utilisables par HATP (e´tat inde´sirable, se´quences inde´sirables, etc.), il
doit e´galement pouvoir les appliquer en fonction des humains avec qui le robot interagit. De meˆme
pour les me´thodes, au fur et a` mesure des contacts avec les humains, le robot pourra apprendre
de nouvelles manie`res de re´aliser certaines taˆches. Par exemple le robot pourra apprendre
qu’une manie`re de transmettre un objet a` un humain est de pousser l’objet vers l’humain.
L’apprentissage de nouvelles de´compositions ne peut pas eˆtre dissocie´ de l’apprentissage de
certaines re`gles sociales. En effet, Dans le chapitre 3 nous avons e´voque´ la re`gle mauvaise
de´composition qui permet de garder une cohe´rence entre les se´quences actions du robot et
son intention. Il est donc ne´cessaire que l’apprentissage de nouvelles de´compositions soit lie´ a`
l’apprentissage de certaines re`gles sociales.
Dans la litte´rature il existe plusieurs algorithmes pour l’apprentissage d’un HTN, nous
pouvons citer HTNlearner [Zhuo 09] qui peut faire de l’apprentissage sur des actions sur
des me´thodes et les pre´conditions des de´compositions dans un environnement partiellement
observable, HLS [Qiang Yang 07] qui peut faire de l’apprentissage sur des me´thodes et les
pre´conditions des de´compositions dans un environnement totalement observable, mais qui inte`gre
la notion de re´cursivite´ sur les me´thodes. Il existe e´galement HTN-MAKER [Hogg 08] qui fait de
l’apprentissage sur des me´thodes et les pre´conditions des de´compositions. Pour pouvoir inte´grer
de l’apprentissage dans notre approche, il faut commencer de´ja` par de´terminer nos besoins, et
aussi explorer un peu plus l’e´tat de l’art dans ce domaine.
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Figure 7.1 – Utilisation des me´ta-effets comme heuristique
Ame´lioration des Heuristiques
Dans le chapitre 6, nous avons pu constater qu’un des proble`mes avec l’algorithme de HATP
est l’explosion combinatoire qui vient du fait de l’inde´pendance de taˆches (i.e. des taˆches qui
ne posse`dent pas de liens de pre´ce´dence entre elles). Il serait inte´ressant de doter l’algorithme
de HATP d’une proce´dure qui permettra de de´tecter la de´pendance entre taˆches. Une piste que
nous sommes entrain d’explorer est l’exploitation des “me´ta-effets” des me´thodes. Comme nous
l’avons pre´sente´ dans le chapitre 3, chaque taˆcheMi a un ensemble de “me´ta-effets” fMi et chaque
de´composition Di de la taˆche a un ensemble de taˆches, et de ce fait a e´galement un ensemble
de “me´ta-effets” fDi . Du fait que l’ensemble des “me´ta-effets” est un ensemble croissant dans le
sens de la hie´rarchie, notre hypothe`se est que l’ensemble des “me´ta-effets” fMi de la taˆche doit
eˆtre inclues dans l’ensemble des “me´ta-effets” fDi de la de´composition. L’ide´e est re´sume´e par
la figure 7.1. Pour chaque se´quence de taˆches de meˆme niveau, un test d’inclusion de “me´ta-
effets” est effectue´ avec le niveau qui le pre´ce`de. Nous pensons que cette proce´dure va permettre
de de´tecter la de´pendance entre taˆches, ce qui va avoir pour effet de re´duire l’espace de recherche.
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