Abstract. We develop a general theory of the swelling kinetics of polymer gels, with the view that a polymer gel is a two-phase fluid. The model we propose is a free boundary problem and can be used to understand both contraction and swelling, including complete dissolving or dehydration of polymeric gels. We show that the equations of motion satisfy a minimum energy dissipation rate principle similar to the Helmholz minimum dissipation rate principle which holds for a Stokes' flow. We also show, using asymptotic analysis and numerical simulation, how the equilibrium swelled state and the swelling rate constant are related to the free energy and rheological properties of the polymer network.
1. Introduction. The theory to understand the swelling and deswelling of gels has a long history beginning with the classical work of Flory [6, 8, 9] and Katchalsky [14] . (see also [4, 7] ) In this theory, the free energy is used to make predictions about the thermodynamical equilibrium configurations of polymer gels and their dependence on environmental parameters such as temperature or solvent ion concentrations.
An important problem is to understand how the kinetics (and not simply the equilibria) of swelling and deswelling is governed. An early answer was given by Tanaka and colleagues [25, 26] who developed a kinetic theory of swelling gels viewing a gel as a linear elastic solid immersed in a viscous fluid. Although they neglected the motion of the fluid solvent, the model reasonably explained the swelling of a gel to its equilibrium volume fraction.
This early work gave rise to the concept of gel diffusivity as a way to characterize the kinetics of swelling. The gel diffusivity is defined as D = aL 2 τ where L is the equilibrium size (length or radius) of a gel and τ is the time constant of exponential swelling toward the equilibrium size. The dimensionless scale factor a is related to the geometry of the gel. They found that expansion of the gel was governed approximately by a diffusion equation with diffusion coefficient D. However, how the diffusivity of the gel, or more generally the kinetics of swelling (perhaps with large changes in volume fraction) is affected by the free energy is less well understood.
Subsequent studies relaxed the assumption of linear elasticity by defining the force on the gel to be the functional derivative of the free energy function for the polymer mesh [5, 19, 22, 24, 31] . However, most of these works neglected the fluid flow that must accompany swelling. Wang et al. [27] added fluid flow by application of two-phase flow theory but considered only small polymer volume fractions and small gradients in the volume fraction. Durning and Morman [5] also used continuity equations to describe the flow of solvent and solution in the gel, but used a diffusion approximation with a constant diffusion coefficient to determine the fluid motion. More recently, Wolgemuth et al. [29] extended these theories to study the swelling of a polyelectrolyte gel.
Multiphase fluid models have been used to study a number of important physical and biological problems with connections to gel swelling. These include cartilage mechanics [13, 17, 16, 11] , the contraction of actinmyosin networks [12, 23] , the propulsion of myxobacteria via swelling of slime [28, 30] and biofilm formation [2, 32, 33] .
A main problem considered by all of these works is to understand how the various physical and chemical forces within the gel result in motions of swelling and deswelling.
The purpose of this paper is to give a two-phase fluid model of gel swelling that incorporates the free energy thereby giving an improved understanding of how the nonlinear kinetics of swelling of a gel are influenced by the free energy and the rheological properties of the gel.
The experiment we have in mind is as follows. A polymer gel is at equilibrium, when suddenly the environment is changed. This could be the result of a change of temperature or the concentration of some significant chemical species (as happens when you swallow a gel capsule pill). Because of this change of environment, the gel is no longer at equilibrium and will swell (hydrate) or condense (dehydrate) to bring it to its new equilibrium state. It may swell without bound (dissolve) or it may approach a new equilibrium concentration and radius.
In what follows we derive equations describing the kinetics of a polymer gel, provide a variety of analyses of these equations and show numerical solutions of these equations in different parameter regimes.
Model Description.
A gel is comprised of a polymer network in a solvent containing a variety of ionic species. We model this gel as a two-phase material consisting of constant density polymer and solvent phases, with volume fractions (θ p , θ s ) which move with velocity (v p , v s ), respectively, [20, 21] . Because there is no interconversion between polymer and solvent, each of the two species satisfy a conservation law. The transport equation for polymer network θ p is given by 1) and the transport of solvent θ s is described by
it must be that
where v = θ p v p + θ s v s is the volume-average velocity of the system.
Force Balance.
We consider the situation in which inertial effects can be ignored. The force balance equations are
for the polymer network and 6) for the solvent. Here σ j , j = p, s, are the stress tensors, the term ξθ s θ p (v p − v s ) describes the drag between the polymer network and the solvent, θ j ∇µ j , j = p, s, are forces due to the chemical potentials, and θ j ∇P , j = p, s, are the forces due to hydrostatic pressure gradient, required in order to enforce the incompressibility condition (2.4). The solvent stress tensor σ s is taken to be that for a Newtonian fluid. The polymer stress tensor σ p can include viscous, elastic or visco-elastic contributions, arising, for example, from permanent bonds between polymer strands or the effect of entanglements amongst polymer strands. For this paper, we consider a polymer with no permanent cross-linking bonds (hence no elastic stresses). This assumption is appropriate for many biological gels, such as mucus. While entanglements are important in such gels, we postpone treatment of these and other viscoelastic effects to future work. Hence, the stress tensors have the form
For reasons described below, we require the viscosities to satisfy η j > 0 and η j + 3λ j > 0.
Chemical Potential.
The chemical pressure terms in the force balance equations are defined as follows: We let f (θ p ) be the total free energy density. This could include, for example, terms involving entropy, polymer-solvent interaction energy, and coulombic interaction energy between ions and charges on the polymer.
The solvent chemical potential is the change in energy following addition of a solvent molecule to a volume of the gel mixture, and the polymer chemical potential is the change of energy following addition of a molecule of polymer to the gel volume. It follows [3] that the solvent chemical potential density is
and the polymer chemical potential density is
There are two identities that are immediate. The first is
known as the Gibbs-Duhem relationship and the second is 10) so that µ p = µ s (i.e., chemical potentials are in balance) at extremal points of f . Now, the force that the solvent exerts on the polymer is −θ p ∇µ p and the force exerted on the solvent by the polymer network is −θ s ∇µ s . The sum of these two forces is
because of (2.9) and (2.10). In other words, the force exerted on the polymer by the solvent is equal and opposite to the force exerted on the solvent by the polymer, which, according to Newton's third law, is required. In many treatments of two phase fluids, only the polymer chemical potential µ p is included in the force balance equations.
Minimum Energy Dissipation Rate Principle.
In this section, we generalize the argument of Helmholz [1, 10, 18] for a Stokes flow to show that the flow specified by the force balance equations (2.5) and (2.6), along with appropriate interface conditions, minimizes the rate of energy dissipation.
Suppose that Ω is a fixed domain inside of which there is polymer and solvent. On the boundary of Ω, the velocities are taken to be fixed. However, there may be an interface, a surface Γ contained in Ω, across which θ p is discontinuous. The functional
is the total rate of energy dissipation for the flow with velocities
where η j > 0 and λ j , j = p, s, are the viscosities. Thus, the first two terms in D E represent the rate of energy dissipated by viscosity in the polymer and solvent. The third term represents the energy dissipation rate due to drag between the two materials. The term µ p ∇ · (θ p V p ) corresponds to the rate of work required to compress polymer network and the term µ s ∇ · (θ s V s ) corresponds to the rate of work required to compress solvent.
We wish to find the flow that minimizes the energy dissipation rate D E , subject to the incompressibility condition (2.4). Accordingly, we seek to minimize the functional
over all admissible functions (V p , V s , P ). Here, P is the Lagrange multiplier used to enforce incompressibility. Functions for which the first variation of F E is zero are minimizers of F E . This follows since F E is a convex functional. In particular, the operator
is a positive definite quadratic function of ∇V j , provided η j > 0 and η j + 3λ j > 0.
Functions V p and V s are admissible if they are differentiable and specified on the boundary of Ω and if ∇ · (θ p V p + θ s V s ) is well-defined. The Euler-Lagrange equations are calculated in the standard way: We let a perturbation be given by (V p + ǫv p , V s + ǫv s ). Then we require that the first variation, equivalently the derivative of F E with respect to ǫ at ǫ = 0, be zero,
The symmetry of ε(V) implies that ε(V) : ε(v) = ε(V) : ∇v, and we can rewrite (2.15) as
Now apply the divergence theorem to find
where
n is the outward unit normal vector at the interface Γ; and by [g], we mean the jump in the quantity g across Γ. The terms involving ∇ · v j vanish because v j = 0 on the boundary of Ω.
Treating v p and v s on the interior of Ω as independent and arbitrary, we find the force balance equations (2.5) and (2.6) as above.
Although the individual velocities need not be continuous across the interface, θ p V p + θ s V s must be a continuous function, and the variations must satisfy the constraint [θ p v p + θ s v s ] = 0 on Γ. Thus, on Γ, there are only three independent variations possible. It follows that we must have
and
. In the case that there is an edge to the gel, on one side of which (inside the gel) θ p = θ − p , and on the other side of which (outside the gel) θ p = 0, θ s = 1, the interface conditions (2.17) reduce to
where we have used (2.10). Because these are consistent with the minimum energy dissipation rate principle, we take these to be the interface conditions for the gel.
Analysis of the Model Equations.
3.1. Non-Dimensionalization. We first non-dimensionalize the equations of motion (2.1,2.2,2.5,2.6), and the interface condition (2.19) . To this end we let τ be a characteristic time and l be a characteristic length, and then rescale space and time by these characteristic scales. Next observe that a characteristic scale for the free energy density function f is kB T νm , where ν m is a characteristic volume of a monomeric unit. Thus, by introducing the change of variableŝ
and then dropping theˆ, we arrive at exactly the same governing equations in dimensionless units of space and time. While at first glance this appears to be of little consequence, it is actually quite significant because it implies that for small gels η j >> ξ while for large gels the opposite η j << ξ is true. That is, the swelling of small gels is viscosity dominated while the swelling of large gels is drag dominated. As we demonstrate below, this has consequences for how the gel swells.
3.2. Steady state solutions. Steady solutions occur when there is no movement. If there is no movement, then velocities are zero, in which case, at the interface
Furthermore, if velocities are zero in the interior, then it follows from (2.5) and (2.6) that
(Here and below we use the notation
.) In other words, the equilibria of this system are uniform in space with θ p at the extremal values of the energy density function f . If no such equilibria exist, the expectation is that the gel will either dehydrate (θ p → 1), excluding all the solvent, or will swell to infinite size, i.e., dissolve (θ p → 0).
3.3. One-dimensional gels. We now consider the swelling dynamics of a one-dimensional gel. A significant challenge to understanding the swelling kinetics of a gel comes from the fact that this is a moving boundary problem. In one spatial dimension, this problem is simplified greatly and much can be done to understand the kinetics of swelling.
A one-dimensional gel is one for which θ p is non-zero on the domain 0 < x < L, with L a function of time. We assume that there is a wall at x = 0, so that v p = v s = 0 at x = 0. This also implies that θ p v p + θ s v s = 0 throughout the domain. Because polymer is conserved, i.e., neither created nor destroyed, the velocity of the moving boundary must be the same as the gel velocity at the boundary,
In one spatial dimension, the conservation law becomes 6) and the force balance reduces to the single equation
subject to the boundary condition
at x = L and v p = 0 at x = 0. Here the viscosities are η ′ j = η j + λ j , however, in what follows, we drop the '. Since this is a moving boundary problem, it is convenient to map the domain 0 < x < L(t) onto the fixed domain 0 < y < 1 by making the change of variables x = L(τ )y and t = τ . Using the chain rule, we find that
Using these, we write (3.6) as
Multiply this by L and use the identity θ p dy is a constant, independent of time. Applying the same change of variables to the force balance equation (3.7) yields
subject to boundary conditions where η e = η p θ s +η s θ p . It follows that v p is a linear function of space v p = u p Ly. Furthermore, the boundary condition (3.12) implies that
Finally, according to the conservation law (3.10),
16)
The solution of this first order differential equation is easy to understand. Notice that if f has an interior minimum at θ * p , the solution will evolve toward this as an exponential with time constant
However
On the other hand, if f is monotone increasing, the gel will dissolve (θ p → 0) with time constant
A significant observation from this analysis is that the expansion/contraction rate of this gel shows no size dependence, in contrast to the result of Tanaka and Fillmore [25] .
Reduced
It follows that the evolution of θ p is governed by
a diffusion equation for θ p , however, on a domain with a moving boundary. The interface condition reduces to the Dirichlet boundary condition on θ p , namely
However, if the free energy does not have an interior minimum, then this condition is replaced by the Dirichlet condition θ p = 0 if f is a monotone increasing function, or θ p = 1 if f is monotone decreasing. The interface moves with normal velocity
In a fixed coordinate system, we end up with the diffusion advection equation on a fixed domain 0 < y < 1
with 25) subject to boundary conditions ∂θp ∂x = 0 at y = 0 and f ′ (θ p ) = 0 at y = 1. Below we show that if θ * p is the equilibrium solution, then θ p equilibrates to θ * p exponentially with the time constant 26) where ω is the smallest root of the equation cos(ω) = 0, i.e., ω = π 2 . Here we see the size dependence predicted by the Tanaka and Fillmore theory [25] , namely, that τp L 2 is a constant.
Perturbation
is the mean value of θ p , constant in space, but not necessarily in time and 1 0 θ 1 dy = 0. We also assume that v p = u p Ly + ξv 1 . To satisfy the boundary condition (3.12) to leading order in ξ, it must be that
We expand the force balance equation, getting to first order in ξ,
with boundary condition
We can integrate (3.28) to get
where C 1 is determined from the boundary condition (3.30) to be
We integrate (3.31) to find 33) so that, using (3.31) with (3.33), we get 
The solution of this equation can be found in terms of the polynomials,
This is because the polynomials P k (y) are eigenfunctions of the linear operator
i.e.
and being polynomials, they are obviously linearly independent. Substituting directly into (3.36) we find
If θ p is initially uniform, then β k = 0 at τ = 0 and subsequently β k = 0 for k = 2 for all time. We are left with a single equation for β 2 ,
Furthermore, from the definition of w and (3.33), it follows that
so that, from (3.13),
Using that Lθ 0 p = K is a constant, we find that
Here we have a system of two differential equations that fully describe the expansion (or contraction) of the gel. The behavior of this system of equations is relatively easy to understand. The only steady solution of equation (3.44) The time constant is modified slightly. If f has an interior minimum, then the time constant τ p is
Thus, we see that the rate of swelling is size dependent when ξ is not zero.
3.7. Linearized Analysis. We can also determine the time constant for swelling using a linearized analysis of the governing equations. We assume that v p and v s are small, and that θ p = θ * p + δθ p , where θ * p is the steady state value of polymer volume fraction. The linearization of the force balance equation (3.11) is 
subject to boundary conditions z = 0 at y = 1 and ∂z ∂y = 0 at y = 0. We can find solutions of this problem using appropriate eigenfunctions. That is, with 
We note, however, that in the limit ξ → 0, all time constants approach
, so all eigenfunctions decay at about the same rate, and therefore the shape of the solution is not well described by a single eigenfunction. Thus, this characterization of the decay of the solution is not appropriate in the limit that ξ → 0.
This answer also illustrates the limitations of the Tanaka-Fillmore theory that the kinetics of a swelling gel are governed by a diffusion equation. Instead, we find that the dynamics are governed by a diffusion equation in the limit η * e ξL 2 → 0, but differ significantly from a purely diffusion process in the limit ξ → 0. 4. Some Examples. To further illustrate how gels swell or deswell, we performed numerical simulations of the governing equations. We chose a free energy function of the form
where χ is the Flory interaction energy parameter, µ 0 p is the standard free energy for the polymer, µ 0 s is the standard free energy of the solvent and N is the length of the polymer. Without loss of generality, we take µ 0 s = 0. In nondimensional units, we chose k b T = 1, χ = −2, and N = 100. With these parameter values f has a unique minimum.
The numerical simulation of these equations was relatively straightforward. At each time step, we determined the velocity by solving the force balance equation (3.11) using finite differences on a uniform spatial grid. We then stepped the conservation equation (3.10) forward in time using first order upwinding.
The boundary values of θ p were determined by directly integrating (3.10) at y = 0, 1.
Swelling Gels.
To simulate a swelling gel we chose µ 0 p = 2.507. With this choice of µ 0 p , the unique equilibrium is at θ * p = 0.1. We then chose θ p = 0.5 and L = 0.2 at time t = 0 so that the final size of the swelled gel is L = 1.0.
First, to verify the calculated time constant (3.57), we simulated expansion for a large number of different choices of viscosity and drag. In Fig. 4 .1 we show the computed scaled time constant
, shown as * 's, compared to the line 1 + From this last plot it is clear that all gels simulated here have the same time constant, since the asymptotic slope on a log scale is the same for all four curves. However, there is a noticeable difference in the way these gels expand before they approach the regime for which a linear analysis is appropriate. In particular, the expansion of gels with small drag (Cases 1 and 2) is noticeably slower than the expansion of gels with small viscosity (Cases 3 and 4) .
The detailed profiles are shown in Figs. 4.5-4.8, and the parameter values are shown in Table 4 .1. Here are shown plots of θ p plotted as a function of x at several times; in order to keep the difference between profiles relatively constant, the times are such that the change in , expansion is much slower than Case 2 (large η s ). In contrast, the spatial profile of the second two of these is better described by a cosine function, also reflective of the fact that viscosity is small. For these cases, expansion occurs first at the edge of the gel and migrates into the interior. However, between these two there are also noticeable differences, coming from the different effects of polymer viscosity vs. solvent viscosity. That is, solvent viscosity and polymer viscosity are not interchangeble. Of course, this is easy to understand since η e is not symmetric with respect to solvent and polymer viscosity. It is this difference that leads to noticeable differences in the speed of nonlinear expansion of the gel.
Deswelling Gels.
To examine deswelling gels, we set µ Fig. 4 .11 show that all of the gels have the same time constant. As in the case of swelling, the four gels contract differently before they approach the regime where the time constant is relevant. However, there is a noticeable difference in the way these gels contract before they approach the regime for which a linear analysis is appropriate. In particular, the contraction of gels with small drag is noticeably faster than the contraction of gels with small viscosity.
The detailed profiles are shown in Figs. 4.12-4.15. Here are shown plots of θ p plotted as a function of x at several times with times chosen so that the change in The first observation is that deswelling occurs from the outside in. That is, the outside of the gel compresses first and fastest and the interior of the gel compresses last and slowest. When drag is small, the profile remains relatively flat, while if the viscosity is small, θ p at the interface approaches equilibrium quite fast, giving rise to a significantly nonuniform profile for θ p . Again, there is very little difference between the profiles in Figs. 4.12 and 4.13. The differences between these two can be seen in Figs. 4.2 and 4.11. In contrast to the case of swelling, deswelling is slower for a gel with large drag than for a gel with large viscosity, even though the time constants are identical. In fact, as seen in Fig. 4 .11, the deswelling kinetics of a gel with large drag is not well characterized by the linearized approximation.
5. Discussion. In this paper we have provided a fully nonlinear theory for the expansion and contraction of gels, with no assumptions on the relative volume fraction of polymer and solvent (i.e., the polymer is not assumed to be dilute). We show how the kinetics of gel expansion are related to the free energy as well as the rheological properties of the gel, namely polymer viscosity, solvent viscosity and drag. Our results extend the classical result of Tanaka and Fillmore [25] , showing that the time constant is a linear function of L 2 . However, we find that the viscosity of the gel and the drag of the gel have different effects, leading to an additional term (a nonzero intercept) for this linear function. This theory predicts that a more careful analysis of experimental data provides the opportunity to determine the viscosity and drag as separate rheological parameters.
The model presented here is different from previous models in at least two regards: First, we include in the force balance equations forces from the solvent chemical potential as well as forces from the polymer chemical potential, thereby satisfying Newton's third law. This inclusion eliminates the need to assume that the polymer network is dilute, since the force of the polymer on the solvent is not neglected. Second, chemical potential is determined from the total free energy; previous formulations of this problem used the mixing free energy rather than the total free energy. Using the mixing free energy, the polymer standard free energy is neglected with the consequence that both the equilibrium states and the diffusivity are modified. Notice that in our examples above, the equilibrium state of the gel was changed simply by changing the value of the standard free energy µ 0 p . Consequences of this are described in more detail in other publications [15] . Table  4 .2, Case 3. Table  4 .2, Case 4.
