Maximum entropy decoding of multivariate neural spike trains by Hélène Seiler et al.
BioMed CentralBMC Neuroscience
ssOpen AccePoster presentation
Maximum entropy decoding of multivariate neural spike trains
Hélène Seiler†1,2, Yang Zhang†1,2, Aman B Saleem2, Phil Bream2, 
John Apergis-Schoute2 and Simon R Schultz*2
Address: 1Department of Physics, Imperial College London, London SW7 2AZ, UK and 2Department of Bioengineering, Imperial College London, 
London SW7 2AZ, UK
Email: Simon R Schultz* - s.schultz@imperial.ac.uk
* Corresponding author    †Equal contributors
Scalable algorithms for decoding the information content
of trains of action potentials fired by ensembles of neu-
rons are of increasing interest for several reasons. Firstly,
neurophysiological recording approaches such as multi-
electrode arrays (MEAs) and two-photon calcium imaging
are now producing recordings from unprecedented num-
bers and densities of neurons simultaneously. Secondly,
recent work in the area of brain-machine interfaces has
opened up the opportunity of taking advantage of such
algorithms for purposes such as prosthetic device control,
perceptual readout and communication with tetraplegic
and "locked-in syndrome" patients. One approach taken
for decoding multivariate neural spike trains is Bayesian
decoding (see e.g. [1]), where the stimulus s is decoded via
the rule s = argmaxs {P*(r|s)P(s)/P*(r)}, where P* refers to
a model response probability function fit using a "train-
ing" dataset. In the present work, we extend this approach
to maximum entropy models of neural population
response patterns [2,3]. To preserve decoder temporal res-
olution, we decode spatial patterns of spikes from time
windows short enough that the responses of each cell can
be considered binary. We use a training dataset to measure
trial-averaged nth order correlations, then apply a numeri-
cal optimization algorithm to compute online the likeli-
hood of observing each response pattern in the test
dataset. We have examined the cross-validated perform-
ance of the algorithm by decoding patterns of activity in a
2D Ising Model in which stimulus dependent statistical
structure has been imposed at different orders (see Figure
1). In addition to studying simulated data, we demon-
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Decoding performance for test data comprised of neural ensembles of va ious sizesFigure 1
Decoding performance for test data comprised of 
neural ensembles of various sizes. The data come from a 
2D Ising model simulation. In this example, stimulus-depend-
ent patterns were imposed via the field term in the Ising 
model. We have found the 2D Ising model to be a useful tool 
for evaluating the performance of multivariate spike train 
decoding algorithms in different regimes of spatiotemporal 
response pattern statistics.Page 1 of 2
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strate the practicality of the technique by applying it to
two physiological datasets. In the first dataset, we decode
the direction of a drifting grating stimulus from spike
trains recorded simultaneously by a MEA in the mouse
visual cortex. In the second, we decode the time of occur-
rence of an air puff stimulus to the lip of a rat, from two-
photon fluorescence imaging of complex-spike-related
calcium signals in the rodent cerebellum. Our results sug-
gest that the maximum entropy algorithm can be an effec-
tive approach for decoding neural ensemble activity when
information content is embedded in spatial activity pat-
terns.
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