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On the Comparison between Population Balance Models for CFD
Simulation of Bubble Columns
Jay Sanyal,† Daniele L. Marchisio,*,‡ Rodney O. Fox,‡ and Kumar Dhanasekharan†
Fluent Inc., Centerra Resource Park, 10 Cavendish Court, Lebanon, New Hampshire 03766-1442, and
Department of Chemical Engineering, Iowa State University, 2114 Sweeney Hall, Ames, Iowa 50011-2230
CFD simulations of bubble columns have received much attention, and several multiphase models
have been developed, tested, and validated through comparison with experimental data. It is
well-known that bubble coalescence and breakup can lead to significant variations in the bubble
size distribution and that, to model the evolution of the dispersed gas phase, the population
balance equation has to be solved. In this work, a classes method (CM) and a method of moments
(MOM) are investigated and compared. The MOM represents an attractive alternative in which,
instead of tracking the entire bubble distribution, only the lower-order moments of the
distribution are tracked. The above two approaches have been implemented in the commercial
CFD code FLUENT, version 6.0, in conjunction with the Eulerian multiphase model.
1. Introduction
Bubble columns are widely used in industrial chemi-
cal processes because of their capability of achieving
high heat- and mass-transfer rates with low energy
input. The correct estimation of gas hold-up and super-
ficial area are crucial in the design and optimization of
these reactors. Because of its predictive capabilities,
computational fluid dynamics (CFD) is rapidly becoming
an important tool for these calculations. Yet, owing to
the inherent complexity of the physical problem, use of
CFD in modeling bubble columns has been limited
compared to that in single-phase or dilute multiphase
systems.
Recently, significant research efforts have been di-
rected toward developing closure models for interfacial
bubble-liquid forces1 and estimating bubble-induced
turbulence,2 whereas little attention has been focused
on the bubble size distribution problem. At low gas
velocity and low gas hold-up, bubbles have roughly the
same size, which is equal to the initial size at the inlet.
However, at higher values of gas hold-up and velocity,
because of coalescence and breakup, the bubble size
distribution changes.
To account for the effect of hydrodynamics on the
bubble size distribution, the conservation equations
governing multiphase fluid flow need to be solved along
with the population balance equation for the number
density of bubbles. The two principal approaches that
are frequently used to solve the fluid flow problem are
the Eulerian-Lagrangian and the Eulerian-Eulerian
methods. Whereas the former gives a direct physical
interpretation of the fluid-bubble interaction, it be-
comes impractical to use for high volume fractions of
the gas phase. This limitation is overcome in the latter
method, where the gas and liquid phases are modeled
as interpenetrating continuua and the continuity and
momentum equations are solved for each phase sepa-
rately.3,4 A detailed discussion of the relative merits of
the two methods can be found in ref 5. A comparison
with experimental data and discussion of the numerical
issues involved can be found in refs 6 and 7.
To model the rise characteristics of bubbles of differ-
ent sizes, Van Baten and Krishna8,9 assumed two
different bubble classes (i.e., “small” and “large”). How-
ever, in this model, the interaction between the two
classes in terms of coalescence and breakup was not
taken into consideration. Lehr, Millies, and Mewes10
modeled the population balance equations by writing a
single transport equation for the average bubble volume
that incorporated bubble coalescence and breakage.
Although the description was limited to two bubble
classes, their approach is notable because the evolution
of the bubble size distribution had not been adequately
addressed in the preceding literature.
Recently, the general formulation of the problem has
been discussed, and a new approach, the direct quadra-
ture method of moments (DQMOM), has been formu-
lated and applied.11 A natural alternative to the DQ-
MOM is the classes method (CM) in which the bubble
distribution is represented through a finite number of
bubble classes and coalescence and breakup rates are
transformed into birth and death rates for each class.
The main advantage of the CM is that the bubble size
distribution is directly known, whereas in the DQMOM,
and in general in any method of moments (MOM), only
the moments of the bubble size distribution are tracked.
In this work, the CM and MOM approaches are
implemented in a commercial CFD code (FLUENT) and
compared. In the CM, the population balance equations
are solved in terms of the volume fractions of each
bubble class. In the MOM, the population balance
equations are represented in terms of transport equa-
tions of the moments of the bubble distribution. The
momentum equations for the primary liquid phase and
the dispersed gas phase are solved in conjunction with
the respective continuity equations, and the moments
are all advected by the gas-phase momentum flux.12
Comparisons are carried out for different inlet condi-
tions, and the relative advantages and disadvantages
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of the two methods are discussed. It should be noted
here that all of the simulations were performed for a
two-dimensional, axisymmetric bubble column. In real-
ity, this approach neglects the azimuthal component of
the flow and, hence, is not truly reflective of the three-
dimensional nature of such flows. Further, any CFD
simulation requires that issues relating to grid inde-
pendence and the effect of alternate turbulence models
be investigated thoroughly. However, the main focus of
this work is to investigate alternate approaches for
solving the population balance equations in the context
of multiphase flows and not the detailed modeling of
the hydrodynamics in a bubble column reactor. Hence,
in the interest of computational time and effort, the
above issues are not discussed here. Finally, the pos-
sibility of implementing the two approaches with more
sophisticated multiphase models is discussed.
2. Governing Equations
In this work, the Eulerian-Eulerian approach is
used, and the conservation equations are solved for each
phase in the Eulerian frame. The continuity equation
for the liquid phase is:
where Rl is the liquid volume fraction, Fl is the density,
and vbl is the velocity of the liquid phase. A similar
equation is solved for the volume fraction of the gas
phase, Rg. It is important to mention here that, in this
work, only two phases are considered: one liquid phase
and one gas phase. The momentum balance for the
liquid phase is
where ôl is the stress-strain tensor for the liquid phase,
FBl is an external body force, FBlift,l is a lift force, FBvm,l is
the virtual mass force, and p is the pressure shared by
all phases. An analogous equation is solved for the gas
phase. The interaction force between phases depends
on friction, pressure, cohesion, and other effects and can
be described using the expression
where Klg is the interphase momentum exchange coef-
ficient, which is usually calculated as
where f is the drag coefficient and ôp is the so-called
relaxation time. The lift forces are mainly due to velocity
gradients in the primary-phase flow field, whereas the
virtual mass force is caused by the acceleration of one
phase relative to the other. The virtual mass effect is
significant when the secondary-phase density is much
smaller than the primary phase density.
The drag coefficient in Fluent is based on the model
of Schiller and Naumann.13 The drag function f is given
by
where
and Re is the relative Reynolds number defined as
Turbulence could be included in the model by using
the mixture turbulence model, which is an extension of
the single-phase k- model, with additional terms for
multiphase flows. The k and  equations describing this
model are written as
and
where the mixture density and velocity, Fm and vbm,
respectively, are computed as
and
The turbulent viscosity is computed from
and the production of turbulence kinetic energy, Gk,m,
is computed as
The details of this approach are described in the
Fluent User Manual.14
2.1. Population Balance Model. Consider the con-
tinuity equation for the gas phase. If there is no mass
transfer, the equation can be written as
@
@t
(RlFl) + râ(RlFlvbl) ) 0 (1)
@
@t
(RlFlvbl) + râ(RlFlvblvbl) ) -Rlrp + râôl + FBlg +
RlFl(FBl + FBlift,l + FBvm,l) (2)
FBlg ) Klg(vbg - vbl) (3)
Klg )
RlFlf
ôp
(4)
f )
CDRe
24
(5)
CD ) {24(1 + 0.15Re0.687)/Re Re e 10000.44 Re > 1000 (6)
Re )
Fljvbg - vbljdg
íl
(7)
@
@t
(Fmk) + râ(Fmvbmk) ) râ(ít,mók rk) + Gk,m - Fm (8)
@
@t
(Fm) + râ(Fmvbm) ) râ(ít,mó r) +k(C1Gk,m -
C2Fm) (9)
Fm ) ∑
i)1
N
RiFi (10)
vbm )
∑
i)1
N
RiFivbi
∑
i)1
N
RiFi
(11)
ít,m ) FmCí
k2

(12)
Gk,m ) ít,m(rvbm + (rvbm)T) : rvbm (13)
@
@t
(RgFg) + r(RgFgvbg) ) 0 (14)
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Assuming the gas phase to be composed of spherical
bubbles of diameter L, the secondary-phase volume
fraction can be written as
where n(L;x,t) is the bubble size distribution function.
It is important to note that, usually, L is referred to as
an internal coordinate in contrast to x and t, which are
external coordinates. Equation 14 can be derived by
integration of the bubble size variable L from the
general population balance equation
and its validity is limited to the case of constant gas
density (i.e., incompressible gas). The source terms
represent changes in the bubble size distribution due
to coalescence and breakup and can be written as12
where
In these expressions, Bc and Dc are the birth and death
terms due to coalescence, Bb and Db are the birth and
death terms due to breakup, â(L,ì) is the coalescence
kernel, a(L) is the breakup kernel, and b(Ljì) is the
daughter distribution function. We will return later to
the specific forms of these terms.
The mean bubble size of the distribution is usually
determined according to
which can be thought of as the ratio between the total
bubble volume and total bubble surface. The population
balance equation for the secondary phase has to be
solved within the CFD code. In fact, according to the
functional form of S(L;x,t), the distribution is altered,
and thus d32(x,t) is also modified accordingly. The
change in d32(x,t) produces a change in the drag force
and in the other forces involved in the momentum
balance and, thus, causes a change in the overall flow
field.
The most common approach to solving eq 16 is to
divide the continuous variable L into a finite number
of classes or bins, Nc, where the bubble size of the ith
class is given by Li, i 2 1, ..., Nc. The number density
function at Li is defined as Ni(x,t) ) sLi
Li+1n(Li;x,t) dL. It
is useful to recall here that the formulations in terms
of bubble size and bubble volume are identical because
bubbles are assumed to be spherical. Equation 16 can
thus be written as
where the birth and death terms due to coalescence and
breakup are approximated by the terms denoted by the
i subscript, as will be clearer later. Notice that eq 23 is
written in terms of the density Fg and the velocity vbg of
the gas phase.
Several discretization schemes exist for the internal
coordinate, and a comparison between different ap-
proaches was made by Vanni.15 A simple approach is
to divide the dispersed phase into classes such that the
volume of each class is exactly twice as large as the
volume of the preceding class.16,17 It is easy to show that
the volume of a bubble belonging to the ith class is
where v1 is the smallest bubble class considered and vi
) ð/6Li3.
An alternative approach to solving eq 16 is the
method of moments. This approach is based on the
solution of the transport equation of the moments of the
bubble size distribution rather than the number density
itself. The kth moment is defined as
and the transport equation for the kth moment is
and Bh k
c(x,t), Dh k
c(x,t), Bh k
b(x,t), and Dh k
b(x,t) are the moment
transforms of the source terms due to coalescence and
breakup and can be expressed as follows
Derivation of the last three terms is trivial, whereas the
first term can be derived by using the variable u3 ) L3
- ì3 and substituting dL ) u2/L2 du.
The main problem in the method of moments is in
the closure of eq 26. The RHS of eq 26 can be expressed
in terms of lower-order moments only for constant or
simple linear forms of the aggregation kernel. An
overview of the methods available has been recently
published.18 This limitation is overcome in the quadra-
Rg(x,t) ) s0∞n(L;x,t) ð6L3 dL (15)
@
@t
[Fgn(L;x,t)] + râ[Fgn(L;x,t)vbg)] ) FgS(L;x,t) (16)
S(L;x,t) ) Bc(L;x,t) - Dc(L;x,t) + Bb(L;x,t) -
Db(L;x,t) (17)
Bc(L;x,t) )
L2
2 s0Lâ((L
3 - ì3)1/3,ì)
(L3 - ì3)2/3
n((L3 - ì3)1/3;x,t) n(ì;x,t) dì
(18)
Dc(L;x,t) ) n(L;x,t)s0∞â(L,ì) n(ì;x,t) dì (19)
Bb(L;x,t) ) sL∞a(ì) b(Ljì) n(ì;x,t) dì (20)
Db(L;x,t) ) a(L)n(L;x,t) (21)
d32(x,t) )
s0∞n(L;x,t)L3 dL
s0∞n(L;x,t)L2 dL
(22)
@
@t
[FgNi(x,t)] + râ[FgNi(x,t)vbg)] ) Fg[Bic(x,t) -
Di
c(x,t) + Bi
b(x,t) - Di
b(x,t)], i 2 1, ..., Nc (23)
vi ) 2
i-1v1 (24)
mk(x,t) ) s0∞n(L;x,t)Lk dL (25)
@
@t
[Fgmk(x,t)] + râ[Fgmk(x,t)vbg)] ) Fg[Bh kc(x,t) -
Dh k
c(x,t) + Bh k
b(x,t) - Dh k
b(x,t)] (26)
Bh k
c(x,t) )
1
2s0∞n(ì;x,t)s0∞â(u,ì)(u3 + ì3)k/3n(u;x,t) du dì (27)
Dh k
c(x,t) ) s0∞Lkn(L;x,t) s0∞â(L,ì) n(ì;x,t) dì dL (28)
Bh k
b(x,t) ) s0∞Lks0∞a(ì) b(Ljì) n(ì;x,t) dì dL (29)
Dh k
b(x,t) ) s0∞Lka(L) n(L;x,t) dL (30)
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ture method of moments,19-23 where the source terms
are closed by using a quadrature approximation.
The quadrature approximation is based on determin-
ing a sequence of polynomials orthogonal to n(L) (i.e.,
the bubble size distribution). If the abscissas of the
quadrature approximation are the nodes of the poly-
nomial of order N, the quadrature approximation
is exact if f(L) is a polynomial of order N or smaller.24
In all other cases, the approximation is the more
accurate the closer f(L) is to a polynomial. A direct way
to calculate the quadrature approximation is by means
of its definition through the moments
In fact, the quadrature approximation of order N is
defined by its N weights wi and N abscissas Li and can
be calculated by its first 2N moments m0, ..., m2N-1. This
nonlinear system can be solved by using the Newton-
Raphson method or any other nonlinear equation solver.
This, however, is not the best approach as a very good
initial guess is usually required. A more efficient ap-
proach is to write the recursive relationship for the
polynomials in terms of the moments mk. Once this
relationship is written in matrix form, it is easy to show
that the roots of the polynomials correspond to the
eigenvalues of the so-called Jacobi matrix (see algorithm
gaucof in ref 25). This is the procedure used in the
product-difference (PD) algorithm that was found to
be stable in all the tested cases.26 Once the weights and
abscissas are known, the source terms due to coales-
cence and breakup can be calculated, and therefore, the
transport equations for the moments can be solved.
3. Bubble Coalescence and Breakup Kernels
It was noted in the previous section that important
pieces of information are contained in the quantities â-
(L,ì), a(L), and b(Ljì). It was also pointed out that, in
the case where bubbles are assumed to be spherical, the
formulations in terms of particle length are particle
volume are perfectly equivalent
and
where v is the volume of a bubble of size L and  is the
volume of a bubble of size ì. The daughter distribution
function instead can be written as
The quantity â(L,ì) defines the frequency of collisions
per unit volume and per unit time of two bubbles of size
L and ì that leads to the formation of a new bubble.
This can be expressed as the product of two terms,27
the collision frequency
and collision probability
where c1 is an unknown constant of order unity that
has to be adjusted; œ is the bubble size ratio L/ì; We is
the Weber group, defined as
Fl is the density of the liquid phase; Fg is the density of
the gas phase; and ó is the interfacial tension. uj(L,ì) is
the magnitude of the mean gas velocity, calculated as
where  is the turbulent dissipation rate and âo is a
numerical constant equal to 2. These quantities can be
derived by applying the kinetic gas theory to the
collisions between gas bubbles. For details, one can see
ref 27.
The theory related to bubble breakup is not as
developed as the theory of coalescence. As for coales-
cence, one of the main hypotheses is the binary nature
of the phenomenon. Two bubbles coalesce to form a
larger bubble, and a single bubble breaks up to form
two smaller bubbles. The expressions used in this work
are based on a theoretical model for drop and bubble
breakup in turbulent flows.28 To make the problem
tractable, the turbulence is assumed to be isotropic, and
only binary breakage is considered. The turbulent
breakage is induced by fluctuating eddies bombarding
the bubble surface causing oscillation of the shape of
the bubble around its equilibrium shape. Fragmentation
occurs if the turbulent motion has enough energy to
overcome the increase in surface energy.
In the expression for the daughter distribution func-
tion, the breakage volume fraction fv is assumed to be
a stochastic variable with a uniform distribution. For
binary breakage, this variable is defined as the ratio of
one of the daughter bubble volumes to the parent bubble
volume. The breakup function is symmetric about fv )
0.5 for binary breakage. The occurrence of breakage is
determined by the energy level of the arriving eddy, and
only eddies of length scale smaller than or equal to the
particle diameter can induce particle oscillations. The
final expression for the breakage kernel is given in the
form28
where v is the volume of the parent bubble and  and v
-  are the volumes of the daughter bubbles. In this
notation, ¿B(vjfvv) represents the frequency of disrup-
s0∞f(L) n(L) dL  ∑
i)1
N
f(Li)wi (31)
mk ) ∑
i)1
N
wi Li
k (32)
a′(v) ) a′(L3) ) a(L) (33)
â′(v,) ) â′(L3,ì3) ) â(L,ì) (34)
b′(vj) ) b′(L
3jì3)
3L2
)
b(Ljì)
3L2
(35)
ö(L,ì) ) ð
4
(L2 + ì2)uj(L,ì) (36)
P(L,ì) ) exp{-c1[0.75(1 + œ2)(1 + œ3)]1/2(Fg/Fl + ç)1/2(1 + œ)3 We1/2} (37)
We )
FlL[uj(L,ì)]
2
ó
(38)
uj(L,ì) ) âo
1/2

1/3(L2/3 + ì2/3)1/3 (39)
a′(v) b′(jv) ) ¿B(vjfvv) (40)
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tion of a bubble of volume v forming two daughters of
size fvv and (1 - fv)v and can be written as
where L is the size of the bubble of volume v, c4  0.923,
Œ is the ratio between the characteristic size of an eddy
l and the bubble size L, and cf is the coefficient of surface
area, defined as
The reported expression for ¿B(vjfvv) takes into ac-
count the contributions of all the eddies with charac-
teristic dimension ratios between Œmin and 1; however,
according to ref 29, at high Reynolds number
The total breakup rate can be computed by integration
over fv as follows
where the factor 1/2 is due to the fact that the integrand
is a symmetric function with respect to fv ) 0.5. It is
worth noting here that, although the daughter distribu-
tion function is not explicity given in the above function,
it can be recovered easily from the expression for ¿B.
4. Solution of the Equations
The following sections illustrate a few specific points
about the solution methods used for the CM and
QMOM, respectively.
4.1. Classes Method. As mentioned previously, the
approach used in this work is based on the gemoetric
discretization with ratio 2 proposed by Hounslow.16 Any
coalescence and/or breakup event involves the migration
of particles from a given class to the neighboring classes.
A particle created through these processes, therefore,
can generally fall between two adjacent discrete classes.
In such an event, the particles are distributed to the
adjacent classes preserving both number and mass.
Therefore if a particle of volume v is formed, we assign
this particle to the two immediate neighbors, vi and vi+1,
according to çi(v)vir + çi+1(v)vi+1r ) vr, with r ) 0 and
r ) 1 (conservation of number and mass, respectively)
yielding çi and çi+1.
The breakup death rate can be written as
whereas the breakup birth rate can be written as
where xi,j
b ) 21+j-i.
For coalescence, the death and birth terms can be
written as
and
where xi,j
c ) 1 - 2j-i.
4.2. Quadrature Method of Moments. The trans-
port equation for the kth moment (see eq 26) can be
solved once the mathematical formulations of Bh k
c(x,t),
Dh k
c(x,t), Bh k
b(x,t), and Dh k
b(x,t) are determined. The terms
due to coalescence can be written as
and
where, as already stated, wi and Li can be calculated
through the PD algorithm starting from the values of
the first 2N - 1 moments mk(x,t). For the breakage
terms, the derivation is somewhat more complicated.
According to ref12, the death term can be written as
whereas the birth term is
Further details on the applications of the QMOM to
coalescence and breakage can be found elsewhere.12
5. Results and Discussion
The simulations in this paper are based on the air-
water system of Hagesather and co-workers.30 It should
¿B(vjfvv) )
c4( L2)sŒmin1 (1 + Œ)2Œ11/3 exp[- 12cf(fv)óâF12/3L5/3Œ11/3] dŒ (41)
cf(fv) ) fv
2/3 + (1 - fv)
2/3 - 1 (42)
Œmin )
lmin
L
 0 (43)
a(L) ) a′(v) ) ¿B(v) )
1
2s01¿B(vjfvv) dfv (44)
Di
b(x,t) ) ∑
j)1
i-1
¿B(vi,vj) Nj(x,t), i 2 2, ..., Nc (45)
Bi
b(x,t) ) ∑
j)i+1,i*Nc
Nc
¿B(vj,vi) Nj(x,t) +
∑
j)1,i*Nc
i
xi+1,j
b ¿B(vi+1, vj)Nj(x,t) +
∑
j)1,i*Nj
i-1
(1 - xi,j
b )¿B(vi,vj) Nj(x,t), i 2 1, ..., Nc (46)
Di
c(x,t) ) ∑
j)1
Nc-1
â′(vi,vj) Ni(x,t) Nj(x,t) +
â′(vi,vi) Ni
2(x,t), i 2 1, ..., Nc - 1 (47)
Bi
c(x,t) ) ∑
j)1,*Nc
i-1
xi,j
c â′(vj,vi) Ni(x,t) Nj(x,t) +
∑
j)1
i-1
(1 - xi-1,j
c )â′(vi-1,vj) Ni-1(x,t) Nj(x,t),
i 2 1, ..., Nc (48)
Bh k
c(x,t) )
1
2
∑
i)1
N
wi∑
j)1
N
wj(Li
3 + Lj
3)k/3â(Li,Lj) (49)
Dh k
c(x,t) ) ∑
i)1
N
Li
k wi∑
j)1
N
wjâ(Li,Lj) (50)
Dh k
b(x,t) ) ∑
i)1
N
wi Li
ka(Li) (51)
Bh k
b(x,t) ) ∑
i)1
N
wis0∞Lka(Li) b(LjLi) dL (52)
Ind. Eng. Chem. Res., Vol. 44, No. 14, 2005 5067
be said that some qualitative and quantitative compari-
son of model predictions with experimental data were
carried out, and preliminarly results showed good
agreement. However, as stated in the Introduction, an
extensive comparison with experimental data is beyond
the scope of this work, and therefore, such results will
not be presented. The discussion will, instead, focus on
the comparison between two methods (i.e., CM, QMOM)
for solving the bubble population balance and their
relative costs and accuracies. The column is 4.3 m high
and 0.145 m in diameter, of which only 2 m in the axial
direction was modeled. The geometry was modeled as
being two-dimensional axisymmetric to avoid excessive
computational cost. This is a reasonable assumption
considering that the focus of this paper is the investiga-
tion of different population balance models rather than
a detailed study of the hydrodynamics in the column.
Time-dependent simulations were run with an average
time step of 0.005 s. Initially, the column was assumed
to be filled with water, and air bubbles were introduced
at the inlet. For the majority of the calculations pre-
sented in this paper, the inlet gas velocity was set equal
to 0.02 m s-1 corresponding to the bubbling regime.
Under these operating conditions, quasi-steady state
was reached after 20-40 s of real-time simulations. A
second set of simulations was carried out at the higher
superficial velocity of 0.1 m s-1 corresponding to the
churn-turbulent case. In this case, quasi-steady state
was reached after 80-100 s of real-time simulations.
The breakup and coalescence models used in this
paper are strong functions of the turbulent dissipation
rate , which could be calculated by using the mixture
turbulence model. However, because of the coarseness
of the computational grid and the well-known inability
of this model to correctly predict turbulent properties,
a constant value of 0.25 m2 s-3 for  was used in all
simulations30 in the bubbling regime. This value is
based on the assumption that the average turbulent
dissipation in an air-water system is approximately
equal to the gas superficial velocity multiplied by the
acceleration due to gravity. It is thus clear that this is
not an ad hoc value but is based on physical consider-
ations. A detailed exposition is given by Luo.27
For purposes of comparison, three different scenarios
were studied: (a) no population balance included, (b)
population balance modeled using the CM, and (c)
population balance modeled using the QMOM. The
simulations without the population balance equation
were run by setting the mean bubble size equal to the
constant inlet value (i.e., d32 ) 0.015 m). In this case,
only the Eulerian multiphase equations (i.e., eqs 1 and
2) were solved.
The simulations for the CM were run for four different
cases, Nc ) 6, 12, 18, and 24. As mentioned before, for
each case, the volume ratio between successive bubble
classes was set equal to 2. For the QMOM simulations,
only the first six moments of the bubble size distribution
were tracked (i.e., m0, ..., m5), which implies the use of
a quadrature approximation with three nodes (i.e.,
N ) 3). The inlet boundary conditions for the six
moments were obtained by calculating the moments of
a monomodal distribution centered at 0.015 m.
Figure 1 shows the radially averaged volume fraction
of air (gas hold-up) as a function of the axial length. It
is clearly seen that, without the population balance
equations, the volume fraction of air is almost constant.
The small changes are due to the fact that the gas
velocity is not constant throughout the bubble column.
Therefore, acceleration or deceleration of the gas phase
produces a change in the gas hold-up profile (for
conservation of gas mass flux). The introduction of the
population balance causes this profile to change radi-
cally. By using the CM with six classes, the gas hold-
up increases and then reaches a plateau. Essentially,
the breakup and coalescence processes dominate near
the distributor plate and eventually reach equilibrium
further downstream. Doubling the number of classes
further from 6 to 12 produces a signinificantly different
distribution. However, further refinement of classes to
18 and subsequently 24 seems to produce a solution that
is independent of the resolution of the internal coordi-
nate (i.e., bubble classes).
Figure 2 shows the bubble size distribution (i.e.,
number density as a function of size) for 24 classes at
an axial distance of 1.75 m. The number density shown
in this plot represents Ni (m-3), which is equal to
svi
vi+1n(v) dv, where n(v) (m-6) is the volume-based
number density function. The results obtained from the
QMOM implemented by using three nodes (and there-
fore tracking the first six moments) compare favorably
with those predicted by the CM. In Figure 2, the position
in the bubble size space of the three nodes (i.e., abscis-
sas) is reported, showing that the width of the distribu-
Figure 1. Radially averaged profiles of the gas hold-up versus
the axial direction obtained without solution of the population
balance, with the CM with 6, 12, 18, and 24 classes and with the
QMOM for the low superficial velocity of 0.02 m s-1.
Figure 2. Bubble size distribution for a specific location in the
bubble column. Comparison between the CM with 24 classes and
the QMOM with six moments. The three nodes are located at their
abscissas, and their heights are proportional to their weights.
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tion is well captured. It is important to note here,
however, that although the three nodes have a purely
mathematical connotation, being the abscissas of a
quadrature approximation, they can be thought of as
three bubble classes with characteristic sizes that
actually represent the distribution. Moreover, the mean
bubble size, calculated as the ratio of two moments (i.e.,
d32 ) m3/m2), is tracked with the QMOM with higher
accuracy than the CM used for the comparison in this
work.12 It is also important to note that the mean bubble
size is the only parameter involved in the two-way
coupling between flow field calculations and the solution
of the population balance.
Starting from the moments of the distribution, it is
also possible to solve the inverse problem of reconstruct-
ing the bubble size distribution. The number density
function, n(L), can be expressed as
where the coefficients Ai can be determined from the
lower-order moments. The method is based on the
statistically most probable distribution and was subse-
quently adapted for crystallization problems.31 The
results from the reconstruction are shown in Figure 3.
The plot shows a comparison of the number density
function n(L) computed from the CM (24 classes) and
that computed from the moments obtained from the
QMOM. It is evident that both methods are able to
capture the monomodal distribution reasonably well.
In Figure 4, the radially averaged Sauter diameter
profiles are plotted as a function of the axial length for
the CM with 6, 12, 18, and 24 classes and with the
QMOM tracking six moments. It is evident that using
only six classes overestimates the Sauter diameter.
Increasing the number of classes to 24 or using the
QMOM with six moments, however, it becomes possible
to predict the final value for the Sauter diameter of
about 0.0085 m. It should be highligthed here that the
differences between the CM and QMOM near the inlet
are caused by the slightly different numerical imple-
mentation in the CFD code. In Figure 5, the radial
profiles for the Sauter diameter at a specific axial
position (x ) 1.75 m) predicted by using the CM with
24 classes and the QMOM with six moments are shown.
It is observed that the agreement is good. Furthermore,
this is also consistent with the fact that bubbles of larger
diameters rise through the center of the column whereas
the smaller bubbles tend to follow the recirculatory flow
along the walls.
In Figure 6, the radially averaged profiles for the
bubble number density are reported. Again, using only
six classes seems to be inadequate. Only by using 12
classes or more do the model predictions seem to be
independent of the number of classes. Also, in this case,
the difference in results between the QMOM with six
moments and the CM with 18 classes is higher relative
to Sauter diameter. This can be attributed to the fact
that small differences in the accuracy of the methods
cause a large change in the final bubble number density,
especially when smaller bubble groups are successively
included. However, this does not significantly change
the mean bubble size because the small bubbles have a
small volume. Thus, although they represent a large
part of the population in terms of their number, they
represent a very small fraction of the total volume (and
therefore are not important for the calculation of the
mean bubble size).
Also, for radial profiles of total bubble number density
(see Figure 7), the difference between the CM with 24
classes and the QMOM tracking the first six moments
is slightly higher than for the other properties. It can
Figure 3. Bubble size distribution for a specific location in the
bubble column. Comparison between the CM with 24 classes and
the distribution recontructed from the first six moments.
n(L) ) exp(∑
i)0
N-1
AiL
i) (53)
Figure 4. Radially averaged Sauter diameter profiles (d32) versus
the axial direction obtained with the CM with 6, 12, 18, and 24
classes and with the QMOM for the low superficial velocity of 0.02
m s-1.
Figure 5. Radial profiles for Sauter diameter (d32) predicted using
the CM with 24 classes and the QMOM with six classes at a
specific axial position (x ) 0.5 m) for the low superficial velocity
of 0.02 m s-1.
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be also be seen that, consistent with decreasing bubble
size, the total number density increases radially out-
ward.
All of the above simulations were run in the bubbling
regime, where individual bubble shapes can be clearly
distinguished. However, as the superficial velocity of the
incoming gas is increased, the flow transitions from
bubbling to the churn-turbulent regime. The breakup
and coalescence processes are much more dominant in
this regime. To investigate the effect of including
population balance models in this regime, one more set
of simulations was performed in which the inlet velocity
was increased to 0.1 m s-1. The value of  in the column
was appropriately scaled to account for the higher inlet
velocity.
Figure 8 shows the radially averaged air volume
fraction as a function of axial length. The higher inlet
velocity clearly results in a higher overall gas hold-up
in this domain compared to the low-inlet-velocity case.
Furthermore, the effect of including breakup and coa-
lescence is much more pronounced for the high-velocity
case in relation to the low-velocity case. The overall gas
hold-up prediction is seen to improve significantly as a
result of including the population balance models for
the high-velocity case (churn-turbulent regime). By
comparison, this effect is much less noticeable for the
low-velocity case (bubbling regime).
Figure 9 shows the radially averaged total number
density as a function of axial length for the high-velocity
case. Consistent with the increased value of turbulence
dissipation, the numbers are seen to be an order of
magnitude higher than those the low-velocity cases. The
general trend, however, is similar to that of the low-
velocity cases in that the breakup and coalescence
processes tend to negate each other further downstream
of the inlet and the plots reach a plateau. The slight
oscillations seen in the QMOM simulations are due to
instantaneous fluctuations in the near-wall region.
Figure 10 shows the radially averaged Sauter diam-
eter as a function of the axial length for the high-velocity
case. The breakup processes clearly dominate near the
inlet, leading to a rapid reduction in the mean diameter,
eventually reaching a constant value.
6. Conclusions
In this work, bubble column simulations were run
coupling the solution of the population balance equation
using a CM with 6, 12, 18, and 24 classes and using
the QMOM with six moments. Results show that, even
Figure 6. Radially averaged bubble number density (m0) versus
the axial direction obtained with the CM with 6, 12, 18 and 24
classes and with the QMOM for the low superficial velocity of 0.02
m s-1.
Figure 7. Radial profiles for total number bubble density (m0)
predicted using the CM with 24 classes and the QMOM with six
classes at a specific axial position (x ) 0.5 m) for the low superficial
velocity of 0.02 m s-1.
Figure 8. Radially averaged profiles of the gas hold-up versus
the axial direction obtained without solution of the population
balance, with the CM with 24 classes and with the QMOM for
the high superficial velocity of 0.1 m s-1.
Figure 9. Radially averaged profiles of the total number bubble
density m0 versus the axial direction obtained with the CM with
24 classes and with the QMOM for the high superficial velocity of
0.1 m s-1.
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for low gas velocity, the bubble size distribution changes
as a result of coalescence and breakup and, therefore,
the solution of the population balance equation is
needed. Moreover, the results indicate that, for the CM,
the solution is independent of the resolution of the
internal coordinate only when the number of classes is
greater than 12. This implies that at least 12-18 classes
are required to accurately model the entire range of
bubble diameters in a typical bubble column.
In contrast, for the QMOM, use of six moments
suffices to accurately describe the evolution of the gas
phase. In fact, the results found by using the CM with
12 and 16 classes and the QMOM with six moments are
very similar. Therefore, use of the QMOM seems to be
extremely convenient because it reduces the number of
scalars to be used to six without affecting the accuracy
of the calculations. It should be recalled here that the
two methods are equally stiff, meaning that the CPU
times required per scalar solved are about the same.21
It is therefore clear that, because the QMOM requires
fewer scalars, the CPU time for the QMOM is lower
than that for the CM. The main disadvantage of the
QMOM is the fact that only the moments of the bubble
size distribution are known; however, in cases of practi-
cal interest when knowledge of the distribution itself is
required, one can retrieve the distribution from a finite
set of moments.
Finally, although direct experimental results were not
presented as part of this paper, the results obtained
from the base case (six bubble classes, low gas velocity)
compared very well with the numerical and experimen-
tal results of Hagesather et al.30 Furthermor,e extensive
calculations for a three-dimensional case have been
performed32 for a cylindrical bubble column, and excel-
lent agreement was reported between the current CFD
model and experimental data.
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