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Abstract 
Let S, (F) denote the space of all n x n symmetric matrices over the field F. Given a 
positive integer k such that k < n, let d(n, k, F) be the smallest integer f such that every f
dimensional subspace of Sn(F) contains a nonzero matrix whose rank is at most k. It is 
our purpose to consider d(n,k,F) for F = N and F = C. While the computation of 
d(n, k, C) is quite straightforward, we point out the difficulty in evaluating d(n, k, R). We 
obtain partial results regarding d(n,n-2, R), and in particular show that 
4 ~< d(4, 2, R) ~< 5. © 1999 Elsevier Science Inc. All rights reserved. 
I. Introduction 
Let Fbe  a field, M,.,.(F) the space of all m x n matrices over Fand  S.(F) the 
space of all n x n symmetric matrices over F. We write M. (F) for M.,. (F). There 
are many works in the literature considering spaces of  matrices which satisfy 
certain properties. Let Vbe either M.,,. (F) or S. (F), and let k be a positive integer. 
Among those papers several important and interesting ones deal with the fol- 
lowing three types of  subspaces, all related to the rank function. 
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(a) A subspace of V where each matrix has rank bounded above by k. 
(b) A subspace of V where each nonzero matrix has rank k. 
(c) A subspace of V where each nonzero matrix has rank bounded below by 
k. 
While we do not cite explicitly the relevant references here, as they are not 
used directly in our work, the reader should note that all three types of sub- 
spaces are used in linear preserver problems. For example cf. [4], where rank-k 
preservers (that is, linear operators that map any rank-k matrix to a rank-k 
matrix) on S,(F) are considered, and all three types of subspaces are used. 
One typical problem of interest, which serves as a motivation for this paper, 
is the following: Given a subspace L of V of type (c), find an upper bound u(k), 
possibly sharp, for the dimension of L. If we let d = d(V, k) be the smallest 
integer ( such that every • dimensional subspace of V contains a nonzero 
matrix whose rank is at most k - 1, then we may take u(k) = d - 1. 
In this paper we consider the space S, (F), and make the following definition. 
Definition. Let k be an integer such that 1 ~< k <~ n - 1, and let d(n, k, F) be the 
smallest integer f such that every f dimensional subspace of S~ (F) contains a 
nonzero matrix whose rank is at most k. 
Note that we may extend the definition to allow k = n, but this will yield the 
trivial result d(n, n, F) = 1. 
In Section 2 we consider d(n, k, F) for F = R and F = C. It turns out that 
there is a big difference between these two fields. While d(n,k, C) can be 
computed quite easily, this is not always the case for F = R, and we point out 
when analogous results to the complex case can be deduced. Using a simple 
example and some classical results we compute d(n, l, R) and d(n, n - 1, R), 
thus taking care of the extreme values of k. 
This leads to the first unknown quantity, namely d(n, n - 2, R), where n ~> 4, 
which is the main object of this paper. We consider it in Section 3 for a general 
n, obtaining partial results. In Section 4 we show that 4 ~< d(4, 2, E) ~< 5. After 
the submission of this paper Falikman presented to us a 4 dimensional sub- 
space V in S4(E), spanned by _+ 1 matrices, for which a numerical minimization 
procedure indicates that all nonzero matrices in V have rank 3 at least. Using 
different arguments and maple we verified the above assertion for this V. Hence 
d(4, 2, ~) = 5. See [5]. 
For any square matrix A let tr A denote the trace of A. 
2. Preliminary observations 
Denote by Vk(C) (V~(E)) the set of all matrices in S~(C) (S,(E)) of rank k or 
less. We compute first d(n, k, C). In the projective space P(S,(C)) we have ([2], 
Ch. 2, p. 101, Exercises): P(Vk(C)) is an irreducible variety with 
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n-k+l )  
codimension P(Vk(C)) = 2 " (1) 
Moreover, it is also known [7] that 
n_k_,( n+j  ) 
deg P(Vk(C)) = 1-I n -k - j  , (2) 
j=0 (2j + 1 , J) 
where deg (.) denotes degree. It follows that 
d(n,k,C) = (n -k+l )  
2 + 1. (3) 
We consider now d(n, k, ~). The dimension argument yielding Eq. (3) fails 
in general because R is not algebraically closed. More precisely, for the values 
of k for which deg P(Vk(C)) is odd then the complex argument holds, so we 
have also 
d(n ,k ,~)=(n-k+l )  
2 +1.  
This is a consequence of the following theorem. 
Theorem O. I fdeg P(Vk(C)) is odd then d(n,k, R) = d(n,k, C). 
Proof. Clearly, d(n, k, ~) >t d(n, k, C). Recall that the set of all complex (real) 
subspaces of dimension gin C" (resp. ~)  is called the Grassmannian G(£, n, C) 
(resp. G(£, n, R)). It is a compact complex (resp. real) manifold. 
Identify the set of all subspaces of dimension ~q of S~(C)(S,(~)) with 
G(~,n(n+l)/2, C) (resp. G(~,n(n+ l)/2,~)). Now let e=d(n,k,C). Use 
Bertini's theorem ([8], Ch. II, Thm 8.18), together with the fact that Vk(C) is 
irreducible and nonsingular at Vk(C) \ Vk_1(C) ([2], p. 101), to deduce the fol- 
lowing: There exists a Zariski open set T(g, n) C G(£, n(n + 1)/2, C) which is 
dense in G(g,n(n+ 1)/2, C), with the following property: Each subspace 
V c T(£, n) has exactly deg P(V,(C)) distinct lines of matrices (through the 
origin), which are deg P(V,(C)) distinct points in P(S,(C)), such that each 
matrix on this (complex) line is of rank k at most. 
Let V C T(g,n) be real, i.e. V = /z. Then V induces a real subspace 
V' E G(g,n(n + 1)/2, ~). If A c V is a complex line of matrices of rank k at 
most, so is A C V. Since deg(P(V,(C))) is odd we must have a line so that 
= A. Then A induces a real line A' c V'. Thus V' contains a real symmetric 
matrix A(V), tr(A(V) 2) -- 1, of rank k at most. Since the subspaces V' induced 
by all real subspaces V in T(g, n) are dense in G(g, n(n + 1)/2, R), a continuity 
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argument shows that any g dimensional subspace V of S, (~) contains a matrix 
A(V), tr(A(V) 2) = 1 of rank k at most. Hence d(n,k, C) = d(n, k, ~). [] 
To demonstrate the difference between the real and complex fields we con- 
sider the extreme values of k, k - -  1 and k = n - 1. 
Example 1. Let k = 1. It follows from Eq. (3) 
d (n , l ,C )= (~)  +1.  
We claim that 
d(n' l' ") = ( n + l ) = 
To see this observe that the subspace S~(R) consisting of  all matrices with 0 
trace contains no rank one matrix and has codimension 1. Note that the right- 
hand side of  Eq. (2) yields in this case 
1!2!... (n -  2)!nl(n + 1)! . . .  (2n -  2)! = 2"- ' ,  
[1!3!5!... (2n - 3)!] 2 
an even number  for all n/> 2. 
Example 2. Let k = n - 1. It follows from Eq. (3) that d(n, n - 1, C) = 2. The 
computat ion of d(n, n-  1, ~) follows from rather deep results. Note that the 
right-hand side of  Eq. (2) for k = n - 1 is equal to n. Hence, if n is odd we get 
what we expect, namely that every 2 dimensional subspace of  S,(~) must 
contain a nonzero singular matrix, and this result is best possible, so 
d(n, n - 1, II~) = 2. (Note that the equalities d(n,n - 1, C) = d(2m + 1,2m, ~) 
= 2 can be obtained directly, i.e. without the use of Eq. (2) and Theorem 0.) 
To compute d(n,n- 1, ~) for an arbitrary n, we introduce the so-called 
Radon-Hurwi tz  numbers. Write n = (2a + 1)2 C÷4a, where a and d are non- 
negative integers and c E {0, 1,2, 3}. Then, the Radon-Hurwi tz  number p(n) 
[10,11], is defined by 
p(n) = 2 C + 8d. (4) 
The Radon-Hurwi tz  numbers play an important role in many areas. In par- 
ticular, they appear in the famous work of  Adams [1] on vector fields on 
spheres. Adams [1] showed that the maximal dimension of a subspace L of 
M,(0~), such that each nonzero matrix in L is nonsingular, is given by p(n). 
Define now 
1 if n is odd, 
Ps(n) = p(~) + 1 if n is even. 
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Adams et al. [3] showed that the maximal dimension of  a subspace L of Sn(~), 
such that each nonzero matrix in L is nonsingular, is given by pc(n). 
This discussion shows that 
d(n, n - 1, R) = p~(n) + 1. 
For  example, d(4, 3, N) = 4; d(16, 15, ~) = 10. 
Having considered the extreme cases for k, k = 1 and k = n - 1, we turn now 
to investigate k = n - 2, our main goal. 
3. Evaluation of d(n ,  n - 2, R) 
Let n ~> 4. It follows from Eq. (3) that d(n, n - 2, C) = 4, and from Eq. (2) 
that deg P(V~_2(C)) = (n + 1)n(n - 1)/6. Since (n + l)n(n - 1)/6 is odd if and 
only if n -= 2 (mod 4), it follows that for n ~ 2(mod 4) d(n, n - 2, I~) = 4, while 
for other values of  n further investigation is needed. 
It turns out that there is a link between our problem and the work of 
Friedland et al. [6], who considered spaces of matrices containing a nonzero 
matrix with a multiple eigenvalue. We need the following definition. Let 
2 if n ¢ 0, ± 1 (mod 8), 
= (5)  
p(4b) i fn=Sb,  8b+ 1, 
where p(.) is given by Eq. (4). 
The next two theorems are parts of Theorems B and D in [6]. 
Theorem 1. Let n and k be positive integers. The following are equivalent: 
(i) There exists a k + 1 dimensional subspace L o f  Mn(~) such that each non- 
zero matrix in L has n distinct real eigenvalues. 
(ii) k < a(n). 
Theorem 2. Let n be a positive integer and k an integer such that k > 2. The 
following are equivalent: 
(i) There exists a k + 1 dimensional subspace L of  S,,(R) such that each non- 
zero matrix in L has n distinct (necessarily real) eigenvalues. 
(ii) k < a(n). 
Using these two theorems we prove: 
Theorem 3. Let n be an integer such that n >1 4. Let t(n) be the smallest positive 
integer g such that every g dimensional subspace of  S,(~) contains a nonzero 
matrix with a multiple eigenvalue. Then t(n) = a(n) + 1, where a(n) is given by 
Eq. (5). 
166 S. Friedland, R. Loewy / Linear Algebra and its Applications 287 (1999) 161-170 
Proof. For arbitrary real numbers a and b let 
This describes a 2 dimensional subspace of S2(N). Also, it is clear that unless 
(a, b) = (0, 0), A(a, b) has one positive igenvalue and one negative igenvalue. 
Write now n = 2m + q, where q = 0 (q = 1) if n is even (odd), and let 
~A(a ,b)@2A(a ,b )G. . .~mA(a ,b)  if q=0,  
B(a,b) = tA(a ,b)  @2A(a,b) e • @mn(a,b) @ [0] if q = 1. 
Then B(a,b) describes a 2 dimensional subspace of S,(R) such that each 
nonzero matrix there has n distinct eigenvalues. 
Now suppose that n ~ 0, +l(mod 8), so a(n) = 2. Our claim follows by the 
construction above and Theorem 1. So it remains to consider n = 0, + 1 (mod 
8), which implies that a(n)/> 4. Our claim follows now from Theorem 2. [] 
Corollary 1. Let n >~ 4. Then d(n, n - 2, ~) >1 a(n) + 2. 
Proof. Let U c S,(E) be a subspace of dimension a(n) so that any nonzero 
matrix has pairwise distinct eigenvalues. Set 
U ' :={B:  B=nA- ( t rA) I , ,  AEU}.  
As I, ~ U we deduce that dim U' = a(n). Let V be the a(n) + 1 dimensional 
subspace spanned by U' and I,. Clearly, any nonzero matrix in V has rank 
n - 1 at least. [] 
Corollary 2. Let p be a nonnegative integer. Then 
4 ~<d(4(2p+ 1),4(2p + 1) -  2, ~) ~<7. 
Proof. Let n = 4(2p + 1) + 1. Then Eq. (2) implies that deg P(F,_3(C)) is odd. 
Theorem 0 yields d(n ,n -3 ,• )=7.  Let UCSn_ I (R)  be a subspace of 
dimension 7. Let ~b : Sn_l(E) ~ S~(R) be the trivial extension, so that each 
~b(A),A E S,_l (~) is obtained by adding to A n-th zero row and column. Hence 
~b(U) contains a nonzero matrix ~b(A) which has a zero eigenvalue of 
multiplicity 3 at least. Therefore A E U is a nonzero matrix whose rank is n - 3 
at most, i.e. d(4(2p+l ) ,4 (2p+l ) -2 ,~)<~7.  Eq. (5) implies that 
a(4(2p + 1)) = 2 and by Corollary 1 4~<d(4(2p+ 1),4(2p+ 1) - 2, R). [] 
Theorem 4. Let n >>. 4 and let L be a subspace of Sn(ff~) containing a nonzero 
positive semidefinite matrix. I f  dim L ~> a(n)+ 2 then L contains a nonzero 
matrix of rank n - 2 or less. 
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Proof. Suppose first that L contains a positive definite matrix. Since our 
problem is invariant under congruence maps, we may assume the identity 
matrix I~ belongs to L. Let B1 = In,B2,. . .  ,B~ be a basis for L, and let L1 be the 
subspace of L spanned by B2,...  ,B~. Since dim Ll >1 a(n) + 1 we conclude 
from "Y~teorem 3 ~hat here ex'tsts ~ ~ At ~ L.~, having a mu'tt~o~e e'tgerwa~tue. An 
appropriate linear combination of In and A yields the desired result. 
Suppose now that there is no positive definite matrix in L. The following 
perturbation argumertt is used. Cottsider Sn(~) as art ~nner product space, 
equipped with the standard inner product defined by (A, B) = tr(AB). We can 
assume B~,B2,...  ,B~ is an orthonormal basis of L such that B~ is a positive 
semidefinite matrix. Given any I > O sufficiently small ~here xisls Bt (t) 6 S~(~) 
such that IlgJ(t)[I = 1; Bl(t) is positive definite; BI(t ) ,B2, . . . ,Br  are linearly 
independent and IIg~(l) - B~II ~ t. Applying the Gram-Schmidt process to 
BI( t ) ,B2, . . . ,B , ,  we obtain an orthonormal set Bl(t ) ,B2(t) , . . . ,B, ( t ) ,  and 
clearly Bj(1/rn) ~m~o~ By fo r j  = 1,2, . . . ,  r. Since Bt (t) is positive definite, there 
exists a matrix C(t), IIC(t)ll = 1, spanned by BI (t) . . . .  , B~(t) and of rank n - 2 
er less. Takittg art ag~ropr(a~e suhsequettce of  die sequence {C(~/m I } m=l,~. ~¢ 
get a mairix of |englh 1 and rank n - 2 or less in L, compleling "the proof. 
Corollary 1 and Theorem 4 leads us to ask the following: 
Question. Let n ~> 4. When d(n, n - 2, ~) = a(n) + 2? 
Note that if n _= 2 (mod 4) we have an affirmative answer, because a(n) = 2, 
while d(n, n - 2, ~) = 4. For n = 4 we have a negative answer (see Section 1). 
tFor other values of  n we do not ks-to~ tke_ax~swe~:. 
4. Estimate of d(4, 2, R) 
We showed in Section 2 that d(4, 3, I~) = 4 implying that d(4, 2, I~) /> 4. We 
i~(l ve t to~ 
] 'Beorm 3. I~e~ ~ '~e a pofl i~e "zn~egex z,~z~t "zeJ. ~---~.m. -LeJ. L "~e ~zny ¢z +1 
dimensional subspace of  Sn(R). Then L contains a nonzero matrix of  rank n - 2 
or ?ess. 
Proof. Suppose the theorem is false. For j = 1,2, . . .  let S / denote the unit 
sphere of R j+l. Let A1,A2,. . .  ,An+l be a basis of L, and fo ry  = (yi) E R n+l let 
A(y) = ~-~f+l 1 yiAi E L. 
For any x E S "-1 let B(x) be the matrix in M,.n+l (~) whose jth column is Ajx, 
1 ~<j ~< n + 1. We claim that B(x) has rank n. Otherwise there are linearly in- 
dependent vectors y,37 C R n+l such that B(x)y = B(x)p = 0, and this implies 
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that there exists a 2 dimensional subspace M~ of  L such that Cx = 0 for every 
C E M~. Since our problem is invariant under congruence, we may assume that 
x = en, the nth standard unit vector in ~.  This implies that the entries in the 
last row and column of C vanish for every C EMe.  As 
d(4m - 1,4m - 2, ~) = 2, there exists a nonzero matrix in Me° c L of  rank 
n - 2 or less, a contradiction. 
Thus, for any (fixed) x E S" i, the homogeneous linear system (in y) 
n+l 
B(x)y = ~yiA~x = 0 (6) 
i--I 
has a solution which is a line in ~"÷~. Consequently, this system has two so- 
lutions in S", and by our assumption on L it has a unique solution y E S" such 
that A(y) has at least n/2 = 2m positive eigenvalues. Denote this unique so- 
lution by y~. It is clear that this unique solution yx of  Eq. (6) is continuous in x. 
Define a continuous map q~ : S" i ___, S" by 
Clearly, ~o is a smooth map. Let { E S ~-~ and choose l to be a vector in the 
tangent space of S "-] at ~. We claim that the directional derivative 
z := d~0/d/(~) is different from 0, i.e. ~ is an immersion. Assume to the con- 
trary that z = 0. By making an orthogonal change of coordinates we may as- 
sume that {= (1 ,0 , . . . ,0 )  and /=(0 ,1 ,0 , . . . ,0 ) .  Eq.(6)  implies that 
B(~) = B1, B~y¢ = 0. Taking the partial derivative of Eq. (6) with respect o x2 
at ~ and using the assumption that z - -0  we obtain that B2y~ = 0. Thus, 
A(y{){ = A(y¢)l = 0, implying that rank (A(y~)) ~< n - 2, a contradiction. 
Since y x = yx the map <p is even. Moreover, we claim that ~o is 2 - 1, that is, 
if u E S" ] and ~0(u) = q~(x) then u = +x. Indeed, if u ¢ ix  then u and x are 
linearly independent, and both are in the kernel of  A(y~), implying that rank 
(A(y~)) ~< n - 2, a contradiction. 
Since the projective space lt~P n-l is obtained from S" 1 by identifying an- 
tipodal points, the map ~o induces an embedding ~ : ~P"-~ + S" which is not 
surjective. Hence there is an embedding from ~P"-J into g~, contradicting the 
fact that ~P" 1 cannot be embedded in ~" ([9], p. 108) (cf. also [12], Ch. II I , 
Corollary 2.2). [] 
Our results so far show that 4~<d(4,2,~)~<5. In [5] 
d(4, 2, ~) = 5. 
We obtain additional information on d(n, n - 2, ~). Define 
L0., = {A E S, (a) : t rA = 0} 
we show that 
For any subspace L of Sn(~) we denote by L ± its orthogonal complement. 
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Proposition 1. Let n >~ 4. Let m be the smallest positive integer such that 
m >. a(n) + 2 and every m dimensional subspaee o f  Lo,. contains a nonzero matrix 
~f  rank n - 2 or less. The~, d(n,n - 2 ,~!  = m. 
IProof. Coro[larv [ and the definition of  myieids that m ..< c((~. n - 2- Nil. Let_L 
~e att~ m d/mensfona~ su6space ofg~(~/.  ~eC ~aoO(u~ dearie (6~e c{cxsed c(xuve~ 
cone consisting of all positi'~e semidefinite ma'Lxices in S,(~}. If  
L ~ PSD(n) # {0} then L contains a nonzero matrix of rank n - 2 or less, by 
T'deorem 4. go we may assume tt iat/2{lPa-~hf = {'ff, . ~tttce/rSD'{ix~ ~ a se_tt: 
c'au~h cone. "n '~s'xnown 'trim Y~ corn;ires a .~oifir~e bFminema~):x. "32~erN~r~_ 
there exists P e M,(N) invertible such that 
In e PL±P ' = {PAU : A e L-}.  
lBut PLZ U = ,(,(U)-" LP-'r\ ~ . It follows tb.at ,(U)-'~_KP --~ io~ _a .m £t.im.e.r~sis-~----~t 
subspace of L<., so it (and therefore L as well) contains a nonzero matrix of 
rank n - 2 o~ less. Hence d(n, n - 2, '~) = m. E3 
larqtmsitioa 2. Fhe ffbggowinoe are e9uivagent: 
(i) d(4, 2, ~) = 5. 
(ii) Let m be the maximal number so that any m dimensional subspace L of  Lo,4 
satisfies the following property: There exists an orthogonal matrix Q e M4(~) 
such that the 1,1 and 2,2 entries o f  (ff AQ are equal for  every A e L. Then 
m=4.  
subspace of&(~}.  If L contains a nonzero positive semidefinit¢ matrix then by 
T'tteotem 4* K coam£as a. tm~o ~r£~:  o~ra~ 27 or ~e~. A~ume t.~t. L dges, 
not contain a nonzero positive semidefinite matrix. As in the proof Proposition 
1 there exists P e M4(E) so that £ := (Pt) - ILP i C Lo,4. Let Ll = Lo,4 N L ±. 
Then dim Ll = 5. By assumption, there exists an orthogonal matrix Q e M4(E) 
such that (Q'AQ} n = (Q~AQ):: for each A E L~, Let x and y be the first and 
second column vectors of  Q. Thett x,y ~ ~4, {ix{{2 = {{Y/{2 = 1 a~d x 2_ y. Also, 
xtAx = ytAy for each A e LI, implying that trA(xx t - yy') = 0 for each A e L1. 
Let B = xx' - YS. Then trB = 0, so B e [, since L( is generated by £ and/4. 
Hence d(4,2, E )= 4 contrary to (i). Therefore m~<4. Let L be any 4 
to L0,4. Then dimLi = 9 - dim L = 5. By Theorem 5 there exists 0 ¢ B e LI, 
such that rank B42.  Since t r8=0 we must have rank B=2,  and by 
multiplying B by an appropriate positive scalar we may assume the eigenvalues 
Q~BQ=diag(1, -1 ,0 ,0) .  Hence (gAQ),, = (QtAQ)22 for each A eL  and 
m=4.  
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(ii) ~ (i): Assume to the contrary that d(4, 2, ~) = 4. Let L be a 5 dimen- 
sional subspace of L0,4. Let L1 be its orthogonal complement relative to L0.4. As 
dimL1 =4 we deduce that there exists 0 ~ B E L~, such that rank B ~< 2. Repeat 
the above arguments to deduce the existence of an orthogonal matrix 
Q E M4(~) such that QtBQ = diag(1,-  1,0, 0). Hence (QXAQ)lt = (QtAQ)22 for 
each A E L. Thus m 1> 5, which is a contradiction. [] 
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