Generative models with both discrete and continuous latent variables are highly motivated by the structure of many real-world data sets. They present, however, subtleties in training often manifesting in the discrete latent being under leveraged. In this paper, we show that such models are more amenable to training when using the Optimal Transport framework of Wasserstein Autoencoders. We find our discrete latent variable to be fully leveraged by the model when trained, without any modifications to the objective function or significant fine tuning. Our model generates comparable samples to other approaches while using relatively simple neural networks, since the discrete latent variable carries much of the descriptive burden. Furthermore, the discrete latent provides significant control over generation.
Introduction
Unsupervised learning using generative latent variable models provides a powerful and general approach to learning the underlying, low-dimensional structure from large, unlabeled datasets. Perhaps the two most common techniques for training such models are Variational Autoencoders (VAEs) [17, 25] , and Generative Adversarial Networks (GANs) [8] . Both have advantages and disadvantages. VAEs provide a meaningful lower bound of the log likelihood that is stable under training as well as an encoding distribution from the data to the latent space. However, they generate blurry samples due to the VAE objective being unable to handle deterministic decoders and tractability requiring simple priors [11] . On the other hand, GANs naturally enable deterministic generative models with sharply defined samples, but their training procedure is much less stable [1] .
A relatively new approach to training generative models has emerged based on minimizing the Optimal Transport (OT) distance [29] between the generative model distribution and the data distribution. The OT approach provides a general framework for training generative models, which promises some of the best of both GANs and VAEs. Though interesting first results have been given in [2, 26, 27] , the OT approach to generative modelling is still nascent.
Our contributions are twofold: we seek both to improve generative modelling capabilities with discrete and continuous latent variables, and to show that training generative models with OT in particular cases can be significantly more effective than the traditional VAE approach.
Discrete latent-variable models are critical to the endeavor of unsupervised learning because of the ubiquity of discreteness in the natural world, and hence in the datasets that describe it. However, they are harder to train than their continuous counterparts. This has been tackled in a number of ways (e.g., directly mitigating high-variance discrete samples [7, 18] , parametrizing discrete distributions using continuous ones [13, 21, 28] , deliberate model design leveraging conjugacy [14] ).
However, even in the simple case where the number of mixtures is small enough that monte-carlo sampling from the discrete latent is avoidable, training can still be problematic. For example, in [5] a Gaussian-mixture latent-variable model (GM-LVM) was studied, and the authors were unable to train their model on MNIST using variational inference without substantially modifying the VAE objective. What appears to happen is that the model quickly learns to "hack" the VAE objective function by collapsing the discrete latent variational distribution. This problem only occurs in the unsupervised setting, as [16] are able to learn the discrete latent in the semi-supervised version of the same problem once they have labeled samples for the discrete latent to latch onto. This is discussed in more detail in Section 2.1.
The OT approach to training generative models (in particular the Wasserstein distance, discussed in Section 2.2) induces a weaker topology on the space of distributions, enabling easier convergence of distributions than in the case of VAEs [3] . Thus, one might conjecture that the OT approach would enable easier training of GM-LVMs than the VAE approach. We provide evidence that this is indeed the case, showing that GM-LVMs can be trained in the unsupervised setting on MNIST, and motivating further the value of OT in generative modelling.
Gaussian-Mixture Wasserstein Autoencoders
We consider a hierarchical generative model p G with two layers of latent variables, the highest one being discrete. Explicitly, if we denote the discrete latent k with density p D (D for discrete), and the continuous latent z with density p C (C for continuous), the generative model is given by:
In this work, we choose a categorical distribution p D = Cat(K) and a continuous distribution
We refer to this GM-LVM as a GM-VAE when it is trained as a VAE [17, 25] or GM-WAE when trained as a Wasserstein Autoencoder [27] (discussed in Section 2.2).
A prior structured as such is motivated when the data is expected to be composed of K different classes of objects. For example in images, while the data lie in a continuous and low dimensional manifold, each object that appears would be described by a separate mode within this manifold.
The difficulty of training GM-VAEs
Training GM-LVMs in the traditional VAE framework (GM-VAEs) would involve maximizing the evidence lower bound (ELBO) averaged over the data. Such models are empirically hard to train [5] . This is likely due to the fact that the discrete latent variational distribution learns on a completely different scale from the generative distribution, due to its simplicity. Consequently, the discrete latent variational distribution tends to instantly learn some unbalanced structure where its classes are meaningless in order to accommodate the untrained generative distribution. The generative model then learns around that structure, galvanizing the meaningless discrete distribution early in training.
We choose a variational distribution q(z, k|x) = q C (z|k, x)q D (k|x) to mirror the prior in Eq. (1) . With this, the ELBO can be written as follows:
The separation of the discrete D KL term is possible because the ELBO is evaluated separately for each data point, an attribute of VAEs that is not shared with WAEs.
Both the first and the second lines in Eq. (2) depend on q D (k|x). However, the term on the second line is much smaller than the above terms (it is bounded by log K for uniform p D over K classes, whereas the other terms are unbounded from above; though we will initialize the modes of q C to match those of the priors making the continuous KL term initially small as well). As a consequence, q D (k|x) will immediately shut off multiple k values (i.e., q D (k|x) = 0 ∀x and multiple ks) with large reconstruction loss, E q C (z|k,x) log p G (x|z) . This is shown in the top row of Figure 1 where within the first 20 training steps the reconstruction loss has substantially decreased ( Figure 1a ) by simply shutting off 4 values of k in q D (k|x) (Figure 1b ). In Figure 1a it can be seen that the discrete KL term increases drastically and concurrently with the decrease in reconstruction loss. However, this drastic increase in the discrete KL term is negligible since the term is multiple orders of magnitude smaller than the reconstruction term in the ELBO. All of this takes place in the first few training iterations; well before the generative model has learned to use its continuous latent (see Figure 1c) . Subsequently, on a slower timescale, the generative model starts to learn to reconstruct from its continuous latent, causing q C (z|k, x) to shift away from its prior toward a more-useful distribution to the generative model. This can be seen in Figure 1d through the growth of the continuous KL curve which takes place concurrently to the downturn of the reconstruction loss term. Figure 1f shows that after this transition, which in the case shown takes place within the first thousand training steps, the reconstructions from the model start to look more like MNIST digits.
While the generative model learns to use the continuous latent, the discrete distribution q D (k|x) never revives the k values that it shut off. This is because the generative model would not know how to use the z ∼ q C (z|k, x) values for those ks, implying a significant penalty in the reconstruction term of the ELBO. This is evidenced in Figure 1d by the discrete KL staying flat, and in Figure 1e where the columns corresponding to the shut off k values never repopulate.
We have discussed the difficulty in the convergence of GM-VAEs in detail using our specific implementation designed to mirror the GM-WAE of Section 2.2 (we also considered many other variants which performed similarly). Though the root cause of this difficulty has not been ascertained in generality, we expect it to be in part due to the per-data-point nature of the ELBO objective, in particular, the impact of KL divergence term on learning the variational distribution.
Optimal Transport facilitates training of GM-LVMs
The difficulty associated with training GM-VAEs may be interpreted as a problem of restricted convergence of a sequence of distributions, where the sequence is indexed by the training steps. If that were so, an objective function that induces a weaker topology might help GM-LVMs converge to a distribution that non-trivially uses its discrete latent variable. Hence, we are motivated to consider approaching the training of such models using the OT framework, and in particular the Wasserstein distance objective function. We do not attempt to make this connection rigorous. However, this was indeed the motivation for the authors to apply OT techniques to this problem.
Following the OT approach of [27] , we would like to minimize the 2-Wasserstein distance between the underlying data distribution (from which we have samples) and our GM-LVM, namely:
where P Z×K is the set of all joint distributions over z and k, such that q(z, k|x) = q C (z|k, x)q D (k|x) with q C and q D parametrized below. Any parametrization of q(z, k|x) reduces the search space of the infimum, so W † 2 is in fact an upper bound on the true 2-Wasserstein distance W 2 . We choose to model the "variational" distribution q(z, k|x) deliberately to mirror the structure of the prior, which differs from [22] who assume conditional independence between z|x and k|x.
Since the constrained infimum is intractable, a relaxed version of the 2-Wasserstein distance is introduced as follows:
which is equivalent to the original distance in the limit where λ → ∞. This equivalence requires only that D be a divergence. We use the Maximum Mean Discrepancy (MMD), as it is a distance on the space of densities [9] , and thus shares the properties of divergence functions, and it has an unbiased U-estimator [27] . Explicitly if K is a reproducing positive-definite kernel and is characteristic, then the MMD associated to K is given by
As in [27] , we used a mixture of inverse multiquadratic (IMQ) kernels with different bandwidth C i :
and we take C i ∈ [0.1, 0.2, 0.5, 1.0, 2.0, 5.0, 10.0] without tuning as was done in [26] . IMQ kernels have fatter tails than the classic radial basis function kernels, proving more useful early in training when the encoder has not yet learned to match the aggregated posterior with the prior. The choice of bandwidth for the kernel can be fickle, so we take a mixture of bandwidths reducing our sensitivity on any one choice (see [6, 10, 19] ).
The objective function for minimization is fully specified: the 2-Wasserstein distance W † 2 (p data , p G ). We now turn to specifying our parametrization of the model.
As mentioned briefly in Section 1, VAEs have the disadvantage that deterministic generative models cannot be used. As can be seen in Eq. (4), this is not the case for with the Wasserstein distance. Thus we parametrize the generative density p G (x|z) as a deterministic distribution x|z = g θ (z) where g θ is a function from the latent to the data space specified by a deep neural network. With the model parameterized as a neural network, we would simply minimize the objective function using stochastic gradient descent with automatic differentiation.
However, even with p θ G (x|z) parametrized, there is still an infimum and multiple expectations with respect to the variational distribution q(z, k|x) in the definition of the objective function. The infimum is approximated by parameterizing
and performing gradient descent to minimize the objective function with respect to {φ D , φ C } . This is an approximation since there is no guarantee that the infimum is achieved for any given parametric distribution.
To mirror the prior, we parameterize q φ C C (z|k, x) as a Gaussian with diagonal covariance for each different k. This parameterization allows for the use of the reparameterization trick [17, 25] in order to compute gradients with lower variance. To avoid the problem of back propagating through discrete variables, where the reparameterization trick is not possible, we choose to compute the expectation over the discrete distribution q φ D D (k|x) exactly, as MNIST modeling only requires a small number of classes making this expectation tractable (this assumption can be relaxed via [4, 13, 21] ).
As previously mentioned, the weakness of the induced topology on the space of distributions may be the underlying reason to expect optimizing the Wasserstein distance to overcome the issues with training VAEs presented in Section 2.1. With the model and objective function in hand, a less-abstract argument can be made in support of this claim.
Recall from Section 2.1 that the problem with the GM-VAE was that the objective function demands the various distributions be optimized at the individual data-point level. For example, the D KL q D (k|x)||p D (k) term in Eq. (2) breaks off completely and becomes irrelevant due to its size. This causes the q D (k|x) distribution to shut off k values early, which becomes galvanized as the generative model learns.
However, in posing the problem in terms of the most efficient way to move one distribution p G onto another p data , via the latent distribution q(z, k|x), the Wasserstein distance never demands the similarity of two distributions at the individual data-point level. Indeed, the E pdata in Eq. (4) is inside both the infimum and the divergence D. We expect that "aggregating" the posterior as such will allow q(z, k|x) (in particular, q D (k|x)) the flexibility to learn data-point specific information while still matching the prior on aggregate. Indeed, it is also found in [22] that when using an adversarial game to minimize the distance between an aggregated posterior and the prior, unsupervised training on MNIST with a discrete-continuous latent-variable model is highly successful.
Results
In this work we primarily seek to show the potential of GM-LVMs and how OT techniques are effective at enabling their training. Thus, we use relatively simple neural network architectures and train on MNIST.
We use a mixture of Gaussians for the prior, with 10 mixtures to represent the 10 digits in MNIST and a non-informative uniform prior over these mixtures. Namely, for each k ∈ {0, . . . , 9}:
where the µ 0 k are chosen to be mutually equidistant. We found that choosing dim(z) = 10 worked well. For each k, σ 0 k = σ 0 is chosen identically in order to admit ≈ 5% overlap between the 10 different Gaussian modes of the prior (i.e., the distance between any pair of means µ 0 k is 4σ 0 ).
For the variational distribution, we take q(z, k|x) = q C (z|k, x)q D (k|x) with
where each component is parametrized by a neural network. For π(x) a 2-layer DCGAN-style network [24] is used with largest convolution layer composed of 32 filters. The Guassian networks µ k (x), σ k (x) are taken to be 16-unit single-hidden-layer dense networks. Finally, for the generative model, we take p θ G (x|z) to be deterministic with x|z = g θ (z), using a 3-layer DCGAN-style network with smallest deconvolution layer composed of 128 filters.
The discrete-continuous structure in the variational distribution allows for relatively simple networks for the Gaussian latents, as each pair (µ k , σ k ) must only capture the structure of the data within the k-th mode. Thus by splitting the expressiveness of model between the continuous and the discrete latents, we can achieve good performance using simple encoding networks. For comparison, in [27] the generative model is a 4-layer DCGAN-style network with 1028 filters in its largest convolution.
We used batch normalisation [12] , ReLU activation functions after each hidden layer in both the encoder and the decoder network, as well as Adam for optimization [15] with a learning rate of 0.0008. As in [27] , we find that λ = 10 works well. The (µ k , σ k ) networks are pretrained to match the prior moments, which accelerates training and improves stability (this was also done for GM-VAE in Section 2.1).
Reconstructions and samples
Our implementation of GM-WAE is able to reconstruct MNIST digits from its latent variables very well. In Figure 2a example data points from the held-out test set are shown on the odd rows, with their reconstructions on the respective rows below. The encoding of the input points is a two step process, first determining in which mode to encode the input via the discrete latent, and then drawing the continuous encoding from the corresponding mode. Samples from the GM-WAE are shown in Figure 2b and 2c. Since the discrete prior p D (k) is uniform, we can sample evenly across the ks in order from 0 through 9, while still displaying representative samples from p(z, k) = p C (z|k)p D (k). Again, this shows how the GM-WAE learns to leverage the structure of the prior, whereas the GM-VAE results in the collapse of the several modes of the prior.
GM-WAE has a smooth manifold structure in its latent variables. In Figure 3a the reconstructions of a linear interpolation with uniform step size in the continuous latent space is shown between pairs of data points. This compares similarly to other WAE and VAE approaches to MNIST. In Figure 3b a linear interpolation is performed between the prior mode µ 0 2 , and the other nine prior modes µ 0 k =2 . This not only shows the smoothness of the learned latent manifold in all directions around a single mode of the prior, but also shows that the variatonal distribution has learned to match the modes of the prior. As one would hope given the suitability of a 10-mode GM-LVM to MNIST, almost every mode of the prior now represents a different digit. This level of control built into the prior requires not only a multi-modal prior, but also a training procedure that actually leverages the structure in both the prior and variational distribution, which seems to not be the case for VAEs (see Section 2.1).
The quality of samples from our GM-WAE is related to the ability of the encoder networks to match the prior distribution. Figure 2c and 3b demonstrate that the latent manifold learned is similar to the prior. Near the modes of the prior the samples are credible handwritten digits, with the encoder networks able to capture the structure within each mode of the data manifold (variation within each column) and clearly separate each different mode (variation between rows).
We have argued that the VAE objective itself was responsible for the collapse of certain k values in the discrete variational distribution, and that this was due to the per-data-point nature of the KL divergence in the VAE objective. To test this hypothesis, and to compare directly our trained WAE with the equivalent VAE that was discussed in Section 2.1, we initialize the VAE with the parameters of the final trained WAE and train it according to the VAE objective. At initialization, the VAE with trained WAE parameters produces high quality samples and reconstructions (see Figure 4a) . However, after a few hundred iterations, the reconstructions deteriorate significantly as shown in Figure 4b (further training does not improve these). The learning curves over the period of training between Figure 4a and 4b are shown in Figure 4c , where the cause of the performance deterioration is clear: the continuous KL term in the VAE objective is multiple orders of magnitude larger than the reconstruction term, causing optimization to sacrifice reconstruction to reduce this KL term. Of course, the approximate posterior aggregated over the data will not be far from the prior as that distance is minimized in the WAE objective. However, this is not enough to ensure the VAE KL divergence term (for the continuous latent) is small, resulting in poor performance by the VAE as compared to the WAE.
Overall, the results for GM-WAE are qualitatively competitive with other approaches [27] , despite a relatively low-complexity implementation. Moreover, given the improved latent-variable structure of the model, such a generative model provides more control over generation and inference.
Latent variable fidelity
In the previous section, it was shown that GM-WAE is able to both reconstruct data and generate new samples meaningfully from the prior distribution. We now turn to studying the variational distributions directly, including with how much fidelity a given class of digits is paired with a given discrete latent.
Consider first the discrete distribution q D (k|x) shown in Figure 5a , where E {x|label(x)= } q D (k|x) is shown in row . From the staircase structure, it is clear that this distribution learns to approximately assign each discrete latent value k to a different class of digit. However, it does not do so perfectly. This is expected as the GM-WAE seeks only to reconstruct the data from its encoding, not to encode it in any particular way. However, this does not mean GM-WAE is failing to use its discrete latent effectively. Indeed, when comparing Figure 2c and Figure 5a , a meaningful source of overlap between different values of k and a single digit class can be seen. For example, in Figure 5a the digit 9 is assigned partially to k = 0, k = 4, and k = 9. In Figure 2c , 9s drawn with a big-round loop are similar to digit 0, 9s with a small loop and long tail are similar to digit 7, and 9s with a balanced-size loop and tail are similar to digit 4. A similar discussion holds for 3s and 5s as well. 
dimensionally reduced using UMAP [23] . 1000 encoded test-set digits and 1000 samples from the prior are used. Samples a colored by the digit label.
To assess the digit-class fidelity of the discrete encoder more quantitatively, we calculate the accuracy of the digit-class assignment according to q D (k|x). To assign a digit-class label to each k value, we follow a similar protocol to that of [22] : we assign the digit-class label to the k value that maximizes the average discrete latent for that class, in decreasing order of that maximum. With this simple assignment protocol, our GM-WAE achieves an accuracy on the held-out test set of 76%. For reference, basic K-means clustering [20] achieves 50-60%, and [22] achieve 90% (using 16 discrete classes, and substantially different model and training procedure).
Another way to study the latent variable structure of GM-WAE is to consider dimensionally reduced visualizations of the continuous latent z. In Figure 5b such a visualization is shown using UMAP [23] . Distinct clusters can indeed be seen in the prior and in the samples from q C (z|k, x). Though the clusters of z ∼ q C (z|k, x) do not fully align with those from the prior z ∼ p D (z|k), they maintain significant overlap. The samples from q C (z|k, x) in Figure 5b are colored according to the true digit labels, and show how GM-WAE learned to assign the digits to the different clusters. In particular, the 4 / 9 cluster is clearly overlapping, as seen in Figures 5a, 2b and 2c.
In this section we have see that the GM-WAE model is highly suited to the problem under study. It reconstructs data and provides meaningful samples, it effectively uses both discrete and continuous variational distributions, all while maintaining close proximity between the variational distribution and the prior.
Conclusions
We have studied an unsupervised generative model with a mixture of Gaussians latent variable structure, very well suited for data sets containing discrete classes of objects with continuous variation within each class. We discussed why such models are difficult to train in the Variational Autoencoder framework, and showed that a natural framework for training such models is given by Optimal Transport, in particular the Wasserstein Autoencoder. We found promising results training our model on MNIST, and demonstrated the additional control available to a highly structured model with both discrete and continuous latent variables. We hope this motivates further study of the exciting but nascent field of Optimal Transport in generative modeling. 
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