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Abstract
From an image of a person in action, we can easily guess
the 3D motion of the person in the immediate past and fu-
ture. This is because we have a mental model of 3D hu-
man dynamics that we have acquired from observing vi-
sual sequences of humans in motion. We present a frame-
work that can similarly learn a representation of 3D dy-
namics of humans from video via a simple but effective tem-
poral encoding of image features. At test time, from video,
the learned temporal representation give rise to smooth 3D
mesh predictions. From a single image, our model can
recover the current 3D mesh as well as its 3D past and
future motion. Our approach is designed so it can learn
from videos with 2D pose annotations in a semi-supervised
manner. Though annotated data is always limited, there
are millions of videos uploaded daily on the Internet. In
this work, we harvest this Internet-scale source of unla-
beled data by training our model on unlabeled video with
pseudo-ground truth 2D pose obtained from an off-the-shelf
2D pose detector. Our experiments show that adding more
videos with pseudo-ground truth 2D pose monotonically im-
proves 3D prediction performance. We evaluate our model,
Human Mesh and Motion Recovery (HMMR), on the re-
cent challenging dataset of 3D Poses in the Wild and obtain
state-of-the-art performance on the 3D prediction task with-
out any fine-tuning. The project website with video, code,
and data can be found at https://akanazawa.github.io/
human_dynamics/.
1. Introduction
Consider the image of the baseball player mid-swing in
Figure 1. Even though we only see a flat two-dimensional
picture, we can infer the player’s 3D pose, as we can easily
imagine how his knees bend and arms extend in space. Fur-
thermore, we can also infer his motion in the surrounding
moments as he swings the bat through. We can do this be-
cause we have a mental model of 3D human dynamics that
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Figure 1: 3D motion prediction from a single image. We pro-
pose a method that, given a single image of a person, predicts the
3D mesh of the person’s body and also hallucinates the future and
past motion. Our method can learn from videos with only 2D pose
annotations in a semi-supervised manner. Note our training set
does not have any ground truth 3D pose sequences of batting mo-
tion. Our model also produces smooth 3D predictions from video
input.
we have acquired from observing many examples of people
in motion.
In this work, we present a computational framework that
can similarly learn a model of 3D human dynamics from
video. Given a temporal sequence of images, we first ex-
tract per-image features, and then train a simple 1D tem-
poral encoder that learns a representation of 3D human dy-
namics over a temporal context of image features. We force
this representation to capture 3D human dynamics by pre-
dicting not only the current 3D human pose and shape, but
also changes in pose in the nearby past and future frames.
We transfer the learned 3D dynamics knowledge to static
images by learning a hallucinator that can hallucinate the
temporal context representation from a single image fea-
ture. The hallucinator is trained in a self-supervised manner
using the actual output of the temporal encoder. Figure 2
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 ˜t
<latexit sha1_base64="YxZtj7szTsjptpFLnLDSbhvZRT0=">AAAB9nicbZDLSsNAFIZPvNZ4qwpu3ARLwVVJ3Oiy6 MZlC/YCTayTybQdOpmEmROxhL6HK0FB3Pourtz4LE4vC239YeDjP+dwzvxhKrhG1/2yVlbX1jc2C1v29s7u3n7x4LCpk0xR1qCJSFQ7JJoJLlkDOQrWThUjcShYKxxeT+qtB6Y0T+QtjlIWxKQveY9Tgsa685GLiOV+bcDHXewWS27FncpZBm8Ope px/fseAGrd4qcfJTSLmUQqiNYdz00xyIlCTgUb22U/0ywldEj6rGNQkpjpIJ+ePXbKxomcXqLMk+hMXfvXRE5irUdxaDpjggO9WJuY/9U6GfYug5zLNEMm6WxRLxMOJs4kAyfiilEUIwOEKm6OdeiAKELRJGWbFLzFPy9D87ziGa6bOK5gpgKcwCm cgQcXUIUbqEEDKCh4ghd4tR6tZ+vNep+1rljzmSP4I+vjB9eGlMg=</latexit><latexit sha1_base64="cOxf9eqmOEG1rWNYURGihHbWyg4=">AAAB9nicbZDLSsNAFIYnXmu8VQU3bgZLwVVJ3Oiy1 I3LFuwFmlgmk0k7dDIJMydiCX0PV4KCuBJ8CN/AlRufxelloa0/DHz85xzOmT9IBdfgOF/Wyura+sZmYcve3tnd2y8eHLZ0kinKmjQRieoERDPBJWsCB8E6qWIkDgRrB8OrSb19x5TmibyBUcr8mPQljzglYKxbD7gIWe7VB3zcg16x5FScqfAyuH MoVY8b3/yt9lHvFT+9MKFZzCRQQbTuuk4Kfk4UcCrY2C57mWYpoUPSZ12DksRM+/n07DEuGyfEUaLMk4Cnrv1rIiex1qM4MJ0xgYFerE3M/2rdDKJLP+cyzYBJOlsUZQJDgicZ4JArRkGMDBCquDkW0wFRhIJJyjYpuIt/XobWecU13DBx1NBMBXS CTtEZctEFqqJrVEdNRJFCD+gJPVv31qP1Yr3OWles+cwR+iPr/QcqkpaE</latexit><latexit sha1_base64="cOxf9eqmOEG1rWNYURGihHbWyg4=">AAAB9nicbZDLSsNAFIYnXmu8VQU3bgZLwVVJ3Oiy1 I3LFuwFmlgmk0k7dDIJMydiCX0PV4KCuBJ8CN/AlRufxelloa0/DHz85xzOmT9IBdfgOF/Wyura+sZmYcve3tnd2y8eHLZ0kinKmjQRieoERDPBJWsCB8E6qWIkDgRrB8OrSb19x5TmibyBUcr8mPQljzglYKxbD7gIWe7VB3zcg16x5FScqfAyuH MoVY8b3/yt9lHvFT+9MKFZzCRQQbTuuk4Kfk4UcCrY2C57mWYpoUPSZ12DksRM+/n07DEuGyfEUaLMk4Cnrv1rIiex1qM4MJ0xgYFerE3M/2rdDKJLP+cyzYBJOlsUZQJDgicZ4JArRkGMDBCquDkW0wFRhIJJyjYpuIt/XobWecU13DBx1NBMBXS CTtEZctEFqqJrVEdNRJFCD+gJPVv31qP1Yr3OWles+cwR+iPr/QcqkpaE</latexit><latexit sha1_base64="CwrTqZMGxBWyDA1kkukXZWSs6EU=">AAAB9nicbZBNS8NAEIYnftb4VfXoJVgKnkriRY9FL x4r2A9oYtlsNu3SzSbsTsQS+j88CQri1f/iyX/jts1BW19YeHhnhpl9w0xwja77ba2tb2xubVd27N29/YPD6tFxR6e5oqxNU5GqXkg0E1yyNnIUrJcpRpJQsG44vpnVu49MaZ7Ke5xkLEjIUPKYU4LGevCRi4gVfmvEpwMcVGtuw53LWQWvhBqUag 2qX36U0jxhEqkgWvc9N8OgIAo5FWxq1/1cs4zQMRmyvkFJEqaDYn721KkbJ3LiVJkn0Zm79q+JgiRaT5LQdCYER3q5NjP/q/VzjK+CgsssRybpYlGcCwdTZ5aBE3HFKIqJAUIVN8c6dEQUoWiSsk0K3vKfV6Fz0fAM37m15nWZRwVO4QzOwYNLaMI ttKANFBQ8wyu8WU/Wi/VufSxa16xy5gT+yPr8AUcJkuM=</latexit>
 t
<latexit sha1_base64="zpzSF7cTTwCmJ5I3oZtSAc9ljaU=" >AAAB7nicbZC7SgNBFIbPxltcb1FLLQZDwCrs2mgZtLFMwFwgWcLsZDYZM7s7zJwVQsg7WAkKYusj+B5Wdj6Kk0uhiT8MfPznHOac P1RSGPS8Lye3tr6xuZXfdnd29/YPCodHDZNmmvE6S2WqWyE1XIqE11Gg5C2lOY1DyZvh8GZabz5wbUSa3OFI8SCm/UREglG0VqOjB qKL3ULRK3szkVXwF1CsnH7UvgGg2i18dnopy2KeIJPUmLbvKQzGVKNgkk/cUiczXFE2pH3etpjQmJtgPFt3QkrW6ZEo1fYlSGau+2 tiTGNjRnFoO2OKA7Ncm5r/1doZRlfBWCQqQ56w+UdRJgmmZHo76QnNGcqRBcq0sMsSNqCaMrQJuTYFf/nmVWhclH3LNRvHNcyVhx M4g3Pw4RIqcAtVqAODe3iEZ3hxlPPkvDpv89acs5g5hj9y3n8AGQmRkg==</latexit><latexit sha1_base64="9nYBMlGfve6uI1hOcZr3w4r4NwA=" >AAAB7nicbZDLSgMxFIbPeK3jrepSkWApuCozbnRZdOOyBXuBdiiZNNPGZjIhyQhl6NK9K0FB3PoIfQ9XPoMvYXpZaOsPgY//nEPO +UPJmTae9+WsrK6tb2zmttztnd29/fzBYV0nqSK0RhKeqGaINeVM0JphhtOmVBTHIaeNcHAzqTceqNIsEXdmKGkQ455gESPYWKvel n3WMZ18wSt5U6Fl8OdQKJ+Mq9+Pp+NKJ//Z7iYkjakwhGOtW74nTZBhZRjhdOQW26mmEpMB7tGWRYFjqoNsuu4IFa3TRVGi7BMGTV 3310SGY62HcWg7Y2z6erE2Mf+rtVITXQUZEzI1VJDZR1HKkUnQ5HbUZYoSw4cWMFHMLotIHytMjE3ItSn4izcvQ/2i5Fuu2jiuYa YcHMMZnIMPl1CGW6hADQjcwxO8wKsjnWfnzXmfta4485kj+CPn4wf4pZL4</latexit><latexit sha1_base64="9nYBMlGfve6uI1hOcZr3w4r4NwA=" >AAAB7nicbZDLSgMxFIbPeK3jrepSkWApuCozbnRZdOOyBXuBdiiZNNPGZjIhyQhl6NK9K0FB3PoIfQ9XPoMvYXpZaOsPgY//nEPO +UPJmTae9+WsrK6tb2zmttztnd29/fzBYV0nqSK0RhKeqGaINeVM0JphhtOmVBTHIaeNcHAzqTceqNIsEXdmKGkQ455gESPYWKvel n3WMZ18wSt5U6Fl8OdQKJ+Mq9+Pp+NKJ//Z7iYkjakwhGOtW74nTZBhZRjhdOQW26mmEpMB7tGWRYFjqoNsuu4IFa3TRVGi7BMGTV 3310SGY62HcWg7Y2z6erE2Mf+rtVITXQUZEzI1VJDZR1HKkUnQ5HbUZYoSw4cWMFHMLotIHytMjE3ItSn4izcvQ/2i5Fuu2jiuYa YcHMMZnIMPl1CGW6hADQjcwxO8wKsjnWfnzXmfta4485kj+CPn4wf4pZL4</latexit><latexit sha1_base64="A9v7Yho0J3Vycl7k4qnDpjzaCKs=" >AAAB7nicbZBNS8NAEIYn9avGr6pHL4ul4KkkXvRY9OKxgv2ANpTNdtOu3WzC7kQoof/Bk6AgXv0/nvw3btsctPWFhYd3ZtiZN0yl MOh5305pY3Nre6e86+7tHxweVY5P2ibJNOMtlshEd0NquBSKt1Cg5N1UcxqHknfCye283nni2ohEPeA05UFMR0pEglG0VrufjsUAB 5WqV/cWIuvgF1CFQs1B5as/TFgWc4VMUmN6vpdikFONgkk+c2v9zPCUsgkd8Z5FRWNugnyx7ozUrDMkUaLtU0gWrvtrIqexMdM4tJ 0xxbFZrc3N/2q9DKPrIBcqzZArtvwoyiTBhMxvJ0OhOUM5tUCZFnZZwsZUU4Y2Idem4K/evA7ty7pv+d6rNm6KPMpwBudwAT5cQQ PuoAktYPAIz/AKb07qvDjvzseyteQUM6fwR87nDwbKj00=</latexit>
⇥t
<latexit sha1_base64="9Er9xph29VfvuljExoTBuuBLjtk=">AAAB8HicbZC7SgNBFIbPxluMt6hgYzMY AlZh10bLoI1lArlBssTZyWwyZHZ2mTkrhCUvYSUoiK2vY2Xjszi5FJr4w8DHf85hzvmDRAqDrvvl5DY2t7Z38ruFvf2Dw6Pi8UnLxKlmvMliGetOQA2XQvEmCpS8k2hOo0DydjC+m9Xbj1wbEasGThLuR3SoRCgYRWt1eo0 RR9rHfrHkVty5yDp4SyhVz+rfDwBQ6xc/e4OYpRFXyCQ1puu5CfoZ1SiY5NNCuZcanlA2pkPetahoxI2fzReekrJ1BiSMtX0Kydwt/JrIaGTMJApsZ0RxZFZrM/O/WjfF8MbPhEpS5IotPgpTSTAms+vJQGjOUE4sUKaFX ZawEdWUoc2oYFPwVm9eh9ZVxbNct3HcwkJ5OIcLuAQPrqEK91CDJjCQ8AQv8Opo59l5c94XrTlnOXMKf+R8/AD435H7</latexit><latexit sha1_base64="T+4nYmw7D/gEykujfSalVjcj4V8=">AAAB8HicbZDJSgNBEIZ74hbHLSp48dIY Ap7CjBc9hnjxmEA2SIbQ06lJmvQsdNcIYchLeBIUxKvgW/gGnrz4LHaWgyb+0PDxVxVd9fuJFBod58vKbWxube/kd+29/YPDo8LxSUvHqeLQ5LGMVcdnGqSIoIkCJXQSBSz0JbT98e2s3r4HpUUcNXCSgBeyYSQCwRkaq9N rjABZH/uFolN25qLr4C6hWDmrf4v36ketX/jsDWKehhAhl0zrrusk6GVMoeASpnapl2pIGB+zIXQNRiwE7WXzhae0ZJwBDWJlXoR07tq/JjIWaj0JfdMZMhzp1drM/K/WTTG48TIRJSlCxBcfBamkGNPZ9XQgFHCUEwOMK 2GWpXzEFONoMrJNCu7qzevQuiq7husmjipZKE/OyQW5JC65JhVyR2qkSTiR5IE8kWdLWY/Wi/W6aM1Zy5lT8kfW2w9L65O3</latexit><latexit sha1_base64="T+4nYmw7D/gEykujfSalVjcj4V8=">AAAB8HicbZDJSgNBEIZ74hbHLSp48dIY Ap7CjBc9hnjxmEA2SIbQ06lJmvQsdNcIYchLeBIUxKvgW/gGnrz4LHaWgyb+0PDxVxVd9fuJFBod58vKbWxube/kd+29/YPDo8LxSUvHqeLQ5LGMVcdnGqSIoIkCJXQSBSz0JbT98e2s3r4HpUUcNXCSgBeyYSQCwRkaq9N rjABZH/uFolN25qLr4C6hWDmrf4v36ketX/jsDWKehhAhl0zrrusk6GVMoeASpnapl2pIGB+zIXQNRiwE7WXzhae0ZJwBDWJlXoR07tq/JjIWaj0JfdMZMhzp1drM/K/WTTG48TIRJSlCxBcfBamkGNPZ9XQgFHCUEwOMK 2GWpXzEFONoMrJNCu7qzevQuiq7husmjipZKE/OyQW5JC65JhVyR2qkSTiR5IE8kWdLWY/Wi/W6aM1Zy5lT8kfW2w9L65O3</latexit><latexit sha1_base64="m+ij0O8yLboSeLZ1P+ooz2HDu7Y=">AAAB8HicbZBNS8NAEIYn9avGr6pHL4ul 4KkkXvRY9OKxQr+gDWWz3bRLN5uwOxFK6J/wJCiIV/+OJ/+N2zYHbX1h4eGdGXbmDVMpDHret1Pa2t7Z3SvvuweHR8cnldOzjkkyzXibJTLRvZAaLoXibRQoeS/VnMah5N1wer+od5+4NiJRLZylPIjpWIlIMIrW6g1aE45 0iMNK1at7S5FN8AuoQqHmsPI1GCUsi7lCJqkxfd9LMcipRsEkn7u1QWZ4StmUjnnfoqIxN0G+XHhOatYZkSjR9ikkS9f9NZHT2JhZHNrOmOLErNcW5n+1fobRbZALlWbIFVt9FGWSYEIW15OR0JyhnFmgTAu7LGETqilDm 5FrU/DXb96EznXdt/zoVRt3RR5luIBLuAIfbqABD9CENjCQ8Ayv8OZo58V5dz5WrSWnmDmHP3I+fwBoYpAW</latexit>
L2D
<latexit sha1_base64="OyrVITtkEMB1RFI6BhI78ae7Hbo=">AAAB9XicbZC7SgNBFIbPeo3rLSrY2CyGgFXYTaNlUAsLiwTMBZIlzk5mky GzF2fOqmHZ57ASFMTWh7Gy8VmcXApN/GHg4z/ncM78Xiy4Qtv+MpaWV1bX1nMb5ubW9s5ufm+/oaJEUlankYhkyyOKCR6yOnIUrBVLRgJPsKY3vBjXm/dMKh6FNziKmRuQfsh9Tglqy73uph1kj5iWL7Osmy/YJXsiaxGcGRQqh7XvWwCodvOfnV5Ek4CFSAVRqu3YMbopkcipYJlZ7CSKxYQO SZ+1NYYkYMpNJ1dnVlE7PcuPpH4hWhPX/DWRkkCpUeDpzoDgQM3XxuZ/tXaC/pmb8jBOkIV0ushPhIWRNY7A6nHJKIqRBkIl18dadEAkoaiDMnUKzvyfF6FRLjmaazqOc5gqB0dwDCfgwClU4AqqUAcKd/AEL/BqPBjPxpvxPm1dMmYzB/BHxscP48eUOg==</latexit><latexit sha1_base64="khxdSC0fCW5vZgJR/JYh+qZ0EBk=">AAAB9XicbZC7SgNBFIZnvcZ4iwo2NoMhYBV202gZooWFRQLmAskSZiezyZ DZ2XXmrBqWfQ4rQUHsxJfwDaxsfBYnl0ITfxj4+M85nDO/Fwmuwba/rKXlldW19cxGdnNre2c3t7ff0GGsKKvTUISq5RHNBJesDhwEa0WKkcATrOkNz8f15i1TmofyGkYRcwPSl9znlICx3Ktu0gF2D0npIk27ubxdtCfCi+DMIF8+rH3zt8pHtZv77PRCGgdMAhVE67ZjR+AmRAGngqXZQifW LCJ0SPqsbVCSgGk3mVyd4oJxetgPlXkS8MTN/ppISKD1KPBMZ0BgoOdrY/O/WjsG/8xNuIxiYJJOF/mxwBDicQS4xxWjIEYGCFXcHIvpgChCwQSVNSk4839ehEap6BiumTgqaKoMOkLH6AQ56BSV0SWqojqi6AY9oCf0bN1Zj9aL9TptXbJmMwfoj6z3HzbTlfY=</latexit><latexit sha1_base64="khxdSC0fCW5vZgJR/JYh+qZ0EBk=">AAAB9XicbZC7SgNBFIZnvcZ4iwo2NoMhYBV202gZooWFRQLmAskSZiezyZ DZ2XXmrBqWfQ4rQUHsxJfwDaxsfBYnl0ITfxj4+M85nDO/Fwmuwba/rKXlldW19cxGdnNre2c3t7ff0GGsKKvTUISq5RHNBJesDhwEa0WKkcATrOkNz8f15i1TmofyGkYRcwPSl9znlICx3Ktu0gF2D0npIk27ubxdtCfCi+DMIF8+rH3zt8pHtZv77PRCGgdMAhVE67ZjR+AmRAGngqXZQifW LCJ0SPqsbVCSgGk3mVyd4oJxetgPlXkS8MTN/ppISKD1KPBMZ0BgoOdrY/O/WjsG/8xNuIxiYJJOF/mxwBDicQS4xxWjIEYGCFXcHIvpgChCwQSVNSk4839ehEap6BiumTgqaKoMOkLH6AQ56BSV0SWqojqi6AY9oCf0bN1Zj9aL9TptXbJmMwfoj6z3HzbTlfY=</latexit><latexit sha1_base64="MfecKP0L89FTGDwLyzhlJ+ZbK+E=">AAAB9XicbZBNS8NAEIY3ftb4VfXoJVgKnkrSix6LevDgoYL9gDaUzXbaLt 1s4u5ELSG/w5OgIF79MZ78N27bHLT1hYWHd2aY2TeIBdfout/Wyura+sZmYcve3tnd2y8eHDZ1lCgGDRaJSLUDqkFwCQ3kKKAdK6BhIKAVjC+n9dYDKM0jeYeTGPyQDiUfcEbRWP5NL+0iPGFavcqyXrHkVtyZnGXwciiRXPVe8avbj1gSgkQmqNYdz43RT6lCzgRkdrmbaIgpG9MhdAxKGoL2 09nVmVM2Tt8ZRMo8ic7MtX9NpDTUehIGpjOkONKLtan5X62T4ODcT7mMEwTJ5osGiXAwcqYROH2ugKGYGKBMcXOsw0ZUUYYmKNuk4C3+eRma1Ypn+NYt1S7yPArkmJyQU+KRM1Ij16ROGoSRe/JMXsmb9Wi9WO/Wx7x1xcpnjsgfWZ8/U0qSVQ==</latexit>
Ladv prior
<latexit sha1_base64="dHvDZOPuvjk4uSDFmJVrrzdsFns=">AAAB/nicbZC7SgNBFIbPeo3rLV46m8EYsAq7NloGbSwsIpgLJGGZnUySIb MXZs4G4xLwUawEBbETS9/Bygexd3IpNPGHgY//nMM58/uxFBod58taWFxaXlnNrNnrG5tb29md3YqOEsV4mUUyUjWfai5FyMsoUPJarDgNfMmrfu9iVK/2udIiCm9wEPNmQDuhaAtG0Vhedv/KSxvIbzGlrT6JlYjUcOhlc07BGYvMgzuFXPHo++0DAEpe9rPRilgS8BCZpFrXXSfGZkoVCib50 M43Es1jynq0w+sGQxpw3UzH5w9J3jgt0o6UeSGSsWv/mkhpoPUg8E1nQLGrZ2sj879aPcH2WTMVYZwgD9lkUTuRBCMyyoK0hOIM5cAAZUqYYwnrUkUZmsRsk4I7++d5qJwUXMPXJo5zmCgDB3AIx+DCKRThEkpQBgZ38ABP8GzdW4/Wi/U6aV2wpjN78EfW+w9y+Zis</latexit><latexit sha1_base64="leEpfJSi2FVEXZMBXLzvzLedcAk=">AAAB/nicbZC7SgNBFIZnvcaNl/XS2QzGgFXYtdEyaGNhEcFcIAnL7GQ2GT J7YeZsMC4LPoqVoCB2Yu8jWPkgWju5FJr4w8DHf87hnPm9WHAFtv1pLCwuLa+s5tbM/PrG5pa1vVNTUSIpq9JIRLLhEcUED1kVOAjWiCUjgSdY3eufj+r1AZOKR+E1DGPWDkg35D6nBLTlWnuXbtoCdgMp6QxwLHkks8y1CnbJHgvPgzOFQvnw6/V9kP+uuNZHqxPRJGAhUEGUajp2DO2USOBUs MwsthLFYkL7pMuaGkMSMNVOx+dnuKidDvYjqV8IeOyavyZSEig1DDzdGRDoqdnayPyv1kzAP22nPIwTYCGdLPITgSHCoyxwh0tGQQw1ECq5PhbTHpGEgk7M1Ck4s3+eh9pxydF8peM4QxPl0D46QEfIQSeojC5QBVURRbfoHj2iJ+POeDCejZdJ64IxndlFf2S8/QBtE5om</latexit><latexit sha1_base64="leEpfJSi2FVEXZMBXLzvzLedcAk=">AAAB/nicbZC7SgNBFIZnvcaNl/XS2QzGgFXYtdEyaGNhEcFcIAnL7GQ2GT J7YeZsMC4LPoqVoCB2Yu8jWPkgWju5FJr4w8DHf87hnPm9WHAFtv1pLCwuLa+s5tbM/PrG5pa1vVNTUSIpq9JIRLLhEcUED1kVOAjWiCUjgSdY3eufj+r1AZOKR+E1DGPWDkg35D6nBLTlWnuXbtoCdgMp6QxwLHkks8y1CnbJHgvPgzOFQvnw6/V9kP+uuNZHqxPRJGAhUEGUajp2DO2USOBUs MwsthLFYkL7pMuaGkMSMNVOx+dnuKidDvYjqV8IeOyavyZSEig1DDzdGRDoqdnayPyv1kzAP22nPIwTYCGdLPITgSHCoyxwh0tGQQw1ECq5PhbTHpGEgk7M1Ck4s3+eh9pxydF8peM4QxPl0D46QEfIQSeojC5QBVURRbfoHj2iJ+POeDCejZdJ64IxndlFf2S8/QBtE5om</latexit><latexit sha1_base64="qYwfsNcmUzKSq5Ibfil3AT+H8Mc=">AAAB/nicbZDLSsNAFIYnXmu8xcvOzWApuCqJG10W3bhwUcFeoA1hMpm0Qy cXZk6KNQR8FFeCgrj1PVz5Nk7bLLT1h4GP/5zDOfP7qeAKbPvbWFldW9/YrGyZ2zu7e/vWwWFbJZmkrEUTkciuTxQTPGYt4CBYN5WMRL5gHX90Pa13xkwqnsT3MEmZG5FBzENOCWjLs45vvbwP7AFyEoxxKnkii8Kzqnbdngkvg1NCFZVqetZXP0hoFrEYqCBK9Rw7BTcnEjgVrDBr/UyxlNARG bCexphETLn57PwC17QT4DCR+sWAZ675ayInkVKTyNedEYGhWqxNzf9qvQzCSzfncZoBi+l8UZgJDAmeZoEDLhkFMdFAqOT6WEyHRBIKOjFTp+As/nkZ2ud1R/OdXW1clXlU0Ak6RWfIQReogW5QE7UQRY/oGb2iN+PJeDHejY9564pRzhyhPzI+fwClupXd</latexit>
L3D
<latexit sha1_base64="aTM0z4+YIn68/dJKGnGukKtq/28=">AAAB9XicbZC7SgNBFIbPeo3rLSrY2CyGgFXY1ULLoBYWFgmYCyRLnJ3MJkNmL 86cVcOyz2ElKIitD2Nl47M4uRSa+MPAx3/O4Zz5vVhwhbb9ZSwsLi2vrObWzPWNza3t/M5uXUWJpKxGIxHJpkcUEzxkNeQoWDOWjASeYA1vcDGqN+6ZVDwKb3AYMzcgvZD7nBLUlnvdSdvIHjE9ucyyTr5gl+yxrHlwplAo71e/bwGg0sl/trsRTQIWIhVEqZZjx+imRCKngmVmsZ0oFhM6ID3W0hiSg Ck3HV+dWUXtdC0/kvqFaI1d89dESgKlhoGnOwOCfTVbG5n/1VoJ+mduysM4QRbSySI/ERZG1igCq8sloyiGGgiVXB9r0T6RhKIOytQpOLN/nof6ccnRXNVxnMNEOTiAQzgCB06hDFdQgRpQuIMneIFX48F4Nt6M90nrgjGd2YM/Mj5+AOVPlDs=</latexit><latexit sha1_base64="Pv25MPa7m1VczCqYmXCUMOg9U/M=">AAAB9XicbZC7SgNBFIZnvcZ4iwo2NoMhYBV2tdAyRAsLiwTMBZIlzE5mkyGzs +vMWTUs+xxWgoLYiS/hG1jZ+CxOLoUm/jDw8Z9zOGd+LxJcg21/WQuLS8srq5m17PrG5tZ2bme3rsNYUVajoQhV0yOaCS5ZDTgI1owUI4EnWMMbnI/qjVumNA/lNQwj5gakJ7nPKQFjuVedpA3sHpKTizTt5PJ20R4Lz4MzhXxpv/rN38oflU7us90NaRwwCVQQrVuOHYGbEAWcCpZmC+1Ys4jQAemxl kFJAqbdZHx1igvG6WI/VOZJwGM3+2siIYHWw8AznQGBvp6tjcz/aq0Y/DM34TKKgUk6WeTHAkOIRxHgLleMghgaIFRxcyymfaIIBRNU1qTgzP55HurHRcdw1cRRRhNl0AE6REfIQaeohC5RBdUQRTfoAT2hZ+vOerRerNdJ64I1ndlDf2S9/wA4W5X3</latexit><latexit sha1_base64="Pv25MPa7m1VczCqYmXCUMOg9U/M=">AAAB9XicbZC7SgNBFIZnvcZ4iwo2NoMhYBV2tdAyRAsLiwTMBZIlzE5mkyGzs +vMWTUs+xxWgoLYiS/hG1jZ+CxOLoUm/jDw8Z9zOGd+LxJcg21/WQuLS8srq5m17PrG5tZ2bme3rsNYUVajoQhV0yOaCS5ZDTgI1owUI4EnWMMbnI/qjVumNA/lNQwj5gakJ7nPKQFjuVedpA3sHpKTizTt5PJ20R4Lz4MzhXxpv/rN38oflU7us90NaRwwCVQQrVuOHYGbEAWcCpZmC+1Ys4jQAemxl kFJAqbdZHx1igvG6WI/VOZJwGM3+2siIYHWw8AznQGBvp6tjcz/aq0Y/DM34TKKgUk6WeTHAkOIRxHgLleMghgaIFRxcyymfaIIBRNU1qTgzP55HurHRcdw1cRRRhNl0AE6REfIQaeohC5RBdUQRTfoAT2hZ+vOerRerNdJ64I1ndlDf2S9/wA4W5X3</latexit><latexit sha1_base64="6vyZWUt9Qw8WFFlKlxnhZGLk/N0=">AAAB9XicbZBNS8NAEIY3ftb6VfXoJVgKnkqiBz0W9eDBQwX7AW0om+2kXbrZx N2JWkJ+hydBQbz6Yzz5b9y2OWjrCwsP78wws68fC67Rcb6tpeWV1bX1wkZxc2t7Z7e0t9/UUaIYNFgkItX2qQbBJTSQo4B2rICGvoCWP7qc1FsPoDSP5B2OY/BCOpA84IyisbybXtpFeML09CrLeqWyU3WmshfBzaFMctV7pa9uP2JJCBKZoFp3XCdGL6UKOROQFSvdRENM2YgOoGNQ0hC0l06vzuyKc fp2ECnzJNpTt/hrIqWh1uPQN50hxaGer03M/2qdBINzL+UyThAkmy0KEmFjZE8isPtcAUMxNkCZ4uZYmw2pogxNUEWTgjv/50VonlRdw7dOuXaR51Egh+SIHBOXnJEauSZ10iCM3JNn8krerEfrxXq3PmatS1Y+c0D+yPr8AVTSklY=</latexit>
|| t    ˜t||
<latexit sha1_base64="Env/UI1H2sebUvCDWlfdoAbUyI0=">AAACA3icbZC7SgNBFIbPxluMt6iV2CwJAUEMuzZaBm0sI5gLZJdldjJJhsxemDkrhN1g5XvY WAkKYutTWPk2Ti6FJv4w8M1/zmHm/H4suELL+jZyK6tr6xv5zcLW9s7uXnH/oKmiRFLWoJGIZNsnigkesgZyFKwdS0YCX7CWP7ye1Fv3TCoehXc4ipkbkH7Ie5wS1JZXPMoypz7gHp45yEWXpZPb2MMs84plq2pNZS6DPYdyreScPgFA3St+Od2IJgELkQqiVMe2YnRTIpFTwcaFipMoFhM6JH3W0RiSgCk3ne4wNiva6Zq9SOoTojl 1C78mUhIoNQp83RkQHKjF2sT8r9ZJsHfppjyME2QhnT3US4SJkTkJxOxyySiKkQZCJdefNemASEJRx1bQKdiLOy9D87xqa77VcVzBTHk4hhKcgA0XUIMbqEMDKDzAM7zCm/FovBjvxsesNWfMZw7hj4zPH3fnmXg=</latexit><latexit sha1_base64="rvTfT7/ke4BiCRg5mWbiQqAAJUc=">AAACA3icbZDLSsNAFIYn9VbrLepK3ISWgiCWxI0ui25cVrAXaEKYTKbt0MkkzJwIIS2ufANf wZWgIG59Cld9G6eXhVZ/GPjmP+cwc/4g4UyBbU+Mwsrq2vpGcbO0tb2zu2fuH7RUnEpCmyTmsewEWFHOBG0CA047iaQ4CjhtB8Prab19T6VisbiDLKFehPuC9RjBoC3fPBqN3MaA+XDmAuMhzae3sQ+jkW9W7Jo9k/UXnAVU6mX39GlSzxq++eWGMUkjKoBwrFTXsRPwciyBEU7HpaqbKppgMsR92tUocESVl892GFtV7YRWL5b6CLB mbunHRI4jpbIo0J0RhoFark3N/2rdFHqXXs5EkgIVZP5QL+UWxNY0ECtkkhLgmQZMJNOftcgAS0xAx1bSKTjLO/+F1nnN0Xyr47hCcxXRMSqjE+SgC1RHN6iBmoigB/SMXtGb8Wi8GO/Gx7y1YCxmDtEvGZ/fgtea/g==</latexit><latexit sha1_base64="rvTfT7/ke4BiCRg5mWbiQqAAJUc=">AAACA3icbZDLSsNAFIYn9VbrLepK3ISWgiCWxI0ui25cVrAXaEKYTKbt0MkkzJwIIS2ufANf wZWgIG59Cld9G6eXhVZ/GPjmP+cwc/4g4UyBbU+Mwsrq2vpGcbO0tb2zu2fuH7RUnEpCmyTmsewEWFHOBG0CA047iaQ4CjhtB8Prab19T6VisbiDLKFehPuC9RjBoC3fPBqN3MaA+XDmAuMhzae3sQ+jkW9W7Jo9k/UXnAVU6mX39GlSzxq++eWGMUkjKoBwrFTXsRPwciyBEU7HpaqbKppgMsR92tUocESVl892GFtV7YRWL5b6CLB mbunHRI4jpbIo0J0RhoFark3N/2rdFHqXXs5EkgIVZP5QL+UWxNY0ECtkkhLgmQZMJNOftcgAS0xAx1bSKTjLO/+F1nnN0Xyr47hCcxXRMSqjE+SgC1RHN6iBmoigB/SMXtGb8Wi8GO/Gx7y1YCxmDtEvGZ/fgtea/g==</latexit><latexit sha1_base64="fLbjkZpEvSOMfK0ayncZYDZzsek=">AAACA3icbZDLSsNAFIYnXmu8RV2Jm2ApuLEkbnRZdOOygr1AE8JkMmmHTi7MnAglKa58FFeC grj1KVz5Nk7aLLT1h4Fv/nMOM+f3U84kWNa3trK6tr6xWdvSt3d29/aNg8OuTDJBaIckPBF9H0vKWUw7wIDTfioojnxOe/74pqz3HqiQLInvYZJSN8LDmIWMYFCWZxwXhdMeMQ/OHWA8oHl5m3pQFJ5Rt5rWTOYy2BXUUaW2Z3w5QUKyiMZAOJZyYFspuDkWwAinU73hZJKmmIzxkA4Uxjii0s1nO0zNhnICM0yEOjGYM1f/NZHjSMp J5KvOCMNILtZK87/aIIPwys1ZnGZAYzJ/KMy4CYlZBmIGTFACfKIAE8HUZ00ywgITULHpKgV7cedl6F40bcV3Vr11XeVRQyfoFJ0hG12iFrpFbdRBBD2iZ/SK3rQn7UV71z7mrStaNXOE/kj7/AFj35fv</latexit>
hallucinator
<latexit sha1_base64="bnTvlTfN7dyJhjaOPUcUZtsc3WY=">AAAB/Xi cbZDLSsNAFIZP6q3GW7VLN8FScFUSN7oRi25cVrAXaEOZTCft0MkkzJyIJRR9E1eCgrj1EXwAV76N08tCW38Y+PjPOZwzf5AIrtF1v63cyura+kZ+097a3 tndK+wfNHScKsrqNBaxagVEM8ElqyNHwVqJYiQKBGsGw6tJvXnHlOaxvMVRwvyI9CUPOSVorG6h2EF2j9mACJFSLgnGatwtlNyKO5WzDN4cShef9vkjANS 6ha9OL6ZpxCRSQbRue26CfkYUcirY2C53Us0SQoekz9oGJYmY9rPp9WOnbJyeE8bKPInO1LV/TWQk0noUBaYzIjjQi7WJ+V+tnWJ45mdcJikySWeLwlQ4 GDuTKJweV4yiGBkgVHFzrEMHRBGKJjDbpOAt/nkZGicVz/CNW6pewkx5OIQjOAYPTqEK11CDOlAYwRO8wKv1YD1bb9b7rDVnzWeK8EfWxw+2zJd8</late xit><latexit sha1_base64="SRSeBmBgDCnB/yjCELnJGfg6pd8=">AAAB/Xi cbZDLSsNAFIYnXmu8Rbt0M1gKrkriRjdi0Y3LCvYCbSiT6aQdOpmEmRMxhOKjuBBBQdz6CD6AC/FtnF4W2vrDwMd/zuGc+YNEcA2u+20tLa+srq0XNuzNr e2dXWdvv6HjVFFWp7GIVSsgmgkuWR04CNZKFCNRIFgzGF6O681bpjSP5Q1kCfMj0pc85JSAsbpOsQPsDvIBESKlXBKI1ajrlNyKOxFeBG8GpfMP+yx5/LJ rXeez04tpGjEJVBCt256bgJ8TBZwKNrLLnVSzhNAh6bO2QUkipv18cv0Il43Tw2GszJOAJ679ayInkdZZFJjOiMBAz9fG5n+1dgrhqZ9zmaTAJJ0uClOB IcbjKHCPK0ZBZAYIVdwci+mAKELBBGabFLz5Py9C47jiGb52S9ULNFUBHaBDdIQ8dIKq6ArVUB1RlKEH9IxerHvryXq13qatS9Zspoj+yHr/AanPmPA=</ latexit><latexit sha1_base64="SRSeBmBgDCnB/yjCELnJGfg6pd8=">AAAB/Xi cbZDLSsNAFIYnXmu8Rbt0M1gKrkriRjdi0Y3LCvYCbSiT6aQdOpmEmRMxhOKjuBBBQdz6CD6AC/FtnF4W2vrDwMd/zuGc+YNEcA2u+20tLa+srq0XNuzNr e2dXWdvv6HjVFFWp7GIVSsgmgkuWR04CNZKFCNRIFgzGF6O681bpjSP5Q1kCfMj0pc85JSAsbpOsQPsDvIBESKlXBKI1ajrlNyKOxFeBG8GpfMP+yx5/LJ rXeez04tpGjEJVBCt256bgJ8TBZwKNrLLnVSzhNAh6bO2QUkipv18cv0Il43Tw2GszJOAJ679ayInkdZZFJjOiMBAz9fG5n+1dgrhqZ9zmaTAJJ0uClOB IcbjKHCPK0ZBZAYIVdwci+mAKELBBGabFLz5Py9C47jiGb52S9ULNFUBHaBDdIQ8dIKq6ArVUB1RlKEH9IxerHvryXq13qatS9Zspoj+yHr/AanPmPA=</ latexit><latexit sha1_base64="+/guJaGxEToHXlTQC/8o94PlGdM=">AAAB/Xi cbZDLSgMxFIYz9VbH22iXboKl4KrMuNFl0Y3LCvYCbSmZNNOGZpIhOSMOQ/FRXAkK4tYHceXbmLaz0NYfAh//OYdz8oeJ4AZ8/9spbWxube+Ud929/YPDI +/4pG1UqilrUSWU7obEMMElawEHwbqJZiQOBeuE05t5vfPAtOFK3kOWsEFMxpJHnBKw1tCr9IE9Qj4hQqSUSwJKz4Ze1a/7C+F1CAqookLNoffVHymaxkw CFcSYXuAnMMiJBk4Fm7m1fmpYQuiUjFnPoiQxM4N8cf0M16wzwpHS9knAC9f9NZGT2JgsDm1nTGBiVmtz879aL4XoapBzmaTAJF0uilKBQeF5FHjENaMg MguEam6PxXRCNKFgA3NtCsHqn9ehfVEPLN/51cZ1kUcZnaIzdI4CdIka6BY1UQtRlKFn9IrenCfnxXl3PpatJaeYqaA/cj5/AEXHla8=</latexit>
f  t
<latexit sha1_base64="2yGk/o0BJJC7am6jps8+utphCPE=">AAAB9XicbZDJSgNBEIZrXOO4RT16aQ2BXAwzXvQY1IPH CGaBZAg9nZ6kSc9id40ShjyHJ0FBvPoKvoMnH8S7neWgiT80fPxVRVX/fiKFRsf5spaWV1bX1nMb9ubW9s5ufm+/ruNUMV5jsYxV06eaSxHxGgqUvJkoTkNf8oY/uBzXG/dcaRFHtzhMuBfSXiQCwSgayws62Un7ikukBEedfMEpOxORRXBnUKgclb4/AKDa yX+2uzFLQx4hk1Trlusk6GVUoWCSj+xiO9U8oWxAe7xlMKIh1142uXpEisbpkiBW5kVIJq79ayKjodbD0DedIcW+nq+Nzf9qrRSDcy8TUZIij9h0UZBKgjEZR0C6QnGGcmiAMiXMsYT1qaIMTVC2ScGd//Mi1E/LruEbE8cFTJWDQziGErhwBhW4hirUgME dPMIzvFgP1pP1ar1NW5es2cwB/JH1/gOx6JQl</latexit><latexit sha1_base64="+aetLDM4ZZmDRxIHyYkofGydyfc=">AAAB9XicbZC7TsMwFIadcivhVmBkMVSVykCVsMBYAQNj kehFaqLKcZ3WquME+wRURX0GRiYkkBAr78ArMPEg7LiXAQq/ZOnTf87ROf6DRHANjvNp5RYWl5ZX8qv22vrG5lZhe6eh41RRVqexiFUrIJoJLlkdOAjWShQjUSBYMxicj+vNW6Y0j+U1DBPmR6QnecgpAWP5YSc78i6YAIJh1CkUnYozEf4L7gyK1f3y1/u9 d1jrFD68bkzTiEmggmjddp0E/Iwo4FSwkV3yUs0SQgekx9oGJYmY9rPJ1SNcMk4Xh7EyTwKeuPaPiYxEWg+jwHRGBPp6vjY2/6u1UwhP/YzLJAUm6XRRmAoMMR5HgLtcMQpiaIBQxc2xmPaJIhRMULZJwZ3/819oHFdcw1cmjjM0VR7toQNURi46QVV0iWq ojii6QQ/oCT1bd9aj9WK9Tltz1mxmF/2S9fYNJuqVOw==</latexit><latexit sha1_base64="+aetLDM4ZZmDRxIHyYkofGydyfc=">AAAB9XicbZC7TsMwFIadcivhVmBkMVSVykCVsMBYAQNj kehFaqLKcZ3WquME+wRURX0GRiYkkBAr78ArMPEg7LiXAQq/ZOnTf87ROf6DRHANjvNp5RYWl5ZX8qv22vrG5lZhe6eh41RRVqexiFUrIJoJLlkdOAjWShQjUSBYMxicj+vNW6Y0j+U1DBPmR6QnecgpAWP5YSc78i6YAIJh1CkUnYozEf4L7gyK1f3y1/u9 d1jrFD68bkzTiEmggmjddp0E/Iwo4FSwkV3yUs0SQgekx9oGJYmY9rPJ1SNcMk4Xh7EyTwKeuPaPiYxEWg+jwHRGBPp6vjY2/6u1UwhP/YzLJAUm6XRRmAoMMR5HgLtcMQpiaIBQxc2xmPaJIhRMULZJwZ3/819oHFdcw1cmjjM0VR7toQNURi46QVV0iWq ojii6QQ/oCT1bd9aj9WK9Tltz1mxmF/2S9fYNJuqVOw==</latexit><latexit sha1_base64="bVraSzmKe+ERIzRnbAYJdc1VuU0=">AAAB9XicbZBNS8NAEIY3ftb6VfXoZbEUvFgSL3os6sFj BfsBbSib7aRdutnE3YlSQn+HJ0FBvPpjPPlv3LY5aOsLCw/vzDCzb5BIYdB1v52V1bX1jc3CVnF7Z3dvv3Rw2DRxqjk0eCxj3Q6YASkUNFCghHaigUWBhFYwup7WW4+gjYjVPY4T8CM2UCIUnKG1/LCXnXVvQCKjOOmVym7VnYkug5dDmeSq90pf3X7M0wgU csmM6Xhugn7GNAouYVKsdFMDCeMjNoCORcUiMH42u3pCK9bp0zDW9imkM7f4ayJjkTHjKLCdEcOhWaxNzf9qnRTDSz8TKkkRFJ8vClNJMabTCGhfaOAoxxYY18IeS/mQacbRBlW0KXiLf16G5nnVs3znlmtXeR4FckxOyCnxyAWpkVtSJw3CyQN5Jq/kzXl yXpx352PeuuLkM0fkj5zPH6mFkec=</latexit>
f t
<latexit sha1_base64="81kOgYSQxR26Ma76UZHLTQ6RxNI=">AAAB9HicbZC7SgNBFIbPeo3rLWqpxWAIWIVdGy2DWlgm YC6QXcLsZDYZMnth5mwgLHkNK0FBbK19Dys7H8XJpdDEHwY+/nMO58wfpFJodJwva219Y3Nru7Bj7+7tHxwWj46bOskU4w2WyES1A6q5FDFvoEDJ26niNAokbwXD22m9NeJKiyR+wHHK/Yj2YxEKRtFYXtjNvTsukRKcdIslp+LMRFbBXUCpevZR/waAWrf4 6fUSlkU8Riap1h3XSdHPqULBJJ/YZS/TPKVsSPu8YzCmEdd+Pjt6QsrG6ZEwUebFSGau/Wsip5HW4ygwnRHFgV6uTc3/ap0Mw2s/F3GaIY/ZfFGYSYIJmSZAekJxhnJsgDIlzLGEDaiiDE1OtknBXf7zKjQvK67huonjBuYqwCmcwwW4cAVVuIcaNIBBCo/ wDC/WyHqyXq23eeuatZg5gT+y3n8AT5OT9Q==</latexit><latexit sha1_base64="bbwo9QeYG36oD8zIfQpc019O7xM=">AAAB9HicbZDLSsNAFIYn9VbjrepSkcFScFUSN7os6sJl C/YCTSiT6aQdOpmEmZNCCV36Cq4EBXHruu/hymfwJZxeFtr6w8DHf87hnPmDRHANjvNl5dbWNza38tv2zu7e/kHh8Kih41RRVqexiFUrIJoJLlkdOAjWShQjUSBYMxjcTuvNIVOax/IBRgnzI9KTPOSUgLG8sJN5d0wAwTDuFIpO2ZkJr4K7gGLldFL7fjyb VDuFT68b0zRiEqggWrddJwE/Iwo4FWxsl7xUs4TQAemxtkFJIqb9bHb0GJeM08VhrMyTgGeu/WsiI5HWoygwnRGBvl6uTc3/au0Uwms/4zJJgUk6XxSmAkOMpwngLleMghgZIFRxcyymfaIIBZOTbVJwl/+8Co3Lsmu4ZuK4QXPl0Qk6RxfIRVeogu5RFdU RRQl6Qi/o1Rpaz9ab9T5vzVmLmWP0R9bHDy8+lVs=</latexit><latexit sha1_base64="bbwo9QeYG36oD8zIfQpc019O7xM=">AAAB9HicbZDLSsNAFIYn9VbjrepSkcFScFUSN7os6sJl C/YCTSiT6aQdOpmEmZNCCV36Cq4EBXHruu/hymfwJZxeFtr6w8DHf87hnPmDRHANjvNl5dbWNza38tv2zu7e/kHh8Kih41RRVqexiFUrIJoJLlkdOAjWShQjUSBYMxjcTuvNIVOax/IBRgnzI9KTPOSUgLG8sJN5d0wAwTDuFIpO2ZkJr4K7gGLldFL7fjyb VDuFT68b0zRiEqggWrddJwE/Iwo4FWxsl7xUs4TQAemxtkFJIqb9bHb0GJeM08VhrMyTgGeu/WsiI5HWoygwnRGBvl6uTc3/au0Uwms/4zJJgUk6XxSmAkOMpwngLleMghgZIFRxcyymfaIIBZOTbVJwl/+8Co3Lsmu4ZuK4QXPl0Qk6RxfIRVeogu5RFdU RRQl6Qi/o1Rpaz9ab9T5vzVmLmWP0R9bHDy8+lVs=</latexit><latexit sha1_base64="NPfZjmjTjukcGwOy6hUjvoddNt8=">AAAB9HicbZBNS8NAEIYnftb6VfXoZbEUPJXEix6LevBY wX5AE8pmu2mXbjZhd1IooX/Dk6AgXv0znvw3btsctPWFhYd3ZpjZN0ylMOi6387G5tb2zm5pr7x/cHh0XDk5bZsk04y3WCIT3Q2p4VIo3kKBkndTzWkcSt4Jx3fzemfCtRGJesJpyoOYDpWIBKNoLT/q5/49l0gJzvqVqlt3FyLr4BVQhULNfuXLHyQsi7lC JqkxPc9NMcipRsEkn5VrfmZ4StmYDnnPoqIxN0G+OHpGatYZkCjR9ikkC7f8ayKnsTHTOLSdMcWRWa3Nzf9qvQyjmyAXKs2QK7ZcFGWSYELmCZCB0JyhnFqgTAt7LGEjqilDm1PZpuCt/nkd2ld1z/KjW23cFnmU4Bwu4BI8uIYGPEATWsAghWd4hTdn4rw 4787HsnXDKWbO4I+czx89VJGw</latexit>
⇥t  t
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Figure 2: Overview of the proposed framework: HumanMesh andMotion Recovery (HMMR). Given a temporal sequence of images,
we first extract per-image features φt. We train a temporal encoder fmovie that learns a representation of 3D human dynamics Φt over the
temporal window centered at frame t, illustrated in the blue region. From Φt, we predict the 3D human pose and shape Θt, as well as
the change in pose in the nearby ±∆t frames. The primary loss is 2D reprojection error, with an adversarial prior to make sure that the
recovered poses are valid. We incorporate 3D losses when 3D annotations are available. We also train a hallucinator h that takes a single
image feature φt and learns to hallucinate its temporal representation Φ˜t. At test time, the hallucinator can be used to predict dynamics
from a single image.
illustrates the overview of our training procedure.
At test time, when the input is a video, the temporal en-
coder can be used to produce smooth 3D predictions: hav-
ing a temporal context reduces uncertainty and jitter in the
3D prediction inherent in single-view approaches. The en-
coder provides the benefit of learned smoothing, which re-
duces the acceleration error by 56% versus a comparable
single-view approach on a recent dataset of 3D humans in
the wild. Our approach also obtains state-of-the-art 3D er-
ror on this dataset without any fine-tuning. When the input
is a single image, the hallucinator can predict the current
3D human mesh as well as the change in 3D pose in nearby
future and past frames, as illustrated in Figure 1.
We design our framework so that it can be trained on var-
ious types of supervision. A major challenge in 3D human
prediction from a video or an image is that 3D supervision
is limited in quantity and challenging to obtain at a large
scale. Videos with 3D annotations are often captured in a
controlled environment, and models trained on these videos
alone do not generalize to the complexity of the real world.
When 3D ground truth is not available, our model can be
trained with 2D pose annotations via the reprojection loss
[59] and an adversarial prior that constrains the 3D human
pose to lie in the manifold of real human poses [31]. How-
ever, the amount of video labeled with ground truth 2D pose
is still limited because ground truth annotations are costly to
acquire.
While annotated data is always limited, there are mil-
lions of videos uploaded daily on the Internet. In this work
we harvest this potentially unlimited source of unlabeled
videos. We curate two large-scale video datasets of humans
and train on this data using pseudo-ground truth 2D pose
obtained from a state-of-the-art 2D pose detector [10]. Ex-
citingly, our experiments indicate that adding more videos
with pseudo-ground truth 2D monotonically improves the
model performance both in term of 3D pose and 2D repro-
jection error: 3D pose error reduces by 9% and 2D pose ac-
curacy increases by 8%. Our approach falls in the category
of omni-supervision [45], a subset of semi-supervised learn-
ing where the learner exploits all data along with Internet-
scale unlabeled data. We distill the knowledge of an accu-
rate 2D pose detector into our 3D predictors through unla-
beled video. While omni-supervision has been shown to im-
prove 2D recognition problems, as far as we know, our ex-
periment is the first to show that training on pseudo-ground
truth 2D pose labels improves 3D prediction.
In summary, we propose a simple but effective tempo-
ral encoder that learns to capture 3D human dynamics. The
learned representation allows smooth 3D mesh predictions
from video in a feed-forward manner. The learned repre-
sentation can be transferred to a static image, where from a
single image, we can predict the current 3D mesh as well as
the change in 3D pose in nearby frames. We further show
that our model can leverage an Internet-scale source of un-
labeled videos using pseudo-ground truth 2D pose.
2. Related Work
3D pose and shape from a single image. Estimating 3D
body pose and shape from a single image is a fundamen-
tally ambiguous task that most methods deal by using some
model of human bodies and priors. Seminal works in this
area [22, 48, 2] rely on silhouette features or manual in-
teraction from users [48, 23, 65] to fit the parameters of a
statistical body model. A fully automatic method was pro-
posed by Bogo et al. [8], which fits the parametric SMPL
[36] model to 2D joint locations detected by an off-the-
shelf 2D pose detector [44] with strong priors. Lassner et
al. [32] extend the approach to fitting predicted silhouettes.
[63] explore the multi-person setting. Very recently, mul-
tiple approaches integrate the SMPL body model within a
deep learning framework [51, 49, 41, 31, 40], where mod-
els are trained to directly infer the SMPL parameters. These
methods vary in the cues they use to infer the 3D pose and
shape: RGB image [49, 31], RGB image and 2D keypoints
[51], keypoints and silhouettes [41], or keypoints and body
part segmentations [40]. Methods that employ silhouettes
obtain more accurate shapes, but require that the person is
fully visible and unoccluded in the image. Varol et al. ex-
plore predicting a voxel representation of human body [52].
In this work we go beyond these approaches by proposing a
method that can predict shape and pose from a single image,
as well as how the body changes locally in time.
3D pose and shape from video. While there are more
papers that utilize video, most rely on a multi-view setup,
which requires significant instrumentation. We focus on
videos obtained from a monocular camera. Most ap-
proaches take a two-stage approach: first obtaining a single-
view 3D reconstruction and then post-processing the result
to be smooth via solving a constrained optimization prob-
lem [66, 58, 46, 47, 27, 38, 43]. Recent methods obtain ac-
curate shapes and textures of clothing by pre-capturing the
actors and making use of silhouettes [50, 60, 24, 4]. While
these approaches obtain far more accurate shape, reliance
on the pre-scan and silhouettes restricts these approaches
to videos obtained in an interactive and controlled environ-
ments. Our approach is complementary to these two-stage
approaches, since all predictions can be post-processed and
refined. There are some recent works that output smooth
3D pose and shape: [51] predicts SMPL parameters from
two video frames by using optical flow, silhouettes, and
keypoints in a self-supervised manner. [3] exploits opti-
cal flow to obtain temporally coherent human poses. [30]
fits a body model to a sequence of 3D point clouds and 3D
joints obtained from multi-view stereo. Several approaches
train LSTM models on various inputs such as image fea-
tures [35], 2D joints [26], or 3D joints [13] to obtain tem-
porally coherent 3D joint outputs. More recently, TP-Net
[14] learns a fully convolutional network that smooths the
predicted 3D joints. Concurrently to ours, [42] use a fully
convolutional network to predict 3D joints from 2D joint
sequences. We directly predict the 3D mesh outputs from
2D image sequences and can train with images without any
ground truth 3D annotation. Furthermore, our temporal en-
coder predicts the 3D pose changes in nearby frames in ad-
dition to the current 3D pose. Our experiments indicate that
the prediction losses help the encoder to pay more atten-
tion to the dynamics information available in the temporal
window.
Learning motion dynamics. There are many methods that
predict 2D future outputs from video using pixels [17, 16],
flow [55], or 2D pose [57]. Other methods predict 3D fu-
ture from 3D inputs [19, 29, 9, 34, 53]. In contrast, our work
predicts future and past 3D pose from 2D inputs. There are
several approaches that predict future from a single image
[56, 61, 12, 33, 20], but all approaches predict future in 2D
domains, while in this work we propose a framework that
predicts 3D motions. Closest to our work is that of Chao
et al. [12], who forecast 2D pose and then estimate the 3D
pose from the predicted 2D pose. In this work, we predict
dynamics directly in the 3D space and learn the 3D dynam-
ics from video.
3. Approach
Our goal is to learn a representation of 3D human dy-
namics from video, from which we can 1) obtain smooth
3D prediction and 2) hallucinate 3D motion from static im-
ages. In particular, we develop a framework that can learn
3D human dynamics from unlabeled, everyday videos of
people on the Internet. We first define the problem and dis-
cuss different tiers of data sources our approach can learn
from. We then present our framework that learns to encode
3D human motion dynamics from videos. Finally, we dis-
cuss how to transfer this knowledge to static images such
that one can hallucinate short-term human dynamics from a
static image. Figure 2 illustrates the framework.
3.1. Problem Setup
Our input is a video V = {It}Tt=1 of length T , where
each frame is a bounding-box crop centered around a de-
tected person. We encode the tth image frame It with a
visual feature φt, obtained from a pretrained feature extrac-
tor. We train a function fmovie that learns a representation
Φt that encodes the 3D dynamics of a human body given a
temporal context of image features centered at frame t. In-
tuitively, Φt is the representation of a “movie strip” of 3D
human body in motion at frame t. We also learn a halluci-
nator h : φt 7→ Φt, whose goal is to hallucinate the movie
strip representation from a static image feature φt.
We ensure that the movie strip representation Φt cap-
tures the 3D human body dynamics by predicting the 3D
mesh of a human body from Φt at different time steps. The
3D mesh of a human body in an image is represented by
85 parameters, denoted by Θ = {β,θ,Π}, which consists
of shape, pose, and camera parameters. We use the SMPL
body model [36], which is a function M(β,θ) ∈ RN×3
that outputs the N = 6890 vertices of a triangular mesh
given the shape β and pose θ. Shape parameters β ∈ R10
define the linear coefficients of a low-dimensional statisti-
cal shape model, and pose parameters θ ∈ R72 define the
global rotation of the body and the 3D relative rotations of
the kinematic skeleton of 23 joints in axis-angle representa-
tion. Please see [36] for more details. The mesh vertices de-
fine 3D locations of k jointsX ∈ Rk×3 = WM(β,θ) via a
pre-trained linear regressor W ∈ Rk×N . We also solve for
the weak-perspective camera Π = [s, tx, ty] that projects
the body into the image plane. We denote x = Π(X(β,θ))
as the projection of the 3D joints.
While this is a well-formed supervised learning task if
the ground truth values were available for every video, such
3D supervision is costly to obtain and not available in gen-
eral. Acquiring 3D supervision requires extensive instru-
mentation such as a motion capture (MoCap) rig, and these
videos captured in a controlled environment do not reflect
the complexity of the real world. While more practical solu-
tions are being introduced [54], 3D supervision is not avail-
able for millions of videos that are being uploaded daily on
the Internet. In this work, we wish to harness this poten-
tially infinite data source of unlabeled video and propose a
framework that can learn 3D motion from pseudo-ground
truth 2D pose predictions obtained from an off-the-shelf
2D pose detector. Our approach can learn from three tiers
of data sources at once: First, we use the MoCap datasets
{(Vi,Θi, xi)} with full 3D supervision Θi for each video
along with ground truth 2D pose annotations for k joints
xi = {xt ∈ Rk×2}Tt=1 in each frame. Second, we use
datasets of videos in the wild obtained from a monocular
camera with human-annotated 2D pose: {(Vi, xi)}. Third,
we also experiment with videos with pseudo-ground truth
2D pose: {(Vi, x˜i)}. See Table 1 for the list of datasets and
their details.
3.2. Learning 3D Human Dynamics from Video
A dynamics model of a 3D human body captures how the
body changes in 3D over a small change in time. Therefore,
we formulate this problem as learning a temporal represen-
tation that can simultaneously predict the current 3D body
and pose changes in a short time period. To do this, we learn
a temporal encoder fmovie and a 3D regressor f3D that pre-
dict the 3D human mesh representation at the current frame,
as well as delta 3D regressors f∆t that predict how the 3D
pose changes in ±∆t time steps.
Temporal Encoder Our temporal encoder consists of
several layers of a 1D fully convolutional network fmovie
that encodes a temporal window of image features centered
at t into a representation Φt that encapsulates the 3D dy-
namics. We use a fully convolutional model for its simplic-
ity. Recent literature also suggests that feed-forward convo-
lutional models empirically out-perform recurrent models
while being parallelizable and easier to train with more sta-
ble gradients [7, 39]. Our temporal convolution network has
a ResNet [25] based architecture similar to [7, 1].
The output of the temporal convolution network is sent
to a 3D regressor f3D : Φt 7→ Θt that predicts the 3D hu-
man mesh representation at frame t. We use the same it-
erative 3D regressor architecture proposed in [31]. Simply
having a temporal context reduces ambiguity in 3D pose,
shape, and viewpoint, resulting in a temporally smooth 3D
mesh reconstruction. In order to train these modules from
2D pose annotations, we employ the reprojection loss [59]
and the adversarial prior proposed in [31] to constrain the
output pose to lie in the space of possible human poses. The
3D losses are also used when 3D ground truth is available.
Specifically, the loss for the current frame consists of the re-
projection loss on visible keypoints L2D = ||vt(xt − xˆt)||22,
where vt ∈ Rk×2 is the visibility indicator over each key-
point, the 3D loss if available, L3D = ||Θt − Θˆt||22, and
the factorized adversarial prior of [31], which trains a dis-
criminator Dk for each joint rotation of the body model
Ladv prior =
∑
k(Dk(Θ)− 1)2.
In this work, we regularize the shape predictions using a
shape prior Lβ prior [8]. Together the loss for frame t con-
sists of Lt = L2D +L3D +Ladv prior +Lβ prior. Furthermore,
each sequence is of the same person, so while the pose and
camera may change every frame, the shape remains con-
stant. We express this constraint as a constant shape loss
over each sequence:
Lconst shape =
T−1∑
t=1
||βt − βt+1||. (1)
Predicting Dynamics We enforce that the learned tem-
poral representation captures the 3D human dynamics by
predicting the 3D pose changes in a local time step ±∆t.
Since we are training with videos, we readily have the 2D
and/or 3D targets at nearby frames of t to train the dynamics
predictors. Learning to predict 3D changes encourages the
network to pay more attention to the temporal cues, and our
experiments show that adding this auxiliary loss improves
the 3D prediction results. Specifically, given a movie strip
representation of the temporal context at frame Φt, our goal
is to learn a dynamics predictor f∆t that predicts the change
in 3D parameters of the human body at time t±∆t.
In predicting dynamics, we only estimate the change in
3D pose parameters θ, as the shape should remain constant
and the weak-perspective camera accounts for where the hu-
man is in the detected bounding box. In particular, to im-
prove the robustness of the current pose estimation during
training, we augment the image frames with random jitters
in scale and translation which emulates the noise in real hu-
man detectors. However, such noise should not be modeled
by the dynamics predictor.
For this task, we propose a dynamics predictor f∆t that
outputs the 72D change in 3D pose ∆θ. f∆t is a function
that maps Φt and the predicted current pose θt to the pre-
dicted change in pose ∆θ for a specific time step ∆t. The
delta predictors are trained such that the predicted pose in
the new timestep θt+∆t = θt + ∆θ minimizes the repro-
jection, 3D, and the adversarial prior losses at time frame
t + ∆t. We use the shape predicted in the current time t
to obtain the mesh for t ± ∆t frames. To compute the re-
projection loss without predicted camera, we solve for the
optimal scale s and translation ~t that aligns the orthograph-
ically projected 3D joints xorth = X[:, : 2] with the visible
ground truth 2D joints xgt: mins,~t ||(sxorth +~t)− xgt||2. A
closed form solution exists for this problem, and we use the
optimal camera Π∗ = [s∗,~t∗] to compute the reprojection
error on poses predicted at times t ± ∆t. Our formulation
factors away axes of variation, such as shape and camera,
so that the delta predictor focuses on learning the temporal
evolution of 3D pose. In summary, the overall objective for
the temporal encoder is
Ltemporal =
∑
t
Lt +
∑
∆t
Lt+∆t + Lconst shape. (2)
In this work we experiment with two ∆t at {−5, 5} frames,
which amounts to ±0.2 seconds for a 25 fps video.
3.3. Hallucinating Motion from Static Images
Given the framework for learning a representation for
3D human dynamics, we now describe how to transfer this
knowledge to static images. The idea is to learn a halluci-
nator h : φt 7→ Φ˜t that maps a single-frame representation
φt to its “movie strip” representation Φ˜t. One advantage of
working with videos is that during training, the target rep-
resentation Φt is readily available for every frame t from
the temporal encoder. Thus, the hallucinator can be trained
in a weakly-supervised manner, minimizing the difference
between the hallucinated movie strip and the actual movie
strip obtained from fmovie:
Lhal = ||Φt − Φ˜t||2. (3)
Furthermore, we pass the hallucinated movie strip to the
f3D regressor to minimize the single-view loss as well as
the delta predictors f∆t. This ensures that the hallucinated
features are not only similar to the actual movie strip but
can also predict dynamics. All predictor weights are shared
among the actual and hallucinated representations.
In summary we jointly train the temporal encoder, hal-
lucinator, and the delta 3D predictors together with overall
objective:
L = Ltemporal + Lhal + Lt(Φ˜t) +
∑
∆t
Lt+∆t(Φ˜t). (4)
See Figure 2 for the overview of our framework.
4. Learning from Unlabeled Video
Although our approach can be trained on 2D pose an-
notations, annotated data is always limited – the annotation
Dataset
Name
Total
Frames
Total
Length
(min)
Avg.
Length
(sec)
Annotation Type
GT
3D
GT
2D
In-the-
wild
Human3.6M 581k 387 48 X X
Penn Action 77k 51 3 X X
NBA (Ours) 43k 28 3 X X
VLOG peop. 353k 236 8 X(Ours) (4 hr)
InstaVariety 2.1M 1459 6 X(Ours) (1 day)
Table 1: Three tiers of video datasets. We jointly train on videos
with: full ground truth 2D and 3D pose supervision, only ground
truth 2D supervision, and pseudo-ground truth 2D supervision.
Note the difference in scale for pseudo-ground truth datasets.
effort for labeling keypoints in videos is substantial. How-
ever, millions of videos are uploaded to the Internet every
day. On YouTube alone, 300 hours of video are uploaded
every minute [6].
Therefore, we curate two Internet-scraped datasets with
pseudo-ground truth 2D pose obtained by running Open-
Pose [10]. An added advantage of OpenPose is that it de-
tects toe points, which are not labeled in any of the video
datasets with 2D ground truth. Our first dataset is VLOG-
people, a subset of the VLOG lifestyle dataset [18] on which
OpenPose fires consistently. To get a more diverse range
of human dynamics, we collect another dataset, InstaVa-
riety, from Instagram using 84 hashtags such as #instruc-
tion, #swimming, and #dancing. A large proportion of the
videos we collected contain only one or two people mov-
ing with much of their bodies visible, so OpenPose pro-
duced reasonably good quality 2D annotations. For videos
that contain multiple people, we form our pseudo-ground
truth by linking the per-frame skeletons from OpenPose us-
ing the Hungarian algorithm-based tracker from Detect and
Track [21]. A clear advantage of unlabeled videos is that
they can be easily collected at a significantly larger scale
than videos with human-annotated 2D pose. Altogether,
our pseudo-ground truth data has over 28 hours of 2D-
annotated footage, compared to the 79 minutes of footage in
the human-labeled datasets. See Table 1 for the full dataset
comparison.
5. Experimental Setup
Architecture: We use Resnet-50 [25] pretrained on single-
view 3D human pose and shape prediction [31] as our fea-
ture extractor, where φi ∈ R2048 is the the average pooled
features of the last layer. Since training on video requires
a large amount of memory, we precompute the image fea-
tures on each frame similarly to [1]. This allow us to train
on 20 frames of video with mini-batch size of 8 on a single
1080ti GPU. Our temporal encoder consists of 1D temporal
convolutional layers, where each layer is a residual block
of two 1D convolutional layers of kernel width of 3 with
group norm. We use three of these layers, producing an ef-
fective receptive field size of 13 frames. The final output
of the temporal encoder has the same feature dimension as
φ. Our hallucinator contains two fully-connected layers of
size 2048 with skip connection. Please see the supplemen-
tary material for more details.
Datasets: Human3.6M [28] is the only dataset with ground
truth 3D annotations that we train on. It consists of motion
capture sequences of actors performing tasks in a controlled
lab environment. We follow the standard protocol [31] and
train on 4 subjects (S1, S6, S7, S8) and test on 2 subjects
(S9, S11) with 1 subject (S5) as the validation set.
For in-the-wild video datasets with 2D ground truth pose
annotations, we use the Penn Action [64] dataset and our
own NBA dataset. Penn Action consists of 15 sports ac-
tions, with 1257 training videos and 1068 test. We set aside
10% of the test set as validation. The NBA dataset contains
videos of basketball players attempting 3-point shots in 16
basketball games. Each sequence contains one set of 2D
annotations for a single player. We split the dataset into 562
training videos, 64 validation, and 151 test. Finally, we also
experiment with the new pseudo-ground truth 2D datasets
(Section 4). See Table 1 for the summary of each dataset.
Unless otherwise indicated, all models are trained with Hu-
man3.6M, Penn Action, and NBA.
We evaluate our approach on the recent 3D Poses in the
Wild dataset (3DPW) [54], which contains 61 sequences
(25 train, 25 test, 12 val) of indoor and outdoor activi-
ties. Portable IMUs provide ground truth 3D annotations
on challenging in-the-wild videos. To remain comparable
to existing methods, we do not train on 3DPW and only
used it as a test set. For evaluations on all datasets, we skip
frames that have fewer than 6 visible keypoints.
As our goal is not human detection, we assume a tem-
poral tube of human detections is available. We use ground
truth 2D bounding boxes if available, and otherwise use the
output of OpenPose to obtain a temporally smooth tube of
human detections. All images are scaled to 224x224 where
the humans are roughly scaled to be 150px in height.
6. Experiments
We first evaluate the efficacy of the learned temporal
representation and compare the model to local approaches
that only use a single image. We also compare our ap-
proaches to state-of-the-art 3D pose methods on 3DPW.
We then evaluate the effectiveness of training on pseudo-
ground truth 2D poses. Finally, we quantitatively evalu-
ate the dynamics prediction from a static image on Hu-
man3.6M. We show qualitative results on video prediction
in Figure 3 and static image dynamics prediction in Fig-
ure 1 and 4. Please see the supplementary for more ab-
lations, metrics, and discussion of failure modes. In ad-
dition, a video with more of our results is available at
https://youtu.be/9fNKSZdsAG8.
6.1. Local vs Temporal Context
We first evaluate the proposed temporal encoder by com-
paring with a single-view approach that only sees a local
window of one frame. As the baseline for the local window,
we use a model similar to [31], re-trained on the same train-
ing data for a fair comparison. We also run an ablation by
training our model with our temporal encoder but without
the dynamics predictions f∆t.
In order to measure smooth predictions, we propose an
acceleration error, which measures the average difference
between ground truth 3D acceleration and predicted 3D ac-
celeration of each joint in mm/s2. This can be computed
on 3DPW where ground truth 3D joints are available. On
2D datasets, we simply report the acceleration in mm/s2.
We also report other standard metrics. For 3DPW, we
report the mean per joint position error (MPJPE) and the
MPJPE after Procrustes Alignment (PA-MPJPE). Both are
measured in millimeters. On datasets with only 2D ground
truth, we report accuracy in 2D pose via percentage of cor-
rect keypoints [62] with α = 0.05.
We report the results on three datasets in Table 2. Over-
all, we find that our method produces modest gains in 3D
pose estimation, large gains in 2D, and a very significant
improvement in acceleration error. The temporal context
helps to resolve ambiguities, producing smoother, tempo-
rally consistent results. Our ablation study shows that ac-
cess to temporal context alone is not enough; using the aux-
iliary dynamics loss is important to force the network to
learn the dynamics of the human.
Comparison to state-of-the-art approaches. In Table 3,
we compare our approach to other state-of-the-art meth-
ods. None of the approaches train on 3DPW. Note that
Martinez et al. [37] performs well on the Human3.6M
benchmark but achieves the worst performance on 3DPW,
showing that methods trained exclusively on Human3.6M
do not generalize to in-the-wild images. We also com-
pare our approach to TP-Net, a recently-proposed semi-
supervised approach that is trained on Human3.6M and
MPII 2D pose in-the-wild dataset [5]. TP-Net also learns
a temporal smoothing network supervised on Human3.6M.
While this approach is highly competitive on Human3.6M,
our approach significantly out-performs TP-Net on in-the-
wild video. We only compare feed-forward approaches
and not methods that smooth the 3D predictions via post-
optimization. Such post-processing methods are comple-
mentary to feed-forward approaches and would benefit any
of the approaches.
Figure 3: Qualitative results of our approach on sequences from Penn Action, NBA, and VLOG. For each sequence, the top row
shows the cropped input images, the middle row shows the predicted mesh, and the bottom row shows a different angle of the predicted
mesh. Our method produces smooth, temporally consistent predictions.
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Figure 4: Predicting 3D dynamics. In the top row, the boxed image is the single-frame input to the hallucinator while the left and right
images are the ground truth past and future respectively. The second and third rows show two views of the predicted meshes for the past,
present, and future given the input image.
3DPW NBA Penn Action
PCK ↑ MPJPE ↓ PA-MPJPE ↓ Accel Error ↓ PCK ↑ Accel PCK ↑ Accel
Single-view retrained [31] 84.1 130.0 76.7 37.4 55.9 163.6 73.2 79.9
Context. no dynamics 82.6 139.2 78.4 15.2 64.2 46.6 71.2 29.3
Contextual 86.4 127.1 80.1 16.4 68.4 44.1 77.9 29.7
Table 2: Local vs temporal context. Our temporal encoder produces smoother predictions, significantly lowering the acceleration error.
We also find that training for dynamic prediction considerably improves 2D keypoint estimation.
3DPW H36M
MPJPE ↓ PA-MPJPE ↓ PA-MPJPE ↓
Martinez et al. [37] - 157.0 47.7
SMPLify [8] 199.2 106.1 82.3
TP-Net [15] 163.7 92.3 36.3
Ours 127.1 80.1 58.1
Ours + InstaVariety 116.5 72.6 56.9
Table 3: Comparison to state-of-the-art 3D pose reconstruction
approaches. Our approach achieves state-of-the-art performance
on 3DPW. Good performance on Human3.6M does not always
translate to good 3D pose prediction on in-the-wild videos.
3DPW NBA Penn
PCK ↑ MPJPE ↓ PA-MPJPE ↓ PCK ↑ PCK ↑
Ours 86.4 127.1 80.1 68.4 77.9
Ours +
VLOG 91.7 126.7 77.7 68.2 78.6
Ours +
InstaVariety 92.9 116.5 72.6 68.1 78.7
Table 4: Learning from unlabeled video via pseudo ground
truth 2D pose. We collected our own 2D pose datasets by running
OpenPose on unlabeled video. Training with these pseudo-ground
truth datasets induces significant improvements across the board.
6.2. Training on pseudo-ground truth 2D pose
Here we report results of models trained on the two
Internet-scale datasets we collected with pseudo-ground
truth 2D pose annotations (See Table 4). We find that the
adding more data monotonically improves the model per-
formance both in terms of 3D pose and 2D pose reprojec-
tion error. Using the largest dataset, InstaVariety, 3D pose
error reduces by 9% and 2D pose accuracy increases by 8%
on 3DPW. We see a small improvement or no change on
2D datasets. It is encouraging to see that not just 2D but
also 3D pose improves from pseudo-ground truth 2D pose
annotations.
6.3. Predicting dynamics
We quantitatively evaluate our static image to 3D dynam-
ics prediction. Since there are no other methods that predict
3D poses from 2D images, we propose two baselines: a con-
stant baseline that outputs the current frame prediction for
both past and future, and an Oracle Nearest Neighbors base-
line. We evaluate our method on Human3.6M and compare
Past Current Future
PA-MPJPE ↓ PA-MPJPE ↓ PA-MPJPE ↓
N.N. 71.6 50.9 70.7
Const. 68.6 58.1 69.3
Ours 1 65.0 58.1 65.3
Ours 2 65.7 60.7 66.3
Table 5: Evaluation of dynamic prediction on Human3.6M.
The Nearest Neighbors baseline uses the pose in the training set
with the lowest PA-MPJPE with the ground truth current pose to
make past and future predictions. The constant baseline uses the
current prediction as the future and past predictions. Ours 1 is the
prediction model with Eq. 3, Ours 2 is that without Eq. 3.
with both baselines in Table 5.
Clearly, predicting dynamics from a static image is a
challenging task due to inherent ambiguities in pose and the
stochasticity of motion. Our approach works well for ballis-
tic motions in which there is no ambiguity in the direction
of the motion. When it’s not clear if the person is going up
or down our model learns to predict no change.
7. Discussion
We propose an end-to-end model that learns a model of
3D human dynamics that can 1) obtain smooth 3D predic-
tion from video and 2) hallucinate 3D dynamics on single
images at test time. We train a simple but effective tem-
poral encoder from which the current 3D human body as
well as how the 3D pose changes can be estimated. Our ap-
proach can be trained on videos with 2D pose annotations
in a semi-supervised manner, and we show empirically that
our model can improve from training on an Internet-scale
dataset with pseudo-ground truth 2D poses. While we show
promising results, much more remains to be done in recov-
ering 3D human body from video. Upcoming challenges
include dealing with occlusions and interactions between
multiple people.
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8. Appendix
8.1. Model architecture
GroupNorm
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Conv1D
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Figure 5: Architecture of fmovie.
Temporal Encoder
Figure 5 visualizes
the architecture of
our temporal encoder
fmovie. Each 1D con-
volution has temporal
kernel size 3 and
filter size 2048. For
group norm, we use
32 groups, where
each group has 64
channels. We repeat
the residual block 3
times, which gives us
a field of view of 13
frames.
Hallucinator Our hallucinator consists of two fully-
connected layers of filter size 2048, whose output gets
added to the original φ as a skip connection.
3D regressors Our f3D regresses the 85D Θt vector in an
iterative error feedback (IEF) loop [11, 31], where the cur-
rent estimates are progressively updated by the regressor.
Specifically, the regressor takes in the current image feature
φt and current parameter estimate Θ
(j)
t , and outputs cor-
rections ∆Θ(j)t . The current estimate gets updated by this
correction Θ(j+1)t = ∆Θ
(j)
t + Θ
(j)
t . This loop is repeated
3 times. We initialize the Θ(0)t to be the mean values Θ¯,
which we also update as a part of the learned parameter.
The regressor consists of two fully-connected layers,
both with 1024 neurons, with a dropout layer in between,
followed by a final layer that outputs the 85D outputs. All
weights are shared.
The dynamics predictors f±∆t has a similar form, except
it only outputs the 72-D changes in pose θ, and the initial
estimate is set to the prediction of the current frame t, i.e.
θ
(0)
t+∆t = θt. Each f±∆t learns a separate set of weights.
8.2. Additional Ablations and Evaluations
In Table 6, we evaluate our method and comparable
methods on 2D/3D pose and 3D shape recovery. We pro-
vide another ablation of our approach where the constant
shape loss (Eq. 1) is not used (Ours – Const). In addition,
we include full results from our ablation studies.
Shape Evaluation To measure shape predictions, we re-
port Posed Mesh Error (Mesh Pos), which computes the
mean Euclidean distance between the predicted and ground
truth 3D meshes. Since this metric is affected by the qual-
ity of the pose predictions, we also report Unposed Mesh
Error (Mesh Unp), which computes the same but with a
fixed T-pose to evaluate shape independently of pose accu-
racy. Both metrics are in units of mm. Note that accurately
capturing the shape of the subject is challenging since only
4 ground truth shapes are available in Human3.6M when
training.
8.3. Failure Modes
While our experiments show promising results, there is
still room for improvement.
Smoothing Overall, our method obtains smooth results,
but it can struggle in challenging situations, such as person-
to-person occlusions or fast motions. Additionally, extreme
or rare poses (e.g. stretching, ballet) are difficult to capture.
Please refer to our supplementary video for examples.
Dynamics Prediction Clearly, predicting the past and fu-
ture dynamics from a single image is a challenging prob-
lem. Even for us humans, from a single image alone, many
motions are ambiguous. Figure 6 visualizes a canonical ex-
ample of such ambiguity, where it is unclear from the input,
center image, if she is about to raise her arms or lower them.
In these cases, our model learns to predict constant pose.
Furthermore, even the pose in a single image can be am-
biguous, for example due to motion blur in videos. Fig-
ure 7 illustrates a typical example, where the tennis player’s
arm has disappeared and therefore the model cannot discern
whether the person is facing left or right. When the current
frame prediction is poor, the resulting dynamics predictions
are also not correct, since the dynamics predictions are ini-
tialized from the pose of the current frame.
Note that incorporating temporal context resolves many
of these static-image ambiguities. Please see our included
supplementary video for examples.
8.4. Effects of pseudo-ground truth dataset on local
vs temporal models
Here we look further into the effects of adding the large-
scale, unlabeled InstaVariety dataset with pseudo-ground
truth 2D annotations. The main paper showed that adding
the large scale InstaVariety dataset with pseudo-ground
truth 2D labels improved the performance significantly.
Here we analyze how much the temporal context helps in
learning from noisy pseudo-ground truth annotations, by
training the local, single-view model also with the extra In-
staVariety dataset. The results are shown in Table 7. While
both models benefit from pseudo-ground truth datasets, we
find the relative improvement is significantly higher for the
temporal model. This suggests that temporal context allows
the model to be more robust toward bad, outlier pseudo-
ground truth 2D labels.
3DPW H3.6M Penn Action
PCK ↑ MPJPE ↓ PA-MPJPE ↓ Accel Err ↓ Mesh Pos ↓ Mesh Unp ↓ MPJPE ↓ PA-MPJPE ↓ Accel Err ↓ PCK ↑
Martinez et al. [37] - - 157.0 - - - 62.9 47.7 - -
SMPLify [8] - 199.2 106.1 - 211.2 61.2 - 82.3 - -
TP-Net [14] - 163.7 92.3 - - - 52.1 36.3 - -
Ours 86.4 127.1 80.1 16.4 144.4 25.8 87.0 58.1 9.3 77.9
Ours + VLOG 91.7 126.7 77.7 15.7 147.4 29.7 85.9 58.3 9.3 78.6
Ours + InstaVariety 92.9 116.5 72.6 14.3 138.6 26.7 83.7 56.9 9.3 78.7
Single-view retrained [31] 84.1 130.0 76.7 37.4 144.9 24.4 94.0 59.3 23.9 73.2
Ours – Dynamics 82.6 139.2 78.4 15.2 155.2 24.8 88.6 58.3 9.1 71.2
Ours – Const 86.5 128.3 78.2 16.6 145.9 27.5 83.5 57.8 9.3 78.1
Table 6: Evaluation of baselines, ablations, and our proposed method on 2D and 3D keypoints and 3D mesh. We compare with three
other feed-forward methods that predict 3D joints. None of the models are trained on 3DPW, all of the models are trained on H3.6M,
and only our models are trained on Penn Action (TP-Net also uses MPII 2D dataset). We show that training with pseudo-ground truth 2D
annotations significantly improves 2D and 3D predictions on the in-the-wild video dataset 3DPW. Single-view is retrained on our data.
Ours – Dynamics is trained without the past and future regressors f±∆t. Ours – Const is trained without Lconst shape.
3DPW H3.6M Penn
PCK ↑ MPJPE ↓ PA-MPJPE ↓ MPJPE ↓ PA-MPJPE ↓ PCK ↑
Local 84.1 130.0 76.7 94.0 59.3 73.2
Local + Insta. 88.6 126.5 73.0 93.5 59.5 73.2
Improvement 5.4% 2.7% 4.8% 0.6% -0.3% 0%
Temporal 86.4 127.1 80.1 87.0 58.1 77.9
Temp. + Insta. 92.9 116.5 72.6 83.7 56.9 78.7
Improvement 7.6% 8.4% 9.3% 3.7% 2.0% 1.0%
Table 7: Effects of using unlabeled video via pseudo ground truth 2D pose on local (single-view) vs temporal context models. While
both local and temporal context models benefit from training with additional pseudo-ground truth datasets in general, the gain is more
significant with the model with temporal context. A possible explanation is that the temporal context acts as a regularizer that allows it to
be more robust to outlier poor 2D pseudo-ground labels.
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Figure 6: Ambiguous motion. Dynamic prediction is difficult
from the center image alone, where her arms may reasonably lift
or lower in the future.
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Figure 7: Ambiguous pose. The tennis player’s pose in the input,
center image is difficult to disambiguate between hunched forward
verses arched backward due to the motion blur. This makes it chal-
lenging for our model to recover accurate dynamics predictions
from the single image.
