We study the model of a biaxial single ferromagnetic spin Hamiltonian with an external magnetic field applied along the medium axis. The phase transition of the escape rate is investigated. Two different but equivalent methods are implemented. Firstly, we derive the semi-classical description of the model which yields a potential and a coordinate dependent mass. Secondly, we employ the method of spin-particle mapping which yields a similar potential to that of semi-classical description but with a constant mass. The exact instanton trajectory and its corresponding action, which have not been reported in any literature is being derived. Also, the analytical expressions for the first-and second-order crossover temperatures at the phase boundary are derived. We show that the boundary between the first-and the second-order phase transitions is greatly influenced by the magnetic field. Introduction-In recent years, the study of single ferromagnetic spin systems has been of considerable interest to condensed matter physicists. These systems have been pointed out 1,3 to be a good candidate for investigating first-and second-order phase transition of the quantumclassical escape rate. The quantum-classical escape rate transition takes place in the presence of a potential barrier. At very low temperature (close to zero), transitions occur by quantum tunnelling through the barrier and the rate is governed by Γ ∼ e −B , where B is the instanton (imaginary time solution of the classical equation of motion) action. At high temperatures, the particle has the possibility of hopping over the barrier (classical thermal activation), in this case transition is governed by Γ ∼ e
Introduction-In recent years, the study of single ferromagnetic spin systems has been of considerable interest to condensed matter physicists. These systems have been pointed out 1, 3 to be a good candidate for investigating first-and second-order phase transition of the quantumclassical escape rate. The quantum-classical escape rate transition takes place in the presence of a potential barrier. At very low temperature (close to zero), transitions occur by quantum tunnelling through the barrier and the rate is governed by Γ ∼ e −B , where B is the instanton (imaginary time solution of the classical equation of motion) action. At high temperatures, the particle has the possibility of hopping over the barrier (classical thermal activation), in this case transition is governed by
, where ∆V is the energy barrier. At the critical point when these two transition rates are equal, there exits a crossover temperature (first-order transition) T (1) 0 from quantum to thermal regime, it is estimated as T (1) 0 = ∆V /B. In principle these transitions are greatly influenced by the anisotropy constants and the external magnetic fields. The second-order phase transition occurs for particles in a cubic or quartic parabolic potential, it take place at the temperature T (2) 0 , below T (2) 0 one has the phenomenon of thermally assisted tunnelling and above T (2) 0 transition occur due to thermal activation to the top of the potential barrier 1, 3 . The order of these transitions can also be determined from the period of oscillation τ (E) near the bottom of the inverted potential. Monotonically increasing τ (E) with the amplitude of oscillation gives a second-order transition while nonmonotonic behaviour of τ (E) ( that is a mininmum in the τ (E) vs E curve, E being the energy of the particle ) gives a first-order transition 1 .
The model of a uniaxial single ferromagnetic spin with a transverse magnetic field, which is believed to describe the molecualr magnet MnAc 12 was considered by
Garanin and Chudnovsky
1 , the Hamiltonian is of the formĤ = −DŜ 2 z − h xŜx , using the spin-particle mapping version of this Hamiltonian 5-7 , they showed that the transition from thermal to quantum regime is of firstorder in the regime h x < sD/2 and of second-order in the regime sD/2 < h x < 2sD. For other single-molecule magnets such as Fe 8 , a biaxial ferromagnetic spin model is a good approximation. In this case, Lee et al 13 considered the modelĤ = K(Ŝ 2 z + λŜ 2 y ) − 2µ B h yŜy , using spin coherent state path integral, they obtained a potential and a coordinate dependent mass from which they showed that the boundary between the first and the second-order transitions sets in at λ = 0.5 for h y = 0 while the order of the transitions is greatly influenced by the magnetic field and the anisotropy constants for h y = 0. Zhang et al 14 studied the model H = K 1Ŝ 2 z + K 2Ŝ 2 y using spin-particle mapping and periodic instanton method. The phase boundary between the first-and the second-order transitions was shown to occur at K 2 = 0.5K 1 . The model with z-easy axis in an applied field has been also studied by numerical and perturbative methods 2 . In this paper, we study a biaxial spin system with an external magnetic field applied along the medium axis using spin-coherent state path integral and the formalism of spin-particle mapping. Unlike other models with an external magnetic field 4,12,14 , the spin-particle mapping yields a simplified potential and a constant mass which allows us to solve for the exact instanton trajectory and its corresponding action in the presence of a magnetic field. We also present the analytical results of the crossover temperatures for the first-and the secondorder transitions at the phase boundary.
Spin model and spin coherent state path integralConsider the Hamiltonian of a biaxial ferromagnetic spin (single-molecule magnet) in an external magnetic field where D E > 0, and S i , i = x, y, z is the components of the spin. This model possesses an easy XOY plane with an easy-axis along the y-direction and an external magnetic field along the x-axis. At zero magnetic field, there are two classical degenerate ground states corresponding to the minima of the energy located at ±y, these ground states remain degenerate for h x = 0 in the easy XY plane. The semi-classical form of the quantum Hamiltonian can be derived using spin coherent state path integral. In the coordinate dependent form, the spin-coherent-state is defined by 15, 16 
wheren = s(sin θ cos φ, sin θ sin φ, cos θ) is the unit vector parametrizing the spin on a two-sphere S 2 . The overlap between two coherent states is found to be
where ∆φ = φ − φ. The expectation value of the spin operator in the large s limit is approximated as
These states satisfy the overcompletness relation (resolution of identity)
Using these equations, the transition amplitude is easily obtained as
The Euclidean action (t → −iτ ) is given by S =
These two equations (7) and (8) describe the semiclassical dynamics of the spin on S 2 . Two degenerate minima exit for h x < h c = 2Es, which are located at θ = π/2: φ = 2πn ± arccos α x , where α x = h x /h c , n ∈ Z, and the of the maximum is at θ = π/2: φ = nπ with the height of the barrier (n = 0) given by
Taking into consideration the fact that D E, the deviation away from the easy plane is very small, thus one can expand θ = π/2 − η, where η 1. Integration over the fluctuation η in Eq.(6) yields an effective theory describe by
where
and
with κ = E/D. An additional constant of the form Es 2 α 2 x has been added to the potential for convenience. The first term in the effective Lagrangian is a total derivative which does not contribute to the classical equation of motion, however, it has a significant effect in the quantum transition amplitude, producing a quantum phase interference in spin systems 10, 11 . The two classical degenerate minima which corresponds to φ = 2πn ± arccos α x are separated by a small barrier at φ = 0 and a large barrier at φ = π. The phase transition of the escape rate of this model can be investigated using the potential Eq.(11) and the mass Eq. (12) 13 , in this paper, however, we will study this transition via the method of mapping a spin system onto a quantum mechanical particle in a potential field. A classical trajectory (instanton) exits for zero magnetic field, in this case the classical equation of motion
integrates to
where ω = 2s √ ED and the upper and lower signs are for instanton and anti-instanton respectively. The corresponding action for this trajectory yields 10,17 S 0 = B ± isπ,
For small anisotropy parameters, κ 1, the coordinate dependent mass can be approximated as m ≈ 1/2D, the approximate instanton trajectory in this limit yields
where ω = s ED(1 − α 2 x ) and the corresponding action is
The upper and the lower signs in the action correspond to the large and small barriers respectively while that in the trajectory is for instanton and anti-instanton. At zero magnetic field, the instanton interpolates between the classical degenerate minimaφ = ±π/2 at τ = ±∞.
For coordinate dependent mass the classical trajectory can be integrated in terms of the Jacobi elliptic functions. This solution will be presented in the next section using a simpler method. Particle mapping -In this section, we will consider the formalism of mapping a spin system to a quantummechanical particle in a potential field 5 . In this formalism one introduces a nonnormalized spin coherent state, the action of the spin operators on this state yields the following expressions 6,7
The Shrödinger equation can be written aŝ
where the generating function is defined as
with periodic boundary condition Φ(φ + 2π)= e 2iπs Φ(φ). Using Eqns. (1), (18) and (19), the differential equation for Φ(φ) yields
Now let's introduce the incomplete elliptic integral of first kind
with amplitude φ and modulus λ 2 = κ. The trigonometric functions are related to the Jacobi elliptic functions by sn(x, λ) = sin φ, cn(x, λ) = cos φ and dn(x, λ) = 1 − λ 2 sn 2 (x, λ). In this new variable, Eq.(21) transforms into a Schrödinger equation HΨ(x) = EΨ(x) with
The effective potential is given by ) and α x = h x /2Es. In order to arrive at this potential we have used the large s limit s(s + 1) ∼s 2 and shifted the minimum energy to zero by adding a constant of the form Es 2 α 2 x . Unlike the spin coherent state version, the mass of the particle is constant in this case which appears to be the approximate form of Eq.(12) in the limit of small anisotropy parameters, but the potentials Eq. (11) and Eq.(24) are of similar form, infact they are equal when λ → 0 except for the quantum renormalizations. At zero magnetic field the potential Eq.(24) reduces to a well-known potential studied by periodic instanton method 14 . In many models with an external magnetic field 4,12,14 , the resulting effective potential from spin-particle mapping is always too complicated for one to solve for the instanton trajectory, however in this case the effective potential is in a compact form, allowing us to find the exact classical trajectory (see the next section).
Phase transition and instanton solution-We will now study the phase transition of the escape rate of this model and the instanton solution in the presence of a magnetic field. The potential Eq.(24) has minima at x 0 = 4nK(λ) ± cn −1 (α x ) and maxima at x sb = ±4nK(λ) for small barrier and at x lb = ±2(2n + 1)K(λ) for large barrier, where K(λ) is the complete elliptic function of first kind i.e F ( π 2 , λ). The heights of the potential for small and large barriers are given by
The Euclidean Lagrangian corresponding to the particle Hamiltonian is
It follows that the classical equation of motion is
which corresponds to the motion of the particle in the inverted potential −V (x). Upon integration, Eq. (28) gives the instanton solution where ω =s ED(1 − α 2 x ). This trajectory has not been reported in any literature. It is the exact classical trajectory in the presence of an external magnetic field. The instanton (upper sign) interpolates from the left minimumx(τ ) = − sn −1 ( 1 − α 2 x ) at τ = −∞ to the center of the barrierx(τ ) = 0 at τ = 0 and reaches the right minimumx(τ ) = sn
At zero magnetic field, Eq. (29) is equivalent to the well-known instanton solution 8 , which is equivalent to Eq. (14) . It is noted that this trajectory is the same as Eqn. (16) except that the trigonometric sine function is being replaced by the Jacobi elliptic sine function and s →s, however, in the limit λ → 0, both solutions are the same, since the potentials Eqns.(11) and (24) and the masses Eqn. (12) and Eqn.(23) are the same in this limit (the Jacobi elliptic functions becomes the trigonometric functions). The action for the trajectory, Eq.(29) yields
When α x = ±1, there is no large and small barriers, the trajectory and its action reduce tox(τ ) = 0 = B, hence there is no tunnelling. It is noted that this action reduces to Eq.(17) in the limit κ 1 and to Eq.(15) when α x = 0 except that s is being replaced bys. At nonzero energy (finite temperature), the particle has the possibility of hopping over the potential barrier (thermal activation), the escape rate (transition amplitude) of the particle can be either first-or second-order depending on the shape of the potential. In order to investigate the analogy of this transition to Landau's theory of phase transition, consider the the escape rate of a particle at finite temperature through a potential barrier in the quasiclassical approximation 3,10
where W(E) is the tunnelling probability of a particle at an energy E, and E min is the energy at bottom of the potential. The tunnelling probability in imaginary time is given as W(E) ∼ e −S(E) , therefore we have
where F min is the minimum of the free energy F ≡ E + T S(E) − E min with respect to E. The imaginary time action is expressed as
where ±x(E) are the turning point for the particle with energy −E in an inverted potential. Introducing a dimensionless quantity Q = (V max − E)/(V max − V min ) where V max (V min ) corresponds to the top (bottom) of the potential, the expansion of the imaginary time action around
and ω 2 0 = −V (x b )/m > 0 is the frequency of oscillation at the bottom of the inverted potential, x b corresponds to the maximum of the potential.
By the analogy with the Landau theory of phase transition, the phase boundary between the first-and secondorder transition (see Fig.(1) ) is obtained by setting the coefficient of Q 2 to zero i.e b = 0. Using the maximum of the small and large barriers of the potential Eq.(24) at x sb and x lb we obtain
Thus by setting b = 0 we obtain the four solution in Eqns.(37) and(38). At α x = 0, the critical values at the phase boundary are κ c = 1 or for small field α x 1, we obtain κ
, where the plus and minus signs correspond to the small and large barriers respectively. The phase diagrams of Eqns.(37) and(38) are shown in Fig.(2) , with the value κ − increasing with increasing magnetic field for small barrier while it decreases with increasing magnetic field for large barrier, the first-order phase transition occurs in the regime κ − sb/lb > 1/2 in both cases. The crossover temperature for the first-order transition is estimated as T = Es/ ln(3 + 2 √ 2) as shown in Fig.(3(b) ). In the case of second-order transition the crossover temperature is estimated as T 
The maximum of this function occurs at α x = ±(1 − 2κ)/2κ, with
where the upper and lower signs correspond to the large and small barriers respectively. Substituting the expressions for κ − sb/lb (α x ) into Eqns. (39) and (40) we obtain the temperatures at the phase boundary as shown in Fig.(3(a) ). The critical temperature at the phase boundary decreases with increasing magnetic field for small barrier while for large barrier it increases with increasing magnetic field. In the regime of small field α x 1, it behaves linearly as T = Es/π which is smaller than that of first-order.
Conclusions-In conclusion, we have investigated an effective particle Hamiltonian which corresponds exactly to a biaxial spin model. Using this Hamiltonian we studied the phase transition of the escape rate of a particle at zero and nonzero temperatures. The analytical expressions for the instanton trajectories and the crossover temperatures were obtained. We showed that the boundary between the first-and second-order phase transition is greatly influenced by the magnetic field.
