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Resumen
En esta tesis se presenta una te´cnica basada en ma´quinas de estado finito para la simu-
lacio´n de sistemas suaves a trozos. Se presentan tres ejemplos de sistemas suaves a trozos.
Primero se analiza el oscilador de puente de Wien con tres modelos distintos; se estudia el
efecto de las saturaciones y de las dina´micas deslizantes sobre el circuito. En segundo lugar
se estudia un sistema lineal de primer orden controlado con PI; se estudian las posibles con-
figuraciones generadas por la interaccio´n de las saturaciones del control PI y se comparan los
resultados de simulacio´n con los resultados experimentales de un servocontrolador PI digital
para un motor DC. En tercer lugar se estudia el problema de los flujos de potencia para un
sistema de dos barras; se plantea una nueva te´cnica que forza al sistema a deslizarse por las
restricciones de potencia reactiva. Finalmente se presentan algunas conclusiones.
Palabras clave: Simulacio´n, sistema dina´mico, ma´quina de estado finito, sistema suave
a trozos, modelamiento, equilibrio, o´rbita perio´dica, estabilidad.
Abstract
This thesis presents a technique based on finite state machines for the simulation of piece-
wise smooth systems. Here, there are three examples of piecewise smooth systems. First we
analyze the Wien bridge oscillator with three different models; we study the possible con-
figurations generated by the interaction of PI control saturations and comparing simulation
results with the experimental results of a digital PI servocontroller for a DC motor. Thirdly
we study the problem of power flows for a system of two bars; we propose a new technique
that forces the system to slide through the reactive power constraints. Finally, we present
some conclusions.
Keywords: Simulation, dynamic system, finite state machine, piecewise smooth sys-
tem, modeling, equilibrium, periodic orbit, stability.
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1 Introduccio´n
Cada vez la simulacio´n desempen˜a un papel ma´s importante en un proceso de automati-
zacio´n. E´sta permite, entre otras cosas, predecir los acontecimientos que podr´ıan ocurrir
en un proceso industrial real. Por lo tanto se hace necesario disponer de herramientas in-
forma´ticas capaces de entregar datos precisos al ingeniero disen˜ador. Una de las principales
dificultades de la simulacio´n es que a menudo los modelos f´ısicos de los procesos industriales
son de naturaleza no lineal y ma´s au´n, no suave. Generalmente se encuentran dificultades a la
hora de simular sistemas no suaves que suponen la ocurrencia de eventos que condicionan su
comportamiento transitorio y asinto´tico [4][2][8]. Se plantea como hipo´tesis de investigacio´n
el modelado de sistemas no suaves empleando una ma´quina de estados, donde cada estado
representa un sistema independiente de ecuaciones diferenciales ordinarias y las transiciones
entre los estados se obtienen de acuerdo a una serie de condiciones definidas por las carac-
ter´ısticas no lineales de los feno´menos presentes en el sistema y que se evalu´an en tiempo de
simulacio´n.
El desarrollo de aplicaciones computacionales en el a´rea de sistemas dina´micos ha sido orien-
tado principalmente al ana´lisis de problemas modelados con ecuaciones diferenciales ordi-
narias o parciales sin tener en cuenta feno´menos no suaves [25]. El modelado de sistemas
no suaves se hace a trave´s de un tipo especial de ecuacio´n diferencial que se caracteriza por
ser discontinua en su lado derecho [9], esto no es ma´s que una representacio´n formal del
feno´meno no suave que facilita la comprensio´n del sistema, sin embargo, en el momento de
solucionar este tipo de ecuaciones aparecen serias dificultades debido a su naturaleza discon-
tinua [28]. Para solucionar este problema se han sugerido diferentes modelos de simulacio´n,
entre estos uno basado en deteccio´n de eventos, dichos eventos determinan los instantes en
que ocurren cambios bruscos en el sistema (discontinuidad) [26]. Otra alternativa que ha
surgido recientemente es la de los sistemas h´ıbridos [19][16], este planteamiento sugiere un
modelo de simulacio´n que combina estructuras de diferente naturaleza, como por ejemplo
la combinacio´n de sistemas de EDOs y mapas discretos, esta combinacio´n permitir´ıa supe-
rar los inconvenientes producidos por las discontinuidades. Tanto el modelo de deteccio´n de
eventos como el de los sistemas h´ıbridos basan su funcionamiento en una serie de estructuras
(sistemas dina´micos o mapas discretos) que interactu´an entre ellas. Este tipo de compor-
tamiento se amolda en gran medida al de las ma´quinas de estados finito, donde los estados
ser´ıan ana´logos a sistemas de EDOs o mapas discretos, y las transiciones entre los estados
ser´ıan determinadas por los eventos. Un modelo de simulacio´n basado en ma´quinas de estado
finito reducir´ıa notablemente la dificultad a la hora de simular sistemas dina´micos no suaves,
3pues permitir´ıa definir de una manera sistema´tica los componentes de dicha ma´quina. La
principal dificultad, que en cuanto a esto hoy existe, es que ba´sicamente se debe escribir un
programa nuevo cada vez que se pretenda simular un sistema dina´mico no suave diferente, y
las dificultades ser´ıan mayores si se pretendiera realizar diagramas de bifurcaciones y otros
tipos de ana´lisis ma´s elaborados.
En este trabajo se estudian tres ejemplos de sistemas suaves a trozos. Para cada uno se
plantean modelos basados en ma´quinas de estado finito y se realizan algunas simulaciones.
El primer ejemplo se trata del oscilador de puente Wien. Para este sistema se presentan tres
modelos. Los dos primeros tratan acerca de los efectos que pueden producir las saturaciones
en el modelado del circuito y en la respuesta en el tiempo. En el tercer modelo se an˜ade un
diodo en paralelo a uno de los condensadores del circuito. Para el diodo se utiliza un modelo
lineal suave a trozos. Este modelo genera en el sistema una dina´mica impl´ıcita conocida como
deslizante. Este tipo especial de dina´mica puede producir bloqueos en las simulaciones. Para
tratar este problema se acude a la teor´ıa de Filippov [9], la cual permite formular un campo
deslizante que evita los bloqueos.
El segundo ejemplo se trata de un sistema de primer orden controlado con PI y de un
servocontrolador PI digital para motor DC. En este caso se tratan dos tipos de saturaciones
t´ıpicas en los controladotes PI y PID. La primera es la saturacio´n de la accio´n total de
control, debida principalmente a la imposibilidad de cualquier aparato real de entregar ener-
g´ıa infinita. La segunda es la saturacio´n de accio´n integral, e´sta es usualmente saturada
para evitar la inestabilidad. La interaccio´n de estas dos saturaciones genera en el sistema
un conjunto de configuraciones posibles. Se analizan los resultados de simulacio´n para el
sistema de primer orden controlado con PI y se comparan con los resultados experimentales
del servocontrolador PI digital para motor DC.
El tercer ejemplo se trata de un sistema ele´ctrico de flujos de potencia. Usualmente los pro-
blemas de flujo de potencia se solucionan con sistemas de ecuaciones algebraicas no lineales.
Recientemente se han desarrollado nuevos me´todos que plantean dina´micas sinte´ticas cuyos
equilibrios son la soluciones del problema de flujo de potencia. Estos me´todos basados en
dina´mica sinte´tica tienen adema´s un conjunto de restricciones que generan cambios en la
ecuaciones, lo cual constituye un tipo de no suavidad. Adema´s, debido a ese cambio en las
ecuaciones se pueden generar dina´micas deslizantes que pueden bloquear las simulaciones.
Para resolver estos problemas se propone un nuevo modelo basado en ma´quinas de estado
finito. En este modelo se induce al sistema a deslizarse por las restricciones.
2 Oscilador de puente de Wien
El puente de Wien es un oscilador que genera ondas sinusoidales. Entre sus usos ma´s fre-
cuentes esta´n las aplicaciones electro´nicas relacionadas con audio. La figura 2-1 muestra
la configuracio´n circuital ba´sica del oscilador de puente de Wien. Este circuito tiene pocos
componentes electro´nicos y una buena estabilidad en frecuencia [23].
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Figura 2-1: Oscilador de puente de Wien
El mayor inconveniente que se presenta con esta configuracio´n es que el amplificador ope-
racional suele saturarse causando distorsio´n en la salida. Una saturacio´n supone un cambio
abrupto en el modelo matema´tico que representa el sistema f´ısico. Generalmente suele ser
dif´ıcil realizar simulaciones en sistemas que presentan cambios abruptos en sus modelos.
Aqu´ı se presentara´n tres modelos basados en ma´quinas de estado finito que prometen salvar
las dificultades generadas por esos cambios abruptos. Los primeros dos modelos tratara´n el
problema de la saturacio´n del amplificador operacional. En el tercer modelo se an˜adira´ un
diodo en paralelo a uno de los condensadores. El diodo es un elemento electro´nico de natu-
raleza no lineal. Si se emplearan modelos suaves y no lineales del diodo, se inducir´ıa rigidez
en las ecuaciones diferenciales [28]. Si en cambio se emplea un modelo lineal suave a trozos,
se eliminar´ıa las rigidez, pero se inducir´ıa una dina´mica deslizante que podr´ıa bloquear las
simulaciones. Para resolver este problema se plantea un nuevo campo (solucio´n de Filippov),
el cual so´lo esta´ definido sobre la zona deslizante.
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2.1. Modelo 1
R
R
C
C
R
R
+-
+
-
x
y
i
i i 2
3
1
0
Vout
F
G
Figura 2-2: Ana´lisis circuital
En este modelo se usara´n como variables de estado los voltajes de los condensadores: x, y. En
primera instancia, basa´ndose en la figura 2-2 y empleando la ley de tensiones de Kirchhoff
se tiene:
Vout − y − i3R− x = 0 (2-1)
Observando la configuracio´n en la que se encuentra en Amplificador Operacional podemos
representar la salida, vout, en te´rminos de la variable de estado y. Se tiene que:
Vout = ky (2-2)
Donde:
k = 1 +
RF
RG
(2-3)
Por otro lado, se sabe que una de las caracter´ısticas ele´ctricas de los condensadores es que la
corriente que fluye por ellos es igual al producto entre su capacitancia y la derivada respecto
al tiempo de la tensio´n entre los bornes de e´stos. Con base en esto se plantean las siguientes
ecuaciones:
i1 = Cy˙ (2-4)
i3 = Cx˙ (2-5)
6 2 Oscilador de puente de Wien
Empleando la ley de Ohm podemos hallar una expresio´n para i2:
i2 =
y
R
(2-6)
Ahora, reemplazando las ecuaciones (2-2) y (2-5) en la ecuacio´n (2-1) se obtiene una expresio´n
que describe la dina´mica de la primer variable de estado:
RCx˙ = −x+ (k − 1) y (2-7)
Aplicando la ley de corrientes de Kirchhoff, y asumiendo que en condiciones ideales la co-
rriente de entrada a un Amplificador Operacional es cero, se obtiene la siguiente ecuacio´n:
i3 = i1 + i2 (2-8)
Reemplazando las ecuaciones (2-2) y (2-8) en la ecuacio´n (2-1) se obtiene la siguiente
ecuacio´n:
ky − y − (i1 + i2)R− x = 0 (2-9)
Ahora, reemplazando las ecuaciones (2-4) y (2-6) en (2-9) se obtiene una expresio´n que
describe la dina´mica de la segunda variable de estado:
RCy˙ = −x+ (k − 2) y (2-10)
Las ecuaciones (2-7) y (2-10) conforman un sistema de ecuaciones diferenciales, o campo
vectorial, que representa la dina´mica del oscilador de puente de Wien. A continuacio´n se
expresara´ en forma matricial el sistema completo:
f1 =
[
x˙
y˙
]
=
1
RC
[
−1 k − 1
−1 k − 2
] [
x
y
]
(2-11)
La ecuacio´n (4-8) so´lo es va´lida cuando el sistema evoluciona dentro de los niveles de voltaje
que cumplan con las restricciones debidas a las saturaciones propias del Amplificador Ope-
racional. Podr´ıamos decir entonces que esta dina´mica representa el comportamiento libre
(sin saturaciones) del sistema. La ecuacio´n (2-2) representa la salida del sistema (Vout) en
funcio´n de la variable de estado y. Esta relacio´n lineal se cumple so´lo cuando no se presentan
saturaciones. En la figura 2-3 se muestra un modelo lineal suave a trozos del voltaje Vout
en el que se tienen en cuenta las saturaciones del Amplificador Operacional. La siguiente
ecuacio´n representa completamente el comportamiento de Vout.
Vout =


a si ky ≥ a
ky si b < ky < a
b si ky ≤ b
(2-12)
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Figura 2-3: Modelo lineal suave a trozos de Vout
Si suponemos que la salida (Vout) se satura en su nivel superior (a), y basa´ndose en las
ecuaciones (2-1) y (2-12) se tiene que:
a− y − i3R− x = 0 (2-13)
Ahora, reemplazando la ecuacio´n (2-5) en (2-13) se obtiene la ecuacio´n que describe la
dina´mica de la primer variable de estado cuando Vout se encuentra saturado en su nivel
superior:
RCx˙ = −x− y + a (2-14)
Si reemplazamos la ecuacio´n (2-8) en la ecuacio´n (2-13) se obtiene:
a− y − (i1 + i2)R− x = 0 (2-15)
Ahora, reemplazando las ecuaciones (2-4) y (2-6) en (2-15) se obtiene la ecuacio´n que describe
la dina´mica de la segunda variable de estado cuando Vout se encuentra saturado en su nivel
superior:
RCy˙ = −x − 2y + a (2-16)
Las ecuaciones (2-14) y (2-16) conforman un campo vectorial que representa la dina´mica del
oscilador de puente de Wien cuando el Amplificador Operacional satura la salida (Vout) en
su nivel superior. A continuacio´n se expresara´ en forma matricial el sistema completo:
f2 =
[
x˙
y˙
]
=
1
RC
[
−1 −1
−1 −2
] [
x
y
]
+
a
RC
[
1
1
]
(2-17)
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Si suponemos ahora que Vout se satura en su nivel inferior (b) y realizamos un ana´lisis ide´ntico
al hecho cuando se saturaba en el nivel a, se obtiene una ecuacio´n que representa la dina´mica
del oscilador de puente de Wien cuando el Amplificador Operacional satura la salida (Vout)
en su nivel inferior. El sistema es el siguiente:
f3 =
[
x˙
y˙
]
=
1
RC
[
−1 −1
−1 −2
] [
x
y
]
+
b
RC
[
1
1
]
(2-18)
2.1.1. Modelo basado en ma´quina de estado finito
En este momento se cuenta con tres campos vectoriales (f1, f2 y f3) los cuales modelan
el oscilador de puente de Wien en cada situacio´n posible. Ahora presentaremos un modelo
completo basado en las ma´quinas de estado finito. Se describira´n los estados y las transiciones
entre estos. En la figura 2-4 se observa el diagrama de transicio´n de estados. Los estados
S1S2 S3
C1
C2 C3
C4
Figura 2-4: Diagrama de transicio´n de estados
son los siguientes:
– S1: En este estado el sistema evoluciona libremente, b < ky < a, la evolucio´n del
sistema es descrita por el campo f1, ecuacio´n (2-11)
– S2: El sistema evoluciona saturado en su nivel superior, ky ≥ a, la evolucio´n del sistema
es descrita por el campo f2, ecuacio´n (2-17)
– S3: El sistema evoluciona saturado en su nivel inferior, ky ≤ b, la evolucio´n del sistema
es descrita por el campo f3, ecuacio´n (2-18)
A continuacio´n se definen las condiciones para la transicio´n de estado:
– C1 : ky − a = 0 ↑ la salida ha subido hasta alcanzar el voltaje de saturacio´n superior.
– C2 : ky−a = 0 ↓ la salida empieza a descender, pues el producto ky viene descendiendo
hasta igualarse al nivel a.
– C3 : ky − b = 0 ↓ la salida ha bajado hasta alcanzar el voltaje de saturacio´n inferior.
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– C4 : ky− b = 0 ↑ la salida empieza a incrementar, pues el producto ky viene creciendo
hasta igualarse al nivel b.
Las flechas indican si la funcio´n llega a cero de manera creciente (flecha hacia arriba) o
decreciente (flecha hacia abajo).
En la figura 2-5 se observa una simulacio´n del oscilador de puente de Wien. Los siguientes
valores de para´metros fueron usados: R = 10KΩ, C = 10nF , a = 5, b = −5, k = 3,2
−3 −2 −1 0 1 2 3
−2
−1.5
−1
−0.5
0
0.5
1
1.5
2
x
y
Figura 2-5: Retrato de fase del oscilador de puente de Wien. L´ınea azul: estado S1. L´ınea
verde: estado S2. L´ınea roja: estado S3. L´ıneas negras horizontales: niveles de
saturacio´n.
2.2. Modelo 2
En este modelo las variables de estado sera´n el voltaje y y su derivada respecto al tiempo y˙, y
sus ecuaciones se deducira´n del anterior modelo. Aunque aqu´ı no se aporte mayor informacio´n
acerca del comportamiento dina´mico del sistema, si se ilustrara´ el me´todo de las ma´quinas
de estado finito para la simulacio´n de sistemas suaves a trozos. Para lograr el cometido se
deben aplicar algunos artificios algebraicos que a continuacio´n se describira´n.
Analizando las ecuaciones que modelan el sistema cuando no hay saturaciones y despejando
la variable x de la ecuacio´n (2-10) se obtiene:
x = −RCy˙ + (k − 2) y (2-19)
Ahora, si se deriva la ecuacio´n (2-10) respecto al tiempo, se obtiene:
RCy¨ = −x˙ + (k − 2) y˙ (2-20)
Reemplazando la ecuacio´n (2-7) en (2-20) se tiene:
RCy¨ =
1
RC
x−
(k − 1)
RC
y + (k − 2) y˙ (2-21)
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Ahora, reemplazando (2-19) en (2-21) se obtiene:
y¨ −
(k − 3)
RC
y˙ +
1
R2C2
y = 0 (2-22)
La ecuacio´n (2-22) representa la dina´mica del oscilador de puente de Wien cuando opera sin
que se haya saturado el Amplificador Operacional. Ahora se analizara´n las ecuaciones que
modelan el sistema cuando el Amplificador Operacional se encuentra saturado en su nivel
superior.
Despejando la variable x de la ecuacio´n (2-16) se obtiene lo siguiente:
x = −RCy˙ − 2y + a (2-23)
Ahora derivando la ecuacio´n (2-16) respecto al tiempo se obtiene:
RCy¨ = −x˙− 2y˙ (2-24)
Reemplazando la ecuacio´n (2-14) en (2-24) se obtiene:
RCy¨ =
1
RC
x+
1
RC
y −
a
RC
− 2y˙ (2-25)
Ahora, reemplazando (2-23) en (2-25) se obtiene:
y¨ +
3
RC
y˙ +
1
R2C2
y = 0 (2-26)
La ecuacio´n (2-26) representa la dina´mica del oscilador de puente de Wien cuando el Am-
plificador Operacional se encuentra saturado en su nivel superior. Se puede apreciar que
esta ecuacio´n es totalmente independiente del nivel de saturacio´n. Si ademas realiza´ramos
un ana´lisis cuando el Amplificador Operacional se satura en su nivel inferior, se obtendr´ıa
exactamente la misma ecuacio´n. Aunque la ecuacio´n que gobierna la dina´mica del oscilador
cuando esta´ saturado sea la misma independientemente del nivel en el que este´, las condi-
ciones que determinan la entrada y salida a estas configuraciones var´ıan de acuerdo a si se
trata del nivel superior o el nivel inferior. Cuando se realice el modelado mediante ma´quinas
de estado se hara´ ma´s evidente esta consideracio´n.
Ahora se aplicara´ un cambio de variable de manera tal que el modelo se presente en forma
de un sistema de ecuaciones diferenciales ordinarias o campo vectorial. Se define el vector z
a continuacio´n:
z =
[
z1
z2
]
(2-27)
Donde:
z1 = y (2-28)
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z2 = y˙ (2-29)
Aplicando este cambio de variable a la ecuaciones (2-22) y (2-26) se obtienen dos campos
vectoriales que describen la dina´mica del oscilador cuando esta´ operando sin saturaciones y
saturado. A continuacio´n se presentan los campos que describen los modos de operacio´n:
– Operacio´n no saturada
f1 =
[
z˙1
z˙2
]
=
[
1 0
− 1
R2C2
k−3
RC
] [
z1
z2
]
(2-30)
– Operacio´n saturada
f2 =
[
z˙1
z˙2
]
=
[
1 0
− 1
R2C2
− 3
RC
] [
z1
z2
]
(2-31)
2.2.1. Modelo basado en ma´quina de estado finito
En este momento se cuenta con dos campos vectoriales (f1 y f2) y tres configuraciones posi-
bles. Ahora presentaremos un modelo completo basado en las ma´quinas de estado finito. Se
describira´n los estados y las transiciones entre estos. En la figura 2-6 se observa el diagrama
de transicio´n de estados Los estados son los siguientes:
S1S2 S3
C1
C2 C3
C4
Figura 2-6: Diagrama de transicio´n de estados
– S1: En este estado el sistema evoluciona libremente, b < kz1 < a, la evolucio´n del
sistema es descrita por el campo f1, ecuacio´n (2-30)
– S2: El sistema evoluciona saturado en su nivel superior, kz1 ≥ a, la evolucio´n del
sistema es descrita por el campo f2, ecuacio´n (2-31)
– S3: El sistema evoluciona saturado en su nivel inferior, kz1 ≤ b, la evolucio´n del sistema
tambie´n es descrita por el campo f2, ecuacio´n (2-31)
A continuacio´n se definen las condiciones para la transicio´n de estado:
12 2 Oscilador de puente de Wien
– C1 : kz1 − a = 0 ↑ la salida ha subido hasta alcanzar el voltaje de saturacio´n superior.
– C2 : kz1 − a = 0 ↓ la salida empieza a descender, pues el producto kz1 viene descen-
diendo hasta igualarse al nivel a.
– C3 : kz1 − b = 0 ↓ la salida ha bajado hasta alcanzar el voltaje de saturacion inferior.
– C4 : kz1−b = 0 ↑ la salida empieza a incrementar, pues el producto kz1 viene creciendo
hasta igualarse al nivel b.
Este modelo coincide casi en su totalidad con el primero. La principal diferencia radica en
que e´ste so´lo presenta dos campos vectoriales. El diagrama de transicio´n de estados y las
condiciones de transicio´n corresponden exactamente.
En la figura 2-7 se observa una simulacio´n del oscilador de puente de Wien. Se usaron los
mismos valores de para´metros que en en modelo anterior.
−2 −1 0 1 2
−2
−1
0
1
2
x 104
z1
z 2
Figura 2-7: Retrato de fase del oscilador de puente de Wien: L´ınea azul: estado S1. L´ınea
verde: estado S2. L´ınea roja: estado S3. L´ıneas negras verticales: niveles de
saturacio´n
2.3. Modelo 3
En este modelo se ha an˜adido un diodo en paralelo con uno de los condensadores, figura
2-8. Debido a las caracter´ıstica ele´ctricas del diodo se presenta una limitacio´n en el voltaje
del condensador. La figura 2.9(a) muestra un modelo lineal suave a trozos del diodo, donde
Vd es el voltaje de ca´ıda de tensio´n. De acuerdo a este modelo se puede asumir que el
diodo se comporta como un Switch, como se muestra en la figura 2.9(b). Si y < Vd, entonces
S = OFF , el diodo se comporta como una resistencia muy grande, ROFF . Si y ≥ Vd, entonces
S = ON , El diodo se comporta como una resistencia muy pequen˜a, RON . En la figura 2-10
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Figura 2-8: Oscilador de puente de Wien con diodo
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(a) Caracter´ıstica i–v simplifi-
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(b) Si y ≥ Vd, entonces S = ON , de lo con-
trario S = OFF
Figura 2-9: Modelado del diodo
se observa un esquema reducido del oscilador de puente de Wien con un diodo, donde:
Req =
{
ROFFR
ROFF+R
si y < Vd
RONR
RON+R
si y ≥ Vd
(2-32)
Se puede observar que el ana´lisis circuital es casi ide´ntico al que se hizo en el primer modelo,
figura 2-2. En este caso se asumira´ que la salida nunca llegara´ a los niveles de saturacio´n del
Amplificador Operacional, so´lo interesa analizar los efectos que genera el diodo. Analizando
este circuito de igual manera que el del primer modelo se obtiene el siguiente campo vectorial:
[
x˙
y˙
]
=
1
RC
[
−1 k − 1
−1 k − 1− R
Req
] [
x
y
]
(2-33)
El modelo de diodo que se ha escogido sugiere que pueden haber dos topolog´ıas para este
circuito. La primera es cuando el diodo esta´ en modo de no conduccio´n (S = OFF ). En este
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Figura 2-10: Ana´lisis circuital
caso el campo vectorial que modela el sistema se obtiene al sustituir el valor adecuado de
Req, ecuacio´n (2-32), en la ecuacio´n (2-33). El campo es el siguiente:
f1 =
[
x˙
y˙
]
=
1
RC
[
−1 k − 1
−1 k − 1− ROFF+R
ROFF
] [
x
y
]
(2-34)
La segunda topolog´ıa del circuito se da´ cuando el diodo conduce (S = ON). El campo
vectorial que modela el sistema es el siguiente:
f2 =
[
x˙
y˙
]
=
1
RC
[
−1 k − 1
−1 k − 1− RON+R
RON
] [
x
y
]
(2-35)
2.3.1. Dina´mica deslizante
Aparentemente los campos f1 y f2 modelar´ıan el sistema en su totalidad, sin embargo en este
sistema se puede dar un tipo especial de dina´mica que no es tan fa´cil de intuir. Esta dina´mica
es el resultado de la interaccio´n de los campos f1 y f2 justo en la frontera de conmutacio´n
(y = Vd). En la figura 2.11(a) se ilustran cualitativamente los campos vectoriales f1 y f2.
El problema ocurre cuando en la frontera los campos apuntan en sentidos contrarios, figura
2.11(b). En esta zona el sistema pasa de un lado al otro de la frontera de conmutacio´n
casi instanta´neamente. El sistema evolucionar´ıa siguiendo un patro´n de Zig-Zag. Esto puede
generar bloqueos y largos tiempos de simulacio´n.
Una alternativa para solucionar los problemas debidos a las dina´micas deslizantes fue pro-
puesta por Filippov [9]. La definicio´n general de la solucio´n de Filippov se presenta en la
ecuacio´n (2-36)
fs = αf1 + (1− α)f2 (2-36)
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Vd
x
y
(a) f1: A´rea inferior, f2: A´rea superior
Vd
x
y
(b) Zona de conmutacio´n. f1 esta´ apuntado hacia arriba, f2 esta´ apuntando
hacia abajo.
Figura 2-11: Campos vectoriales
Esta solucio´n propone definir un nuevo campo vectorial que so´lo existir´ıa en la frontera
de conmutacio´n. De esta manera el sistema se deslizar´ıa justo sobre de la frontera de con-
mutacio´n. Analizando los campos f1 y f2 se puede notar que la componente en x es la
misma para ambos campos. Esta especial condicio´n permite deducir fa´cilmente el campo de
deslizante. La teor´ıa de Filippov dice que el campo deslizante sera´ aquel que sea tangente a
la superficie de conmutacio´n y que este´ ubicado en el conjunto convexo entre los dos campos
que generan el deslizamiento. En la figura 2-12 se puede apreciar la anterior observacio´n. De
esta manera el campo deslizante tendra´ una componente en x ide´ntica a la de sus campos
generadores y una componente en y nula.
El campo deslizante esta´ definido por la siguiente ecuacio´n:
fs =
[
x˙
y˙
]
=
1
RC
[
−1 k − 1
0 0
] [
x
y
]
(2-37)
2.3.2. Modelo basado en ma´quina de estado finito
En este momento se cuenta con tres campos vectoriales (f1, f2 y fs) los cuales modelan el
sistema en cada situacio´n posible. Ahora presentaremos un modelo completo basado en las
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Figura 2-12: Campo deslizante
ma´quinas de estado finito. Se describira´n los estados y las transiciones entre estos. En la
figura 2-13 se observa el diagrama de transicio´n de estados.
S1 S2 S3
C1
C2
C3
C4C5
C6
Figura 2-13: Diagrama de transicio´n de estados
Los estados son los siguientes:
– S1: En este estado , y < Vd, S = OFF . La evolucio´n del sistema es descrita por el
campo f1, ecuacio´n (2-34)
– S2: En este estado y > V d, S = ON . La evolucio´n del sistema es descrita por el campo
f2, ecuacio´n (2-35)
– S3: El sistema entra en la zona deslizante, y = Vd. La evolucio´n del sistema es descrita
por el campo fs, ecuacio´n (2-37)
Antes de definir las transiciones, se define la siguiente funcio´n:
H(z) = y − Vd (2-38)
Donde
z =
[
x
y
]
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La ecuacio´n (2-38) sera´ igual a cero en todos los puntos (x, y) donde se encuentre la zona de
conmutacio´n. Ahora se define la funcio´n Hz(z):
Hz(z) =
[
∂H(z)
∂x
∂H(z)
∂y
]
=
[
0
1
]
(2-39)
La ecuacio´n (2-39) define un campo vectorial ortogonal a la superficie de conmutacio´n. A
continuacio´n se definen las condiciones para la transicio´n de estado:
– C1 : H(z) = 0 ↑ y (f1 ·Hz(z)) (f2 ·Hz(z)) < 0 El sistema ha alcanzado la zona de
conmutacio´n y ambos campos apuntan hacia esta zona dando origen al deslizamiento.
– C2 : (f1 ·Hz(z)) = 0 ↓ el campo f1 deja de apuntar hacia la zona de conmutacio´n.
– C3 : H(z) = 0 ↓ y (f1 ·Hz(z)) (f2 ·Hz(z)) > 0 El sistema ha alcanzado la zona
de conmutacio´n y ambos campos apuntan hacia el mismo lado, se cruza la zona de
conmutacio´n.
– C4 : H(z) = 0 ↓ y (f1 ·Hz(z)) (f2 ·Hz(z)) < 0 El sistema ha alcanzado la zona de
conmutacio´n y ambos campos apuntan hacia esta zona dando origen al deslizamiento.
– C5 : H(z) = 0 ↑ y (f1 ·Hz(z)) (f2 ·Hz(z)) > 0 El sistema ha alcanzado la zona
de conmutacio´n y ambos campos apuntan hacia el mismo lado, se cruza la zona de
conmutacio´n.
– C6 : (f2 ·Hz(z)) = 0 ↑ el campo f2 deja de apuntar hacia la zona de conmutacio´n.
En la figura 2-14 se observa una simulacio´n del oscilador de puente de Wien. Los siguientes
valores de para´metros fueron usados: R = 10KΩ, C = 10nF , RON = 1Ω, ROFF = 2MΩ,
k = 3,2, Vd = 0,7V . Para este caso se ha simulado el sistema con dos condiciones iniciales
para apreciar todos los estados.
2.4. Discusio´n final
En este cap´ıtulo se mostraron tres modelos de oscilador de puente de Wien. Los dos primeros
modelos trataron el problema de la saturaciones del Amplificador Operacional. Las satura-
ciones an˜aden nuevas configuraciones al sistema. Para la completa comprensio´n del sistema
se utilizo´ un modelo basado en ma´quinas de estado finito, el cual permit´ıa de una manera
sistema´tica definir el conjunto de estados asociados a cada configuracio´n y las condiciones
de transicio´n entre dichos estados.
Finalmente se analizo´ un tercer modelo del oscilador de puente de Wien. En este´ modelo se
an˜adio´ un diodo en paralelo a uno de los condensadores del circuito. Para el modelado del
diodo se uso´ una representacio´n lineal suave a trozos. Este tipo de representacio´n del diodo
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Figura 2-14: Retrato de fase del oscilador de puente de Wien. L´ınea azul: estado S1. L´ınea
verde: estado S2. L´ınea roja: estado S3. L´ınea negra horizontal: zona de con-
mutacio´n
an˜ad´ıa expl´ıcitamente dos configuraciones al sistema, adema´s de una tercera configuracio´n
impl´ıcita (modo deslizante), la cual es el resultado de la interaccio´n de las dos primeras.
Para la representacio´n del sistema completo se planteo´ un modelo basado en ma´quinas de
estado finito que contemplaba las tres configuraciones. Se obtuvo un modelo muy robusto
que garantiza una simulacio´n fluida y sin bloqueos.
3 Sistema de control PI con saturaciones
El control PI es una te´cnica cla´sica utilizada en una amplia variedad de sistemas. Cuando esta
te´cnica es aplicada a sistema lineales se esperar´ıa que las respuestas tengan la complejidad
propia de un sistema lineal. Sin embargo es bien sabido que las respuestas de sistemas lineales
controlados con PI tienen algunas veces una complejidad solo vista en sistemas no lineales.
Este comportamiento puede ser causado por las restricciones del sistema relacionadas con sus
propiedades f´ısicas. Tambie´n ha sido reportado que las restricciones debidas a las saturaciones
presentes en un sistema de control real pueden causar comportamiento no lineal [7].
La saturacio´n ma´s comu´n en sistemas de control es la limitacio´n de magnitud en la accio´n
total de control, como se muestra en la figura 3-1. Esta no linealidad se presenta porque
todos los actuadores reales esta´n alimentados con energ´ıa limitada.
+
+
kp
ki
e
u
u
Figura 3-1: Limitacio´n de magnitud en la accio´n de control
Cuando una rama integral esta´ presente en un sistema de control con saturacio´n en el actua-
dor, un feno´meno conocido como windup aparece [3]. E´ste se caracteriza por un crecimiento
desmedido de la parte integral del controlador. Una de las te´cnicas usadas para evitar este
feno´meno consiste en saturar la parte integral del controlador de manera tal que la integral
del error no crezca por encima o por debajo de ciertos niveles, como se muestra en la figura
3-2.
En este cap´ıtulo hay un particular intere´s en la dina´mica de un sistema de control PI al
cual se le ha aplicado la te´cnica anti-windup ilustrada en la figura 3-2. En primer lugar, a
trave´s de la simulacio´n de un sistema lineal de primer orden controlado con PI se muestra
como las saturaciones de la accio´n total de control y la rama integral pueden generar la
coexistencia de tres posibles soluciones, una de las cuales es una o´rbita perio´dica aislada.
Las simulaciones permitira´n observar que cada saturacio´n produce cambios abruptos en
el sistema y su interaccio´n genera seis posibles configuraciones. Finalmente se mostrara´n
algunos resultados experimentales de un servocontrolador PI basado en FPGA para un
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motor DC, el controlador tiene satuarcio´n en el actuador y en la accio´n integral. En este
experimento se observa el mismo comportamiento cualitativo que en el sistema de primer
orden.
Figura 3-2: Esquema ba´sico del me´todo de integracio´n anti-windup
3.1. Sistema de primer orden controlado con PI
Conside´rese el sistema de primer orden descrito en la ecuacio´n (3-1).
y = 2y + uˆ (3-1)
Donde uˆ = sat (u), y u es la sen˜al de control definida en la ecuacio´n (3-2).
u =


kpe− kihint si
∫
e ≤ −hint
kpe+ ki
∫
e si −hint <
∫
e < hint
kpe+ kihint si
∫
e ≥ hint
(3-2)
Donde kp y ki son las constantes proporcional e integral respectivamente, y e es la sen˜al de
error calculada como la diferencia entre la sen˜al de referencia y la salida del sistema y, hint
es ma´ximo valor que puede tomar la integral del error.
Para analizar la respuesta basada en el error, el sistema se puede representar como se muestra
en la ecuacio´n (3-3).[
x˙1
x˙2
]
=
[
2− kp −ki
1 0
] [
x1
x2
]
(3-3)
Donde
x1 = e
x2 =
∫
e
3.1.1. Modelo basado en ma´quina de estado finito
Debido a las saturaciones presentes en la rama integral y en las salida total del controlador,
hay seis diferentes configuraciones para el sistema. Para describir el sistema con un modelo
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basado en una ma´quina de estado finito, cada configuracio´n del sistema es asociada con un
estado. El sistema completo puede ser representado como se muestra en la ecuacio´n (3-4).
x˙ = Aix+Bi i = 1, .., 6 (3-4)
Expl´ıcitamente las seis configuraciones (estados) resultantes de la interaccio´n entre las satu-
raciones del sistema son mostradas en las ecuaciones (3-5) a (3-10):
– Estado 1 (S1): Sistema libre, sin saturaciones
A1 =
[
2− kp −ki
1 0
]
B1 =
[
0
0
]
(3-5)
– Estado 2 (S2): So´lo el integrador esta´ saturado
A2 =
[
2− kp −ki
0 0
]
B2 =
[
0
0
]
(3-6)
– Estado 3 (S3): So´lo la sen˜al de control esta´ saturada en su nivel superior
A3 =
[
2 0
1 0
]
B3 =
[
hact
0
]
(3-7)
– Estado 4 (S4): So´lo la sen˜al de control esta´ saturada en su nivel inferior
A4 =
[
2 0
1 0
]
B4 =
[
−hact
0
]
(3-8)
– Estado 5 (S5): El integrador y la sen˜al de control esta´n saturados en su nivel superior
A5 =
[
2 0
0 0
]
B5 =
[
hact
0
]
(3-9)
– Estado 6 (S6): El integrador y la sen˜al de control esta´n saturados en su nivel inferior
A6 =
[
2 0
0 0
]
B6 =
[
−hact
0
]
(3-10)
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Donde hact es el ma´ximo valor que puede tomar la sen˜al de control.
La eleccio´n de estas configuraciones se hizo con base en la teor´ıa de control, son los seis
estados f´ısicamente posibles. Con estas seis configuraciones y estableciendo las condiciones
de transicio´n entre ellos, es posible simular el sistema completo. Las condiciones para la
transicio´n de estados son definidas a continuacio´n:
– C1 : h
2
int − x
2
2 = 0 ↓, se satura el integrador
– C2 : x1 = 0 ↑↓, se libera el integrador
– C3 : hact − u = 0 ↓, se satura el actuador en su nivel superior
– C4 : hact + u = 0 ↓, se satura el actuador en su nivel inferior
– C5 : hact − u = 0 ↑, se libera el actuador
– C6 : hact + u = 0 ↑, se libera el actuador
Donde hint es el ma´ximo valor que puede tomar la salida del integrador. El diagrama de
transicio´n de estados es mostrado en la figura 3-3.
c 2
c 1
s3 s5
s1 s2
s6s4
c 2
c 1
c 2
c 1
c 3c 3 c 5c 5
c 6c 6 c 4c 4
Figura 3-3: Diagrama de transicio´n de estados del modelo basado en ma´quina de estado
finito
Con las simulaciones puede ser visto que debido a la presencia de las dos saturaciones, hay
coexistencia de tres posibles soluciones para el sistema de acuerdo a las condiciones iniciales
como puede ser visto en el retrato de fase mostrado en la figura 3-4. Para algunas condiciones
3.2 Servocontrolador PI digital para un motor DC 23
iniciales, el sistema evoluciona hacia un punto de equilibrio ubicado en el origen. Para otras
condiciones iniciales el sistema alcanza una o´rbita perio´dica aislada. En el u´ltimo caso, hay
algunas condiciones iniciales que hacen el sistema inestable.
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Figura 3-4: Coexistencia de soluciones. En el retrato de fase se pueden ver tres soluciones
diferentes, una representa la dina´mica para una condicio´n inicial en la que el
sistema evoluciona hacia un punto de equilibrio ubicado en el origen (l´ınea ne-
gra discontinua), una condicio´n inicial en la que el sistema alcanza una o´rbita
perio´dica aislada (l´ınea azul continua), y una condicio´n inicial que hace in-
estable al sistema (linea roja punteada).
La o´rbita perio´dica aislada generada por la interaccio´n de las dos saturaciones es mostrada en
la figura 3-5. En este retrato de fase se puede observar la contribucio´n de cada configuracio´n
en la formacio´n de la o´rbita perio´dica. Adema´s se puede observar que la saturacio´n del
integrador (l´ıneas punteadas horizontales) tienden a estabilizar al sistema, mientras que la
saturacio´n del actuador (l´ıneas punteadas diagonales) hacen al sistema inestable.
3.2. Servocontrolador PI digital para un motor DC
En este trabajo ha sido propuesto que algunos resultados encontrados en simulaciones con
un sistema de primer orden controlado con PI, pueden ser extrapolados para el caso de
un servocontrolador PI para un motor DC. Para los experimentos se ha desarrollado un
sistema para controlar un motor DC de ima´n permanente a 24V. El sistema de control
fue implementado en la DE3 tarjeta de Terasic Technologies Inc usando Quartus II, una
aplicacio´n de la corporacio´n Altera. Los datos experimentales fueron obtenidos usando Signal
Tap II Logic Analyzer una herramienta disponible en el Quartus II. Con esta herramienta
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Figura 3-5: Contribucio´n de cada configuracio´n en la formacio´n de la o´rbita perio´dica. Las
l´ıneas punteadas horizontales representan la saturacio´n de la accio´n integral.
Las l´ıneas punteadas diagonales representan la saturacio´n de la accio´n total de
control. La l´ınea negra continua con puntos representa la configuracio´n aso-
ciada con el estado S1. La l´ınea azul continua con S2. La l´ınea verde superior
derecha punteada y discontinua con el estado S3. La l´ınea roja inferior izquier-
da punteada y discontinua con el estado S4. La l´ınea amarilla superior derecha
discontinua con el estado S5. La l´ınea violeta inferior izquierda discontinua con
el estado S6.
han sido adquiridas 65535 muestras de la posicio´n del eje del motor, la sen˜al de error, la
integral del error y la sen˜al de control de la FPGA para cada prueba. La completa descripcio´n
de este experimento se pued encontrar en [5]. En el experimento se ha observado que algunas
condiciones iniciales llevan al eje del motor a un comportamiento oscilatorio, como se muestra
en la figura 3-6. En la figura 3.6(a) se muestra la posicio´n del eje del motor. En las figuras
3.6(b) y 3.6(c) se muestra el error y la integral del error respectivamente, se observa que las
sen˜ales esta´n saturadas. En la figura 3.6(d) se muestra la sen˜al de control.
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(a) Motor shaft position.
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(b) Error signal.
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(c) Integral error.
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(d) Control signal.
Figura 3-6: Respuestas del sistema experimental.
De acuerdo con los resultados de la simulacio´n obtenidos con el sistema de primer orden se
deduce que el comportamiento oscilatorio del motor puede entenderse observando el diagrama
de fase hecho con la integral del error contra el error. En la figura 3-7 se puede observar el
retrato de fase de la integral del error contra el error para los datos experimentales, se puede
observar un comportamiento cualitativo muy similar al caso de primer orden.
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Figura 3-7: Contribucio´n de cada configuracio´n en la formacio´n de una o´rbita perio´dica en
un servocontrolador PI para un motor DC.
3.3. Discusio´n final
En este cap´ıtulo se realizo´ el modelado y la simulacio´n de un sistema de primer orden
controlado con PI. El control pose´ıa dos saturaciones, una en la accio´n integral, y otra
en la accio´n total de control. La interaccio´n de las dos saturaciones genera seis posibles
configuraciones del sistema. Se implemento´ un modelo basado en ma´quinas de estado finito
que contempla, en sus seis estados, las seis posibles configuraciones.
Se mostraron algunos resultados experimentales de un servocontrolador PI digital para un
motor DC. En estos resultados se pudieron observar cualitativamente las mismas seis con-
figuraciones que en el caso del sistema simulado de primer orden controlado con PI.
En la literatura se tiene reportado que los sistemas controlados con PI pueden presentar
oscilaciones cuando el sistema es inestable. Se ha demostrado en este trabajo con resultados
de simulacio´n y experimentales que puede haber comportamiento oscilatorio au´n cuando el
sistema es estable en la vecindad del punto de equilibrio.
4 Sistema ele´ctrico de dos barras
En este cap´ıtulo se presentara´ una nueva te´cnica para la solucio´n de sistemas de flujo de
potencia basada en las ma´quinas de estado finito. Para lograr este cometido se analizara´ un
sistema ele´ctrico de dos barras. Se comparara´n las soluciones cla´sicas con la propuesta.
Uno de los problemas cla´sicos de la ingenier´ıa ele´ctrica es determinar como son los flujos de
potencia en un sistema. En la figura 4-1 se ilustra un sistema ele´ctrico de so´lo dos barras.
Este problema es de naturaleza esta´tica, pues se realiza un ana´lisis para un instante de
tiempo fijo, es como si se tomara una fotograf´ıa instanta´nea del sistema y se analizaran
como son los flujos de potencia, voltajes y a´ngulos en todas la barras para un instante de
tiempo determinado.
Figura 4-1: Sistema ele´ctrico de dos barras
Las te´cnicas cla´sicas para la solucio´n de problemas de flujo de potencia se basan principal-
mente en la solucio´n de un conjunto de ecuaciones algebraicas. Estas ecuaciones determinan
como son los voltajes y a´ngulos en todas las barras. Tambie´n hay ecuaciones que representan
algunas restricciones del sistema, principalmente restricciones de potencia reactiva. Esto se
da porque los generadores ele´ctricos pueden entregar una cantidad limitada de potencia re-
activa. Este tipo de restricciones permiten que el problema algebraico inicial se formule como
un problema de optimizacio´n con restricciones. Los me´todos de Newton para la solucio´n de
ecuaciones algebraicas en adicio´n con te´cnicas de optimizacio´n con restricciones se utilizan
frecuentemente en problemas de flujo de potencia. La principal dificultad con este tipo de
me´todos es que se deben tomar condiciones iniciales bien cercanas a la solucio´n del problema,
de otra forma ser´ıa ma´s dif´ıcil que la solucio´n converja, o si lo hace que sea a una respuesta
f´ısicamente factible.
Recientemente se han planteado nuevas te´cnicas para la solucio´n de problemas de flujo
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de potencia. Una de las ma´s conocidas es la te´cnica de la dina´mica sinte´tica [17]. Esta
u´ltima promete regiones de convergencia mucho mayores a las te´cnicas tradicionales. Para
su correcto funcionamiento se debe asegurar que el sistema ele´ctrico este´ operando en estado
estable. Esta te´cnica plantea un dina´mica artificial en donde existe un equilibrio estable que
ser´ıa la solucio´n del problema de flujo de potencia. En teor´ıa este me´todo cobija cualquier
sistema de flujo de potencia estable, nunca se deber´ıan presentar soluciones inestables. A
diferencia de los me´todos tradicionales que son bastante ra´pidos, este es ma´s lento pues
es mucho ma´s costoso computacionalmente. Sin embargo los me´todos tradicionales pueden
converger a soluciones que son f´ısicamente inestables.
4.1. Dina´mica sinte´tica
Existen diferentes formas de plantear dina´micas sinte´ticas que modelen flujos de potencia.
Una de los me´todos con los que se ha logrado mayores regiones de convergencia se muestra
a continuacio´n:
El a´ngulo es representado por la siguiente ecuacio´n diferencial:
θ˙ = KP (PSP − P (θ, V )) (4-1)
Donde PSP es una potencia activa especificada y KP es una constante que controla la ve-
locidad de convergencia al equlibrio. Esta ecuacio´n asegura que cuando el sistema dina´mico
haya alcanzado el equilibrio, el generador este´ entregando una potencia activa especificada.
El voltaje es representado por la siguiente ecuacio´n diferencial:
V˙ = KV (VSP − V ) (4-2)
Donde VSP es un voltaje especificado y KV es una constante que controla la velocidad de
convergencia al equlibrio.
Los generadores so´lo pueden entregar una potencia reactiva limitada. Si el generador ha su-
perado el nivel de potencia reactiva ma´xima (QSP ), entonces la ecuacio´n (4-2) es reemplazada
por:
V˙ = Kq (QSP −Q(θ, V )) (4-3)
Como el intere´s de este estudio se enfoca en el sistema de dos barras mostrado en la figura 4-1,
nos limitaremos al modelado de los generadores, ya que para este caso ambas barras tienen
generacio´n. El modelo completo de la dina´mica sinte´tica abarca otras ma´quinas ele´ctricas
como transformadores.
A continuacio´n plantearemos un modelo basado en la dina´mica sinte´tica para encontrar los
flujos de potencia del sistema ele´ctrico mostrado en la figura 4-1. En este caso la variables
inco´gnitas son el voltaje y a´ngulo en la barra 2. La ecuacio´n para el a´ngulo en la barra 2 es
la siguiente:
θ˙2 = KP2 (PSP2 − V2V1B12 sin(θ2)) (4-4)
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La ecuacio´n para el voltaje en la barra 2 es la siguiente:
V˙2 = KV 2 (VSP2 − V2) (4-5)
En este modelo se considerara´ una limitacio´n en la potencia reactiva del generador de la barra
2. Cuando se supere el nivel ma´ximo de potencia reactiva que pueda entregar el generador
de la barra 2 (QSP2) la ecuacio´n (4-5) se reemplazara´ por la siguiente ecuacio´n:
V˙2 = Kq2
(
QSP2 −Qd2 + V2V1B12 cos(θ2) + V
2
2 B22
)
(4-6)
En las ecuaciones (4-4), (4-5) y (4-6): PSP2 es un valor de potencia activa especificado, QSP2
es un valor de potencia reactiva especificado, VSP2 es un valor de voltaje especificado, Qd2
es una potencia reactiva demandada. B12 y B22 son para´metros de interconeccio´n entre las
barras. KP2, KV 2 y Kq2 son constantes propias de la dina´mica sinte´tica. E´stas controlan
la velocidad de convergencia de las variables de control, au´n no existe en la literatura un
criterio claro para la escogencia de los valores de estas constantes.
La ecuacio´n que determina la potencia reactiva entregada por el generador de la barra 2 es
la siguiente:
Qg2 = Qd2 − V2V1B12 cos(θ2)− V
2
2 B22 (4-7)
La figura 4-2 se observa una simulacio´n de la dina´mica sinte´tica para los siguientes valores
de para´metros:
PSP2 = −1
Qd2 = 0,6
V1 = 1
B12 = 10
B22 = −10
VSP2 = 0,98
KP2 = KV 2 = Kq2 = 2,5e− 2
QSP2 = 0,42
Debido a la diferencia tan grande en las escalas de magnitudes que se manejan en la ingenier´ıa
ele´ctrica, los valores de los para´metros esta´n normalizados en valores por unidad.
En la simulacio´n de la dina´mica sinte´tica, ilustrada en la figura 4-2, se observa como la
evolucio´n del sistema cambia de trayectoria justo cuando se viola la restriccio´n de potencia
reactiva. Esto se debe a que el equilibrio del sistema se mueve hacia la interseccio´n entre la
restriccio´n (l´ınea roja), y el lugar geome´trico donde θ˙ = 0 (l´ınea azul)
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Figura 4-2: Dina´mica sinte´tica: La l´ınea roja es la restriccio´n de potencia reactiva. Los
puntos negros corresponden con los valores que cumplen la restriccio´n. Los
puntos verdes son los valores que no cumplen la restriccio´n. La l´ınea azul son
los puntos donde θ˙ = 0
4.2. Modelo deslizante basado en ma´quinas de estado
finito
En esta seccio´n se propondra´ un nuevo modelo para la solucio´n de sistemas de flujo de
potencia basado en las ma´quinas de estado finito. Este modelo parte del planteamiento que
se hace en la dina´mica sinte´tica, pero se le adicionara´ una dina´mica deslizante que promete
aumentar la regio´n de convergencia. La idea es forzar al sistema a evolucionar justo sobre la
restriccio´n.
En principio, basa´ndose en el me´todo de la dina´mica sinte´tica para el sistema de dos barras,
se tienen dos campos vectoriales que describen la dina´mica. El primer campo se presenta
cuando no se ha violado la restriccio´n:
f1 =
[
θ˙2
V˙2
]
=
[
KP2 (PSP2 − V2V1B12 sin(θ2))
KV 2 (VSP2 − V2)
]
(4-8)
El segundo campo se presenta cuando se esta´ violando la restriccio´n:
f2 =
[
θ˙2
V˙2
]
=
[
KP2 (PSP2 − V2V1B12 sin(θ2))
Kq2 (QSP2 −Qd2 + V2V1B12 cos(θ2) + V
2
2 B22)
]
(4-9)
El objetivo es tratar que el sistema permanezca lo menos posible en la zona en que se viola
la restriccio´n. Para ello se debe hallar un campo que force al sistema a seguir la restriccio´n.
A continuacio´n se describira´ como se obtuvo este campo:
4.2 Modelo deslizante basado en ma´quinas de estado finito 31
Primero, se define la funcio´n H(x) como sigue:
H(x) = Qd2 − V2V1B12 cos(θ2)− V
2
2 B22 −Qsp2 (4-10)
Donde:
x = {θ2, V2}
La ecuacio´n (4-10) se hace cero en los puntos (θ2, V2) que forman la curva de la restriccio´n.
Esta expresio´n se obtuvo igualando la ecuacio´n de la potencia generada en la segunda barra
(4-7) con el l´ımite de pontencia reactiva especificado QSP2.
Ahora se define la funcio´n Hx(x) como sigue:
Hx(x) =
[
∂H(x)
∂θ2
∂H(x)
∂V2
]
(4-11)
La ecuacio´n (4-11) define un campo vectorial que es ortogonal a la curva de restriccio´n. En
la figura 4-3 se ilustra geome´tricamente el me´todo para hallar el campo deslizante. La idea
es proyectar el campo resultante en un punto de la curva, sobre la recta tangente a la curva
que pasa por dicho punto. Debido a la forma de la curva, puede que al integrar con el campo
deslizante la respuesta obtenida no quede exactamente sobre la curva, sin embargo si el paso
de integracio´n es pequen˜o, el error no sera´ muy grande. Una definicio´n algebraica para el
campo deslizante se presenta a continuacio´n:
fs = f1 −
(f1 ·Hx(x))
‖Hx(x)‖
2 Hx(x) (4-12)
H x
f1
fs
Ángulo
Voltaje H(x)=0
(x)
Figura 4-3: Campo deslizante
Ahora que se tienen definidos todos los campos vectoriales que describen este modelo, se
procedera´ a definir cada estado y sus condiciones de transicio´n. En la figura 4-4 se observa
el diagrama de transicio´n de estado.
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Figura 4-4: Diagrama de transicio´n de estados
Los estados son los siguiente:
– S1: En este estado el sistema evoluciona sin violar la restriccio´n, H(x) < 0, la evolucio´n
del sistema es descrita por el campo f1, ecuacio´n (4-8)
– S2: El sistema evoluciona violando la restriccio´n, H(x) > 0, la evolucio´n del sistema es
descrita por el campo f2, ecuacio´n (4-9)
– S3: El sistema evoluciona desliza´ndose por la restriccio´n, H(x) = 0, la evolucio´n del
sistema es descrita por el campo fs, ecuacio´n (4-12)
A continuacio´n se definen las condiciones para la transicio´n de estado:
– C1 : H(x) = 0 ↑ El sistema llega a la restriccio´n.
– C2 : f1 ·Hx(x) = 0 ↓ El campo f1 apunta en contra de la restriccio´n.
– C3 : H(x) = 0 ↓ y f1 ·Hx(x) < 0 El sistema llega a la restriccio´n y el campo f1 apunta
en contra de la restriccio´n.
– C4 : H(x) = 0 ↓ y f1 ·Hx(x) > 0 El sistema llega a la restriccio´n y el campo f1 apunta
hacia la restriccio´n.
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Figura 4-5: Simulacio´n con modelo deslizante basado en ma´quinas de estado finito: La linea
roja es la restriccio´n de potencia reactiva. Los puntos negros corresponden con
los valores por debajo de la restriccio´n. Los puntos verdes son los valores justo
sobre la restriccio´n. La l´ınea azul son los puntos donde θ˙ = 0
En la figura 4-5 se observa una simulacio´n empleando el modelo deslizante basado en
ma´quinas de estado finito. Se puede apreciar como el sistema evoluciona desliza´ndose por la
curva de restriccio´n de potencia reactiva.
4.3. Comparacio´n de regiones de convergencia
En esta seccio´n se mostrara´n algunas regiones de convergencia obtenidas con distintos me´to-
dos para el problema de flujo de potencia ilustrado en la figura 4-1. En estas regiones de
convergencia los puntos azules corresponden a las condiciones iniciales que llegaron a un
equilibrio real deseado. Los puntos rojos corresponden con las condiciones iniciales que no
convergieron en un numero de iteraciones determinado, o lo hicieron a otros equilibrios dis-
tintos. Los resultados de las regiones de convergencia para los me´todos de Newton, el me´todo
de Ne´wton mejorado y la dina´mica sinte´tica fueron tomadas de [13].
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Figura 4-6: Me´todo de Newton: Me´todo cla´sico para la solucio´n de sistemas de ecuaciones
algebraicas. Los puntos azules convergen, los rojos no convergen en un nu´mero
de iteraciones definido
Figura 4-7: Me´todo de Newton mejorado con te´cnicas de optimizacio´n. Los puntos azules
convergen, los rojos no convergen en un nu´mero de iteraciones definido
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Figura 4-8: Me´todo de la dina´mica sinte´tica: Se integro´ usando el me´todo de Euler impl´ıcito,
con un paso de integracio´n h = 1. Los puntos azules convergen, los rojos no
convergieron en un tiempo definido
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Figura 4-9: Me´todo deslizante basado en ma´quinas de estado finito: Se integro´ usando el
me´todo de paso variable RK45, y usando deteccio´n de eventos. Los puntos
azules convergen, los rojos no convergieron en un tiempo definido
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4.4. Discusio´n final
En este cap´ıtulo se formulo´ una te´cnica para la solucio´n de sistemas de flujo de potencia.
Dicha te´cnica se basa en la ya conocida te´cnica de la dina´mica sinte´tica, a la que se le ha
an˜adido otro tipo de dina´mica conocida como deslizante. El modelado de esta te´cnica se ha
hecho basado en las ma´quinas de estado finito.
Para el problema del sistema de dos barras se ha observado que la regio´n de convergencia
obtenida con la te´cnica deslizante es superior a todas las dema´s te´cnicas. Se cree que el
hecho de forzar el sistema a deslizarse evita que evolucione hacia otros equilibrios ubicados
en regiones prohibidas.
La dina´mica sinte´tica, al poseer cambios abruptos de configuracio´n, puede generar dina´micas
deslizantes e inesperadas que evitan la convergencia de algunas condiciones iniciales. El
me´todo deslizante es inmune a estas dificultades, pues desde un principio se obliga al sistema
a deslizarse.
5 Conclusiones y recomendaciones
El modelado empleando ma´quinas de estado finito permite sistema´ticamente representar
cualquier tipo de problema dina´mico que posea diferentes configuraciones. Una vez iden-
tificado el problema, sus posibles configuraciones, y las condiciones de trancisio´n entre las
configuraciones, es posible plantear un modelo de simulacio´n basado en ma´quinas de estado
finito.
En este trabajo se estudiaron diferentes casos de sistemas suaves a trozos: Osciladores elec-
tro´nicos, Controladores PI, y problemas de flujo de potencia en sistemas ele´ctricos. Para
todos ellos se planteo´ un modelado basado en ma´quinas de estado finito y se realizaron
simulaciones.
En el caso del oscilador de puente de Wien y de los sistemas de control PI, se analizaron los
efectos que tienen las satuaraciones en el modelado de un sistema dina´mico. Se analizaron
las diferentes configuraciones que aparec´ıan, y se plantearon modelos basados en ma´quinas
de estado finito que asociaban los estados a las diferentes configuraciones.
En el tercer modelo que se analizo´ del oscilador de puente de Wien, se estudio´ un tipo
especial de dina´mica que no suele ser tenida en cuenta en modelado y simulacio´n, la dina´mica
deslizante. Esta dina´mica puede estar impl´ıcita en cualquier sistema que tenga cambios de
configuracio´n. Generalmente los simuladores suelen bloquearse cuando se presentan estas
dina´micas, otros simuladores suponen una regio´n de histe´resis que evita los bloqueos pero
ralentiza las simulaciones. En este trabajo se utilizo´ una forma bastante eficiente de solucionar
el problema de las dina´micas deslizantes, los campos de Filippov. Mediante la solucio´n de
Filippov y un esquema basado en ma´quinas de estado finito se implemento´ un simulador
inmune a bloqueos.
En el cap´ıtulo de los sistemas de control PI con saturaciones se pudo predecir mediante la
simulacio´n de un sistema de primer orden controlado con PI, como iba a ser el compor-
tamiento real de un motor DC controlado de igual manera. Se pudo observar que a pesar del
mayor orden del sistema experimental, cualitativamente se presentan los mismos feno´menos
que en el de orden inferior. Una gran contribucio´n de este estudio es que pueden aparecer
comportamientos oscilatorios en sistemas controlados con PI que son estables en algunas
condiciones iniciales en la vecidad del origen del espacio de estados de la dina´mica de error.
En la literatura estaba reportado que la u´nica manera en que ocurr´ıan comportamientos
oscilatorios era con un sistema inestable en el origen.
Para el caso del problema de flujo de potencia en el sistema de dos barras, se implemento´ una
nueva te´cnica de solucio´n que supera a la dina´mica sinte´tica. La nueva te´cnica se basa en
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e´sta u´ltima, y an˜ade un dina´mica deslizante que forza al sistema a evolucionar sobre las
restricciones. Se cree que los problemas de convergencia de la dina´mica sinte´tica se producen
por posibles dina´micas deslizantes que no son tenidas en cuenta en el modelado, en esta
propuesta se forza al sistema a siempre deslizarse por las restricciones, evitando de antemano
cualquier inconveniente. El completo modelado de esta te´cnica se realizo´ empleando ma´quinas
de estado finito. Se obtuvieron regiones de convergencia superiores a las obtenidas por otras
te´cnicas. Sin embargo cabe resaltar que este caso es muy sencillo, so´lo se trata de un sistema
de dos barras. El nuevo reto es implementar esta nueva te´cnica de manera gene´rica para
sistemas de decenas o cientos de barras.
En el trancurso de esta maestr´ıa se publicaron dos art´ıculos en congresos. El primero ti-
tulado: “Event-driven simulation of Filippov systems: The case of a nonlinear Wien bridge
oscillator”, se publico´ en “3rd IEEE Latin American Symposium on Circuits and Systems”,
llevado a cabo en Playa del Carmen, Me´xico. El segundo art´ıculo titulado: “Complex Dy-
namics in Linear PI Control Systems with Saturations”, se publico´ en el “Primer Seminario
Taller Latinoamericano de Instrumentacio´n, Control y Telecomunicaciones”, llevado a cabo
en Armenia, Colombia. Este u´ltimo articulo fue evaluado satisfactoriamente y recomendado
para su publicacio´n en la revista de investigaciones de la Universidad del Quind´ıo. Al final
de este documento se encuentran anexados ambos art´ıculos.
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