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Let Ai , Bi , and Xi , i = 1, . . . , n, be bounded linear operators on a
separable Hilbert space such that Xi is compact for i = 1, . . . , n. It
is shown that the singular values of
∑n
i=1 AiXiBi are dominated by
those of (
∑n
i=1 ‖Ai‖‖Bi‖) (⊕ni=1Xi), where ‖ · ‖ is the usual oper-
ator norm. Among other applications of this inequality, we prove
that if A and B are self-adjoint operators such that a1  A a2 and
b1  B b2 for some real numbers a1, a2, b1, and b2, and if X is
compact, then the singular values of the generalized commutator
AX − XB aredominatedby thoseofmax(b2 − a1, a2 − b1)(X ⊕ X).
This inequality proves a recent conjecture concerning the sin-
gular values of commutators. Several inequalities for norms of
commutators are also given.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Let B(H) denote the algebra of all bounded linear operators on a separable Hilbert space H, and
let K(H) denote the ideal of compact operators in B(H). For X ∈ K(H), the singular values of X ,
denoted by s1(X), s2(X), . . ., are the eigenvalues of the positive operator |X| = (X∗X)1/2 enumerated
as s1(X) s2(X) · · ·
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Except for the usual operator norm ‖ · ‖, which is deﬁned on all of B(H), each unitarily invariant
(or symmetric) norm ||| · |||, mentioned in this paper, is deﬁned on a norm ideal contained in K(H).
For the sake of brevity, we will make no explicit mention of this norm ideal. Thus, when we consider
|||X|||, we are assuming that X belongs to the norm ideal associated with ||| · |||.
The triangle inequality together with the submultiplicative property of unitarily invariant norms
implies that if Ai, Bi, X ∈ B(H), i = 1, . . . , n, then for every unitarily invariant norm,∣∣∣∣∣∣
∣∣∣∣∣∣
∣∣∣∣∣∣
n∑
i=1
AiXBi
∣∣∣∣∣∣
∣∣∣∣∣∣
∣∣∣∣∣∣
⎛
⎝ n∑
i=1
‖Ai‖‖Bi‖
⎞
⎠ |||X|||. (1.1)
In view of the inequality (1.1) and the fact that unitarily invariant norms are increasing functions of
singular values, one might conjecture that if Ai, Bi ∈ B(H), i = 1, . . . , n, and X ∈ K(H), then we have
the stronger inequality
sj
⎛
⎝ n∑
i=1
AiXBi
⎞
⎠
⎛
⎝ n∑
i=1
‖Ai‖‖Bi‖
⎞
⎠ sj(X) (1.2)
for j = 1, 2, . . . This is true for n = 1. In fact, if A, B ∈ B(H) and X ∈ K(H), then
sj(AXB) ‖A‖‖B‖sj(X) (1.3)
for j = 1, 2, . . . (see, e.g., [1, p. 75] or [3, p. 27]). However,when n > 1, the inequality (1.2) is not true for
j > 1 , as it can be demonstrated by the example A1 =
[
1 1
1 1
]
, A2 = B1 =
[
1 0
0 1
]
, B2 =
[
1 1
1 −1
]
,
and X =
[
0 1
0 0
]
. Here s2(A1XB1 + A2XB2) = 2 > 0 = (‖A1‖‖B1‖ + ‖A2‖‖B2‖)s2(X).
For n = 2, a singular value inequality related to the inequality (1.1) has been recently given in [4].
This inequality, which involves direct sums, asserts that if A, B ∈ B(H) and X , Y ∈ K(H), then
sj(AX + YB)(‖A‖ + ‖B‖)sj(X ⊕ Y) (1.4)
for j = 1, 2, . . .
For A, B, X ∈ B(H), an operator of the form AX − XA is called a commutator, and an operator of the
form AX − XB is called a generalized commutator.
Norm inequalities for commutators of normal operators have been given in [8]. Some of these
inequalities assert that if S, X ∈ B(H) and S is normal with the Cartesian decomposition S = A + iC,
then for every unitarily invariant norm,
|||SX − XS||| 2
√
‖A‖2 + ‖C‖2|||X|||, (1.5)
|||SX − XS|||
√
‖A‖2 + 4‖C‖2|||X|||, if A is positive, (1.6)
|||SX − XS|||
√
4‖A‖2 + ‖C‖2|||X|||, if C is positive, (1.7)
and
|||SX − XS|||
√
‖A‖2 + ‖C‖2|||X|||, if A and C are positive. (1.8)
It has been shown in [9] that if A, B, X ∈ B(H) are such that A and B are self-adjoint with a1  A a2
and b1  B b2 for some real numbers a1, a2, b1, and b2, then for every unitarily invariant norm,
|||AX − XB|||max(a2 − b1, b2 − a1)|||X|||. (1.9)
Moreover, it has been recently conjectured in [10] that if X ∈ K(H), then
sj(AX − XB)max(a2 − b1, b2 − a1)sj(X ⊕ X) (1.10)
for j = 1, 2, . . . The inequalities (1.9) and (1.10) improve previous ones given in [8,10], respectively.
In this paper, we give new singular value inequalities for compact operators. In Section 2, we
present a singular value inequality version of the inequality (1.1) that generalizes the inequality (1.4).
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In Section 3, we present singular value inequalities for commutators and generalized commutators of
normal, self-adjoint, and positive operators that are related to the inequalities (1.5)–(1.8). Moreover,
our analysis here enables us to give a singular value version of the inequality (1.9) that proves the
conjecture (1.10). In Section 4, we give several norm inequalities for commutators involving positive
invertible operators.
2. Singular value inequalities for compact operators
Based on the inequality (1.3), we have the following result for singular values related to the inequal-
ity (1.1). This is the main result in this section.
Theorem 2.1. Let Ai, Bi ∈ B(H) and let Xi ∈ K(H), i = 1, . . . , n. Then
sj
⎛
⎝ n∑
i=1
AiXiBi
⎞
⎠
⎛
⎝ n∑
i=1
‖Ai‖‖Bi‖
⎞
⎠ sj(⊕ni=1Xi)
for j = 1, 2, . . .
Proof. Since
⎡
⎢⎢⎢⎣
∑n
i=1 AiXiBi 0 · · · 0
0 0 · · · 0
...
. . .
. . .
...
0 · · · 0 0
⎤
⎥⎥⎥⎦
=
⎡
⎢⎢⎢⎣
A1 A2 · · · An
0 0 · · · 0
...
. . .
. . .
...
0 · · · 0 0
⎤
⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎢⎣
X1 0 · · · 0
0
. . .
. . .
...
...
. . .
. . . 0
0 · · · 0 Xn
⎤
⎥⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎢⎣
B1 0 · · · 0
B2 0
. . .
...
...
...
. . .
...
Bn 0 · · · 0
⎤
⎥⎥⎥⎥⎥⎦ ,
it follows from the inequality (1.3), applied to operator matrices deﬁned on ⊕ni=1H, that
sj
⎛
⎝ n∑
i=1
AiXiBi
⎞
⎠ 
∥∥∥∥∥∥∥∥∥
⎡
⎢⎢⎢⎣
A1 A2 · · · An
0 0 · · · 0
...
. . .
. . .
...
0 · · · 0 0
⎤
⎥⎥⎥⎦
∥∥∥∥∥∥∥∥∥
∥∥∥∥∥∥∥∥∥∥∥
⎡
⎢⎢⎢⎢⎢⎣
B1 0 · · · 0
B2 0
. . .
...
...
...
. . .
...
Bn 0 · · · 0
⎤
⎥⎥⎥⎥⎥⎦
∥∥∥∥∥∥∥∥∥∥∥
sj(⊕ni=1Xi)

√√√√√
⎛
⎝ n∑
i=1
‖Ai‖2
⎞
⎠
⎛
⎝ n∑
i=1
‖Bi‖2
⎞
⎠sj(⊕ni=1Xi) (2.1)
for j = 1, 2, . . .
In the inequality (2.1), replacing Ai and Bi by
√
tiAi and
1√
ti
Bi, for ti > 0, i = 1, . . . , n, respectively,
we get
sj
⎛
⎝ n∑
i=1
AiXiBi
⎞
⎠
√√√√√
⎛
⎝ n∑
i=1
ti‖Ai‖2
⎞
⎠
⎛
⎝ n∑
i=1
1
ti
‖Bi‖2
⎞
⎠sj(⊕ni=1Xi) (2.2)
for j = 1, 2, . . . and all positive real numbers ti, i = 1, . . . , n. Since
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min
t1,...,tn>0
√√√√√
⎛
⎝ n∑
i=1
ti‖Ai‖2
⎞
⎠
⎛
⎝ n∑
i=1
1
ti
‖Bi‖2
⎞
⎠ = n∑
i=1
‖Ai‖‖Bi‖,
it follows from the inequality (2.2) that
sj
⎛
⎝ n∑
i=1
AiXiBi
⎞
⎠
⎛
⎝ n∑
i=1
‖Ai‖‖Bi‖
⎞
⎠ sj(⊕ni=1Xi) (2.3)
for j = 1, 2, . . ., as required. 
In the rest of this section, we give some applications of Theorem 2.1. Our ﬁrst application, which
involves products of operators, can be stated as follows.
Corollary 2.1. Let Ai, Bi ∈ B(H) such that Ai − Bi ∈ K(H), i = 1, . . . , n. Then
sj
⎛
⎝ n∏
k=1
Ak −
n∏
k=1
Bk
⎞
⎠ n∑
i=1
⎛
⎝ n+1∏
k=i+1
‖Ak‖
⎞
⎠
⎛
⎝ i−1∏
k=0
‖Bk‖
⎞
⎠ sj(⊕ni=1(Ai − Bi))
and
sj
⎛
⎝ n∏
k=1
Ak −
n∏
k=1
Bk
⎞
⎠ n∑
i=1
⎛
⎝ i−1∏
k=0
‖Ak‖
⎞
⎠
⎛
⎝ n+1∏
k=i+1
‖Bk‖
⎞
⎠ sj(⊕ni=1(Ai − Bi))
for j = 1, 2, . . . , where A0 = An+1 = B0 = Bn+1 = I. In particular,
sj(A1A2 − B1B2)min(‖A1‖ + ‖B2‖, ‖A2‖ + ‖B1‖)sj((A1 − B1) ⊕ (A2 − B2))
for j = 1, 2, . . .
Proof. Since
∏n
k=1 Ak −
∏n
k=1 Bk =
∑n
i=1(
∏i−1
k=0 Bk)(Ai − Bi)(
∏n+1
k=i+1 Ak), it follows fromTheorem2.1
that
sj
⎛
⎝ n∏
k=1
Ak −
n∏
k=1
Bk
⎞
⎠  n∑
i=1
∥∥∥∥∥∥
i−1∏
k=0
Bk
∥∥∥∥∥∥
∥∥∥∥∥∥
n+1∏
k=i+1
Ak
∥∥∥∥∥∥ sj(⊕ni=1(Ai − Bi))

n∑
i=1
⎛
⎝ n+1∏
k=i+1
‖Ak‖
⎞
⎠
⎛
⎝ i−1∏
k=0
‖Bk‖
⎞
⎠ sj(⊕ni=1(Ai − Bi)). (2.4)
Also, in the inequality (2.4) interchanging Ak and Bk , we obtain
sj
⎛
⎝ n∏
k=1
Ak −
n∏
k=1
Bk
⎞
⎠= sj
⎛
⎝ n∏
k=1
Bk −
n∏
k=1
Ak
⎞
⎠

n∑
i=1
⎛
⎝ i−1∏
k=0
‖Ak‖
⎞
⎠
⎛
⎝ n+1∏
k=i+1
‖Bk‖
⎞
⎠ sj(⊕ni=1(Ai − Bi)). (2.5)
Now, the result follows from the inequalities (2.4) and (2.5). 
The following corollary is a special case of Corollary 2.1.
Corollary 2.2. Let A, B ∈ B(H) such that A − B ∈ K(H) and let n 1 be an integer. Then
sj(A
n − Bn) nmax(‖A‖n−1, ‖B‖n−1)sj(⊕ni=1(A − B)) (2.6)
for j = 1, 2, . . .
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Proof. In Corollary 2.1 let Ai = A, Bi = B, i = 1, . . . , n and An+1 = B0 = I. Then we have
sj(A
n − Bn) 
n∑
i=1
⎛
⎝ n+1∏
k=i+1
‖Ak‖
⎞
⎠
⎛
⎝ i−1∏
k=0
‖Bk‖
⎞
⎠ sj(⊕ni=1(Ai − Bi))
=
n∑
i=1
‖A‖n−i‖B‖i−1sj(⊕ni=1(Ai − Bi))
 nmax(‖A‖n−1, ‖B‖n−1)sj(⊕ni=1(A − B)),
as required. 
In view of the inequality (2.6), onemight conjecture that if A, B ∈ B(H) are such that A − B ∈ K(H)
and n 1 is an integer, then
sj(A
n − Bn) nmax(‖A‖n−1, ‖B‖n−1)sj(A − B)
for j = 1, 2, . . . However, this conjecture is refuted for j > 1 by the example A =
[
1 1
1 −1
]
and
B =
[
1 1
1 1
]
.Here s2(A
2 − B2) = 2, s2(A − B) = 0, and so s2(A2 − B2) = 2>0 = 2max(‖A‖, ‖B‖)s2
(A − B).
Our second application of Theorem 2.1, which involves products of invertible operators, is given in
the following result.
Corollary 2.3. Let Ai, Bi ∈ B(H) be invertible such that Ai − Bi ∈ K(H), i = 1, . . . , n. Then
sj
⎛
⎝ n∏
k=1
A
−1
k −
n∏
k=1
B
−1
k
⎞
⎠ n∑
i=1
⎛
⎝ n∏
k=i
‖A−1k ‖
⎞
⎠
⎛
⎝ i∏
k=1
‖B−1k ‖
⎞
⎠ sj(⊕ni=1(Ai − Bi))
and
sj
⎛
⎝ n∏
k=1
A
−1
k −
n∏
k=1
B
−1
k
⎞
⎠ n∑
i=1
⎛
⎝ i∏
k=1
‖A−1k ‖
⎞
⎠
⎛
⎝ n∏
k=i
‖B−1k ‖
⎞
⎠ sj(⊕ni=1(Ai − Bi))
for j = 1, 2, . . . In particular,
sj(A
−1
1 A
−1
2 − B−11 B−12 ) ‖A−12 ‖(‖A−11 ‖ + ‖B−12 ‖)‖B−11 ‖sj((A1 − B1) ⊕ (A2 − B2))
and
sj(A
−1
1 A
−1
2 − B−11 B−12 ) ‖A−11 ‖(‖A−12 ‖ + ‖B−11 ‖)‖B−12 ‖sj((A1 − B1) ⊕ (A2 − B2))
for j = 1, 2, . . .
Proof. Since
∏n
k=1 A
−1
k −
∏n
k=1 B
−1
k =
∑n
i=1(
∏i
k=1 B
−1
k )(Bi − Ai)(
∏n
k=i A
−1
k ), the result followsbyan
argument similar to that given in the proof of Corollary 2.1. 
A particular case of Corollary 2.3 can be seen as follows. The proof is similar to that given for
Corollary 2.2.
Corollary 2.4. Let A, B ∈ B(H) be invertible such that A − B ∈ K(H) and let n 1 be an integer. Then
sj(A
−n − B−n) nmax(‖A−1‖n+1, ‖B−1‖n+1)sj(⊕ni=1(A − B))
for j = 1, 2, . . .
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Our third applicationof Theorem2.1,which involvesdirectional derivatives, is given in the following
result.
Corollary 2.5. Let A ∈ B(H), X ∈ K(H), and let n 2 be an integer. Then
sj
⎛
⎜⎜⎝ ∑
i+k=n−1
i,k 0
AiXAk
⎞
⎟⎟⎠ n‖A‖n−1sj(⊕ni=1X)
for j = 1, 2, . . . Moreover, if A is invertible and n 1 is an integer, then
sj
⎛
⎜⎜⎝ ∑
i+k=n+1
i,k 1
A−iXA−k
⎞
⎟⎟⎠ n‖A−1‖n+1sj(⊕ni=1X)
for j = 1, 2, . . .
It should be mentioned here that in view of the binomial expansion for (A + X)n, one can see that∑
i+k=n−1
i,k 0
AiXAk = d
dt
∣∣∣∣
t=0
(A + tX)n,
which is the directional derivative of f (A) = An in the direction of X. Similarly,
− ∑
i+k=n+1
i,k 1
A−iXA−k = d
dt
∣∣∣∣
t=0
(A + tX)−n,
is the directional derivative of f (A) = A−n in the direction of X.
3. Singular value inequalities for commutators of normal operators
In this section, we present singular value inequalities for commutators of normal, self-adjoint, and
positive operators. In addition to the inequality (1.3), we need the following simple fact concerning
normal operators. If S ∈ B(H) is normal such that S = A + iB is the Cartesian decomposition of S. Then
S − z is normal for all complex numbers z and
‖S − z‖2  ‖A − a‖2 + ‖B − b‖2, (3.1)
where z = a + ib is the Cartesian decomposition of z. Another basic fact that will be needed in this
section says that if A ∈ B(H) is self-adjoint with a1  A a2 for some real numbers a1, a2, and if
a = a1+a2
2
, then −
(
a2−a1
2
)
 A − a a2−a1
2
, and so
‖A − a‖ a2 − a1
2
. (3.2)
Based on Theorem 2.1 and the inequalities (1.3), (3.1), and (3.2), we have the following singular
value inequality for generalized commutators of normal operators.
Theorem 3.1. Let S, T ∈ B(H) be normal with the Cartesian decompositions S = A + iC and T = B + iD.
If a1  A a2, b1  B b2, c1  C  c2, and d1 D d2 for some real numbers a1, a2, b1, b2, c1, c2, d1,
and d2, and if X ∈ K(H), then
sj(SX − XT) (max(b2 − a1, a2 − b1) + max(d2 − c1, c2 − d1))sj(X ⊕ X)
for j = 1, 2, . . .
Proof. Let a = a1+a2
2
, b = b1+b2
2
, c = c1+c2
2
, d = d1+d2
2
, z = a + ic and w = b + id. Since SX −
XT =
(
S − z+w
2
)
X − X
(
T − z+w
2
)
, it follows that
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sj(SX − XT) 
(∥∥∥∥S − z + w
2
∥∥∥∥+
∥∥∥∥T − z + w
2
∥∥∥∥
)
sj(X ⊕ X)
(by Theorem2.1)
=
(∥∥∥∥(S − z) + z − w
2
∥∥∥∥+
∥∥∥∥(T − w) + w − z
2
∥∥∥∥
)
sj(X ⊕ X)
 (‖S − z‖ + ‖T − w‖ + |z − w|)sj(X ⊕ X)
(by the triangle inequality)

(√
‖A − a‖2 + ‖C − c‖2 +
√
‖B − b‖2 + ‖D − d‖2
+
√
(a − b)2 + (c − d)2
)
sj(X ⊕ X) (3.3)
(by the inequality(3.1))
 (‖A − a‖ + ‖B − b‖ + ‖C − c‖ + ‖D − d‖
+|a − b| + |c − d|)sj(X ⊕ X)

(
a2 − a1 + b2 − b1 + c2 − c1 + d2 − d1
2
+|a1 + a2 − b1 − b2| + |c1 + c2 − d1 − d2|
2
)
sj(X ⊕ X)
(by the inequality(3.2))
=
(
(b2 − a1) + (a2 − b1) + |(b2 − a1) − (a2 − b1)|
2
+ (d2 − c1) + (c2 − d1) + |(d2 − c1) − (c2 − d1)|
2
)
sj(X ⊕ X)
= (max(b2 − a1, a2 − b1) + max(d2 − c1, c2 − d1))sj(X ⊕ X)
for j = 1, 2, . . . 
An important special case of Theorem 3.1 can be seen in the following result. In this result we prove
the conjecture (1.10).
Corollary 3.1. Let A, B ∈ B(H) be self-adjoint with a1  A a2 and b1  B b2 for some real numbers
a1, a2, b1, and b2, and let X ∈ K(H). Then
sj(AX − XB)max(b2 − a1, a2 − b1)sj(X ⊕ X)
for j = 1, 2, . . . In particular, if A and B are positive, then by letting a1 = b1 = 0, a2 = ‖A‖, and b2 = ‖B‖,
we have
sj(AX − XB)max(‖A‖, ‖B‖)sj(X ⊕ X)
for j = 1, 2, . . . Moreover, if A and B are positive and invertible, then by letting a1 = ‖A−1‖−1, a2 =‖A‖, b1 = ‖B−1‖−1, and b2 = ‖B‖, we have
sj(AX − XB)max(‖A‖ − ‖B−1‖−1, ‖B‖ − ‖A−1‖−1)sj(X ⊕ X)
for j = 1, 2, . . .
A sharper singular value inequality for commutators of normal operators can be stated as follows.
Theorem 3.2. Let S ∈ B(H) be normal with the Cartesian decomposition S = A + iC. If a1  A a2 and
c1  C  c2for some real numbers a1, a2, c1, and c2, and if X ∈ K(H), then
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sj(SX − XS)
√
(a2 − a1)2 + (c2 − c1)2sj(X ⊕ X)
for j = 1, 2, . . .
Proof. In the proof of Theorem 2.1, replace T , b, d, andw by S, a, c, and z, respectively. The inequality
(3.3) implies that
sj(SX − XS) 2
√
‖A − a‖2 + ‖C − c‖2sj(X ⊕ X) (3.4)
for j = 1, 2, . . . Now, the result follows from the inequality (3.4) using the facts that ‖A − a‖ a2−a1
2
and ‖C − c‖ c2−c1
2
. 
It has been recently shown in [10] that if S ∈ B(H) is normal and X ∈ K(H), then
sj(SX − XS) c(S)sj(X ⊕ X)
for j = 1, 2, . . ., where c(S) is the diameter of the smallest disk in the complex plane containing
σ(S), the spectrum of S. Thus, if S has the Cartesian decomposition S = A + iC with a1  A a2 and
c1  C  c2 for some real numbers a1, a2, c1, and c2, then it follows by the spectral theorem for normal
operators that
c(S)
√
(a2 − a1)2 + (c2 − c1)2,
which furnishes an alternative proof of Theorem 3.2.
Applications of Theorem3.2 are given in the following result,which contains singular value versions
of the inequalities (1.5)–(1.8).
Corollary 3.2. Let S ∈ B(H) be normal with the Cartesian decomposition S = A + iC, and let X ∈ K(H).
(i) Letting a1 = −a2 = −‖A‖ and c1 = −c2 = −‖C‖, we have
sj(SX − XS) 2
√
‖A‖2 + ‖C‖2sj(X ⊕ X)
for j = 1, 2, . . .
(ii) If A is positive, then by letting a1 = 0, a2 = ‖A‖, and c1 = −c2 = −‖C‖, we have
sj(SX − XS)
√
‖A‖2 + 4‖C‖2sj(X ⊕ X)
for j = 1, 2, . . .
(iii) If C is positive, then by letting a1 = −a2 = −‖A‖, c1 = 0, and c2 = ‖C‖, we have
sj(SX − XS)
√
4‖A‖2 + ‖C‖2sj(X ⊕ X)
for j = 1, 2, . . .
(iv) If A and C are positive, then by letting a1 = 0, a2 = ‖A‖, c1 = 0, and c2 = ‖C‖, we have
sj(SX − XS)
√
‖A‖2 + ‖C‖2sj(X ⊕ X)
for j = 1, 2, . . .
4. Norm inequalities for commutators of positive invertible operators
In a series of papers [6–10], one of the present authors has established several norm inequalities
for commutators of positive operators (see also [2,11,12]). Among these, it has been shown that if
A, B, X ∈ B(H) are such that A and B are positive, then for every unitarily invariant norm,
|||AX − XB|||max(‖A‖, ‖B‖)|||X|||. (4.1)
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If, in addition, A, B are positive and invertible, then
|||AX − XB|||max(‖A‖ − ‖B−1‖−1, ‖B‖ − ‖A−1‖−1)|||X|||. (4.2)
In this section, we give norm inequalities that supplement the inequality (4.2) for the case when
A, B are positive and invertible. To achieve our goal, we need the following norm inequality, which is
an arithmetic-geometric mean inequality for unitarily invariant norms (see, e.g., [1, p. 263] or [5]).
Lemma 4.1. Let A, B, X ∈ B(H) such that A and B are positive. Then, for every unitarily invariant norm,
2|||AXB||| |||A2X + XB2|||.
Using Lemma 4.1, we have the following basic inequality.
Lemma 4.2. Let A, B, X ∈ B(H) such that A, B are positive and invertible, and let f be the operator-valued
function deﬁned on (−∞,∞) by f (r) = ArXB−r+1 − A−r+1XBr . Then, for every unitarily invariant norm,
|||f (r)||| 1
3
|||f (r − 1) + f (r) + f (r + 1)|||.
Proof. We have
|||f (r)||| = |||A1/2(Ar−1/2XB−r+1/2 − A−r+1/2XBr−1/2)B1/2|||

1
2
|||A(Ar−1/2XB−r+1/2 − A−r+1/2XBr−1/2)
+(Ar−1/2XB−r+1/2 − A−r+1/2XBr−1/2)B||| (by Lemma 4.1)
= 1
2
|||A1/2(ArXB−r − A−r+1XBr−1 + Ar−1XB−r+1 − A−rXBr)B1/2|||

1
4
|||A(ArXB−r − A−r+1XBr−1 + Ar−1XB−r+1 − A−rXBr)
+(ArXB−r − A−r+1XBr−1 + Ar−1XB−r+1 − A−rXBr)B||| (by Lemma 4.1)
= 1
4
|||Ar+1XB−r − A−r+2XBr−1 + ArXB−r+1 − A−r+1XBr
+ArXB−r+1 − A−r+1XBr + Ar−1XB−r+2 − A−rXBr+1|||
= 1
4
|||f (r − 1) + 2f (r) + f (r + 1)|||

1
4
|||f (r − 1) + f (r) + f (r + 1)||| + 1
4
|||f (r)||| (by the triangle inequality),
and so
3
4
|||f (r)||| 1
4
|||f (r − 1) + f (r) + f (r + 1)|||.
Thus, |||f (r)||| 1
3
|||f (r − 1) + f (r) + f (r + 1)|||. 
Using Lemma 4.2, we have the following result.
Theorem 4.1. Let A, B, X ∈ B(H) such that A, B are positive and invertible, and let n 1 be an integer.
Then, for every unitarily invariant norm,
|||AnXB−n+1 − A−n+1XBn||| 2n − 1
2n + 1 |||A
n+1XB−n − A−nXBn+1|||. (4.3)
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Proof. Let f (n) = AnXB−n+1 − A−n+1XBn, n = 0, 1, . . . The proof will follow by induction.
For n = 1,
|||AX − XB||| = |||f (1)|||

1
3
|||f (0) + f (1) + f (2)||| (by Lemma 4.2)
= 1
3
|||f (2)||| (since f (0) + f (1) = 0)
= 1
3
|||A2XB−1 − A−1XB2|||.
Now, assume that the inequality (4.3) is true for n = k, that is,
|||f (k)||| 2k − 1
2k + 1 |||f (k + 1)|||. (4.4)
For n = k + 1, we have
|||f (k + 1)|||  1
3
|||f (k) + f (k + 1) + f (k + 2)||| (by Lemma 4.2)

1
3
(|||f (k)||| + |||f (k + 1)||| + |||f (k + 2)|||)
(by the triangle inequality)

1
3
(
2k − 1
2k + 1 + 1
)
|||f (k + 1)||| + 1
3
|||f (k + 2)|||
(by the inequality (4.4))
= 4k
3(2k + 1) |||f (k + 1)||| +
1
3
|||f (k + 2)|||
and so,
2k + 3
3(2k + 1) |||f (k + 1)|||
1
3
|||f (k + 2)|||. (4.5)
Consequently,
|||f (k + 1)|||  2k + 1
2k + 3 |||f (k + 2)||| (by the inequality (4.5))
= 2(k + 1) − 1
2(k + 1) + 1 |||f (k + 2)|||.
This proves the inequality (4.4) for n = k + 1, and completes the proof of the desired inequality (4.3).

A generalization of Theorem 4.1 is given in the following corollary.
Corollary 4.1. Let A, B, X ∈ B(H) such that A, B are positive and invertible, and let nm 1 be integers.
Then, for every unitarily invariant norm,
|||AmXB−m+1 − A−m+1XBm||| 2m − 1
2n − 1 |||A
nXB−n+1 − A−n+1XBn|||.
In particular, by letting m = 1 and n = 2, we have
|||AX − XB||| 1
3
|||A2XB−1 − A−1XB2|||. (4.6)
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Proof. Since nm 1 are integers, then n = m + k for some non-negative integer k. Based on Theo-
rem 4.1, it can be shown, by induction, that
|||f (m)||| 2m − 1
2(m + j) − 1 |||f (m + j)|||
for j = 1, 2, . . ., where f (r) = ArXB−r+1 − A−r+1XBr . Letting j = k, we have
|||AmXB−m+1 − A−m+1XBm||| = |||f (m)|||

2m − 1
2(m + k) − 1 |||f (m + k)|||
= 2m − 1
2n − 1 |||f (n)|||
= 2m − 1
2n − 1 |||A
nXB−n+1 − A−n+1XBn|||. 
As an application of Corollary 4.1, we have the following result.
Corollary 4.2. Let A, B, X ∈ B(H) such that A, B are positive and invertible, and let nm 1 be integers.
Then, for every unitarily invariant norm,
|||A3m−1XB−m+1 − A−m+1XB3m−1|||

2m − 1
2n − 1 (|||A
2m+n−1XB−n+1 − A−n+1XB2m+n−1|||
+|||AnXB2m−n − A2m−nXBn|||) (4.7)
In particular, by letting n = 3m − 1, we have
|||A3m−1XB−m+1 − A−m+1XB3m−1|||

1
2
|||A5m−2XB−3m+2 − A−3m+2XB5m−2||| (4.8)
and, by letting m = 1, we have
|||A2X − XB2||| 1
2
|||A3XB−1 − A−1XB3|||. (4.9)
Proof. Since
A3m−1XB−m+1 − A−m+1XB3m−1
= Am(A2m−1X + XB2m−1)B−m+1 − A−m+1(A2m−1X + XB2m−1)Bm,
it follows from Corollary 4.1, by replacing X by A2m−1X + XB2m−1, that
|||A3m−1XB−m+1 − A−m+1XB3m−1|||
= |||Am(A2m−1X + XB2m−1)B−m+1 − A−m+1(A2m−1X + XB2m−1)Bm|||

2m − 1
2n − 1 |||A
n(A2m−1X + XB2m−1)B−n+1 − A−n+1(A2m−1X + XB2m−1)Bn|||
= 2m − 1
2n − 1 |||A
2m+n−1XB−n+1 + AnXB2m−n − A2m−nXBn − A−n+1XB2m+n−1|||

2m − 1
2n − 1 (|||A
2m+n−1XB−n+1 − A−n+1XB2m+n−1|||
+|||AnXB2m−n − A2m−nXBn|||) (by the triangle inequality).
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This proves the inequality (4.7).
To prove the inequality (4.8), let n = 3m − 1 in the inequality (4.7). Then we have
|||A3m−1XB−m+1 − A−m+1XB3m−1|||

2m − 1
6m − 3 (|||A
5m−2XB−3m+2 − A−3m+2XB5m−2|||
+|||A3m−1XB−m+1 − A−m+1XB3m−1|||)
= 1
3
(|||A5m−2XB−3m+2 − A−3m+2XB5m−2|||
+|||A3m−1XB−m+1 − A−m+1XB3m−1|||),
which implies that
2
3
|||A3m−1XB−m+1 − A−m+1XB3m−1||| 1
3
|||A5m−2XB−3m+2 − A−3m+2XB5m−2|||,
and so
|||A3m−1XB−m+1 − A−m+1XB3m−1||| 1
2
|||A5m−2XB−3m+2 − A−3m+2XB5m−2|||. 
We conclude this section with the following norm inequalities for commutators of positive invert-
ible operators.
Theorem 4.2. Let A, B, X ∈ B(H) such that A, B are positive and invertible, and let n 1 be an integer.
Then, for every unitarily invariant norm,
|||AnX − XBn||| n
n + 2 |||A
n+1XB−1 − A−1XBn+1|||. (4.10)
Proof. The proof will follow by induction.
For n = 1 and n = 2, the inequality (4.10) follows from the inequalities (4.6) and (4.9).
Assume that the inequality (4.10) is true for n = 1, . . . , k, that is
|||AnX − XBn||| n
n + 2 |||A
n+1XB−1 − A−1XBn+1||| (4.11)
for n = 1, . . . , k.
For n = k + 1, we have
|||Ak+1X − XBk+1|||
= |||A1/2(Ak+1/2XB−1/2 − A−1/2XBk+1/2)B1/2|||

1
2
|||A(Ak+1/2XB−1/2 − A−1/2XBk+1/2)
+ (Ak+1/2XB−1/2 − A−1/2XBk+1/2)B||| (by Lemma 4.1)
= 1
2
|||A1/2(Ak+1XB−1 − XBk + AkX − A−1XBk+1)B1/2|||

1
4
|||A(Ak+1XB−1 − XBk + AkX − A−1XBk+1)
+ (Ak+1XB−1 − XBk + AkX − A−1XBk+1)B||| (by Lemma4.1)
= 1
4
|||Ak+2XB−1 − AXBk + 2(Ak+1X − XBk+1) + AkXB − A−1XBk+2|||
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
1
4
(|||Ak+2XB−1 − A−1XBk+2||| + |||AXBk − AkXB|||)
+1
2
|||Ak+1X − XBk+1||| (by the triangle inequality),
and so
1
2
|||Ak+1X − XBk+1||| 1
4
(|||Ak+2XB−1 − A−1XBk+2||| + |||AXBk − AkXB|||).
Consequently,
|||Ak+1X − XBk+1||| 1
2
(|||Ak+2XB−1 − A−1XBk+2||| + |||AXBk − AkXB|||). (4.12)
Now,
|||AXBk − AkXB||| = |||AkXB − AXBk|||
= |||Ak−1(AXB) − (AXB)Bk−1|||

k − 1
k + 1 |||A
k(AXB)B−1 − A−1(AXB)Bk||| (by the inequality(4.11))
= k − 1
k + 1 |||A
k+1X − XBk+1|||. (4.13)
The inequalities (4.12) and (4.13) imply that
|||Ak+1X − XBk+1|||

1
2
(|||Ak+2XB−1 − A−1XBk+2||| + k − 1
k + 1 |||A
k+1X − XBk+1|||),
and so(
1 − k − 1
2k + 2
)
|||Ak+1X − XBk+1||| 1
2
|||Ak+2XB−1 − A−1XBk+2|||.
Consequently,
|||Ak+1X − XBk+1||| k + 1
k + 3 |||A
k+2XB−1 − A−1XBk+2|||,
this proves the inequality (4.12) for n = k + 1, and completes the proof of the theorem. 
A generalization of Theorem 4.2 is given in the following corollary.
Corollary 4.3. Let A, B, X ∈ B(H) such that A, B are positive and invertible, and let nm 1 be integers.
Then, for every unitarily invariant norm,
|||AmX − XBm||| m
2n − m + 2 |||A
n+1XB−n+m−1 − A−n+m−1XBn+1|||.
Proof. First we will prove, by induction, that
|||AmX − XBm||| m
m + 2k |||A
m+kXB−k − A−kXBm+k||| (4.14)
for k = 1, 2, . . ..
For k = 1, the inequality (4.14) follows from Theorem 4.2.
Assume that the inequality (4.14) is true for k = j, that is
|||AmX − XBm||| m
m + 2j |||A
m+jXB−j − A−jXBm+j|||. (4.15)
O. Hirzallah, F. Kittaneh / Linear Algebra and its Applications 432 (2010) 1322–1336 1335
Now, it follows from Theorem 4.2, by replacing n and X bym + 2j and A−jXB−j , respectively, that
|||Am+2j(A−jXB−j) − (A−jXB−j)Bm+2j|||

m + 2j
m + 2j + 2 |||A
m+2j+1(A−jXB−j)B−1 − A−1(A−jXB−j)Bm+2j+1|||
= m + 2j
m + 2(j + 1) |||A
m+j+1XB−j−1 − A−j−1XBm+j+1|||. (4.16)
Since
|||Am+jXB−j − A−jXBm+j||| = |||Am+2j(A−jXB−j) − (A−jXB−j)Bm+2j|||, (4.17)
then the inequalities (4.15), (4.16), and the identity (4.17) imply that
|||AmX − XBm||| m
m + 2(j + 1) |||A
m+j+1XB−j−1 − A−j−1XBm+j+1|||. (4.18)
This proves the inequality (4.14) for k = j + 1, and completes the proof of the inequality (4.14).
Now, Since nm 1, then n − m + 1 is a positive integer. It follows from the inequality (4.14), by
letting k = n − m + 1 that
|||AmX − XBm|||  m
m + 2(n − m + 1) |||A
n+1XB−n+m−1 − A−n+m−1XBn+1|||
= m
2n − m + 2 |||A
n+1XB−n+m−1 − A−n+m−1XBn+1|||,
as required. 
Finally, Corollary 4.3 enables us to give a considerable generalization of Theorem 4.2 to positive real
numbers.
Theorem 4.3. Let A, B, X ∈ B(H) such that A, B are positive and invertible, and let r > 0 be a real number.
Then, for every unitarily invariant norm,
|||ArX − XBr ||| r
r + 2 |||A
r+1XB−1 − A−1XBr+1|||. (4.19)
Proof. First we prove the result for positive rational numbers.
Suppose that r > 0 is a rational number. Then r = m
n
for some positive integersm and n. Replacing
A, B, and k by A1/n, B1/n, and n, respectively, in the inequality (4.14), we have
|||Amn X − XBmn |||  m
m + 2n |||A
m+n
n XB−
n
n − A− nn XBm+nn |||
=
m
n
m
n
+ 2 |||A
m
n
+1XB−1 − A−1XBmn +1|||,
and so
|||ArX − XBr ||| r
r + 2 |||A
r+1XB−1 − A−1XBr+1|||. (4.20)
Now, let r > 0 be a real number. Then there exists a sequence (rn) of positive rational numbers such
that limn→∞rn = r. Replacing r by rn, in the inequality (4.20), we have
|||ArnX − XBrn ||| rn
rn + 2 |||A
rn+1XB−1 − A−1XBrn+1||| (4.21)
for n = 1, 2, . . .. Letting n → ∞in the inequality (4.21) and using a continuity argument, we have
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|||ArX − XBr ||| r
r + 2 |||A
r+1XB−1 − A−1XBr+1|||,
as required. 
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