Researchers using latent class (LC) analysis often proceed using the following three steps: 1) a LC model is built for a set of response variables, 2) subjects are assigned to latent classes based on their posterior class membership probabilities, and 3) the association between the assigned class membership and external variables is investigated using simple cross-tabulations or multinomial logistic regression analysis. Bolck, Croon, and Hagenaars (2004) demonstrated that such a three-step approach underestimates the associations between covariates and class membership.
They proposed resolving this problem by means of a specic correction method which involves modifying the third step.
In this article, I extend the correction method of Bolck et al. by showing that it involves maximizing a weighted log-likelihood function for clustered data. This conceptualization makes it possible to apply the method not only with categorical but also with continuous explanatory variables, to obtain correct tests using complex sampling variance estimation methods, and to implement it in standard software for logistic regression analysis. In addition, a new maximum likelihood (ML) based correction method is proposed, which is more direct in the sense that it does not require analyzing weighted data. This new three-step ML method can be easily implemented in software for LC analysis.
The reported simulation study shows that both correction methods perform very well in the sense that their parameter estimates and their standard errors can be trusted, except for situations with very poorly separated classes. The main advantage of the ML method compared to the Bolck et al. approach is that it is much more ecient, and almost as ecient as one-step ML estimation. Latent class (LC) analysis (Lazarsfeld and Henry 1968; Goodman 1974a/b; McCutcheon 1987; Vermunt and Magidson 2004) and related methods such as latent prole analysis (Lazarsfeld and Henry 1968) and nite mixture modeling (McLachlan and Peel 2000) are becoming increasingly popular statistical tools in a broad range of applied elds. Applications in political science research include Blaydes and Linzer (2006) , Breen (2000) , Edlund (2006) , Feick (1989) , Hill and Kriesi (2001a/b) , Katz and Katz (2009), Linzer (2006) , McCutcheon (1985) , Moors and Vermunt (2007) , and Simmons (2008) . These methods are used to construct a typology or clustering based on a set of observed variables; that is, to classify observational units into a { preferably small { set of latent classes. In most LC analysis applications, one not only wishes to build a measurement or classication model based on a set of responses, but also to relate the class membership to explanatory variables. These latter variables are referred to as covariates, predictors, external variables, independent variables, or concomitant variables. In a more explanatory study, one may wish to build a predictive or structural model for class membership whereas in a more descriptive study the aim would be to simply prole the latent classes by investigating their association with external variables.
In the LC analysis literature two ways for dealing with covariates have been proposed: a one-step and a three-step approach. The former involves simultaneous estimation of the LC (measurement) model of interest with a logistic regression (structural) model in which the latent classes are related to a set of covari-ates. For categorical covariates, this method was described among others by Clogg (1981) , Goodman (1974a) , Haberman (1979) , Hagenaars (1990 Hagenaars ( , 1993 , and Vermunt (1997) . LC models with continuous covariates were proposed by Bandeen-Roche et al. (1997) , Dayton and Macready (1988) , Kamakura, Wedel, and Agrawal (1994) , and Yamaguchi (2000) . This one-step approach, which is similar to the MIMIC model developed in the context of factor analysis, is implemented in the most software packages for LC analysis.
However, the one-step approach has certain disadvantages. The rst is that it may sometimes be impractical, especially when the number of potential covariates is large, as will typically be the case in a more exploratory study. Each time that a covariate is added or removed not only the prediction model but also the measurement model needs to be reestimated. A second disadvantage is that it introduces additional model building problems, such as whether one should decide about the number of classes in a model with or without covariates. Third, the simultaneous approach does not t with the logic of most applied researchers, who view introducing covariates as a step that comes after the classication model has been built.
Fourth, it assumes that the classication model is built in the same stage of a study as the model used to predict the class membership, which is not necessarily the case.
It can even be that the researcher who constructs the typology using a LC model is not the same as the one who uses the typology in a next stage of the study.
What is clear is that in many applications it is more natural to use a stepwise approach, and moreover, that sometimes it is the only reasonable way to proceed.
The typical stepwise approach includes:
1. A LC model is built for a set of response variables or items. This not only involves decisions on which items and how many latent classes to use in the classication model, but also model specication issues such as the distribution of the items within classes and the relaxation of the local independence for certain pairs of items.
2. Subjects are assigned to latent classes based on their posterior class membership probabilities which can be obtained from their observed responses and the estimated parameters of the step-one LC model. Possible classication methods are modal, random, and proportional assignment (Goodman 1974a (Goodman /b, 2007 McLachlan and Peel 2000; Dias and Vermunt 2008) . Modal and random assignment yield what is sometimes referred to as a hard partitioning of the sample whereas proportional assignment yields a soft or crisp partitioning.
3. A standard multinomial logistic regression model is estimated using the steptwo class assignment as the (observed) dependent variable. Rather than using a regression model one can also simply compute two-way tables summarizing the class membership probabilities per covariate category (e.g., for males and females, for educational levels, for age groups, etc.). When combined with proportional assignment, the latter yields Magidson and Vermunt's (2001) \inactive covariates" method (see also Van der Heijden, Gilula, and Van der Ark 1999). Bolck, Croon, and Hagenaars (2004) demonstrated that irrespective of whether one uses modal, random, or proportional assignment, three-step approaches underestimate the relationships between covariates and class membership. More specically, they showed that the larger the amount of classication error introduced in the second step, the larger the downward bias in the parameter estimates. Based on the same derivations, Bolck, Croon, and Hagenaars (2004) and Croon (2002) developed a method for correcting the three-step approach, which I will call the BCH method.
Similar approaches were proposed by Croon (2002) , Lu and Thomas (2008) , and Skrondal and Laake (2001) for continuous latent variables.
The BCH three-step approach proceeds as follows: a) the data on covariates to be included in the structural model and class assignments are summarized in a multidimensional frequency table, b) via a matrix multiplication the frequencies counts of this table are reweighted by the inverse of the matrix of classication errors, and c) a logistic regression model is estimated using this reweighted frequency table as if it were the observed data. Problems associated with this approach are that 1) covariates need to be categorical so that the data can be summarized in a frequency table, 2) cumbersome matrix multiplications are needed in the data preparation stage and, moreover, these need to be repeated when a new set of covariates is selected, and 3) analyzing the reweighted data using a standard logistic routine yields severely downward biased standard errors, and thus too liberal signicance test for the logistic regression coecients.
The aim of the current paper is three-fold: 1) proposing a modied BCH procedure which removes several limitations of the original BCH approach, 2) presenting an alternative more direct three-step method, and 3) reporting the results of a simulation study which show when the various three-step methods work and when they do not.
As shown in more detail below, the three problems associated with the BCH approach be tackled by applying this method to individual observations rather than a (Goodman 1974a/b; McCutcheon 1987; Hagenaars 1990; McLachlan and Peel 2000) :
Typically, categorical responses are assumed to be independent given class membership; that is,
where I(Y ik = r) = 1 if subject i gives response r on item k and 0 otherwise.
The parameters to be estimated are the class proportions t = P (X = t) and the multinomial parameters ktr = P (Y ik = rjX = t). Maximum likelihood estimation of these parameters involves maximizing the following log-likelihood function:
This denes the rst step of the three-step analysis.
Estimating class membership and classication error
In the second step, one assigns subjects to latent classes on the basis of their observed responses Y i and the parameter estimates from the rst step. The assigned class membership of subject i is denoted by W i . The key quantity for the class assignment is the probability of belonging to class t given the observed responses Y i , or the posterior class membership probability P (X = tjY i ), which can be obtained by the Bayes rule (Dias and Vermunt 2008; Goodman 1974a Goodman /b, 2007 McLachlan and Peel 2000) ; that is,
Note that the terms appearing at the right-hand side of this equation were dened above.
The two most widely used classication rules are modal and proportional assignment. Modal assignment estimates W i as the value of t for which P (X = tjY i ) is largest; that is, it yields a hard partitioning in which individual i is treated as belonging to class t with weight w it = P (W i = tjY i ) = 1 if P (X = tjY i ) is largest and with weight w it = 0 otherwise. Proportional \assignment" treats subjects as belonging to latent class t with probability P (X = tjY i ); that is, it yields a soft (or crisp) partitioning with weights w it = P (W i = tjY i ) = P (X = tjY i ). Another classication rule is random assignment which yields a hard partitioning by estimating W i using a random draw from P (X = tjY i ) (Goodman 2007) . Below I focus on modal and proportional assignment only.
The amount of classication error can be quantied by means of the conditional probability P (W = sjX = t) expressing the probability of the estimated value conditional on the true value. Using simple probability calculus, this probability can be obtained as follows:
where the sum is over all possible response patterns. Note that P (W = sjY) is either 0 or 1 with modal assignment and P (W = sjY) = P (X = sjY) with proportional assignment. The total proportion of classication errors equals
Often, it is practical to replace the sum over all possible response patterns appearing in equation (5) by a sum over all observations in the data set used to estimate the LC model of interest, which implies that P (Y) is replaced by its empirical distribution. This yields,
The results obtained with equations (5) and (6) can be expected to be very similar as long as the model ts the data well and the sample size is large enough. This is investigated in more detail in the simulation study reported below.
Note that the major LC analysis software packages report classication information closely related to P (W = sjX = t) for modal assignment. For example, the classication table provided by Latent GOLD Magidson 2005, 2008) equals P (X = t; W = s) times the sample size, from which P (W = sjX = t) is easily obtained by rescaling the rows to sum to 1. Mplus (Muth en and Muth en 2007) reports P (X = tjW = s) as well the number of persons assigned to each of the latent classes, from with P (W = sjX = t) can also be obtained. Both programs get this information using equation (6); that is, using the empirical distribution of Y.
Regressing the estimated class membership on covariates
Let Z iq be one of Q covariates and Z i the covariate vector for subject i. The third step of the analysis involves estimating the eect of these covariates on the estimated class membership W using a multinomial logistic regression model; that is,
The parameters of interest are the qt , for 0 q Q. These are obtained by maximizing the following weighted log-likelihood function:
where w it = P (W = tjY i ) was dened above. Note that this involves performing a standard multinomial logistic regression analysis using an expanded data set with T records per observation and the w it as weights. However, with modal assignment there is no need to construct such an expanded data le because w it = 1 for the assigned class and 0 otherwise.
The one-step ML approach
It is also possible to dene a LC model with covariates, which makes it unnecessary to use the above three-step approach. The covariate eects are then estimated simultaneously with the parameters dening the class-specic item distributions. Models with categorical covariates were used earlier by Goodman (1974b) , Clogg (1981) ,
and Hagenaars (1990) ; models with continuous covariates have been developed by Dayton and Macready (1988) , Bandeen-Roche et al. (1997), and Yamaguchi (2000) .
When covariates are included in the LC model, one has a model for P (Y i jZ i )
rather than for P (Y i ): More specically, the one step (or full information ML estimation) approach to LC analysis with covariates involves using a model of the
where again local independence across the Y i variables may be assumed restricting P (Y i jX = t) as shown in equation (2). Note that it is also assumed that Y i is independent of Z i conditional on X. The probability P (X = tjZ i ) will typically be parameterized by means of a multinomial logistic regression model:
Full information ML (FIML) estimates of the parameters and the multinomial parameters dening P (Y i jX = t) are obtained by maximizing a log-likelihood function based on P (Y i jZ); that is,
This is what software for LC analysis with covariates will do.
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The BCH approach and some improvements Bolck, Croon, and Hagenaars (2004) and Croon (2002) demonstrated that the estimated parameters from the three-step approach are biased towards 0, and indicated how this bias can be corrected by modifying the third step of the three-step approach. The key of their contribution is the demonstration of the relationship between P (W = sjZ i ) and P (X = tjZ i ); that is between the probability that is modeled in the third step of the three-step approach and the probability that one intends to model.
The starting point is the joint probability P (X = t; Y; W = sjZ i ) and its decomposition:
which is based on the assumptions made in the LC model with covariates { P (X = t; YjZ i ) = P (X = tjZ i )P (YjX = t) { and in the step two classication procedure { P (W = sjX = t; Y; Z i ) = P (W = sjY). As always P (W = sjZ i ) can be obtained from P (X = t; Y; W = sjZ i ) by summation over all latent classes X and all response patterns Y; that is:
The last equation shows that P (W = sjZ i ) is a linear combination of P (X = tjZ i ),
where the classication errors serve as \regression" weights. Note that P (W = sjX = t) was dened in equations (5) and (6) Bolck et al. (2004) used the linear relationship in equation (13) for two purposes:
1. to show that the (population) log odds-ratios computed using P (W = sjZ i )
are always smaller (closer to 0) than those obtained from P (X = tjZ i ); and 2. to show how to obtain P (X = tjZ i ) by a linear transformation of P (W = sjZ i ).
In order to illustrate the second point, which is of primary interest here, let e is =P (W = sjZ i ), a it = P (X = tjZ i ), and d ts = P (W = sjX = t) be elements of matrices E, A, and D respectively. Equation (13) can be expressed in matrix notation as follows:
Using simple matrix calculus, it can be shown that A can be obtained as follows
which can be solved as long as D nonsingular. The latter requires that the condition P (W = sjX = t) = P (W = sjX = t H ) for all s does not hold for any t T = t H .
In order to understand how Bolck et al. (2004) used equation (15) to modify the last step of the three-step approach, it is important to realize that they assumed all covariates are categorical which implies the data can be summarized in a frequency 
where n £ jt = P T s=1 n js d £ st . This shows that the application of the BCH procedure requires constructing a data set with J ¡ T rows where n £ jt serve as weights, and subsequently performing a logistic regression analysis in the usual way. Three limitations of this approach are that it can only be used with categorical predictors, that a new data matrix should be created each time that the set of covariates is changed, and, most importantly, that the procedure does not yield correct standard errors.
It can easily be seen how to solve these three problems by writing the pseudo log-likelihood in terms of individual observations rather than weighted covariate patterns. This yields
where w is was dened above, and w £ it = P T s=1 w is d £ st . Closer inspection of this loglikelihood shows that it involves creating an expanded data matrix with T records per individual with responses t = 1; :::; T and weights w £ it . The log-likelihood can then be maximized by estimating the logistic regression model of interest using this expanded data matrix. Variances can be estimated using the sandwich estimator for clustered and weighted observations which is also used with complex samples (Skinner, Holt, and Smith 1989) . This is the correct way to take into account that each individual provides T observations weighted by w £ it .
An important dierence with standard pseudo likelihood estimation is that the w £ it are not all positive. More specically, w £ it will typically be negative for s T = t. For parameter estimation this means that a procedure is needed that allows for negative weights. Moreover, it should be investigated whether the sandwich estimator yields the correct standard errors for the parameter estimates when weights are negative.
Another issue related to the estimation of the standard errors is that the weights w £ it are estimates (from step one and two) themselves, which is not taken into account by the sandwich estimator. On the other hand, the fact that weights are estimates is typical for situations in which complex survey estimators are applied. One of the purposes of the simulation study described below is to determine the quality of the proposed variance estimator; that is, to check whether it works with negative weights and whether ignoring the sampling uctuation in the w £ it is harmful.
It should be noted that while Bolck et al. (2004) indicated that standard errors were underestimated in their procedure, they attributed this to the fact that the sampling uctuation in the class assignments and the D matrix is neglected. In fact, the primary reason for the underestimation of the standard errors is that their procedure involves maximizing a weighted log-likelihood for clustered observations. 4 A three-step ML method
As shown in equation (13), the key contribution of Bolck et al. (2004) was showing how P (W = sjZ i ) is related to P (X = tjZ i ):
Closer inspection of this equation shows that it is very similar to the LC model with covariates dened in equation (9). Two dierences are that W replaces the observed item responses Y i and that the error probabilities P (W = sjX = t) are assumed to be known (in step three they need not to be estimated anymore). The model described in equation (18) The above results suggests an alternative implementation of a corrected third step of the three-step analysis with covariates. More specically, correct estimates of the covariate eects can be obtain by including the covariates of interest in a LC model in which the assigned class membership serves as the single (nominal) indicator and in which the step two P (W = sjX = t) are treated as known error probabilities. This involves maximizing the following log-likelihood function:
Note that this procedure yields maximum likelihood estimates for not only P (X = tjZ i ), but also the coecients. It can be implemented in any software for LC modeling that allows dening xed-value constraints on the model parameters.
As in the extended BCH pseudo-likelihood procedure discussed above, standard errors may be slightly underestimated because the classication error probabilities P (W = sjX = t) are treated as known whereas in fact they are obtained with the estimated parameters of the LC model without covariates. The simulation study reported below investigates how serious this problem is.
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A simulation study 5.1 Design A simulation study was conducted to assess the performance of various methods for estimating covariate eects and their standard errors in LC analysis. The procedures which are compared are the one-step ML approach, the standard three-step approach, the BCH approach, the BCH approach with robust standard errors, and the new three-step ML approach, where the latter four methods were applied with both modal and proportional assignment.
The quality of the investigated procedures can be expected to depend on two key factors: 1) the amount of measurement error, and 2) the sample size. Our situation is limited to these two key factors since 1) the necessity for the correction depends on the size of the measurement error or the uncertainty about the classication from step two (on the rows of matrix D), and 2) the certainty about the estimate of the measurement error introduced in the second step depends on the sample size.
As the population model I used a three-class LC model with 6 dichotomous (low/high) responses and 3 numeric covariates with 5 categories scored -2, -1, 0, 1 and 2 (all 125 covariate combination are assumed to be equally likely to occur).
Class 1 is most likely to give high response on all 6 items, class 3 scores low on all items, and class 2 scores high on the rst 3 items and low on the last 3. Using the rst class as the reference category, the logit parameters for the covariate eects are set to 2 and 2 for Z1, -1 and 0 for Z2, and 0 and 0 for Z3, representing large, moderate, and no eect conditions. The two intercepts are such that overall the three classes are equally likely.
The classication error (or separation between the classes) was manipulated by means of the size of the response probabilities for the most likely response. The three levels I used are .70, .80, and .90, respectively, which correspond to misclassi- to refer to the three conditions. Note that the low separation condition in indeed very bad, the moderate condition is what can be seen as a rather typical situation in (exploratory) LC analysis, and the high condition corresponds to a strong mea-surement model. While here I manipulate the size of the classication error using the response probabilities, one can also manipulate these using factors such as the number of items, the number of classes, the class sizes, and the number of item categories.
For the sample size I used three levels: 500, 1000, and 10000. Here, 500 is a kind of minimal sample size for LC analysis, especially in the low separation condition, 1000 is a typical sample size in survey research, and 10000 is a very large sample size in which sampling uctuation can be expected to be almost negligible.
I will compare the various methods with respect to 1) bias in the estimates of the covariate eects, 2) bias in the standard error estimates, and 3) relative eciency.
Results
[Insert Table 1 about here] Table 1 presents the average results across the nine conditions investigated (3 separation level times 3 sample sizes) obtained using equation (6) to estimate the classication error. These are based on 100 replications per condition. Before discussing these results, I would like to mention that almost indistinguishable results were obtained with equation (5), which conrms our expectation that averaging the errors over the empirical distribution is not a problem when the model is correct.
Because these results are so similar, I will focus on the results obtained with the more practical equation (6) only.
As can be seen from Table 1,   2 the standard three-step procedures based on modal and proportional assignment perform poorly; that is, these methods yield severe downward biases in the parameter estimates. Both the BCH and the ML three-step methods reduce the parameter bias substantially, but still show a slight downward bias. The one-step ML parameter estimates are slightly upward biased.
Comparison of the average estimated standard error (SE) with the standard deviation (SD) of the parameter estimates across simulation replications shows that the standard BCH method yields severe downward biases in the SEs. The sandwich variance estimator very much improves the SE estimates with the BCH method, although they are still slightly (15%) underestimated. As can be seen from the much lower SDs, the new ML method is much more ecient than the BCH method, and moreover almost as ecient as one-step ML estimation. Its SE estimates are somewhat underestimated with modal assignment and slightly overestimated with proportional assignment.
[Insert Table 2 about here]
Thus far I looked only at the results averaged over the 9 conditions. However, the results turn out to vary considerably across conditions. Table 2 reports the average estimated value for the rst covariate eect (with a population value of 2) as obtained with the seven estimation methods under the 9 investigated conditions. It can easily be observed that the corrected three-step methods perform better with higher separation between classes and larger sample sizes. Problematic are the conditions combining the lowest separation level (R to yield solutions where dierences between classes are larger than the true dierences, which is also an explanation for the commonly occurring boundary estimates. This is especially true when classes are weakly separated and the sample size is small.
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When dierences between classes are overestimated, the amount of classication error used in both correction methods (see equations and 5 and 6) will be underestimated. To demonstrate this, Table 3 reports the true and estimated proportions of misclassication for each of the nine conditions. As can be seen, under the R 2 entr =.36 and N=500 or 1000 conditions this number is substantially underestimated, which is why the correction methods do not work well; that is, they are too optimistic and as a result the covariate eects remain downwardly biased. In such situations, FIML of the covariates eects is clearly preferred. Note that covariates yield additional information on class membership, and thus increase the separation between classes. It should, however, be noted that the low separation condition was chosen to be rather extreme. In empirical applications, often separation levels which correspond to our moderate condition (R 2 entr =.65) or somewhat higher are encountered (for example, also in the application presented below).
[Insert Table 4 about here]
A similar pattern as for the parameters can be seen for the estimated SEs.
The correction methods do perform poorly with R 2 entr =.36 but work very well with R 2 entr =.90. In the latter condition, the sandwich SEs for the BCH method are almost unbiased and the same applies for the SEs of the ML method. While a LC analysis could have been performed on the original 11-category items, for simplicity of exposition, I will present an analysis of dichotomized items. More specically, I combined the scores from 0 to 6 and from 7 to 10. It should be noted that the responses are rather skewed in the sense that many respondent used scores of 7 and higher, and scores lower that 3 are seldom used. On average across the 9 items, 72% of the respondents gave a score of 7 or higher. I checked whether dichotomizing at 8 or 9 yielded similar results, and this turned out to be the case.
Also a LC analysis treating the original 11-point scale items as ordinal or continuous yielded very similar latent classes.
[Insert Table 5 about here] A four-class model tted the CID data well. This model was selected by BIC and the residuals in all two-way tables were small. Table 5 reports the parameters of the four-class model; that is, the class proportions and the class-specic probabilities of given the higher (important) response for all items. Inspection of these estimates shows that the LC solution is similar to Dalton's PCA solution in the sense that it seems to capture the two-dimensional structure in the data. Class 1 (42% of respondents) scores high on all items, class 2 (39%) scores high (higher than classes 3 and 4) on the the duty-based items, class 3 (11%) scores high (higher than classes 2 and 4) on the engaged citizenship items, and class (7%) scores low on all items.
Based on this it can concluded that four citizenship types were identied: both duty-based and engaged, duty-based, engaged, and neither duty-based or engaged.
[Insert Table 6 about here] Table 6 presents the information on the classication errors that is used by the three-step correction methods; that is, the D matrix with entries P (W = sjX = t) and the inverse of this matrix (D This indicates that in terms of separation between the classes, our application is between the moderate and high separation conditions of the simulation study.
The D entries are used as xed parameter values in the three-step ML approach.
In Latent GOLD (Vermunt and Magidson 2008) this can be achieved as follows: As can be seen a regression model is dened for X, and the entries of matrix D are used as \cell weights". It is also possible to use the non-rescaled classication table as cell weights.
[Insert Table 7 and 8 about here] Table 7 reports the estimates for the covariate eects on the class membership and their SEs found with the investigated methods. Class 1 (class showing both forms of citizenship) serves as the baseline, and moreover Republican, young, and non white are the reference categories for party preference, age, and ethnicity, respectively. Table 8 reports the Wald tests for the covariates eects, again for all investigated methods. Note that these test the signicance of all parameters corresponding to a covariate simultaneously.
The parameter estimates in Table 7 show that the three-step methods without corrections yield estimates which are smaller than the ones of the one-step ML approach, though in this application the attenuation is not very extreme. To give an impression of the amount of attenuation, I computed the dierence in estimated class membership probabilities between old and young among white Republicans.
These are 0.057, -0.013, -0.021, and -0.023 for the standard three-step proportional approach, and 0.081, -0.014, -0.035, and -0.033 for the one-step ML approach.
The parameters estimates in Table 7 show that the three-step approaches with corrections yield estimates which are close to those obtained with one-step ML estimation. Overall it seems that proportional assignment is closer to one-step ML than modal assignment. These results are in agreement with what was found in the simulation study.
The SE estimates are also in agreement with what could be expected based on the simulation results. The standard and BCH three-step methods yield SE estimates which are too small (smaller than of the one-step approach). The sandwich SE for the BCH method and the SE of the three-step modal ML approach are close to the ones of the one-step approach. The three-step proportional ML approach yields somewhat larger SEs.
The Wald tests show that only the eect of ethnicity is signicant. The BCH methods with sandwich variance estimates and the modal ML approach yield p values which are close to the ones of the one-step approach. The proportional ML approach yields somewhat larger p values, and is thus somewhat too conservative.
It can also be seen that the BCH three-step methods without corrected variances yield p values which are much too small, which in this application would lead to wrong conclusions regarding the statistical signicance of the party preference and age eects.
Having a closer look at the estimated covariates eects, as well as the ratio between the parameter estimates and their SEs, shows that compared to Republicans, Democrats are more likely to be in class 3 instead of 1, and others are more likely to be in classes 3 and 4 instead of 1. Moreover, compared to the young, the old are less likely to be in classes 3 and 4 instead of class 1, and compared to non whites, whites are less likely to be in class 4 instead of class 1.
Discussion
This article proposed two improvements of the three-step method of Bolck et al. (2004) . First, it was demonstrated how it can be used with non-grouped data, which makes it possible to use the method also with continuous explanatory variables.
Second, because parameter estimation involves maximizing a weighted log-likelihood for clustered data, it was proposed to estimate the SEs using complex sampling methods. In addition, a new ML-based correction method was proposed, which is based on the same logic but which is more direct in the sense that it does not require analyzing weighted data. This three-step ML method can be easily implemented in software for LC analysis.
The reported simulation study showed that both correction methods perform very well in the sense that their parameter estimates and their SEs can be trusted, except for situations with very poorly separated classes. Before applying the correction methods, it is therefore important to check whether class separation is not too low. The main advantage of the ML method compared to the BCH approach is that it is much more ecient, and almost as ecient as the one-step ML approach. A minor disadvantage of the new method is that software for LC analysis is needed for step three, whereas with the BCH approach standard software for multinomial lo-gistic regression with complex sampling features (and allowing for negative weights)
suces. On the other hand, given that step one also requires LC analysis software, this does not seem to be a big issue.
Whereas in this paper I focussed on simple LC models for discrete responses, the two correction methods can also be applied with other types of mixture models, for example, with mixture models for continuous variables, factor mixture models, and mixture growth models. These are all models in which it may be attractive to introduce covariates in a next step after the mixture model itself was constructed.
It can be expected that similar types of conditions will determine the performance of the three-step methods, but of course this needs to investigated.
Other possible applications of the proposed three-step methods are in LC analysis for longitudinal or multilevel data; that is, as alternative to one-step approaches such as latent Markov modeling (Collins and Wugalter 1992; Van de Pol and Langeheine 1990; Vermunt, Langeheine, and B ockenholt 1999) and multilevel LC modeling (Vermunt 2003 (Vermunt , 2008 . A latent class model could rst be built without taking into account the longitudinal or multilevel data structure, and the classications with known errors could subsequently be used in step three. In a multilevel context, the model estimated in step three could have the form of a random-eect logistic regression model, which could serve as an alternative to the (one-step) model proposed by Vermunt (2005) .
Another issue that deserves further investigation is the eect of violations of the assumptions underlying the correction methods as well as one-step LC models with covariates. The most important of these is the assumption that covariates have no direct eects on the responses after controlling for a person's class membership (Hagenaars 1990 (Hagenaars , 1993 . It could very well be that three-step methods are more robust for violations of this assumption than one-step methods.
Recently, Bayesian estimation procedures for LC models have been proposed (Chung, Flaherty, and Schafer 2006; Garrett, Eaton, and Zeger 2002; Garrett and Zeger 2000) . It would be worthwhile investigating how to apply the three-step methods proposed in this paper with Bayesian estimation. For example, in step three one could estimate the covariate eects using the random class assignments and the corresponding measurement error estimates from an MCMC sampler. This could be repeated several times, yielding a procedure similar to multiple imputation (Rubin 1987; Schafer 1997) . Such a procedure would make it possible to take into account the uncertainty about the class assignments and the classication errors. It may be that such a Bayesian three-step procedure performs better than the three-step procedures discussed here, especially with small sample sizes and badly separated classes. It should be noted that this is also an explanation for why the covariate eects are slightly overestimated by the one-step ML approach when classes are weakly separated and the sample size is small. 
