Abstract-The aim of this paper is to present a study on the potential and limits of the -transform and its inverses. The -transform is an extension of the short-time Fourier transform with characteristics of the wavelet transform. It is mostly used for time-frequency analyses. Two different inverse -transforms have been presented in the literature. We explain why the most recent one is an approximation but a very good one. The level of approximation is calculated in this paper. We then discuss the relative merits of both inverses. A careful study enables us to show that, although both inverses are nearly exact in the infinite continuous domain, this is not true anymore in the practical finite discrete domain. Side effects are quantified, and typical examples are given. Time-frequency filtering is one of the main applications of the -transform. We evaluate the effects that occur when using the -transform and its inverses for filtering.
I. INTRODUCTION

I
N many applications such as seismology, speech processing, or astronomy, signals are not stationary, obliging to work on local spectra rather than global ones. This can be achieved with several techniques, among which one of the first has been the short-time Fourier transform (STFT) [1] . The STFT is a fixed-resolution analysis where sliding windows are used to obtain time-localized spectra. One of the drawbacks of the STFT is that it exhibits poor time resolution at high frequencies, and it cannot accurately resolve low frequencies whose periods are longer than the duration of the window. An extension of STFT, lying between it and wavelets [2] , is the -transform (ST) [3] . In this method, the frequency-dependent window allows for a frequency-dependent resolution with narrower windows at higher frequencies and wider windows at lower frequencies. This transform has already been used in different applications ranging from medicine [4] , [5] to geophysics [6] , [7] . One of the advantages of the ST is that it is theoretically perfectly invertible [3] , although the practical implementation (back transform) may lead to artifacts, when the local spectra are modified. In [8] , an alternative approach to compute the inverse is proposed. The motivation for this approach was to reduce artifacts caused in filter applications when the time-frequency spectra are modified before the back transform. We show in Section III that the definition of the inverse given by [8] contains an approximation, which can, however, be made arbitrarily small. In this paper, we also analyze and compare these two inverses, in the continuous domain (Section III). As will be discussed in Section IV, important side effects can occur when discretizing both the direct ST and its inverses. Before concluding, we will study in Section V the effects of both inverse -transforms (ISTs) when filtering. But first, let us briefly recall the properties of the -transform in Section II.
II. THE -TRANSFORM
The ST of a time series is defined as [3] (1)
where the window needs to be 1 mean, as follows:
The most usual chosen window is the Gaussian one (3) in which is the frequency, and the time variables, and a scaling factor that controls the number of oscillations in the window. When increases, the frequency resolution increases, with a corresponding loss of time resolution. It should be noted that the Gaussian window has a frequency-dependent variance . As shown in [3] , (1) can be equivalently written in terms of the Fourier transform (FT) of the signal, taking advantage of the fact that the FT of a Gaussian is a Gaussian: (4) 1053-587X/$25.00 © 2007 IEEE Fig. 1 . Two different inverse S-transforms, (11) and (8) . C(; f) = (k p 2=jf j)e ; cf (11) and (10) .
where is the Fourier transform of [see (5) ]. This way of writing the ST will be called the frequency ST in the following, whereas the other way, (1), will be called the time ST.
III. INVERSE -TRANSFORM: CONTINUOUS CASE
As the ST contains redundant information, more than one inverse can exist. As illustrated in Fig. 1 , the two inverses presented here are based on different philosophies: the frequency IST (Section III-A) sums over time to yield the FT of the signal, whereas the time IST (Section III-B) sums over frequency and transforms directly back to the time domain.
A. Frequency Inverse -Transform
We define the Fourier transform of a signal and its inverse as (5) (6) As observed in [3] , one of the nice properties of the ST is that it is perfectly invertible. Indeed by summing over all times and using (2), we obtain the FT of the original signal (7) where is the FT of . Therefore, it is easy to go back to the original signal by summing over all frequencies. Finally, we obtain (8)
B. Time Inverse -Transform
Following [8] , we start by defining the following set of time-time functions: (9) It is obvious that . Now, from , it is possible to go back to the ST up to some constant factor (10) It is important to notice that contrarily to what is written in [8] , this is not an FT due to the dependence of on . However, we will show here that this inverse, although not completely exact, is a very good approximation.
Based on (10), in [8] , the following inverse is proposed:
This equation can be rewritten in the following way:
If we set
we have
For the inverse to be exact, should be equal to the Dirac function. In the following, we calculate its value.
We can rewrite (14) In this section, we will discuss the artifacts that occur when the ST and its inverses are discretized.
A. Discrete -Transform
Let , denote the discrete time series, corresponding to , with time sampling interval of . Let be the sampling frequency and be the frequency step, and and is the index of frequency range. We can then write the discrete ST as (22) with being the time index. In [3] , the definition of the ST in the frequency domain (4) is used to compute the ST in the discrete case. It is thus computed as (23) where is the discrete FT of . However, great care should be taken as, while it is true that the continuous FT of a Gaussian is a Gaussian, this is not necessarily true anymore in the discrete case. In fact, to be exact, it would be necessary to compute the discrete FT of the desired Gaussian functions and not to use directly discrete Gaussians in the frequency domain. This can be understood in the following way: the flatter the Gaussian is (i.e., the bigger the standard deviation is), the more information will be lost as only a finite number of samples will be used to calculate the Fourier transform. Here, as seen in Section III, the standard deviation of the Gaussian is . Therefore, the loss on the FT of the Gaussian will differ depending on the frequency. (22) and (23), respectively. We see that using (23) leads to problems at low frequencies as explained above. Only low frequencies are presented in Fig. 2 as, at high frequencies, results are equivalent for both inverses.
B. The Discretized Version of the Frequency Inverse -Transform
In its discrete form, we define the following inverse discrete FT: (24) for any and where is the FT of .
In order to compute the inverse ST, [3] uses the formula of the ST in the frequency domain (4). They then obtain (25) where is the estimate of and (26) In order to compute (26), we need (4). But, in the previous section, we have explained that (4) is only valid in the continuous domain as in the discrete case, it leads to some side effects seen in Fig. 2 .
Furthermore, because of the use of the FT, as many frequency samples as time samples are required. In the case of geophysics applications for example, this is a major drawback as we have to deal with a long time series whereas only a few frequencies are relevant. Consequently, many redundant frequency samples are calculated, leading to an inefficient algorithm.
C. Discretized Version of the Time Inverse
In the discrete case, (11) can be rewritten as
where is the circular convolution and (29)
In the continuous case, we have shown that (14), the equivalent of , is nearly a Dirac function. In the discrete case, is an approximation of the Kronecker Delta function, the approximation coming from the one of and from the fact that there is a finite number of samples. The creation of artifacts is discussed in the following. We can rewrite (28) as and so the error is . But has an upper limit of
Equation (31) is a sum of Gaussians with standard deviation of . As it is a sum of positive numbers, we get
where the stands for the set of positive integers. Going back to (30), we see that has local maxima when i.e., when or when , as . We easily see that the artifacts are small but with peaks at each being smaller with increasing. The relation between the first maximum and the second one is (33)
As in the continuous case, the precision of the method depends on the choice of but, in the discrete case, we also have to take into account the sample numbers. Equation (33) is an important feature since it helps for the choice of and for each application.
In order to have a better idea of the function , we have plotted it for and for 0.5 to 5 in Fig. 3 . It shows a zoom on the horizontal and vertical axis for visual purposes. Note that the amplitude of the middle sample is 1 for all values of and that the curves are very similar outside the window shown in Fig. 3 . We can see how close it is to a Kronecker Delta. Only 0.5 to 2.5 are pointed out as the other ones are too close to a Delta to be really distinguishable. As explained in Section III-B for the continuous case, for , (or ) is a very good approximation of a Delta (or Dirac) function. 
D. Comparing the Side Effects Between Both Inverses
In order to further illustrate the problem of the side effects, we will show the simple case of a Delta function in Fig. 4 . We will compute its ST both time (22) and frequencywise (23). We then use both inverses, (26) and (27). If perfect, the result should thus be the original Delta function. In the plot, "freq. ST" corresponds to (23), "time ST" to (22), "freq. inverse" to (26), and "time inverse" to (27). Interesting conclusions can be drawn from this figure: the side effects of the frequency ST and of the frequency inverse nearly cancel out when the signal is not modified.
Furthermore, the artifacts of the frequency ST sum with those of the time IST as does the time ST with the frequency IST. The last combination, i.e., time ST with time IST, leads to the small side effects already studied in Fig. 3 (Section IV-C) .
We thus see that the choice of which ST and which inverse, although equivalent in the continuous infinite domain, is far from being neutral in the discrete finite case. Out of Fig. 4 , it seems to be better not to mix frequency and time method, i.e., either the frequency ST and frequency inverse should be applied or the Fig. 5 , with the dotted lines representing the mask that will be applied on it. The mask equals 1 everywhere except inside the rectangle where it is null. Therefore, only the part inside the rectangle should be removed.
The side effects that occur when filtering are somewhat different to [8] and shown in Fig. 6(a) and (b) . More details on the consequences of the use of the ST when filtering are detailed in the following section. This example clearly shows the different consequences of the discretization when using the time or frequency ST and its inverses. The lack of time localization is clearly seen on both top plots where oscillations occur outside of the limits of the chirp. Furthermore, we see the importance of using the time ST when using the time IST.
Note that in parallel and independently to this contribution, [11] has studied the error made when using the discrete-time IST. However, he used the discrete-frequency ST in combination with the discrete-time IST, introducing some low-frequency error as shown in the bottom plot of Fig. 6(a) . The frequency errors in Figs. 1(c) and 2(c) of [11] could have been avoided by using the time ST-IST combination.
V. FILTERING WITH -TRANSFORM
One of the interests of the ST lies in the capacity of filtering a signal in the time-frequency domain before going back to the time-filtered signal. After filtering with a filter , we are led to the following signals:
(34) (35) where and are the filtered versions of using the frequency (8) and time (11) inverses, respectively. In the following, we are going to study the correctness of using ST for filtering. In order to get some insights on the effects, we will study two specific cases: a time filter and a frequency filter. Here, we define the time and frequency filters as bandpass, which act either on time or frequency without affecting the other variable. It should be noticed that the side effects shown in the next two sections would be the same if a separable time-frequency filter were applied, i.e., if it could be written as .
A. Time Filtering
In this section, we consider a filter that is only time dependent. Therefore, the ST is in reality not necessary to filter the signal, and we expect the following result:
The FT of is of the form
where is the FT of the filter .
1) Using the Frequency Inverse:
As this IST computes the FT of the signal first, we will directly study the effect of filtering on the FT of the signal. 42) where we made a change of variable from to to go from (40) to (41).
We thus see that, instead of the expected result (38), the FT of the signal is weighted at each frequency by a Gaussian-type function . Note that due to the dependence on of the Gaussian, cannot be written as a convolution anymore. First, independently of the chosen signal, the effect of filtering is illustrated in Fig. 7 where a simple square box filter is chosen. The figure represents the FT of the filter with a solid line while the dashed-dotted lines are the FT of the filter weighted by the Gaussian at different frequencies: as shown in (42). It can be seen that the filter changes a lot with the frequency and that it always loses some oscillations. Figs. 8 and 9 illustrate this effect on a couple of examples. Fig. 8 represents a simple Delta that has been filtered by a square box ranging from 15 to 15, whereas Fig. 9 is a chirp on which the same filter has been applied. On both of them, the top part represents the time version of the filtered signal while the bottom one represents its FT. On the top part of Fig. 8 , a zoom has been applied for the sake of clarity.
In time domain, using Parseval's theorem, we can rewrite the filtered signal (42) in the following way: We can show that the integral of can be calculated and gives (46) where is a constant subject to When for example, . The filtered signal is thus not only multiplied by the time filter as expected but also convoluted by where the value of is independent of . This means that there is an extra windowing operation that affects the expected filtered output . Although is well localized due to its dependence, the final filter output is smeared by the convolution with . 
which is the expected result.
B. Frequency Filtering
When a filter is only frequency dependent, it could be directly applied on the Fourier transform signal without using the ST. Therefore, the expected results are the following ones: (49) (50) where is the inverse FT of the filter .
1) Using the Frequency Inverse: Applying (34) with , we get
2) Using the Time Inverse:
(53)
where, by analogy with (11), we have defined . If we compare (54) with the time-domain filtering (50), we see that the inverse FT of the filter is weighted by a time-frequency-dependent Gaussian . We first illustrate this effect independently of the chosen signal, plotting a square-box frequency filter (solid line) and the FT of the function using the same filter in Fig. 10 . It can be seen from this figure that the edges of the square-box frequency window have been smoothed in a symmetric manner and similarly to a taper. Thus, the filter can be understood as a frequency taper. In any case, this can be a welcome process in order to lower Gibbs effect when going back to the time domain.
Figs. 11 and 12 show this filtering on, respectively, an IFT of a cosine and on an IFT of a chirp. In each figure, the top plots represent the filtered FT of the signal whereas the bottom plots represent the filtered time signal. The smoothing effect of is clearly seen on these plots.
C. Example of Time-Frequency Filtering
The purpose of this part is to illustrate the side effects that occur when filtering using the ST and its inverses on some more Fig. 15(a) ] and the time IST [ Fig. 15(b) ].
This example is a good illustration of what was pointed out in Section III-B, namely that the time localization of the phasor has been lost using the frequency IST because of the averaging performed in frequency. Indeed, this leads to some oscillations outside of the mask window in Fig. 15(a) which do not appear in Fig. 15(b) .
For further practical examples of the filtering with the ST and its inverses, the reader can look at [12] .
VI. CONCLUSION
This paper has allowed a better understanding of the -transform and its two existing inverses ( [3] and [8] ). In the continuous case, we have shown that the frequency inverse is exact and that the time inverse is nearly exact, with the error being negligible for (which is the most usual case), i.e., after applying the ST and any of its inverses on a signal, we are led back to the original signal. However, in the finite discrete case, we show that one should be careful on how to compute the ST. We also explain why none of the inverses are exact in the finite discrete domain and quantify the different artifacts that occur when discretizing the two inverses. Moreover, we emphasize another drawback of the frequency IST: it obliges the calculation of as many frequency slots as time slots, which can be a major inconvenience when dealing with big data sets such as in geophysic applications. For the discrete-time IST, the level of approximation depends on the number of points and on the tunable scaling factor, . For reasonable values, the discretizes version of the time IST has nearly no side effect.
The last part of this paper gives insights on the effect of these approximations when the ST of a signal is filtered and then back-transformed. In order to obtain a better understanding, we specifically studied the case of time filters and of frequency filters. We show that the use of the frequency ST-IST combination for time-dependent filtering leads to some time localization problem. On the other hand, the use of the time ST-IST combination for frequency-dependent filtering leads to some (sometimes desirable) smoothing effects.
The inverses differ due to their different strategies so care should be taken in the application of them, the best one depending on the application. The time approach may often be the better choice if one is interested in time-domain postprocessing or interpretations. Conversely, the frequency inverse transform can be of advantage whenever frequency separation is more important than time separation.
