Asymptotic of spectral covariance for linear random fields with infinite
  variance by Damarackas, Julius & Paulauskas, Vygantas
Asymptotic of spectral covariance for linear random fields with infinite
variance
Julius Damarackas1, Vygantas Paulauskas1
1 Vilnius University, Department of Mathematics and Informatics,
October 27, 2018
Abstract
In the paper we continue to investigate measures of dependence for random variables with infinite
variance. The asymptotic of spectral covariance ρ(X(0,0), X(k1,k2)) for linear random field Xk,l =∑∞
i,j=0 ci,jεk−i,l−j , (k, l) ∈ Z2, with special form of filter {ci,j} and with innovations {εi,j} having
infinite second moment is investigated. Different behavior of ρ(X(0,0), X(k1,k2)) is obtained in the cases
n→∞, m→∞ and n→∞, m→ −∞, the latter case being much more complicated.
Short title: spectral covariance for fields with infinite variance
MSC 2000 subject classifications. Primary 60G60, secondary 60E07 .
Key words and phrases. Stable random vectors, measures of dependence, random linear fields
Corresponding author: Vygantas Paulauskas, Department of Mathematics and Informatics, Vilnius university, Naugar-
duko 24, Vilnius 03225, Lithuania, e-mail:vygantas.paulauskas@mif.vu.lt
1
ar
X
iv
:1
60
1.
03
91
1v
1 
 [m
ath
.PR
]  
15
 Ja
n 2
01
6
1 Introduction
The present paper can be considered as continuation of the paper [1] and further development of
the theory of spectral covariances which was outlined in the preprint [3]. In [1] spectral covariances
were calculated for several classes of stochastic processes with infinite second moment. In this paper we
investigate spectral covariances for linear random fields without finite second moment.
We recall the notion of spectral covariance, mainly repeating definitions from [1]. Let Sd−1 = {x ∈
Rd : ‖x‖ = 1} be the unit sphere in Rd, here ‖x‖ stands for the Euclidean norm in Rd. Random vector
X = (X1, . . . Xd) is α-stable with parameter 0 < α < 2 if there exists a finite measure Γ on Sd−1 and a
vector µ ∈ Rd such, that the characteristic function (ch.f.) of X, in the case α 6= 1, is given by formula
E exp {i(t,X)} = exp
{
−
∫
Sd−1
|(t, s)|α
(
1− sign(t, s) tan piα
2
)
Γ(ds) + i(t, µ)
}
. (1)
In the case α = 1 we shall consider only symmetric measure Γ. In the case where Γ is symmetric, we get
the so-called symmetric α-stable (SαS) distributions, and ch.f. takes very simple form
E exp {i(t,X)} = exp
{
−
∫
Sd−1
|(t, s)|αΓ(ds)
}
. (2)
Γ in (1) is called the spectral measure of an α-stable random vector X, and the pair (Γ, µ) is unique. The
Gaussian case α = 2 is excluded from this definition, since in the Gaussian case there is no uniqueness
of the spectral measure Γ: many different measures Γ will give the same ch.f.. In what follows we shall
assume that µ = 0. Taking d = 2 and µ = 0 in (1) we have α-stable random vector X = (X1, X2) with
spectral measure Γ on S1 = {x ∈ R2 : x21 + x22 = 1} and we define spectral covariance of random vector
X (or spectral covariance between coordinates X1 and X2) as follows
ρ = ρ(X1, X2) =
∫
S1
s1s2Γ(ds). (3)
Also in analogy with the usual correlation coefficient we define spectral correlation coefficient (s.c.c.) for
an α-stable random vector X
ρ˜ = ρ˜(X1, X2) =
∫
S1
s1s2Γ(ds)
(∫
S1
s21Γ(ds)
∫
S1
s22Γ(ds)
)−1/2
. (4)
Let us note that this notion of spectral covariance was introduced in [2] (only for SαS random vectors
and under the name of “generalized association parameter”), in [3] it was called α-covariance and only in
[1] it was named “spectral covariance”. In [2] (see Proposition 1 in [1]) it was shown that the introduced
s.c.c. has the same properties as the usual correlation coefficient in the case α = 2. Also in [1] and
[2] it was shown that the notion of spectral covariance can be extended naturally to α-stable random
vector with values in Rd or even in a separable Banach space, while two other measures of dependence
- covariation and codifference - were defined only for bivariate SαS random vectors (we do not provide
here the definitions of these two notions, a reader can find them in [5] or in [1]). One of the main
advantages of the spectral covariance is the fact that it can be extended to all random vectors belonging
to the domain of attraction of an α-stable random vector in the following way. Let ξ = (ξ1, ξ2) be a
random vector satisfying the following condition: there exists a number 0 < α ≤ 2, a slowly varying
function L, and a finite measure Γ on S1 such that
lim
x→∞
xα
L(x)
P
(‖ξ‖ > x, ξ‖ξ‖−1 ∈ A) = Γ(A), (5)
2
for any Borel set A on S1 with Γ(∂A) = 0. It is well-known that this condition is necessary and sufficient
for the random vector (ξ1, ξ2) to belong to the domain of attraction of an α-stable random vector X =
(X1, X2) with the exponent α and the spectral measure Γ. We suggest to define spectral covariance and
s.c.c. of (ξ1, ξ2) by means of the measure Γ, as these quantities are defined for α-stable random vector
X = (X1, X2):
ρ(ξ1, ξ2) = ρ(X1, X2) =
∫
S1
s1s2Γ(ds) (6)
and similarly for ρ˜(ξ1, ξ2), see [1] for motivation of such definition.
In the paper we consider linear random fields
Xk =
∑
i∈(Z+)d
ciεk−i, k ∈ Zd, (7)
where (Z+)d = {i : ij ≥ 0, j = 1, . . . , d} and εi, i ∈ Zd, are i.i.d. random variables with SαS distribution
(as in the case of random processes this assumption is made only for the simplicity of writing), and
ci, i ∈ (Z+)d, are real numbers satisfying condition∑
i∈(Z+)d
|ci|α <∞. (8)
Here and in what follows letters in bald stand for vectors in Rd, and inequalities or equalities between
them is componentwise. We are interested in the expression of ρ(X0, Xk) via the filter {ci} and the
asymptotic behavior of this quantity as k→∞ (we shall understand this relation as min1≤i≤d ki →∞).
For linear random processes (d = 1, Xk =
∑
i∈Z+ ciεk−i, k ∈ Z) we easily got the expression of ρ(X0, Xn)
and the asymptotic decay of this quantity (see (2.2) and Theorem 2 in [1]), but it turned out that the
generalization to the case d > 1 is not so trivial. Since the main difficulties in passing from the case
d = 1 to the case d > 1 can be easier understandable in the case d = 2, for a moment we shall change
the notation in this case, but in the future we shall use both notations in the case d = 2, letters in bald
mainly will be used in the cases where there is no essential difference in formulae between the cases d = 2
and d > 2. But at once we must say that for d > 2 the complexity of asymptotic is growing with d very
rapidly, therefore we restricted ourselves with the case d = 2. Let us denote
Xk,l =
∞∑
i,j=0
ci,jεk−i,l−j , (k, l) ∈ Z2, (9)
where εk,l, (k, l) ∈ Z2, are i.i.d. random SαS variables and ci,j , i ≥ 1, j ≥ 0, are real numbers satisfying
condition
A :=
∞∑
i,j=0
|ci,j |α <∞. (10)
Considering ρn,m := ρ(X0,0, Xn,m) we found that the expression of ρn,m is different in the cases n >
0,m > 0 and n > 0,m < 0, (due to the stationarity the remaining two cases can be transformed into the
first ones). Then, trying to find the asymptotic of ρn,m, as min(m,n) → ∞, we faced with much more
complicated picture, comparing with the asymptotic for processes. For an arbitrary filter {ci,j} there is
no hope to get asymptotic of ρn,m, therefore it is necessary to assume some regular behavior of this filter.
Usually one can consider two types of such behavior:
ci,j ∼ 1
(iβ1 + jβ2)β3
, in particular, ci,j ∼ 1||(i, j)||β3 ,
3
with some positive βi, i = 1, 2, 3, such, that (10) is satisfied, or
ci,j ∼ (1 + i)−β1(1 + j)−β2 , (11)
with some βk > 1/α, k = 1, 2. We had chosen the condition (11), and this was done for two reasons:
firstly, such behavior of the filter is easier to investigate, secondly, linear fields with such filter motivated
to define the so-called directional memory (see [4]) and there is a hope to relate the behavior of spectral
covariance with the memory properties. But even under condition (11) the investigation of the asymptotic
of ρn,m was complicated and different in different areas, defined by various combinations of parameters
0 < α < 2, βk > 1/α, k = 1, 2.
Even the number of such different areas was unusually big in the case n > 0,m < 0, in some areas
the asymptotic behavior of ρn,m was dependent on the way how m,n tends to infinity, more precisely,
on the limit for the ratio m−β2/n−β1 .
The rest of the paper is organized as follows. In the next section we formulate two theorems giving
the asymptotics of ρk,l, separately in the cases k > 0, l > 0 and k > 0, l < 0. In the last two sections
proofs of these theorems are presented.
2 Asymptotics of spectral covariance ρk,l
We consider linear random fields (9) satisfying (10). For any a = (a1, a2) ∈ Z2 we will denote
Qa =
{
x = (x1, x2) ∈ Z2 : xi ≥ −ai
}
. Also, we will use the notations a+ = ((a1)+, (a2)+) and a− =
((a1)−, (a2)−), where (·)+ = max(·, 0) and (·)− = −min(·, 0). We are interested in the dependence
between the r.v. X0 and Xk, which are defined by (9). Due to the stationarity of the field, vectors
(X0, Xk) and (X0+k− , Xk+k−) = (Xk− , Xk+) have the same distribution.
If a ∈ Q0 we have Q0 ⊂ Qa,
Xa =
∑
i∈Q0
ciεa−i =
∑
i−a∈Qa
ci−a+aεa−i =
∑
j∈Qa
cj+aε−j =
∑
j∈Q0
cj+aε−j +
∑
j∈Qa\Q0
cj+aε−j,
and we easily obtain the ch.f. of the vector (Xk− , Xk+):
E exp
(
i(θ1Xk− + θ2Xk+)
)
= exp
− |θ1|α ∑
j∈Qk−\Q0
∣∣cj+k−∣∣α −∑
j∈Q0
∣∣θ1cj+k− + θ2cj+k+∣∣α − |θ2|α ∑
j∈Qk+\Q0
∣∣cj+k+∣∣α
 .
The obtained ch.f. allows us to see the structure of the spectral measure Γ and obtain the expression for
the spectral covariance:
ρ(X0, Xk) = ρ(Xk− , Xk+) =
∑
j∈Q0
cj+k−cj+k+(
c2j+k− + c
2
j+k+
) 2−α
2
. (12)
As it was mentioned in the Introduction, we will consider one particular case - we will assume that
the coefficients ci,j in (9) have the form
ci,j = w(i,j)(1 + i)
−β1(1 + j)−β2 , i, j ≥ 0, (13)
where βk > 1α , k = 1, 2, and coefficients w(i,j) satisfy the following conditions:
(A1) there exists limit limi,j→∞w(i,j) = 1,
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(A2) for every i ≥ 0 there exists limit w(i,∞) := limj→∞w(i,j) > 0,
(A3) for every j ≥ 0 there exists limit w(∞,j) := limi→∞w(i,j) > 0.
For convenience of writing we assume that w(i,j) 6= 0, (i, j) ∈ (Z+)2.
It follows from these assumptions that there exist numbers d, e > 0 such that
d < |w(i,j)| < e, ∀i, j ≥ 0. (14)
We are interested in the asymptotic behavior of ρ(k1, k2) := ρ(X(0,0), X(k1,k2)) as k1, k2 → ∞ or
k1 →∞, k2 → −∞.
It is convenient to introduce notation
V (x, y) =

xy
(x2 + y2)
2−α
2
if x2 + y2 > 0,
0 if x = y = 0.
Function V has the following properties:
• V (x, y) = V (y, x),
• V (λx, λy) = |λ|α V (x, y),
• when α ∈ (0, 2], the function V is continuous,
• The following inequalities hold
|V (x, y)| 6 2α−22 |xy|α2 ,
|V (x, y)| 6 |x|α−1 |y| .
This notation gives a more compact form of (12):
ρ(X0, Xk) = ρ(Xk− , Xk+) =
∑
j∈Q0
V
(
cj+k− , cj+k+
)
. (15)
Say n,m > 0. From (15) we obtain the expressions of ρ(n,m) and ρ(n,−m):
ρ(n,m) =
∞∑
i=0
∞∑
j=0
V (w(i,j)(1 + i)
−β1(1 + j)−β2 , w(i+n,j+m)(1 + i+ n)−β1(1 + j +m)−β2), (16)
ρ(n,−m) =
∞∑
i=0
∞∑
j=0
V (w(i+n,j)(1 + i+ n)
−β1(1 + j)−β2 , w(i,j+m)(1 + i)−β1(1 + j +m)−β2). (17)
Theorem 1. Suppose that a linear field (9) with coefficients ci,j having form (13), satisfies conditions
(A1)-(A3). Then the asymptotic behavior of spectral covariance ρ(n,m) is as follows.
1. If 1 < α ≤ 2 and βi > 1α−1 , i = 1, 2,
lim
n,m→∞
ρ(n,m)
n−β1m−β2
=
∞∑
i=0
∞∑
j=0
w
〈α−1〉
(i,j) (1 + i)
−β1(α−1)(1 + j)−β2(α−1). (18)
2. If 1 < α ≤ 2 and 1α < βi < 1α−1 , i = 1, 2 or 0 < α ≤ 1 and βi > 1α , i = 1, 2,
lim
n,m→∞
ρ(n,m)
n1−αβ1m1−αβ2
=
∫ ∞
0
∫ ∞
0
V (t−β1s−β2 , (t+ 1)−β1(s+ 1)−β2)dtds. (19)
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3. If 1 < α ≤ 2 and β1 > 1α−1 , 1α < β2 < 1α−1 ,
lim
n,m→∞
ρ(n,m)
n−β1m1−β2α
=
∞∑
i=0
wα−1(i,∞)(1 + i)
−β1(α−1)
∞∫
0
u−β2(α−1)(1 + u)−β2du.
4. If 1 < α ≤ 2 and β1 = 1α−1 , 1α < β2 < 1α−1 ,
lim
n,m→∞
ρ(n,m)
n−β1m1−β2α ln(n)
=
∫ ∞
0
v−β2(α−1) (1 + v)−β2 dv.
5. If 1 < α ≤ 2 and β1 = 1α−1 , β2 > 1α−1 ,
lim
n,m→∞
ρ(n,m)
n−β1m−β2 ln(n)
∞∑
j=0
wα−1(∞,j)(1 + j)
−β2(α−1).
6. If 1 < α ≤ 2 and β1 = 1α−1 , β2 = 1α−1 ,
lim
n,m→∞
ρ(n,m)
n−β1m−β2 ln(n) ln(m)
= 1.
Theorem 2. Suppose that a linear field (9) with coefficients ci,j having form (13), satisfies conditions
(A1)-(A3). Then the asymptotic behavior of spectral covariance ρ(n,−m) is as follows.
1. If 1 < α ≤ 2, 1β1 + 1β2 > α and 1α < βi < 1α−1 , i = 1, 2, or 0 < α ≤ 1 and 1β1 + 1β2 > α:
lim
n,m→∞
ρ(n,−m)
n1−β1αm1−β2α
=
∞∫
0
∞∫
0
V ((1 + u)−β1v−β2 , u−β1(1 + v)−β2)dudv.
2. If 1 < α ≤ 2, 1α−1 < β1 and 1α < β2 < 1:
lim
n,m→∞
ρ(n,−m)
n−β1m1−β2α
=
∞∑
i=0
wα−1(i,∞)(1 + i)
−β1(α−1)
∞∫
0
v−β2(1 + v)−β2(α−1)dv.
3. If 1 < α ≤ 2, β1 = 1α−1 and 1α < β2 < 1:
lim
n,m→∞
ρ(n,−m)
n1−β1αm1−β2α ln(n)
∫ ∞
0
v−β2(1 + v)−β2(α−1)dvds.
4. If 1 < α ≤ 2 and 1α−1 < βi, i = 1, 2:
(a) If mn is a sequence such that m
−β2
n
n−β1 → 0:
lim
n→∞
ρ(n,−mn)
n−β1(α−1)m−β2n
=
∞∑
i=0
∞∑
j=0
wα−1(∞,j)w(i,∞)(1 + j)
−β2(α−1)(1 + i)−β1 .
(b) If mn is a sequence such that m
−β2
n
n−β1 → c ∈ (0;∞):
lim
n→∞
ρ(n,−mn)
n−β1(α−1)m−β2n
=
1
c
∞∑
i=0
∞∑
j=0
V (w(∞,j)(1 + j)−β2 , cw(i,∞)(1 + i)−β1).
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(c) If mn →∞ is a sequence such that m
−β2
n
n−β1 →∞:
lim
n→∞
ρ(n,−mn)
n−β1m−β2(α−1)n
=
∞∑
i=0
∞∑
j=0
w(∞,j)wα−1(i,∞)(1 + j)
−β2(1 + i)−β1(α−1).
5. If 1 < α < 2, 1α−1 < β1 and 1 < β2 <
1
α−1 :
(a) If mn is a sequence such that m
−β2
n
n−β1 → 0:
lim
n→∞
ρ(n,−mn)
n
−β1
β2m1−β2αn
=
∞∑
i=0
∫ ∞
0
V (v−β2 , w(i,∞)(1 + i)−β1)dv.
(b) If mn is a sequence such that m
−β2
n
n−β1 → c ∈ (0;∞):
lim
n→∞
ρ(n,−mn)
n−β1m−β2(α−1)n
= c
∞∑
i=0
∞∑
j=0
V (w(∞,j)c−1(1 + j)−β2 , w(i,∞)(1 + i)−β1).
(c) If mn →∞ is a sequence such that m
−β2
n
n−β1 →∞:
lim
n→∞
ρ(n,−mn)
n−β1m−β2(α−1)n
=
∞∑
i=0
∞∑
j=0
w(∞,j)wα−1(i,∞)(1 + j)
−β2(1 + i)−β1(α−1).
6. If 1 < α < 2, 1 < βi < 1α−1 , i = 1, 2 and
1
β1
+ 1β2 < α or 0 < α ≤ 1 and 1β1 + 1β2 < α:
(a) If mn is a sequence such that m
−β2
n
n−β1 → 0:
lim
n→∞
ρ(n,−mn)
n
−β1
β2m1−β2αn
=
∞∑
i=0
∫ ∞
0
V (v−β2 , w(i,∞)(1 + i)−β1)dv.
(b) If mn is a sequence such that m
−β2
n
n−β1 → c ∈ (0;∞):
lim
n→∞
ρ(n,−mn)
n−β1(α−1)m−β2n
=
1
c
∞∑
i=0
∞∑
j=0
V (w(∞,j)(1 + j)−β2 , w(i,∞)c2(1 + i)−β1).
(c) If mn →∞ is a sequence such that m
−β2
n
n−β1 →∞:
lim
n→∞
ρ(n,−mn)
n1−β1αm
−β2
β1
n
=
∞∑
j=0
∫ ∞
0
V (u−β1 , w(∞,j)(1 + j)−β2)du.
7. If 1 < α < 2, 1α−1 < β1 and β2 =
1
α−1 :
(a) If mn is a sequence such that m
−β2
n
n−β1 → 0:
lim
n→∞
ρ(n,−mn)
n
−β1
β2m1−β2αn ln
(
n
−β1
β2mn
) = ∞∑
i=0
w(i,∞)(1 + i)−β1 .
(b) If mn is a sequence such that m
−β2
n
n−β1 → c ∈ (0;∞):
lim
n→∞
ρ(n,−mn)
n−β1m−β2(α−1)n
= c
∞∑
i=0
∞∑
j=0
V (w(∞,j)c−1(1 + j)−β2 , w(i,∞)(1 + i)−β1).
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(c) If mn →∞ is a sequence such that m
−β2
n
n−β1 →∞:
lim
n→∞
ρ(n,−mn)
n−β1m−β2(α−1)n
=
∞∑
i=0
∞∑
j=0
w(∞,j)wα−1(i,∞)(1 + j)
−β2(1 + i)−β1(α−1).
8. If 1 < α < 2, β1 = 1α−1 and 1 < β2 <
1
α−1
(a) If mn is a sequence such that m
−β2
n
n−β1 → 0:
lim
n→∞
ρ(n,−mn)
n
−β1
β2m1−β2αn
=
∞∑
i=0
∫ ∞
0
V (w(i,∞) (1 + i)
−β1 , s−β2)ds.
(b) If mn is a sequence such that m
−β2
n
n−β1 → c ∈ (0;∞):
lim
n→∞
ρ(n,−mn)
n−β1m−β2(α−1)n
= c
∞∑
i=0
∞∑
j=0
V (w(∞,j)c−1(1 + j)−β2 , w(i,∞)(1 + i)−β1).
(c) If mn →∞ is a sequence such that m
−β2
n
n−β1 →∞:
lim
n→∞
ρ(n,−mn)
n1−β1αm
−β2
β1
n ln
(
nm
−β2
β1
n
) = ∞∑
j=0
w(∞,j) (1 + j)
−β2 .
9. If 1 < α < 2 and βi = 1α−1 , i = 1, 2:
(a) If mn is a sequence such that m
−β2
n
n−β1 → 0:
lim
n→∞
ρ(n,−mn)
n−β1/β2m1−β2αn ln
(
n−β1/β2mn
) = ∞∑
i=0
w(i,∞)(1 + i)−β1 .
(b) If mn is a sequence such that m
−β2
n
n−β1 → c ∈ (0;∞):
lim
n→∞
ρ(n,−mn)
n−β1m−β2(α−1)n
= c
∞∑
i=0
∞∑
j=0
V (w(∞,j)c−1(1 + j)−β2 , w(i,∞)(1 + i)−β1).
(c) If mn →∞ is a sequence such that m
−β2
n
n−β1 →∞:
lim
n→∞
ρ(n,−mn)
n1−β1αm−β2/β1n ln
(
nm
−β2/β1
n
) = ∞∑
j=0
w(∞,j)(1 + j)−β2 .
3 Proof of Theorem 1
In order not to make the paper too long, we will not provide all of the proofs. We feel that the
provided proofs illustrate the ideas used, the other sets of parameters are dealt with in a similar way.
Here we will investigate the following sets of parameters:
1. 1 < α ≤ 2, βi > 1α−1 , i = 1, 2;
2. 1 < α ≤ 2, 1α < βi < 1α−1 , i = 1, 2;
3. 1 < α ≤ 2, β1 > 1α−1 , 1α < β2 < 1α−1 ;
4. 1 < α ≤ 2, β1 = 1α−1 , β2 = 1α−1 ;
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3.1 The case 1 < α ≤ 2, βi > 1α−1 , i = 1, 2
In this case we have
∞∑
i=0
∞∑
j=0
|ci,j |α−1 =
∞∑
i=0
∞∑
j=0
|w(i,j)(1 + i)−β1(1 + j)−β2 |α−1
≤ eα−1
∞∑
i=0
(1 + i)−β1(α−1)
∞∑
j=0
(1 + j)−β2(α−1) <∞.
We will show that
ρ(n,m)
n−β1m−β2
→
∞∑
i=0
∞∑
j=0
c<α−1>i,j , n,m→∞, (20)
here b<a> = |b|asgn(b).
Fix ε > 0 and choose N1 ∈ N such that∑∑
max(i,j)>N1
|ci,j |α−1 < ε.
Such a number exists since
∑∞
i=0
∑∞
j=0 |ci,j |α−1 <∞.
Let us consider
∆n,m :=
∣∣∣∣∣∣ ρ(n,m)n−β1m−β2 −
∞∑
i=0
∞∑
j=0
c<α−1>i,j
∣∣∣∣∣∣ .
From the triangle inequality we obtain
∆n,m ≤ S1 + S2 + S3,
where
S1 =
∣∣∣∣∣∣∣
∑∑
i,j≤N1
ci,jci+n,j+mn
β1mβ2(
c2i,j + c
2
i+n,j+m
) 2−α
2
−
∑∑
i,j≤N1
c<α−1>i,j
∣∣∣∣∣∣∣ ,
S2 =
∣∣∣∣∣∣∣
∑∑
max(i,j)>N1
ci,jci+n,j+mn
β1mβ2(
c2i,j + c
2
i+n,j+m
) 2−α
2
∣∣∣∣∣∣∣ ,
S3 =
∣∣∣∣∣∣
∑∑
max(i,j)>N1
c<α−1>i,j
∣∣∣∣∣∣ .
The choice of N1 implies
S3 < ε. (21)
We also have
S2 ≤
∑∑
max(i,j)>N1
|ci,j |α−1|ci+n,j+m|nβ1mβ2
≤ e
∑∑
max(i,j)>N1
|ci,j |α−1
(
n
1 + i+ n
)β1 ( m
1 + j +m
)β2
≤ e
∑∑
max(i,j)>N1
|ci,j |α−1 ≤ eε.
(22)
For fixed values of i, j we have ci+n,j+m → 0 and ci+n,j+mnβ1mβ2 → 1, as n,m→∞, thus
ci,jci+n,j+mn
β1mβ2(
c2i,j + c
2
i+n,j+m
) 2−α
2
→ c<α−1>i,j , as n,m→∞.
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Since
S1 ≤
∑∑
i,j≤N1
∣∣∣∣∣∣∣
ci,jci+n,j+mn
β1mβ2(
c2i,j + c
2
i+n,j+m
) 2−α
2
− c<α−1>i,j
∣∣∣∣∣∣∣ ,
and the sum on the right side is finite, we obtain limn,m→∞ S1 = 0. Together with (21) and (22) this
implies lim supn,m→∞∆n,m < (1 + e)ε. Since ε > 0 is arbitrary, we obtain limn,m→∞∆n,m = 0.
3.2 The case 1 < α ≤ 2, 1
α
< βi <
1
α−1 , i = 1, 2
We will show that
ρ(n,m)
n1−αβ1m1−αβ2
→
∫ ∞
0
∫ ∞
0
t−β1(t+ 1)−β1s−β2(s+ 1)−β2
(t−2β1s−2β2 + (t+ 1)−2β1(s+ 1)−2β2)
2−α
2
dtds. (23)
Denote β = max(β1, β2) and define γ = 12 (1− β(α− 1)). We split (16) into four terms
ρ(n,m) = I1,1 + I1,2 + I2,1 + I2,2, (24)
where
I1,1 =
∑
i≤nγ
∑
j≤mγ
V (ci,j , ci+n,j+m) , I1,2 =
∑
i≤nγ
∑
j>mγ
V (ci,j , ci+n,j+m) ,
I2,1 =
∑
i>nγ
∑
j≤mγ
V (ci,j , ci+n,j+m) , I2,2 =
∑
i>nγ
∑
j>mγ
V (ci,j , ci+n,j+m) .
We start by estimating I1,1.
|I1,1|
n1−αβ1m1−αβ2
≤ nαβ1−1mαβ2−1
∑
i≤nγ
∑
j≤mγ
|ci,j |α−1|ci+n,j+m|. (25)
Inequalities (14) imply that |ci,j | < e. Thus, from (25) we obtain
|I1,1|
n1−αβ1m1−αβ2
≤ eα−1nαβ1−1mαβ2−1
∑
i≤nγ
∑
j≤mγ
|ci+n,j+m|
≤ eαnαβ1−1mαβ2−1
∑
i≤nγ
∑
j≤mγ
(1 + i+ n)−β1(1 + j +m)−β2
≤ eαnαβ1−1mαβ2−1
∑
i≤nγ
∑
j≤mγ
n−β1m−β2
≤ eαnαβ1−1mαβ2−1nγn−β1mγm−β2
= eαnβ1(α−1)−1+γmβ2(α−1)−1+γ .
The choice of γ implies |I1,1|
n1−αβ1m1−αβ2 → 0 as n,m→∞. Let us investigate I1,2 and I2,1 next. Due to
the symmetry it is enough to deal with one of these terms.
|I2,1| ≤
∑
i>nγ
∑
j≤mγ
|ci,j |α−1|ci+n,j+m|
≤ eα
∑
i>nγ
∑
j≤mγ
(1 + i)−β1(α−1)(1 + j)−β2(α−1)(1 + n+ i)−β1(1 +m+ j)−β2
= eα
∑
i>nγ
(1 + i)−β1(α−1)(1 + n+ i)−β1
∑
j≤mγ
(1 + j)−β2(α−1)(1 +m+ j)−β2
≤ eαmγ−β2
∑
i>nγ
(1 + i)−β1(α−1)(1 + n+ i)−β1
≤ eαmγ−β2
∞∫
nγ
(1 + btc)−β1(α−1)(1 + n+ btc)−β1dt
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≤ eαmγ−β2
∞∫
nγ
t−β1(α−1)(t+ n)−β1dt
= eαmγ−β2
∞∫
nγ−1
(nt)−β1(α−1)(nt+ n)−β1dnt
= eαmγ−β2n1−β1α
∞∫
nγ−1
t−β1(α−1)(t+ 1)−β1dt =: eαmγ−β2n1−β1αB(α, β1).
B(α, β1) is finite, since 1α < βi <
1
α−1 , i = 1, 2 in the case under consideration. We obtain
|I2,1|
n1−αβ1m1−αβ2
≤ eαmγ+β2(α−1)−1B(α, β1)→ 0, as n,m→∞,
and symmetry implies
|I1,2|
n1−αβ1m1−αβ2
→ 0, as n,m→∞.
It remains to deal with I2,2.
I2,2
n1−αβ1m1−αβ2
=
∑
i>nγ
∑
j>mγ
ci,jci+n,j+mn
αβ1−1mαβ2−1(
c2i,j + c
2
i+n,j+m
) 2−α
2
Choose arbitrary 0 < τ < 1. There exists N2 ∈ N, such that
(1− τ)(1 + i)−β1(1 + j)−β2 ≤ ci,j ≤ (1 + τ)(1 + i)−β1(1 + j)−β2 , i, j > N2.
These inequalities imply that for large n,m (large enough, that the inequalities nγ > N2 and mγ > N2
hold)
(1− τ)2
(1 + τ)2−α
An,m ≤ I2,2 ≤ (1 + τ)
2
(1− τ)2−αAn,m, (26)
where
An,m =
∑
i>nγ
∑
j>mγ
(1 + i)−β1(1 + j)−β2(1 + i+ n)−β1(1 + j +m)−β2
((1 + i)−2β1(1 + j)−2β2 + (1 + i+ n)−2β1(1 + j +m)−2β2)
2−α
2
.
We will investigate asymptotic behavior of An,m as n,m→∞.
An,m =
∞∫
bnγc+1
∞∫
bmγc+1
V
(
(1 + btc)−β1(1 + bsc)−β2 , (1 + btc+ n)−β1(1 + bsc+m)−β2) dtds
=
∞∫
bnγc+1
n
∞∫
bmγc+1
m
V
(
(1 + bntc)−β1(1 + bmsc)−β2 , (1 + bntc+ n)−β1(1 + bmsc+m)−β2)dtndsm
= n1−αβ1m1−αβ2×
×
∞∫
bnγc+1
n
∞∫
bmγc+1
m
V
((
1 + bntc
n
)−β1 (1 + bmsc
m
)−β2
,
(
1 + bntc
n
+ 1
)−β1 (1 + bmsc
m
+ 1
)−β2)
dtds.
Let us denote the function under integral as Vn,m,t,s, then we have
An,m
n1−αβ1m1−αβ2
=
∞∫
bnγc+1
n
∞∫
bmγc+1
m
Vn,m,t,sdtds (27)
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It is easy to see that Vn,m,t,s converges pointwise to V
(
t−β1s−β2 , (t+ 1)−β1 (s+ 1)−β2
)
, (s, t) ∈
(0,∞)2. Since 1 + bntc > nt and 1 + bmsc > ms, it is easy to see that
Vn,m,t,s ≤ t−β1(α−1)s−β2(α−1) (t+ 1)−β1 (s+ 1)−β2 , t, s ∈ (0,∞). (28)
The function t−β1(α−1)s−β2(α−1) (t+ 1)−β1 (s+ 1)−β2 is integrable in (0,∞)2 since 1 < α ≤ 2, 1α < βi <
1
α−1 , i = 1, 2, therefore, applying the Dominated Convergence Theorem, we obtain
An,m
n1−αβ1m1−αβ2
→ A :=
∫ ∞
0
∫ ∞
0
t−β1(t+ 1)−β1s−β2(s+ 1)−β2
(t−2β1s−2β2 + (t+ 1)−2β1(s+ 1)−2β2)
2−α
2
dtds.
(26) implies
(1− τ)2
(1 + τ)2−α
A ≤ lim inf
n,m→∞
I2,2
n1−αβ1m1−αβ2
≤ lim sup
n,m→∞
I2,2
n1−αβ1m1−αβ2
≤ (1 + τ)
2
(1− τ)2−αA
for arbitrary τ ∈ (0, 1). Passing to the limit as τ → 0, we get
lim
n,m→∞
I2,2
n1−αβ1m1−αβ2
= A.
In conclusion
ρ(n,m)
n1−αβ1m1−αβ2
=
I1,1 + I1,2 + I2,1 + I2,2
n1−αβ1m1−αβ2
→
∫ ∞
0
∫ ∞
0
t−β1(t+ 1)−β1s−β2(s+ 1)−β2
(t−2β1s−2β2 + (t+ 1)−2β1(s+ 1)−2β2)
2−α
2
dtds.
3.3 The case 1 < α ≤ 2, β1 > 1α−1 , 1α < β2 < 1α−1 ;
We will show that
ρ(n,m)
n−β1m1−β2α
→
∞∑
i=0
wα−1(i,∞)(1 + i)
−β1(α−1)
∞∫
0
t−β2(α−1)(1 + t)−β2dt, n,m→∞.
Fix γ ∈ (0, 1). Let us split the main sum (16) into two terms
ρ(n,m) =
∑
j≤mγ
∞∑
i=0
V (ci,j , ci+n,j+m) +
∑
j>mγ
∞∑
i=0
V (ci,j , ci+n,j+m) . (29)
The first term on the right side of equality can be estimated as follows∣∣∣∣∣∣
∑
j≤mγ
∞∑
i=0
V (ci,j , ci+n,j+m)
∣∣∣∣∣∣ ≤
∑
j≤mγ
∞∑
i=0
|V (ci,j , ci+n,j+m) |
≤
∑
j≤mγ
∞∑
i=0
|ci,j |α−1|ci+n,j+m|
≤ eα
∑
j≤mγ
∞∑
i=0
(1 + i)−β1(α−1)(1 + j)−β2(α−1)(1 + i+ n)−β1(1 + j +m)−β2
= eα
∞∑
i=0
(1 + i)−β1(α−1)(1 + i+ n)−β1
∑
j≤mγ
(1 + j)−β2(α−1)(1 + j +m)−β2 .
Notice that ∞∑
i=0
(1 + i)−β1(α−1)(1 + i+ n)−β1 ≤ n−β1
∞∑
i=0
(1 + i)−β1(α−1), (30)
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and the series
∑∞
i=0(1 + i)
−β1(α−1) converge, since β1 > 1α−1 . Simple inequalities give us
∑
j≤mγ
(1 + j)−β2(α−1)(1 + j +m)−β2 =
bmγc+1∫
0
(1 + bsc)−β2(α−1)(1 + bsc+m)−β2ds
=
bmγc+1
m∫
0
(1 + bmsc)−β2(α−1)(1 + bmsc+m)−β2dms
≤
bmγc+1
m∫
0
(ms)−β2(α−1)(ms+m)−β2dms = m1−β2α
bmγc+1
m∫
0
s−β2(α−1)(s+ 1)−β2ds
≤ m1−β2α
bmγc+1
m∫
0
s−β2(α−1)ds = m1−β2α
( bmγc+1
m
)1−β2(α−1)
1− β2(α− 1) .
This bound together with (30) implies that
1
n−β1m1−β2α
∑
j≤mγ
∞∑
i=0
V (ci,j , ci+n,j+m)→ 0, as n,m→∞,
since 1 < α < 2 and 1α < β2 <
1
α−1 .
Let us investigate the second term in (29).
∑
j>mγ
∞∑
i=0
V (ci,j , ci+n,j+m)
=
∞∑
i=0
∑
j>mγ
V
(
w(i,j)(1 + i)
−β1(1 + j)−β2 , w(i+n,j+m)(1 + i+ n)−β1(1 + j +m)−β2
)
=
∞∑
i=0
∞∫
bmγc+1
V
(
w(i,bsc)(1 + i)−β1(1 + bsc)−β2 , w(i+n,bsc+m)(1 + i+ n)−β1(1 + bsc+m)−β2
)
ds
=
∞∑
i=0
∞∫
bmγc+1
m
V
(
w(i,bmsc)(1 + i)−β1(1 + bmsc)−β2 , w(i+n,bmsc+m)(1 + i+ n)−β1(1 + bmsc+m)−β2
)
dms
= m1−β2α
∞∑
i=0
∞∫
bmγc+1
m
V
(
w(i,bmsc)(1 + i)
−β1
(
1 + bmsc
m
)−β2
, w(i+n,bmsc+m)(1 + i+ n)
−β1
(
1 + bmsc
m
+ 1
)−β2)
ds.
Denoting the integrand as yi,s,n,m, we have
yi,s,n,m
n−β1
=
nβ1w(i,bmsc)(1 + i)−β1
(
1+bmsc
m
)−β2
w(i+n,bmsc+m)(1 + i+ n)−β1
(
1+bmsc
m + 1
)−β2
(
w2(i,bmsc)(1 + i)
−2β1
(
1+bmsc
m
)−2β2
+ w2(i+n,bmsc+m)(1 + i+ n)
−2β1
(
1+bmsc
m + 1
)−2β2) 2−α2
=
w(i,bmsc)(1 + i)−β1
(
1+bmsc
m
)−β2
w(i+n,bmsc+m)
(
1+i
n + 1
)−β1 (1+bmsc
m + 1
)−β2
(
w2(i,bmsc)(1 + i)
−2β1
(
1+bmsc
m
)−2β2
+ w2(i+n,bmsc+m)(1 + i+ n)
−2β1
(
1+bmsc
m + 1
)−2β2) 2−α2
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It is evident from the obtained expression that, for fixed i, s,
yi,s,n,m
n−β1
→ w(i,∞)(1 + i)
−β1s−β2 (s+ 1)−β2(
w2(i,∞)(1 + i)
−2β1s−2β2
) 2−α
2
= wα−1(i,∞)(1 + i)
−β1(α−1)s−β2(α−1) (s+ 1)−β2 .
Properties of function V imply that
|yi,s,n,m|
n−β1
= nβ1 |yi,s,n,m|
≤ |w(i,bmsc)|α−1(1 + i)−β1(α−1)
(
1 + bmsc
m
)−β2(α−1)
|w(i+n,bmsc+m)|
(
1 + i
n
+ 1
)−β1 (1 + bmsc
m
+ 1
)−β2
≤ eα(1 + i)−β1(α−1)
(
1 + bmsc
m
)−β2(α−1)(1 + bmsc
m
+ 1
)−β2
≤ eα(1 + i)−β1(α−1)s−β2(α−1) (s+ 1)−β2 .
Notice that
∞∑
i=0
∞∫
0
(1 + i)−β1(α−1)s−β2(α−1) (s+ 1)−β2 ds =
∞∑
i=0
(1 + i)−β1(α−1)
∞∫
0
s−β2(α−1) (s+ 1)−β2 ds <∞,
since −β1(α− 1) < −1, −β2(α− 1) > −1 and −β2α < −1.
Thus, |yi,s,n,m|
n−β1 converges pointwise and is dominated by an integrable function. The Dominated
Convergence Theorem can be applied to obtain∑
j>mγ
∑∞
i=0 V (ci,j , ci+n,j+m)
n−β1m1−β2α
=
∞∑
i=0
∞∫
bmγc+1
m
|yi,s,n,m|
n−β1
ds→
∞∑
i=0
wα−1(i,∞)(1 + i)
−β1(α−1)
∞∫
0
s−β2(α−1)(1 + s)−β2ds, n,m→∞.
This implies
ρ(n,m)
n−β1m1−β2α
→
∞∑
i=0
wα−1(i,∞)(1 + i)
−β1(α−1)
∞∫
0
s−β2(α−1)(1 + s)−β2ds, n,m→∞. (31)
3.4 The case 1 < α ≤ 2, β1 = 1α−1 , β2 = 1α−1 ;
We will show that
ρ(n,m)
n−β1m−β2 lnn lnm
→ 1, n,m→∞.
Denote
q0n = 0, q
1
n = blnnc+ 1, q2n = n+ 1, q3n =∞,
Sˆk,ln,m =
∑
qk−1n ≤i<qkn
∑
ql−1m ≤j<qlm
V (ci,j , ci+n,j+m) ,
Zˆkn(β1) =
∑
qk−1n ≤i<qkn
(1 + i)−β1(α−1)(1 + i+ n)−β1 .
The introduced notation enables us to write
ρ(n,m) =
3∑
k=1
3∑
l=1
Sˆk,ln,m. (32)
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Let us now investigate the asymptotic behavior of Zˆkn(β1), k = 1, 2, 3.
Zˆ1n(β1) =
∑
q0n≤i<q1n
(1 + i)−β1(α−1)(1 + i+ n)−β1 =
∑
0≤i<bln(n)c+1
(1 + i)−β1(α−1)(1 + i+ n)−β1
≤ n−β1
∑
0≤i<bln(n)c+1
(1 + i)−β1(α−1) = n−β1
1 + ∑
1≤i<bln(n)c+1
(1 + i)−1

= n−β1
(
1 +
∫ bln(n)c+1
1
(1 + bsc)−1ds
)
≤ n−β1
(
1 +
∫ bln(n)c+1
1
s−1ds
)
= n−β1 (1 + ln (bln(n)c+ 1)) .
The obtained upper bound implies
Zˆ1n(β1)
n−β1 ln(n)
→ 0, n→∞.
We continue with Zˆ2n(β1):
Zˆ2n(β1) =
∑
q1n≤i<q2n
(1 + i)−β1(α−1)(1 + i+ n)−β1 =
∑
bln(n)c+1≤i<n+1
(1 + i)−β1(α−1)(1 + i+ n)−β1
=
∫ n+1
bln(n)c+1
(1 + bsc)−β1(α−1)(1 + bsc+ n)−β1ds.
Since
Zˆ2n(β1) =
∫ n+1
bln(n)c+1
(1 + bsc)−β1(α−1)(1 + bsc+ n)−β1ds ≤ n−β1
∫ n+1
1
s−β1(α−1)ds = n−β1 ln(n+ 1),
we have
lim sup
n→∞
Zˆ2n(β1)
n−β1 ln(n)
≤ 1. (33)
Next, choose arbitrary ε ∈ (0, 1). There exists N ∈ N such that nε > bln(n)c+ 2 for all n ≥ N . Then,
for n ≥ N we have
Zˆ2n(β1) =
∫ n+1
bln(n)c+1
(1 + bsc)−β1(α−1)(1 + bsc+ n)−β1ds
≥
∫ n+1
bln(n)c+1
(1 + s)−β1(α−1)(1 + s+ n)−β1ds
=
∫ n+2
bln(n)c+2
s−β1(α−1)(s+ n)−β1ds ≥
∫ nε
bln(n)c+2
s−β1(α−1)(s+ n)−β1ds
≥
∫ nε
bln(n)c+2
s−β1(α−1)(nε+ n)−β1ds = n−β1(1 + ε)−β1
∫ nε
bln(n)c+2
s−1ds
= n−β1(1 + ε)−β1 (ln(nε)− ln (bln(n)c+ 2))
= n−β1(1 + ε)−β1 (ln(n) + ln(ε)− ln (bln(n)c+ 2)) .
Thus,
lim inf
n→∞
Zˆ2n(β1)
n−β1 ln(n)
≥ (1 + ε)−β1
for arbitrary ε ∈ (0, 1). Passing to the limit as ε→ 0, we obtain
lim inf
n→∞
Zˆ2n(β1)
n−β1 ln(n)
≥ 1.
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This, together with (33), gives
lim
n→∞
Zˆ2n(β1)
n−β1 ln(n)
= 1. (34)
Finally, we estimate Zˆ3n(β1):
Zˆ3n(β1) =
∑
q2n≤i<q3n
(1 + i)−β1(α−1)(1 + i+ n)−β1 =
∞∑
i=n+1
(1 + i)−β1(α−1)(1 + i+ n)−β1
=
∫ ∞
n+1
(1 + bsc)−β1(α−1)(1 + bsc+ n)−β1ds ≤
∫ ∞
n
s−β1(α−1)(s+ n)−β1ds
=
∫ ∞
1
(ns)−β1(α−1)(ns+ n)−β1dns = n1−β1α
∫ ∞
1
s−β1(α−1)(s+ 1)−β1ds
= n−β1
∫ ∞
1
s−β1(α−1)(s+ 1)−β1ds.
The obtained upper bound implies
Zˆ3n(β1)
n−β1 ln(n)
→ 0, n→∞.
If (k, l) 6= (2, 2) we can use the inequality
|Sˆk,ln,m| ≤ eαZˆkn(β1)Zˆ lm(β2)
to obtain
Sˆk,ln,m
n−β1m−β2 ln(n) ln(m)
→ 0, n,m→∞. (35)
It remains to investigate the asymptotic behavior of Sˆ2,2n,m. Choose arbitrary τ ∈ (0, 1). Since w(i,j) → 1
as i, j →∞, there exists N ∈ N such that 1− τ < w(i,j) < 1 + τ for i, j ≥ N . Assume that n and m are
large enough so that inequalities ln(n) > N and ln(m) > N hold.
If i ≥ ln(n) and j ≥ ln(m) we have
(1− τ)(1 + i)−β1(1 + j)−β2 ≤ ci,j ≤ (1 + τ)(1 + i)−β1(1 + j)−β2 .
This implies
V (ci,j , ci+n,j+m) ≤ (1 + τ)
2
(1− τ)2−α
(1 + i)−β1(1 + j)−β2(1 + i+ n)−β1(1 + j +m)−β2
((1 + i)−2β1(1 + j)−2β2 + (1 + i+ n)−2β1(1 + j +m)−2β2)
2−α
2
and
V (ci,j , ci+n,j+m) ≥ (1− τ)
2
(1 + τ)2−α
(1 + i)−β1(1 + j)−β2(1 + i+ n)−β1(1 + j +m)−β2
((1 + i)−2β1(1 + j)−2β2 + (1 + i+ n)−2β1(1 + j +m)−2β2)
2−α
2
.
Thus,
(1− τ)2
(1 + τ)2−α
An,m ≤ Sˆ2,2n,m ≤
(1 + τ)2
(1− τ)2−αAn,m, (36)
where
An,m =
n∑
i=bln(n)c+1
m∑
j=bln(m)c+1
(1 + i)−β1(1 + j)−β2(1 + i+ n)−β1(1 + j +m)−β2
((1 + i)−2β1(1 + j)−2β2 + (1 + i+ n)−2β1(1 + j +m)−2β2)
2−α
2
.
Notice that
An,m ≤
n∑
i=bln(n)c+1
m∑
j=bln(m)c+1
(1 + i)−β1(α−1)(1 + j)−β2(α−1)(1 + i+ n)−β1(1 + j +m)−β2
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= Zˆ2n(β1)Zˆ
2
m(β2).
Previously obtained result (34) implies
lim sup
n,m→∞
An,m
n−β1m−β2 ln(n) ln(m)
≤ 1.
Choose arbitrary ε ∈ (0, 1) and assume that n,m are large enough so that nε > bln(n)c + 1 and
mε > bln(m)c+ 1. If i ≤ nε we have
(1 + i+ n)−β1 =
(1 + i)β1
(1 + i+ n)β1
(1 + i)−β1 ≤ (1 + nε)
β1
(1 + nε+ n)β1
(1 + i)−β1 ≤
(
1
n
+ ε
)β1
(1 + i)−β1 .
We also have
(1 + j +m)−β2 ≤
(
1
m
+ ε
)β2
(1 + j)−β2
for j ≤ mε. Then
An,m ≥
bnεc∑
i=bln(n)c+1
bmεc∑
j=bln(m)c+1
(1 + i)−β1(1 + j)−β2(1 + i+ n)−β1(1 + j +m)−β2
((1 + i)−2β1(1 + j)−2β2 + (1 + i+ n)−2β1(1 + j +m)−2β2)
2−α
2
≥
bnεc∑
i=bln(n)c+1
bmεc∑
j=bln(m)c+1
(1 + i)−β1(1 + j)−β2(1 + i+ n)−β1(1 + j +m)−β2(
(1 + i)−2β1(1 + j)−2β2 +
(
1
n + ε
)2β1(1 + i)−2β1( 1m + ε)2β2(1 + j)−2β2) 2−α2
=
bnεc∑
i=bln(n)c+1
bmεc∑
j=bln(m)c+1
(1 + i)−β1(α−1)(1 + j)−β2(α−1)(1 + i+ n)−β1(1 + j +m)−β2(
1 +
(
1
n + ε
)2β1( 1
m + ε
)2β2) 2−α2
≥ (1 + nε+ n)
−β1(1 +mε+m)−β2(
1 +
(
1
n + ε
)2β1( 1
m + ε
)2β2) 2−α2
bnεc∑
i=bln(n)c+1
(1 + i)−β1(α−1)
bmεc∑
j=bln(m)c+1
(1 + j)−β2(α−1).
Let us deal with the sums on the right side.
bnεc∑
i=bln(n)c+1
(1 + i)−β1(α−1) =
∫ bnεc+1
bln(n)c+1
(1 + bsc)−1ds ≥
∫ bnεc+1
bln(n)c+1
(1 + s)−1ds =
∫ bnεc+2
bln(n)c+2
s−1ds
≥
∫ nε
bln(n)c+2
s−1ds = ln(nε)− ln (bln(n)c+ 2) = ln(n) + ln(ε)− ln (bln(n)c+ 2) .
Hence
lim inf
n→∞
∑bnεc
i=bln(n)c+1(1 + i)
−β1(α−1)
ln(n)
≥ 1.
Similarly
lim inf
m→∞
∑bmεc
j=bln(m)c+1(1 + j)
−β2(α−1)
ln(m)
≥ 1.
These results imply
lim inf
n,m→∞
An,m
n−β1m−β2 ln(n) ln(m)
≥ (ε+ 1)
−β1(ε+ 1)−β2(
1 + (ε)2β1(ε)2β2
) 2−α
2
=
(ε+ 1)−β1−β2
(1 + ε2β1+2β2)
2−α
2
.
Since ε was chosen arbitrarily, we have
lim inf
n,m→∞
An,m
n−β1m−β2 ln(n) ln(m)
≥ 1.
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Returning to (36) we obtain
(1− τ)2
(1 + τ)2−α
≤ lim inf
n,m→∞
Sˆ2,2n,m
n−β1m−β2 ln(n) ln(m)
≤ lim sup
n,m→∞
Sˆ2,2n,m
n−β1m−β2 ln(n) ln(m)
≤ (1 + τ)
2
(1− τ)2−α
for arbitrary τ . Passing to the limit as τ → 0 gives us
lim
n,m→∞
Sˆ2,2n,m
n−β1m−β2 ln(n) ln(m)
= 1.
Together with (32) and (35) this implies
lim
n,m→∞
ρ(n,m)
n−β1m−β2 ln(n) ln(m)
= 1.
4 Proof of Theorem 2
Similarly to the proof of Theorem 1, we consider only part of the sets of parameters, since the other
cases are investigated in a similar way. Here we will investigate the following sets of parameters:
1. 1 < α ≤ 2, 1α < βi < 1α−1 , i = 1, 2 and 1β1 + 1β2 > α;
2. 1 < α ≤ 2, 1α−1 < β1 and 1α < β2 < 1;
3. 1 < α < 2, β1 = 1α−1 and 1 < β2 <
1
α−1 ;
4.1 The case 1 < α ≤ 2, 1
α
< βi <
1
α−1 , i = 1, 2,
1
β1
+ 1
β2
> α;
The spectral covariance equals
ρ(n,−m) =
∞∑
i=0
∞∑
j=0
w(i+n,j)(1 + i+ n)
−β1(1 + j)−β2w(i,j+m)(1 + i)
−β1(1 + j +m)−β2(
w2(i+n,j)(1 + i+ n)
−2β1(1 + j)−2β2 + w2(i,j+m)(1 + i)
−2β1(1 + j +m)−2β2
) 2−α
2
=
∞∫
0
∞∫
0
w(btc+n,bsc)w(btc,bsc+m)(1 + btc+ n)−β1(1 + bsc)−β2(1 + btc)−β1(1 + bsc+m)−β2dtds(
w2(btc+n,bsc)(1 + btc+ n)−2β1(1 + bsc)−2β2 + w2(btc,bsc+m)(1 + btc)−2β1(1 + bsc+m)−2β2
) 2−α
2
=
∞∫
0
∞∫
0
w(bntc+n,bmsc)w(bntc,bmsc+m)(1 + bntc+ n)−β1(1 + bmsc)−β2(1 + bntc)−β1(1 + bmsc+m)−β2dntdms(
w2(bntc+n,bmsc)(1 + bntc+ n)−2β1(1 + bmsc)−2β2 + w2(bntc,bmsc+m)(1 + bntc)−2β1(1 + bmsc+m)−2β2
) 2−α
2
=
∞∫
0
∞∫
0
n1−β1αm1−β2αw(bntc+n,bmsc)w(bntc,bmsc+m)(1 +
bntc+1
n
)−β1( bmsc+1
m
)−β2( bntc+1
n
)−β1(1 + bmsc+1
m
)−β2dtds(
w2(bntc+n,bmsc)(1 +
bntc+1
n
)−2β1( bmsc+1
m
)−2β2 + w2(bntc,bmsc+m)(
bntc+1
n
)−2β1(1 + bmsc+1
m
)−2β2
) 2−α
2
Thus,
ρ(n,−m)
n1−β1αm1−β2α
=
∞∫
0
∞∫
0
yt,s,n,mdtds, (37)
where
yt,s,n,m =
w(bntc+n,bmsc)w(bntc,bmsc+m)(1 +
bntc+1
n )
−β1( bmsc+1m )
−β2( bntc+1n )
−β1(1 + bmsc+1m )
−β2(
w2(bntc+n,bmsc)(1 +
bntc+1
n )
−2β1( bmsc+1m )
−2β2 + w2(bntc,bmsc+m)(
bntc+1
n )
−2β1(1 + bmsc+1m )
−2β2
) 2−α
2
.
For fixed values of t, s we have
yt,s,n,m → (1 + t)
−β1s−β2t−β1(1 + s)−β2
((1 + t)−2β1s−2β2 + t−2β1(1 + s)−2β2)
2−α
2
, n,m→∞. (38)
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Next we show that yt,s,n,m is dominated by an integrable function. If s ≥ 1 we have
|yt,s,n,m| ≤ eα
(
1 +
bntc+ 1
n
)−β1 (bmsc+ 1
m
)−β2 (bntc+ 1
n
)−β1(α−1)(
1 +
bmsc+ 1
m
)−β2(α−1)
≤ eα (1 + t)−β1 s−β2t−β1(α−1) (1 + s)−β2(α−1) ,
and the function on the right hand side of inequality is integrable in the set {(t, s) : t > 0, s ≥ 1}.
If 0 < s < 1, t ≥ 1 we have
|yt,s,n,m| ≤ eα
(
1 +
bntc+ 1
n
)−β1(α−1)(bmsc+ 1
m
)−β2(α−1)(bntc+ 1
n
)−β1 (
1 +
bmsc+ 1
m
)−β2
≤ eα (1 + t)−β1(α−1) s−β2(α−1)t−β1 (1 + s)−β2 ,
and the function on the right hand side of inequality is integrable in the set {(s, t) : 0 < s < 1, t ≥ 1}.
It remains to investigate the set {(s, t) : 0 < s < 1, 0 < t < 1}. If 0 < s < 1, 0 < t < 1 we have
|yt,s,n,m| ≤ e
2
d2−α
(1 + bntc+1n )
−β1( bmsc+1m )
−β2( bntc+1n )
−β1(1 + bmsc+1m )
−β2(
(1 + bntc+1n )
−2β1( bmsc+1m )
−2β2 + ( bntc+1n )
−2β1(1 + bmsc+1m )
−2β2
) 2−α
2
≤ e
2
d2−α
( bmsc+1m )
−β2( bntc+1n )
−β1(
2−2β1( bmsc+1m )
−2β2 + ( bntc+1n )
−2β12−2β2
) 2−α
2
≤ e
2
d2−α
2(β1+β2)(2−α)
( bmsc+1m )
−β2( bntc+1n )
−β1(
( bmsc+1m )
−2β2 + ( bntc+1n )
−2β1
) 2−α
2
≤ e
2
d2−α
2(β1+β2)(2−α)
( bmsc+1m )
−β2( bntc+1n )
−β1(
max
(
( bmsc+1m )
−2β2 , ( bntc+1n )
−2β1
)) 2−α
2
=
e2
d2−α
2(β1+β2)(2−α)
( bmsc+1m )
−β2( bntc+1n )
−β1
max
(
( bmsc+1m )
−β2(2−α), ( bntc+1n )
−β1(2−α)
)
=
e2
d2−α
2(β1+β2)(2−α)
(bmsc+ 1
m
)−β2 (bntc+ 1
n
)−β1
min
((bmsc+ 1
m
)β2(2−α)
,
(bntc+ 1
n
)β1(2−α))
=
e2
d2−α
2(β1+β2)(2−α) min
((bmsc+ 1
m
)−β2(α−1)(bntc+ 1
n
)−β1
,
(bmsc+ 1
m
)−β2 (bntc+ 1
n
)−β1(α−1))
≤ e
2
d2−α
2(β1+β2)(2−α) min
(
s−β2(α−1)t−β1 , s−β2t−β1(α−1)
)
=
e2
d2−α
2(β1+β2)(2−α)s−β2t−β1 min
(
sβ2(2−α), tβ1(2−α)
)
=
e2
d2−α
2(β1+β2)(2−α)s−β2t−β1
(
min
(
s2β2 , t2β1
)) 2−α
2
=
e2
d2−α
2(β1+β2)(2−α)
s−β2t−β1
(max (s−2β2 , t−2β1))
2−α
2
≤ e
2
d2−α
2(β1+β2)(2−α)2
2−α
2
s−β2t−β1
(s−2β2 + t−2β1)
2−α
2
.
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We continue by showing that ∫ 1
0
∫ 1
0
s−β2t−β1
(s−2β2 + t−2β1)
2−α
2
dtds <∞.
Change of variables t = x−
1
β1 , s = y
− 1
β2 gives us
1∫
0
1∫
0
t−β1s−β2
(t−2β1 + s−2β2)
2−α
2
dtds
=
1
β1β2
∞∫
1
∞∫
1
xy
(x2 + y2)
2−α
2
x
− 1
β1
−1
y
− 1
β2
−1
dxdy =
1
β1β2
∞∫
1
∞∫
1
x
− 1
β1 y
− 1
β2
(x2 + y2)
2−α
2
dxdy,
We continue by applying the change of variables x = r cosϕ, y = r sinϕ, which gives us
∞∫
1
∞∫
1
x
− 1
β1 y
− 1
β2
(x2 + y2)
2−α
2
dxdy
=
∞∫
1
pi
2
−arcsin 1
r∫
arcsin 1
r
r
1− 1
β2
− 1
β1 (cosϕ)
− 1
β1 (sinϕ)
− 1
β2
r2−α
dϕdr
=
∞∫
1
r
α−1− 1
β2
− 1
β1
pi
2
−arcsin 1
r∫
arcsin 1
r
(cosϕ)
− 1
β1 (sinϕ)
− 1
β2 dϕdr
=
∞∫
1
r
α−1− 1
β2
− 1
β1

pi
4∫
arcsin 1
r
(cosϕ)
− 1
β1 (sinϕ)
− 1
β2 dϕ+
pi
2
−arcsin 1
r∫
pi
4
(cosϕ)
− 1
β1 (sinϕ)
− 1
β2 dϕ
 dr
The first integral in parentheses can be bounded above as
pi
4∫
arcsin 1
r
(cosϕ)
− 1
β1 (sinϕ)
− 1
β2 dϕ ≤ 2 12β1 2 1β2
pi
4∫
arcsin 1
r
ϕ
− 1
β2 dϕ,
since cosϕ ≥ 2−1/2 and sinϕ ≥ ϕ/2 when ϕ ∈ [0, pi4 ]. Let us denote
I1(r) =
pi
4∫
arcsin 1
r
ϕ
− 1
β2 dϕ =

(pi4 )
1− 1
β2 −(arcsin 1r )
1− 1
β2
1− 1
β2
, β2 6= 1,
ln
(
pi
4
)− ln (arcsin 1r ) , β2 = 1.
In a similar way we can bound the second integral:
pi
2
−arcsin 1
r∫
pi
4
(cosϕ)
− 1
β1 (sinϕ)
− 1
β2 dϕ =
pi
4∫
arcsin 1
r
(
cos
(pi
2
− ϕ
))− 1
β1
(
sin
(pi
2
− ϕ
))− 1
β2 dϕ
=
pi
4∫
arcsin 1
r
(sinϕ)
− 1
β1 (cosϕ)
− 1
β2 dϕ ≤ 2 12β2 2 1β1 I2(r),
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where
I2(r) =
pi
4∫
arcsin 1
r
ϕ
− 1
β1 dϕ =

(pi4 )
1− 1
β1 −(arcsin 1r )
1− 1
β1
1− 1
β1
, β1 6= 1,
ln
(
pi
4
)− ln (arcsin 1r ) , β1 = 1.
We have shown that for some constant K1
1∫
0
1∫
0
t−β1s−β2
(t−2β1 + s−2β2)
2−α
2
dtds ≤ K1
∞∫
1
r
α−1− 1
β2
− 1
β1 (I1(r) + I2(r)) dr.
To show that the integral is finite, it is enough to investigate the asymptotic behavior of rα−1−
1
β2
− 1
β1 Ii(r)
as r →∞ for i = 1, 2. Since arcsinx ∼ x, x→ 0, we have
r
α−1− 1
β2
− 1
β1 I1(r) ∼

r
α−1− 1
β2
− 1
β1
(pi4 )
1− 1
β2
1− 1
β2
, β2 > 1,
r
α−1− 1
β2
− 1
β1 ln r, β2 = 1,
1
1
β2
−1r
α−2− 1
β1 , β2 < 1,
(39)
as r →∞. In the case under consideration we have 1 < α ≤ 2, 1α < βi < 1α−1 , i = 1, 2, 1β1 + 1β2 > α, so∫ ∞
1
r
α−1− 1
β2
− 1
β1 I1(r)dr <∞.
In the same way we show that ∫ ∞
1
r
α−1− 1
β2
− 1
β1 I2(r)dr <∞.
In conclusion, we have shown that yt,s,n,m is bounded above by an integrable function. Application
of The Dominated Convergence Theorem gives us
ρ(n,−m)
n1−β1αm1−β2α
=
∞∫
0
∞∫
0
yt,s,n,mdtds→
∞∫
0
∞∫
0
(1 + t)−β1s−β2t−β1(1 + s)−β2
((1 + t)−2β1s−2β2 + t−2β1(1 + s)−2β2)
2−α
2
dtds, n,m→∞.
4.2 The case 1 < α ≤ 2, 1
α−1 < β1 and
1
α
< β2 < 1;
In this case we have
ρ(n,−m)
=
∞∑
i=0
∞∑
j=0
V
(
w(i+n,j)(1 + i+ n)
−β1(1 + j)−β2 , w(i,j+m)(1 + i)−β1(1 + j +m)−β2
)
=
∞∑
i=0
∞∫
0
V
(
w(i+n,bsc)(1 + i+ n)−β1(1 + bsc)−β2 , w(i,bsc+m)(1 + i)−β1(1 + bsc+m)−β2
)
ds
=
∞∑
i=0
∞∫
0
V
(
w(i+n,bmsc)(1 + i+ n)−β1(1 + bmsc)−β2 , w(i,bmsc+m)(1 + i)−β1(1 + bmsc+m)−β2
)
dms
=
∞∑
j=0
∞∫
0
w(i+n,bmsc)w(i,bmsc+m)(1 + i+1n )
−β1( 1+bmscm )
−β2(1 + i)−β1(1 + bmsc+1m )
−β2n−β1m1−β2αds(
w2(i+n,bmsc)(1 + i+ n)
−2β1( 1+bmscm )
−2β2 + w2(i,bmsc+m)(1 + i)
−2β1(1 + bmsc+1m )
−2β2
) 2−α
2
.
Let us denote
yi,s,n,m :=
w(i+n,bmsc)w(i,bmsc+m)(1 + i+1n )
−β1(1+bmscm )
−β2(1 + i)−β1(1 + bmsc+1m )
−β2n−β1m1−β2αds(
w2(i+n,bmsc)(1 + i+ n)
−2β1(1+bmscm )
−2β2 + w2(i,bmsc+m)(1 + i)
−2β1(1 + bmsc+1m )
−2β2
) 2−α
2
,
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then
ρ(n,−m) =
∞∑
j=0
∞∫
0
yi,s,n,mn
−β1m1−β2αds.
For fixed values of i, s we have, as n,m→∞,
yi,s,n,m →
w(i,∞)(1 + i)−β1s−β2(1 + s)−β2(
w2(i,∞)(1 + i)
−2β1(1 + s)−2β2
) 2−α
2
= wα−1(i,∞)(1 + i)
−β1(α−1)s−β2(1 + s)−β2(α−1).
Also
yi,s,n,m ≤
w(i+n,bmsc)w(i,bmsc+m)(1 + i+1n )
−β1(1+bmscm )
−β2(1 + i)−β1(1 + bmsc+1m )
−β2(
w2(i,bmsc+m)(1 + i)
−2β1(1 + bmsc+1m )
−2β2
) 2−α
2
≤ w(i+n,bmsc)wα−1(i,bmsc+m)
(
1 + bmsc
m
)−β2
(1 + i)−β1(α−1)
(
1 +
bmsc+ 1
m
)−β2(α−1)
≤ eα(1 + i)−β1(α−1)s−β2 (1 + s)−β2(α−1)
In the case under investigation we have β2 < 1, β2 > 1α , β1 >
1
α−1 , so
∞∑
i=0
∞∫
0
(1 + i)−β1(α−1)s−β2 (1 + s)−β2(α−1) ds <∞.
The function yi,s,n,m is dominated by an integrable function and converges pointwise. Application of
The Dominated Convergence Theorem gives
ρ(n,−m)
n−β1m1−β2α
=
∞∑
j=0
∞∫
0
yi,s,n,mds→
∞∑
j=0
∞∫
0
wα−1(i,∞)(1 + i)
−β1(α−1)s−β2(1 + s)−β2(α−1)ds.
4.3 The case 1 < α < 2, β1 = 1α−1 and 1 < β2 <
1
α−1 ;
• Say mn is a sequence such that hn = m
−β2
n
n−β1 → c ∈ (0;∞).
ρ(n,−mn) =
∞∑
i=0
∞∑
j=0
w(i+n,j)w(i,j+mn)(1 + i)
−β1(1 + j)−β2(1 + i+ n)−β1(1 + j +mn)−β2(
w2(i+n,j)(1 + i+ n)
−2β1(1 + j)−2β2 + w2(i,j+mn)(1 + i)
−2β1(1 + j +mn)−2β2
) 2−α
2
=
∞∑
i=0
∞∑
j=0
w(i+n,j)w(i,j+mn)(1 + i)
−β1(1 + j)−β2(1 + i+1n )
−β1(1 + j+1mn )
−β2n−β1m−β2(α−1)n(
w2(i+n,j)(1 +
i+1
n )
−2β1(1 + j)−2β2 n
−2β1
m
−2β2
n
+ w2(i,j+mn)(1 + i)
−2β1(1 + j+1mn )
−2β2
) 2−α
2
=
∞∑
i=0
∞∑
j=0
n−β1m−β2(α−1)n qi,j,n,
where
qi,j,n =
w(i+n,j)w(i,j+mn)(1 + i)
−β1(1 + j)−β2(1 + i+1n )
−β1(1 + j+1mn )
−β2(
w2(i+n,j)(1 +
i+1
n )
−2β1(1 + j)−2β2 n
−2β1
m
−2β2
n
+ w2(i,j+mn)(1 + i)
−2β1(1 + j+1mn )
−2β2
) 2−α
2
.
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Let us split
∑∞
i=0
∑∞
j=0 qi,j,n into three sums:
ρ(n,−mn)
n−β1m−β2(α−1)n
=
n−1∑
i=0
mn−1∑
j=0
qi,j,n +
∞∑
i=n
∞∑
j=0
qi,j,n +
n−1∑
i=0
∞∑
j=mn
qi,j,n =: Z1 + Z2 + Z3. (40)
At first we will show that Zi → 0, n→∞, i = 2, 3.
|Z2| ≤
∞∑
i=n
∞∑
j=0
|qi,j,n|
≤
∞∑
i=n
∞∑
j=0
eα(1 + i)−β1(1 + j)−β2(α−1)
(
1 +
i+ 1
n
)−β1(α−1)(
1 +
j + 1
mn
)−β2 n−β1(α−2)
m
−β2(α−2)
n
≤ eα n
−β1(α−2)
m
−β2(α−2)
n
∫ ∞
n
∫ ∞
0
(1 + btc)−β1(1 + bsc)−β2(α−1)
(
1 +
btc+ 1
n
)−β1(α−1)(
1 +
bsc+ 1
mn
)−β2
dtds
≤ eα n
−β1(α−2)
m
−β2(α−2)
n
∫ ∞
n
t−β1
(
1 +
t
n
)−β1(α−1)
dt
∫ ∞
0
s−β2(α−1)
(
1 +
s
mn
)−β2
ds
= eα
n−β1(α−2)
m
−β2(α−2)
n
∫ ∞
1
n−β1t−β1
(
1 +
nt
n
)−β1(α−1)
dnt
∫ ∞
0
m−β2(α−1)n s
−β2(α−1)
(
1 +
mns
mn
)−β2
dmns
= eαn1−β1(α−1)m1−β2n
∫ ∞
1
t−β1 (1 + t)−β1(α−1) dt
∫ ∞
0
s−β2(α−1) (1 + s)−β2 ds
= eαm1−β2n
∫ ∞
1
t−β1 (1 + t)−β1(α−1) dt
∫ ∞
0
s−β2(α−1) (1 + s)−β2 ds. (41)
In the case under consideration we have β1 > 1α and 1 < β2 <
1
α−1 . Thus, the integrals in (41) are finite
and m1−β2n → 0. This implies |Z2| → 0, as n→∞.
We continue with Z3:
|Z3| ≤
n−1∑
i=0
∞∑
j=mn
|qi,j,n|
≤ eα
n−1∑
i=0
∞∑
j=mn
(1 + i)−β1(α−1)(1 + j)−β2
(
1 +
i+ 1
n
)−β1 (
1 +
j + 1
mn
)−β2(α−1)
≤ eα
n−1∑
i=0
(1 + i)−β1(α−1)
∞∑
j=mn
(1 + j)−β2
(
1 +
j + 1
mn
)−β2(α−1)
= eα
(
1 +
n−1∑
i=1
(1 + i)−β1(α−1)
) ∞∑
j=mn
(1 + j)−β2
(
1 +
j + 1
mn
)−β2(α−1)
= eα
(
1 +
∫ n
1
(1 + btc)−β1(α−1)dt
)∫ ∞
mn
(1 + bsc)−β2
(
1 +
bsc+ 1
mn
)−β2(α−1)
ds
≤ eα
(
1 +
∫ n
1
t−β1(α−1)dt
)∫ ∞
mn
s−β2
(
1 +
s
mn
)−β2(α−1)
ds
= eα (1 + lnn)m1−β2n
∫ ∞
1
s−β2 (1 + s)−β2(α−1) ds.
The integral is finite, since β2 > 1α . We have (1 + lnn)m
1−β2
n = (1 + lnn)n
−β1 β2−1β2
(
m
−β2
n
n−β1
)β2−1
β2 → 0 as
n→∞, so this inequality implies Z3 → 0.
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We proceed with Z1:
Z1 =
n−1∑
i=0
mn−1∑
j=0
qi,j,n =
∞∑
i=0
∞∑
j=0
qi,j,n1[i<n,j<mn].
For fixed values of i, j we have
qi,j,n1[i<n,j<mn] →
w(∞,j)w(i,∞)(1 + j)−β2(1 + i)−β1(
w2(∞,j)c
−2(1 + j)−2β2 + w2(i,∞)(1 + i)
−2β1
) 2−α
2
, n→∞.
Moreover
|qi,j,n|1[i<n,j<mn]
=
w(i+n,j)w(i,j+mn)(1 + i)
−β1(1 + j)−β2(1 + i+1n )
−β1(1 + j+1mn )
−β21[i<n,j<mn](
w2(i+n,j)(1 +
i+1
n )
−2β1(1 + j)−2β2 n
−2β1
m
−2β2
n
+ w2(i,j+mn)(1 + i)
−2β1(1 + j+1mn )
−2β2
) 2−α
2
≤ e
2(1 + i)−β1(1 + j)−β2(
d22−2β1(1 + j)−2β2 n
−2β1
m
−2β2
n
+ d22−2β2(1 + i)−2β1
) 2−α
2
.
The sequence mn satisfies m
−β2
n
n−β1 → c ∈ (0;∞) as n → ∞ so there exists N ∈ N such that n
−β1
m
−β2
n
≥
c−1
2 > 0 for n > N . Thus, for n > N we have
|qi,j,n|1[i<n,j<mn] ≤
e2(1 + i)−β1(1 + j)−β2(
d22−2β1(1 + j)−2β2 c−12 + d
22−2β2(1 + i)−2β1
) 2−α
2
≤ K (1 + i)
−β1(1 + j)−β2
((1 + j)−2β2 + (1 + i)−2β1)
2−α
2
,
with K = e2
(
d2 min(2−2β1−1c−1, 2−2β2)
)α−2
2 .
We will now show that
∞∑
i=0
∞∑
j=0
(1 + j)−β2(1 + i)−β1
((1 + j)−2β2 + (1 + i)−2β1)
2−α
2
<∞. (42)
We will use notation
ai,j =
(1 + j)−β2(1 + i)−β1
((1 + j)−2β2 + (1 + i)−2β1)
2−α
2
.
We split the sum in (42) as
∞∑
i=0
∞∑
j=0
ai,j =
∞∑
i=0
ai,0 +
∞∑
j=1
a0,j +
∞∑
i=1
∞∑
j=1
ai,j .
Now ∞∑
i=0
ai,0 ≤
∞∑
i=0
(1 + i)−β1 <∞,
∞∑
j=1
a0,j ≤
∞∑
j=1
(1 + j)−β2 <∞,
and it remains to show that ∞∑
i=1
∞∑
j=1
ai,j <∞.
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Since ∞∑
i=1
∞∑
j=1
ai,j =
∫ ∞
1
∫ ∞
1
(1 + bsc)−β2(1 + btc)−β1
((1 + bsc)−2β2 + (1 + btc)−2β1) 2−α2
dtds
≤
∫ ∞
1
∫ ∞
1
s−β2t−β1
((1 + s)−2β2 + (1 + t)−2β1)
2−α
2
dtds,
applying the inequality (1 + x)−1 ≥ 2−1x−1, x ≥ 1 we obtain
∞∑
i=1
∞∑
j=1
ai,j ≤
∫ ∞
1
∫ ∞
1
s−β2t−β1
(2−2β2s−2β2 + 2−2β1t−2β1)
2−α
2
dtds
≤
∫ ∞
1
∫ ∞
1
min(2−2β1 , 2−2β2)
α−2
2
s−β2t−β1
(s−2β2 + t−2β1)
2−α
2
dtds.
The change of variables x = t−β1 , y = s−β2 and use of polar coordinates yield∫ ∞
1
∫ ∞
1
s−β2t−β1
(s−2β2 + t−2β1)
2−α
2
dtds =
1
β1β2
∫ 1
0
∫ 1
0
x
− 1
β1 y
− 1
β2
(x2 + y2)
2−α
2
dxdy
≤ 1
β1β2
∫ 1
0
∫ pi
2
0
r
1− 1
β1
− 1
β2 cos
− 1
β1 (ϕ) sin
− 1
β2 (ϕ)
(r2)
2−α
2
dϕdr
=
1
β1β2
∫ 1
0
r
α−1− 1
β1
− 1
β2 dr
∫ pi
2
0
cos
− 1
β1 (ϕ) sin
− 1
β2 (ϕ)dϕ.
(43)
The integrals on the right hand side are finite since α− 1− 1β1 − 1β2 > −1 and − 1βi > −1, i = 1, 2.
Thus, the function qi,j,n1[i<n,j<mn] converges pointwise and is dominated by an integrable function.
The Dominated Convergence Theorem together with (40) implies
ρ(n,−m)
n−β1m−β2(α−1)n
→
∞∑
i=0
∞∑
j=0
w(∞,j)w(i,∞)(1 + j)−β2(1 + i)−β1(
w2(∞,j)c
−2(1 + j)−2β2 + w2(i,∞)(1 + i)
−2β1
) 2−α
2
, n→∞. (44)
• Let us now assume that mn is a sequence such that hn = m
−β2
n
n−β1 → 0.
Fix ε > 0 and assume n,mn ≥ 2ε . Then the following inequalities hold:
ε
2
≤ ε− 1
n
=
nε− 1
n
≤ bnεc
n
≤ nε
n
= ε,
ε
2
≤ bmnεc
mn
≤ ε.
Denote
Wi,j,n =
w(i+n,j)w(i,j+mn)(1 + i+ n)
−β1(1 + j)−β2(1 + i)−β1(1 + j +mn)−β2(
w2(i+n,j)(1 + i+ n)
−2β1(1 + j)−2β2 + w2(i,j+mn)(1 + i)
−2β1(1 + j +mn)−2β2
) 2−α
2
(45)
and split
ρ(n,−mn) =
∞∑
i=0
∞∑
j=0
Wi,j,n = D1 +D2 +D3 +D4, (46)
where
D1 =
∞∑
i=bnεc
∞∑
j=bmnεc
Wi,j,n, D2 =
bnεc−1∑
i=0
∞∑
j=bmnεc
Wi,j,n,
D3 =
∞∑
i=bnεc
bmnεc−1∑
j=0
Wi,j,n, D4 =
bnεc−1∑
i=0
bmnεc−1∑
j=0
Wi,j,n.
(47)
25
The absolute value of D1 can be bounded from above in the following way:
|D1| ≤ e
2
d2−α
∞∑
i=bnεc
∞∑
j=bmnεc
(1 + i+ n)−β1(1 + j)−β2(1 + i)−β1(1 + j +mn)−β2
((1 + i+ n)−2β1(1 + j)−2β2 + (1 + i)−2β1(1 + j +mn)−2β2)
2−α
2
≤ e
2
d2−α
∞∑
i=bnεc
∞∑
j=bmnεc
(1 + i)−β1(1 + j +mn)−β2(1 + j)−β2(α−1)(1 + i+ n)−β1(α−1)
≤ e
2
d2−α
∞∑
i=bnεc
∞∑
j=bmnεc
(1 + i)−β1α(1 + j)−β2α
=
e2
d2−α
∫ ∞
bnεc
∫ ∞
bmnεc
(1 + btc)−β1α(1 + bsc)−β2αdsdt
≤ e
2
d2−α
∫ ∞
bnεc
∫ ∞
bmnεc
t−β1αs−β2αdsdt
=
e2
d2−α
n1−β1αm1−β2αn
∫ ∞
bnεc
n
∫ ∞
bmnεc
mn
t−β1αs−β2αdsdt
≤ e
2
d2−α
n1−β1αm1−β2αn
∫ ∞
ε
2
t−β1αdt
∫ ∞
ε
2
s−β2αds.
The integrals on the right hand side are finite. Thus,
D1
n1−β1αm1−β2αn
≤ C1 ∈ R. (48)
We proceed with D2. Let us split
D2 =
bnεc−1∑
i=0
∞∑
j=bmnεc
Wi,j,n = D˜2 +
∞∑
j=bmnεc
W0,j,n,
where
D˜2 =
bnεc−1∑
i=1
∞∑
j=bmnεc
Wi,j,n.
We estimate the second term∣∣∣∣∣∣
∞∑
j=bmnεc
W0,j,n
∣∣∣∣∣∣ ≤ e
2
d2−α
∞∑
j=bmnεc
(1 + n)−β1(1 + j)−β2(1 + j +mn)−β2
((1 + n)−2β1(1 + j)−2β2 + (1 + j +mn)−2β2)
2−α
2
≤ e
2
d2−α
n−β1
∞∑
j=bmnεc
(1 + j)−β2(1 + j +mn)−β2(α−1)
≤ e
2
d2−α
n−β1
∞∑
j=bmnεc
(1 + j)−β2α
=
e2
d2−α
n−β1
∫ ∞
bmnεc
(1 + bsc)−β2αds ≤ e
2
d2−α
n−β1
∫ ∞
bmnεc
s−β2αds
=
e2
d2−α
n−β1m1−β2αn
∫ ∞
bmnεc
mn
s−β2αds ≤ e
2
d2−α
n−β1m1−β2αn
∫ ∞
ε
2
s−β2ds,
(49)
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while D˜2 can be estimated as follows:
∣∣∣D˜2∣∣∣ ≤ bnεc−1∑
i=1
∞∑
j=bmnεc
|Wi,j,n|
≤ e
2
d2−α
bnεc−1∑
i=1
∞∑
j=bmnεc
(1 + i+ n)−β1(1 + j)−β2(1 + i)−β1(1 + j +mn)−β2
((1 + i+ n)−2β1(1 + j)−2β2 + (1 + i)−β1(1 + j +mn)−2β2)
2−α
2
≤ e
2
d2−α
bnεc−1∑
i=1
∞∑
j=bmnεc
(1 + i)−β1(α−1)(1 + j +mn)−β2(α−1)(1 + i+ n)−β1(1 + j)−β2
≤ e
2
d2−α
bnεc−1∑
i=1
(1 + i)−β1(α−1)(1 + i+ n)−β1
∞∑
j=bmnεc
(1 + j)−β2α
≤ e
2
d2−α
n−β1m1−β2αn
bnεc−1∑
i=1
(1 + i)−β1(α−1)
∫ ∞
ε
2
s−β2αds
≤ e
2
d2−α
n−β1m1−β2αn
∫ nε
1
t−β1(α−1)dt
∫ ∞
ε
2
s−β2αds
=
e2
d2−α
n−β1m1−β2αn (ln(ε) + ln(n))
∫ ∞
ε
2
s−β2αds.
The obtained inequalities imply that, for some constant C2,
|D2|
n−β1m1−β2αn lnn
≤ C2.
In a similar way we can obtain the following inequality
|D3| ≤ e
2
d2−α
n−β1m1−β2αn
∫ ∞
ε
2
t−β1αdt
∫ ε
0
(1 + s)−β2 s−β2(α−1)ds, (50)
where the second integral is finite since β2 < 1α−1 . We see that there exists a constant K such that, for
n satisfying n,mn ≥ 2ε , |D1 +D2 +D3|
n−β1m1−β2αn ln(n)
≤ K. (51)
Let us choose ε = 1 and split D4 as
D4 =
n−1∑
i=0
mn−1∑
j=1
Wi,j,n +
n−1∑
i=0
Wi,0,n = D˜4 +
n−1∑
i=0
Wi,0,n.
We will show that ∑n−1
i=0 Wi,0,n
n
−β1
β2m1−β2αn
→ 0, n→∞. (52)
1
n
−β1
β2m1−β2αn
∣∣∣∣∣
n−1∑
i=0
Wi,0,n
∣∣∣∣∣
≤ n
β1
β2mβ2α−1n
e2
d2−α
n−1∑
i=0
(1 + i+ n)−β1(1 + i)−β1(1 +mn)−β2
((1 + i+ n)−2β1 + (1 + i)−β1(1 +mn)−2β2)
2−α
2
(53)
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≤ n
β1
β2mβ2α−1n
e2
d2−α
n−1∑
i=0
(1 + i+ n)−β1(α−1)(1 + i)−β1(1 +mn)−β2
≤ e
2
d2−α
mβ2α−1−β2n n
β1
β2
−β1(α−1)
∞∑
i=0
(1 + i)−β1
=
e2
d2−α
(
mnn
−β1
β2
)β2(α−1)−1 ∞∑
i=0
(1 + i)−β1 .
Since β1 = 1α−1 and α < 2, the sum is finite. In the case under consideration we have β2(α− 1)− 1 < 0,
so (
mnn
−β1
β2
)β2(α−1)−1
→ 0, n→∞,
which proves (52).
It will be convenient to introduce notation gn = mnn−
β1
β2 . We have gn →∞ as n→∞. Then
D˜4 =
n−1∑
i=0
mn−1∑
j=1
w(i+n,j)w(i,j+mn)(1 + i+ n)
−β1(1 + j)−β2(1 + i)−β1(1 + j +mn)−β2(
w2(i+n,j)(1 + i+ n)
−2β1(1 + j)−2β2 + w2(i,j+mn)(1 + i)
−2β1(1 + j +mn)−2β2
) 2−α
2
=
n−1∑
i=0
∫ mn
1
w(i+n,bsc)w(i,bsc+mn)(1 + i+ n)
−β1(1 + bsc)−β2(1 + i)−β1(1 + bsc+mn)−β2(
w2(i+n,bsc)(1 + i+ n)
−2β1(1 + bsc)−2β2 + w2(i,bsc+mn)(1 + i)−2β1(1 + bsc+mn)−2β2
) 2−α
2
ds
=
n−1∑
i=0
n
β1
β2∫
1
gn
gnw(i+n,bgsc)w(i,bgsc+mn) (1 + i+ n)
−β1 (1 + bgnsc)−β2 (1 + i)−β1 (1 + bgnsc+mn)−β2(
w2(i+n,bgnsc) (1 + i+ n)
−2β1 (1 + bgnsc)−2β2 + w2(i,bgnsc+mn) (1 + i)
−2β1 (1 + bgnsc+mn)−2β2
) 2−α
2
ds
=
n−1∑
i=0
n
β1
β2∫
1
gn
g
1−β2(α−1)
n n
−β1(α−1)m−β2n w(i+n,bgsc)w(i,bgsc+mn)
(
1 + i+1
n
)−β1 ( 1+bgnsc
gn
)−β2
(1 + i)−β1
(
1 + bgsc+1
mn
)−β2
(
w2(i+n,bgnsc)
(
1 + i+1
n
)−2β1 ( 1+bgnsc
gn
)−2β2
+ w2(i,bgnsc+mn) (1 + i)
−2β1
(
1 + bgnsc+1
mn
)−2β2) 2−α2 ds
= m1−β2αn n
−β1
β2
n−1∑
i=0
∫ nβ1β2
1
gn
ui,s,nds = m
1−β2α
n n
−β1
β2
∞∑
i=0
∫ ∞
0
ui,s,n1[
i≤n−1, 1
gn
≤s≤n
β1
β2
]ds,
where
ui,s,n =
w(i+n,bgsc)w(i,bgsc+mn)
(
1 + i+1n
)−β1 (1+bgnsc
gn
)−β2
(1 + i)−β1
(
1 + bgsc+1mn
)−β2
(
w2(i+n,bgnsc)
(
1 + i+1n
)−2β1 (1+bgnsc
gn
)−2β2
+ w2(i,bgnsc+mn) (1 + i)
−2β1
(
1 + bgnsc+1mn
)−2β2) 2−α2 .
For fixed i, s we have
ui,s,n1[
i≤n−1, 1
gn
≤s≤n
β1
β2
] → w(i,∞) (1 + i)−β1 s−β2(
w2(i,∞) (1 + i)
−2β1 + s−2β2
) 2−α
2
,
as n→∞. Moreover,
ui,s,n1[
i≤n−1, 1
gn
≤s≤n
β1
β2
]
≤ e
2
d2−α
(
1 + i+1n
)−β1 (1+bgsc
g
)−β2
(1 + i)−β1
(
1 + bgsc+1mn
)−β2
((
1 + i+1n
)−2β1 (1+bgsc
g
)−2β2
+ (1 + i)−2β1
(
1 + bgsc+1mn
)−2β2) 2−α2
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≤ e
2
d2−α
(
1+bgsc
g
)−β2
(1 + i)−β1(
2−2β1
(
1+bgsc
g
)−2β2
+ 2−2β2 (1 + i)−2β1
) 2−α
2
≤ e
2
d2−α
s−β2 (1 + i)−β1(
2−2β12−2β2s−2β2 + 2−2β2 (1 + i)−2β1
) 2−α
2
≤ e
2
d2−α
2(β1+β2)(2−α)
s−β2 (1 + i)−β1(
s−2β2 + (1 + i)−2β1
) 2−α
2
.
The dominating function on the right hand side is integrable. The change of variables x = (1 + i)−
β1
β2 s
gives us
∞∑
i=0
∞∫
0
s−β2 (1 + i)−β1(
s−2β2 + (1 + i)−2β1
) 2−α
2
ds =
∞∑
i=0
∞∫
0
s−β2 (1 + i)−β1(α−1)(
(1 + i)2β1 s−2β2 + 1
) 2−α
2
ds
=
∞∑
i=0
∞∫
0
(
(1 + i)
−β1
β2 s
)−β2
(1 + i)−β1α((
(1 + i)
−β1
β2 s
)−2β2
+ 1
) 2−α
2
ds.
=
∞∑
i=0
(1 + i)
−β1α+β1β2
∞∫
0
x−β2
(x−2β2 + 1)
2−α
2
dx <∞,
since −β1α+ β1β2 + 1 = β1
(
−α+ 1β2 + 1β1
)
= β1
(
1
β2
− 1
)
< 0.
The Dominated Convergence Theorem implies
D˜4
n
−β1
β2m1−β2αn
→
∞∑
i=0
∫ ∞
0
w(i,∞) (1 + i)
−β1 s−β2(
w2(i,∞) (1 + i)
−2β1 + s−2β2
) 2−α
2
ds, n→∞.
Together with (52) this implies
D4
n
−β1
β2m1−β2αn
→
∞∑
i=0
∫ ∞
0
w(i,∞) (1 + i)
−β1 s−β2(
w2(i,∞) (1 + i)
−2β1 + s−2β2
) 2−α
2
ds, n→∞.
Let us now show that
D1 +D2 +D3
n
−β1
β2m1−β2αn
→ 0, n→∞.
This fact easily follows from (51):
|D1 +D2 +D3|
n
−β1
β2m1−β2αn
=
|D1 +D2 +D3|
n−β1m1−β2αn ln(n)
n−β1m1−β2αn ln(n)
n
−β1
β2m1−β2αn
≤ Kn
−β1m1−β2αn ln(n)
n
−β1
β2m1−β2αn
= Kn
β1
β2
−β1 ln(n) = Kn
β1
β2
(1−β2) ln(n)→ 0, n→∞.
In conclusion, we have
lim
n→∞
ρ(n,−mn)
m1−β2αn n
−β1
β2
= lim
n→∞
D4
m1−β2αn n
−β1
β2
=
∞∑
i=0
∫ ∞
0
w(i,∞) (1 + i)
−β1 s−β2(
w2(i,∞) (1 + i)
−2β1 + s−2β2
) 2−α
2
ds.
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• Let us now investigate the behavior of D4 under the assumption m
−β2
n
n−β1 →∞ as n→∞.
For convenience of writing let us denote fn = nm
−β2
β1
n . Then fn →∞, n→∞. We have
D4 =
bnεc−1∑
i=0
bmnεc−1∑
j=0
Wi,j,n.
For fixed i we have∣∣∣∣∣∣
bmnεc−1∑
j=0
Wi,j,n
∣∣∣∣∣∣ ≤ e
2
d2−α
bmnεc−1∑
j=0
(1 + i+ n)−β1(1 + j)−β2(1 + i)−β1(1 + j +mn)−β2
((1 + i+ n)−2β1(1 + j)−2β2 + (1 + i)−2β1(1 + j +mn)−2β2)
2−α
2
≤ e
2
d2−α
bmnεc−1∑
j=0
(1 + i+ n)−β1(1 + j)−β2(1 + i)−β1(α−1)(1 + j +mn)−β2(α−1)
≤ e
2
d2−α
n−β1m−β2(α−1)n
∞∑
j=0
(1 + j)−β2 .
(54)
Since β2 > 1, the sum is finite. For any a ∈ N we can split
D4 = F˜4(a) + D˜4(a),
where
F˜4(a) =
a−1∑
i=0
bmnεc−1∑
j=0
Wi,j,n, D˜4(a) =
bnεc−1∑
i=a
bmnεc−1∑
j=0
Wi,j,n.
Inequality (54) gives us ∣∣∣F˜4(a)∣∣∣ ≤ a e2
d2−α
n−β1m−β2(α−1)n
∞∑
j=0
(1 + j)−β2 (55)
We continue with D˜4(a):
D˜4(a) =
bnεc−1∑
i=a
bmnεc−1∑
j=0
w(i+n,j)w(i,j+mn)(1 + i+ n)
−β1(1 + j)−β2(1 + i)−β1(1 + j +mn)−β2(
w2(i+n,j)(1 + i+ n)
−2β1(1 + j)−2β2 + w2(i,j+mn)(1 + i)
−2β1(1 + j +mn)−2β2
) 2−α
2
=
bnεc∫
a
bmnεc−1∑
j=0
w(btc+n,j)w(btc,j+mn)(1 + btc+ n)−β1(1 + j)−β2(1 + btc)−β1(1 + j +mn)−β2(
w2(btc+n,j)(1 + btc+ n)−2β1(1 + j)−2β2 + w2(btc,j+mn)(1 + btc)−2β1(1 + j +mn)−2β2
) 2−α
2
dt
=
bnεc
n
m
β2
β1
n∫
a
fn
bmnεc−1∑
j=0
fnw(bfntc+n,j)w(bfntc,j+mn)(1 + bfntc+ n)−β1(1 + j)−β2(1 + bfntc)−β1(1 + j +mn)−β2(
w2(bfntc+n,j)(1 + bfntc+ n)−2β1(1 + j)−2β2 + w2(bfntc,j+mn)(1 + bfntc)−2β1(1 + j +mn)−2β2
) 2−α
2
dt
=
bnεc
n
m
β2
β1
n∫
a
fn
bmnεc−1∑
j=0
f1−β1n n−β1(α−1)m−β2n w(bfntc+n,j)w(bfntc,j+mn)
(
1 +
bfntc+1
n
)−β1
(1 + j)−β2
(
1+bfntc
fn
)−β1 (
1 + j+1
mn
)−β2
(
w2
(bfntc+n,j)
(
1 +
bfntc+1
n
)−2β1
(1 + j)−2β2 + w2
(bfntc,j+mn)
(
1+bfntc
fn
)−2β1 (
1 + j+1
mn
)−2β2) 2−α2 dt
= n1−β1αm
−β2
β1
n
bnεc
n
m
β2
β1
n∫
a
fn
bmnεc−1∑
j=0
qt,j,ndt.
If afn < t <
bnεc
n m
β2
β1
n , 0 ≤ j ≤ bmnεc − 1 and n ≥ 2ε the following inequalities hold:(
1 +
1
a
)−β1
t−β1 ≤
(
1 + bfntc
fn
)−β1
≤ t−β1 ,
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(1 + ε)−β2 ≤
(
1 +
j + 1
mn
)−β2
≤ 1,
(
1 +
3
2
ε
)−β1
≤
(
1 +
bfntc+ 1
n
)−β1
≤ 1.
Furthermore, since w(i,j) uniformly converges to w(∞,j), as i → ∞, and w(i,j) → 1, i, j → ∞, for all
a, n,mn large enough the following inequalities hold
w(∞,j)(1− ε) ≤ C(bfntc+ n, j) ≤ w(∞,j)(1 + ε),
1− ε ≤ C(bfntc, j +mn) ≤ 1 + ε.
Previous inequalities imply the following estimate from above:
qt,j,n ≤
w(∞,j) (1 + ε) (1 + ε) (1 + j)
−β2 t−β1(
w2(∞,j) (1− ε)2
(
1 + 32ε
)−2β1
(1 + j)
−2β2 + (1− ε)2 (1 + 1a)−2β1 t−2β1 (1 + ε)−2β2) 2−α2
≤ (1 + ε) (1 + ε)(
(1− ε)2 (1 + 32ε)−2β1 (1 + 1a)−2β1 (1 + ε)−2β2) 2−α2
w(∞,j) (1 + j)
−β2 t−β1(
w2(∞,j) (1 + j)
−2β2 + t−2β1
) 2−α
2
= Rd
w(∞,j) (1 + j)
−β2 t−β1(
w2(∞,j) (1 + j)
−2β2 + t−2β1
) 2−α
2
,
where
Rd =
(1 + ε)2(
(1− ε)2 (1 + 32ε)−2β1 (1 + 1a)−2β1 (1 + ε)−2β2) 2−α2 .
The estimate from below is as follows:
qt,j,n ≥
w(∞,j) (1− ε) (1− ε)
(
1 + 32ε
)−β1
(1 + j)
−β2 (1 + 1a)−β1 t−β1 (1 + ε)−β2(
w2(∞,j) (1 + ε)
2
(1 + j)
−2β2 + (1 + ε)2 t−2β1
) 2−α
2
= Rk
w(∞,j) (1 + j)
−β2 t−β1(
w2(∞,j) (1 + j)
−2β2 + t−2β1
) 2−α
2
,
where
Rk =
(1− ε)2 (1 + 32ε)−β1 (1 + 1a)−β1 (1 + ε)−β2
(1 + ε)2−α
.
The multipliers Rk and Rd converge to 1, as ε→ 0, a→∞. Let us now investigate
D =
bmnεc−1∑
j=0
bnεc
n
m
β2
β1
n∫
a
fn
w(∞,j) (1 + j)
−β2 t−β1(
w2(∞,j) (1 + j)
−2β2 + t−2β1
) 2−α
2
dt.
The following inequalities hold
RkD ≤ D˜4
n1−β1αm
−β2
β1
n
≤ RdD. (56)
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The change of the variables x = a
1
β1
j t(1 + j)
−β2
β1 enables us to write
D =
bmnεc−1∑
j=0
bnεc
n
m
β2
β1
n∫
a
fn
w(∞,j) (1 + j)
−β2 t−β1(
w2(∞,j) (1 + j)
−2β2 + t−2β1
) 2−α
2
dt
=
bmnεc−1∑
j=0
bnεc
n
m
β2
β1
n∫
a
fn
wα−1(∞,j) (1 + j)
−β2(α−1) t−β1(
1 + w−2(∞,j) (1 + j)
2β2 t−2β1
) 2−α
2
dt
=
bmnεc−1∑
j=0
bnεc
n
m
β2
β1
n w
1
β1
(∞,j)(1+j)
−β2
β1∫
a
fn
w
1
β1
(∞,j)(1+j)
−β2
β1
wα−1(∞,j) (1 + j)
−β2(α−1)w(∞,j)(1 + j)−β2x−β1
(1 + x−2β1)
2−α
2
w
− 1
β1
(∞,j)(1 + j)
β2
β1 dx
=
bmnεc−1∑
j=0
bnεc
n
m
β2
β1
n w
1
β1
(∞,j)(1+j)
−β2
β1∫
a
fn
w
1
β1
(∞,j)(1+j)
−β2
β1
w
α− 1
β1
(∞,j) (1 + j)
−β2α+β2β1 x−β1
(1 + x−2β1)
2−α
2
dx
=
bmnεc−1∑
j=0
w(∞,j) (1 + j)
−β2
bnεc
n
m
β2
β1
n w
1
β1
(∞,j)(1+j)
−β2
β1∫
a
fn
w
1
β1
(∞,j)(1+j)
−β2
β1
x−β1(α−1)
(1 + x2β1)
2−α
2
dx. (57)
For a moment, let us investigate the integral
bnεc
n
m
β2
β1
n w
1
β1
(∞,j)(1+j)
−β2
β1∫
a
fn
w
1
β1
(∞,j)(1+j)
−β2
β1
x−1
(1 + x2β1)
2−α
2
dx (58)
separately.
Variable j satisfies the inequality j ≤ bmnεc − 1, so the upper limit of the integral satisfies
bnεc
n
m
β2
β1
n a
1
β1
j (1 + j)
−β2
β1 =
bnεc
n
a
1
β1
j
(
1 + j
mn
)−β2
β1 ≥ ε
2
A
1
β1 ε
−β2
β1 =
A
1
β1
2
ε
1−β2
β1 ,
with A = inf (aj , j ≥ 0). Notice that 1− β2β1 = 1− β2(α− 1) > 0. Denote δ = A
1
β1
2 ε
1−β2
β1 .
Let us split the integral in (58) as
bnεc
n
m
β2
β1
n w
1
β1
(∞,j)(1+j)
−β2
β1∫
a
fn
w
1
β1
(∞,j)(1+j)
−β2
β1
x−1
(1 + x2β1)
2−α
2
dx
=
δ∫
a
fn
w
1
β1
(∞,j)(1+j)
−β2
β1
x−1
(1 + x2β1)
2−α
2
dx+
bnεc
n
m
β2
β1
n w
1
β1
(∞,j)(1+j)
−β2
β1∫
δ
x−1
(1 + x2β1)
2−α
2
dx =: I1,j + I2,j .
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The second integral is bounded from above by
∫ bnεc
n
m
β2
β1
n w
1
β1
(∞,j)(1+j)
−β2
β1
δ
x−1
(1 + x2β1)
2−α
2
dx ≤
∫ ∞
δ
x−β1dx <∞,
since β1 = 1α−1 > 1.
We proceed with the first integral. The integration variable x belongs to the interval (0, δ), so
x−1
(1 + δ2β1)
2−α
2
≤ x
−1
(1 + x2β1)
2−α
2
≤ x−1. (59)
Since simple integration gives
δ∫
a
fn
a
1
β1
j (1+j)
−β2
β1
x−1dx = θj + ln (fn) ,
where θj = ln(δ)− ln
(
aw
1
β1
(∞,j)(1 + j)
−β2
β1
)
, integrating (59) we obtain
θj + ln(fn)
(1 + δ2β1)
2−α
2
≤ I1,j ≤ θj + ln(fn). (60)
We can split
D =
bmnεc−1∑
j=0
w(∞,j) (1 + j)
−β2 I1,j +
bmnεc−1∑
j=0
w(∞,j) (1 + j)
−β2 I2,j . (61)
The second term is bounded from above by
bmnεc−1∑
j=0
w(∞,j) (1 + j)
−β2 I2,j ≤
∞∑
j=0
w(∞,j) (1 + j)
−β2
∫ ∞
δ
x−β1dx <∞. (62)
Let us denote the first term as S¯1. Then with the help of (60) we can obtain the bounds
bmnεc−1∑
j=0
w(∞,j) (1 + j)
−β2 θj + ln(fn)
(1 + δ2β1)
2−α
2
≤ S¯1 ≤
bmnεc−1∑
j=0
w(∞,j) (1 + j)
−β2 (θj + ln(fn)) .
Notice that
∞∑
j=0
∣∣∣w(∞,j) (1 + j)−β2 θj∣∣∣
≤
∞∑
j=0
w(∞,j) (1 + j)
−β2
∣∣∣∣ln(δ)− ln(aw 1β1(∞,j))∣∣∣∣+ β2β1
∞∑
j=0
w(∞,j) (1 + j)
−β2 ln (1 + j) <∞,
as
∣∣∣∣ln(δ)− ln(aw 1β1(∞,j))∣∣∣∣ is bounded and β2 > 1.
We obtain
1
(1 + δ2β1)
2−α
2
∞∑
j=0
w(∞,j) (1 + j)
−β2 ≤ lim inf
n→∞
S¯
ln(fn)
, lim sup
n→∞
S¯
ln(fn)
≤
∞∑
j=0
w(∞,j) (1 + j)
−β2 .
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Together with (61) and (62) this implies
1
(1 + δ2β1)
2−α
2
∞∑
j=0
w(∞,j) (1 + j)
−β2 ≤ lim inf
n→∞
D
ln(fn)
, lim sup
n→∞
D
ln(fn)
≤
∞∑
j=0
w(∞,j) (1 + j)
−β2 .
Returning to (56) and keeping in mind (55) we obtain
Rk
(1 + δ2β1)
2−α
2
∞∑
j=0
w(∞,j) (1 + j)
−β2 ≤ lim inf
n→∞
D4
n1−β1αm
−β2
β1
n ln(fn)
,
lim sup
n→∞
D4
n1−β1αm
−β2
β1
n ln(fn)
≤ Rd
∞∑
j=0
w(∞,j) (1 + j)
−β2 .
Now,
|D1 +D2 +D3|
n1−β1αm
−β2
β1
n ln
(
nm
−β2
β1
) = |D1 +D2 +D3|
n−β1m1−β2αn ln(n)
n−β1m1−β2αn ln(n)
n1−β1αm
−β2
β1
n ln
(
nm
−β2
β1
)
≤ K n
−β1m1−β2αn ln(n)
n1−β1αm
−β2
β1
n ln
(
nm
−β2
β1
) = K m1−β2n ln(n)
ln
(
nm
−β2
β1
) = Km1−β2n
(
ln
(
nm
−β2
β1
)
+ ln
(
m
β2
β1
n
))
ln
(
nm
−β2
β1
)
= K
m1−β2n +
m1−β2n ln
(
m
β2
β1
n
)
ln
(
nm
−β2
β1
)
→ 0, n→∞.
This implies
Rk
(1 + δ2β1)
2−α
2
∞∑
j=0
w(∞,j) (1 + j)
−β2 ≤ lim inf
n→∞
ρ(n,−mn)
n1−β1αm
−β2
β1
n ln(fn)
,
lim sup
n→∞
ρ(n,−mn)
n1−β1αm
−β2
β1
n ln(fn)
≤ Rd
∞∑
j=0
w(∞,j) (1 + j)
−β2 .
Passing to the limit as ε→ 0, then as a→∞, we obtain
lim
n→∞
ρ(n,−mn)
n1−β1αm
−β2
β1
n ln
(
nm
−β2
β1
n
) = ∞∑
j=0
w(∞,j) (1 + j)
−β2 .
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