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1. Introduction
The nature connection is one kind of covariant differentiation operator which plays an important role in differential
geometry and gives the rate of change or total derivative of a scalar ﬁeld or vector ﬁeld along some path on a continu-
ous curve. There are various applications of connection and covariant derivative in physic and mathematic. Anyway many
results concerning the connection and covariant differentiation carry over quite easily to corresponding results for other sci-
ence with continuous differential geometry. But really well-known covariant differentiation and connection on continuous
geometry cannot work on discrete geometry. To solve this problem we will use the theory of time scale.
The time scale has recently received a lot of attention was introduced by Stefan Hilger in his PhD thesis in order to unify
continuous and discrete analysis [2,9]. Because of this reason in our paper we will introduce the delta nature connection
for discrete vector ﬁelds, and will investigate their geometric properties. Some preliminary deﬁnitions and theorems on
time scales can also be found in the books [6,5] which are useful references for calculus on time scales. In the paper [4],
the authors introduced the deﬁnitions of curve, delta tangent line, surface, delta tangent plane and also a new chain rule
for two-variable functions on time scale. Also the basic concept to covariant differentiation and connection were given in
[3,8,7,10]. Anyway the nabla covariant differentiation was introduced in Ref. [1].
In this study, our main aim is to introduce delta connection on time scale. We ﬁrstly study about the delta covariant
derivative of the vector ﬁeld in the direction of the tangent vector. Then secondly, we deﬁne delta connection on time
scale, and we give some properties of the connections. Thus many physical applications can be constructed by using the
connection in discrete space.
2. Preliminaries
A time scale is an arbitrary nonempty closed subset of the real numbers.
Deﬁnition 2.1. Let T be any time scale. The forward jump operator σ : T → T is deﬁned by
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and the backward jump operator ρ : T → T is deﬁned by
ρ(t) := sup{s ∈ T: s < t},
for t ∈ T.
In this deﬁnition, we put infΦ = supT (i.e., σ(t) = t , if T has a maximum t) and supΦ = infT (i.e., ρ(t) = t , if T has
a minimum t), where Φ denotes the empty set. If σ(t) > t , we say that t is right-scattered, while if ρ(t) < t we say that t
is left-scattered. Points that are right-scattered and left-scattered at the same time are called isolated. Also if t < supT and
σ(t) = t , then t is called right-dense, and if t > infT and ρ(t) = t , then t is called left-dense. Points that are right-dense
and left-dense at the same time are called dense. Finally, the graininess function μ : T → [0,∞) is deﬁned by
μ := σ(t) − t.
If f : T → R is a function, then we deﬁne the function f σ : T → R by
f σ (t) = f (σ(t)) for all t ∈ T, i.e. f σ = f ◦ σ .
Let us deﬁne the interior of T relative to α to be the set
T
k = {t ∈ T: either α(t) = t or α(t) = t and t is not isolated}.
3. The delta nature covariant derivative
In Ref. [1] there is a deﬁnition about the nabla covariant derivative. In this section we will deﬁne and prove the properties
of delta covariant derivative.
Deﬁnition 3.1. Let W be a vector ﬁeld on the space Λ2 and let vp ∈ V p(Λ2). Assume that
Y (t) = W (p + tv) for t ∈ T.
Y is a vector ﬁeld which is on a line parallel to the vector v and through the point P . The derivative of the vector ﬁeld,
for t = 0, Y(0) is called a delta covariant differentiation of the vector ﬁeld W in the direction of the tangent vector vp ,
and is denoted vpW . This vpW vector is also a tangent vector at the point P .
Theorem 3.1. Let wi : T1 ×T2 → R be two functions. In [1], the directional derivative each wi is deﬁned as
∂wi(P )
v
,
also we can give a new representation of the delta directional derivative as following equation,
[
wi (p + tv)
]
(0) = ∂wi(p)
v
.
Let v p ∈ V p(Λ2) and W =∑2i=1 wi ∂∂xi |α(t) , we get
vpW =
2∑
i=1
∂wi
v
(p)
∂
∂xi
(p).
Proof. From the deﬁnition of delta covariant differentiation
Y (t) = W (p + tv) for t ∈ T.
If we substitute the deﬁnition of W on the equation, we get
Y (t) =
2∑
i=1
wi(p + tv)
(
∂
∂xi
)
.
Thus,
vpW = Y(0) =
2∑
wi (p + tv)|t=0
(
∂
∂xi
)
(p).i=1
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vpW =
2∑
i=1
∂wi
v
(p)
∂
∂xi
(p). 
Theorem 3.2. Assume that T(Λ2) be a σ1-completely delta differentiable vector ﬁeld. Let v p,wp ∈ Vp(Λ2), Y , Z ∈ T(Λ2) and f ∈
C∞(Λ2,R) be given, for every a,b ∈ R, and we have the following properties:
(1) avp+bwp Y = avp Y + bwp Y ;
(2) vp (aY + bZ) = avp Y + bvp Z ;
(3) vp ( f Y ) =
∂ f (P )
v
Y
(
σ1
(
t0
)
, s0
)+ f (σ1(t0),σ2(s0))vp Y
+
{
−μ1
(
t0
)
v1
∂ f (p)
1t
+ μ2
(
s0
)
v1
∂ f (σ1(t0), s0)
2s
} 2∑
i=1
∂ yi(p)
1t
∂(p)
∂xi
;
(4) vp 〈Y , Z〉 = 〈vp Y , Z〉 + 〈vp Z , Y 〉 − μ1
(
t0
)
v1
2∑
i=1
∂ yi(p)
1t
∂zi(p)
1t
∂(p)
∂xi
− μ2
(
s0
)
v1
2∑
i=1
∂zi(p)
1t
∂ yi(σ1, s0)
2s
∂(p)
∂xi
.
Proof. The proofs (1), (2), (3), (4) can be proved similarly as in Ref. [1] by using the delta derivative rules in Ref. [5]. 
Remark 3.1. If we take T = R, then μ1 and μ2 become zero. Thus the delta covariant derivative on time scale becomes
equal with real covariant derivative.
Theorem 3.3. Let W be a vector ﬁeld on R2 and let v ∈ Vp(R2). T is a time scale which has the point 0 ∈ T. Suppose that the curve
α : I ⊂ T → R2,
t → α(t)
satisﬁes the conditions α(0) = p and dα j
t (0) = v j . Here α j : T → R and w j : R → R are components of the curve α and the vector
ﬁeld W respectively. Assume that α j has the property α j(σ (t)) = α j(t) for j = 1,2. So the following equation can be proved
W(0) = vW .
Proof. Let α(t) = (α1(t),α2(t)) and W =∑2i=1 wi ∂∂xi . We can write as
W (t) =
2∑
i=1
wi(t)
∂
∂xi
∣∣∣∣
α(t)
.
Hence by using the condition α(0) = v (i.e. αj = v j , v j are the components of the vector v , for j = 1,2) and the chain
rule, we can obtain
dW
t
(0) =
2∑
i=1
dwi
t
(0)
∂
∂xi
(p)
=
2∑
i=1
2∑
j=1
∂wi
∂x j
(p)
dαj
t
(0)
∂
∂xi
(p)
=
2∑
i=1
(
2∑
j=1
∂w j
∂x j
(P )v j
)
∂
∂xi
(p)
=
2∑
i=1
∂wi(p)
xi
∂
∂xi
(p) = vW . 
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Deﬁnition 4.1. Let V and W be vector ﬁeld on the space Λ2. By considering the delta covariant derivative of W with respect
to V which implies the following equation
(V W )(p) = V (p)W ,
the following mapping
 : T (∧2)× T (∧2)→ T (∧2),
(V ,W ) → V W
is called “the delta nature connection” on time scale.
Remark 4.1. Thus if the vector ﬁeld
W =
2∑
i=1
wi
∂
∂xi
is given, then we can deﬁne the delta nature connection as following equation:
V W =
2∑
i=1
∂wi
V
∂wi
∂xi
.
Remark 4.2. If we take the vector ﬁeld V as a delta tangent vector ﬁeld α on the curve α on time scale, the delta nature
connection will be as following equation:
α(t) f =
2∑
i=1
∂ f i
α(t)
∂
xi
.
Theorem 4.1. Let V , W , Y , Z be vector ﬁelds on Λ2 , and f , g ∈ Cσ1 be given for every a,b ∈ R, and we have some properties of the
delta nature connection as following:
1. V ( f Y + g Z) = fV Y + gV Z ;
2.  f V+gW Y = fV Y + gW Y ;
3. V ( f Y ) = ∂ f
V
Y
(
σ1
(
t0
)
, s0
)+ f (σ1(t0),σ2(s0))V Y +
{
−μ1V1 ∂ f
1V1
+ μ2V1 ∂ f (σ1(t
0), s0)
2V2
} 2∑
i=1
∂ yi
1V1
∂
∂xi
;
4. V 〈Y , Z〉 = 〈V Y , Z〉 + 〈V Z , Y 〉 − μ1V1
2∑
i=1
∂ yi
1V1
∂zi
1V1
∂
∂xi
− μ2V1
2∑
i=1
∂zi
1V1
∂ yi(σ1(t0), s0)
2V2
∂
∂xi
.
Proof. 1. We can write the vector ﬁelds Y and Z from the deﬁnition of the vector ﬁelds as follows:
Y =
2∑
i=1
yi
∂
∂xi
and Z =
2∑
i=1
zi
∂
∂xi
.
Considering the properties of the vector ﬁeld and Theorem 3.2(2), the formula
f Y + g Z =
2∑
i=1
( f yi + gzi) ∂
∂xi
exists. Thus we get the delta connection as following equation:
V ( f Y + g Z) =
2∑
i=1
∂( f yi + gzi)
V
∂
∂xi
=
2∑[
f
∂ yi
V
+ g ∂zi
V
]
∂
∂xii=1
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2∑
i=1
f
∂ yi
V
∂
∂xi
+
2∑
i=1
g
∂zi
V
∂
∂xi
= f
2∑
i=1
∂ yi
V
∂
∂xi
+ g
2∑
i=1
∂zi
v
∂
∂xi
= fV Y + gV Z .
2. Considering deﬁnition of the vector ﬁeld we can denote as
Y =
2∑
i=1
yi
∂
∂xi
.
By using Theorem 3.2(1) and also the deﬁnition of the delta nature connection, we can write
 f V+gW Y =
2∑
i=1
∂ yi
(aV + bW )
∂
∂xi
=
2∑
i=1
[
f
∂ yi
V
+ g ∂ yi
W
]
∂
∂xi
=
2∑
i=1
f
∂ yi
V
∂
∂xi
+
2∑
i=1
g
∂ yi
W
∂
∂xi
= f
2∑
i=1
∂ yi
V
∂
∂xi
+ g
2∑
i=1
∂ yi
W
∂
∂xi
= fV Y + gW Y .
3. By using the vector ﬁeld
f Y =
2∑
i=1
( f yi)
∂
∂xi
we obtain the covariant derivation by using Theorem 3.2(3) as follows:
V ( f Y ) =
2∑
i=1
∂( f yi)
V
∂
∂xi
=
2∑
i=1
{
yi
(
σ1
(
t0
)
, s0
) ∂ f
V
+ f (σ1(t0),σ2(s0)) ∂ yi
V
− μ1
(
t0
)
V1
∂ f
1t
∂ yi
1t
− μ2
(
s0
)
V1
∂ yi
1t
∂ f (σ1(t0), s0)
2s
}
∂
∂xi
= ∂ f
V
2∑
i=1
yi
(
σ1
(
t0
)
, s0
) ∂
∂xi
+ f (σ1(t0)),σ2(s0) 2∑
i=1
∂ yi
V
∂
∂xi
− μ1
(
t0
)
V1
∂ f
1t
2∑
i=1
∂ yi
1t
∂
∂xi
+ μ2
(
s0
)
V1
∂ f (σ1(t0), s0)
2s
2∑
i=1
∂ yi
1t
∂
∂xi
= ∂ f
V
Y
(
σ1
(
t0
)
, s0
)+ f (σ1(t0),σ2(s0))V Y
+
{
−μ1
(
t0
)
V1
∂ f
1t
+ μ2
(
s0
)
V1
∂ f (σ1(t0), s0)
2s
} 2∑
i=1
∂ yi
1t
∂
∂xi
.
4. From the deﬁnition of dot product, we can write as
〈Y , Z〉 =
2∑
yi zi .
i=1
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Thus by considering Theorem 3.2(4), the covariant derivative of the dot product is obtained as follows:
V 〈Y , Z〉 = V
[
2∑
i=1
yi zi
]
=
2∑
i=1
∂
V
(yi zi)
∂
∂xi
=
2∑
i=1
[
zi
(
σ1
(
t0
)
, s0
) ∂ yi
V
+ yi
(
σ1
(
t0
)
,σ2
(
s0
)) ∂zi
V
− μ1
(
t0
)
V1
∂ yi
1t
∂zi
1t
− μ2
(
s0
)
V1
∂bi
1t
∂ yi(σ1(t0), s0)
2s
]
∂
∂xi
=
2∑
i=1
∂ yi
V
∂
∂xi
zi
(
σ1
(
t0
)
, s0
)+ 2∑
i=1
∂zi
V
∂
∂xi
yi
(
σ1
(
t0
)
,σ2
(
s0
))
− μ1
(
t0
)
V1
2∑
i=1
∂ yi
1t
∂zi
1t
∂
∂xi
− μ2
(
s0
)
V1
2∑
i=1
∂zi
1t
∂ yi(σ1(t0), s0)
2s
∂
∂xi
= 〈V Y , Z〉 + 〈V Z , Y 〉 − μ1
(
t0
)
V1
2∑
i=1
∂ yi
1t
∂zi
1t
∂
∂xi
− μ2
(
s0
)
V1
2∑
i=1
∂zi
1t
∂ yi(σ1, s0)
2s
∂
∂xi
. 
5. A numeric example
For example, suppose V = (y − x, xy) and W = (x2, yx+ 1) are vector ﬁelds on two-dimensional x ◦ y coordinate plane,
see in Fig. 1.
Here the base vectors of the plane x ◦ y are denoted by ∂
∂x1
and ∂
∂x2
vectors. Thus the delta nature connection of the
vector ﬁeld W in the direction of the vector ﬁeld V is obtained as
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V W =
2∑
i=1
∂wi
V
∂
∂xi
= [σ(x) + x](y − x) ∂
∂x1
+ x.xy ∂
∂x2
= (σ(x).y − σ(x).x+ xy − x2, x2 y).
By choosing the time scale T = R, the σ jump operator becomes σ(x) = x, thus the delta nature connection V W coincides
with the reel nature connection DV W , see in the following equation
V W = DV W =
(
2xy − 2x2, x2 y).
For T = Z the σ jump operator becomes σ(x) + 1, then the delta nature connection becomes as the equation
V W = DV W =
(
2xy − 2x2 + y − x, x2 y).
There are some graphics of the connection vector ﬁelds V W , DV W , in Fig. 2. The graphic of connection on continuous
space has different position from the graphic of delta connection on T = Z time scale.
6. Conclusion
It has been shown in this paper that, calculating the delta nature connection has different results for each different time
scales. The advantage is the fact that, it is very simple procedure to use the delta nature connection in discrete differential
geometry and the time scale analysis.
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