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We investigate the adiabatic magnetization process of the one-dimensional J−Q2 model with XXZ
anisotropy g in an external magnetic field h by using density matrix renormalization group (DMRG)
method. According to the characteristic of the magnetization curves, we draw a magnetization phase
diagram consisting of four phases. For a fixed nonzero pair coupling Q, i) when g < −1, the ground
state is always ferromagnetic in spite of h; ii) when g > −1 but still small, the whole magnetization
curve is continuous and smooth; iii) if further increasing g, there is a macroscopic magnetization
jump from partially- to fully-polarized state; iv) for a sufficiently large g, the magnetization jump
is from non- to fully-polarized state. By examining the energy per magnon and the correlation
function, we find that the origin of the magnetization jump is the condensation of magnons and
the formation of magnetic domains. We also demonstrate that while the experienced states are
Heisenberg-like without long-range order, all the jumped-over states have antiferromagnetic or Ne´el
long-range orders, or their mixing.
I. INTRODUCTION
Quantum spin systems play a very important role in condensed matter physics, because of their underlying rich
physics, such as the spin liquid state [1] and the valence-bond solid (VBS) state [2]. Typically, subjected to external
magnetic field, the magnetization process of the spin systems can exhibit anomalous phenomena. Among them two
kinds of nonanalytic magnetization behaviors have attracted many interests. One is the magnetization plateau, which
usually accompanies with the spin excitation gap and has been found in many systems, such as the frustrated spin
systems [3, 4], and quasi-periodic systems with nontrivial topological property [5, 6]. The other is the magnetization
jump, which exhibits discontinuity in the magnetization density.
The magnetization jump was first proposed by Ne´el [7] in the system with the Ising-like anisotropic exchange
interaction, and then also investigated in various of lattice spin systems in different dimensions [8–19]. Most of
these model systems involve anisotropy or frustration. Experimentally, the magnetization jump was first confirmed
in hydrated copper compound [20], and then was found in many kinds of magnetic materials [21–27]. However,
understanding the mechanism of the magnetization jump in an intuitive way is still in exploration. Many explanations
have been presented for this issue, such as the magnetic domain reorientation [21, 22, 27], the spin-flop transition [9,
18, 28], the formation of bound magnon pairs [12], and the macroscopically large degeneracy at the critical value of
the external magnetic field [11, 29].
Recently, field driven phase transition has been proposed in one-dimensional (1D) J−Q2 model [30, 31]. This model
was first introduced by Sandvik [32] to construct a spin valence-bond-solid (VBS) state without frustration. In the
presence of external magnetic field, the numerical results by employing the exact diagonalization and the stochastic
series expansion quantum Monte Carlo (QMC) method [33] show that the magnetization curve of the model displays
a sharp jump from a finite value to the saturated magnetization density at certain critical magnetic field. In their
work, the origin of the magnetization jump is explained as the onset of attractive interactions between magnons,
according to the analytical results for two magnons on a ferromagnetic background. However, one notes that the
anisotropic exchange effect, which is usually closely related to the magnetization jump, has not been considered in
Ref. [31]. In the present work, we numerically investigate the one-dimensional J − Q2 model with XXZ anisotropy
using DMRG method. We obtain a novel anisotropy dependent magnetization phase diagram with considerable
physics. It shows that the magnetization jump behavior can be evidently influenced (either depressed or enhanced)
by anisotropy. Interestingly, if the anisotropy strength g is large enough, e.g. g > 4 in units of J , a direct jump from
a non-polarized to a fully-polarized state occurs. We emphasize that this direct magnetization jump observed in the
strongly anisotropic case is found for the first time, which is absent in the isotropic one. We systemically explore
the mechanism of the magnetization jump in the whole parameter regime by analysing the properties of N -magnon
state, i.e. its ground state energy, correlation function and long-range order. Focusing on the excitation energy
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2per magnon for N -magnon state and the corresponding excitation energy difference between (N+1)- and N -magnon
states, we determine the critical magnetization density and external magnetic field at which the magnetization jump
appears. Analysis of system’s energy in the whole magnetization process indicates that magnetic domain forms in
the jumped-over states. This reveals that the magnetization jump shown in this work is due to the formation of
the magnetic domain, in which region all spins are in a uniform direction. This understanding is also supported by
analytical calculations in some limit cases, e.g., g →∞ and few magnon limit. In addition to energetic consideration,
we further analyse the correlation function for each magnetization sector and different parameters. We find that while
the experienced states in the magnetization process are Heisenberg-like without long-range order, all the jumped-over
states have antiferromagnetic or Ne´el long-range orders, or their mixing.
The paper is organized as follows. In the following section we introduce the anisotropic J − Q2 model and the
numerical method we used. In the section “Results”, the magnetization jump behavior in different parameter regimes
is illustrated and a novel anisotropy induced phase diagram is presented. In the section “Discussion”, we analyse the
mechanism of the magnetization jump both in the few magnon limit and the whole magnetization process.
II. MODEL HAMILTONIAN AND NUMERICAL METHOD
The anisotropic J −Q2 model in the presence of an external magnetic field is described by the Hamiltonian
H = −J
∑
i
Pi,i+1 −Q
∑
i
Pi,i+1Pi+2,i+3 − h
∑
i
Szi , (1)
where Pi,j ≡ 14 −
(
Sxi S
x
j + S
y
i S
y
j + gS
z
i S
z
j
)
and g is the XXZ anisotropy. J is the Heisenberg exchange constant,
Q is the coupling strength of the nearest pairs, and h is the external magnetic field. g = 1 recovers the isotropic
limit. In the isotropic limit without magnetic field, the competition between J and Q terms leads to a ground state
phase transition from Heisenberg ground state to the doubly degenerate VBS phase [34]. In this paper, we are more
interested in the adiabatic magnetization process of the system subjected to the external magnetic field. To describe
the magnetization process, we define the magnetization density as
m =
2
L
∑
i
〈Szi 〉, (2)
where L is the system size. It can be readily obtained that it is always fully magnetized (m = 1) if g < −1. On
the other hand, g > −1 is a non-trivial case, in which we can analytically stress the behavior of m in some limit
cases: m = 0 for h = 0 and m = 1 if h is large enough. In this work, we explore how the magnetization density m
extrapolates from zero to saturation between these two limits. Of course, calculating m in a general value of h should
resort numerical ways.
In practice, we numerically employ the density matrix renormalization group (DMRG) method [35, 36], which is
extremely powerful for the one-dimensional systems. We perform the calculation for systems with different lattice
sizes up to 240, to obtain the physics in the thermodynamic limit. The periodic boundary condition (PBC) is adopted
and the DMRG many-body states M are kept dynamically [37] in order to control the truncation error. In DMRG
calculations, the computational cost is in the order of M3. There are two ways to choose M , one is to fix M , in
this case the truncation error is different for different steps. The other is to fix truncation error, and in this case the
number of the kept many-body states changes. In this work, in order to reduce the computational cost, we choose the
latter, and dynamically control M up to 2000, to guarantee the truncation error ε < 10−8 in the whole calculations
we performed. In the rest of the paper, we use J = 1 as the energy scale and restrict Q and h to positive values.
III. RESULTS
We first revisit the magnetization property in the isotropic case using DMRG calculation. The magnetization
process in different strength of nearest pair coupling Q is shown in Fig. 1 (a) and (b). When Q = 0, the system
is the spin-1/2 Heisenberg chain, and its zero temperature magnetization curve is continuous and smooth. Here the
small jumps and plateaus come from the finite size effect and will disappear in the thermodynamic limit. For a
small Q = 0.2, comparing to Q = 0, m changes rapidly near the saturated magnetization, but still, goes smoothly to
m = 1 at the same saturated field hsat without a macroscopic magnetization jump. Further increasing Q to 0.4, the
magnetization density m changes suddenly from a partially-polarized value mc to m = 1, and the saturated field hsat
is also larger than that for the smooth magnetization curves. This sharp jump of the magnetization curve indicates a
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FIG. 1: DMRG calculation of the magnetization density m as a function of external field h. The system size L = 120. (a-b)
The isotropic case with g = 1 and different coupling Q. (c) The anisotropic case exampled by Q = 1.5 in different g. Here hsat
is the critical field when the magnetization density m goes to its saturated value.
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FIG. 2: Magnetization phase diagram consisting of four phases according to the behaviors of the magnetization jump processes:
i) the ferromagnetic (FM) phase; ii) the no magnetization jump (N-MJ) phase; iii) the partially- to fully-polarized magnetization
jump (PF-MJ) phase; iv) the non- to fully-polarized magnetization jump (NF-MJ) phase. (a) Magnetization phase boundaries
with different system size. (b) Magnetization phase diagram shown by the critical magnetization mc in {Q, g} space with
system size L = 80. The white dashed-lines are phase boundaries for L = 80 for comparison.
ground state phase transition induced by the external field. The above results obtained by DMRG calculation agree
with that in Ref.[31] well. The difference is that in our DMRG calculation, the zero temperature case can be directly
addressed, while the QMC method needs an extrapolation from finite small temperature to zero.
In the presence of a magnetization jump, the critical field hsat increases as the coupling strength Q increases, and
the critical magnetization mc is smaller for a larger Q. However, as shown in Fig. 1(b), even if Q is sufficiently large,
a finite value of mc does not decrease anymore and converges to a nonzero value. It implies no direct magnetization
jump from m = 0 to m = 1 even when Q→∞.
Then we extend our investigation to the general case with a tunable anisotropy g. Since g < −1 is a trivial case as
mentioned above, we need just discuss the case of g > −1. In Fig. 1(c), we show the magnetization curves with a fixed
typical value of Q (i.e. Q = 1.5) in several different values of anisotropy g. When g = −0.5, the magnetization density
m increases gradually from 0 to 1 without macroscopic magnetization jump. For larger values of anisotropy g = 0.5
and 2.0, we can observe the shape jumps from a finite mc to the saturated magnetization density. Furthermore, when
g is sufficiently large (g = 4.0), a direct jump from m = 0 to the fully-polarized state occurs. We again point out that
this novel phenomenon can not be observed in the isotropic system.
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FIG. 3: E˜(2) − 2E˜(1) as a function of (a) g for different Q , (b) Q for different g. The results are obtained by exact
diagonalization in the few-magnon basis for system size L = 128. (c) Phase boundary between the N-MJ and PF-MJ phase.
The blue solid-line is obtained in the few magnon limit. The symbols are obtained using DMRG with different system sizes.
The black dashed line describes the asymptotic value at which the magnetization jump appears in the large Q limit.
According to the different behaviors of the magnetization process, we can summarize our main results in a phase
diagram consisting of four regions, as shown in Fig. 2(a). When g < −1, the system is in the ferromagnetic (FM)
phase, and the magnetization property is trivial. When g > −1, the magnetization curve of the system has three
different shapes: there is i) no magnetization jump (N-MJ), ii) a partially- to fully-polarized magnetization jump (PF-
MJ), iii) a non-polarized to fully-polarized magnetization jump (NF-MJ). The phase boundaries obtained by DMRG
show a good convergence as the system size increases, indicating that these phases are stable in the thermodynamic
limit. From these boundaries, we see that both the pair coupling Q and the anisotropy g > −1 can enhance the
magnetization jump. Furthermore, the critical anisotropy g for both boundaries seems to converge in the large Q
limit. We show a visual variation of critical magnetization density mc in {Q, g} space in Fig. 2(b), one can see thatmc
decreases with the increase of pair coupling Q or anisotropy g which means that the magnetization jump is enhanced.
IV. DISCUSSION
A. The magnetization jump in the few magnon limit
Macroscopic magnetization jumps have been extensively discussed for various systems in the literature[31, 38–
40]. Among others, the attractive interaction between magnons plays an important role in leading to magnetization
jump. For example, in the isotropic J − Q2 model [31], Iaizzi et al. found from QMC simulation a macroscopic
magnetization jump. At the same time, their theoretical analysis for two-magnon case demonstrates that in this case
these two magnons form a bound state due to an effectively attractive interaction between them. However, Iaizzi
et al. also pointed out that the formation of a bound state between two magnons is not sufficient condition for the
macroscopic magnetization jump, and furthermore, an effectively attractive interaction between the magnon pairs
or a cluster including macroscopic number of magnons is needed [31, 38–40]. In order to demonstrate this, in the
following we consider the few magnon limit up to four magnons.
From Fig.1 we can see that with the increase of coupling strength Q or anisotropy g, the magnetization jump first
appears nearm = 1. Thus we can analyse the origin of the magnetization jump in the ferromagnetism background. In
the system with up to two magnons, we can easily get the ground state energy of the system (details in supplementary
material). For convenience, the N -magnon excitation energy is defined as
E˜(N) = E(N)− E(0), (3)
where E(N) is the ground state energy of the system with N magnons and without external magnetic field. The
information from the value of E˜(2) − 2E˜(1) helps us to understand the mechanism of the magnetization jump in
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FIG. 4: Probability P (V ) of the magnon occupied volume V for the system with (a) two magnons, (b)three magnons, (c)four
magnons. (d) Vp as a function of anisotropy g. In the calculation we take the system size L = 64 and Q = 1.5.
the few magnon limit. The negative value of E˜(2) − 2E˜(1) indicates that the effective interaction between the
two magnons is attractive, and thus the magnetization curve exhibits a macroscopic magnetization jump near the
saturated magnetization. In contrast, if E˜(2)− 2E˜(1) > 0, the effective interaction is repulsive and there is no signal
of magnetization jump for the few magnon limit. E˜(2) − 2E˜(1) = 0 is the critical case, in which the two-magnon
system is in an effectively noninteracting magnon ground state.
In Fig. 3(a), (b), we show the results of the quantity E˜(2) − 2E˜(1) for the system with L = 128, which is an
example size with negligible size effect. The magnetization density curve is smooth and continuous if the pair coupling
Q = 0 because the system has no magnetization jump according to Fig. 2. Correspondingly, E˜(2)− 2E˜(1) is almost
independent of g and always positive as shown in Fig.3(a). However, for a very small Q = 0.05, E˜(2)−2E˜(1) is positive
for small values of g, but negative when g is large enough. As the anisotropy g increases, the effective interaction
between magnons changes from repulsive to attractive. This means the magnetization jump can be induced by the
anisotropy. The boundary between the N-MJ phase and the PF-MJ phase in Fig. 2 can be determined by a critical
g when E˜(2)− 2E˜(1) = 0. From the curves in different Q, we can also conclude that a needed g for a magnetization
jump is smaller when Q is larger, in agreement with the results by DMRG (see Fig. 2).
Similar to Fig. 3(a), we show E˜(2) − 2E˜(1) as a function of Q for different g in Fig. 3(b). In the isotropic case
with g = 1, E˜(2) − 2E˜(1) > 0 for small Q, but becomes negative for large Q. A magnetization phase transition
from the N-MJ phase to the PF-MJ phase occurs at the critical Qc(g = 1) = 2/9, in agreement with the result
in Ref. [31]. Notably, our large-scale DMRG calculation gives exactly the same critical Qc. Different curves for
decreasing g show that the magnetization jump exists in the anisotropic case, and the critical value of Q is larger for
smaller g. However, when g is too small (g = −0.6), the curve of E˜(2)− 2E˜(1) goes up as Q increases, and there is
no cross with E˜(2) − 2E˜(1) = 0. In this case, the effective interactions between two magnons are always repulsive,
and there is no signal for the magnetization jump from the two-magnon state to the saturated state. From Figs. 3(a)
and (b), we can get the critical g and Q corresponding to E˜2 − 2E˜1 = 0. Thus we can obtain the phase boundary
between N-MJ and NF-MJ phase as shown in Fig. 3(c). We can see that the phase boundary obtained in the few
magnon limit perfectly agrees with the numerical results by DMRG calculation. We also notice that the asymptotic
behavior of this curve can be analytically evaluated, namely, gc approaches to
(−4 +√7) /3 in large Q limit (details
in supplementary material).
In order to further unveil the origin of macroscopic magnetization jump, the analysis of a system with many
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FIG. 5: The energy per magnon e(N) in (a) the N-MJ phase (g = −0.5), (c) the PF-MJ phase (g = 0.5), and (e) the NF-MJ
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(macroscopic number) magnons is necessary. We use N intervals d1, d2 · · · dN , which describe the distance between
the nearest neighbor magnons for anN -magnon state, to mark the different configurations of the N -magnon state. Due
to the periodic boundary condition, only N − 1 intervals are independent. Thus, to describe the distribution feature
of the magnons, we define the magnon occupied volume as V =
∑
′
i di[39], where the prime means that the summation
discards the largest interval. Obviously, a small value of V indicates the preference of magnon condensation, while
the large one corresponds to magnon separated case.
Using the exact diagonalization method, we can get the probability P (V ) of the system with up to four magnons.
The probability of the magnon occupied volume V for a state |ψ〉 is defined as:
P (V ) =
∑
∑
′
i
di=V
|Cd1,d2,··· ,dN |2 , (4)
where Cd1,d2,··· ,dN =
〈
ψ
∣∣d1, d2, · · · , dN〉. We plot the probability P (V ) for the ground state as a function of the
magnon occupied volume V (see Fig. 4). From Fig. 4(a), (b) and (c) it is noted that all the lines have a maximum
value, and we define the corresponding value of V as Vp. For the two-magnon system shown in Fig. 4(a), we can
see that Vp = 31 when g < −0.156, in this case the two magnons tend to be separated and the effective interaction
between magnons is repulsive. For g > −0.156, as g increases, Vp decreases to 2, which means the two magnons tend
to condense and the effective interaction between magnons becomes attractive. For the threshold value of g = −0.156,
P (V ) is almost flat, indicating that the magnons are effectively free. In Fig.4(b), (c) we show the distribution of
magnons with three and four magnons. When g = −0.8, Vp = 34 for three-magnon case and Vp = 40 for four-magnon
case. The large value of Vp means that the magnons prefer to disperse. With increase of g, Vp shifts toward small
value. Up to g = 0.8, for three magnons case Vp = 5 and for four magnons case Vp = 7. This result indicates that the
magnons tend to form a many magnon bound state.
In Fig. 4(d) we plot Vp as a function of the anisotropy g. It is shown that the Vp shifts toward small value with the
increase of g, which means the magnons have a trend to form a bound state with a strong anisotropy. Moreover, for
all different magnons cases, the Vp has a dramatic drop for certain g, which indicates that the formation of the bound
state is quite rapid. This result has a profound insight on the magnetization jump observed in the magnetization
process.
B. The magnetization jump in the whole magnetization process
The analysis of the effective interaction between magnons in the few magnon limit already gives a clue to the origin
of the magnetization jump. Furthermore, in this subsection, we explicitly investigate the magnetization process in
the presence of the external field. In this case, the arbitrary N -magnon state has to be considered. The energy of the
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FIG. 6: Comparison between (a) the magnetization curve and (b) the rotated plot for ∆e(N) as a function of m = 1− 2N/L.
The N-magnon states with positive (negative) ∆e(N) correspond to the continuous part (sharp jump) of the magnetization
curve. Here g = 0.5, Q = 1.5, and L = 120.
N -magnon state subjected to the external field h is
E(N, h) = E(N)− h〈Sztot〉, (5)
where the magnon number N is equal to the number of the down spins, and 〈Sztot〉 =
∑
i〈Szi 〉 is equal to L/2 − N .
For simplicity, we use E(N) instead of E(N, 0) here and hereafter.
Consider one N -magnon state as the ground state of the system at some external magnetic field h during the
magnetization process, then the ground state energy E(N, h) should satisfy E(N, h) < E(M,h) for anyM 6= N . Note
the fact that for the model we investigate, the magnetization density m increases monotonically as h increases, and
there is only one jump from some critical magnetization mc to the saturated magnetization. Therefore, the condition
E(N, h) < E(M,h) can be rewritten as
E(N, h) < E(0, h) (6)
for M < N , and
E(N, h) < E(N + 1, h) (7)
for M > N . Inserting Eq. (5) into the conditions Eqs. (6) and (7), one can easily obtain the necessary requirement of
the external field h:
h < −E˜(N)/N, (8)
h > E(N)− E(N + 1). (9)
where E˜(N) is defined in Eq.(3). Combining Eqs. (8) and (9), one further obtains
e(N) < e(N + 1), (10)
where e(N) = E˜(N)/N is the excitation energy per magnon for the N -magnon state in the absence of h. If the
relationship in Eq. (10) can not be satisfied, the N -magnon state can never be the ground state during the magneti-
zation process. This is the origin of the macroscopic magnetization jump, from the perspective of the energy. More
specifically, we can define the difference of the excitation energy per magnon as ∆e(N) = e(N + 1) − e(N) as the
determination condition of the N -magnon state during the magnetization process. When ∆e(N) > 0, the N -magnon
state can be the ground state, and corresponds to the continuous part of the magnetization curve. Oppositely, the
N -magnon state with ∆e(N) < 0 cannot be the ground state, and corresponds to the macroscopic magnetization
8jump. By taking N = 2, one can also understand the reason why the phase boundary between the N-MJ and PF-MJ
phases can be determined by comparing the excitation energies in the few magnon limit.
In Fig. 5, we show the excitation energy per magnon e(N) and the energy difference ∆e(N) for Q = 1.5 and several
different g as examples. Here e(N) and ∆e(N) are numerically obtained by DMRG for each N -magnon states. In the
N-MJ phase (e.g. g = −0.5), where the magnetization curve of the system is smooth and continuous (see Fig. 1(c)),
the excitation energy per magnon e(N) increases monotonically as the number N increases, as shown in Fig. 5(a). In
this case, the energy difference ∆e(N) shown in Fig. 5(b) is always positive, i.e., Eq. (10) is always satisfied. We also
notice that e(N) > e(1) holds for all these states. It means that the energy of the N -magnon state is larger than N
free magnons. In this sense the effective interactions between magnons is always repulsive.
In the PF-MJ phase (g = 0.5), as shown in Fig. 5(c), as N increases, the excitation energy per magnon e(N)
decreases for smaller N but increases for larger N . As shown in Fig. 5(d), there exists a region where the energy
difference ∆e(N) < 0 , and adding a magnon to the N -magnon state will decreases the average energy of the
magnons. This indicates the condensation of magnons, and the formation of the magnetic domain in these N -magnon
states. These states can not be the ground state of the system in the magnetization process, and correspondingly the
magnetization curve has a macroscopic jump.
Figs. 5(e) and (f) show the results for the NF-MJ phase (g = 4.0) with the magnetization jump from m = 0 to 1.
In this phase, the excitation energy per magnon e(N) decreases monotonically as the number N increases, and the
energy difference ∆e(N) is negative for arbitrary magnetization density.
We can further understand ∆e(N) in a more explicit way, by directly comparing the magnetization curve and the
energy difference ∆e(N) as a function ofN . Notice that magnetizationm = 1−2N/L, so Fig. 6 (a) and (b) indeed have
the same y-axis. As shown in Fig. 6(a), for a magnetization curve in the PF-MJ phase, there is a macroscopic jump
from a critical mc to m = 1. Correspondingly, the value of ∆e(N) shown in Fig. 6(b) has a transition from positive to
negative at exactly same critical magnetization density mc. The accordance of mc is marked by the horizontal dashed
line. Moreover, by considering the critical case of Eq. (8), we can also get the critical field hsat = −e(N), where the
critical magnon number N satisfies ∆e(N − 1) < 0 < ∆e(N).
We can retrieve the magnetization phase diagram by plotting the critical magnetization mc in the parameter
space {Q, g}, as shown in Fig. 2(b). When the magnetization curve is smooth and continuous, mc should be 1 in
the thermodynamic limit, indicating there is no magnetization jump. However, for the finite size system, we have
mc = 1 − 2/L because of a microscopic quantized jump. Nevertheless, the N-MJ phase denoted by the darkest blue
is distinct in Fig. 2(b). For a fixed g > (−4 +√7)/3, the magnetization jump appears as Q increases to the critical
value, and mc decreases with the increasing of Q. Finally, when g and Q are both sufficiently large, the system is in
the NF-MJ phase with mc = 0. All these phases and the corresponding phase boundaries are explicit and clear.
C. Understanding the direct magnetization jump in large anisotropy limit
In the macroscopic viewpoint, the direct magnetization jump can be understood in an analytical and intuitive way
in the large g limit. When the anisotropy is large enough, the system enters into an NF-MJ phase, as shown in Fig. 2.
In this limit, being divided by g2 on both sides, the Hamiltonian described by Eq. (1) reads(details in supplementary
material)
H/g2 = −Q
∑
i
Szi S
z
i+1S
z
i+2S
z
i+3 +O (1/g) +O
(
1/g2
)− h′∑
i
Szi , (11)
where h′ = h/g2. By neglecting the O(1/g) and O(1/g2) terms, we have an effective Hamiltonian in the large g limit
Hg→∞ = −Q
∑
i
Szi S
z
i+1S
z
i+2S
z
i+3 − h′
∑
i
Szi . (12)
Equation (12) describes a classical Hamiltonian without quantum fluctuation, then we can easily get the ground state
energy and the spin configuration of the system. The unit element of this Hamiltonian is a bond with 4 sites, and
the total energy of the system is the summation of all the bonds. A bond contributes negative energy −Eb when the
numbers of both up and down spins are even, where Eb = Q/16 as the bond energy. Oppositely, when the numbers
of both up and down spins are odd, a bond has positive energy +Eb. We have listed all possible spin arrangements
of a single bond in Table I.
Without loss of generality, we consider the system with even sites L with external magnetic field h′ = 0. The ground
state of the system has magnetization m = 0 or m = ±1, with ground state energy Eg→∞ = −LEb, since there are
L bonds under PBCs. For m = 0, the spin configuration can be a 2-fold degenerated spin pattern |· · · ↑↓↑↓ · · · 〉,
9Bond energy Possible spin configurations
−Eb ↑↑↑↑
↓↓↓↓
↑↓↑↓, ↓↑↓↑
↑↑↓↓, ↑↓↓↑, ↓↓↑↑, ↓↑↑↓
+Eb ↑↑↑↓, ↑↑↓↑, ↑↓↑↑, ↓↑↑↑
↓↓↓↑, ↓↓↑↓, ↓↑↓↓, ↑↓↓↓
TABLE I: The energy and possible spin configurations for a single bond of the effective Hamiltonian described by Eq. (12).
or a 4-fold degenerated spin pattern |· · · ↑↑↓↓ · · · 〉. For m = 1(−1), the spin configuration can be |· · · ↑↑↑↑ · · · 〉
(|· · · ↓↓↓↓ · · · 〉). Introducing infinitely small quantum fluctuations, the ground state has m = 0 when h′ = 0, and
will be fully-polarized under a small magnetic field. Thus, the direct jump is the only choice for the magnetization
process.
Furthermore, we consider the jumped-over spin states with magnetization 0 < m < 1. To minimize the energy,
the spin pattern has to be separated into two regions: i) a magnon-full region with m = 0 and ii) a fully-polarized
domain region with m = 1. Therefore in this case, all the bonds within the same region have negative energy,
and only the bonds across the two regions can contribute positive energy. For example, the spin structure can
be |· · · ↓↓↑↑ + ↑↑↑↑ · · · 〉, and only the bond |· · · ↓↑↑ + ↑ · · · 〉 that connects the two separated parts of the system
contributes positive energy +Eb. Therefore, in the large g limit, for all the jumped-over states with magnetization
0 < m < 1, its ground state has magnetic domains. For this special model, we can also conclude that all the states
with magnetic domain can not be the ground state of the system. In other words, considering the magnetization
process, all the states with magnetic domain will be jumped over during the magnetization process. We expect this
point is not only valid for the large g limit, but also be crucial for a general value of g.
D. Correlation functions
According to the previous subsections, we found that the states with magnetization domain structure are jumped
over during the magnetization process. In this subsection, we are interested in the difference between the structures
of the jumped-over states and experienced states. To unveil the physics of the magnetization jump beyond the energy
perspective, we investigate the spin-spin correlation function:
CS(r) = 〈Sz0Szr 〉 − 〈Sz0 〉 〈Szr 〉 , (13)
where r is real space coordinate.
We plot the long-range correlation function CS(∞) as a function of magnetization densitym = 1−2N/L in Fig. 7(a).
Here we define CS(∞) = [CS(L/2) + CS(L/2− 1)]/2 to remove the strong oscillations when g is very large. For the
N-MJ phase without magnetization jump, CS(∞) is very small for all the magnetization densities, and its amplitude
decreases as L increases (see inset). Therefore, in the thermodynamic limit CS(∞) is zero, and there is no LRO in
this phase.
In the PF-MJ phase (g = 0.5), CS(∞) approaches 0 for small magnetization densities, where the magnetization
curve is continuous. For these jumped-over states at larger m, CS(∞) is nonzero and show convergence for different
system sizes. Therefore in the thermodynamic limit, the jumped-over state has AFM-LRO because of the formation
of magnetic domain.
In the NF-MJ phase (g = 4.0), CS(∞) is nonzero for larger magnetization density. Specially, for m between 0.7
and 1, CS(∞) is the same as in the PF-MJ phase independent of the system size, as these N -magnon states share
the same domain structure. However, different with the PF-MJ phase, the spin-spin correlation function has large
oscillations in the long-range limit for those states with magnetization densities from m = 0.1 to 0.3. The states
near m = 0 have nearly zero CS(∞), there is no AFM-LRO or domain, but the spin-spin correlation function has
long-range Ne´el oscillations (details in supplementary material), as large g drives the system to the classical limit.
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FIG. 7: (a) Spin-spin correlation function in the long-range limit as a function of m = 1 − 2N/L for Q = 1.5, different
anisotropy g, and different system sizes. The inset is a zoom-in for g = −0.5. (b) The schematic phase diagram for a fixed
nonzero Q in the absence of external field h. In each inset, the black solid-line represents the schematic spin-spin correlation
function CS (r) (details in supplementary material), and the magenta dashed-line denotes CS(r) = 0.
V. CONCLUSION
In this work, we systematically investigate the adiabatic magnetization properties of the 1D anisotropic J − Q2
model at zero temperature by numerically using the DMRG method. We have found that the anisotropy g plays
a crucial role in the magnetization process. The characteristics of the magnetization behavior can be summarized
by a magnetization phase diagram consisting of four phases: the FM phase, the N-MJ phase without magnetization
jump, the PF-MJ phase with a partially- to fully-polarized magnetization jump, and specially the NF-MJ phase with
a direct magnetization jump from non- to fully-polarized state, which does not exist in the isotropic J −Q2 model.
We further study the origin of the magnetization jump. In the few magnon limit, we analyse the system with
up to four magnons and get the clue that the attractive interaction between magnons may effects the formation
of magnetization jump. For the N -magnon state, we point out that the origin of the magnetization jump is the
condensation of magnons from the energy consideration. For the direct magnetization jump which is absent in the
isotropic system, the analysis in the limit of infinite large anisotropy shows that the magnetization domain plays
an important role in the magnetization jump. By explicitly investigating the spin-spin correlation function, we
confirm that the spins condense and form the magnetic domain in those jumped-over states. A schematic phase
diagram is shown in Fig. 7(b) for a fixed non-zero pair coupling: i) If the magnetization curve is continuous, the
corresponding ground states of the system cannot have any long-range order; ii) The state with long-range orders
(e.g. antiferromagnetic or Ne´el long-range orders, or their mixing) cannot be the ground state of the system during the
magnetization process, and therefore the magnetization jump arises. This reminds us the fact that the 1D spin-1/2
chain cannot have a stable long-range ordered ground state [41] with continuous symmetry breaking due to the strong
quantum fluctuations. Therefore, the conclusion obtained here is not only valid to the J − Q2 model we study, but
also should be a general conjecture for a wide range of 1D spin models and materials.
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VI. SUPPLEMENTARY MATERIAL
A. Hamiltonian in the few magnon limit
Note that in this study the macroscopic magnetization jump always happens from a finite magnetization to the
saturated magnetization state, which is the ferromagnetic state. Therefore, to understand the magnetization jump
in the simplest way, it is natural to consider the one- and two-magnon states on a ferromagnetic background. The
ferromagnetic state, which is a zero-magnon state, is denoted as |0〉 = | ↑↑↑ · · · 〉. In the Following, we examine the
ground state for the system in N -magnon sectors in the few magnon limit (up to N = 2), neglecting the contribution
of the external field. For simplicity, we denote the Hamiltonian as
H = HJ +HQ, (14)
where HJ = −J
∑
i Pi,i+1 and HQ = −Q
∑
i Pi,i+1Pi+2,i+3. For the system described by the Hamiltonian in Eq. (14),
with size L and periodic boundary conditions (PBC), the energy of this zero-magnon state is
E(0) = −J (1− g)
4
L−Q (1− g)
2
16
L. (15)
The one-magnon excited state with momentum k can be defined as
|k〉 = 1√
L
L∑
l=1
eiklS−l |0〉 . (16)
By acting the Hamiltonian on the state, we get
HJ |k〉 = J cos k |k〉 − J (1− g)L
4
|k〉 − Jg |k〉 (17)
for J term, and
HQ |k〉 =
[
Q (1− g)
2
cos k − Q (1− g)
2
L
16
+
Q
(
g2 − g)
2
]
|k〉 (18)
for Q term. Notice that H is diagonal in |k〉 basis, we can easily obtain the energy dispersion of the system with
one-magnon
Ek(1) =
[
J +
Q
2
(1− g)
]
cos (k)− Jg + Q
(
g2 − g)
2
− J (1− g)L
4
− Q (1− g)
2
L
16
. (19)
As in the main text, define N magnon excitation energy as E˜(N) = E(N)−E(0). The one-magnon excitation energy
is
E˜(1)=

−J (1 + g)−
Q(1−g2)
2 if g <
2J
Q + 1,k = pi
J (1− g) + Q(1−g)22 if g > 2JQ + 1,k = 0.
(20)
Here E˜(1) can also be considered as the energy of a free magnon.
For two-magnon state, we choose the basis with a total momentum k and a relative distance d defined as
|d, k〉 = 1√
L
∑
l
eik(2l+d)/2S−l S
−
l+d |0〉 . (21)
Acting the Hamiltonian on the basis set, for the J term, we obtain:
HJ |1, k〉 =
(
g − 1
4
JL− Jg
)
|1, k〉+ J cos k
2
|2, k〉 , (22)
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FIG. 8: (Color online) The dispersion of the two-magnon exited states of (a) g = 1 for different Q, and (b) Q = 0.5 for
different g. Here system size L = 128.
HJ |d > 1, k〉 = J cos k
2
(|d+ 1, k〉+ |d− 1, k〉) +
(
g − 1
4
JL− 2Jg
)
|d, k〉 . (23)
For the Q term, there are
HQ |1, k〉 =
[
− (1− g)
2QL
16
+
(
g2 − 2g)Q
4
]
|1, k〉+ Q
2
cos
k
2
|2, k〉 − Q
4
|3, k〉 , (24)
HQ |2, k〉 = Q
2
cos
k
2
(|3, k〉+ |1, k〉) +
[
− (1− g)
2
QL
16
+
(
g2 − 2g − cos k)Q
2
]
|2, k〉 , (25)
HQ |3, k〉 = −Q
4
|1, k〉+ Q
2
cos
k
2
|2, k〉+
[
− (1− g)
2
QL
16
+Q
(
3
4
g2 − g
)]
|3, k〉+ Q (1− g)
2
cos
k
2
|4, k〉 , (26)
HQ |d > 3, k〉 = Q (1− g)
2
cos
k
2
(|d+ 1, k〉+ |d− 1, k〉) +
[
− (1− g)
2
QL
16
+Q
(
g2 − g)
]
|d, k〉 . (27)
Then the ground state energy E2(k) of the two-magnon state with momentum k can be obtained by numerically
diagonalizing the (L − 1) × (L − 1) Hamiltonian matrix in the basis set |d, k〉. In Fig. 8 we show the dispersion
Ek(2)−E(0) of the two-magnon exited states for several different parameters. As one can see, for these examples the
two-magnon ground state always has k = 0. Actually, we have carefully checked the dispersion for all the parameters
we concern in this work, and the minimum Ek(2) − E(0) for each point in the parameter space always has zero
momentum. Therefore, the Hamiltonian matrix H˜(2) = HJ +HQ − E(0) in the two-magnon basis can be simplified
as
H˜(2) =


Q g
2
−2g
4 − Jg Q2 + J −Q4
Q
2 + J Q
g2−2g−1
2 − 2Jg Q2 + J
−Q4 Q2 + J Q 3g
2
−4g
4 − 2Jg Q(1−g)2 + J
Q(1−g)
2 + J Q
(
g2 − g)− 2Jg
. . .


. (28)
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FIG. 9: (Color online) E˜(2) − 2E˜(1) as a function of Q for g = 0.5 and different L. The black dashed line in inset is for
E˜(2)− 2E˜(1) = 0.
In order to see the finite size effect in the few magnon limit, we plot E˜(2) − 2E˜(1) for g = 0.5 as a function of
Q for different system sizes, as shown in Fig. 9. All these curves have a precise cross at E˜(2) − 2E˜(1) = 0 and a
critical Qc(g = 0.5) = 0.386145 even for L = 8, which is the minimum system size to include all the information of
the effective Hamiltonian described by Eq. (28). Therefore, the finite size effect in the few magnon limit is negligible.
B. The asymptotic behavior
From Fig.3(c) in the main text we can see that the phase boundary between the N-MJ and PF-MJ phases can be
exactly determined by comparing the energy of one- and two-magnon excitations. The phase boundary obtained in
the few magnon limit perfectly agrees with the numerical results by DMRG.
We also notice the asymptotic behavior of this curve when the pair coupling Q is extremely large. In the limit of
Q→∞, the one-magnon excitation energy is
E˜(1)/Q =
{
− 1−g22 if g < 1,
(1−g)2
2 if g > 1.
(29)
here we have ignored the infinite small terms proportional to 1/Q. Similarly, ignoring the O(1/Q) terms, the two-
magnon excitation is described by the matrix
H˜(2)/Q =


g2−2g
4
1
2 − 14
1
2
g2−2g−1
2
1
2
− 14 12 3g
2
−4g
4
1−g
2
1−g
2 g
2 − g
. . .


. (30)
We can numerically obtain the critical anisotropy gc satisfying E˜(2)− E˜(1) = 0. For the ground state wave function
(|G〉2 =
∑L−1
d=1 αd |d〉) at the critical point, we find that i)α2d is a constant number, ii) αd+1 = −αd, for d and d+ 1 in
range [3, L− 3]. Thus, the critical wave function can be assumed as
|G〉2 =
1
η
[
a |1〉+ b |2〉+ c |3〉+
L−4∑
d=4
(−1)d |d〉+ c |L− 3〉+ b |L− 2〉+ a |L− 1〉
]
, (31)
where |d〉 ≡ |d, k = 0〉, η is the normalization coefficient.
Applying the Hamiltonian in Eq. (30) to the wavefunction |G〉2,we can get a set of equations. By solving them, the
critical g in the Q→∞ limit can be obtained as gc(Q→∞) =
(−4 +√7) /3. For any anisotropy g below this value,
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the magnetization curve of the system is always smooth and continuous.
C. The effective Hamiltonian in large anisotropy limit
Divided by g2 on both sides, the Hamiltonian in this study can be written as
H
g2
= −Q
∑
i
Szi S
z
i+1S
z
i+2S
z
i+3 +O
(
1
g
)
+O
(
1
g2
)
− h′
∑
i
Szi , (32)
where
h′ =
h
g2
, (33)
O
(
1
g
)
=
1
g
{
J
∑
i
Szi S
z
i+1
+Q
∑
i
Szi S
z
i+1
[
1
4
− 1
2
(
S+i+2S
−
i+3 + S
−
i+2S
+
i+3
)]
+Q
∑
i
[
1
4
− 1
2
(
S+i S
−
i+1 + S
−
i S
+
i+1
)]
Szi+2S
z
i+3
}
,
(34)
O
(
1
g2
)
=
1
g2
{
− J
∑
i
[
1
4
− 1
2
(
S+i S
−
i+1 + S
−
i S
+
i+1
)]
−Q
∑
i
[
1
4
− 1
2
(
S+i S
−
i+1 + S
−
i S
+
i+1
)] [1
4
− 1
2
(
S+i+2S
−
i+3 + S
−
i+2S
+
i+3
)]}
.
(35)
In the limit of g →∞, Q is finite, the O(1/g) and O(1/g2) terms can be neglected . Thus the effective Hamiltonian
in the large anisotropy limit is
Hg→∞ = −Q
∑
i
Szi S
z
i+1S
z
i+2S
z
i+3 − h′
∑
i
Szi . (36)
D. The correlation function
In this section we discuss the different behaviors of the spin-spin correlation function in the experienced sectors and
the jumped-over sectors. Fig. 10 displays the correlation function CS(r) with different parameters as examples. In
the N-MJ phase (g = −0.5), independent of the magnon number N , the spin-spin correlation CS(r) is negative for all
the distance r > 0, and rapidly decays to 0 as r increases. In this case, a spin has anti-ferromagnetic correlation with
its environment, and is screened due to the strong quantum fluctuation. The states in the experienced sector have no
long-range order (LRO).
In the PF-MJ phase (g = 0.5), the magnetization curve is continuous at some magnetization density, and then has
a sharp jump. The blue triangle-line shown in Fig. 10(a) for N = 4 is the correlation function of an jumped-over
state. In this state, CS(r) is positive when the distance r is small but negative when the spins are far apart from
each other, which is the typical behavior of the system having two ferromagnetic domains. We also notice CS(r) has
a finite value even when r = L/2, which is the largest distance possible for the finite system with system size L. In
fact, CS(r) seems to converge when r is large enough. This indicates the anti-ferromagnetic (AFM) long-range order
of the jumped-over states. The AFM-LRO still can be observed when N = 35, as this state is also jumped over in the
magnetization process, as the blue triangle-line shown in Fig. 10(b). Further increasing the magnon number N , the
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FIG. 10: Spin-spin correlation function CS(r) for different g and N . Here Q = 1.5 and L = 120.
correlation function CS(r) of the 56-magnon state decays rapidly to zero, similar to the situation in the N-MJ phase.
The AFM-LRO disappears, and the magnetization curve in this region is continuous.
The correlation functions are more complicated in the NF-MJ phase (g = 4.0). Since the anisotropy g is sufficient
large, the diagonal term of the Hamiltonian dominates and the quantum effect has been partially depressed. We
can observe the strong fluctuation of CS(r) at very large distance, especially when the magnon number N is large.
Nevertheless, when N is small (N = 4 and 35), besides the fluctuations, the long-range nature of domain wall is still
true at large distance. For a large N = 56, which is near the zero magnetization, the correlation function shown in
Fig. 10(c) exhibits a classical Ne´el order.
