With the undergoing development of micro-and nanotechnology, recent advances in microwave and photonic integrated circuits have increased the necessity of accurate computer-aided tools for solving Maxwell's equations. In this Letter, we are concerned with the hybridization of two popular frequencydomain numerical methods in electromagnetism: the finite-element method (FEM) and the aperiodic Fourier modal method (a-FMM). The former is a wellestablished method [1] operating in real space with space-variant discretizations. The latter is a generalization of the rigorous coupled-wave analysis (RCWA) [2] for analyzing nonperiodic geometries in the Fourier domain by using an artificial periodization with coordinate transforms [3] . Generally accepted appraisals of the two methods are different. The FEM is well appreciated for accurately handling intricate geometries, including sharp edges or curved discontinuities, but it is rather memory consuming for large three-dimensional (3D) meshes. By analytically handling one direction of space, the a-FMM relies only on a series of two-dimensional (2D) samplings and offers fully rigorous outgoing wave conditions in this direction, either for z-invariant [3] or periodic [4] waveguides. Drawbacks of the Fourier approach are difficulties encountered for analyzing metallic geometries with fields rapidly varying at subwavelength scales [5] . To take full advantage of their main strengths, the two methods can be combined. This can be achieved through a novel G-matrix formalism, a sort of generalization of the classical S-matrix formalism [6] to numerical situations mixing totally different mathematical representation of the electromagnetic fields.
To illustrate our purpose, let us consider Fig. 1 . An aggregate of optical dielectric waveguides is illuminated by the fundamental Bloch mode of a periodic waveguide. Light is scattered by several inclusions, and notably by metallic scatterers depicted as vertical rices in the section ͑z 1 Ͻ z Ͻ z 2 ͒. The whole scattering geometry can be rather large and may require a huge memory to be solved with methods relying on a full 3D discretization of space.
To overcome this numerical difficulty, the proposed hybridized approach (HYB) particularizes a specific space direction (the z axis hereafter) for the integration of the differential systems of Maxwell's equations. The latter can be written as a single differential equation:
with ͓⌿͔ a n ϫ 1 vector associated to the mathematical representation of the transverse electromagnetic field components, E x E y H x H y , in a local basis, and D a differential operator that depends only on the x, y, and z coordinates. The transverse fields can be expended into various basis: a Floquet Fourier-space basis with the RCWA [2] , a local-mode basis with Fourier modal methods [3] [4] [5] , a series of functions operating over a finite number of small subdomains with the FEM, etc.The choice of the basis depends on the local geometry. Solving the linear Maxwell's equations amounts to calculate the vectors ͓⌿͑z͔͒ whose dimension may vary along the z axis accordingly to the selected basis. Two kinds of linear relations are obtained for ͓⌿͑z͔͒. First, the integration of Eq. (1) from plane z = z i to plane z = z i+1 leads to a linear relation between ͓⌿͑z i ͔͒ and ͓⌿͑z i+1 ͔͒. This relation is analytically determined in the Fourier modal basis if and are piecewise constant [2, 3] . With the FEM, this relation is obtained by eliminating the inner finite-element (FE) nodes (in 2D) or edges (in 3D) from a large sparse matrix to retain only the FE degrees of freedom located on the z i and z i+1 planes [7] . The second kind of relation is classically obtained by matching the tangential field components at a single plane z = z i . It represents a basis transform that allows relating different mathematical representations of the same transverse electromagnetic field components in the modal, Fourier, or FE basis. The basis transform that allows matching different representations is particularly suitable to rigorously satisfy [4] the outgoing wave conditions at the outer planes z = z 1 and z = z N . It is numerically performed in our numerical implementation by the method of moments; see, for instance, the earlier works [8, 9] in the present context of mixing Fourier and real-space discretization expansions. Without loss of generality, the two types of linear relations may be written in a compact form:
where ͓⌿͔ and ͓⌿Ј͔ are n ϫ 1 and nЈ ϫ 1 generic vector notations representing the transverse field components, either in two different cross-section planes (z and zЈ) or in two different basis at the same crosssection plane z, or in both different basis and different cross-section planes. In Eq. (2), L and R are two matrices with an identical number m of lines. Note that the m ϫ n L and m ϫ nЈ R matrices are rectangular and cannot be inverted in general. Referring to Fig. 1 , a set of equations similar to Eq. (2) may be written for every plane z i . Doing so, we would end up with a huge linear system whose unknowns are the ͓⌿͑z i ͔͒'s. If the problem is well conditioned, the system can be solved by eliminating the intermediate unknowns, and one may compute the important unknowns (for example, the diffracted fields at z = z 1 and z N ) as a function of the incident fields. Although very stable and efficient algorithms (such as the Gauss-Jordan elimination algorithm [10] ) may be used for the elimination, this brute-force approach would necessitate handling huge matrices. As we will see, the Gauss-Jordan elimination can be efficiently carried out, step by step.
For that purpose, let us now consider another linear relationship between ͓⌿Ј͔ and another nЉ ϫ 1 vector ͓⌿Љ͔. The two relations relating the three field representations, ͓⌿͔, ͓⌿Ј͔, and ͓⌿Љ͔, can be written as
For m + mЈ ജ nЈ, one can eliminate ͓⌿Ј͔ from the augmented system of Eqs. (3a) and (3b) to obtain a new linear relation between ͓⌿͔ and ͓⌿Љ͔:
Clearly, for each elimination step, it is necessary to introduce as many new relations as eliminated unknowns, so that the number mЉ of lines in LЉ and RЉ is equal to m + mЈ − nЈ. Symbolically, if we denote by G the matrix pair ͑L , R͒ involved in the linear relations, the elimination operation GЉ = GЈ·G leading to Eq. (4) defines an inner operation that we call "product" hereafter, in a similar spirit as the S-matrix algorithm defines a "product." However, let us note that the S-matrix product involves several matrix multiplications and inversions, while the G-matrix product does not rely on any matrix algebra and is performed fully numerically, thanks to the efficient Gauss-Jordan elimination algorithm [10] . Thus referring to Fig. 1 , the solution of the scattering problem can be obtained by using G-matrix products to repeatedly eliminate the unknowns in the intermediate planes, z 2 , z 3 ...z N−1 , and to obtain a G matrix G = ͑L , R͒ = G N · ...G 2 ·G 1 that relates the amplitude vectors of the incident I and diffracted D waves in the modal basis at the outer planes z 1 and z N :
It is interesting to consider the particular case where all the transverse field vectors ͓⌿͔ have the same lengths ͑n = nЈ͒. Then the G matrix G = ͑L , R͒ can be simply related to the classical S matrix by
where S 11 , S 12 , S 21 , and S 22 are the four submatrices [6] of the S matrix that relates modal expansions. Although it does not involve any matrix algebra manipulations, the G-matrix product becomes equivalent to the classical S-matrix product. Equation (4) has been previously used for Bloch mode calculations with the a-FMM [11] and with the FEM [8] . For large matrices, the CPU time required for performing a G-matrix product is slightly longer than that of an S-matrix product, but it is more accurate and more stable, and since the S-matrix algorithm cannot be used if the transverse field vector lengths vary, the G-matrix elimination algorithm can be considered as a generalization of the classical S-matrix algorithm. As evidenced in the following numerical results, the G-matrix elimination algorithm is numerically stable, and the HYB approach is efficient even for dielectric structures.
We have tested the HYB performance for various scattering constructs involving metallic and dielectric materials. Recently, the HYB was convincingly benchmarked [12] against 11 other methods for a 2D metallic slit-groove lamellar diffraction problem. Here, we provide a 3D example and compute the even gap-guided mode of a photonic-crystal single-rowmissing W1 waveguide in a semiconductor ͑n = 3.5͒ membrane in air. The Bloch mode computation is performed for a frequency ͑ = 1.55 m͒ corresponding to a null group velocity at the boundary of the Brillouin zone [13] . In Fig. 2 , we compare the numerical results obtained with the a-FMM (a) and HYB (b) methods for the ratio ͉E A ͉ / ͉E B ͉ of the z components of electric-field modulus at points A and B (right inset) located in the median plane of the membrane. For the calculations, the integration of the differential Maxwell's equations is performed along the z direction, which is transverse to the waveguide axis (right inset). Details of the a-FMM implementation for this specific geometry can be found in [14] . With the a-FMM, the continuous profile is actually discretized with a staircase approximation (left inset), and the accuracy depends on the number S of slides used to discretize the nearest hole rows surrounding the line defect. As shown in Fig. 2(a) , a plateau is systematically obtained as the total number N of Fourier harmonics increases, but the convergence with S is rather small even for S = 79 slices ͑ / 500͒ [5] . This drawback is completely removed with the HYB method [ Fig. 2(b) ], which uses a nonuniform tetrahedron mesh with first-order elements. Because of the accurate sampling in real space, convergence is guaranteed as the number NЈ of nonuniform mesh edges increases. More specifically, it is found that the HYB predictions for NЈ = 50,000 and N = 220 are more accurate than those of the a-FMM for N as large as 2500. This corresponds to an impressive lowering of memory requirements and CPU times for a given accuracy.
Since it relies on classical and direct numerical procedures, we believe that the present G-matrix formalism can be applied to a broad variety of numerical methods relying on linear differential operators. For instance, it can be applied to FEM and FMM individually or to their natural combination for the sake of performance improvement. Besides, this approach might be important for coupling multiphysics problems.
