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1. INTRODUCTION 
We are interested in studying some questions connected with systems of 
linear partial differential equations of the form 
3X 
-e+Ax+Dy, 
aY 
at - ar ,,+G$ + Bx + ‘3, 
where r is a distance variable, 0 < r < a, and t is a time variable, t 2 0. 
There are two-point boundary conditions 
x(a, 2) = c, ~(0, t) = 4 t 20, (2) 
and an initial condition 
X(Y, 0) = y(r, 0) = 0, O,(r<a. (3) 
The vectors x and y  are N-dimensional and A, B, C, and D are constant 
N x N matrices satisfying certain conditions induced by an underlying 
scattering process which we shall discuss in the next section. We will show 
that these conditions permit us to demonstrate that solutions X(Y, t) and y(r, t) 
satisfying certain reasonable conditions are unique and possess limits as 
t --f co and that the limit functions are, as to be expected, solutions of the 
equations describing the steady-state process 
- x’ = Ax + Dy, x(a) = c, 
y’ = Bx + Cy, y(0) = d. 
(4 
The existence and uniqueness of the solution of this system is discussed in 
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2. A SCATTERING PROCESS 
Our base process is an idealized transport process which may be described 
briefly in the following terms. N different types of particles move in either 
direction along a line of finte length, a. Although they do not interact with 
each other, they do interact with the medium. The effect of this interaction 
is to change a particle from one type to another, traveling in the same or in 
the opposite direction. 
Let us consider the passage of a particle of type i through the interval 
[r, Y + d] where d is an infinitesimal, and i may assume any of the values 
1, 2,..., N. Let 
uij(r) d = the probability that a particle in state j will 
be transformed into a particle in state i 
traveling in the same direction, j # i, 
upon traversing the interval [r + d, Y] 
going to the right. 
1 - a,,(r) d = the probability that a particle in state i will 
remain in state i in the same direction while 
traversing the interval [Y + d, Y] going to 
the right. 
bij(y) A = the probability that a particle in statej will 
be transformed into a particle in state i 
traveling in the opposite direction upon 
traversing the interval [Y + A, r] going to 
the right. 
Similarly, we introduce the functions c&) and &(r), associated with 
forward scattering and backward scattering for a particle going to the left 
through [r, r + A]. We suppose that all of these functions are nonnegative for 
r > 0. The most important case is that where they are piecewise continuous. 
Suppose that there are fluxes incident at both ands of the line, as indicated 
in Fig. 1, of constant intensities per unit time. Let us now introduce the 
functions, i = 1, 2 ,..., N, 
Incident Y&J) ++ %b, t) Incident 
3 I--- 
Flux A 
I I I+ 
r+A I r-A 0 Flux 
~~(7, t) = the expected flux to the right at the point I at time t (2) 
yi(y, t) = the expected flux to the left at the point r at time t 
where 0 < Y < a, t > 0. We suppose that all particles travel at a constant 
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unit speed. We shall omit the term “expected” in what follows and proceed 
formally to obtain some equations for x1 and yi . There is no need for rigorous 
details here, since we are using the stochastic process solely as a guide to our 
intuition in ascertaining some of the properties of the solution of (1.1). 
An input-putput analysis (which is to say, a local application of conserva- 
tion relations) of the intervals [r - d I] and [Y, Y + d] yields the following 
relations, valid to o(d): 
x~(Y, t) = X~(Y + A, t - A) (I - adid) + C aijAxj(r + A, t - A) 
&I 
+ f @Y~Y, t - 4 
j=l 
(3) 
yi(r, t) = yi(r - A, t - A) (1 - ciiA) + C c,,Ay,(r - A, t - A) 
j#l 
+ 2 bijAxj(r, t - A) 
j=l 
Passing the limit as A --f 0, we obtain the partial differential equations 
axi axi 
at\ 3F= - U&Vi(t) + C aijxj(t> + f 4jYdt), 
&i j=l 
(4) 
!2$ + J$ = - City,(t) + C C,jyj(t) = 2 bijXjtt), 
j=l j=l 
i = 1, 2,..., N. Referring to Fig. 1, we see that the boundary conditions are 
x,(a) = ci , Y,(O) = 4 > i = 1) 2 )..., N. (5) 
We introduce the matrices 
B = W, 
- 41 
A = 
L 
c-212 *** &N 
?l - az2 *.* %N 
uN1 UN2 *” - uNN. 
D = (4j), 
(6) 
CIN 
#XT= %N 
- cNN 
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B and D are nonnegative matrices, while A and C possess quite analogous 
properties despite the negative main diagonals; see [2]. The condition of 
pure scattering imposes conditions on the column sums of A + B and C + D 
which play a significant role. 
The assumption that no particles are lost is equivalent to the relations 
M(B + A) = 0, M(C + D) = 0, (7) 
where M is the matrix 
The effect of multiplication by M is to produce column sums. 
We observe then the special structure of the matrices A, B, C, D required 
for (1.1) to be associated with a linear transport process. Introducing the 
vectors x and y, with components xi and yi respectively, we obtain a linear 
vector-matrix system subject to a two-point boundary condition. 
If no particles are lost in the process, we say that it is pure scattering; if 
particles disappear, we say absorption occurs. We will consider the pure 
scattering case first. We will not discuss the fission case where a critical length 
can exist. 
3. LAPLACE TRANSFORM 
We now wish to use the Laplace Transform to convert (1.1) into a system 
of ordinary differential equations. Let 
I 
m  
?= X(Y, t) et dt, 
0 
1 = lmy(y, t) cst dt, 
(1) 
1. We suppose that we are only interested in X(T, t) and y(r, t) which 
satisfy some bound 1 x 1 , / y ( = 0 (F), so that the integrals in (1) exist for 
Re(s) > k. 
Then E and J satisfy the linear system 
s.? = %’ + Aa + 07, n(a) = c/s 
ST=-y++~f+C‘, y(d) = d/s. 
(2) 
236 BELLMAN 
The assumption that the original process was a pure scattering process 
enables us to assert that this system possesses a unique solution for s > 0; 
see [I], [2]. Let us call the solution X(T, s), ~(r, s). The components of these 
vector functions are rational functions of s. If we could establish the existence 
of x(r, s) and y(r, s) for Re(s) > 0, we could invoke the Laplace inversion 
formula 
X(f’, t) = & [ estX(y, s) ds, 
c 
Y(y, t) = & 1 estj@, s) ds, 
e 
where c is a line Re(s) = 6 > 0. We could then use the theory of residues to 
determine the asymptotic behavior of X(Y, t) and y(r, t) as t -+ co. It remains 
then to study the analytic behavior of X(T, s) and y(r, s) as functions of s. We 
do this by means of an apparent detour involving the Riccati equation. 
4. ANALYTIC PRELIMINARIES 
Let (4, Yl), (4, YJ be the P rincipal solutions of the linear matrix 
equation 
-X’=AX+DY, Y’=BX+CY, (1) 
which is to say that (X1 , YJ and (X, , Yz) satisfy (1) and the initial condtions 
Xl(O) = I, X,(O) = 0, 
Y,(O) = a X,(O) = I. 
Then the solution of (1.4) is given by 
x = X,b + X,d, y = Y,b + Y,d. 
where the vector b is to be determined by the equation 
c = X,(a) b + X,(a) d. 
(2) 
(3) 
(4) 
If Xi(a) is nonsingular, b is uniquely determined. Since X,(O) = I, it is clear 
that X,(a)-l exists for small a. 
Note that it is sufficient, because of the linearity of the equations, to 
consider the case where either c or d is 0. Let us then take d = 0. Then (4) 
yields 
b = X,(a)-l c, (5) 
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and (3) leads to 
x(t) = X1(t) X,(u)-1 c, . y(t) = Y&) X&z-l c. (6) 
The reflected flux and transmitted fluxes are given by 
Y(U) = Yl(U) X1(4-l c, 
x(0) = X,(a)-1 c. 
(7) 
These relations define reflection and transmission matrices, 
w = Yl(4 Jwql, 
T(u) = x&y, (8) 
which play a central role in what follows. The required background for the 
matrix treatment of linear differential equations may be found in [2]. 
As has been shown in [2], the matrix R satisfies the Riccati differential 
equation 
R’=BfRA+CR$RDR, R(0) = 0. (9) 
Hence the corresponding matrix i? associated with (3.2) satisfies the equa- 
tion 
ii’=B+i?(A-d)+(C-ssl)W+i?DR, R(O) = 0. (10) 
We wish to show that R exists for all a > 0 for complex s satisfying 
Re(s) > 0. This precludes the existence of poles of X(T, S) and y(r, S) for s > 0. 
5. BOUND ON R 
What we wish to demonstrate is that R is bounded by the solution of the 
corresponding Riccati equation where s is replaced by Re(s). To do this, we 
regard (4.10) as an equation of the form 
X’ = X(A - sl) + (C - $1) X + F(t), 
which has the solution 
X(0) = 0, (1) 
x= 
I 
a e(A-sl)k-a ) 1qul) ,(C-d(w~ &, 
0 
zz2 
f 
a eA’“-“l’F(ul) e Cb-al)e--Bsb-al)l da1 . 
0 
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Hence R satisfies the nonlinear integral equation 
R= 
I 
a eA(a-a ) 1 [B + R$jq ec(~-de-2~(-l) &, . (3) 
0 
Write s = o. + i7, o. = Re(s). We know that all elements of eAa and eta 
are non-negative; cf. [2], while B and D are non-negative matrices by assump- 
tion. Write 
Then, from (3) we have 
I w I = (I fi‘ij I)* (4) 
1 W 1 < L0 eA(a-a~)[~ + 1 R 1 D 1 R I] e~(‘4e-244 da1 . (5) 
We know by virtue of the conservation relations, [l], [2], that the solution 
of the corresponding integral equation exists for o. > 0, call it R(a,). Let us 
show then 
I %)I G ho), (6) 
an element by element majoration. 
6. DEMONSTRATION OF INTEGRAL INEQUALITY 
We can demonstrate the desired inequality in the following fashion. 
Consider the nonlinear integral equation of (5.3) and use the method of 
successive approximations 
R n+l = Wn), (1) 
with R, = R(o,). Then inductively we see that 
I &a+, I G &o). (2) 
This uniform bound together with the nature of T implies that R, con- 
verges uniformly in any interval [0, a,]. Thus, the solution of the integral 
equations exists and is uniformly bounded for [a > 01. 
7. ASYMPTOTIC BEHAVIOR 
It is easily seen that the components of $r, s) and T(Y, S) are analytic func- 
tions of s for all s. By what has proceeded, they have no singularities for 
Re(s) > 0 except for a simple pole at s = 0. Assuming, as we shall, that aii 
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and cii are positive for i = 1, 2,..., N, we can assert that they have no sin- 
gularities for Re(s) >, - b, apart from the simple pole. Hence, we have 
x(f, t) = & s, e%(~, s) ds 
where C is the contour b, + ir, - co < r < co, b, > 0. Shifting the line 
of integration to the left, we have 
x(r, t) = x(r, Co) + O(eleblt) (2) 
with a similar result for y(r, t). As we see from (3.2), X(Y, co) are the desired 
steady-state solutions. 
8. COMMENTS 
The non-negativity of the solution of (1.1) can be established ab initio by 
use of an appropriate finite difference approximation associated with the 
transport process. With the aid of this we can then use a Tauberian theorem to 
deduce from 
%(Y, s) - X(Y)/S (1) 
that 
s 
t 
X(Y, tJ dt, -X(T) t (2) 
0 
as t---f co. However, we need some further information concerning the 
structure of X(Y, t) to deduce the desired asymptotic behavior. 
The use of the representation 
x(Y, t)= & j-C ‘(” 1’ et ds (3) 
involves some small difficulty when we wish to show by direct differentiation 
that the right-hand side of (3) is a solution of the original partial differential 
equation. This is the kind of problem that one faces in the simpler case of the 
linear ordinary differential equation 
24’ + au = 0, u(0) = 1, (4) 
with the solution 
or in dealing with a linear differential-difference equation. 
40914311-16 
240 BELLMAN 
We can overcome this difficulty using the relation 
1 
22 cs s 
e”tds = 1, t>O (6) 
where in each case C is the contour 6, + ir, - co < T < co, b, > 0. 
We have then 
u-l =&S,eq&-f]ds 
est 
(7) 
-a 
= 2rri c (a + s) s cl’ s 
The presence of the additional s in the denominator allows us to dif- 
ferentiate inside the integral, obtaining 
-ds=- 
the desired relation. 
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