Abstract-Modern electronic tacheometers offer the possibility to capture kinematic processes in real time. In case when the kinematic process is observed with only one measurement system, we have no possibility to perform redundant observations that would enable the accuracy estimation of observations and computed values. The Kalman filter represents a method of advanced geodetic analysis and as such adjusts the redundant data in an optimum way. Incorporating a time component directly into a processing of terrestrial kinematic observations demands good knowledge about the procedure of processing kinematic terrestrial observations and the electronic tacheometer capabilities. For this purpose the developed model of Kalman filter for processing kinematic terrestrial observations -discrete Wiener process acceleration model -was tested on reference trajectory in the Geodetic
I. INTRODUCTION
The main disadvantage of the Global Positioning System or other satellite based positioning systems is that the position of the receiver can not be appropriately defined without strong and undisturbed signal. The instruments of terrestrial geodesy -electronic tacheometers as Local Positioning Systems (LPS) -offer one possible solution to overcome this problem. Manufacturers already offer instruments where both systems -GPS and LPS (e.g. Leica Geosystems SmartPole) -are combined in the same frame and can be used alternating. The development in the future will probably proceed in time synchronization of both systems. At the moment there are two possibilities of using an electronic tacheometer: as a total station for determining the position of a single point or for tracking an object in motion.
In our work we used an electronic tacheometer to define the position of the reflector on a moving trolley for each time stamp of observations. When considering the process as kinematic, it is assumed that the observed object is constantly in motion. Under presumption that the kinematic process is observed with only one measurement system, which enables an unique definition of a system state, there is no possibility to perform redundant observations as it is the case in classical geodesy. For the evaluation of an unknown system state vector and the corresponding statistical estimates in real time it is necessary to use other methods, such as classical surveying post-process procedure based on the adjustment of redundant observations. In the sense of the least squares estimation, the noise removal from the time series is optimal using the Kalman filtering (KF). KF solves the problem of unique determination of unknowns and enables the computation of statistical values of the system state. The mathematical background of Kalman filtering is given, e.g., in [2] , [6] , [4] and [5] .
Considering a system or a process as kinematic in real time it is of utmost importance to have reliable evaluation model, which gives us the ability to detect gross or systematic errors or inappropriate initial values in real time. For this purpose the developed KF model for processing kinematic terrestrial measurements was controlled in different ways. The main idea of the work can be summarized in following statements:
1) Simulation of a kinematic process -to perform a kinematic process and -to observe the process with an electronic tacheometer; 2) Evaluation model and its testing -to develop an evaluation model for assessing the kinematic instrumental capability and estimating the kinematic position of the moving reflector and -to control the developed model with elements of inner confidence, statistical tests and an independent reference frame for model evaluation.
Through numerical tests we try to show the importance of test statistics, which are based on the output values of the developed model. With statistical testing the discrepancies between the model and the actual system state can be identified.
II. MEASUREMENT SYSTEM (CASE STUDY)
The answer to very important question -how to assure appropriate independent reference frame for evaluating the model and to control the behavior of outputs according to different inputs -is the appropriate reference trajectory. The Geodetic Laboratory, as unit of the Chair of Geodesy at the Technical University Munich, posses such a trajectory, Fig.1 . The Geodetic Laboratory offers a wide spectrum of engineering services. Besides the extensive range of calibrating high precision surveying instruments, the Geodetic Laboratory takes over innovative tasks within the scope of research projects, which gain new insights and experiences for the scientific work of the Chair. For the moment the main 978-1-4244-5864-6/10$26.00 c IEEE focus is on the calibration and quality inspection of high precision surveying instruments.
The trajectory of 15 m length was designed specially for testing electronic tacheometers with automatic target recognition and tracking systems. The accuracy requirement of trajectory installation 1 mm in horizontal position was achieved. The height component remains constant within the installation accuracy of vertical position, which is also 1 mm. The geometry of the reference trajectory was defined with theodolite measurement system ECDS 3 (Electronic Coordinate Determination System) by Kern/Leica, [8] . The ECDS 3 system was also used to establish a laboratory reference coordinate system, i.e. to define space coordinates of several target points, which can be used for later computation of position coordinates of the instrument. The trajectory is parallel to the y-axis of the coordinate system. Fig. 1 . Geodetic Laboratory at the Chair of Geodesy, TUM, with a reference trajectory, an electronic tacheometer and a trolley with a reflector, [3] The kinematic process was performed as a tracking problem of the moving reflector, positioned on the trolley. Tracking is the estimation of the state of a moving object based on remote measurements. This is done using one or more sensors at fixed locations or on moving platforms, [2] . In our case the electronic tacheometer TCRA1201 Leica Geosystems was used to perform measurements toward the moving 360
• -reflector of the same manufacturer. During the measurements the instrument was set up on a stable pillar, the coordinates of which were defined in advance in local laboratory coordinate system. The used instrument enables automatic target recognition and tracking. The two main components of the electronic tacheometer are:
-an electronic theodolite for measuring horizontal and vertical angles and -an electronic distance measuring device. The electronic distance measuring subsystem is one of the most sensitive components and conditions the highest measurement frequency by kinematic measurements. The positioning accuracy is largely dependent on the accuracy of the distance measurement and the accuracy of angle measurements. The accuracy of the calculated coordinates also depends on the used reflector, the distance, the calibrated instrument and atmospheric conditions. The technical data relating to the accuracy of measurements, given by the manufacturer, are given in Tab. I: The atmospheric conditions in laboratory were captured during the observations. They were approximately constant (T = 22.1
• C, p = 961.6 mbar, e = 60%).
III. DISCRETE WIENER PROCESS ACCELERATION MODEL
The focus of our study was to estimate the horizontal position (y, x) and height component z of the reflector on the moving trolley for each registered time-step t k , using a KF. Measurements can be processed with KF in two different ways:
-with extended KF, where direct measurements -hz, d, zr -are processed, or -with linear KF, where indirect measurements -x, y, z -are processed, incorporating the law of propagation of variances and covariances. In our work the second model was developed and tested.
For the simulated process a kinematic model was used. Basically the kinematic state models are derived with differential equations. They are defined by setting a certain derivative of the position to zero. For this kind of models it is assumed that, [2] :
-the motion along each coordinate is independent of the other coordinate and -the noises entering into various coordinates are mutually independent. Since it is not realistic to assume that there are no disturbances, one can model them as random inputs. Generally two state kinematic models are presented, [2] :
-second-order kinematic model or white noise acceleration model: velocity is a Wiener process, -third-order kinematic model or Wiener process acceleration model: acceleration is a Wiener process. Since the observations are done in discrete time, the corresponding discrete-time kinematic models are needed. There are two major classes of noisy discrete time kinematic models, [2] :
-Obtained from discretization of the continuous-time model, driven by continuous-time white noise, for a given sampling period. -Obtained by direct definition of the process noise in discrete time as a piecewise-constant white random sequence -the process noise is assumed to be constant over each sampling period and independent between periods. In our work, we assume, because of high frequency of measurements, that the movement of the reflector/trolley can be described as a movement with approximately constant acceleration a during each sampling period of a length Δt, which is equal to Δt = 0.125 sec, i.e. time-stamp between two measurement epochs. Consequently, the discrete third-order kinematic model or discrete Wiener process acceleration model (DWPAM) or piecewise constant Wiener process acceleration model, which is three-dimensional per coordinate, was developed. The advantage of this kind of models is that the process noise intensity can be well related to physical characteristics of the motion (acceleration). The same model was used for all three coordinates.
A. Linear Process Equation and Process Noise Covariance Matrix
The discrete third-order linear KF process equation is:
wherew k is the uncorrelated white process noise and represents the acceleration increment during the k-th sampling period. The process noise enters into the system dynamics through the vector gain Γ k :
The system state x k in our case is:
where x, y, z are the position components of the moving prism, v x , v y , v z and a x , a y , a z are velocity and acceleration in all three directions, respectively. The transition matrix F k in Eq. (1) is: 
and the process noise covariance matrix for one dimension Q (1) k is:
The process noise covariance matrix for all three dimensions Q k is:
where σ w is a process noise intensity scalar. 
B. Linear Measurement Equation and the Law of Propagation of Variances and Covariances
The KF linear measurement equation is:
During the linear KF the observations used in the vector of measurements z k in Eq. (7) are indirect measurements of x, y and z -components of the reflector position for each time step t k . In continuation we will denote these observations as KF observations. They are computed out of KF loop, from direct measurements of horizontal direction hz, zenith distance zr and slope distance d, according to defined right-handed coordinate system for each time step t k , as: 
and its elements are constant throughout the process. Thus, we can omit indexing.
The law of propagation of variances and covariances should be used to calculate the covariance matrix R k of KF observations. The covariance matrix R L of direct measurements hz, d and zr is defined with standard deviations -σ hz = 1 , σ d = 5 mm, σ zr = 1 , given with the instrument technical specifications:
To use the law of propagation of variances and covariances, matrix N k of partial derivatives ∂z k /∂L k of the vector of KF measurements z k , Eq.(8), after direct measurements
must first be computed: 
The covariance matrix R k of z k is then computed with the law of propagation of variances and covariances:
C. Initialization To perform KF, some a priori information has to be known. Initial approximation of the system state vector A main challenge is to define the process noise covariance matrix Q (i.e. process noise intensity scalar σ w ) and the relation between process and measurement noise for each individual estimation problem. With the tuning of process noise intensity scalar the parameters for the KF are adjusted to achieve good performance of KF results, including position, velocity and acceleration estimates. Through several numerical repetitions, observing the model where no gross errors were present and where the movement of the trolley was approximately uniform, with no big changes in velocity, the best value of process noise intensity scalar σ w was defined. The results are given for σ w = 0.1 m/s 2 , except where explicitly stated otherwise, for the purpose of presenting the importance of KF estimation indicators, input values and dependance of KF output values on input values.
The results are given for a specific acceleration increment, which was defined according to each kinematic process. The results are given for the acceleration incrementw k = 0.001 m/s 2 , except where explicitly stated otherwise.
IV. EVALUATION OF THE DWPAM
When considering the kinematic processes, where the system state is a function of time, it is necessary to introduce other evaluation procedures of the output values and developed model as they are used in classical geodetic procedures. The verification of DWPAM is based on the evaluation techniques of time-dependent quantities.
Since all measurements are subject to variation, it follows that no measured quantity is completely determinable. We may seek a fixed value for a quantity that we conceive to be a true value, but what we get in reality is nothing more than an estimate of the true value. This difference is known as the error in the measured value, [10] . To reduce measurement and model errors and uncertainties additional redundant measurements have to be done to check the system. The minimum number of measurements, which enable the uniform definition of unknown system parameters, does not enable the estimation of these values and consequently their interpretation. The redundant observations give the possibility to adjust the measurements with the following advantages, [1] :
-to increase the precision of the computed unknowns, -to estimate the standard deviation of the observations and the unknowns, -to test the mathematical and stochastic model, -to find gross-errors in the observations, -to compute the reliability of the system. With the nowadays high precision instruments the increase of precision is often not the most important reason for carrying out redundant observations. The most important purpose is to detect gross-errors, which -when they are not found -can cause large errors in the estimated unknown parameters of the system. With the statistical tests the gross-errors can be detected with a certain probability. On the other hand, one can compute the effect of non detected errors on the resulting parameters, which is called the reliability of the system. The verification of a DWPA model was basically controlled with:
-the indicators of inner confidence, -the statistical methods and parameters and -the known reference trajectory.
A. Indicators of Inner Confidence
The first, most obvious and important condition of the reliability of KF model is the convergence of the posterior system state covariance matrix P + k , which is satisfied for our DWPAM. The convergence of the P + k -trace is given in Fig.  2 . The importance of the convergence of the trace of system state covariance matrix lies in its definition and mathematical interpretation: trace(P) is the sum of the diagonal elements of the matrix P, which represent variances (squares of standard deviations) of the system state components. If the sum of diagonal elements converges towards some value, then we can say that also single elements (standard deviations) converge towards some solution. For our model all standard deviations -for position, velocity and acceleration components -are bounded and converge toward specific values, Fig. 3, Fig. 4 and Fig. 5 .
B. Statistical Tests 1) Position of the Reflector and 2σ-Bounds:
The KF procedure yields filter-calculated covariances, which are exact if all the modeling assumptions used in the filter derivation hold. In practice this is not always the case and the validity of these filter-calculated estimation accuracies has to be tested, [2] . The results depended on the KF tuning -tuning ratio between process and measurement noise and a-priori information. Through the filter tuning, the actual performance can be observed if it is consistent with the behavior of its associated a-posteriori covariance matrix P + k . This is demonstrated by the fact that the system state error tends to remain between two standard deviation bounds (95% confidence) for each component. The standard deviation bounds are defined by the square roots of the corresponding diagonal elements in the computed P + k matrix. If the estimation error exceeds the 2σ-bound, then the performance of the KF under the parameter setting is unacceptable and the reasons for discrepancies have to be defined. In 
2) Consistency of DWPAM in the Domain of the Measurements:
A global test in the case of filtering is not performed with null-hypothesis testing, which supposes that there are no changes in space coordinates, as in classical geodesy. Instead, it is performed by comparing the predicted and true values of measurements. In the case there is no significant difference from null-value, we can use the value of improvementinnovation to compute the predicted value of a system state. The measurement residual, called innovation, d k , is computed as a difference between the actual measurement, z k , and the best available prediction, H k ·x − k , based on the system model and previous measurement data:
The covariance matrix of innovation d k is: The statistical test term in the domain of measurements is normalized innovation squared (NIS), given as, [2] :
and is tested after χ 2 -distribution with the probability relationship:
where m is the number of observations in epoch t k and corresponds to the degrees of freedom. α is a significance level.
The normalized innovation squared for DWPAM is plotted in Fig. 9 . The critical value is chosen for m = 3 and α = 0.05. 
3) Test Statistics in the System State Domain:
A second formal test for consistency is to examine the normalized system state error. In the system state domain we test if the filtered system state is comparable to the previous knowledge about the system. To answer this question the difference between filteredx + k and predictedx − k value of system state should be analyzed. The system state correction or residual v x,k can be written as:
The state residual represents the difference between state estimate before the measurement update and after the measurement update. If this residual has a large value, then it indicates that we are not predicting the future state very well or that a bad measurement is present. The corresponding covariance matrix is given by, [9] :
The test statistics for the system state corrections is, [9] :
where n is the number of unknowns in epoch t k . σ 2 0 is a reference variance.
The normalized system state error for DWPAM is given in Fig. 10 . The critical value is chosen for n = 9 and α = 0.05. 
C. Reference Trajectory
Due to the importance of setting the relationship between process and measurement noise, given with matrices Q and R, to satisfy the dynamic model, tuning processes are necessary to adjust the parameters for the KF to achieve good performance and consistency. With simulation of different kinematic processes (different stand points of the instrument, different velocities of the trolley, different process noise intensity scalars) the developed model was implemented to estimate the states of interest. However, unless the true values of these states are known, it is very difficult to determine whether the filter is computing correct estimates. Therefore the reference trajectory was used to obtain some reference values of system state components. In Fig. 11 the horizontal perpendicular distance of the measured position values (computed directly from the observations), blue line, and the filtered, red line, values from the reference trajectory in ground plane is plotted. Additionally, 1 cm bound, which is selected according to the expected accuracy of the measurements with regard to the used Leica Geosystems GeoCOM function VB TMC QuickDist(OnlyAngle, dSlopeDistance) and velocity of the trolley, is also given. All horizontal positions (y, x) k , computed directly from the measured values, are inside 1 cm-bound. For the filtered values some deviations occur. In Fig. 12 the perpendicular distance for the z-component is given.
With the data of the reference trajectory and according to the time step of measurements, Δt = 0.125 sec, the reference velocity and acceleration in all three directions were computed. Comparing the errors in velocity and acceleration with 2σ-bound, much bigger discrepancy than for position errors occurs. The reason for this is probably in lower observability of velocity and acceleration components, which can not be measured directly. Therefore less information about these components is available. Velocity and acceleration are estimated only from the model.
D. Summary of Results
From the evaluation tests of the developed DWPAM we can conclude that all tests -properties of matrix P -model or -direct observations or -motion of the trolley. The reasons for the deviations can be found in direct measurements -hz, d, zr, indirect or KF measurements -x, y, z, and in changes in direct measurements between time steps t i+1 and t i . From the direct measurements we can conclude there are no gross errors present. According to known manner of the trolley motion, which can include jerky changes and inclination of the reflector, specially in x-direction, i.e. perpendicular to the trajectory, and from changes in direct and indirect measurements we can conclude that the main reason for DWPAM inconsistency lies in discontinuous motion of the trolley. The instrument follows the reflector and triggers the measurements instead there are some rapid changes in motion of the reflector. But the model of basic linear KF model, where the relation between measurement and process noise is constant throughout the process, can not follow these changes so quickly.
V. CONCLUSIONS AND OUTLOOK
The main aim of the work was to examine the test statistics in the domain of measurements and in the system state domain, i.e., if they are reliable tests of inconsistency between the model and real process. The focus of the work was on detecting discrepancies between information acquired from measurements and the developed model and to define the reasons for them.
In our work the 1 cm-bound was taken as a limit for defining too big position deviations. This value was defined after several experimental tests for different Leica Geosystems GeoCOM functions and according to the reflector inclination. The selected bound depends also heavily on the time stamp of registered observations triple, which is the same for all three observations (zenith distance, horizontal angle and slope distance). Higher frequency of observations and incorporating the influence of time delay between angle and distance measurements would increase the accuracy (and decrease the selected bound) of the positions computed from observations. The adequacy of the developed DWPAM and statements of the work can be summarized in the following conclusions: -According to different tests on the trajectory, the expected accuracy of the reflector position depends mostly on the velocity of the trolley and the Leica Geoystems measurement function or program used. Detailed investigations are done and presented in [8] and [12] . -The advantage of such a reference frame, i.e. reference trajectory, is the evaluation of the model and capabilities of the instrument at the same time. -The results of the numerical tests confirmed the adequacy of the model for the evaluation of geodetic kinematic measurements, where no redundant observations are available. -The preceding simulations or whenever possible preceding measurements are suggested for each project. According to preceding works the measurement accuracy can be estimated, and the best prior input values of KF can be defined.
Based on the known movement of the reflector and capacity of the used instrument it has been confirmed that the statistical tests of output values detect discrepancies between the model and the actual process. The task of the engineer is to determine the causes of discrepancies, on the basis of all experiences and knowledge. Statistical tests of the output values of filtering are essential for quality evaluation of the estimated system state, and the filtering results can be misleading. In future work some other models, such as adaptive and extended KF, must be tested. KF is an algorithm, which is nowadays widely used in different areas. The beginnings of practical applications of KF are in the field of navigation and definition of trajectory of the object movement in space and time. As such it offers a great challenge in the area of indoor positioning and navigation systems. With our work we showed that each developed evaluation model demands severe validation. The statistical tests, based on the supervision of the consistency in the domain of the KF measurements and consistency in the system state domain, are reliable procedure of testing the output values of the KF model. On the other hand, modern electronic tacheometers offer the possibilities of combined measurements with Global Positioning System, either in the case of loss of observations or bad observations or to get some additional information about the observed system.
In future work we suggest developing and testing some other KF models, such as adaptive KF model, [11] and [7] , and models, where the satellite based observation and observation, captured with an electronic tacheometer, would be processed in the same model.
