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ABSTRACT

The T-method is a technique developed by Genichi Taguchi to calculate an overall
prediction based on the signal-to-noise ratio without the use of Gram-Schmidt
orthogonalization. The Taguchi Methods, also known as robust design principles, is used
to determine the optimal levels of control factors through planning and conducting
experiments, and evaluating their results. The primary goal of Robust Design is to
minimize variance in the presence of noise factors to achieve a robust process. T-Method
is one of the techniques evolved from Taguchi Methods. This thesis illustrates the use of
the T-method and outlines it steps using four forecasting case studies from various areas
with a univariate response to illustrate the technique. The methodology used to forecast in
the case study is explained and the results obtained are demonstrated. In addition, a basic
comparison with the Mahalanobis-Taguchi System is provided.
.
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NOMENCLATURE

Symbol

Description



Sensitivity Coefficient

η

Signal to Noise Ratio

MTS

Mahalanobis Taguchi System

TSQE

Taguchi System of Quality Engineering

TS-Method

Taguchi Schmidt Method

RD

Robust Design

SUV

Sports Utility Vehicle

MPG

Miles per Gallon

MSE

Mean Sum of Square of Errors

1. INTRODUCTION

Quality Engineering is considered to be a task separate from development, design,
and manufacturing. Quality Engineering is often the responsibility of staff engineers who
are not on the product development team. These engineers are responsible for the
independent and objective testing and evaluation of product prototypes and early
production machines. The task can include statistical analysis of data or evaluation and
maintenance of test equipment. It can also include advising management on how to best
improve the quality emphasis in the organization.
Dr. Genichi Taguchi developed an engineering method of quality improvement
known as Robust Design (RD) in the West. Robust Design is a disciplined engineering
process that seeks to find the best expression of a product design. “Best” is carefully
defined to mean that the design is the lowest-cost solution to the product design
specification, which is based on the customer needs. Cost includes more than just
manufacturing cost. Also included are life-cycle costs and losses to society. Dr. Taguchi
introduced a holistic approach to the traditional engineering tasks of minimizing cost and
maximizing quality by including the quality of the product as one more dimension of
cost. This is done by measuring the quality of the product by its life-cycle costs and
losses to society. High-quality products minimize these costs by performing consistently.
The ability to view delivering the features, cost, and quality of a product as a
systemic problem is becoming more and more necessary in today’s product
commercialization environment. Companies that view these as separate issues risk losing
business to well-integrated competitors who have better time-to-market, fewer start-upproblems and lower operating costs.

Innovative technologies and manufacturing

processes are used only after they are demonstrated to be insensitive against known
sources of variation.
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Robust product design focuses on the product concept selection and parameter
optimization. This is performed by reducing the measured variation of key quality
characteristics and ensuring that those characteristics can be easily adjusted onto the
nominal value or target.
The quality of a product can vary for many reasons. The cause of variability is
called noise factors. Noise factors are defined as anything that causes a functional
characteristic or response to deviate from its target value. Another way to consider noise
is through the conversion of energy.
The signal-to-noise (S/N) ratio metric is designed to be used to optimize the
robustness of a product or process. The properties of signal-to-noise ratio take into
account the variability in the response of a system caused by noise factors.

It is

independent of the adjustment of the mean. The S/N ratio measures relative quality and
does not include unnecessary complications, such as control factor interactions, when the
influences of many factors on product quality are analyzed.
There are two broad classes of signal-to-noise ratios available. Static forms apply
to cases where the quality characteristic’s target has a fixed level; for example, an aim
density for a black text printer.

Dynamic forms apply to cases where the quality

characteristic operates over a range of values; for example, the tone scale in continuoustone printers. Static signal-to-noise ratio cases are primarily focused on a fixed target, as
opposed to having a designed capability to adjust to a changing target.
The dynamic methods are, the most widely applicable methods known for rapid
technology development in Quality Engineering. Good product quality requires stable,
robust, on-target performance. The dynamic method addresses this issue by allowing the
Quality engineer to optimize the system around a function, not a number. In other words,
the method optimizes the system over a range of output values while providing an
independent parameter to adjust the output. The goal of the dynamic method is to
optimize a system’s quality characteristic as a function that generates a range of outputs.
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The dynamic case has multiple values for the output optimization goals. The dynamic
approach accommodates a range of input signals that have an ideal relationship with the
output response.
Applications of the dynamic method are found in technology development where
the final target for the technology may not be known or may depend upon the application.
Similarly, dynamic applications are found in process development where a manufacturing
engineer, for example, may have a process that must be adjustable over a range. These
methods enable engineers to invest their company’s resources efficiently and strategically
in building a family of products or processes from a single development activity.
In addition to the noise factors, a signal factor is shown that is used to adjust the
response. Thus, the two-step optimization process with one signal factor is performed.
First, the variability around the linear function is reduced.

Second, the process is

adjusted to target or controlled dynamically by adjusting the signal factor. Hence, the
primary purpose of the control factors is to negate the influence of the noise factors. It
may be desirable to adjust the sensitivity of the response to the signal value in order to
achieve the desired output range or hit target sensitivity as a 1:1 ratio in a measurement
system. If this is necessary, one of the control factors can be used to adjust the slope of
the linear relationship between the response and the signal factor.
Prediction techniques take into account old and current data using them to
develop sound logic to predict the future values. The T-method is a prediction technique
that generates a model from old and current data together to predict unknown values.
There are various types of the T-Method, including Single Sided T-Method,
Double Sided T-Method and RT- Method. Single Sided T-Method and Double Sided Tmethod are used for prediction, whereas the RT-Method is used for diagnosis. For
example, one of the prediction methods might be used to evaluate a braking system
mechanism. However, the RT-Method might be used to diagnose breast cancer. The
present work focuses on the Single Sided T-Method.
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The T-Method attempts to replace the Gram-Schmidt orthogonal expansion
method. Gram-Schmidt orthogonalization is accurate but requires orthogonal arrays, thus
taking more time. The T-Method, completely eliminates orthogonal arrays, providing a
faster solution. This newer method takes into account the signal-to-noise ratio from all
the input signals. As a result, it takes into account the error reduction at each and every
stage. The T-Method takes into account single value as well as multi-value inputs.
Currently, no literature exists in English on the T-Method. Therefore, it takes
considerable effort to understand the methodology and functionality which helps in
exploring the method to various areas. The T-Method can be compared to various other
methods in the field of Taguchi System of Quality Engineering (TSQE), including of
Mahalanobis Taguchi System (MTS).
The T-method developed from the Taguchi Schmidt method (TS-Method). The
T-Method uses the orthogonal expansion method applied to multiple input signals to
accurately calculate the pattern differences between true values and predicted or
estimated values.

However, since this method is based on orthogonal expansion

methods, it is often very time consuming. As a result, there is a need to develop a time
efficient prediction/estimation method for the above pattern difference calculation that is
not based on orthogonal expansion. One unique characteristic of the T-Method is that it
applies signal-to-noise ratios as a measurement of the functional robustness of target
systems. An individual signal-to-noise ratio can be applied to determine the functional
robustness for each of several predictions. However, it will be better to apply an overall
SN to summarize the functional robustness of all predictions/estimations. This can be
achieved using Taguchi Methods.
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2. OVERVIEW

The T-method is a technique developed by Genichi Taguchi to calculate an
overall prediction based on the signal-to-noise ratio without the use of Gram-Schmidt
orthogonalization. The Taguchi System of Quality Engineering, also known as Robust
Design principles, is used for optimization through planning, conducting, and evaluating
the results of matrix experiments to determine the best levels of control factors. The
primary goal of Robust Design is to minimize variance in the presence of noise factors to
achieve a process inherently insensitive to variation. The T-Method is founded upon the
fundamentals of TSQE. It begins by establishing a model based on a unit space. It also
uses a signal space to validate the model and then the model is applied to unknown data
to forecast the response variable.
The Mahalanobis-Taguchi System is another forecasting and diagnosis technique
based on the fundamentals of TSQE that has generated significant interest in the last
decade. A side by side comparison of the T-Method and the Mahalanobis-Taguchi
System is provided. This thesis outlines the steps of the T-method, illustrating the
technique with various case studies to forecast with a univariate response.
Forecasting is to date an imperfect science. It is the process of estimation in an
unknown situation. The premise in forecasting is that the current or past conditions will
be repeated in the future. The Taguchi System of Quality Engineering is used to estimate
the robustness of a product when subjected to several sources of variation. The measure
of robustness of a product is the signal-to-noise ratio. A class of methods known as the
T-Method has recently been developed for use in forecasting. The T-Method is a subset
of the Taguchi System of Quality Engineering. The T-Method is used to calculate the
S/N ratio associated with the overall prediction of a data set.
Many forecasting models exist in the literature. Beginning with the simplest
linear regression to more advanced Time Series Models. These methods vary in their
accuracy depending on the problem.

Here, the T-method without Gram-Schmidt
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orthogonalization is introduced. The T-method requires the selection of a unit space (also
known as the normal space) in which all members of the group must have the same or
similar output. This study, limits discussion to the application of the T-method when
there is one response variable and several explanatory variables. It assumes that selection
of an explanatory variable is based on expert knowledge and understanding the nature of
the problem.
The multivariate data is partitioned into three different classes in the first step.
The first class is considered the unit group and the second class is considered the signal
group. The unit group and the signal group are used to establish and validate the
forecasting model. The average output value of the unit group and average value of each
variable are subtracted from each member of the signal group. Using the relationship
between the variable values and the output of the signals, the slope, β, and S/N ratio, η,
are estimated to obtain an overall estimate of the true value of output for each signal
member. The slope, β, is the sensitivity of the output with respect to the explanatory
variable.
The Taguchi Methods are also known as Robust Design principles. There are
four fundamental steps in the Taguchi System of Quality Engineering. These are: 1)
Product Parameter Design, 2) Tolerance Design, 3) Process Parameter Design, and 4)
Online Quality Control. The first and most important step in robust design is product
parameter design. This is a three stage process in which the objective is defined, feasible
solutions are explored, and the best option to meet the defined objective is selected.
Taguchi Methods use the signal-to-noise ratio to measure functionality.

There are

different formulations of the signal-to-noise ratio depending upon the quality
characteristic being investigated. These are nominal–the-best (NTB), smaller-the-better
(STB), and larger–the-better (LTB).

For the purpose of technology development,

dynamic signal-to-noise ratio is used. More discussion on the signal-to-noise ratios can
be found in Fowlkes (1995), Phadke (1989), Taguchi (2002), and Taguchi (1982).
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Figure 2.1. Taguchi System of Quality Engineering

There is considerable interest in the contemporary academic as well as applied
research classes of Taguchi methods used for forecasting and diagnosis. For the ease of
application such methods are classified based on their use in prediction or diagnosis as
shown in Figures 2.1 and 2.2.
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Figure 2.2. Techniques for Diagnosis

9

Figure 2.3. Techniques for Forecasting

The following sections discuss the advantages, limitations, and applications of the
Taguchi Methods.
2.1. Advantages, Limitations, and Application
The advantages and limitations of the Taguchi Methods are determined with
respect to existing forecasting and diagnosis tools, also known as pattern recognition
tools in the Artificial Intelligence (AI) domain.
The Mahalanobis-Taguchi System (MTS) technique has been shown to have
superior diagnostic capability compared to Artificial Neural Networks (ANN), when
available data is limited (Cudney, 2007). The MTS is also more applicable than Principle
Component Analysis (PCA) for dimensionality reduction applications.

In PCA, the

variables are transformed into principle components to reduce dimensionality. However,
the computation of principle components requires the original variables. In the MTS, the
dimensionality of a problem is reduced by using signal-to-noise ratios as a metric. The
signal-to-noise ratio is used as a measure of the classification ability of the algorithm.
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The Taguchi Methods in general are easy to understand and apply. Since these
methods are not based on any distributional assumptions, these methods do not require
rigorous knowledge of statistical principles. Woodall (2003) compares MTS to other
statistical methods. The Taguchi Methods inherently assume a linear approximation to
the given system to estimate its functionality. Interactions between control factors and
noise factors are used to provide robust functionalities. These methods are founded on
the assumption that control factor levels are independent of each other.
Several applications of Robust Design have been published describing the
applications and case studies in various areas (Fowlkes 1995, Phadke 1989, Taguchi
2002, Taguchi 1982, Cudney 2007, Woodall 2003, and Yin 2000). The MahalanobisTaguchi System, Mahalanobis-Taguchi System Adjoint Matrix Approach (MDA), and
Mahalanobis-Taguchi Gram-Schmidt (MTGS) applications are also used in several
interdisciplinary

areas

including

manufacturing,

pattern

recognition,

customer

satisfaction prediction, warranty cost prediction, inspection, and software subsystem
improvement (Cudney 2007, Asada 2001, Cudney 2008, Chen 2003, Schwarz 2005).
Shah et al. (2009) has proposed the use of the T-Method to predict vehicle fuel efficiency
as well as to predict total precipitation based on the two years of data (Shah (under
review), Shah (under review)).
2.2. Comparison between T-Method and MTS.
The T-Method and MTS use the fundamentals of TSQE. They are similar but not
identical. Table 2.1. lists the differences in the algorithm of both methods.
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Table 2.1. Comparison between T-Method and MTS
1
2

Mahalanobis Taguchi System

T-Method

Uses a Normal and a Test

Uses a normal group (unit space), a signal

group.

group, and a test group (unknown space).

Data is standardized using the

The data is standardized using the mean.

mean and standard deviation.
3

Uses the inverse of a

No correlation matrix or adjoint matrix is

correlation matrix or an adjoint

used.

matrix.
4
5

Mahalanobis distance is used to It does not use Mahalanobis distance. No
establish a scale.

scale is established.

It uses orthogonal arrays to aid

It does not use orthogonal arrays to remove

the variable elimination

variables.

process.
6

Uses the difference in the

Uses the values of signal-to-noise ratios for

signal-to-noise ratio gain) is

variable elimination.

used for variable elimination.
7

Uses either larger–the-better or

Uses dynamic signal-to-noise ratio.

dynamic signal-to-noise ratio.
8

Can be used either for

Can be used only for forecasting.

forecasting or diagnosis.
9

Efficiency depends on the

Efficiency depends on the optimal

selection of the normal group

combination of unit space and signal space.

and the threshold Mahalanobis
distance.
10 Does not use an over all metric. Uses an overall signal-to-noise ratio to
indicate the robustness of a model.
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3. METHODOLOGY

This section outlines the steps for of the T-Method. In any given case, particular factors
affect the outcome, M, of a system. There may be many such factors. Let xi (i=1, 2…,
n) be the value of those factors. The entire methodology can be divided into three steps.
The diagrammatic representation of T-Method is shown by figure 3.1.

Figure 3.1. T-Method Methodology
As described in figure 3.1, the method can be divided into three basic phases.
First is selecting the unit space from the multivariate data, second to select the signal and
prepare a model using T-Method and the last step to apply the model developed using the
T-Method to unknown data and obtain the predictions. All the steps are described in
detail below.
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Step 1:
The first step is to determine the unit space, i.e., the reference data to be used to
forecast the output. The unit space is the ideal data set which gives the relation between
the input and the output variables. The unit space is selected from the multivariate data
set in such a way that it reflects the desired relation in the most appropriate way.
Step 2:
The second step is to generate a model using the test space or the signal space.
The test space or signal space must also be selected to ensure the accuracy of the model.
The next step to form a model using the T-Method is to standardize the data using
subtraction.
The average output response value (i.e. prediction) is denoted as M 0 and the
average value of input variables is denoted as x10 , x 20 , x30 ,..., x k 0 . The number of signal
members is l . Therefore, M 0 is the average value of M 1 , M 2 ,…, M l . Similarly, the
average values of x10 , x 20 , x30 ,..., x k 0 which correspond to ( x11 , x 21 , x31 ,..., x k1 ),…,
( x1l , x 2l , x3l ,..., x kl ) are calculated. These values will become the unit space as mentioned
above. The data is then standardized using as shown in Table 3.1.

Table 3.1. Standardized Input and Output Values
Variables

M1

M2

M3

…

Ml

1

x11

x21

x31

…

xl1

2

x12

x22

x32

…

xl2

3

x31

x23

x33

…

xl3

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

K

xk1

xk2

xk3

…

xkl
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The values of the unit space are subtracted individually from the signal data and a
new standardized set of data is obtained. Subtraction is used to standardize the data in
order to show how far the signal data is from the unit space data. This provides a
measure of the data offset from the unit space as shown in Table 2.2.
The sensitivity between one input variable and the output response is denoted as
β, and the corresponding signal-to-noise ratio is denoted as η. The sensitivity and the
signal-to-noise ratio are used to forecast as shown in Equations 1 through 14:
M 1 x11  M 2x 21  ...  M l xl1
r

1 

r  M1

2

2

 M 2  ...  M l

0

1   S   Ve
 r (V )
e


(1)

2

( S   Ve )

(2)

(3)

where
2

2

S T  x11  x 21  ...  x l1

S 
Ve 

2

( M 1 x11  M 2 x 21  ...  M 1 x l1 ) 2
r

(4)
(5)

(ST  S  )
l 1

(6)
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Using the equations above, β and η values are calculated for each xk. The values
obtained can be presented in a tabular form as shown in Table 2.3. The accuracy of the
prediction for each x can then be assessed.

Table 3.2. β and η for each item x
Items

x1

x2

…

xk

Sensitivity

1

2

…

k

S/N

1

2

…

k

The individual datum can be predicted using Equation 7:

Mi 

xij

 j (i = 1, 2,...,k; j = 1,2,..,l)

(7)

Using the individual signal-to-noise ratio from the Table 2.3., the individual
prediction can be calculated using Equation 8:


Mi 

xi1
x
 ...   k  ik
1
k
1   2  ...   k
(i=1,2,.,l)

1 

(8)

The signal data and the predicted data can be tabulated and compared as shown in
Table 3.3.
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Table 3.3. Signal and Predicted data
Signal

M1

M2

…

Ml

M̂ 1

M̂ 2

…

M̂ l

value
Predicted/
Estimated
value

The overall prediction and the signal-to-noise ratio of the entire system can be
calculated using Equations 9 to 14:



S T  ( M 1 ) 2  ( M 2 ) 2  ...  ( M l ) 2




L  M 1 M 1  M 2 M 2  ...  M l M l

S 

L2
r

(f = l)

S e  ST  S 

Ve 

Se
l 1

  10 log

(f=l)

(9)

(10)

(11)

(12)

(13)

( S   Ve )
r (Ve )

(14)
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The final signal-to-noise ratio obtained using the above equation is dynamic
signal-to-noise ratio. It indicates the stability of the system. The signal-to-noise ratio
expresses the robustness of the system. After confirming the forecasting for the data of
the signal space, a model is formed using the T-Method. This model so formed in turn is
used to predict the values using the unknown data.
Step 3:
The next step is to apply to model so developed on the unknown data whose
output has to be predicted. The same procedure is used to forecast the values of the
output for unknown space or unknown data. The signal space data now becomes the
unknown data and the whole procedure is followed in the same way as described above.
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4. PREDICTING FOOD SELF SUFFICIENCY RATIO USING T-METHOD

4.1. FOOD SELF SUFFICIENCY RATIO (CASE STUDY)
This work tested the T-Method in a case study of the food self-sufficiency ratio for
twelve different countries and thirteen food products. The case study relied on yearly
food self-sufficiency ratio values for each country for the years 2001 and 2002, to
forecast the ratios of self-sufficiency for the year 2003.
The food self-sufficiency ratio is the index that reflects how effectively the
domestic food consumption is covered by domestic production. The food self-sufficiency
ratio is given by Equation 15.

M

Domestic Production Amount
 100
Domestic Consumption

(15)

Where M is the food self-sufficiency ratio for a given year for a particular country.
Numerous variables affect the overall food self-sufficiency ratio. The food products used
in this data set are given in table 4.1.
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Table 4.1. Food Products
Ｎｏ.
1
2
3
4
5
6
7
8
9
10
11
12
13

Item
Edible Grain
Wheat
Grain
Potato
Beans
Vegetables
Fruits
Meats
Egg
Dairy Products
Marine Products
Sugar
Oils & Fats

Here xi (i=1,2…,13) is the value of individual self-sufficiency ratio for a given
year for those food products. The selection of the unit space is taken as the average of
the data. The unit space selected provides a reference of the data as it is offset from the
mean. The average of the data for the year 2001 was selected as unit space. This
research will use the T-Method to then forecast the food self-sufficiency ratio for the
unknown year, 2003, for 12 countries.
Before forecasting the unknown values, the validity of the method was verified by
forecasting the values of the food self-sufficiency ratio for the known year 2002 using the
values of 2001 as unit space. The signal space was defined as the value of the year 2002.
The T-Method is first applied on the unit space (year 2001) and the signal space
(year 2002). The results were then used to obtain the results of unknown year 2003.
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4.2. DISCUSSION OF RESULTS
The results were verified using regression analysis to compare the actual and forecasted
data. The results between the actual and predicted data of the signal data are shown in
Figure 4.1. which takes into account the year 2002.

Comparison of Actual and Predicted Data for 2002
250

Food Self-Sufficiency Ratio

200

150
Actual Data
Predicted Data
100

50

0
1

2

3

4

5

6

7

8

9

10

11

12

Countries

Figure 4.1. Actual vs. Predicted Signal Data
Figure 4.1 indicates that actual and predicted data are similar. The result obtained
shows the validation of the analysis performed using the T-method. The value of R2 was
obtained using linear regression, as shown in Figure 4.2.
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Actual vs Predicted
Regression: Signal Data
250

2

R = 0.9528

200

Predicted

150
Actual vs Predicted
Linear (Actual vs Predicted)
100

50

0
0

50

100

150

200

250

Actual Data

Figure 4.2. Value of R2

The value of R2 is 0.9526, which indicates low variation in the output
performance characteristic. This value also shows the deviation of the predicted values
from the actual values. This case study clarifies the use of the T-Method and the linear
regression analysis indicates the potential value of the method as applied to other cases.
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5. PREDICTING ANNUAL PRECIPITATION USING T-METHOD

5.1. ANNUAL PRECIPITATION (CASE STUDY)
A second case study applies the T-Method to predict annual precipitation with univariate
response. The case study contains monthly precipitation values for a city from 1970 to
2006. In this case study the goal is to forecast the values of annual precipitation for all of
the years using the values of precipitation for the months of the respective years.
The relationship between the annual precipitation and the precipitation rate for
each month is given by Equation 16.
12

M   xi
i 1

(16)

Where M is the total precipitation for a given year and xi is the value of individual
precipitation for a given month of a year. The average of the data for the years 1970 to
1999 was selected as the unit space. The T-Method was used to forecast the annual
precipitation for the unknown years which include 2000 to 2006.
The validity of the method was first verified by forecasting the values of the
precipitation for the known years, 1970 to1999. In addition, the signal space must be
defined, i.e. the data which is used for forecasting. Therefore, the signal space will be the
value of precipitation rates for the years 1970-1999.
5.2. DISCUSSION OF RESULTS
Regression analysis was then used to compare the actual and forecasted data. The actual
and predicted signal data for 1970 to 1999 are shown in Figure 5.1.
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Comparison of Actual and Predicted Data
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Figure 5.1. Actual vs. Predicted Signal Data

Figure 5.1. indicates that actual and predicted data are similar, thus validating the
use of T-Method.

The results include the values that are predicted by the model

generated using the T-Method and the actual values. These values are close to each other
which proofs the model and hence the next step can be performed using the unknown
values.
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T he p re d ictio n o f the a nnua l
p re cip ita tio n

y = x + 9E -12
R 2 = 0.8772
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Figure 5.2. Value of R2

As shown in Figure 5.2, linear regression analysis yields an R2 value of 0.8772,
which indicates lower variation in the output performance characteristic. Next, Figure
5.3 compares predicted and actual data for the years 2000 to 2006.
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Comparison of Actual and Predicted Data
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6. PREDICTING GAS MILEAGE USING THE T-METHOD

6.1. GAS MILEAGE (CASE STUDY)
The International Energy Agency (IEA) announced in its recent annual market forecast
that the rising global demand for gasoline and limited new supplies are responsible for
high prices of crude oil. Further, oil producers are reported to be working at full capacity
and there is no visible sign of abnormal inventories. It is claimed hence, that current oil
prices are therefore justified by the fundamentals of the oil industry. The price per barrel
of crude oil was $145 as of July 2, 2008 and is expected to rise to $155 by Labor Day of
2008. Further, the one-year forecast for crude oil has risen to $188.50 per barrel in 2008.
Based on oil prices, automotive manufacturers have been challenged to make changes in
the vehicle design to make vehicles increasingly fuel efficient. The present research used
2004 New Car and Truck Data from the American Statistical Association [3]. Data was
extracted for Sport Utility Vehicles (SUV) to demonstrate the used of T-Method. The
same principles can be extended and applied to other types of vehicles.

Seven

explanatory variables affecting fuel efficiency were considered in this study including 1)
engine size, 2) number of cylinders, 3) horsepower, 4) weight, 5) wheelbase, 6) length,
and 7) width of the vehicle. The response variable is city miles per gallon (MPG).
In this case study, the goal was to forecast the MPG for various SUVs given the
MPG values of other SUVs. The case study takes into account 60 SUVs and seven
factors affecting the overall MPG for these models.
Let xi (i=1, 2, …, 7) be the value of the individual factors for a particular vehicle
(i.e. engine size, number of cylinders, etc). In order to forecast MPG the following steps
are taken into account. First, a system is constructed on the basis of which values of
MPG are unknown for SUVs and can be predicted. The average of the data of 15 SUVs
was selected as the unit space. The number of cars so chosen was because of the data
availability. As data for 60 cars was available, so three spaces had to be chosen from the
multivariate data, the spaces are unit space, signal space and unknown space.

So

sufficient data was required from which the unknown space can be picked up. So taking
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15 cars each for unit space and signal space, left 30 data of cars for the unknown space.
From the data of 30 cars any 15 cars can be chosen on which T-Method can be applied.
This research will use the T-Method to then forecast miles per gallon for the unknown
SUVs.
The signal space must be defined appropriately as it is the data which is used for
forecasting. Various iterations were made to obtain a stable model which takes into
account the unit space and signal space. The selection of the signal space was based on
sum of mean square error (MSE).

6.2. DISCUSSION OF RESULTS
This section discusses the comparison of the data obtained from the T-Method and the
actual data. The results are forecasted on the basis of the system generated with the unit
space and signal space. The sum of mean square error is used as the reference to obtain
the base system from which the prediction for unknown values of MPG for SUVs is
being calculated. The lowest value of the sum of mean square error obtained for a
particular combination is taken as the base system. The lowest value of sum of mean of
square of error signifies the lowest variation obtained in the base system formed from the
iterations that were being performed. The key is to obtain a stable base system so that the
predictions can be made more accurately. The lowest value of sum of mean square error
so obtained after conducting 75 iterations was 2.31. As described in the previous section
the signal data containing the values of known SUV is taken into account to predict their
values first. The results between the actual and predicted data of the signal data are
shown in Figure 6.1.
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Figure 6.1. Actual vs. Predicted Signal Data

These results also indicate that the predicted MPG of the SUV is close to the
actual MPG of the SUVs.
Figure 6.2. compare the actual and predicted data for the unknown MPG values,
indicating that they are close to each other.
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Actual vs Predicted Data for Unknown Values
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Figure 6.2. Actual v/s Predicted Data for Unknown Values
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7. PREDICTING VEHICLE COST USING T-METHOD

7.1. VEHICLE COST (CASE STUDY)
According to the Washington Times, the increasing price of cars is affected by three
major factors including increasing demand, soaring material costs, and fuel-efficiency
costs [1]. Therefore, it becomes important to understand empirically the increase in the
vehicle cost. With respect to the price of cars, a GM official was quoted stating, “GM
cars would be $5,000 more expensive if the Bush administration got its way with fuel
standards by raising fuel economy 4% every year through 2017.”[2]. This paper
demonstrates a method of forecasting vehicle cost based on vehicle characteristics. The
research used 2004 new car and truck data from the American Statistical Association [3].
The same principles can be extended and applied to other types of vehicles. Seven
variables were considered in this study including 1) engine size, 2) number of cylinders,
3) horsepower, 4) weight, 5) wheelbase, 6) length, and 7) width of the vehicle. The
response variable is vehicle cost.
There are numerous variables affecting the vehicle cost such as engine size,
weight, length, width, and wheelbase. In this case study, seven factors are explored. Let
xi (i=1, 2, …, 7) be the value of individual factors for a particular vehicle. In order to
forecast vehicle cost the following steps are taken into account. The average of the data
of 15 vehicles was selected as the unit space. This research uses the T-Method to then
forecast vehicle cost for the unknown vehicles. The number of vehicles i.e. 15 chosen for
the unit space and signal space follows the same reasoning as the previous case study.
Before forecasting the unknown values the validity of the method was verified by
forecasting the values of the signal space.

The signal space must be defined

appropriately as it is the data which is used for forecasting. Various iterations were made
to obtain a stable model which takes into account the unit space and signal space. The
sum of mean square error was utilized as the basis of selection for the system.
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7.2. DISCUSSION OF RESULTS
This section discusses the comparison of the data obtained from the T-Method and the
actual data. The results are forecasted on the basis of the system generated with the unit
space and signal space. The sum of mean square error is taken as reference to obtain the
base system from which prediction for unknown values of vehicle cost is performed. The
lowest value of the sum of mean square error obtained for a particular combination is
taken as the base system. The lowest value of sum of mean square error signifies the
lowest variation obtained in the base system formed from the iterations that were being
performed. The purpose is to obtain a stable base system such that the predictions are
more accurate. The number of iterations conducted was fixed to 75. As described in the
previous section the signal data containing the values of known vehicles is taken into
account to predict their values first. The results between the actual and predicted data of
the signal data are shown in Figure 7.1.
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The values shown in Figure 7.1 depict the actual and predicted data close to each
other. This shows the validation of the data for the known values of vehicle cost using
the T-method. This in turn shows the accuracy of T-method for selecting the base
system. In addition, it can also be concluded that the vehicle cost is close to the actual
vehicle cost.
Figure 7.2. shows the results of the actual versus predicted data for the unknown
vehicle cost. This is obtained from the system generated using the values of known
vehicle cost.

Actual vs Predicted for Unknown Values
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The Figure 7.2 shows comparison for the vehicle cost of unknown values of
vehicle cost taken into consideration. The comparison of actual and predicted data shows
a close relationship between the two.
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8. CONCLUSION

The T-Method is a means of predicting various outcomes. Some of the cases to which Tmethod can be applied are described in the previous sections, with a detailed outline of
the methodology. As the range of case studies suggests, the T-Method is applied to
various industries and activities such as agricultural industry, automobile industry and
weather forecasting. T-Method in particular can be used for various areas including the
manufacturing sector. A new means by which the unit space and signal space can be
selected is being proposed. This very selection is the basis for the model on which TMethod works. The T-Method can be applied to real time example and its accuracy can
be verified.

This method has the distinct advantage of not using Gram-Schmidt

Orthogonalization. The T-Method in itself is a unique method which has a vast scope in
many industries. The T-Method has a key advantage over other methods in the form of
able to work with small sets of data. This gives T-Method an edge over MTS and other
methods such as artificial neural network.
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9. FUTURE WORK

This is the first step as to understand the T-Method and apply it to various
applications. Future work in this area can be performed in various sectors. First and
foremost is applying the T-Method to real time examples. Another area of research is to
apply it to data with different scales. Exploring various scopes of area for this method is
vital as well. Future work can be done in selecting the unit space which is vital for the TMethod. Comparison of T-Method to various other statistical methods as well as other
methods can also be made to differentiate between them.
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