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INTRODUCCIÓN
La espectroscopia ha sido a través de los años un área básica para estudiar y
analizar la estructura de las moléculas. Uno de los temas centrales en espectroscopia
molecular es el estudio de la rotación y la vibración moleculares. El correspondiente
Hamiltoniano rovibracional consta de dos componentes principales. Por un lado se
tiene un operador de energía cinética que es la suma de tres términos: la energía
cinética rotacional, la energía cinética vibracional y la energía de interacción entre
la rotación y la vibración. Por otro lado, se tiene un operador de energía potencial
descrito en términos de las coordenadas nucleares.
Aunque la construcción de Hamiltonianos rovibracionales es un tema de interés
desde los primeros tiempos de la mecánica cuántica, encontrar la representación ade-
cuada para su resolución no es una tarea fácil. Actualmente, este problema se puede
abordar aprovechando los conceptos y herramientas de la química computacional.
Los paradigmas de ingeniería del software y de la programación orientada a obje-
tos se pueden usar como herramientas eficaces en el desarrollo e implementación de
algoritmos matemáticos dirigidos a la construcción y posterior resolución del Hamil-
toniano rovibracional.
2 INTRODUCCIÓN
En este contexto, el presente estudio se enmarca dentro de la línea de investi-
gación en espectroscopia molecular, correspondiente a la construcción de Hamilto-
nianos rovibracionales anarmónicos en moléculas de tamaño y complejidad arbitra-
rios. Para tal fin se desarrollan e implementan algoritmos para el cálculo numérico
de los términos cinéticos y para la definición óptima del sistema de ejes moleculares
usados para construir la matriz G rovibracional. La exploración masiva de datos es-
tructurales se afronta actualmente de manera eficiente con sistemas de computación
distribuida. La metodología presentada en este trabajo se implementa de forma que
pueda interactuar con los resultados obtenidos en estos procesos.
Este trabajo se ha estructurado de la siguiente forma:
En el capítulo 1, Objetivos, se presentan el objetivo general y los objetivos es-
pecíficos del trabajo.
En el capítulo 2, Fundamentos teóricos, se presentan los fundamentos teóricos
en los que se basa la metodología implementada. Específicamente, se realiza una
revisión de los conceptos teóricos fundamentales necesarios para una comprensión
adecuada de las propiedades que se obtienen de los cálculos de estructura electrónica.
Posteriormente, se hace una revisión de los conceptos involucrados en la descripción
de la rotación, vibración y el acoplamiento rotación-vibración moleculares. Final-
mente, se describen los conceptos de carácter computacional en los que se basa el
desarrollo de los componentes software implementados en este trabajo.
En el capítulo 3,Metodología, se detallan los métodos y técnicas utilizados. En él
se describe y define el conjunto molecular usado para la calibración e implementación
de los algoritmos desarrollados y se describen los métodos de cálculo y herramientas
utilizadas en la investigación.
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En el capítulo 4, Resultados y discusión, se presentan, discuten e interpretan los
resultados obtenidos. En primer lugar, se describe como se lleva a cabo la construc-
ción del Hamiltoniano molecular rovibracional. Posteriormente, se detalla el desa-
rrollo de los algoritmos para el cálculo de las derivadas numéricas y la selección
de ejes óptimos para el cálculo de la matriz G rovibracional. También se presen-
tan en este capítulo el diseño, análisis e implementación del software desarrollado
para el cálculo de la matriz G rovibracional en moléculas no-rígidas de tamaño arbi-
trario en ejes moleculares optimizados. Finalmente, se presenta una aplicación de la
metodología desarrollada en este trabajo a un caso específico de interés, la molécula
de n-butironitrilo.
Posteriormente, se presentan las Conclusiones a las que se ha llegado basándose
en los resultados discutidos en el capítulo anterior.
Después se describen los Trabajos futuros que se pueden abordar como conti-
nuación de este trabajo.
A continuación se presenta la Bibliografía utilizada.
Finalmente, a modo de Apéndice se incluyen los trabajos a los que ha dado lugar
la presente investigación.

CAPÍTULO
UNO
OBJETIVOS
1.1. Objetivo general
El objetivo general de este trabajo es:
Desarrollar una metodología para la construcción de Hamiltonianos rovibra-
cionales anarmónicos en moléculas de tamaño y complejidad arbitrarios.
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1.2. Objetivos específicos
Para alcanzar el objetivo general descrito, se han planteado los siguientes obje-
tivos específicos:
 Obtención de los términos cinéticos a partir de la matriz G rovibracional en
coordenadas generalizadas.
 Desarrollo de expresiones de alta precisión para las derivadas numéricas nece-
sarias en el cálculo de la matriz G rovibracional.
 Desarrollo de una metodología de selección óptima de ejes moleculares para la
construcción de la matriz G rovibracional.
 Utilización de manera eficiente de las ventajas que ofrece la computaciónGrid,
particular en la generación masiva de datos estructurales, para ser utilizadas en
los componentes software desarrollados en el trabajo.
 Aplicación a un caso de interés: la molécula de n-butironitrilo.
CAPÍTULO
DOS
FUNDAMENTOS TEÓRICOS
En este capítulo se describen los fundamentos y conceptos teóricos básicos uti-
lizados en la realización de este trabajo. El capítulo está organizado en tres partes
fundamentales:
En la sección 2.1 se aborda el tratamiento del problema electrónico. La reso-
lución de la ecuación de Schrödinger independiente del tiempo es el punto funda-
mental a tratar aquí. Así, se describen brevemente las aproximaciones, métodos y
teorías involucrados en la resolución de la ecuación de Schrödinger electrónica. Una
vez resuelta la ecuación de Schrödinger electrónica para un número de geometrías
moleculares se conoce también la superficie de energía potencial. La obtención de
la superficie de energía potencial también constituye la base para la resolución del
movimiento nuclear.
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En la sección 2.2 se abordan los conceptos esenciales en el tratamiento de la
rotación y vibración moleculares. Los movimientos nucleares de moléculas poliató-
micas son el tema central. Aquí se realiza una descripción tanto de la rotación y vi-
bración moleculares como del tratamiento de la interacción entre vibración y rotación.
Finalmente, en la sección 2.3 se describen las técnicas y métodos computa-
cionales utilizados en la resolución de los problemas específicos que se plantean
en este trabajo. Se realiza una descripción breve de los conceptos involucrados en
el desarrollo de software, en la programación orientada a objetos, en las técnicas de
minimización y en el manejo de datos y procesos en entornos Grid computacionales.
2.1. Estructura electrónica molecular
El estudio de la estructura electrónica molecular es uno de los principales temas
considerados en el ámbito de la química computacional. La descripción del movimien-
to de los electrones, a través del campo de cargas nucleares puntuales fijas, es de gran
relevancia para la comprensión de la reactividad química, ya que en ella se impli-
can la formación y ruptura de enlaces. Puesto que núcleos y electrones son entidades
cuánticas, obedecen a las leyes de la mecánica cuántica y a través de ella se realiza
su estudio.
2.1.1. Aproximación de Born-Oppenheimer
El punto de partida del problema electrónico es la ecuación de Schrödinger mo-
lecular. Para un sistema molecular, la ecuación de Schrödinger independiente del
tiempo tiene la forma:
HˆY(r ;R) = EY(r ;R) (2.1)
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donde Y es la función de onda, que depende de la posición de los electrones (ri) y
núcleos (RA) en la molécula y Hˆ es el operador Hamiltoniano dado por,
Hˆ= Tˆ+V (2.2)
siendo Tˆ el operador de energía cinética y V el potencial. Finalmente, E es la energía
del sistema en ese estado.
El Hamiltoniano para un sistema de N núcleos y M electrones, en unidades
atómicas, se escribe de la siguiente forma [1]:
Hˆ= 
N
å
A=1
1
2MA
Ñ2A 
M
å
i=1
1
2
Ñ2i  
M
å
i=1
N
å
A=1
ZA
riA
+
M
å
i=1
M
å
j>i
1
ri j
+
N
å
A=1
N
å
B>A
ZAZB
RAB
(2.3)
En esta ecuaciónMA es la relación de la masa del núcleo A, con número atómico ZA,
respecto a la masa del electrón. El primer término se refiere a la energía cinética de
los núcleos. El segundo término es el operador de energía cinética de los electrones.
El tercer término representa la atracción electrón-núcleo. El cuarto y último términos
representan la repulsión entre electrones y núcleos, respectivamente.
El problema central de la química cuántica y la espectroscopia es la resolución
de la ecuación de Schrödinger molecular. Para abordar tal resolución se hace uso de
la aproximación de Born-Oppenheimer [2].
La aproximación de Born-Oppenheimer se basa en el hecho de que, al ser las
masas nucleares mucho mayores que las electrónicas, se puede suponer que los elec-
trones siguen instantáneamente los cambios en la posición de los núcleos, de modo
que su distribución para cada configuración nuclear depende únicamente de las posi-
ciones de los núcleos y no de sus velocidades [2]. Por lo tanto, es posible considerar
que para los electrones los núcleos están fijos y que para los núcleos los electrones
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son como una distribución de carga, con lo que el movimiento de ambos se considera
independiente el uno del otro.
El Hamiltoniano puramente electrónico se obtiene de la ecuación (2.3) con-
siderando los núcleos fijos:
Hˆelec = 
M
å
i=1
1
2
Ñ2i  
M
å
i=1
N
å
A=1
ZA
riA
+
M
å
i= j
M
å
j>i
1
ri j
(2.4)
Para una configuración nuclear fija, la energía total, incluyendo la repulsión nu-
clear es:
Etotal = Eelec +
N
å
A=1
N
å
B>A
ZAZB
RAB
(2.5)
De la ecuación del Hamiltoniano total (2.3) y de la expresión de la energía total (2.5),
se obtiene la expresión del Hamiltoniano nuclear como:
Hˆnucl = 
N
å
A=1
1
2MA
Ñ2A+Etotal(RAB) (2.6)
La energía total para núcleos fijos define el potencial para el movimiento nuclear en
un espacio 3N-6 (3N-5) dimensional y se denomina hipersuperficie de energía po-
tencial. Para estudiar los movimientos de los núcleos, como vibraciones y rotaciones
moleculares, se debe trabajar con esta hipersuperficie.
2.1.2. Resolución del Hamiltoniano electrónico
Método variacional
El método variacional [1] se usa para resolver de forma aproximada la ecuación
de Schrödinger independiente del tiempo en sistemas de varias partículas que inte-
raccionan entre sí. Este método está basado en el principio variacional, que establece
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que la energía del estado fundamental calculada con una función de onda aproximada
es siempre un límite superior de la energía exacta. Es decir, dado un sistema con Ha-
miltoniano Hˆ, si Y es una función normalizada que se comporta bien y que satisface
las condiciones de contorno del problema, se cumple que:
<Yj Hˆ jY> E0 (2.7)
donde E0 es el valor exacto de la energía.
En su forma más extendida, el método variacional se aplica expresando la fun-
ción de prueba como una combinación lineal de un conjunto de funciones de base,
Y = å
i
ciji (2.8)
Se trata de buscar los coeficientes que minimizan la energía. Utilizando el método
de los multiplicadores indeterminados de Lagrange, e imponiendo la condición de
mínimo y de ortonormalidad de las funciones, el problema de resolver la ecuación de
Schrödinger se transforma en la resolución de un sistema lineal de ecuaciones de la
forma:
å
i
ci

< jkjHˆjji >  Edi j

= 0 (2.9)
donde di j es la delta de Kronecker y el término entre corchetes define el determinante
secular. Los valores propios del determinante son los valores de energía para los dis-
tintos niveles, y cada vector propio proporciona los valores de los ci que corresponden
a cada energía.
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Determinante de Slater
El problema de resolver la ecuación de Schrödinger para una molécula se puede
plantear construyendo una función de onda inicial que luego se refina utilizando el
principio variacional. Para N electrones, la aproximación más sencilla es utilizar una
función de onda para cada electrón (orbital molecular) independiente de los demás.
Cada función monoelectrónica, y(ci), denominada spin-orbital, se representa por:
y(ci) = fi(r)a(w)
y(ci+1) = fi(r)b (w)
(2.10)
siendo fi(r) un orbital espacial y a o b funciones de spin, donde ci representa las
coordenadas r y w .
La aproximación orbital propone definir la función de onda polielectrónica como
un producto de orbitales moleculares monoelectrónicos, conocido como producto
de Hartree [3], y el Hamiltoniano como la suma de Hamiltonianos independientes
monoelectrónicos.
El principio de Pauli [4] exige que la función de onda sea antisimétrica, es decir,
que cambie de signo respecto al intercambio de coordenadas espaciales y de spin.
Esto implica que la función de onda se puede representar como un determinante de
Slater [5]:
Y(c1;c2; : : :cN) =
1p
N!

y1 (c1) y2 (c1)    yN (c1)
y1 (c2) y2 (c2)    yN (c2)
           
y1 (cN) y2 (cN)    yN (cN)

(2.11)
donde (N!) 1=2 es el factor de normalización. Las filas de un determinante de Slater
vienen definidas por los electrones, y las columnas por los spin-orbitales. Un de-
2.1. Estructura electrónica molecular 13
terminante de Slater introduce correlación de intercambio, lo cual significa que dos
electrones con spin paralelo están interrelacionados.
Aproximación de Hartree-Fock
La aplicación del principio variacional usando como función de prueba un deter-
minante de Slater define el método de Hartree-Fock (HF) [1]. El principio variacional
establece que la mejor función de onda de esta forma funcional proporcionará la ener-
gía más baja posible,
E0 =<YjHˆjY>=
N
å
a
<Ya(r1)jh(r1)jYa(r1)>
+
1
2
N
å
a
N
å
b
<Ya(r1)Yb(r2)jr 112 jYa(r1)Yb(r2)>
 <Ya(r1)Yb(r2)jr 112 jYb(r1)Ya(r2)>
(2.12)
donde Hˆ es el Hamiltoniano electrónico completo. El primer término de esta expre-
sión es monoelectrónico y se denomina Hamiltoniano monoelectrónico o de core. En
este término el operador h(r1) tiene la forma:
h(r1) = 12Ñ
2
1 å
A
ZA
r1A
(2.13)
El segundo término de la ecuación (2.12) se denomina integral de Coulomb y tiene
el análogo clásico de la repulsión interelectrónica. El tercer término es la integral de
intercambio, que aparece como consecuencia de la antisimetría de la función de onda
de los electrones y no tiene un análogo clásico.
Minimizando E0 con respecto a la elección de los spin-orbitales se deriva la
ecuación de Hartree-Fock, la cual determina los spin-orbitales óptimos. La ecuación
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de HF es una ecuación de valores propios de la forma:
f jYa >= eajYa > (2.14)
donde f es un operador efectivo para un electrón, llamado operador de Fock [6],
f (r1) = h(r1)+å
b
jb(r1)  kb(r1) (2.15)
y j y k son los operadores de Coulomb y de intercambio, respectivamente:
jb(r1)Ya(r1) =
Z
dr2Yb (r2)r
 1
12 Yb (r2)

Ya (r1) (2.16)
kb(r1)Ya(r1) =
Z
dr2Yb (r2)r
 1
12 Ya (r2)

Yb (r1) (2.17)
La ecuación (2.16) representa el potencial local promedio en r1 que surge de un
electrón enYb, es decir, que la repulsión coulombiana electrón-electrón se reemplaza
por una repulsión promedio.
Como el operador de Fock (ecuación 2.15) depende de sus funciones propias, la
ecuación de HF es no lineal y se resuelve iterativamente mediante el procedimiento
llamado método del campo autoconsistente (SCF, Self Consistent Field) [7, 8]. La
solución de la ecuación (2.14) produce un conjunto de spin-orbitales ortonormales
Yi con energías ei. Los N spin-orbitales con las energías más bajas son los ocupados
y los spin-orbitales restantes del conjunto son los virtuales.
La interpretación física de las soluciones a las ecuaciones de HF está dada por el
teorema de Koopmans [9]. Dicho teorema establece que dado un determinante de N
electrones, las energías de los orbitales moleculares ocupados representan el poten-
cial de ionización de un electrón en dicho orbital, mientras que las energías corres-
pondientes a orbitales virtuales representan la afinidad electrónica para la ocupación
por un electrón de ese orbital.
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Ecuaciones de Roothaan-Hall
La contribución de Roothaan [10] y Hall [11] fue convertir las ecuaciones íntegro-
diferenciales de Hartree-Fock en un conjunto de ecuaciones algebraicas que se pueden
resolver por técnicas matriciales estándares. Esto se lleva a cabo introduciendo un
conjunto de k funciones de base espaciales conocidas y expandiendo los orbitales
moleculares no conocidos como una combinación lineal de ellas:
Yi =
k
å
m
cmi cm (2.18)
Sustituyendo la expansión lineal (2.18) en la ecuación de HF (2.14), la ecuación
íntegro-diferencial se convierte en una ecuación matricial de la forma,
å
m
Fmncna = eaå
n
Smncna (2.19)
donde a indica el spin-orbital. De la ecuación (2.19) se definen dos matrices, la ma-
triz de Fock, F, y la matriz de solapamiento, S. La matriz F es la representación
matricial del operador de Fock (ecuación 2.15) y sus elementos de matriz involucran
integrales monoelectrónicas y bielectrónicas. El valor de los elementos de la matriz
de solapamiento se encuentran en el intervalo 0 jSmn j  1.
Las ecuaciones de Roothaan-Hall (2.19) se pueden escribir de forma matricial
de la siguiente manera:
(F0  e )C0 = 0 (2.20)
que es la denominada forma canónica de las ecuaciones, la cual se resuelve para C0
diagonalizando F0. Las ea son los valores propios y los vectores propios representan
los orbitales moleculares.
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A partir del sistema de ecuaciones (2.20) se aplica el método SCF para resolver el
problema iterativamente, al igual que en el método de HF. De esta forma, la energía
electrónica más baja está dada por:
E0 =
1
2
OA
å
m
OA
å
n
Pmn(hmn +Fmn) (2.21)
para OA orbitales atómicos, donde P es la matriz densidad.
Como el tamaño del conjunto de funciones de base {cm} es finito, conjuntos de
base mayores rebajan más la energía HF, E0, hasta que se alcanza un límite llamado
límite de Hartree-Fock. Este límite es la solución exacta de las ecuaciones de HF,
correspondiendo a una base de longitud infinita. El principio variacional indica que
siempre se obtendrá una energía mayor que la energía en el límite de HF. Los resul-
tados obtenidos con las ecuaciones de Roothaan-Hall son una aproximación a dicho
límite.
Funciones de base
El uso de un conjunto de base adecuado es un requerimiento esencial para el
éxito de un estudio teórico. Fundamentalmente se utilizan dos tipos de funciones de
base en los cálculos de estructura electrónica:
a) Los orbitales de tipo Slater (STO, Slater-Type Orbitals) [12], que son funciones
de la forma:
cSTO = N rn 1e z rYlm(q ;j) (2.22)
donde N es la constante de normalización, z es una constante denominada
exponente del orbital, que determina el tamaño del mismo, r es la distancia
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electrón-núcleo, n es el número cuántico principal e Ylm es un armónico esféri-
co.
b) Los orbitales de tipo Gausiano (GTO,Gaussian-Type Orbitals) [13], que tienen
la forma:
cGTO = N xl ym zne a r
2
(2.23)
donde a es una constante que determina la extensión radial de la función y los
valores l, m y n son exponentes positivos que se definen a través de la suma
L = l+m+ n. L = 0 define una función tipo s, L = 1 una función tipo p, etc.
Con las funciones GTO la evaluación de las integrales moleculares es menos
costosa.
Dentro de la clasificación de los conjuntos de base, un conjunto de base mínimo
contiene el número mínimo de funciones de base requeridas por cada átomo para
describir sus orbitales atómicos. Se usa un orbital STO por cada orbital atómico. Las
bases split valence usan más de una función para representar un orbital atómico de
valencia y solo una para cada orbital interno. Las bases polarizadas son funciones
con alto momento angular. Estas se usan para aumentar la flexibilidad y permitir una
mayor deformación de la nube electrónica de los átomos en el campo de la molécula.
También se pueden usar funciones difusas para los átomos pesados o para los átomos
de hidrógeno. Esto permite a los orbitales ocupar una región del espacio más grande,
y son útiles en sistemas donde los electrones están lejos de los núcleos. Las bases
contraídas se generan combinando un conjunto completo de funciones de base GTO
primitivas dentro de un conjunto más pequeño de funciones formando combinaciones
lineales fijas. La contracción de las funciones es útil para los orbitales que describen
los electrones internos [7, 14]. Las bases de Pople se usan con mucha frecuencia.
Algunas de ellas son: STO-nG [15], 3-21G [16], 6-31G [17], 6-311G [18]. A cada
uno de estos conjuntos se pueden añadir funciones difusas [19] y de polarización [20].
18 2. Fundamentos teóricos
Otro tipo de funciones son las bases de Orbitales Atómicos Naturales (ANO,
Atomic Natural Orbitals), los cuales diagonalizan la matriz densidad. En este tipo
de funciones se contraen un conjunto grande de primitivas GTO usando orbitales
naturales de un cálculo de correlación sobre el átomo libre, generalmente a nivel
CISD [21]. Por otro lado, las bases correlation consistent (cc) [22] están orientadas
a recuperar la energía de correlación electrónica de los electrones de valencia. Estas
bases incluyen funciones de polarización por definición. Existen diferentes tamaños
de funciones cc en términos del número final de funciones contraídas: cc-pVDZ,
cc-pVTZ, cc-pVQZ, cc-pV5Z y cc-pV6Z (Double, Triple, Quadruple, Quintuple y
Sextuple Zeta, respectivamente). La energía optimizada de los conjuntos de base cc
se puede aumentar con funciones difusas [23], las cuales se indican añadiendo el
prefijo aug-.
Métodos de estructura electrónica
Las energías y propiedades de una molécula en diferentes estados electrónicos
pueden obtenerse al resolver la ecuación de Schrödinger correspondiente. Los méto-
dos de estructura electrónica se caracterizan por llevar a cabo ciertas aproximaciones
para resolver el problema polielectrónico. Los tres métodos mecano-cuánticos más
extendidos para calcular las propiedades moleculares son: los métodos ab initio, los
métodos semiempíricos y el método basado en la teoría del funcional de la densidad.
Los métodos ab initio, también llamados de primeros principios, están basados
en el formalismo de Hartree-Fock. Usan el Hamiltoniano exacto y no emplean datos
experimentales que no sean los valores de las constantes físicas fundamentales. Se
distinguen y clasifican en función de la metodología usada para el tratamiento de la
corrección de la correlación electrónica.
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Los métodos semiempíricos usan un Hamiltoniano más simple que el Hamil-
toniano molecular correcto. Estos métodos son versiones simplificadas de la teoría
de Hartree-Fock considerando nulas algunas de sus integrales y usando correcciones
empíricas, derivadas de datos experimentales, para su evaluación.
El método de la teoría del funcional de la densidad (DFT, Density Functional
Theory) es una forma alternativa a los métodos ab initio para el tratamiento de la
correlación electrónica. El punto de partida de la teoría DFT son los teoremas de
Hohenberg y Kohn [24]. En el primer teorema se expresa que la energía electrónica
del estado fundamental queda totalmente determinada por la densidad electrónica r;
y en el segundo, que existe un principio variacional aplicable con r como parámetro
[24].
En particular, en este trabajo interesan los métodos ab initio que incluyen el
tratamiento de la correlación electrónica.
2.1.3. Correlación electrónica
El método HF, descrito en el punto (2.1.2), genera soluciones para la ecuación de
Schrödinger en las que la interacción real electrón-electrón se reemplaza por una inte-
racción promedio. Una función de onda HF con un conjunto de base suficientemente
grande dará cuenta del  99% de la energía total. El  1% restante es importante
en la descripción de fenómenos de interés químico en los que existe redistribución
de electrones. La diferencia entre la energía HF y la energía más baja posible, en
el conjunto de base dado, es la energía de correlación electrónica (ECE, Electron
Correlation Energy),
ECE = e0   E0 (2.24)
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donde e0 es la energía exacta de la molécula y E0 es la energía obtenida si se resolvie-
ran exactamente las ecuaciones de HF (en el límite de Hartree-Fock).
Debido al evidente interés de calcular la energía de correlación electrónica se han
desarrollado varios métodos que van más allá del método HF (métodos post Hartree-
Fock) que tienen en cuenta la correlación electrónica [14]. Los principales son:
 Interacción de Configuraciones (CI, Configuration Interaction)
 Teoría de Perturbaciones (MBPT,Many-Body Perturbation Theory)
 Método de Coupled Cluster (CC)
Ya que el método HF produce la, energéticamente, mejor función de onda mo-
nodeterminantal, para mejorar los resultados el punto de partida debe ser la elección
de una función de onda de prueba que contenga más de un determinante de Slater.
Métodos post Hartree-Fock
Interacción de Configuraciones
El método CI [25], usa como punto de partida el determinante HF. De éste se van
promoviendo electrones desde orbitales moleculares ocupados a orbitales molecu-
lares virtuales, con lo cual se obtienen nuevos determinantes. De acuerdo al número
de electrones que se promueven, estos determinantes de Slater son simplemente (S),
doblemente (D), triplemente (T), cuádruplemente (Q), etc., excitados, hasta un máxi-
mo de N electrones excitados. La función de onda se puede expresar como una com-
binación lineal de estos determinantes:
YCI = a0YHF+å
S
aSYS+å
D
aDYD+å
T
aTYT +   
= a0YHF+å
i=1
aiFi
(2.25)
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donde las a son coeficientes de la combinación lineal, que se determinan variacional-
mente. Esto indica que las energías obtenidas mediante este método no pueden ser
más bajas que la energía exacta.
El número total de determinantes de Slater excitados que se pueden generar de-
pende del número de electrones y de funciones de base. Si se incluyen todos los
posibles determinantes se tiene una función de onda full CI, siendo la mejor fun-
ción de base posible dentro de las limitaciones del conjunto de base, recobrando el
100% de la correlación electrónica. En la práctica, estos cálculos son muy costosos
computacionalmente y se recurre a métodos CI truncados.
El tipo más común de cálculo CI incluye excitaciones simples y dobles, lo que
define el nivel CISD, que recupera del 80-90% de la energía de correlación. La in-
clusión de determinantes triplemente excitados genera el método CISDT, y con deter-
minantes cuádruplemente excitados se tiene el método CISDTQ, el cual da resultados
cercanos a un cálculo full CI.
Dentro del método CI existen algunas variantes. En el método de campo autocon-
sistente multiconfiguracional (MCSCF, Multi-Configuration Self-Consistent Field)
[26], además de calcularse los coeficientes a de la combinación lineal variacional-
mente, como en el procedimiento CI, también se aplican variaciones a los orbitales
moleculares. El mayor problema de los métodos MCSCF es seleccionar las configu-
raciones que se deben incluir en el tratamiento.
Una aproximación para resolver el problema de selección de las configuraciones
es el método de campo autoconsistente de espacio activo completo (CASSCF, Com-
plete Active Space Self-Consistent Field) [27]. En él se afronta el problema de la
elección de las configuraciones realizando una partición en orbitales activos e inac-
tivos. El espacio activo suele estar formado por algunos de los orbitales moleculares
ocupados más altos y algunos de los virtuales más bajos. Se introducen en la CI solo
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los orbitales activos, y se hace una full CI dentro del espacio activo.
Teoría de Perturbaciones
La Teoría de Perturbaciones resuelve de forma aproximada la ecuación de Schrö-
dinger definiendo un Hamiltoniano que consiste en dos partes: una de orden cero, H0,
con funciones Fi y valores propios conocidos Ei, y una perturbación, V :
Hˆ= Hˆ0+V
Hˆ0Fi = EiFi
(2.26)
Se introduce un parámetro arbitrario 0 l  1 que multiplica a la perturbación,
tal que con l = 0 se tiene el sistema sin perturbar y con l = 1 el sistema perturbado.
De esta forma, se pueden expresar la función de onda y la energía como expansiones
de Taylor en potencias de l .
Sustituyendo las expansiones en la ecuación de Schrödinger (2.26) e igualando
los términos con la misma potencia de l , ya que son linealmente independientes, la
igualdad debe satisfacerse para cada orden k, obteniendo:
Orden 0 (l 0) : (E0  Hˆ0)Y0 = 0
Orden 1 (l 1) : (E0  Hˆ0)Y(1) = (V  E(1))Y0
Orden 2 (l 2) : (E0  Hˆ0)Y(2) = (V  E(1))Y(1) E(2)Y0
...
Ordenk (l k) : Hˆ0Y(k)+VY(k 1) =
k
å
i=0
E(i)Y(k i)
(2.27)
Resolviendo las ecuaciones (2.27) se obtienen correcciones tanto para la energía
como para la función de onda, hasta el orden elegido.
Para aplicar la teoría de perturbaciones al cálculo de la correlación electrónica se
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debe elegir el Hamiltoniano sin perturbar. La elección más común es tomarlo como
una suma de operadores de Fock, lo cual conduce a la teoría de perturbaciones de
Møller-Plesset (MP) [28]:
Hˆ0 =å
i
f (i) =å
i
h(i)+å
b
jb(i)  kb(i) (2.28)
donde f (i) es el operador de Fock (monoelectrónico). La perturbación es la diferencia
entre el Hamiltoniano exacto no relativista Hˆ de la ecuación (2.26) y el Hamiltoniano
HF, Hˆ0.
La primera corrección de correlación electrónica comienza a partir de orden 2,
ya que el Hamiltoniano Hˆ1 es el Hamiltoniano de Hartree-Fock. A partir de ese mo-
mento, la función de onda se considera una expansión de determinantes de Slater
excitados, de forma análoga a la del método CI. Las expresiones para la energía son:
E(MP0) =
Nelec
å
i=1
ei
E(MP1) = EHF
E(MP2) =
OMO
å
i< j
OMV
å
a<b
(<YiY jjYaYb > <YiY jjYbYa >)
ei+ e j  ea  eb
(2.29)
En el método MP2, para la obtención de la energía solo son necesarias las inte-
grales bielectrónicas correspondientes a la combinación de dos orbitales moleculares
ocupados,OMO, y dos virtualesOMV , lo cual lo hace un método accesible en cuestión
de costo computacional. MP2 recupera entre 80-90% de la energía de correlación.
Correcciones sucesivas definen los métodos MP3, MP4, etc. MP1, MP2 y MP3
implican el uso de determinantes de Slater biexcitados, MP4 implica el uso de mono,
bi, tri y tetraexcitaciones, y así sucesivamente, siendo gradualmente más complejas.
El método MP no es variacional, por lo que debe tenerse en cuenta que el resul-
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tado no tiene por qué ser un límite superior a la energía correcta del sistema.
Método de Coupled Cluster.
Entre los métodos no variacionales, el método de Coupled Cluster (CC) [29]
añade a la función de onda todas las correcciones de un tipo dado (mono (S), bi (D),
tri (T), tetra (Q) excitaciones, etc.) para un orden dado (1,2,3,4, etc.), hasta orden
infinito del desarrollo en serie. La función de onda se representa como:
YCC = eTF0 (2.30)
donde F0 es la función de onda HF y el operador eT se define mediante el desarrollo
en serie de Taylor:
eT = 1 + T +
T 2
2!
+
T 3
3!
+    =
¥
å
k=0
T k
k!
(2.31)
con el operador de cluster, T , definido como:
T = T1 + T2 +    +TN (2.32)
donde N es el número de electrones de la molécula. Los Ti actuando sobre la fun-
ción HF de referencia generan una combinación lineal de determinantes de Slater
i-excitados:
T1F0 =
OMO
å
i
OMV
å
a
tai F
a
i
T2F0 =
OMO
å
i< j
OMV
å
a<b
tabi j F
ab
i j
(2.33)
Proyectando la ecuación de Schrödinger de coupled cluster, HˆeTF0 = E eTF0
sobre la función de referencia F0 y expandiendo el operador eT conteniendo solo
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operadores mono y bielectrónicos se obtiene:
ECC = E0+
OMO
å
i< j
OMV
å
a<b
(tabi j + t
a
i t
b
j   tbi taj )(< fif jjfafb >
 < fif jjfbfa >)
(2.34)
De esta forma, la energía de correlación CC está determinada por amplitudes
simples y dobles, las cuales corresponden a los determinantes excitados del tipo tab:::i j:::
en la ecuación (2.34), y por integrales bielectrónicas sobre los orbitales moleculares.
Si todos los TN se incluyeran en T la función de onda CC sería equivalente a la
función de onda full CI. En la práctica, se usan aproximaciones de coupled cluster
truncadas. El nivel más bajo que tiene en cuenta la energía de correlación es el CCD
(Coupled Cluster Doubles) donde T = T2. Usando T = T1+T2 se obtiene un modelo
más completo, CCSD (Coupled Cluster Singles and Doubles). Se pueden obtener
niveles más altos incluyendo T3 (CCSDT) y T4 (CCSDTQ) en T, respectivamente.
Éstos últimos requieren un esfuerzo computacional más grande.
2.1.4. Hipersuperficie de energía potencial
En el marco de la aproximación de Born-Oppenheimer, descrita en el punto
2.1.1, el potencial V para el movimiento de los núcleos queda definido por la energía
total de la molécula. Como este potencial depende de las posiciones de los núcleos,
se tiene una función de varias variables. La función de potencial V define lo que se
llama superficie, o hipersuperficie, de energía potencial (PES, Potential Energy Sur-
face) de la molécula. La PES se puede caracterizar como cualquier otra función, f ,
de la forma siguiente.
Dada una función de varias variables f (q1;q2; : : : ;qn), las derivadas primeras con
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respecto a cada una de las variables forman un vector que se denomina gradiente:
Ñ f (qa) =
¶ f (qa)
¶qa
8 a ! ~Ñ = (Ñ1;Ñ2; : : : ;Ñn) (2.35)
Matemáticamente, si las primeras derivadas con respecto a todas las variables son
cero aparece un punto crítico o punto estacionario:
¶ f (qa)
¶qa
= 0 8 a (2.36)
Por otro lado, las segundas derivadas de la función con respecto a las coordena-
das forman una matriz denominada hessiano:
ha b =
¶ 2 f (qa)
¶qa ¶qb
8 a;b ! H =
266664
h11 h12    h1n
   
   
hn1 hn2    hnn
377775 (2.37)
y los puntos críticos se caracterizan por los valores propios del hessiano. La figura
2.1 ilustra los puntos críticos sobre una superficie multidimensional.
Los puntos críticos sobre la superficie pueden ser mínimos, máximos o puntos
de silla. Los mínimos son puntos críticos donde el hessiano es definido positivo, es
decir, con todos sus valores propios mayores que cero. En una PES pueden aparecer
varios mínimos, que se corresponden con estructuras de equilibrio. Un mínimo puede
ser un mínimo local, lo que significa que este es el punto más bajo en alguna región
limitada de la PES, o puede ser el mínimo global, el punto de energía más bajo en
toda la superficie. Los máximos son puntos críticos donde el hessiano es definido
negativo, es decir, con todos sus valores propios menores que cero. Al igual que en el
caso de los mínimos, se pueden tener varios máximos sobre la PES, de los cuales uno
de ellos es el máximo absoluto y los demás son máximos locales. Los puntos de silla
son puntos en la superficie que son máximos en algunas direcciones y mínimos en las
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Figura 2.1: Superficie de energía potencial multidimensional.
demás. Al diagonalizar el hessiano se obtienen valores propios positivos y negativos.
En particular, un punto de silla de primer orden, donde el orden indica el número de
dimensiones en los cuales el punto de silla es un máximo, se puede corresponder con
un estado de transición en un sistema molecular. En este caso, aparece un único valor
propio negativo en el hessiano.
La determinación de los puntos mínimos sobre la hipersuperficie de energía po-
tencial es de interés especial en estudios conformacionales y de vibración molecu-
lares, donde los movimientos nucleares alrededor de un mínimo son el objeto de
estudio.
Existen muchos algoritmos para encontrar mínimos de una función de varias
variables. Si se aplica uno de ellos sobre la función potencialV este procedimiento se
denomina optimización de la geometría o minimización de la energía. Las técnicas
de minimización para la localización de mínimos locales y globales se describirán
brevemente en la sección 2.3.
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2.2. Tratamiento de la rotación y vibración moleculares
En esta sección se considera el estudio del movimiento nuclear en sistemas mo-
leculares. El objeto de estudio es la ecuación nuclear de Schrödinger.
En espectroscopia molecular es de gran importancia el tratamiento de los movi-
mientos de vibración y rotación de una molécula para la correcta interpretación de los
espectros rotacionales y vibracionales. El uso de la teoría cuántica restringe a la mo-
lécula a definir niveles discretos de energía de rotación y vibración. Las diferencias
entre los niveles de energía rotacional de las moléculas corresponden a frecuencias
que se encuentran en la región de microondas del espectro electromagnético. Las
diferencias en las energías de vibración molecular corresponden a las frecuencias del
infrarrojo. En esta sección también se incluye una revisión bibliográfica breve en lo
que respecta a la construcción de Hamiltonianos de rotación y vibración.
2.2.1. Ecuación de Schrödinger nuclear
Considerando los movimientos nucleares de los sistemas poliatómicos, utilizan-
do la aproximación de Born-Oppenheimer (ver apartado 2.1.1), el Hamiltoniano nu-
clear HˆN se puede expresar como la suma de la energía cinética nuclear TˆN y un
término de energía potencial V que se obtiene resolviendo la ecuación electrónica
de Schrödinger (ver apartado 2.1.1). La ecuación de Schrödinger nuclear se expresa
como:
HˆNYN = EYN (2.38)
El Hamiltoniano para el movimiento nuclear, omitiendo la traslación, es:
HˆN = Tˆr+ Tˆrv+[Tˆv+V ]
HˆN = Hˆr+ Hˆv
(2.39)
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con
Hˆr = Tˆr
Hˆv = Tˆv+V
(2.40)
donde los términos Tˆr Tˆv y Tˆrv son los términos de energía cinética para la rotación,
la vibración y la interacción rotación-vibración, y V es la energía potencial. Los tér-
minos Tˆv y V dependen de las coordenadas de cada núcleo con relación a los demás,
mientras que Tˆr, no. El término de interacción rotación-vibración, Tˆrv hace que sea
complicado de manejar el HˆN de una molécula poliatómica, por lo que se realiza la
aproximación inicial de omitir este término en la ecuación (2.39). El acoplamiento
entre los movimientos de vibración y rotación se tratará en los apartados 2.2.5 y 2.2.6.
Debido a la separación, aproximada, de HˆN en dos partes, cada una dependiente
de coordenadas distintas, se deduce que YN = yr  yv. En consecuencia, la energía
molecular es aproximadamente la suma de las energías rotacionales y vibracionales.
Para obtener la ecuación de Schrödinger rotacional, en la que se calculan las energías
y las funciones de onda rotacionales, se emplea el operador Hˆr. Análogamente, se
usa Hˆv para obtener las energías y funciones de onda vibracionales. Ambas se pueden
tratar por separado para el movimiento rotacional y vibracional, respectivamente:
HˆrYr = ErYr (2.41)
HˆvYv = EvYv (2.42)
2.2.2. Sistemas de coordenadas y ángulos de Euler
Cuando se construye un Hamiltoniano rotacional, vibracional o rovibracional
es necesario definir las posiciones de los núcleos de la molécula respecto a varios
sistemas de coordenadas. Primero, se definen las posiciones de los núcleos de la
molécula usando un sistema de ejes cartesianos fijos de laboratorio, (X0;Y0;Z0). Para
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separar el efecto de la traslación, se coloca en el centro de masas de la molécula
un conjunto nuevo de ejes fijos en el espacio, (X ;Y;Z), paralelo al sistema de labo-
ratorio. Además, para introducir las coordenadas rotacionales, se define otro sistema
de ejes fijo en la molécula, (x;y;z), también referido al centro de masas pero rotando
con ella. Los ángulos de Euler (q ;f ;y) [30] se usan como coordenadas de rotación,
especificando la orientación de los ejes fijos en la molécula respecto a los fijos en
el espacio. Esta relación entre sistemas de ejes se obtiene por medio de la matriz de
rotación:
A=
0@ cosy cosf   cosq senf seny  cosy senf + cosq cosf seny seny senq seny cosf   cosq senf cosy  seny senf + cosq cosf cosy cosy senq
senq senf  senq cosf cosq
1A (2.43)
La ecuación (2.43) es una matriz de transformación ortogonal expresada en términos
de los ángulos de Euler. Los ángulos de Euler se definen como los tres ángulos de
rotación sucesiva para llevar a cabo la transformación de un sistema cartesiano a
otro. Así, la matriz A (ecuación 2.43) es el producto de tres matrices sucesivas, una
matriz de transformación para la rotación a través de cada uno de los ejes; x;y;z. La
secuencia de las rotaciones define la orientación final del sistema de coordenadas, la
cual es arbitraria, pudiéndose elegir cualquier eje cartesiano para la rotación inicial.
La única limitación es que las otras dos rotaciones sucesivas no se pueden realizar a
través del mismo eje. Existen muchas formas de especificar los ángulos de Euler. En
este caso se usa la convención en la cual q y f son las coordenadas polares del eje z
en el sistema (X ;Y;Z) y y es un ángulo en el plano xy midiendo la rotación a través
del eje z en el sentido de las manecillas del reloj [30]. La elección de los ángulos de
rotación es arbitraria dentro de los límites 0  q  p , 0  f  2p y 0  y  2p .
La figura 2.2 muestra los sistemas de coordenadas y la definición de los ángulos de
Euler.
Los ejes de rotación más apropiados en el tratamiento de un cuerpo rígido son
los que coinciden con los ejes principales de inercia. Sin embargo, en una molécu-
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Figura 2.2: Ejes de coordenadas y ángulos de Euler.
la no-rígida el tratamiento es más complejo. En este caso, se introducen condiciones,
conocidas como condiciones de Eckart [31], para que las vibraciones se puedan tratar
en términos de las coordenadas del sistema de ejes en movimiento, como si la molé-
cula no rotara ni se trasladara [32].
2.2.3. Descripción de la rotación molecular
La rotación molecular es el movimiento de los núcleos como un todo con respec-
to a un sistema de ejes no giratorio con origen en el centro de masas de la molécula,
el cual se traslada con ella. En este punto, el objetivo es la resolución de la ecuación
de Schrödinger rotacional, ecuación (2.41).
La aproximación más simple para el tratamiento de la parte puramente rotacional
del Hamiltoniano de rotación-vibración es la aproximación del rotor rígido [33]. El
tratamiento comienza definiendo el operador de momento angular J con componentes
(Jx;Jy;Jz) a lo largo del sistema de ejes fijo en la molécula (x;y;z) (ver figura 2.2). Los
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componentes de J cumplen las relaciones de conmutación:
[Jx;Jy] = ih¯Jz; [Jy;Jz] = ih¯Jx; [Jx;Jz] = ih¯Jy;
Jz;Jm

=h¯Jm; donde Jm = Jx iJy
(2.44)
Los operadores Jm son operadores escalera para las funciones propias de Jz; Jm+ las
disminuye en h¯ y Jm  las aumenta en h¯.
El operador Hamiltoniano en la aproximación del rotor rígido, tiene la forma:
Hˆr =
1
2
 
J2x
Ixx
+
J2y
Iyy
+
J2z
Izz
!
(2.45)
donde Ixx, Iyy e Izz son los momentos principales de inercia. Los rotores se clasifican
de acuerdo a las relaciones entre ellos:
trompo esférico: Ixx = Iyy = Izz
trompo lineal: Ixx = Iyy; Izz = 0
trompo simétrico alargado: Ixx = Iyy > Izz
trompo simétrico achatado: Ixx = Iyy < Izz
trompo asimétrico: Ixx 6= Iyy 6= Izz
(2.46)
Usando las relaciones de la ecuación (2.44) y aplicando los operadores de cada
uno de los componentes de momento angular sobre el conjunto común de funciones
propias jJ;k;m>, donde:
J = 0;1;2; : : : ;
k = 0;1;2; : : : ;J
m= 0;1;2; : : : ;J
(2.47)
se pueden obtener los elementos de matriz diferentes de cero de los operadores de
momento angular [34, 35]. Los elementos de matriz de J2x , J
2
y , J
2
z , para la rotación
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pura se obtienen como [35]:
< J;k;mjJ2x jJ;k;m>=< J;k;mjJ2y jJ;k;m>= (h¯2=2)(J2+ J  k2)
< J;k;mjJ2x jJ;k+2;m>=< J;k;mjJ2y jJ;k+2;m>
= (h¯2=4)[(J  k 1)(J  k)(J+ k+1)(J+ k+2)]1=2
< J;k;mjJ2z jJ;k;m>= (h¯2)k2
(2.48)
En el caso general, y usando las ecuaciones (2.48), los elementos de matriz dife-
rentes de cero de Hˆr en la representación jJ;k;m> son:
< J;k;mjHˆrjJ;k;m>= h¯
2
4

1
Ixx
+
1
Iyy

J(J+1)  k2+ 2k2
Izz

(2.49)
< J;k;mjHˆrjJ;k2;m>= h¯
2
8

1
Ixx
  1
Iyy

[J(J+1)  k(k1)]1=2
[J(J+1)  (k1)(k2)]1=2
(2.50)
donde la ecuación (2.49) es la expresión para los elementos de matriz diagonales
y la ecuación (2.50) para los elementos no diagonales. Es posible obtener fórmulas
cerradas para las energías de los niveles rotacionales, por ejemplo:
Para trompo lineal: Er = B

J(J+1)  k2
Para trompo esférico: Er = BJ(J+1)
Para trompo simétrico alargado: Er = BJ(J+1)+(A B)k2
Para trompo simétrico achatado: Er = BJ(J+1)+(C B)k2
(2.51)
donde A, B y C son las constantes rotacionales moleculares,
A= h=(8p2 cIxx); B= h=(8p2 cIyy); C = h=(8p2 cIzz) (2.52)
expresadas en cm 1, siendo c la velocidad de la luz.
Por otro lado, los niveles de energía para un trompo asimétrico se expresan como:
Er =
A+C
2
J(J+1)+
A C
2
E(c) (2.53)
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donde c es un parámetro de asimetría:
c = (2B A C)=(A C) (2.54)
y E(c) son los valores propios del operador de rotor rígido, cuyas constantes rota-
cionales son 1, c , -1. El parámetro de asimetría c toma valores de  1  c  +1.
Un valor de c =  1 corresponde al caso límite de un trompo simétrico alargado
(B = C), mientras que c = +1 corresponde al caso límite de un trompo simétrico
achatado (A= B). Para obtener los valores E(c) podemos resolver variacionalmente
el Hamiltoniano usando las expresiones (2.49) y (2.50).
2.2.4. Descripción de la vibración molecular
La vibración molecular es el movimiento de los núcleos unos con respecto a otros
en la molécula. Las vibraciones moleculares se caracterizan por espectroscopia in-
frarroja y por espectroscopia raman. Por medio de modelos teóricos mecano-cuánticos
se pueden estudiar los movimientos de vibración molecular con gran precisión. La
teoría de grupos y la simetría molecular simplifican la determinación de las posibles
vibraciones moleculares. En este punto, el objetivo es describir el tratamiento para la
resolución de la ecuación de Schrödinger vibracional (ver ecuación 2.42).
Aproximación armónica
El modelo más sencillo para describir los movimientos vibracionales de pequeña
amplitud de una molécula, alrededor de su geometría de equilibrio, es el modelo
armónico [32,36]. La aproximación armónica considera el potencial como función de
las coordenadas de desplazamiento, (DX1;DX2; : : : ;DX3N). Expandiendo el potencial
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en serie de Taylor alrededor de la posición de equilibrio, la aproximación armónica
se limita a la forma cuadrática del mismo:
V =
1
2
3N
å
i=1
3N
å
j=1
Ki jDXiDX j (2.55)
donde las Ki j son las constantes de fuerza definidas como:
Ki j =

¶V 2
¶DXi ¶DX j

0
(2.56)
El conjunto fKi jg define el campo de fuerzas del sistema. Por otro lado, la energía
cinética está dada por:
2T =
3N
å
i=1
miDX˙2i (2.57)
Las ecuaciones (2.55) y (2.57) se expresan en notación matricial como:
2V= DX˙T Kx DX (2.58)
2T= DX˙T M DX˙ (2.59)
Introduciendo las coordenadas ponderadas por masa, qi = DXi m
1=2
i , las expresiones
para la energía potencial y cinética toman la forma:
2V= q˙T Kq  q˙ (2.60)
2T= q˙T  I  q˙ (2.61)
respectivamente, donde la matriz de términos cinéticos es la unidad, I. Usando (2.60)
y (2.61) las ecuaciones de movimiento se transforman en un conjunto de ecuaciones
lineales, en el que el determinante secular debe ser igual a cero para obtener una
solución distinta de la trivial:
jKq l Ij= 0 (2.62)
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La resolución del determinante es equivalente a una diagonalización, donde las in-
cógnitas l aparecen en la diagonal del determinante. La solución a estas ecuaciones
son 3N valores propios l :
l = 4p2n2 (2.63)
Estas l se denominan modos normales o fundamentales, cuya frecuencia es n . Con
las coordenadas ponderadas por masa se simplifica la parte cinética, pero no se han
separado las variables, puesto que K no es diagonal.
Si se introducen las coordenadas normales, como combinaciones lineales de las
coordenadas ponderadas por masa,Q=Lq, la energía potencial y la energía cinética
se pueden expresar como:
2V= Q˙T [(L 1)T Kq (L 1)]Q˙ (2.64)
2T= Q˙T IQ˙ (2.65)
El tratamiento en coordenadas normales permite la separación de variables, y las
frecuencias normales son:
n =
1
2p
p
KQi (2.66)
Para realizar la transformación a la forma mecano-cuántica se introduce el mo-
mento generalizado, P= Q˙. Así, el operador Hamiltoniano queda como:
Hˆv =
1
2
3N
å
i=1

 h¯2 ¶
2
¶Q2i
+KQiQ
2
i

(2.67)
y la energía de vibración se expresa como:
Ev =
3N 6
å
i=1
hni (vi+1=2) (2.68)
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donde vi es el número cuántico vibracional del i-ésimo modo normal. La función de
onda es:
yv = y1(v1) y2(v2)     y3N 6(v3N 6) (2.69)
Esto es, cada estado se identifica por 3N-6 números cuánticos de oscilador armónico
(v1; : : : ;v3N 6).
Un conjunto útil de 3N-6 (3N-5) coordenadas para definir el movimiento in-
tramolecular son las coordenadas internas, representando los desplazamientos nu-
cleares de los valores de equilibrio. Las expresiones de la energía potencial y la ener-
gía cinética, respectivamente, en términos de coordenadas internas, R, son:
2V = RT FR (2.70)
2T = R˙T G 1 R˙ (2.71)
donde F es la matriz de constantes de fuerza y la matriz G resulta de una transfor-
mación lineal G = B BT , donde la matriz B relaciona las coordenadas internas con
las coordenadas cartesianas de desplazamiento [37]. En este formalismo el determi-
nante secular, jGF   l Ij = 0, se resuelve diagonalizando el producto G  F para
obtener las frecuencias. Este procedimiento es el método de las matrices F y G de
Wilson [32].
Por otro lado, las coordenadas de simetría son una combinación lineal de coor-
denadas internas. Estas son coordenadas de simetría adaptada a las representaciones
irreducibles del grupo puntual de la molécula. Las energías potencial y cinética en
términos de coordenadas de simetría pueden expresarse como:
2V = ST FSS (2.72)
2T = S˙T GTS S˙ (2.73)
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La resolución de las ecuaciones (2.72) y (2.73) conduce, como en el caso de las
coordenadas internas, al método de matrices F yG, pero en coordenadas de simetría,
obteniéndose el determinante secular jGSFS   l Ij = 0.
La ventaja de usar coordenadas de simetría es que tanto la energía potencial
como la cinética están organizadas en bloques y factorizadas, por simetría, lo cual
simplifica el tratamiento. Además, las vibraciones quedan automáticamente clasifi-
cadas por simetría. Otra ventaja del uso de la simetría está en la aplicación de las
reglas de selección para las transiciones de vibración [38].
Para una transición infrarroja las reglas de selección se determinan por los va-
lores de las integrales: Z
yv0 mgyv00 dtv (2.74)
donde g= x;y;z, mg es uno de los componentes del momento dipolar eléctrico y yv0 y
yv00 son las funciones de onda para los estados vibracionales v0 y v00, respectivamente.
La regla para que las transiciones estén permitidas, es decir, que las integrales sean
distintas de cero, es que el triple producto directo de las especies de simetría de yv0 ,
mg y yv00 contenga la representación totalmente simétrica.
Aproximación anarmónica
En la aproximación armónica, el desarrollo de la energía potencial del sistema
conserva solamente los términos de segundo orden. Sin embargo, los niveles vibra-
cionales de la ecuación (2.68) son aproximados, ya que los términos anarmónicos
de orden superior (cúbicos, cuárticos, . . .) pueden tener influencia. Un modelo anar-
mónico ampliamente utilizado es el Hamiltoniano de Watson.
El Hamiltoniano de Watson [39] en coordenadas normales, basado en los traba-
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jos de Wilson y Howard [40], y de Darling y Dennison [41], es útil para el tratamien-
to de moléculas semi-rígidas con energías vibracionales bajas. La representación del
Hamiltoniano de rotación-vibración en su forma compacta, conocida como Watso-
niano, tiene la forma,
Hˆ= 1
2
m
1
4 å
d ;k=x;y;z
(Jk   jk)m  12 I 0 1kd (Jd   jd )m
1
4
+
1
2
m
1
4å
k
Pkm 
1
2Pkm
1
4 +V (Qk)
(2.75)
donde los J son componentes del momento angular de rotación y los P son com-
ponentes del momento conjugado vibracional. m es la inversa del determinante del
tensor de inercia modificado I 0, el cual involucra el tensor de inercia I0 asociado con
la configuración de referencia. k=d=x;y;z y k= 1; : : : ;(3N 6). Finalmente, V (Qk)
es el potencial.
La ecuación (2.75) se obtiene aplicando los conmutadores de Jk solamente a las
partes de la matriz G y su determinante g que dependen de los ángulos de Euler.
Usando el conmutador,
[Pk;ma] = ama 1(Pkm) (2.76)
se obtiene la parte vibracional del Hamiltoniano de Watson, la cual se expresa como:
Hˆv =  h¯
2
2 åi
¶ 2
¶Q2i
+V (Qi)+U3+U4 (2.77)
donde los términos U3 y U4 dependen solamente de las coordenadas normales y de
sus momentos conjugados, y representan contribuciones adicionales a la energía po-
tencial V .
La parte rotacional del Hamiltoniano involucra los diferentes operadores de mo-
mento angular. Debido a que los operadores para el momento angular total solamente
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actúan sobre los ángulos de Euler, conmutan con la inversa del tensor de inercia mo-
dificado, I 0, y con los componentes del momento angular vibracional Pk. Usando los
conmutadores,
[ jk ;ma] = 2amaI 00 1[ jk ; I 00 ] (2.78)
se obtiene el Hamiltoniano rotacional:
Hˆr =
1
2åkd
(Jk   jk)I 0 1kd (Jd   jd )+U1+U2 (2.79)
Las contribuciones U1 y U2 involucran los conmutadores entre los componentes del
momento angular vibracional y el determinante de la matriz I
00
. Aplicando las reglas
para la diferenciación de determinantes, Watson demostró que la suma de los cuatro
términosUi es proporcional a la traza de la inversa del tensor de inercia [42]:
U(Qk) =U1+U2+U3+U4 =  h¯
2
8 åk
I
0 1
kk (2.80)
En el caso de moléculas semi-rígidas, el término U se observa como un cambio
constante en los niveles de energía, el cual sólo se puede detectar espectroscópi-
camente en experimentos de muy alta resolución. Sin embargo, estos términos son
importantes para moléculas con movimientos de gran amplitud [43].
Del Hamiltoniano de Watson se puede derivar un Hamiltoniano de orden cero,
H0, y diferentes términos de corrección: Hˆ = H0+Hcent +Hcor +Hanar, que corres-
ponden a la distorsión centrífuga, el acoplamiento de Coriolis y la anarmonicidad
del potencial, respectivamente. Las contribuciones de orden alto, como los términos
cúbicos y cuárticos, son responsables de los acoplamientos anarmónicos entre dife-
rentes modos.
Incluyendo los términos anarmónicos, la expresión de la energía vibracional se
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escribe como:
1
hc
Ev = x0+
3N 6
å
i=1
xi (vi+1=2)+
l
å
i=1
3N 6
å
l=1
xil (vi+1=2)(vl +1=2) (2.81)
donde los términos del tipo xil (vi+1=2)(vl +1=2) surgen del efecto de los términos
anarmónicos en V .
2.2.5. Hamiltoniano de rotación-vibración
Cuando se construye un Hamiltoniano molecular de rotación-vibración se siguen
una serie de pasos [32, 33]. Primero, se definen las posiciones de los núcleos de
la molécula respecto a un conjunto de ejes fijos en el laboratorio, en el espacio y
en la molécula, como se indicó en el apartado 2.2.2. El siguiente paso es definir
un conjunto de coordenadas vibracionales para los núcleos en la molécula. Estas
coordenadas deben ser invariantes bajo la traslación y la rotación. De esta forma, la
función potencial solo depende de estas coordenadas. Este procedimiento simplifica
la resolución del Hamiltoniano de rotación-vibración.
El Hamiltoniano de rotación-vibración más simple para tratar movimientos de
muy pequeña amplitud se basa en la aproximación del rotor rígido para la parte rota-
cional (ver apartado 2.2.3) y la aproximación del oscilador armónico para la parte
vibracional (ver apartado 2.2.4). Dicho Hamiltoniano tiene la siguiente forma:
Hˆrv =
1
2
 
J2x
Ixx
+
J2y
Iyy
+
J2z
Izz
!
| {z }
Hˆr
+
1
2
3N 6
å
i=1

 h¯2 ¶
2
¶Q2i
+KQiQ
2
i

| {z }
Hˆv
(2.82)
donde Hˆr es el Hamiltoniano del rotor rígido (ecuación 2.45) y Hˆv es el Hamilto-
niano del oscilador armónico (ecuación 2.67). Sin embargo, el Hamiltoniano de la
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expresión (2.82) no describe de forma adecuada la interacción rotación-vibración o
los sistemas moleculares que presentan barreras de energía separando estructuras de
equilibrio equivalentes (o no) por simetría. Estas moléculas son no-rígidas y se carac-
terizan por experimentar movimientos de gran amplitud como inversiones, rotaciones
internas o distorsiones de anillo.
Como mostraron Meyer y Günthard [44], y Pickett [45], el Hamiltoniano general
rovibracional se puede obtener en coordenadas curvilíneas arbitrarias de la forma
siguiente. La energía cinética clásica para una molécula con N átomos en términos
de un conjunto apropiado de coordenadas vibracionales, q, se expresa como:
T =
1
2
N
å
a=1
ma R˙a R˙a (2.83)
con
R˙a =V +A 1  (w ra)+
 
3N 6
å
i=1
¶ ra
¶qi
¶qi
¶ t
!
(2.84)
dondeV es la velocidad del centro de masas, A es la matriz de rotación ortogonal que
relaciona el conjunto de ejes fijo en la molécula con los ejes fijos en el espacio, w es
la velocidad angular de los ejes fijos en la molécula, ra es el vector de posición del
átomo a-ésimo en las coordenadas de rotación conectadas al centro de masas, y las qi
son las coordenadas vibracionales. El tercer término de la ecuación (2.84) no depende
del sistema de coordenadas seleccionado. Despreciando el efecto de la traslación,
la ecuación (2.83), en términos del momento conjugado con respecto a la rotación,
P= (¶T=¶w), y del momento conjugado con respecto al cambio de las coordenadas
vibracionales, p= (¶T=¶ q˙), se expresa en notación matricial como [45–48]:
2T = (PT ;pT )G
 
P
p
!
(2.85)
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donde G es la matriz rovibracional
G=
 
I X
XT Y
! 1
(2.86)
En esta expresión, I representa el tensor de inercia, es decir, la contribución de la
rotación pura, Y corresponde a la contribución de la vibración pura y X es la inte-
racción rotación-vibración (término de Coriolis). Los elementos de estas matrices se
obtienen de la geometría molecular como:
Ii j =  
n
å
a
ma rai ra j
Iii =
n
å
a
ma

(ra)2  (rai)2

Xi j =
n
å
a
ma

ra 

¶ ra
¶qi

j
Yi j =
n
å
a
ma

¶ ra
¶qi



¶ ra
¶q j

(2.87)
donde ma es la masa del átomo a y ra es un vector desde el centro de masas de la
molécula al átomo a . Aplicando la transformación de Podolsky [49] para obtener la
forma mecano-cuántica de T , se tiene:
Tˆ =   h¯
2
2
3N
å
i=6
3N
å
j=6
¶
¶qi

gi j
¶
¶q j

+
h¯2
8
3N
å
i=6
3N
å
j=6

¶
¶qi
gi j

¶ lng
¶q j

 

¶ lng
¶qi

gi j
¶
¶q j

+
h¯2
32
3N
å
i=6
3N
å
j=6

¶ lng
¶qi

gi j

¶ lng
¶q j

9>>>>=>>>>;U
(2.88)
donde los gi j representan los elementos de la matriz G, g es su determinante y las q
son las coordenadas vibracionales. El segundo y tercer términos de la ecuación (2.88)
son considerados como un pseudopotencialU , el cual es pequeño y generalmente se
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considera dentro de la función potencial. Despreciando el término U , la ecuación
(2.88) se reduce a:
Tˆ =   h¯
2
2
3N
å
i=6
3N
å
j=6

gi j
¶ 2
¶qi ¶q j
+

¶gi j
¶qi

¶
¶q j

(2.89)
Después de calcular la matriz G, se obtienen los términos cinéticos rotacionales, vi-
bracionales y de rotación-vibración. Por lo tanto, la matriz G proporciona toda la
información necesaria para construir cualquier Hamiltoniano rovibracional, con ex-
cepción de la función de potencial. Esta expresión está definida para el conjunto com-
pleto de las 3N-6 (3N-5) vibraciones. Sin embargo, las vibraciones de gran amplitud
generalmente tienen bajas frecuencias, y en una primera aproximación son separa-
bles del resto de vibraciones. De esta forma, la ecuación (2.89) se usa generalmente
para el estudio de movimientos de gran amplitud, mientras que las otras vibraciones
se describen por los métodos mencionados en el apartado 2.2.4.
Usando la ecuación (2.89) y la función potencial V (q), que depende de las coor-
denadas vibracionales, el Hamiltoniano nuclear mecano-cuántico para vibraciones de
gran amplitud (anarmónicas), para un sistema molecular con N átomos, está dado por
la expresión:
Hˆrv =  
3N
å
i=6
3N
å
j=6

Bi j
¶ 2
¶qi ¶q j
+

¶Bi j
¶qi
¶
¶q j

+V (q) (2.90)
donde las Bi j se definen como:
Bi j =

h¯2
2

gi j (2.91)
Para expresar el término de energía cinética Bi j y el potencial V como una función
de las 3N-6 (3N-5) vibraciones de gran amplitud se pueden usar series de Fourier en
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el caso de coordenadas periódicas [50–57], funciones gaussianas de Coon [57, 58],
funciones de Lorentz [59] o series de Taylor [55, 56] para el resto:
Bi j =
NB
å
k
B0i jk tk(q1; : : : ;q3N 6); (2.92)
V =
NV
å
k
V 0k tk(q1; : : : ;q3N 6); (2.93)
con
tk =
n
Õ
k
f (ak); (2.94)
donde NB y NV son el número de términos en las expansiones para las funciones
cinética y potencial, respectivamente, y los f (ak) representan términos de la serie.
La función de onda de prueba y tiene la forma:
y =
NF
å
i
ciji; (2.95)
con
ji =
n
Õ
j
fi j; (2.96)
donde NF es el número de funciones base, n el número de vibraciones de gran ampli-
tud y las fi j son las funciones de onda normalizadas. Dichas funciones deben satisfa-
cer las condiciones de contorno del problema, por ejemplo, las funciones normali-
zadas del rotor libre [50–56] o del oscilador armónico [55, 56].
La ecuación de Schrödinger puede resolverse por el método variacional [50],
conduciendo a la ecuación secular HC = EC donde C es la matriz de los coeficientes
ci y H es la matriz Hamiltoniano cuyos elementos son:
hmn =< jmjTˆjjn >+< jmjVˆjjn > (2.97)
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Sustituyendo las ecuaciones del operador de energía cinética (2.89), la expansión
de los términos cinéticos (2.92) y la expansión de las funciones de onda (2.95), se
obtienen las integrales de la parte cinética de la ecuación (2.97) como:
< jmjTˆjjn >=
3N
å
i=6
3N
å
j=6
NB
å
k=1
B0i jk (< fmij fi jkij f
0
ni >< fmjj fi jk jj f
0
n j >
+< fmij f 0i jkij fni >< fmjj fi jk jj f
0
n j >)
n
Õ
p6=i; j
< fmpj fi jkpj fnp >
(2.98)
para i 6= j, mientras que para i= j se tiene:
< jmjTˆjjn >=
3N
å
i=6
NB
å
k=1
(B0iik (< fmij fiikij f
00
ni >
+< fmij f 0iikij f
0
ni >)
n
Õ
p6=i
< fmpj fiikpj fnp >)
(2.99)
Las integrales de la parte potencial de la ecuación (2.97) se obtienen sustituyendo
las ecuaciones de la expansión del potencial (2.93) y la expansión de las funciones
de onda (2.95), como:
< jmjVˆjjn >=
NV
å
i=1
V 0i
n
Õ
p
< fmpj fipj fnp > (2.100)
obteniendo así los niveles de energía vibracional, donde jm y jn son las funciones de
onda de los estados vibracionales m y n.
Las intensidades relativas de las transiciones se obtienen por la expresión [50,
51]:
I µ (Pn Pm)m2nm (2.101)
donde P son las poblaciones de cada estado vibracional calculadas de la distribución
de Boltzmann:
Pn =
e en=kT
NF
å
i
e ei=kT
(2.102)
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y los elementos de matriz del momento dipolar de transición son:
mnm =
NF
å
i
Nm
å
j
NF
å
l
cln clm m0j
n
Õ
p
< fipj f jpj fl p > (2.103)
donde NF es el número de funciones base, cln y clm son los coeficientes de la función
de onda y Nm es el número de términos fk j en la expansión:
m =
Nm
å
j
m0j
n
Õ
k
fk j (2.104)
Existe una extensa variedad de estudios teóricos que tratan con sistemas que de-
penden de movimientos vibracionales de gran amplitud, basados en la metodología de
Harthcock y Laane [47, 48]. En ellos se han construido Hamiltonianos de vibración
o de rotación-vibración, ecuación (2.90), para sistemas moleculares no-rígidos de
diferente complejidad. Estos Hamiltonianos pueden depender de una sola coordena-
da vibracional (modelo monodimensional), ya sea torsional [56,59–72], de tipo wag-
ging o aleteo [72], de tipo bending o flexión [72], o de inversión [54,73]. También se
han construido modelos que dependen de dos coordenadas vibracionales acopladas
(modelo bidimensional), a saber, modelos para una doble torsión [74–93], involu-
crando coordenadas de torsión + wagging [50–54, 56, 57, 84, 94–102], de torsión +
bending [56, 102], de torsión + inversión [59], de wagging + bending [72, 84, 99], de
torsión + stretching o alargamiento [102], o de distorsión de anillo + wagging [103].
Estudios de modelos vibracionales que dependen de tres coordenadas anarmónicas
acopladas (modelo tridimensional) también han sido realizados por varios autores,
por ejemplo, involucrando tres coordenadas de torsión [72, 104–106], coordenadas
de torsión + wagging + bending [55, 107], de doble torsión + wagging [108, 109], o
de doble torsión + bending [84,87,110,111]. Por último, se encuentran también en la
literatura algunos modelos dependientes de más coordenadas de vibración (modelo
n-dimensional), como el modelo en cuatro dimensiones dependiendo de una doble
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torsión + wagging + bending [58], o un modelo dependiendo de tres coordenadas de
torsión + inversión [105].
En todos los trabajos anteriores, el desarrollo del Hamiltoniano vibracional o
rovibracional precisa de la determinación de los parámetros cinéticos mediante el
cálculo de la matriz G rovibracional (ver ecuación 2.86). Esto implica el cálculo de
las derivadas de las posiciones nucleares del sistema respecto a las coordenadas vi-
bracionales. Dichas derivadas, necesarias para utilizar la ecuación (2.87), se pueden
calcular tanto analítica [63,64,67,111] como numéricamente [73,83,97,112]. En este
contexto, muchos de los estudios enfocados a la construcción de Hamiltonianos rovi-
bracionales han recurrido a evaluaciones numéricas del operador de energía cinética,
debido a la complejidad de las expresiones analíticas en sistemas de gran tamaño o
en problemas que tienen en cuenta varias coordenadas vibracionales acopladas. El
uso de métodos de diferenciación numérica en estos trabajos se basa en el método de
diferencias finitas [113].
Las derivadas de las posiciones nucleares con respecto a las coordenadas vibra-
cionales de la ecuación (2.87) pueden obtenerse inicialmente por diferencias centrales
finitas. Para tal fin, se considera para cada coordenada vibracional un incremento ar-
bitrario Dqi. De esta forma, aplicando una expansión en serie de Taylor se tiene:
ra j(qi+Dqi) = ra j(qi)+Dqi
¶ ra j(qi)
¶qi
+
1
2
Dq2i
¶ 2ra j(qi)
¶q2i
+
1
6
Dq3i
¶ 3ra j(qi)
¶q3i
+   
ra j(qi Dqi) = ra j(qi) Dqi ¶ ra j(qi)¶qi +
1
2
Dq2i
¶ 2ra j(qi)
¶q2i
 1
6
Dq3i
¶ 3ra j(qi)
¶q3i
+   
(2.105)
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donde el índice j representa una de las tres coordenadas cartesianas. Restando las ex-
presiones de (2.105) y reordenando, se obtiene una estimación de la primera derivada:
ra j(qi)
¶qi
u
ra j(qi+Dqi)  ra j(qi Dqi)
2Dqi
+
1
3!
Dq2i
¶ 3ra j(qi)
¶q3i
+
1
5!
Dq4i
¶ 5ra j(qi)
¶q5i
+   
(2.106)
Aproximando la derivada al primer término de la derecha del signo igual de la ecuación
(2.106), se consigue:
ra j(qi)
¶qi
u
ra j(qi+Dqi)  ra j(qi Dqi)
2Dqi
(2.107)
Otros estudios, que desarrollan Hamiltonianos que dependen de coordenadas
vibracionales de gran amplitud basados en los trabajos de Meyer [44, 115], también
recurren a la evaluación numérica para el cálculo del operador de energía cinéti-
ca [116–120].
Por otro lado, algunos métodos numéricos para el cálculo de las derivadas invo-
lucradas en el operador de energía cinética han sido implementados en diferentes
herramientas software. Entre otros, Niño y Muñoz-Caro [112] desarrollaron un pro-
grama para el cálculo de la matriz G rovibracional [121]. Este programa calcula las
derivadas de las posiciones nucleares respecto a las coordenadas vibracionales por
diferencias finitas centrales. Usando una aproximación empírica proponen los in-
crementos apropiados necesarios para las derivadas numéricas. Makarewicz [117]
publicó un programa para resolver el problema rovibracional para movimientos vi-
bracionales de gran amplitud. En este programa, el cálculo de las derivadas de las
posiciones nucleares se define por el usuario en una rutina separada. Estas se cal-
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culan mediante fórmulas de interpolación de tercer a sexto orden. Por otro lado,
Rush y Wiberg [73] desarrollaron programas [122] para la evaluación numérica de
la ecuación de Schrödinger unidimensional usando el algoritmo de Numerov-Cooley
[123]. Aquí, las derivadas parciales involucradas en la matriz G se aproximaron por
diferencias finitas. East y Bunker [124] presentaron un programa general para cal-
cular los niveles de energía de rotación-contorsión para moléculas que dependen de
un grado de libertad de gran amplitud. Estos autores construyen un Hamiltoniano en
cuatro dimensiones para el movimiento rotacional y contorsional del metano proto-
nado, basado en el desarrollo de Hougen [125]. En este trabajo, los autores sugieren
que las condiciones de contorno en la parte de diferenciación numérica del programa
se deben elegir apropiadamente mediante el algoritmo de Numerov-Cooley [123], en
una subrutina separada. Finalmente, Lauvergnat y Nauts [126] desarrollaron un al-
goritmo para el cálculo del operador cinético molecular en coordenadas curvilíneas.
En este algoritmo [127] se evalúan numéricamente las derivadas de las coordenadas
cartesianas con respecto a las coordenadas internas, y las derivadas de las matri-
ces del tensor de inercia, Coriolis, deformación y rovibracional. Aquí las derivadas
están calculadas sin recurrir a esquemas de diferencias finitas, sino que sus cálcu-
los se basan en un procedimiento numérico que recurre a una eliminación gaussia-
na. Dicho procedimiento se describe en el marco de la reducción de dimensionali-
dad [73, 82, 88, 110, 116, 118].
En este trabajo, se desarrollan e implementan algoritmos de diferenciación numé-
rica de alta precisión para el cálculo de los elementos de la matrizG rovibracional en
moléculas de complejidad arbitraria. Dicho procedimiento se desarrolla y detalla en
el capítulo 4.
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2.2.6. Minimización del acoplamiento rotación-vibración
La matriz G definida en el apartado 2.2.5 (ecuación 2.86) contiene las con-
tribuciones rotacional y vibracional puras, así como la interacción de la rotación-
vibración. Ya que el acoplamiento rovibracional mezcla las coordenadas de rotación
y vibración, su eliminación, o al menos su minimización, es de gran interés cuando
se definen métodos para resolver Hamiltonianos rovibracionales.
Para tal fin, la orientación de los ejes fijos en la molécula x;y;z respecto a los
fijos en el espacio X ;Y;Z debe ser la más apropiada. Existen dos casos clásicos que
ejemplifican el uso de una selección adecuada de los ejes fijos en la molécula. En el
caso más simple, se usa una orientación que diagonaliza el tensor de inercia I. Los
elementos no-diagonales de I son iguales a cero, es decir, se minimizan. Estos ejes
fijos en la molécula son los ejes principales de inercia y los elementos diagonales
del tensor de inercia son los momentos principales de inercia [30]. En este primer
caso, la solución es la más simple respecto a la rotación pura, pero el acoplamiento
rovibracional no se tiene en cuenta.
Por otro lado, como segundo caso, es posible considerar específicamente el aco-
plamiento rovibracional. Suponiendo que los núcleos llevan a cabo vibraciones de
pequeña amplitud alrededor de la posición de equilibrio, la orientación de los ejes
fijos en la molécula se puede determinar imponiendo las condiciones de Eckart [31]:
N
å
a=1
mara = 0 (2.108)
N
å
a=1
ma (aa  ra) = 0 (2.109)
donde los ra son los vectores de desplazamiento cartesiano de los N núcleos, y los aa
son los vectores de posición que denotan las posiciones de los núcleos con respecto
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a los ejes x;y;z. La ecuación (2.108) representa el centro de masas de la molécu-
la, el cual por definición siempre coincide con el origen del sistema de ejes que rota,
x;y;z (ver apartado 2.2.2). La segunda condición de Eckart, expresada por la ecuación
(2.109), indica que el momento angular es nulo cuando los núcleos pasan por su
posición de equilibrio. Estas expresiones también son conocidas como condiciones
de Sayvetz [128]. Las condiciones de Eckart-Sayvetz representan la cancelación del
momento angular en el equilibrio. Por lo tanto, el acoplamiento rovibracional en ese
punto es cero, y pequeño en sus alrededores. Para movimientos de pequeña amplitud
es una buena aproximación. De hecho, las coordenadas normales rectilíneas se de-
finen para un potencial cuadrático usando esta aproximación [32]. Una aproximación
más realista es permitir desplazamientos más allá de la zona cuadrática de la energía
potencial. En el Hamiltoniano de Watson [39, 129] se usan los ejes de Eckart en la
definición del sistema de coordenadas fijo en la molécula.
Dymarsky y Kudin [130] presentaron una solución general para satisfacer las
condiciones de Eckart, por medio de una matriz de pseudo rotación T que iguala a
cero el producto vectorial entre la conformación molecular de referencia R y otra
conformación transformada r0:
å
a
mar0aRa = 0 (2.110)
donde r0a = Tra. El índice a se refiere al átomo con masama. La relación entre los ejes
de Eckart y la minimización de la desviación del valor cuadrático medio con respecto
a los ejes fijos en la molécula, también se ha estudiado por estos autores [131]. En
este trabajo se propone una matriz de rotaciónU que minimiza la desviación del valor
cuadrático medio entre dos conformaciones, satisfaciendo las condiciones de Eckart.
La expresión para la minimización tiene la forma:
minU2SO(3)å
a
ma jRa  (Ura)j2 (2.111)
donde, al igual que en la ecuación (2.110), Ra se refiere a las coordenadas en la con-
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formación de referencia, (Ura) a las coordenadas rotadas en la segunda conformación
y U es la matriz de rotación desconocida. Para que se cumpla la ecuación (2.111) U
debe pertenecer al grupo de rotaciones puras SO(3) [130].
Desde un punto de vista diferente, una serie de trabajos proponen métodos de
integración simpléctica para dinámica molecular [132–136]. En estos estudios, los
autores usan los ejes de Eckart como ejes fijos en la molécula para definir las posi-
ciones de equilibrio de los átomos, de tal manera que sus desplazamientos son su-
ficientemente pequeños y puede aplicarse un análisis de modos normales. De esta
forma, las ecuaciones de movimiento del Hamiltoniano clásico expresadas en modos
normales son:
Q¨k+lkQk = Q¨k+w2kQk = 0 ; k = 1;2; : : : ;3N (2.112)
donde las Qk son las coordenadas normales, las lk son las frecuencias normales y
las wk son las frecuencias de vibración. En la ecuación (2.112), 3N-6 coordenadas
normales describen las vibraciones moleculares, con wk > 0. Las seis coordenadas
normales restantes describen la traslación y la rotación, de tal manera que las condi-
ciones de Eckart se puedan expresar como:
Qk = 0; Q˙k = 0; k = 1;2; : : : ;3N 6 (2.113)
El sistema de Eckart es, por tanto, el sistema de coordenadas internas que determina
las posiciones de equilibrio de los átomos, tales que sus desplazamientos son igual a
cero en los modos normales con wk = 0. Por lo tanto, los movimientos rotacional y
traslacional se tratan como vibraciones con frecuencia cero [133]. Usando esta apro-
ximación, el espectro infrarrojo se puede calcular por una transformada de Fourier de
la función de autocorrelación del momento dipolar [135].
Otros estudios para definir la orientación de ejes fijos en la molécula son, por
ejemplo, el conocido trabajo de Hougen, Bunker y Jonhs [125] sobre moléculas
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triatómicas. En él, se usan las condiciones de Eckart para simplificar el acoplamiento
de Coriolis para las coordenadas rectilíneas y un solo movimiento de gran amplitud.
Por otro lado, en el trabajo de Sutcliffe y Tennyson [137] sobre moléculas triatómicas
se presenta una contribución interesante. Aquí, los ángulos de Euler se eligen en tér-
minos de tres coordenadas internas invariantes a la rotación. Además, Wei y Carring-
ton [138, 139] trataron de combinar las características de las condiciones de Eckart
con las de las coordenadas internas ortogonales, aplicando su tratamiento en molécu-
las triatómicas. También cabe mencionar el trabajo de Makarewicz y Bauder [140],
quienes proponen un método numérico para minimizar, en moléculas no-rígidas, el
acoplamiento de Coriolis para vibraciones de pequeña amplitud seleccionadas. Por lo
tanto, la definición de un sistema de ejes fijos en moléculas de tamaño arbitrario, que
minimice el acoplamiento rovibracional o más generalmente, elementos específicos
del operador cinético, es un tema que no está completamente resuelto. En este punto,
es importante apreciar que la selección de la orientación más apropiada de los ejes
fijos en la molécula para estudios vibracionales y rovibracionales se puede relacionar
con la minimización de elementos específicos de la matriz cinética G rovibracional.
En este trabajo, se desarrolla un método que minimiza elementos específicos de
la matriz G rovibracional para obtener la orientación óptima de los ejes fijos en la
molécula, en moléculas de complejidad y tamaño arbitrarios. Dicha metodología se
desarrolla detalladamente en la sección 4.4.
2.3. Parte computacional
Para la resolución de problemas en el área de la química y la espectroscopia mo-
lecular, resulta fundamental contar con una infraestructura de software (programas) y
hardware (computadores) lo suficientemente robusta para permitir suficiente poten-
cia de cálculo, almacenamiento y aprovechamiento de recursos. Por lo que respecta
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al software, los conceptos fundamentales de química teórica y espectroscopia mole-
cular descritos en las secciones 2.1 y 2.2, se incorporan en programas de ordenador
diseñados para la resolución de distintos problemas. En este trabajo se aborda la reso-
lución de ciertos problemas físico-moleculares. Dichas soluciones se implementarán
en aplicaciones software que se ejecutarán sobre unos recursos computacionales. En
este apartado se presentan una serie de conceptos informáticos de utilidad en el pre-
sente contexto.
2.3.1. Desarrollo de software
El software, o más apropiadamente “un” software, es el conjunto formado por un
programa y toda la documentación generada en el proceso de ingeniería del software.
En este contexto, la ingeniería del software [141] es la aplicación de un enfoque sis-
temático, disciplinado y cuantificable al desarrollo, operación y mantenimiento del
software. El desarrollo del software se lleva a cabo mediante la aplicación de un pro-
ceso consistente en un conjunto ordenado de pasos a seguir para la obtención del
producto, en este caso, el programa que resuelve un problema. Un concepto funda-
mental en ingeniería del software es el de ciclo de vida del software.
Ciclo de vida
El software se entiende asociado a un ciclo de vida que va desde su concep-
ción hasta su retirada por obsolescencia. El proceso se inicia con la especificación
de requerimientos del problema, continúa con la planificación, el modelado, la cons-
trucción y el despliegue para culminar en el soporte del programa terminado [141].
En la figura 2.3 se ilustra el modelo más simple, modelo en cascada, para el
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proceso de ingeniería del software. Sus fases son:
Comunicación. En esta fase se analizan las necesidades de los usuarios finales del
software para determinar qué objetivos y requisitos debe cubrir.
Planificación. En esta fase se describen las tareas técnicas, los riesgos probables, los
recursos que se requieren, los productos que se producirán y un programa de
trabajo.
Modelado. En esta fase se realiza la especificación completa del sistema. Abarca la
creación de modelos de análisis y diseño.
Construcción. Es la fase de programación o implementación. En ella se desarrolla
el código fuente, así como los conjuntos de casos de prueba, realizando los
correspondientes ensayos para corregir errores.
Despliegue. El software obtenido se pone en producción para su evaluación. En es-
ta fase, durante la explotación del sistema pueden surgir cambios, bien para
corregir errores o bien para introducir mejoras (mantenimiento).
Figura 2.3: Representación del modelo más simple de ciclo de vida del software.
Dentro del modelo de ciclo de vida del software, la etapa de modelado es una
parte fundamental que requiere de atención especial.
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Análisis y diseño
En el proceso de ingeniería del software se crean dos clases de modelos: modelos
de análisis y modelos de diseño [141].
El análisis abarca un conjunto de tareas como la investigación, elaboración, ne-
gociación, especificación y validación de requisitos. En el análisis se proporciona una
representación de información, función y comportamiento que se puede trasladar a
diseños arquitectónicos, de interfaz y a nivel de componentes, ofreciendo los medios
para evaluar la calidad una vez construido el software. La fase de análisis se centra en
la respuesta al “qué”: ¿Qué objetos manipula el sistema, qué funciones debe desem-
peñar el sistema, qué comportamientos muestra el sistema, qué interfaces se definen
y qué restricciones se aplican?.
Los modelos de análisis representan los requisitos del usuario en tres dominios
diferentes: el dominio de la información, el dominio funcional y el dominio del com-
portamiento. El dominio de la información lo forman los datos que fluyen hacia el
sistema, los datos que fluyen desde el sistema y el almacenamiento de datos (datos
permanentes). En el dominio funcional, las funciones del software transforman datos,
controlan el procesamiento interno o externo del sistema, y se pueden describir en
muchos grados de abstracción. En lo que respecta al dominio del comportamiento,
el comportamiento del software lo guía su interacción con el entorno externo, que
hace que se comporte de una manera específica. El modelado del análisis permite
una mejor comprensión del problema y establece una base para la solución (diseño).
Por otro lado, el diseño se centra en cómo dar respuesta a los diferentes requisitos
establecidos en la etapa de análisis. El diseño abarca diferentes aspectos como diseño
de datos, diseño arquitectónico, diseño de interfaz y diseño a nivel de componentes.
El diseño contempla una serie de metas: implementar todos los requisitos explícitos
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contenidos en el modelo del análisis y ajustarse a todos los requisitos implícitos que
desea el cliente, ser una guía legible para la generación del código y proporcionar
una imagen completa del software desde una perspectiva de implementación. Así, la
fase de diseño se centra en la respuesta al “cómo”: ¿Cómo se alcanza cada una de las
metas del proceso de análisis?.
Los modelos de diseño presentan características del software que ayudan a su
construcción de manera efectiva: la arquitectura, la interfaz del usuario y el detalle a
nivel de componentes. La arquitectura es el esqueleto del sistema que se va a cons-
truir. El diseño arquitectónico representa la estructura de datos y los componentes del
programa necesarios para construir un sistema computacional. Este afecta a la inter-
faz, las estructuras de datos, el flujo y el comportamiento del control del programa, la
manera en que se pueden realizar las pruebas o la facilidad de mantenimiento, entre
otros. La interfaz del usuario es la manifestación visible del software, sin importar
la sofisticación de sus funciones internas o la comprensibilidad de sus estructuras de
datos. Finalmente, en el diseño a nivel de componentes, la funcionalidad de un com-
ponente debe ser cohesiva, es decir, debe centrarse en una sola función o subfunción.
De manera general un componente es un bloque de construcción modular para el
software, el cual es una parte desplegable y reemplazable de un sistema [141].
Lenguaje de Modelado Unificado
El lenguaje de modelado unificado (UML, Unified Modeling Language) [142]
es un lenguaje de modelado de propósito general estandarizado en el campo de la
ingeniería del software. Es un lenguaje gráfico para visualizar, especificar, definir,
construir y documentar un sistema, o lo que es lo mismo, es el lenguaje en el que está
descrito el modelo. UML cuenta con una amplia cantidad de diagramas que pueden
usarse para el análisis y diseño a nivel de software, los cuales muestran diferentes
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aspectos de las entidades representadas. Dichos diagramas son de especial utilidad
en el análisis y diseño orientados a objetos, y se clasifican en:
Diagramas de estructura: Sirven para representar los elementos existentes en el
sistema modelado. Tenemos diferentes tipos de diagramas:
Diagramas de clases, que describen la estructura de un sistema mostrando
sus clases, atributos y las relaciones entre ellas.
Diagramas de componentes, los cuales representan la división de un sis-
tema software en componentes, así como las dependencias entre ellos.
Diagramas de objetos, que muestran una vista completa o parcial de la
estructura de un sistema modelado en un tiempo específico.
Diagramas de estructura compuesta, que describen la estructura interna
de una clase y las colaboraciones que esta estructura hace posibles.
Diagramas de despliegue, que se usan para modelar el hardware utilizado
en las implementaciones del sistema y la ejecución de entornos y artefac-
tos usados en el hardware.
Diagramas de paquetes, que describen la división de un sistema en agru-
paciones lógicas mostrando las dependencias entre estas.
Diagramas de comportamiento: Describen lo que sucede en el sistema modelado
y pueden ser de tres tipos:
Diagramas de actividad, que representan los flujos de trabajo paso a paso
de los componentes de un sistema.
Diagramas de casos de uso, que muestran la funcionalidad proporcionada
por un sistema en términos de actores implicados, los objetivos persegui-
dos y las dependencias entre ellos.
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Diagramas de estado, que se usan para describir muchos sistemas, des-
de programas de ordenador hasta procesos de negocio mediante una no-
tación estandarizada.
Diagramas de interacción: Se pueden considerar un subconjunto de los de com-
portamiento y se centran en el flujo de control y datos entre los elementos del
sistema modelado. Como tales tenemos:
Diagramas de secuencia, que muestran la interacción entre objetos de una
aplicación a través del tiempo y se modela para cada método de la clase.
Diagramas de comunicación, que modelan las interacciones entre objetos
o partes en términos de mensajes en secuencia.
Diagramas de tiempos, que muestran el comportamiento de objetos du-
rante un periodo de tiempo.
Diagramas globales de interacciones, que muestran los aspectos dinámi-
cos de los sistemas modelados.
2.3.2. Programación orientada a objetos
La programación orientada a objetos (POO) [144] es una forma de programar
que introduce conceptos similares a los que se usan para describir objetos reales. El
enfoque de la orientación a objetos para el desarrollo de software es muy útil en la
construcción de sistemas de gran tamaño y complejidad. Usando lenguajes de pro-
gramación y herramientas orientadas a objetos se simplifican los procesos de man-
tenimiento y reutilización, ya que en este paradigma se modela un sistema como un
grupo de objetos que interactúan entre sí. En la POO un programa se construye como
un conjunto de objetos, que colaboran entre ellos para realizar tareas. Los conceptos
básicos son los siguientes:
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Clase: define las propiedades y comportamiento (funciones o procedimientos) de un
tipo de objeto concreto. Una clase se puede entender como un conjunto de datos
junto con los procedimientos para manipular dichos datos. Una clase encapsula
datos y procedimientos, y representa un conjunto de elementos. Una clase se
corresponde con el concepto tradicional en computación de tipo abstracto de
datos.
Objeto: entidad provista de un conjunto de propiedades o atributos (datos) y de com-
portamiento o funcionalidad (procedimientos). Un objeto es un ejemplar de una
clase.
Procedimiento: cada uno de los algoritmos asociados a una clase de objetos, cuya
ejecución se desencadena tras la recepción de un mensaje. Desde el punto de
vista del comportamiento, es lo que el objeto puede hacer. Un procedimiento
puede producir un cambio en las propiedades del objeto, o la generación de un
evento con un nuevo mensaje para otro objeto del sistema.
Las características fundamentales de la POO son:
Encapsulación de datos. Los datos correspondientes a un objeto dado solo se acce-
den y modifican a través de los procedimientos de la clase.
Herencia. Es un mecanismo de abstracción consistente en la capacidad de derivar
nuevas clases a partir de otras ya existentes. La nueva clase contendrá automáti-
camente algunos o todos los atributos y procedimientos de la clase original. La
característica de herencia dota de una gran potencia a la programación orienta-
da a objetos [145].
Polimorfismo. Es la implementación de instrucciones para obtener comportamientos
diferentes, asociados a objetos de clases diferentes, pero que pueden compartir
el mismo nombre. Al llamarlos por ese nombre se utilizará el comportamien-
to correspondiente al objeto que se esté usando. Se precisa de una relación de
herencia entre las clases involucradas.
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Algunos de los lenguajes de POO son: C++, C#, Java o Python. Las principales
ventajas de usar este tipo de lenguajes de programación es que permiten hacer los
programas y módulos más fáciles de escribir, mantener y reutilizar.
2.3.3. Técnicas de minimización
Muchos problemas en la química computacional se pueden formular como una
minimización de una función de varias variables. La minimización u optimización es
el procedimiento para la búsqueda de mínimos (ver apartado 2.1.4).
De forma general, los métodos de minimización se pueden dividir en dos grupos
de acuerdo a sus características: métodos locales y métodos de minimización global.
Métodos locales
Como su nombre indica, estos son métodos enfocados en la búsqueda de mí-
nimos locales (ver figura 2.1). Si se tiene una función objetivo f , definida sobre un
espacio X, tendremos un mínimo local en un cierto intervalo de X si existe un punto
en ese intervalo en el que el valor de la función es menor que la función en cualquier
otro punto del mismo intervalo [146]. Es decir, un mínimo local xˇl 2X de una función
f : X 7 ! R es un elemento con f (xˇl) f (x) para todo x en los alrededores de xˇl:
Si X R : 8 xˇl 9e > 0 : f (xˇl) f (x) 8x 2 X; jx  xˇlj< e (2.114)
Dentro de los métodos para la localización de mínimos locales se encuentran:
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Métodos monodimensionales
Aunque estos procedimientos dependen sólo de una variable, suelen ser parte del
proceso utilizado en los métodos de minimización multidimensional. Los métodos
monodimensionales generalmente se inician con un proceso de acotamiento del mí-
nimo denominado bracketing. En dicho proceso se eligen tres puntos a< b< c, de tal
forma que f (b) sea menor que f (a) y f (c), existiendo así un mínimo en el intervalo
(a;c) [147]. Existen diferentes técnicas para localizar el mínimo así acotado, por
ejemplo:
a) El método de la sección áurea, donde se calcula una secuencia de brackets
hasta encontrar un intervalo de bracketing óptimo. Este procedimiento se lleva
a cabo eligiendo un nuevo punto intermedio x para obtener un intervalo de
bracketing más pequeño. La evaluación de f(x) permite la asignación de un
nuevo triplete donde el punto medio es la abscisa cuya ordenada es la mínima.
El proceso se repite hasta que la distancia entre los dos extremos del triplete
es lo suficientemente pequeña. Generalmente, se usa como tolerancia la raíz
cuadrada de la precisión de punto flotante de la máquina. La clave es la elección
del nuevo punto x mediante las relaciones de media áurea (0.38197) y sección
áurea (0.61803). Así, el intervalo de bracketing óptimo (a;b;c) tiene su punto
medio b a una distancia fraccionaria de 0.38197 de a y a 0.61803 de c [147].
b) El método de Brent, que realiza una interpolación parabólica inversa a partir
del bracket inicial. En este proceso se encuentra una abscisa y no una ordenada.
La fórmula para la abscisa x que es el mínimo de una parábola a través de tres
puntos f (a), f (b), y f (c) es:
x= b  1
2
(b a)2[ f (b)  f (c)]  (b  c)2[ f (b)  f (a)]
(b a)[ f (b)  f (c)]  (b  c)[ f (b)  f (a)] (2.115)
Tanto el método de la sección áurea como el método de Brent no requieren el
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cálculo de derivadas.
El método de Brent tiene una variante en la que se calculan las primeras
derivadas de la función. Para encontrar el mínimo de la función usa el signo
de la derivada y un método de extrapolación, concretamente el método de la
secante [147].
Métodos multidimensionales
Dentro de los procedimientos que minimizan funciones que dependen de varias
variables se encuentra el método simplex [148], el cual usa conceptos geométricos
como la reflexión, expansión y contracción en la definición de figuras de N + 1 puntos
en N dimensiones para la localización del mínimo. Este procedimiento empieza con
N + 1 puntos para definir un simplex inicial:
Pi = P0+Dei (2.116)
donde los ei’s son N vectores unitarios, y D es una constante estimada de la escala
de longitud característica del problema. A partir de esos puntos, el método sigue una
serie de pasos a través de reflexiones para mover el punto del simplex donde la función
es más grande a un punto menor. Se llega a la convergencia cuando el decremento en
el valor de la función es más pequeño que la precisión de la máquina.
Otro tipo de métodos multidimensionales son los métodos de conjunto de di-
recciones, que usan de forma iterativa un método lineal monodimensional. Estos
métodos trabajan manteniendo un conjunto de direcciones independientes, realizando
búsquedas lineales sucesivas a lo largo de cada dirección, de una manera cíclica. El
método de Powell [149] es un método de conjunto de direcciones N-dimensional, el
cual realiza N iteraciones en N(N+1) minimizaciones lineales. Este procedimiento
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se puede describir de manera breve con el siguiente pseudocódigo:
Código 2.1: Pseudocódigo del método multidimensional de Powell.
Inicio
Guardar la posición inicial en el punto P0
Repetir i=0 a N-1
Mover Pi al mínimo en la dirección ui
Pi = Pi+1
Repetir i=0 a N-2
Colocar ui  ui+1
Fin_repetir
Colocar uN 1 ! PN 1 P0
Mover PN 1 al mínimo en la dirección uN 1
P0=PN 1
Fin_repetir
Devolver valor óptimo Pmin
Fin
Tanto el método simplex como el método de Powell no requieren el cálculo de derivadas.
Entre los métodos que requieren calcular las derivadas se encuentra el método
de descenso por gradiente (SD, Steepest Descent). En este método se realiza una
minimización lineal en la dirección del gradiente negativo, obteniendo un nuevo gra-
diente para la próxima búsqueda lineal. Esto implica que la dirección de búsqueda uk
satisfaga la propiedad descendente, en la cual se cumple que:
uk = Ñk 8 k (2.117)
Esta propiedad garantiza la disminución en el valor de la función. Este método gene-
ralmente se usa como punto de partida antes de probar métodos de minimización más
sofisticados.
Por otro lado, los métodos de gradiente conjugado llevan a cabo cada búsque-
da lineal sobre una dirección conjugada, con gradiente ortogonal, a la dirección de
búsqueda previa. El primer paso de estos métodos es equivalente a un SD, pero las
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búsquedas lineales subsiguientes se realizan a lo largo de una mezcla del gradiente
negativo actual y la dirección de búsqueda previa [146]. Esto se puede expresar como:
u(k+1) = Ñ(k+1)+bkuk (2.118)
donde uk son las direcciones de búsqueda y el parámetro b se calcula como:
bk =
ÑT(k+1)Ñ(k+1)
ÑTk Ñk
(2.119)
Algunos métodos de este tipo son los métodos de Fletcher-Reeves (FR), Polak-
Ribiere (PR) y Hestenes-Stiefel (HS), los cuales difieren en la elección del parámetro
b [14]:
b (FR)k =
ÑTk Ñk
ÑT(k 1)Ñ(k 1)
b (PR)k =
ÑTk (Ñgk Ñ(k 1))
ÑT(k 1)Ñ(k 1)
b (HS)k =
ÑTk (Ñk Ñ(k 1))
uT(k 1)(Ñk Ñ(k 1)
(2.120)
Otro tipo de métodos multidimensionales que requieren el cálculo de derivadas
son los métodos de Newton-Raphson (NR). En estos métodos se evalúan las primeras
y segundas derivadas parciales de la función desarrollada en serie de Taylor hasta el
término cuadrático:
f (x+d ) f (x)+ f 0(x)d + f
00(x)
2
d 2+    (2.121)
donde
d =  f (x)
f 0(x)
(2.122)
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Los métodos NR son eficientes por su velocidad de convergencia. Si e es una
distancia pequeña de x, la función y su derivada son:
f (x+ e) = f (x)+ e f 0(x)+ e2
f 00(x)
2
d 2+    ;
f 0(x+ e) = f 0(x)+ e f 00(x)+   
(2.123)
Por la fórmula de NR se obtiene:
xi+1 = xi  f (xi)f 0(xi) ;
ei+1 = ei  f (xi)f 0(xi)
(2.124)
Usando la ecuación (2.123) en (2.124) se obtiene una relación de recurrencia del tipo:
ei+1 = e2i
f 00(x)
2 f 0(x)
(2.125)
La ecuación (2.125) indica que el método NR converge cuadráticamente. Como los
métodos NR están basados en el cálculo directo del Hessiano [150], la obtención del
Hessiano exacto en cada paso hace que sean costosos computacionalmente.
Una variante de los métodos NR son los métodos cuasi-Newton, en los que
no se calcula la matriz Hessiana directamente, sino que se comienza con una esti-
mación inicial que se mejora gradualmente en cada etapa de la minimización, usan-
do un esquema de actualización. Algunos de los esquemas de actualización usados
más comúnmente son los métodos de Davidon-Fletcher-Powell (DFP) y Broyden-
Fletcher-Goldfarb-Shanno (BFGS) [146]. Estos métodos tienen desarrollos similares
y solamente difieren en el tratamiento del error de redondeo y tolerancia de conver-
gencia. La fórmula de actualización del método DFP es:
Hi+1 =Hi+
(xi+1  xi)
 (xi+1  xi)
(xi+1  xi)  (Ñ fi+1 Ñ fi)
  [Hi  (Ñ fi+1 Ñ fi)]
 [Hi  (Ñ fi+1 Ñ fi)]
(Ñ fi+1 Ñ fi) Hi  (Ñ fi+1 Ñ fi)
(2.126)
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mientras que la de BFGS es:
Hi+1 =Hi+
(xi+1  xi)
 (xi+1  xi)
(xi+1  xi)  (Ñ fi+1 Ñ fi)
  [Hi  (Ñ fi+1 Ñ fi)]
 [Hi  (Ñ fi+1 Ñ fi)]
(Ñ fi+1 Ñ fi) Hi  (Ñ fi+1 Ñ fi)
+ [(Ñ fi+1 Ñ fi) Hi  (Ñ fi+1 Ñ fi)]u
u
(2.127)
la cual difiere de la de DFP por el último término adicional, donde u es el vector
definido como [147]:
u (xi+1  xi)
(xi+1  xi)  (Ñ fi+1 Ñ fi)  
Hi  (Ñ fi+1 Ñ fi)
(Ñ fi+1 Ñ fi) Hi  (Ñ fi+1 Ñ fi) (2.128)
En ambas expresiones, (2.126) y (2.127), H es la matriz hessiana, Ñ es el gradiente
(ver ecuaciones 2.35 y 2.37), y 
 denota el producto directo de dos vectores.
El coste computacional de los métodos cuasi-Newton es menor que en los méto-
dos NR y, por ejemplo, suelen ser la mejor elección en optimizaciones de geometría
usando una función de energía calculada por métodos de estructura electrónica [151].
Métodos metaheurísticos de optimización global
Los métodos de minimización global están dirigidos a la búsqueda de mínimos
globales (ver figura 2.1). Si se tiene una función objetivo f definida sobre un espacio
X, el mínimo global es la mejor solución (solución óptima) en el domino completo
de X, es decir, un mínimo global xˇ 2 X de una función f : X 7 ! R es un elemento
con f (xˇ) f (x)8x 2 X [152].
Los métodos generalmente utilizados para problemas de optimización global se
basan en procesos de búsqueda metaheurística. Estos métodos sirven para encontrar
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una buena aproximación al mínimo de una función en un espacio de búsqueda grande.
Una metaheurística es una estrategia general de alto nivel, la cual guía a otras heurís-
ticas para alcanzar las soluciones factibles en dominios complejos [153]. Algunos
ejemplos de métodos metaheurísticos son:
a) Recocido simulado (SA, Simulated Annealing) [154], cuyo nombre viene de la
analogía con el proceso de recocido en metalurgia. Esta técnica consiste en ca-
lentar un metal a temperatura muy alta, y luego enfriar lenta y controladamente
para obtener un sólido en estado cristalino. El método SA es un proceso iterati-
vo. En cada paso se considera el estado actual y se decide probabilísticamente
si se cambia el sistema a un nuevo estado, o permanece en el anterior. La elec-
ción se lleva a cabo mediante la condición de Metropolis [155], en la cual se
genera una perturbación aleatoria en el sistema y se calculan los cambios de la
función, E, resultantes. Si hay un decremento en la función el cambio se acepta
automáticamente. Por otro lado, si hay un incremento el cambio se acepta con
una probabilidad dada por una distribución de probabilidad de Boltzmann:
Prob(E) exp( E=T ) (2.129)
donde E es la función de prueba. La ecuación (2.129) expresa que un sistema
en equilibrio térmico con “temperatura” T tiene su energía distribuida proba-
bilísticamente entre todos sus diferentes estados E. La “temperatura” inicial
se fija en un valor grande de la función E. A lo largo del procedimiento, la
función explora todo su espacio de definición usando desplazamientos aleato-
rios, definiendo una cadena de Markov [147]. Conforme la “temperatura” baja,
la función se va localizando alrededor del mínimo global. Este paso se repite
hasta que la “temperatura” es suficientemente baja (frozen) o el procedimiento
se repita un cierto número de veces, alcanzando un estado suficientemente es-
table. El algoritmo de SA, incluyendo la condición de Metropolis, se muestra
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en el siguiente pseudocódigo:
Código 2.2: Pseudocódigo del algoritmo de simulated annealing.
Inicio
Configuración inicial E0
Temperatura inicial T0
Repetir
Repetir
Modificación de la configuración inicial DE
/* Condición de Metropolis */
Si DE  0 Entonces
modificación aceptada
Sino
modificación aceptada con Prob=exp(-DE=T)
Fin_si
Hasta termalización
Decremento lento de T
Hasta "frozen"
Devolver valor mínimo Emin
Fin
b) Otro método metaheurístico es la búsqueda tabú (TS, Tabu Search) [156], la
cual está basada en el uso de mecanismos inspirados en la memoria humana.
Es un proceso iterativo donde se elige una configuración inicial, la cual se per-
turba y se busca la mejor solución de los alrededores. Esta solución se actualiza
como la mejor solución conocida. Cada solución ya visitada se marca como
prohibida, colocándose en una lista tabú donde se almacenan las soluciones
que ya han sido probadas. Con esta estrategia se evita un proceso cíclico y las
soluciones van cambiando a lo largo del espacio de exploración. El siguiente
pseudocódigo muestra el algoritmo de búsqueda tabú:
Código 2.3: Pseudocódigo del algoritmo de búsqueda tabú.
Inicio
Configuración inicial s
Lista Tabú inicial vacía
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Repetir
Perturbación de la configuración inicial s
Evaluación de N vecinos
Selección del mejor vecino t
Actualización de la mejor solución conocida
Inserción de movimiento t! s en la lista Tabú
Nueva configuración s= t
Hasta criterio de parada
Devolver valor mínimo smin
Fin
c) Los algoritmos genéticos (GA, Genetic Algorithms) [157] son procesos meta-
heurísticos muy utilizados. Estos se basan en técnicas inspiradas en la evolu-
ción biológica de las especies y usan los conceptos de selección, reproducción
y mutación. En este proceso, iterativo, se elige una población inicial que en-
tra en una fase de selección. Los individuos se seleccionan para la fase de
reproducción de acuerdo al valor de la función objetivo (fitness). La fase de
reproducción consiste en generar nuevos individuos a partir de recombinación
(de dos individuos) y mutación (de un individuo). Entonces, los nuevos indivi-
duos entran en la fase de evaluación de su fitness. Los miembros de la nueva
generación reemplazan al mismo número de individuos de una generación an-
terior hasta que se cumple un criterio de terminación. El proceso general de un
algoritmo genético se muestra en el siguiente pseudocódigo:
Código 2.4: Pseudocódigo del algoritmo genético.
Inicio
Población inicial de m individuos
Repetir
Evaluación de la población: Evaluar los valores
objetivo: Genotipo y Fenotipo
Asignación de f itness usando los valores objetivo
Selección de individuos con mejor f itness
Reproducción: Crear nuevos individuos: Proceso de
mutación y recombinación
Hasta criterio de parada
Devolver mejores individuos mmin
Fin
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Los métodos de minimización heurísticos se usan en una amplia comunidad
científica interdisciplinar. Se han utilizado, por ejemplo, en la resolución de proble-
mas químicos y biológicos. Los GA se han utilizado para encontrar conformaciones
de baja energía de moléculas orgánicas [158], el SA se ha utilizado en optimizaciones
conformacionales sobre superficies de energía potencial [159–161], en la búsque-
da de estructuras óptimas de sensores piezoeléctricos [162] o en estudios de mode-
lización de proteínas [163–165]. Algunos métodos SA modificados e híbridos se han
usado para mejorar y hacer más eficiente el proceso de minimización global. Por
ejemplo, en uno de ellos el esquema de enfriamiento del proceso, es decir, el proceso
de convergencia, se mejora basándose en programación dinámica estocástica [166].
Otro algoritmo SA modificado centra su interés en el criterio de parada del proce-
so [167]. Aquí los autores sustituyen la búsqueda aleatoria iterativa de Metrópolis, la
cual tiene lugar en un espacio euclideo, por una exploración similar realizada dentro
de una sucesión de espacios euclideos.
Algunos métodos híbridos SA + búsquedas locales se han utilizado para mejo-
rar la eficiencia del proceso global, disminuyendo el número de evaluaciones sobre
la función de coste y acelerando la convergencia. Un método híbrido SA + Boltz-
mann simplex se utilizó para la optimización de clusters de agua y argón [168]. Otro
método híbrido SA + simplex [169] se probó en un conjunto de funciones conoci-
das, demostrando mejoras en la aceleración de la convergencia y en los resultados.
Hedar y Masao [170] realizaron un estudio comparativo de dos métodos híbridos, SA
+ métodos aproximados de dirección descendente, cuyos resultados obtenidos sobre
funciones conocidas demostraron una buena eficiencia.
Por otro lado, también se ha recurrido con frecuencia a las técnicas de mini-
mización heurísticas en estudios de planificación [171], autoplanificación [172, 173]
y equilibrado de carga en sistemas de computación heterógeneos distribuidos [174,
175].
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2.3.4. Entornos Grid computacionales
Un Grid es una infraestructura hardware y software que proporciona acceso fia-
ble, consistente, de bajo coste y de alta calidad a recursos computacionales [176].
Este modelo de computación distribuida implica la coordinación y compartición de
recursos, aplicaciones y datos en sistemas de computadores conectados a Internet,
de forma coordinada, transparente y segura, entre organizaciones dinámicas y geo-
gráficamente distribuidas. Un Grid no está sujeto a un control centralizado y usa
protocolos e interfaces estándares, abiertos y de propósito general, para proporcionar
calidades de servicio no triviales [177, 178].
Existen diferentes tipos de Grid. Una clasificación general es:
Grid de datos: Está enfocado a la compartición y gestión controlada de gran canti-
dad de datos distribuidos. Integra recursos heterogéneos para el almacenamien-
to seguro y redundante de datos en sitios geográficamente repartidos, e iden-
tifica servicios de alto rendimiento distribuidos para computación intensiva de
datos.
Grid computacional: Está enfocado principalmente a operaciones de computación
intensiva. Proporciona accesos sencillos, transparentes y eficientes a cualquier
recurso independientemente de su localización y siempre de manera coordina-
da para realizar tareas que consumen mucho tiempo de cómputo. En particular,
en este trabajo se usa un Grid computacional.
Con la computación Grid se consigue una mayor potencia de cálculo, alma-
cenamiento, aprovechamiento de recursos, etc., combinando los recursos computa-
cionales de varias organizaciones y explotando las capacidades y ventajas que ofrece
Internet. Ya que las diferentes instituciones están distribuidas geográficamente y cuen-
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tan con distintos dominios administrativos, la compartición de recursos tiene que ser
necesariamente muy coordinada, definiendo reglas y condiciones dentro de la orga-
nización. Un conjunto de individuos y/o instituciones definido por tales reglas de
compartición se llama Organización Virtual (VO, Virtual Organization) [177]. Una
VO implica la coordinación de varios grupos de trabajo de distintas organizaciones
interesados en la resolución de problemas dentro de un área de interés común.
Un Grid computacional cuenta con una serie de componentes [179], los cuales
generalmente se muestran en un modelo de capas como el que se ilustra en la figura
2.4. En este diagrama, el nivel más bajo es la capa de infraestructura. En ella se en-
cuentran los dispositivos físicos (hardware) y los recursos que los usuarios del Grid
quieren compartir, como computadores, sistemas de almacenamiento, catálogos, re-
cursos de red y sensores. Por encima de esta capa se encuentra la capa de protocolos
de conectividad y recursos. Aquí están implementados los protocolos de comuni-
cación y autenticación para acceder de manera segura a los recursos y servicios del
Grid. En este nivel es necesaria la utilización de un middleware que incluye soportes
de seguridad, manejo de recursos, manejo de datos, comunicación y detección de fa-
llos. Por tanto, el middleware es esencial para administrar los recursos distribuidos
geográficamente y en dominios administrativos diferentes [178]. La siguiente capa
se refiere a los servicios colectivos, es decir, contiene los protocolos y servicios para
la interacción entre las colecciones de recursos. En ella se encuentran los protoco-
los de información con los cuales se obtienen datos acerca de la estructura y estado
de los recursos del Grid, y los protocolos de gestión que negocian el acceso a los
recursos de manera uniforme. Finalmente, la capa superior es la capa de aplicación,
en la cual los usuarios obtienen las credenciales de autenticación para acceder a los
recursos, solicitan un sistema de información y un catálogo de réplicas para determi-
nar la disponibilidad de los recursos, envían los requisitos a los recursos apropiados
para iniciar procesos o cálculos, y monitorizan el progreso de sus procesos, obte-
niendo una notificación de terminación, progreso o fallo del mismo. En esta última
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capa es de gran utilidad un metaplanificador para ejecutar los procesos de una mane-
ra eficiente y planificada. Su función básica es proporcionar una herramienta cliente
que facilite el lanzamiento de trabajos (job manager) y proporcione un servicio de
planificación dinámica (resource broker) [178, 179].
Figura 2.4: Esquema general de un Grid computacional.
Las características y ventajas que ofrece la computación Grid se han aprovecha-
do en estudios donde se generan cientos o miles de tareas en áreas como la quími-
ca, farmacología, astrofísica, meteorología, etc. Por ejemplo, en el área de la far-
macología, la tecnología Grid se ha usado en aplicaciones de visualización virtual
y de reconstrucción de estructuras de rayos-X para diseño de fármacos [180]. En
biomedicina se ha aplicado para explorar una gran diversidad de dominios asocia-
dos con los últimos avances en diagnóstico y prevención de enfermedades genéticas,
el cáncer, enfermedades cerebrales, etc. [181]. En genética se aplica al análisis del
genoma humano en estudios de modelos de mecanismos metabólicos [182].
Por lo que respecta al tema del presente trabajo cabe destacar un estudio sobre la
generación automática masiva de cálculos de estructura electrónica de una molécula
prototipo [184]. En dicho estudio, los resultados muestran que es posible usar unGrid
computacional para el cálculo de decenas de miles de datos de estructura electrónica
molecular en un tiempo razonable.

CAPÍTULO
TRES
METODOLOGÍA
En este capítulo se describen las técnicas utilizadas y los procedimientos de-
sarrollados en este trabajo para alcanzar los objetivos planteados en el capítulo 1.
Este capítulo está dividido en dos secciones.
En la sección 3.1 se describen los sistemas moleculares utilizados para la cali-
bración y aplicación de los componentes algorítmicos desarrollados en este estudio.
Se especifican las convenciones numéricas y las coordenadas vibracionales definidas
para cada uno de ellos.
En la sección 3.2 se especifican los tipos de cálculo de estructura electrónica rea-
lizados. También se describe la metodología a seguir para el tratamiento de modelos
rovibracionales anarmónicos a partir de los cálculos de estructura electrónica y las
herramientas utilizadas para tal fin.
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3.1. Selección del conjunto molecular de calibración
La calibración de los diferentes parámetros y el análisis de los tratamientos pro-
puestos en este trabajo se realizan sobre un conjunto molecular de referencia. Para
ello, se seleccionó un grupo de moléculas no-rígidas de interés astrofísico y de dife-
rentes tamaños: acetaldehído [55], glicoaldehído [92], metil formato [93], etil metil
éter [106] y n-butironitrilo [185].
El acetaldehído se identificó por primera vez en 1971 en el medio intereste-
lar, estableciéndose que su producción es consecuencia de la reacción de asociación
entre las especies H3O+ y C2H2 seguida de una reacción de recombinación diso-
ciativa [186]. Posteriormente, se han publicado diversos estudios sobre su detección
mediante transiciones en su espectro de microondas [187, 188], sus procesos de sín-
tesis y recombinación [189,190], la formación de sus diferentes formas isoméricas y
sus abundancias relativas [191–193] en el espacio interestelar. Concretamente se ha
detectado su existencia en zonas frías de nebulosas de polvo TMC-1, L134N y Sgr B2
(Sagitario) [188], en zonas de hielos interestelares W33A y AFGL 7009S [189,192],
y en cometas como el C/1995 O1 (Hale-Bopp) [194].
El glicoaldehído es el primer monosacárido que fue detectado en el medio inter-
estelar, siendo una molécula de gran importancia como intermediario en la síntesis
prebiótica de azúcares [195]. Su detección la realizaron Hollis, Lovas y Jewell en el
año 2000 [195]. Estos autores observaron esta molécula en la región de Sgr B2(N)
por medio de sus transiciones rotacionales de ondas milimétricas. Estudios poste-
riores que incluyen transiciones adicionales en su espectro rotacional, presentaron
evidencias definitivas de su presencia en dicha zona del espacio [196, 197]. Se ha
establecido que la síntesis del glicoaldehído en el espacio se lleva a cabo por medio
de una reacción de polimerización del H2CO.
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El metil formato es el isómero más abundante en el espacio interestelar del con-
junto de moléculas con fórmula empírica C2O2H4, además del glicoaldehído y el
ácido acético. El metil formato fue detectado por primera vez en la región de Sgr B2
en 1975 [198]. Posteriormente, fue detectado en las regiones de Orion KL [200] y
Orion A [199], y fue confirmada su existencia en Sgr B2 [200] por medio de la detec-
ción de nuevas bandas en su espectro rotacional. Se ha establecido que la producción
de metil formato en el espacio interestelar tiene como precursor al CH3OH formado
en el hielo de granos interestelares [201].
El etil metil éter es una de las moléculas más grandes detectadas en el espacio
interestelar. Esta fue identificada en 2003 en regiones de alta temperatura de forma-
ción de estrellas de gran masa, concretamente en W51 e2 [202, 203]. Se piensa que
se puede producir a través del CH3OH y el C2H5OH por medio de reacciones entre
alcoholes y alcoholes protonados [202,203]. En un estudio previo [204], ya se habían
observado algunas bandas en regiones como W51 e1/e2, Orion KL y SgrB2 (N), las
cuales se asignaron al etil metil éter.
Finalmente, el n-butironitrilo (C3H7CN) se detectó, en 2008, en regiones de for-
maciones estelares, específicamente en Sgr B2(N) [185]. Su detección se basó en un
análisis combinado de datos espectroscópicos de laboratorio. Algunos trabajos pre-
vios de su espectro rotacional ofrecieron algunos indicios para su búsqueda en el
espacio interestelar [205, 206]. Se sugiere su formación a través de reacciones de su-
perficie [207], a través de una reacción de hidrogenación de C3H6CN, por adición de
CN a C3H7, o por un proceso de fotodisociación de rayos cósmicos inducidos [185].
En la figura 3.1 se muestran las estructuras moleculares y convenciones numéri-
cas usadas para el conjunto de moléculas seleccionadas. En esta figura se obser-
va la definición de varias coordenadas torsionales vibracionales mediante ángulos
diedros. En el acetaldehído la coordenada de torsión está definida por el ángulo
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q1 (H6C1C2O3). En el glicoaldehído los movimientos torsionales se describen a
través de los ángulos q1 (O4C2C1O3) y q2 (H6O3C1C2). En el metil formato, los
movimientos torsionales se describen por los diedros q1 (O4C2O1C3) y q2 (H6C3-
O1C2). En el etil metil éter se usan los diedros q1 (H7C4C3O2), q2 (C4C3O2C1),
y q3 (H10C1O2C3). Finalmente, en la molécula de n-butironitrilo se describen dos
movimientos de torsión usando q1 (C4C3C2C1) y q2 (H7C1C2C3).
Figura 3.1: Estructuras y convención numérica de los sistemas moleculares usados: a) ace-
taldehído, b) glicoaldehído, c) metil formato, d) etil metil éter y e) n-butironitrilo. Se incluyen
las vibraciones anarmónicas de gran amplitud, descritas por ángulos diedros, definidas para
los movimientos torsionales en estudio.
3.2. Métodos y herramientas usados 81
3.2. Métodos y herramientas usados
Para todo el conjunto molecular definido en la sección 3.1, se obtienen las es-
tructuras moleculares totalmente relajadas de las conformaciones más estables en el
estado electrónico fundamental usando metodología ab initio. La matriz Z para la
definición de dichas moléculas se muestra en las tablas 3.1 y 3.2.
En estos cálculos, la energía de correlación se tiene en cuenta usando el método
de perturbaciones MP2 [208]. Como conjunto de base se usa la base de correlación
consistente cuádruple zeta, cc-pVQZ [22] para las moléculas de acetaldehído, gli-
coaldehído, metil formato y etil metil éter. Esta base polarizada incluye por defini-
ción funciones de tipo f sobre los átomos de hidrógeno y funciones de tipo g para
los átomos pesados. Para la molécula de n-butironitrilo se usa una base aumentada
de correlación consistente triple zeta, aug-cc-pVTZ [23]. Esta base incluye funciones
de tipo d sobre los átomos de hidrógeno y funciones de tipo f sobre los átomos pe-
sados, además de incluir funciones difusas. Además de una optimización completa
de los parámetros en todos los sistemas moleculares, se calcula la hipersuperficie de
energía potencial para la molécula de n-butironitrilo en función de sus dos coordena-
das torsionales definidas (ver figura 3.1). La construcción de esta hipersuperficie de
potencial es necesaria para la generación del Hamiltoniano molecular rovibracional.
Dicha hipersuperficie se describe en la sección 4.5. Todos los cálculos se realizaron
con el paquete Gaussian03 [210].
El conjunto molecular se usará en la calibración y prueba de los métodos y al-
goritmos desarrollados en este trabajo para el cálculo numérico de derivadas de alta
precisión y la selección heurística de ejes moleculares. El objetivo es el cálculo de
la matriz G rovibracional de moléculas no-rígidas de tamaño y complejidad arbitra-
rios [212]. Dichos algoritmos se describen detalladamente en el capítulo 4.
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Tabla 3.1: Definición de la matriz Z de las moléculas: a) acetaldehído, b) glicoaldehído y c)
metil formato. X denota un átomo ficticio.
a)
C1
C2 C1 R21
O3 C2 R32 C1 A321
X4 C2 R42 C1 A421 C3 D4213
H5 C2 R52 X4 A524 C1 D5241
H6 C1 R61 C2 A612 C3 D6123 (q1)
H7 C1 R71 C2 A712 H6 D7126
H8 C1 R81 C2 A812 H6 D8126
b)
C1
C2 C1 R21
O3 C1 R31 C2 A321
O4 C2 R42 C1 A421 O3 D4213 (q1)
H5 C2 R52 C1 A521 O4 D5214
H6 O3 R63 C1 A631 C2 D6312 (q2)
H7 C1 R71 C2 A712 O3 D7123
H8 C1 R81 C2 A812 H7 D8127
c)
O1
C2 O1 R21
C3 O1 R31 C2 A312
O4 C2 R42 O1 A421 C3 D4213 (q1)
H5 C2 R52 O1 A521 O4 D5214
H6 C3 R63 O1 A631 C2 D6312 (q2)
H7 C3 R73 H6 A736 O1 D7361
H8 C3 R83 H7 A837 O1 D8371
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Tabla 3.2: Definición de la matriz Z de las moléculas: d) etil metil éter y e) n-butironitrilo.
X denota un átomo ficticio.
d)
C1
O2 C1 R21
C3 O2 R32 C1 A321
C4 C3 R43 O2 A432 C1 D4321 (q2)
H5 C3 R53 O2 A532 C4 D5324
H6 C3 R63 O2 A632 H5 D6325
H7 C4 R74 C3 A743 O2 D7432 (q1)
H8 C4 R84 H7 A847 C3 D8473
H9 C4 R94 H8 A948 C3 D9483
H10 C1 R101 O2 A1012 C3 D10123 (q3)
H11 C1 R111 H10 A11110 O2 D111102
H12 C1 R121 H11 A12111 O2 D121112
e)
C1
C2 C1 R21
C3 C2 R32 C1 A321
C4 C3 R43 C2 A432 C1 D4321 (q1)
X5 C4 R54 C3 A543 C2 D5432
N6 C4 R64 X5 A645 C3 D6453
H7 C1 R71 C2 A712 C3 D7123 (q2)
H8 C1 R81 C2 A812 H7 D8127
H9 C1 R91 C2 A912 H7 D9127
H10 C2 R102 C1 A1021 C3 D10213
H11 C2 R112 C1 A1121 H10 D112110
H12 C3 R123 C2 A1232 C4 D12324
H13 C3 R133 C2 A1332 H12 D133212
84 3. Metodología
El programa que implementa los algoritmos desarrollados se construye siguien-
do un modelo de ingeniería del software [141] y la programación orientada a obje-
tos [144]. La codificación del programa se lleva a cabo usando el lenguaje C++ [211],
el cual además de ser muy eficiente, cuenta con las características de la programación
orientada a objetos. El análisis y diseño para la implementación del programa se des-
criben detalladamente en el capítulo 4.
CAPÍTULO
CUATRO
RESULTADOS Y DISCUSIÓN
En este capítulo se presentan y discuten los resultados de este trabajo de ma-
nera detallada. Como ya se ha mencionado a lo largo del documento, el objetivo de
este trabajo es construir el Hamiltoniano rovibracional completo para su posterior
resolución. Para ello, el operador de energía cinética se tiene que calcular de manera
precisa y en los ejes moleculares apropiados. Los términos cinéticos, que provienen
de la matriz G, se deben calcular de forma general y deben ser lo suficientemente
precisos para ser útiles en cálculos de rotación. En este trabajo se propone el uso de
métodos numéricos para alcanzar estos objetivos. Este capítulo está dividido en cinco
secciones.
En la sección 4.1 se presenta el tratamiento general de la construcción del Ha-
miltoniano molecular rovibracional. En esta sección se describe de forma general el
tratamiento desarrollado en este trabajo para su construcción y posterior resolución.
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En la sección 4.2 se describe el desarrollo y la calibración de un método para el
cálculo numérico de las derivadas de alta precisión involucradas en la resolución de
la parte cinética del Hamiltoniano rovibracional.
En la sección 4.3 se describe el desarrollo y la calibración de un método híbrido
de minimización para la selección óptima de ejes moleculares en el cálculo de la
matriz G rovibracional.
El proceso de calibración y pruebas de los algoritmos desarrollados, que se pre-
sentan en las secciones 4.2 y 4.3, se lleva a cabo sobre el conjunto molecular de
calibración descrito en el capítulo 3.
Ambos algoritmos, descritos en la secciones 4.2 y 4.3, se implementan en un pro-
grama diseñado para el cálculo heurístico de la matriz G rovibracional para molécu-
las de tamaño arbitrario en ejes moleculares optimizados. El análisis, el diseño y la
implementación del software se detallan en la sección 4.4.
En la última sección del capítulo, 4.5, se presenta la aplicación de la metodología
descrita en las secciones anteriores al tratamiento de una molécula de interés: n-
butironitrilo.
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4.1. Construcción del Hamiltonianomolecular rovibracional
El Hamiltoniano molecular de rotación-vibración de un sistema molecular se
puede expresar en función de las coordenadas vibracionales de forma general como:
Hˆrv =
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(4.1)
donde p se refiere a las coordenadas de vibración y J a las coordenadas de rotación.
En esta expresión el primer término se refiere a la rotación pura, el segundo a la in-
teracción rotación-vibración, el tercer término a la vibración pura y el último término
al potencial.
La construcción del Hamiltoniano molecular expresado como en la ecuación
(4.1) requiere del cálculo de la energía cinética y potencial de la forma más precisa
posible. En este contexto, recurrir al cálculo numérico de la matrizG rovibracional se
convierte en una aproximación adecuada. Es necesaria, por tanto, una metodología
para calcular con alta precisión las derivadas numéricas involucradas en el cálculo
de la parte cinética del Hamiltoniano molecular rovibracional. La ventaja de esta
aproximación es que el tratamiento es general para cualquier tipo de coordenadas
que puedan expresarse como combinaciones lineales de las coordenadas internas,
por ejemplo, coordenadas normales o de simetría.
Por otro lado, se propone una nueva aproximación para la selección óptima de
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los ejes moleculares basada en una heurística de minimización, que simplifica el
tratamiento de la rotación pura y del acoplamiento de rotación-vibración. De esta
forma la obtención de los elementos cinéticos de la matriz G se lleva a cabo en ejes
moleculares óptimos.
Tanto las funciones cinéticas como de potencial en la ecuación (4.1) se pueden
desarrollar como expansiones en serie de Fourier o de Taylor de simetría adaptada a
la representación irreducible totalmente simétrica del grupo no-rígido de la molécula:
Pˆa1 f (q1; : : :q3N 6) = fa1(q1; : : :q3N 6) (4.2)
4.2. Cálculo numérico de la matriz G rovibracional
La expresión del operador de energía cinética rovibracional de la ecuación (2.88)
también se puede expresar de la siguiente forma:
Tˆ=  h¯
2
2
 
JˆGR Jˆ+ JˆGRV pˆ+ pˆGTRV Jˆ+ pˆG
T
V pˆ

+U (4.3)
dondeU es el pseudopotencial y las matrices GR, GV y GRV son los componentes de
la matriz G rovibracional definida en la ecuación (2.86) como:
G=
 
GR GRV
GTRV GV
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I X
XT Y
! 1
(4.4)
La matriz GR, de 3 x 3, contiene los elementos de rotación pura, la matriz GV , con
dimensión N x N, siendo N el número de vibraciones, contiene los elementos de
vibración pura. La matriz GRV , de dimensión 3 x N, contiene los elementos de aco-
plamiento rotación-vibración.
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Para llevar a cabo el cálculo de la matriz G rovibracional son necesarios varios
pasos. Uno de éstos es el cálculo de las derivadas involucradas en los elementos de la
matriz X de rotación-vibración y la matriz Y de vibración pura:
Xi j =
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
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Estos elementos de matriz se obtienen de la geometría molecular. El punto clave es
la obtención de las derivadas de las coordenadas nucleares con respecto a las coor-
denadas vibracionales. En el caso general, con coordenadas vibracionales arbitrarias,
el cálculo analítico de estas derivadas se vuelve complicado y difícilmente genera-
lizable. Un método más general (pero aproximado) es recurrir a cálculos numéri-
cos [73, 112, 117, 124, 126]. Como requisito de este trabajo necesitamos evaluar
derivadas numéricas con alta precisión a fin de obtener términos cinéticos que permi-
tan la computación fiable de niveles de rotación.
El tratamiento para la resolución de las derivadas numéricas que se lleva a cabo
en este trabajo está basado en la aproximación de diferencias centrales finitas (ver
ecuaciones 2.105-2.107). El punto de partida es la elección del incremento óptimo de
las coordenadas utilizado para su cálculo.
4.2.1. Determinación de incrementos óptimos de coordenadas
Para obtener resultados precisos en la estimación de las derivadas numéricas,
se debe usar un valor apropiado para el incremento Dqi de la ecuación (2.107). De
la elección adecuada del incremento en las coordenadas depende en gran parte la
precisión del resultado de la derivada calculada por la aproximación de diferencias
finitas. Existen dos tipos de errores que afectan la estimación de la primera derivada
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de la ecuación (2.107), el error de truncamiento y el error de redondeo.
El error de truncamiento, et , proviene de despreciar los términos de orden supe-
rior al segundo en las expansiones de Taylor de la ecuación (2.105). En este caso:
et u Dq2i 
¶ 3ra j(qi)
¶q3i
(4.6)
Este resultado muestra que et en la ecuación (2.107) es de orden O(Dq2i ). Por otro
lado, el orden del error de redondeo, er, en la ecuación (2.107) se puede estimar
usando aritmética de punto flotante de la forma siguiente. Un valor arbitrario usado
en un computador no tiene una representación exacta en binario, por lo que contiene
un error fraccionario característico del formato de punto flotante de la máquina, em,
también llamado unidad de redondeo de máquina o epsilon de la máquina [215]. El
error efectivo en ra j(qi)=Dqi, factor necesario para el cálculo de las derivadas, en la
representación de punto flotante se expresa como la siguiente diferencia:
ra j(qi)
Dqi
(1  e f )  ra j(qi)Dqi (4.7)
Así, el error de redondeo er es aproximadamente [147]:
er u e f
ra j(qi)Dqi
 (4.8)
donde e f es la precisión fraccionaria con la cual se calcula ra j(qi) . Este valor es al
menos igual a la precisión de la máquina, em. Así, en una primera aproximación se
tiene e f  em.
Teniendo en cuenta estas consideraciones, el error total asociado a la ecuación
(2.107) es la suma (er+ et):
(er+ et) =
Dq3i
 
¶ 3ra j(qi)=¶q3i

+ e f ra j(qi)
Dqi
(4.9)
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Podemos ahora minimizar el error total de la ecuación (4.9) con respecto a Dqi como
sigue:
¶
¶Dqi
(er+ et) = 2Dqi

¶ 3ra j(qi)
¶q3i

  e f ra j(qi)Dq2i
= 0 (4.10)
obteniendo el incremento óptimo:
Dqi =
"
e f
ra j(qi) 
¶ 3ra j(qi)=¶q3i
#1=3 (4.11)
En la ecuación 4.11 podemos suponer que e f = em, el cual para un real en doble
precisión usando la representación estándar IEEE 754 es alrededor de 10 16 [216].
Este resultado representa el mejor incremento (aproximadamente) de las coordena-
das vibracionales que se puede usar para calcular, por diferencias centrales finitas, las
derivadas de la ecuación (4.5). Sin embargo, la ecuación (4.5) muestra que son nece-
sarias un total de 3N derivadas, una por cada coordenada cartesiana. Considerando
el conjunto de 3N derivadas, se puede calcular un incremento óptimo total como la
raíz cuadrada del promedio cuadrático. Así, el incremento óptimo total, el cual se
etiquetará como h, es:
h=
"
N
å
i
3
å
j

3e f  ra j(qi)
(¶ 3ra j(qi)=¶q3i )
2=3
=3N
#1=2
(4.12)
La expresión para la tercera derivada de la ecuación (4.12) se puede determi-
nar numéricamente a partir de expansiones de Taylor similares a las de la ecuación
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(2.105). De esta forma, usando incrementos de Dqi y 2Dqi se tiene:
ra j(qi)(x+Dqi) = (ra j(qi))0+Dqi

¶ ra j(qi)
¶qi

+
1
2

¶ 2ra j(qi)
¶q2i

Dq2i
+
1
3!

¶ 3ra j(qi)
¶q3i

Dq3i : : :
ra j(qi)(x Dqi) = (ra j(qi))0 Dqi

¶ ra j(qi)
¶qi

+
1
2

¶ 2ra j(qi)
¶q2i

Dq2i
  1
3!

¶ 3ra j(qi)
¶q3i

Dq3i : : :
(4.13)
ra j(qi)(x+2Dqi) = (ra j(qi))0+2Dqi

¶ ra j(qi)
¶qi

+
1
2

¶ 2ra j(qi)
¶q2i

4Dq2i
+
1
3!

¶ 3ra j(qi)
¶q3i

8Dq3i : : :
ra j(qi)(x 2Dqi) = (ra j(qi))0 2Dqi

¶ ra j(qi)
¶qi

+
1
2

¶ 2ra j(qi)
¶q2i

4Dq2i
  1
3!

¶ 3ra j(qi)
¶q3i

8Dq3i : : :
(4.14)
Eliminando

¶ ra j(qi)
¶qi

y despejando

¶ 3ra j(qi)
¶q3i

obtenemos,
¶ 3ra(qi j)=¶q3i j u [ra(qi j+2Dqi j)  ra(qi j 2Dqi j) 2ra(qi j+2Dqi j)
 2ra(qi j 2Dqi j)]=2Dq3i j
(4.15)
El error de truncamiento es de orden O(Dq2i ) como en la ecuación (2.107). De
esta forma, no hay pérdida de precisión asociada al uso de la ecuación (4.15) para la
tercera derivada.
El incremento óptimo, h, definido como en la ecuación (4.12), se determina para
tres tipos de coordenadas internas curvilíneas: distancias interatómicas, ángulos de
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Tabla 4.1: Incrementos óptimos (en Å) de las distancias para el cálculo numérico de las
derivadas del conjunto molecular de calibración.
distancia acetaldehído glicoaldehído metil formato etil metil éter n-butironitrilo
C C 3,83288x10 5 3,20070x10 5 — 2,54397x10 5 3,34799x10 5
2,68096x10 5
C=O 3,83176x10 5 3,21368x10 5 3,30891x10 5 — —
C O — 3,18239x10 5 3,27263x10 5 2,80591x10 5 —
3,25139x10 5 2,53679x10 5
C H 3,82968x10 5 3,20023x10 5 3,27239x10 5 2,82855x10 5 2,45368x10 5
3,81577x10 5 3,19669x10 5 3,27470x10 5 2,82550x10 5 2,49546x10 5
O H — 3,19844x10 5 — — —
CN — — — — 3,50796x10 5
valencia y ángulos diedros. El uso de coordenadas internas facilita la posterior repre-
sentación en modos normales y en coordenadas de simetría a partir de combinaciones
lineales de ellas. Se ha calculado el incremento óptimo para cada una de las coordena-
das internas del conjunto de moléculas de calibración definidas mediante las matrices
Z de las tablas 3.1 y 3.2. En las tablas 4.1 y 4.2 se muestra un conjunto de coordena-
das internas representativas seleccionadas para el conjunto molecular de calibración.
En los ángulos diedros se incluyen las coordenadas internas para los movimientos
torsionales definidos en el capítulo 3.
Como incrementos iniciales, h, para la aplicación de la ecuación (4.12) se usaron
los valores de 10 2 Åpara las distancias y 10 3 grados para los ángulos, propuestos
en un trabajo previo [112]. Los valores óptimos obtenidos para cada parámetro se
recogen en las tablas 4.1 y 4.2, para las distancias de enlace y para los ángulos de
valencia y diedros, respectivamente.
La tabla 4.1 muestra que para las distancias de enlace los valores de h calculados
son similares en todos los casos. El valor es cercano a 10 5 Å. Para los ángulos de
valencia y diedros también el incremento óptimo es similar en todos los casos como
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se puede observar en la tabla 4.2. El valor óptimo del incremento en los ángulos es
cercano a 10 7 grados.
4.2.2. Extrapolación de Richardson.
En el apartado anterior hemos determinado la mejor aproximación a las derivadas
con orden O(Dq2i ). Sin embargo, es posible disminuir el error de truncamiento usan-
do la extrapolación de Richardson [114]. De esta forma, la precisión de la derivada
obtenida, dado un tamaño de paso apropiado, Dqi, se puede incrementar mediante la
aplicación sucesiva de la extrapolación.
El tratamiento comienza de la siguiente manera. Sea una función A expresada en
función de un parámetro h de la forma,
A= A(h)+a0hk0 +O(hk1) (4.16)
Usando dos tipos diferentes de tamaño de paso, h y h=t, podemos construir un sistema
de dos ecuaciones:
A=A(h)+a0hk0 +O(hk1)
A=A(h=t)+a0(h=t)k0 +O
h
(h=t)k1
i (4.17)
Resolviendo el sistema de ecuaciones (4.17) para A se tiene:
A=
tk0A(h=t) A(h)
tk0 1 +O(h
k1) (4.18)
En esta expresión se observa que el error, que originalmente en A(h) eraO(hk0) tras la
extrapolación es de orden O(hk1). Usando esta técnica, la ecuación (2.106) se puede
reescribir como:
¶ ra j(qi)
¶qi
= D(h)+Ah2+Bh4+    (4.19)
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donde D(h) representa la derivada aproximada dada por la ecuación (2.107) usando
un tamaño de paso h= Dqi.
En este caso, en cada aplicación de la extrapolación el orden del error se reducirá
en un factor de h2. Incluyendo el término Ah2 se consigue una mejor aproximación a
la primera derivada, con un error reducido de orden O(h2) a O(h4). La repetición de
este procedimiento con un tamaño de paso diferente permite obtener B de la ecuación
(4.19). En esta forma, el error se reduce a O(h6). La aplicación sucesiva de la técnica
permite obtener mejores aproximaciones a la derivada. Usualmente, la secuencia de
los valores del tamaño de paso está dada por (h, h=2, h=4, : : : ). En este caso, se
obtiene la siguiente relación de recurrencia entre dos aplicaciones de la extrapolación,
i e i+1:
Di+1(h)u
22(i+1)Di(h=2) Di(h)
22(i+1) 1 (4.20)
con error O(h2(i+2)). Se puede obtener una estimación del error en la derivada como
la diferencia entre las dos últimos evaluaciones de la derivada en el procedimiento.
La restricción principal es que el incremento usado para calcular la derivada en el
orden más alto de extrapolaciones no debe ser más pequeño que los valores mínimos
determinados en el apartado previo 4.2.1. Existen muchas combinaciones diferentes
de incrementos iniciales y número de extrapolaciones de Richardson que cumplen
esta condición. El objetivo es determinar la pareja óptima incremento + número de
extrapolaciones de Richardson. Es necesario tener en cuenta que la extrapolación
de Richardson debe comenzar con valores del incremento mayores al óptimo. Por
otro lado, incrementos más pequeños que el óptimo producen malas estimaciones.
Por lo tanto, los valores de tamaño de paso, obtenidos como el h óptimo para las
coordenadas internas (distancias y ángulos) en el apartado 4.2.1 definen los límites
inferiores de los incrementos que se pueden usar en la extrapolación de Richardson.
De esta forma, si hl representa el tamaño límite del incremento, h el tamaño inicial
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de incremento y n el número de extrapolaciones de Richardson se tiene:
hl = h=2n (4.21)
Valores de n mayores a los que satisfagan la ecuación (4.21) producen resultados
poco fiables. Sin embargo, son posibles diferentes combinaciones válidas de h y n.
Para encontrar una combinación óptima, se necesita elegir unos valores de h y n que
minimicen el error e en el procedimiento.
Como error se propone un índice que mida la diferencia total entre dos aplica-
ciones sucesivas de la extrapolación de Richardson. Este índice tiene la ventaja de
estar relacionado con el número de dígitos significativos, como se muestra a conti-
nuación. Para definir este índice, se usa una aproximación similar a la aplicada en
la ecuación (4.12), definiendo el índice de error para un conjunto completo de m
coordenadas internas como:
e =
"
m
å
k
N
å
i
3
å
j
[Dik(h=2) Dik(h)]2 = [3Nm]
#1=2
(4.22)
El pseudocódigo para la aplicación de la extrapolación de Richardson mini-
mizando el error en las derivadas numéricas se muestra a continuación:
Código 4.1: Pseudocódigo del algoritmo de extrapolación de Richardson.
Inicio
Incremento inicial h0
Repetir i=0 a n
/* Diferencias finitas */
tk0=1
Calcular d[i][0]=(f+ - f-)/2h
h=h/2
Repetir j=1 a j=i
/* Extrapolación de Richardson */
tk0=tk0*4
d[i][j]=(tk0*d[i][j-1]-d[i-1][j-1]/(t
k0-1)
Fin_repetir
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Fin_repetir
/* Estimación del error */
error=abs(d[n][n]-d[n][n-1])
Devolver valor óptimo de la derivada numérica d[i][j]
Fin
Para analizar la variación del error como una función de h y n se define un con-
junto de puntos para diferentes valores de h y n. Para las distancias se usan valores
de h entre 10 1 y 10 5 Å. Para los ángulos, se consideran valores entre 10 3 y 10 7
grados. En ambos casos, se usan intervalos de n de 1 a 9 extrapolaciones de Richard-
son. El estudio se realiza sobre el conjunto de moléculas de calibración descrito en el
capítulo 3 (ver figura 3.1).
La figura 4.1 muestra la variación del error, e , en las derivadas como función de
los parámetros h y n en el conjunto molecular de calibración. Para manejar valores
más significativos, se usan los logaritmos decimales negativos de h y del error. Los
resultados muestran que el error calculado para las distancias, por un lado, y los án-
gulos, por el otro, son similares en las cinco moléculas. Usando esta aproximación
los valores de los logaritmos decimales negativos son aproximadamente el número de
dígitos en nuestra derivada calculada. Usando la figura 4.1 se seleccionan las combi-
naciones apropiadas de h y n. Se seleccionan soluciones con valores de h pequeños
en comparación con los valores usuales de la correspondiente coordenada interna. De
esta manera, se eligen valores de h = 10 2 Å y n = 9 para distancias. Para ángulos
de valencia y diedros se selecciona como combinación óptima h = 10 4 grados y
n = 9. En estos casos, el error se encuentra alrededor de 10 12 y 10 8 en distancias
y ángulos, respectivamente, en todas las moléculas del conjunto.
Con los datos previos de los errores encontrados, se puede obtener una esti-
mación del número de dígitos significativos. A tal fin, se necesita conocer el orden
de la derivadas. Para ello se calculan los valores promedio de las derivadas de las
distancias y los ángulos en el conjunto de moléculas en estudio. Se usa el conjunto de
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Figura 4.1: Logaritmo decimal negativo de los errores en las derivadas numéricas del conjun-
to molecular de calibración. La zona en color amarillo representa combinaciones prohibidas
del tamaño de paso, h y número de extrapolaciones de Richardson, n. a) acetaldehído, b)
glicoaldehído, c) metil formato, d) etil metil éter, e) n-butironitrilo.
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Figura 4.1: (Continuación). Logaritmo decimal negativo de los errores en las derivadas
numéricas del conjunto molecular de calibración. La zona en color amarillo representa com-
binaciones prohibidas del tamaño de paso, h y número de extrapolaciones de Richardson, n.
a) acetaldehído, b) glicoaldehído, c) metil formato, d) etil metil éter, e) n-butironitrilo.
distancias, ángulos de valencia y ángulos diedros de la tablas 4.1 y 4.2. Para cada uno
de éstos parámetros se calcula la derivada y se obtiene un promedio como el valor ab-
soluto del sumatorio de cada derivada obtenida entre 3N coordenadas de cada sistema
molecular. Considerando las cinco moléculas en estudio, se obtiene un promedio de
10 2 para distancias y entre 1 y 10 1 para ángulos. Estos datos, junto con las esti-
maciones previas del error, permiten obtener el número de dígitos significativos en
el procedimiento. De esta manera, usando las combinaciones de h y n propuestas se
tienen 10 y 7-8 dígitos significativos para distancias y ángulos, respectivamente.
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4.2.3. Aplicación al conjunto de calibración.
La metodología propuesta se aplica en el cálculo de los términos cinéticos del
Hamiltoniano vibracional que corresponden a los movimientos torsionales represen-
tados en la figura 3.1 para el conjunto de moléculas de calibración. Usando las com-
binaciones h y n óptimas, se obtiene la matrizG rovibracional. La tabla 4.3 recoge los
términos cinéticos vibracionales obtenidos, usando la nomenclatura Bi j = h¯2gi j=2.
Tabla 4.3: Constantes cinéticas vibracionales para los movimientos de torsión del conjunto
molecular de calibración. Datos en cm 1.
B acetaldehído glicoaldehído metil formato etil metil éter n-butironitrilo
Bq1 7,7431 4;1289 5,7798 1,8290 1,2300
Bq2 — 22;5141 6,9951 6,4865 5,7585
Bq3 — — — 6,6927 —
Bq1;q2 —  2;6465 -2,7507 -0,0405 -0,5612
Bq1;q3 — — — -0,5988 —
Bq2;q3 — — — -1,1365 —
De los resultados se observa que existe acoplamiento cinético significativo en-
tre los movimientos torsionales (términos Bq1;q2 , Bq1;q3 y Bq2;q3). En particular, son
importantes los términos de acoplamiento en el glicoaldehído y metil formato. Por
lo tanto, estos movimientos vibracionales están fuertemente acoplados. Así, modelos
no-acoplados vibracionales, aún siendo anarmónicos, no pueden describir de manera
apropiada la estructura vibracional torsional de estas moléculas. De este ejemplo de
aplicación, se concluye que es necesaria la construcción de un Hamiltoniano vibra-
cional anarmónico incluyendo acoplamiento entre las coordenadas para el tratamien-
to adecuado de moléculas no-rígidas de este tipo.
Los valores de las constantes cinéticas obtenidas en este trabajo se han compara-
do con algunos valores publicados por otros autores, los cuales se recogen en la tabla
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4.4. En esta tabla se puede observar que la B para el movimiento de torsión del grupo
metilo en el acetaldehído obtenida por Muñoz-Caro et al. [60] concuerda razonable-
mente con el obtenido en este trabajo. En el caso de las constantes cinéticas obtenidas
para las moléculas de glicoaldehído [92], metil formato [93] y etil metil éter [106],
los resultados obtenidos por Senent et al. concuerdan favorablemente con nuestros
resultados. Por otro lado, no se han publicado valores de las constantes cinéticas para
el n-butironitrilo.
Tabla 4.4: Constantes cinéticas vibracionales obtenidas en trabajos previos por otros autores.
Datos en cm 1.
B acetaldehídoa glicoaldehídob metil formatoc etil metil éterd
Bq1 7,6780 4,1345 5,7788 1,8241
Bq2 — 22,4992 6,9948 6,4762
Bq3 — — — 6,7570
Bq1;q2 — -2,6440 -2,7498 -0,0344
Bq1;q3 — — — -0,6465
Bq2;q3 — — — -1,1327
aRef. [60], datos a nivel MP2/6-311G(d,p).
bRef. [92], datos a nivel MP2/cc-pVQZ.
cRef. [93], datos a nivel MP2/cc-pVTZ.
dRef. [106], datos a nivel CCSD(T)/cc-pVTZ.
El tratamiento propuesto en los apartados 4.2.1 y 4.2.2 permite obtener derivadas
de las posiciones nucleares con respecto a las coordenadas de vibración con gran pre-
cisión. Sin embargo, no conocemos cuan fiables serían los términos cinéticos, B0s,
obtenidos finalmente de la matriz G. Podemos abordar este problema de forma em-
pírica evaluando los mismos términos cinéticos con el mismo programa y en la misma
máquina en diferentes sistemas operativos. En este caso se trabaja con Windowsr y
Linux, y se usan los mismos casos de prueba de la tabla 4.3. La tabla 4.5 recoge los
resultados en ambos sistemas para los términos cinéticos vibracionales considerados
en el conjunto de moléculas de calibración.
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—
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De la comparación entre los resultados se puede observar que en el peor de los
casos el cambio se observa a partir de la sexta cifra decimal. Es decir, el algoritmo
implementado proporciona términos cinéticos fiables al menos hasta la millonésima
de cm 1.
4.3. Selección óptima de ejes moleculares
Una parte fundamental en la construcción del Hamiltoniano rovibracional es la
definición de los ejes de rotación, es decir, de los ejes fijos en la molécula. Una ade-
cuada selección de estos ejes es fundamental para generar la forma más simplificada
del Hamiltoniano.
La definición adecuada de dichos ejes comienza con la determinación de la ener-
gía cinética en términos de un conjunto apropiado de coordenadas (ver apartado
2.2.2). El uso de las condiciones de Eckart-Sayvetz permite definir la orientación
de los ejes fijos en la molécula. Sin embargo, esta orientación sólo es óptima res-
pecto al acoplamiento rotación-vibración para vibraciones de muy baja amplitud. En
cualquier caso, la orientación de los ejes se refleja en los elementos cinéticos, es decir,
en la matriz G rovibracional. Consideremos la matriz G en más detalle.
La matriz G, definida en términos de las submatrices GR, GV y GRV en la
ecuación 4.4, se puede considerar como la inversa de una matriz de bloques [218].
En este caso, los bloques son las matrices I, X e Y:
G=
 
I X
XT Y
! 1
=
 
GR GRV
GTRV GV
!
=
 
I 1+ I 1X(Y XT I 1X) 1XT I 1  I 1X(Y XT I 1X) 1
 (Y XT I 1X) 1XT I 1 (Y XT I 1X) 1
! (4.23)
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De esta forma, las submatrices de la matriz G dependen del complemento de
Schur [219] del tensor de inercia I: Y XT I 1X. En particular, la submatriz GV está
dada por la inversa de este factor.
Por otro lado, en la ecuación (2.90) se puede ver que el Hamiltoniano rovibra-
cional depende de los elementos de matriz gi j. No es por tanto estrictamente correcto
discutir la rotación, el acoplamiento rovibracional y la vibración en términos de las
matrices I, X e Y, ya que está involucrada una inversión de matriz y los elementos
originales están mezclados, como se puede ver en la ecuación (4.23). Tratamientos
tradicionales como los basados en ejes principales de inercia o en las condiciones
de Eckart-Sayvetz se centran en las matrices I y X, respectivamente. No actúan, por
tanto, directamente sobre el Hamiltoniano. En este trabajo se propone un tratamiento
que permita obtener la orientación de los ejes fijos en la molécula de forma que se
minimicen específicamente los elementos cinéticos del Hamiltoniano rovibracional
deseados. De esta forma, la selección de la orientación más apropiada del sistema
de ejes fijos queda relacionada con la minimización de elementos específicos de la
matriz cinética rovibracional G [217].
Consideremos ahora el efecto de la rotación sobre la matriz G. La rotación de
coordenadas se puede definir matemáticamente como la matriz de rotación A (ver
ecuación 2.43) operando sobre las coordenadas r, generando un nuevo conjunto de
coordenadas r0 = A  r. Por lo tanto:
I0 = A  I AT
X0 = A X (4.24)
Al igual que las coordenadas, las derivadas de las coordenadas también se rotan,
D0 = A  D. Sin embargo, la matriz Y está definida por el producto DT  D. Por lo
tanto,
D0T D= DTATAD= DT D (4.25)
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debido a la ortogonalidad de la matrizA y a la consecuente preservación del producto
interno. En otras palabras, la matriz Y es independiente de la rotación.
El efecto de la rotación de los ejes sobre la matriz G rovibracional se determina
usando las ecuaciones (4.23) y (4.24). Es conveniente empezar con el complemento
de Schur de I0 que se transforma como:
Y0 X0T I0 1X0 = Y  (XTAT )(AI 1AT )(AX) = Y XT I 1X (4.26)
Las ecuaciones (4.23) y (4.26) muestran que la submatriz GV es invariante frente a
la rotación de ejes. Sustituyendo las ecuaciones (4.24) y (4.26) en (4.23) se obtienen
las submatrices transformadas de rotación pura GV y rovibracional GRV como:
G0R = A GR AT
G0RV = A GRV
(4.27)
Por lo tanto, una vez que se conoce la matriz G rovibracional inicial, se puede
obtener la correspondiente matrizG0 en un nuevo conjunto de coordenadas de rotación
por medio de la matriz A, cuyos elementos de matriz toman valores diferentes para
cada elección de los ángulos de Euler (q ;f ;y) (ver ecuación 2.43).
En este trabajo se propone obtener los ángulos de Euler óptimos definiendo una
función de coste f de la forma:
f (q ;f ;y) =å
i
å
j
jgi j(q ;f ;y)j (4.28)
Los gi j de la ecuación (4.28) son los elementos de matriz G de interés, por ejemplo,
elementos de rotación pura o de rotación-vibración. Las unidades habituales de estos
elementos son (amu Å2) 1.
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4.3.1. Minimización de la función de coste
Considerando la función de coste f de la ecuación (4.28), el objetivo es encontrar
los valores de los ángulos de Euler,(q ;f ;y), que definen el mínimo global de f .
La localización del mínimo global de la función de coste f (q ;f ;y) de la ecuación
(4.28) se puede realizar por SA (ver apartado 2.3.3). En esta aproximación, la “tem-
peratura”, T , es un parámetro elegido inicialmente con un valor alto de la función
de coste f . SA es un proceso iterativo [153, 220]. En cada iteración se considera el
estado actual de f (q ;f ;y) dado por los ángulos de Euler. Después, q , f , y y se
alteran aleatoriamente y probabilísticamente se decide si el estado actual se cam-
bia a uno nuevo o permanece en el estado inicial. La decisión se toma aplicando la
condición de Metropolis [155], la cual usa la distribución de probabilidad de Boltz-
mann: exp[  f (q ;f ;y)=T ]. Este proceso se repite hasta que el sistema “termalice”,
es decir, hasta que éste alcance un estado estacionario o esté suficientemente cerca
de él. Entonces, el proceso se repite para valores decrecientes de la “temperatura”
(freezing). A lo largo de este procedimiento, la función f explora todo el espacio de
definición usando desplazamientos aleatorios, lo cual define una cadena de Markov.
Como la temperatura va bajando, la función se localiza alrededor del mínimo global,
o, al menos, en un mínimo local suficientemente bajo.
La estrategia general del SA requiere la especificación de varios parámetros,
cuya calibración e implementación en los componentes algorítmicos de este trabajo
se tratarán con detalle en el apartado 4.3.2.
Encontrar el mínimo global, o un mínimo local lo suficientemente bajo, median-
te SA puede requerir un gran número de evaluaciones de la función de coste. Sin
embargo, es importante tener en cuenta que un método de optimización global es
solamente necesario para localizar la cuenca del mínimo global. Después de esto, se
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puede recurrir a las técnicas de minimización local, las cuales son menos costosas
en términos de evaluaciones de la función de coste. Así, se pueden construir métodos
híbridos SA + minimización local [168–170,172,175], los cuales han demostrado ser
eficientes y menos costosos computacionalmente que el simple uso de una heurística.
Hay muchos algoritmos de minimización local que se pueden combinar con
métodos heurísticos de minimización global. Algunos de ellos están basados en la
evaluación de la función, otros usan información del gradiente, como los métodos
de gradiente conjugado, y otros usan una aproximación cuasi-Newton estimando la
matriz Hessiana . Para evitar el cálculo del gradiente de la función de coste, se selec-
ciona un método basado en la evaluación directa de la función [147]. En particular,
en este trabajo se usa el método de optimización de Powell.
El método de Powell es un método de minimización local multidimensional de
conjunto de direcciones. El método trabaja manteniendo un conjunto de direcciones
independientes u1, u2,: : : , un, llevando a cabo búsquedas lineales sucesivas a lo largo
de las direcciones ui’s en una manera cíclica [146] (ver apartado 2.3.3). Combinando
SA con el método de Powell se obtiene un método de optimización global multidi-
mensional que tiene bajo control el número de evaluaciones de la función de coste.
La figura 4.2 muestra esquemáticamente la lógica del procedimiento de optimización
global híbrido SA + Powell propuesto.
En la primera parte del proceso se lleva a cabo la localización de la cuenca del
mínimo global, o un mínimo lo suficientemente bajo. Se aplica un proceso de parada
que permita decidir que se está en una zona de mínimo. El proceso no debe requerir
un gran número de iteraciones de termalización de SA, es decir, un gran número de
evaluaciones de la función de coste. Una vez que se decide, mediante el criterio de
parada, que se está en la zona del pozo del mínimo global, se lleva a cabo la minimi-
zación de la función de coste por medio del método multidimensional de Powell. En
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Figura 4.2: Esquema del procedimiento SA + Powell.
este paso, se obtiene el mínimo global de la función. Posteriormente, con los valores
de los ángulos de Euler con los que se obtuvo la función de coste mínima, se calcula
la matriz G rovibracional como función de dichos ángulos. En el siguiente paso, se
establece un ordenamiento uniforme de los ejes fijos en la molécula (ver figura 4.2).
En esta forma, se previenen ambigüedades en la selección de los ejes en el procedi-
miento estocástico del SA. Así, se considera que la técnica SA + Powell sólo provee
la dirección de tres ejes mutuamente ortogonales. Para la reordenación de los ejes se
propone el siguiente procedimiento.
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El primer paso es el etiquetado de los ejes. En forma análoga a los ejes princi-
pales de inercia, se definen los ejes a, b y c, de forma que los elementos diagonales de
la submatriz GR, los cuales dependen de I 1, sigan el orden gaa > gbb > gcc. De esta
forma, la clave es identificar el orden de los elementos diagonales en la submatrizGR
e intercambiar los ejes fijos en la molécula apropiadamente. Este intercambio corres-
ponde a un intercambio de filas en la matriz de rotación A. Para tal fin, se aplica una
operación de intercambio de filas usando una matriz elemental T [30]. Los elementos
de la matriz elemental Ti; j que cambia las filas i y j se obtienen por intercambio de
las filas i y j en la matriz identidad:
Ti j =
266666666666664
1
. . .
0 : : : 1
. . .
1 : : : 0
. . .
1
377777777777775
(4.29)
Después de etiquetar correctamente los ejes, se selecciona el sentido positivo
de cada uno. Considerando que trabajando en coordenadas internas el primer átomo
forma parte de la definición del esqueleto (frame) molecular definimos el sentido de
los ejes a y b de forma que las correspondientes coordenadas cartesianas del primer
átomo sean positivas. Puesto que r0 =A  r, si la primera o segunda coordenadas de r0
son negativas basta con multiplicar por  1 la fila correspondiente de A. Para obtener
un sistema de coordenadas de mano derecha, el eje c se define como c= ab. A tal
efecto basta considerar que la primera fila de A nos da las coordenadas de un vector
unidad sobre a. Análogamente, la segunda fila de A proporciona un vector unidad
sobre b. Por lo tanto c, la tercera fila de A, se obtiene como el producto vectorial de
las dos filas anteriores.
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El resultado puede corresponder a los valores existentes de la tercera fila de la
matriz A o a dichos valores cambiados de signo. Con esto, obtendríamos la nueva
matriz de rotación como B  A donde B se define como:
B=
2664
a 0 0
0 b 0
0 0 g
3775 (4.30)
con a , b y g igual a +1 ó -1 dependiendo si es necesario invertir o no el sentido de
los ejes a, b y c, respectivamente. A su vez, definiendo Ci j = B  Ti j se comprue-
ba que Ci; j = C 1i; j = C
T
i; j. Por lo tanto, teniendo en cuenta las ecuaciones (4.26) y
(4.27), el intercambio de los ejes de rotación i y j produce unas nuevas submatrices
intercambiadas GSR, GSRV , GSV dadas por:
GSR =Ci; j GR Ci; j
GSRV =Ci; j GRV
GSV =GV
(4.31)
El intercambio sucesivo de ejes se lleva a cabo aplicando las correspondientes
matrices elementales T. La ecuación (4.31) permite obtener los elementos de la ma-
triz G con el etiquetado deseado de los ejes fijos en la molécula.
Con los ejes debidamente ordenados y etiquetados se lleva a cabo la evaluación
final de la matriz G rovibracional para los ejes óptimos obtenidos.
4.3.2. Calibración del tratamiento híbrido propuesto SA + Powell
Como se ha mencionado anteriormente, la estrategia general del SA, admite un
gran número de implementaciones específicas. En este caso, donde la función de
coste a minimizar está dada por la ecuación (4.28), el pseudocódigo 4.2 muestra la
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aproximación propuesta.
Código 4.2: Pseudocódigo para el procedimiento adaptativo híbrido SA + Powell.
Inicio
a: Parámetro inicial. Máxima variación permitida para los
ángulos q, f y y
b: Parámetro inicial. Incremento porcentual para la
temperatura inicial
Calcular q, f y y aleatoriamente
Calcular f0(q, f, y)
Repetir i=1 a 100: Hace una inspección general del espacio
de definición
Calcular q, f y y aleatoriamente
Calcular f(q, f, y)
Si f0<f Entonces
f0=f
Fin_si
Fin_repetir
T=(1+b)*f0: Selecciona la temperatura inicial,T0 (b % más
alto que la máxima f localizada)
Repetir_mientras: Ciclos de enfriamiento
Repetir i 1 a Niter: Niter es el número de iteraciones
para la termalización
/* Generando la cadena de estados de Markov */
q=q+a*random(0,1)
f=f+a*random(0,1)
y=y+a*random(0,1)
/* Permitiendo explorar el intervalo completo de los
ángulos de Euler */
Si q>p Entonces q=q-p
Si f>2p Entonces f=f-2p
Si y>2p Entonces y=y-2p
Calcular f1(q, f, y)
/* Aplicando algoritmo de Metrópolis */
Si f1<f0 Entonces
f0=f1
Sino
d=f1-f0
Si exp(-d/T)>random(0,1) Entonces
f0=f1
Fin_si
Fin_si
Fin_repetir
T=g(T):g es una función de decrecimiento tal que Ti+1<Ti
Hasta criterio de parada
Devolver últimos (óptimos) valores de q, f y y
Fin
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En el pseudocódigo 4.2, se observa que existen varios parámetros por deter-
minar: el valor del cambio máximo permitido en los ángulos de Euler (a); la tem-
peratura inicial dada (b ); el número de iteraciones necesarias para llevar a cabo la
termalización (Niter), es decir, la longitud de la cadena de Markov; la función g(T)
dando la velocidad de decremento de la temperatura y una condición de parada o
finalización del procedimiento.
Usando el conjunto de moléculas no-rígidas descrito en la sección 3.1 en sus con-
formaciones de equilibrio y las coordenadas vibracionales definidas para los movi-
mientos torsionales (ver figura 3.1), se determinan los diferentes parámetros del méto-
do híbrido de minimización implementado, SA + Powell. A continuación se describe
el proceso de calibración de cada parámetro.
Función de coste, f (q ;f ;y)
Se han elegido tres funciones de coste definidas como:
f (GR) =
3
å
i=1
3
å
j=i+1
gi; j(q ;f ;y) caso a)
f (GRV ) =
3
å
i=1
3N 3
å
j=3+i
gi; j(q ;f ;y) caso b)
f (GR+GRV ) =
3
å
i=1
3
å
j=i+1
gi; j(q ;f ;y) caso c)
+
3
å
i=1
3N 3
å
j=3+i
gi; j(q ;f ;y)
(4.32)
El caso a) corresponde a la minimización de los términos rotacionales puros,
no-diagonales, en la submatriz GR. El caso b) minimiza los elementos de la
submatriz GRV de interacción de rotación-vibración. Ésta es una matriz de di-
mensiones 3 x n, siendo n el número de vibraciones en el modelo rovibracional.
Finalmente, el caso c) combina los dos casos previos y corresponde a la mi-
nimización de los términos de la submatriz GRV + los términos no-diagonales
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de la submatriz GR. El espacio de definición o búsqueda, está dado por los
intervalos de los ángulos de Euler: 0 q  p , 0 f  2p y 0 y  2p .
Dada una función de coste, se usa la función promedio, < f >, para
determinar el valor de los parámetros que se usan en el algoritmo SA. Usando
un criterio de aceptación probabilística, como es la condición de Metropolis
[155], es posible probar [220] que el valor de < f > es simplemente el valor
promedio de la función f calculada:
< f >
N
å
i=1
fi=N (4.33)
Esta aproximación llega a ser exacta cuando N tiende a infinito. Calibremos
ahora cada uno de los parámetros del algoritmo.
Desplazamiento máximo permitido, a
El primer parámetro a determinar es el desplazamiento máximo permitido,
a , para una variación aleatoria de los ángulos de Euler. Para determinar los
parámetros a , y Niter, es necesario fijar una temperatura de trabajo. La tem-
peratura de trabajo en este estudio se determina mediante una exploración ini-
cial de 100 valores de la función de coste f (q ;f ;y) determinados aleatoria-
mente. La temperatura se elige como el punto medio entre los puntos máximo
y mínimo encontrados. Para el conjunto de moléculas de calibración (ver figura
3.1) se llevaron a cabo una serie de pruebas para una temperatura fija usando
valores de a de 10º y 20º. Para los tres ángulos de Euler se usó el mismo a . Se
generaron suficientes configuraciones (1000), ver el bucle interno en el código
4.2, para asegurar la termalización. La termalización se monitoriza a través de
la variación del valor promedio de la función de coste< f >. Como función de
coste para esta serie de pruebas se selecciona el caso c) de la ecuación (4.32),
el cual es el caso más general.
La figura 4.3 muestra que ambos valores de a producen resultados si-
milares en todas las moléculas del conjunto de calibración, por lo que se se-
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leccionó un valor de a=20º, ya que este valor conduce a una exploración más
rápida del espacio de definición de q , f y y .
Figura 4.3: Promedio de la función de coste, < f >, en (amu Å2) 1, como función del
número de iteraciones de termalización, n. a) acetaldehído, b) glicoaldehído, c) metil formato,
d) etil metil éter, e) n-butironitrilo. Línea continua a=10º. Línea discontinua a=20º.
Número de iteraciones, Niter
En la figura 4.3 la línea discontinua vertical dibujada en color verde muestra
que la termalización se obtiene, aproximadamente, con 400 configuraciones
en todos los casos. Se considera este valor como una aproximación prudente,
seleccionándolo como el número de configuraciones, longitud de la cadena de
Markov, adecuado para generar a cada temperatura. De esta forma, la variable
Niter en el pseudocódigo 4.2 toma un valor de 400.
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Temperatura inicial, b
Para que el proceso SA trabaje apropiadamente, la temperatura inicial debe ser
mayor que la de cualquier máximo de la función de coste [153,154,220]. Aquí,
se elige la temperatura inicial como un valor mayor en una cierta proporción
al valor máximo de la función encontrado en la exploración aleatoria inicial de
100 evaluaciones de f , como se muestra en la primera parte del pseudocódigo
4.2. Ya que las temperaturas dependen del valor de la función, es decir, depen-
den implícitamente del valor de los elementos de la matriz G de cada sistema
molecular, la exploración aleatoria de la función, en este caso 100 veces, es
una forma de generalizar el procedimiento de calibración. De esta forma la
temperatura elegida como temperatura inicial será independiente del tamaño y
de la complejidad de la molécula en estudio. Un ejemplo de las “temperaturas”
utilizadas, valores de la función, para el conjunto molecular de calibración se
recoge en la tabla 4.6. Se consideraron pruebas para incrementos del 30%,
200%, 300% y 400% sobre el valor máximo de f . Como función de coste se
elige nuevamente el caso más general, caso c) de la ecuación (4.32).
En la tabla 4.6, en la primera fila, se recogen las temperaturas máximas
obtenidas en la exploración aleatoria de 100 evaluaciones de la función. Para
cada valor de la temperatura inicial probada se muestran dos valores de la fun-
ción, el primero es el valor de la función obtenido al final del procedimiento
SA y el segundo el valor de la función obtenido después de aplicar el proce-
dimiento de Powell. Además, también se muestra en esta tabla el número de
temperaturas exploradas por el procedimiento de SA, con cada temperatura ini-
cial de prueba. Estas pruebas se realizaron usando un factor de decrecimiento
r=0,90 y 400 iteraciones de termalización, tal y como se indica en el siguiente
apartado.
En todos los casos, se obtiene el mismo mínimo, para cada molécula.
Se observa en todos los casos que el número de temperaturas exploradas cam-
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Tabla 4.6: Valores de la “temperatura” máxima y de la función de coste, f , en (amu Å2) 1,
obtenidos en el proceso de calibración del procedimiento SA + Powell para el conjunto mo-
lecular de calibración.
b acetaldehído glicoaldehído metil formato etil metil éter n-butironitrilo
Tmax 0,404644 0,484553 0,616441 0,480244 0,178061
f(Tmax+30%)SA 0,161265 0,274173 0,309443 0,284852 0,095522
f(Tmax+30%)POW 0,159024 0,272879 0,304195 0,280623 0,093595
No. de temps. SA 56 80 64 65 72
f(Tmax+200%)SA 0,15945 0,273918 0,306901 0,281672 0,094573
f(Tmax+200%)POW 0,159024 0,272881 0,304198 0,280623 0,093527
No. de temps. SA 77 84 85 87 87
f(Tmax+300%)SA 0,159837 0,276373 0,307635 0,282326 0,0948497
f(Tmax+300%)POW 0,159024 0,272883 0,304195 0,280623 0,093527
No. de temps. SA 76 89 70 80 82
f(Tmax+400%)SA 0,159755 0,273816 0,308083 0,281858 0,09485
f(Tmax+400%)POW 0,159024 0,272883 0,304195 0,280623 0,0935898
No. de temps. SA 90 73 93 100 91
bia cuando el incremento en la temperatura máxima lo hace. Debido a que el
número de iteraciones en el proceso de enfriamiento, bucle más exterior en el
código 4.2, depende del punto de partida, se selecciona el valor más pequeño,
30% de incremento. De esta forma, se reduce el número de iteraciones del pro-
ceso. También es importante observar que el valor final de la función, es decir,
el valor obtenido al aplicar el método de Powell, en la mayoría de los casos es
el mismo, independientemente del valor de la función obtenida por el procedi-
miento previo SA, siempre y cuando se encuentre en una zona de mínimo. Por
lo tanto b se selecciona como la temperatura máxima más el 30% de su valor.
Factor de enfriamiento, r
La función de decrecimiento de la temperatura, g(T) en el código 4.2, se selec-
ciona imponiendo una forma exponencial de decrecimiento, tal que Ti+1=r*Ti.
Como factor de enfriamiento, r, se seleccionó un valor arbitrario de 0,90, en
consonancia con las recomendaciones encontradas en la literatura [153, 220].
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Se realizaron pruebas para un valor de r mayor 0,95, y para un valor menor
0,85, observando la variación en los resultados obtenidos en el conjunto mole-
cular de calibración.
En la tabla 4.7, para cada valor del factor r utilizado se muestran dos
valores de la función, el valor de la función obtenido al final del procedimiento
SA y el valor de la función obtenido después de aplicar el procedimiento de
Powell. También se recoge el número de temperaturas exploradas por el proce-
dimiento SA para cada valor de r probado. Estas pruebas se realizaron usando
un valor de temperatura inicial 30% mayor a la temperatura máxima y con 400
iteraciones de termalización.
Tabla 4.7: Valores de la función de coste, en (amu Å2) 1, obtenidos en el proceso de ca-
libración del procedimiento SA + Powell como función del factor de enfriamiento r para el
conjunto molecular de calibración.
r acetaldehído glicoaldehído metil formato etil metil éter n-butironitrilo
f(r=0,95)SA 0,159889 0,27396 0,304636 0,281069 0,0951514
f(r=0,95)POW 0,159024 0,27288 0,304194 0,280623 0,0935899
No. de temps. SA 131 139 152 131 130
f(r=0,90)SA 0,161265 0,274173 0,309443 0,284852 0,095522
f(r=0,90)POW 0,159024 0,272879 0,304195 0,280623 0,093595
No. de temps. SA 56 80 64 65 72
f(r=0,85)SA 0,159161 0,274863 0,307197 0,281247 0,094834
f(r=0,85)POW 0,159024 0,272879 0,304194 0,280623 0,094160
No. de temps. SA 85 68 50 45 52
En la tabla 4.7 se observa que la variación en r afecta al número de
temperaturas exploradas. Sin embargo, el cambio en el valor de la función es
poco significativo. De la misma manera que en la calibración de b , se observa
que el valor de la función obtenida por el método de Powell es similar en todos
los casos, independientemente del valor de la función obtenida en el proceso
previo de SA. De acuerdo a los resultados observados, se sugiere un valor de
r=0,90 como un valor adecuado para el proceso de SA. Un valor mayor, por
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ejemplo 0,95, incrementa el número de ciclos del SA, pero no se obtiene un
incremento de precisión significativo en el resultado. Por otro lado, un valor
menor, por ejemplo 0,85, hace que el número de ciclos en el SA disminuya
considerablemente, por lo que se corre el riesgo de que en alguno de los casos
no nos encontremos en una zona de mínimo lo suficientemente baja para que el
método de Powell nos conduzca a la solución óptima. Por ejemplo, en la tabla
4.7 se puede ver que para el caso del n-butironitrilo usando un valor de r=0,85
el valor de la función final obtenida por el método de Powell es ligeramente
mayor que la función final obtenida usando valores de r=0,95 y 0,90. Por lo
tanto, se elige el valor de r=0,90 como un valor adecuado para el proceso de
minimización global con SA.
Criterio de parada del SA
El último punto a considerar es cuándo terminar el proceso SA y comenzar
la optimización local de Powell, ver figura 4.2. La idea básica es determinar
cuando el SA alcanza la cuenca del mínimo global. Se determina que el SA está
en la cuenca del mínimo global cuando el valor de f está lo suficientemente
cercano al mínimo. La figura 4.4 muestra la evolución del valor de f , para
el caso c) de la ecuación (4.32) en las cinco moléculas de calibración, como
función del número de temperaturas decrecientes, nt . Se observa en todos los
casos que un valor de nt entre 40 y 80 coloca la función de coste cerca de su
valor mínimo.
Con el resultado anterior, se sugiere la aplicación de la siguiente heurís-
tica para identificar cuando se está en la región del mínimo de la función de
coste. Primero, se requiere que la diferencia entre los dos últimos valores de
la función de coste f (q ;f ;y) sea menor que 1,0 x 10 4, el cual se observó
que es un valor suficientemente bajo para considerar que nos encontramos en
una zona donde la función es mínima. En segundo lugar, se requiere que esta
situación se repita al menos cuatro veces sucesivas. La línea discontinua verti-
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Figura 4.4: Valor de la función de coste, f , en (amu Å2) 1, como función del número de
temperaturas del proceso SA, nt . a) acetaldehído, b) glicoaldehído, c) metil formato, d) etil
metil éter y e) n-butironitrilo.
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cal de color verde en la figura 4.4, para cada molécula, muestra el punto donde
se iniciaría el proceso de minimización de Powell usando la heurística descri-
ta. Se observa que en todos los casos nos encontramos ya en la zona donde la
función de coste, f es mínima. En los casos de la figura 4.4 el número de tem-
peraturas nt evaluadas en el SA son 56, 80, 64, 65 y 72, para el acetaldehído,
glicoaldehído, metil formato, etil metil éter y n-butironitrilo, respectivamente.
En todas las pruebas realizadas, el método de Powell iniciando en estas condi-
ciones permite llegar al mínimo, de hecho a un valor menor, que el obtenido
cuando el procedimiento del SA se deja repetir un total de nt= 200 veces (ver
figura 4.4). Por otro lado, la tabla 4.8 muestra los resultados considerando 200
temperaturas en el SA o el número de temperaturas obtenidas por la heurística
descrita anteriormente. En todos los casos el número de temperaturas nece-
sarias usando la heurística es menor.
Tabla 4.8: Valores de la función de coste, f , en (amu Å2) 1, obtenidos en el proceso de
calibración del procedimiento SA usando 200 temperaturas y un número de temperaturas
generadas por la heurística propuesta para el conjunto molecular de calibración.
acetaldehído glicoaldehído metil formato etil metil éter n-butironitrilo
f(SA 200) 0,159523 0,273621 0,304964 0,280946 0,094195
f(Powell 200) 0,159024 0,272882 0,304194 0,280623 0,093609
No. de temps. 200 200 200 200 200
f(SA heur.) 0,161265 0,274173 0,309443 0,284852 0,095522
f(Powell heur.) 0,159024 0,272879 0,304195 0,280623 0,093595
No. de temps. heur. 56 80 64 65 72
4.3.3. Aplicación al conjunto de calibración
En este estudio se seleccionaron los tres casos definidos en la ecuación (4.32). El
primero corresponde a la minimización de los elementos no-diagonales de la subma-
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triz GR. En el segundo, se minimiza el término de interacción rovibracional (Corio-
lis), GRV . Finalmente, el tercero corresponde a la minimización del término GRV
más los términos no-diagonales de la submatriz GR. Nótese que, como muestra la
ecuación (4.23), el primer caso, caso a), no es equivalente a reducir la matriz del ten-
sor de inercia I a la forma diagonal (ejes principales de inercia). Análogamente, el
segundo caso no es equivalente a minimizar la matrizX (ejes de Eckart o tipo Eckart).
La técnica de minimización descrita se ha aplicado al cálculo de la matrizG para
el conjunto de moléculas de calibración. En todos los casos, las coordenadas torsio-
nales periódicas definidas en la sección 3.1 se usan como coordenadas vibracionales.
A efectos de comparación, se consideran cuatro casos distintos correspondientes a
orientaciones diferentes de los ejes fijos en la molécula. El primer caso corresponde a
los ejes principales de inercia. Este caso corresponde formalmente a la minimización
de los términos no-diagonales del tensor de inercia, I. La función de coste para este
caso se simboliza como f (I). Los tres casos restantes corresponden a los casos a), b)
y c), de la ecuación (4.32), descritos anteriormente, los cuales se implementaron en
Gmat 2.0 [213].
Las tablas 4.9 a 4.13, muestran los resultados para los elementos de la matriz
G en las cinco moléculas de calibración en su posición de equilibrio, después de la
selección de la orientación de los ejes fijos en la molécula. En estas tablas, se observa
en las cinco moléculas que, como se establece en la ecuación (4.26), los elementos de
la matriz GV de vibración pura permanecen constantes. Esto justifica el uso de Ha-
miltonianos vibracionales puros en el estudio de vibraciones de gran amplitud, ver las
referencias [50], [53–56] y [92, 93] como ejemplo de uso con distintas orientaciones
de los ejes fijos en la molécula.
Con respecto a los resultados para los ejes principales de inercia, caso f (I), se
observa en las tablas 4.9 a 4.13 que a pesar de que el tensor I es diagonal, la submatriz
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Tabla 4.9: Elementos de la matriz G del acetaldehído. f (I) corresponde a los ejes princi-
pales de inercia, f (GR) minimiza los elementos no-diagonales de la submatriz GR, f (GRV )
minimiza el acoplamiento de rotación-vibración. Finalmente f (GR +GRV ) es la combinación
de los dos casos previos. Datos en cm 1.
acetaldehído
f (I) f (GR) f (GRV ) f (GR + GRV )
GR
g0;0 2,746815 2,748728 2,742083 2,742083
g1;1 0,345812 0,343899 0,350544 0,350544
g2;2 0,304990 0,304990 0,304990 0,304990
g0;1 -0,067799 0,000 -0,126241 -0,126241
g0;2 -3,000x10 12 -2,000x10 12 -4,390x10 10 -1,60x10 11
g1;2 3,000x10 12 0,000 1,950x10 10 -2,000x10 12
GRV
g0;3 -2,546199 2,551002 2,554534 2,554534
g1;3 0,206180 0,134285 -4,900x10 11 3,282x10 7
g2;3 5,000x10 12 8,000x10 12 1,368x10 10 -1,600x10 11
GV g3;3 7,743128 7,743128 7,743128 7,743128
GR rotacional pura no lo es. Esto es una consecuencia del término añadido a I 1
en GR (ver ecuación 4.23). Por lo tanto, los ejes principales de inercia no son los
más apropiados para simplificar la contribución rotacional pura para el Hamiltoniano
rovibracional. En contraste, las tablas 4.9–4.13 muestran que minimizar la función
de coste f (GR) es la manera de diagonalizar la submatriz rotacional pura GR.
Considerando la submatrizGRV de rotación-vibración, las tablas 4.9–4.13 mues-
tran que aún cuando se minimiza f (GRV ), algunos de sus elementos permanecen con
un valor grande comparado con el de la submatriz GR. Sin embargo, los modos de
vibración considerados aquí son torsionales, y puede esperarse un importante acopla-
miento de esos modos con la rotación pura. Esta situación podría diferir para otro
tipo de modos de vibración, por ejemplo, modos de tipo bending o stretching. En
cualquier caso, la presente metodología hace fácil el análisis de este problema en
cualquier molécula.
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Tabla 4.10: Elementos de la matriz G del glicoaldehído. f (I) corresponde a los ejes princi-
pales de inercia, f (GR) minimiza los elementos no-diagonales de la submatriz GR, f (GRV )
minimiza el acoplamiento de rotación-vibración. Finalmente f (GR +GRV ) es la combinación
de los dos casos previos. Datos en cm 1.
glicoaldehído
f (I) f (GR) f (GRV ) f (GR + GRV )
GR
g0;0 1,341392 1,533479 1,510759 1,533479
g1;1 0,514945 0,322858 0,345578 0,322858
g2;2 0,167957 0,167957 0,167957 0,167957
g0;1 -0,442320 0,000 -0,164284 0,000
g0;2 8,526x10 6 0,000 -2,657x10 5 -4,475x10 6
g1;2 -7,351x10 6 1,471x10 5 8,646x10 6 -4,511x10 6
GRV
g0;3 1,687875 -1,985689 -1,921061 -1,985689
g1;3 -1,098330 0,335099 0,603967 0,335099
g2;3 2,613x10 5 3,509x10 5 5,391x10 5 1,138x10 8
g0;4 -1,946946 2,002352 2,021410 2,002352
g1;4 0,543597 0,276920 1,200x10 11 0,276920
g2;4 3,512x10 5 7,121x10 5 1,325x10 5 3,016x10 5
GV
g3;3 4,128962 4,128962 4,128962 4,128962
g3;4 -2,646526 -2,646526 -2,646526 -2,646526
g4;4 22,514102 22,514102 22,514102 22,514102
Finalmente, se observa que el caso f (GR + GRV ) no lleva a cabo en todos los ca-
sos una completa diagonalización de la submatriz GR. Además, los elementos de la
submatrizGRV quedan con valores similares a los obtenidos en el caso f (GRV ). Estos
resultados sugieren que cualquier tratamiento rotacional-vibracional necesita tener en
cuenta al menos algunos elementos de la matriz GRV cuando se calculen los niveles
rotacionales. Teniendo en cuenta que siempre tendremos elementos deGRV , la orien-
tación más apropiada de los ejes fijos en la molécula es la que minimiza la función
de coste f (GR), ya que conduce a la expresión más simple para la contribución de la
rotación pura.
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Tabla 4.11: Elementos de la matriz G del metil formato. f (I) corresponde a los ejes prin-
cipales de inercia, f (GR) minimiza los elementos no-diagonales de la submatriz GR, f (GRV )
minimiza el acoplamiento de rotación-vibración. Finalmente f (GR +GRV ) es la combinación
de los dos casos previos. Datos en cm 1.
metil formato
f (I) f (GR) f (GRV ) f (GR + GRV )
GR
g0;0 1,826902 2,187276 2,166093 2,171070
g1;1 0,696604 0,336230 0,357413 0,352436
g2;2 0,178888 0,178888 0,17888 0,178888
g0;1 -0,732938 0,000 0,196877 0,172436
g0;2 2,389x10 5 0,000 1,0620x10 5 1,167x10 5
g1;2 -1,504x10 5 3,333x10 6 6,894x10 6 8,439x10 6
GRV
g0;3 2,561697 -3,014046 -3,031442 -3,031166
g1;3 -1,620908 0,324286 8,545x10 9 0,040848
g2;3 5,181x10 5 1,044x10 5 -1,596x10 6 7,056x10 9
g0;4 -1,605088 1,875265 1,883357 1,883528
g1;4 0,985581 -0,176235 0,025380 4,200x10 11
g2;4 -3,834x10 5 -1,254x10 5 -4,643x10 6 -5,382x10 6
GV
g3;3 5,779891 5,779891 5,779891 5,779891
g3;4 -2,750706 -2,750706 -2,750706 -2,750706
g4;4 6,995153 6,995153 6,995153 6,995153
Por otro lado, el tratamiento que se desarrolla aquí, facilita la identificación de
los ejes fijos en la molécula. La figura 4.5 muestra los ejes fijos en la molécula a, b
y c obtenidos para el conjunto de moléculas de calibración. La figura 4.5 representa
los ejes para el caso de f (GR + GRV ). Sin embargo, cualitativamente la orientación
es similar en todas las moléculas para los tres casos restantes. Usando la figura 4.5
podemos interpretar los datos de las tablas 4.9–4.13. La figura 4.5 muestra que el eje
a está ubicado casi paralelo al eje de rotación del grupo metilo en el acetaldehído,
metil formato, etil metil éter y, en menor medida, en el n-butironitrilo. En el caso del
glicoaldehído el eje a está orientado hacia el eje de rotación del grupo aldehídico. Ob-
servamos que los términos de acoplamiento rovibracional más grandes, los elementos
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Tabla 4.12: Elementos de la matriz G del etil metil éter. f (I) corresponde a los ejes princi-
pales de inercia, f (GR) minimiza los elementos no-diagonales de la submatriz GR, f (GRV )
minimiza el acoplamiento de rotación-vibración. Finalmente f (GR +GRV ) es la combinación
de los dos casos previos. Datos en cm 1.
etil metil éter
f (I) f (GR) f (GRV ) f (GR + GRV )
GR
g0;0 1,823615 1,894117 1,870489 1,870489
g1;1 0,398219 0,327718 0,351346 0,351346
g2;2 0,131297 0,131297 0,131297 0,131297
g0;1 0,324750 0,000 -0,190925 -0,190925
g0;2 1,325x10 6 0,000 -1,169x10 6 -3,267x10 7
g1;2 3,899x10 7 -2,304x10 7 -1,056x10 7 6,173x10 8
GRV
g0;3 0,941665 -1,065349 -0,999720 -0,999720
g1;3 0,684036 0,468688 0,595984 0,595984
g2;3 1,171x10 6 -6,505x10 7 9,100x10 11 1,504x10 7
g0;4 1,187713 -1,138754 -1,173482 -1,173482
g1;4 -0,103334 -0,352958 -0,210426 -0,210426
g2;4 8,790x10 7 2,377x10 7 1,011x10 6 -3,600x10 11
g0;5 -1,553688 1,548282 1,560093 1,560093
g1;5 -0,141226 0,191607 4,780x10 9 2,028x10 9
g2;5 -3,923x10 6 2,573x10 6 1,548x10 6 2,527x10 6
GV
g3;3 1,829018 1,829018 1,829018 1,829018
g3;4 -0,040559 -0,040559 -0,040559 -0,040559
g3;5 -0,598811 -0,598811 -0,598811 -0,598811
g4;4 6,486525 6,486525 6,486525 6,486525
g4;5 -1,136572 -1,136572 -1,136572 -1,136572
g5;5 6,692732 6,692732 6,692732 6,692732
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Tabla 4.13: Elementos de la matriz G del n-butironitrilo. f (I) corresponde a los ejes prin-
cipales de inercia, f (GR) minimiza los elementos no-diagonales de la submatriz GR, f (GRV )
minimiza el acoplamiento de rotación-vibración. Finalmente f (GR +GRV ) es la combinación
de los dos casos previos. Datos en cm 1.
n-butironitrilo
f (I) f (GR) f (GRV ) f (GR + GRV )
GR
g0;0 0,500694 0,813228 0,792197 0,801964
g1;1 0,526809 0,235170 0,223132 0,246442
g2;2 0,117084 0,096185 0,129253 0,096177
g0;1 -0,278478 -3,000x10 12 0,091148 0.079932
g0;2 0,086777 0,002332 -0,058666 -2,324x10 8
g1;2 -0,083115 1,100x10 11 -0,064565 1,570x10 9
GRV
g0;3 0,462245 -0,849597 -0,863429 -0,862181
g1;3 -0,718823 0,163860 2,006x10 9 0,043892
g2;3 0,123013 -0,017865 -8,886x10 9 -0,015107
g0;4 -0,281043 0,501954 0,504733 0,506690
g1;4 0,399629 -0,070724 -0,011778 3,130x10 5
g2;4 -0,151422 -0,068247 -0,082000 -0,069880
GV
g3;3 1,230046 1,230046 1,230046 1,230046
g3;4 -0,561267 -0,561267 -0,561267 -0,561267
g4;4 5,758581 5,758581 5,758581 5,758581
de GRV , para cada molécula son los mismos en los tres primeros casos considerados.
Para el acetaldehído, la tabla 4.9 y la figura 4.5 muestran que el acoplamiento más
grande es el correspondiente al acoplamiento entre la rotación sobre el eje a y la tor-
sión del metilo, elemento g0;3. Para el glicoaldehído el acoplamiento más grande se
observa en los elementos g0;3 y g0;4 indicando un fuerte acoplamiento entre sus dos
movimientos torsionales (ver figura 3.1). El mismo comportamiento se repite en la
molécula de metil formato y n-butironitrilo, donde los valores mayores de acopla-
miento rovibracional se presentan en los mismos elementos de la matriz G. Por otro
lado, para el etil metil éter en el que se consideran tres coordenadas torsionales hay
más términos de acoplamiento vibracional con valor significativo.
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Figura 4.5: Ejes fijos en el espacio y fijos en la molécula para el conjunto molecular de
calibración: a) acetaldehído, b) glicoaldehído, c) metil formato, d) etil metil éter y e) n-
butironitrilo. Los ejes sólidos son los ejes fijos en el espacio y los ejes de puntos son los
ejes fijos en la molécula. En todos los casos, el plano XY contiene los átomos pesados de las
moléculas.
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En todos los casos, se observa que los grados de libertad torsionales están fuerte-
mente acoplados con los ejes a y b. La figura 4.5 muestra que en las cinco moléculas
el plano ab está cercano al plano XY. El plano XY contiene los átomos pesados de
las moléculas. De esta forma, el plano ab debería contener, aproximadamente, los
ejes torsionales de las vibraciones consideradas en cada sistema molecular. Esto ex-
plica el gran acoplamiento rovibracional de estos ejes, mientras que se observa que
el eje c, al estar ubicado perpendicular a los ejes torsionales, exhibe el acoplamiento
rovibracional más pequeño.
4.4. Desarrollo del programa Gmat
Gmat es una herramienta software diseñada para calcular los elementos de la ma-
trizG rovibracional de moléculas de tamaño arbitrario. Gmat está escrito en lenguaje
C++ [211], el cual, además de ser un lenguaje de programación muy eficiente para el
cálculo científico, cuenta con las características de la programación orientada a obje-
tos (POO) [144], tales como encapsulación, herencia y polimorfismo, (ver apartado
2.3.2). Dichas características hacen más fácil el mantenimiento y futura extensión del
programa.
Gmat es capaz de calcular la matriz G rovibracional en moléculas de tamaño y
complejidad arbitrarios. Por otro lado, Gmat está diseñado para trabajar con los resul-
tados estructurales de mapas de hipersuperficies de energía potencial calculados en
clusters de computadores [221] y entornos Grid computacionales [184]. La capaci-
dad de trabajar con conjuntos de ficheros, permite procesar en una sola ejecución un
gran número de datos de estructura electrónica molecular.
El diseño principal implementa una separación completa de las partes de interfaz
y funcional del programa. La parte de interfaz permite la lectura automática de las
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estructuras moleculares de los ficheros de salida de diferentes códigos de estructura
electrónica. La parte funcional es la responsable del cálculo de los elementos de la
matriz G. Esta contiene todos los métodos necesarios para calcular la matriz G rovi-
bracional, incluyendo el método para el cálculo de las derivadas numéricas precisas
en coordenadas internas curvilíneas, y el método de minimización híbrido para la se-
lección óptima de los ejes de referencia de la molécula, descritos en las secciones 4.2
y 4.3, respectivamente.
En los siguientes apartados se realiza una descripción del programa.
4.4.1. Análisis
La funcionalidad general del programa Gmat se muestra en un clásico diagrama
de contexto del sistema [227], en la figura 4.6:
Figura 4.6: Diagrama de contexto del sistema para el programa Gmat.
En este diagrama, se puede ver que Gmat acepta un fichero de datos principal,
y opcionalmente, uno o varios ficheros de estructura molecular. Estos ficheros son la
salida de programas de estructura electrónica estándar, tales como: Gaussian [210],
Gamess [222], MolCAS [223], Molpro [224], Dalton [225], NWChem [226], etc. En
su salida, Gmat genera un fichero de salida general, y opcionalmente, un fichero con-
teniendo las matrices G para una serie de estructuras moleculares. De acuerdo a la
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versatilidad buscada para el programa, se consideran tres casos de uso. Estos casos
se representan en la figura 4.7 como un diagrama de casos de uso UML [228].
Figura 4.7: Diagrama de casos de uso UML para el programa Gmat.
La figura 4.7 muestra que en el primer caso toda la información, incluyendo la
estructura molecular (en coordenadas cartesianas), se proporciona directamente por
el usuario en un único fichero, el fichero de datos principal. En el segundo caso, la
información general se proporciona en el fichero de datos principal, con excepción
de los datos de estructura molecular. Ésta se lee directamente de un fichero de salida
de uno de los paquetes de estructura electrónica disponibles. Este caso está diseñado
para facilitar el uso de información obtenida de optimizaciones de estructura mole-
cular. Finalmente, el tercer caso implementa el cálculo de la matriz G para cada una
de las estructuras moleculares obtenidas de una exploración de la hipersuperficie de
energía potencial molecular. En este caso, Gmat trabaja con un conjunto de ficheros
de resultados de cálculos de estructura electrónica. El resultado es un fichero que
contiene las matrices G para todas las estructuras moleculares como una función de
las coordenadas vibracionales consideradas. Este modelo permite la futura extensión
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de la parte de interfaz con diferentes herramientas software para la resolución de
Hamiltonianos moleculares rovibracionales.
4.4.2. Diseño
Organización general de Gmat
El programa Gmat está organizado en dos componentes principales: la parte de
interfaz y la parte funcional. Esta organización permite el manejo independiente de
las tareas de entrada/salida. Las tareas de entrada/salida son dependientes del modelo
de interacción humano-máquina, mientras que los requerimientos funcionales no lo
son. En ambas partes se usan las características de la POO. La estructura general del
programa Gmat se muestra en la figura 4.8.
Figura 4.8: Diagrama de bloques del programa Gmat.
A continuación se describe cada componente.
Parte de interfaz
La parte de interfaz es la responsable de la adquisición de datos del fichero de
datos general, y si es necesario, de los ficheros de salida de cualquiera de los for-
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matos usados por los programas de estructura electrónica (ver figura 4.8). En este
caso, Gmat debe identificar y leer el correspondiente fichero de salida. La parte de
interfaz recurre a la característica de la POO de polimorfismo. El polimorfismo se de-
fine como la habilidad de los objetos de diferentes clases para responder a la llamada
de un método o función del mismo nombre [144]. Esto permite el manejo, de forma
unificada, de los diferentes formatos de datos encontrados en los códigos estándares
de estructura electrónica. Para tal fin, también es necesaria una relación de herencia.
Así, una referencia de clase padre se puede usar para referir a cualquier objeto de
una clase descendiente. La figura 4.9 muestra un diagrama de clases UML corres-
pondiente a la parte de interfaz de Gmat.
Figura 4.9: Diagrama de clases UML de la parte de interfaz del programa Gmat.
La clase MolecularData es la clase padre abstracta que define los métodos
de lectura de datos. Esta clase usa la información del paquete AtomicData, que
contiene y encapsula los datos de los símbolos atómicos y masas atómicas, imple-
mentado como un namespace [211]. Para las masas, se usan los datos promedio de
masa atómica que proporciona el NIST [229].
Las clases derivadas de MolecularData contienen el código específico para
la lectura de cada paquete de estructura electrónica: GaussianMolecularData
para Gaussian [210], GamessMolecularData para Gamess [222], MolcasMo-
lecularData para Molcas [223], MolproMolecularData para Molpro [224],
DaltonMolecularData para Dalton [225], o NWChemMolecularData para
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NWChem [226]. Las clases GaussianMolecularData para Gaussian y Gamess-
MolecularData para Gamess están disponibles en la versión actual del programa.
Parte funcional
La parte funcional es la responsable del cálculo de los elementos de la matriz
G. Esta parte está estructurada en varias clases. La figura 4.10 presenta el correspon-
diente diagrama de clases. La clase Gmatrix contiene y maneja toda la información
acerca de la matriz G rovibracional. Esta es la clase padre para la jerarquía de heren-
cia de las clases relacionadas con el cálculo de Gmatrix en diferentes coordenadas.
Esta clase contiene todos los métodos necesarios para construir la matriz G rovibra-
cional, incluyendo los métodos descritos en las secciones 4.2 y 4.3, para el cálculo
de las derivadas numéricas precisas [214] y el método de selección de los ejes fijos
en la molécula [217], respectivamente.
Figura 4.10: Diagrama de clases UML de la parte funcional del programa Gmat.
En esta clase, se calculan el tensor de inercia I, la matriz de interacción rotación-
vibraciónX y la matriz vibracionalY (ver ecuación 4.4). La clase incluye los métodos
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necesarios para obtener el centro de masas y las coordenadas de los ejes principales
de inercia.
La clase GmatrixZ extiende Gmatrix por herencia. GmatrixZ maneja la
matriz G en coordenadas internas arbitrarias.
La clase GmatrixQ se extiende de Gmatrix por herencia, para el uso de mo-
dos normales como coordenadas vibracionales. En la versión actual del programa no
está implementada aún esta clase.
La clase Structure contiene y maneja la información general de un sistema
molecular, como número de átomos, números atómicos, coordenadas cartesianas, etc.
La línea continua en la figura 4.10 muestra que esta clase es usada por GmatrixQ.
La clase Zmat contiene la definición y valores de las coordenadas internas. Con-
tiene los métodos para convertir a coordenadas internas las coordenadas cartesianas,
y a cartesianas las internas. Zmat exhibe una relación de herencia con Structure,
y es usada por GmatrixZ (ver figura 4.10).
En su versión actual, 2.0 [213], el programa Gmat es capaz de calcular la ma-
triz G rovibracional para un sistema molecular con cualquier número de átomos.
Gmat usa coordenadas internas como coordenadas vibracionales. Las coordenadas
vibracionales se pueden definir como distancias interatómicas, ángulos de valencia y
ángulos diedros. También se pueden usar átomos ficticios en la definición de la es-
tructura molecular. Además, se permite el uso de sustitución isotópica del hidrógeno
por deuterio. Como ejes moleculares se pueden usar cuatro tipos diferentes de sis-
temas de referencia: ejes principales de inercia, ejes que minimizan los elementos
no-diagonales de rotación pura de la matriz G, ejes que minimizan los elementos
rovibracionales de la matriz G y ejes que minimizan los elementos no-diagonales de
rotación pura + los elementos rovibracionales de la matriz G.
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4.4.3. Implementación
El software descrito previamente en los apartados 4.4.1 y 4.4.2 se ha implemen-
tado en lenguaje estándar C++. Todas las estructuras de datos se gestionan de forma
dinámica. De esta forma, por ejemplo, no hay necesidad de cambiar las dimensiones
de las matrices y recompilar. La estructura de cada clase (atributos y visibilidad) es-
tán completamente documentadas en los ficheros de definición (.h) de cada clase en
el código fuente. El paquete AtomicData se ha implementado como un names-
pace [232–234].
4.5. Ejemplo de aplicación: n-butironitrilo
En esta sección se presenta una aplicación de la metodología desarrollada en este
trabajo. Los algoritmos descritos en las secciones 4.2 y 4.3 se aplican al estudio del
n-butironitrilo en su estado electrónico fundamental. El estudio se realiza en función
de los dos movimientos torsionales presentes en la molécula: la torsión del grupo ni-
trilo y la del metilo. El objetivo en esta parte del trabajo es construir el Hamiltoniano
rovibracional. Para ello, se obtiene la correspondiente hipersuperficie de energía po-
tencial y se calculan los elementos de la matriz G para cada punto de la misma. Con
esta información se construye el Hamiltoniano rovibracional como función de las dos
coordenadas de vibración. Como primera aproximación, se resuelve el Hamiltoniano
para el estado rotacional J=0.
Esta sección está dividida en cuatro apartados. En el primero se describen los
antecedentes experimentales y teóricos sobre la molécula de n-butironitrilo. En el
segundo se describen los métodos utilizados en el desarrollo del estudio. En el tercero
se presenta la caracterización de la hipersuperficie de energía potencial. Finalmente,
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en el último apartado se construye el Hamiltoniano y se resuelve para el caso J=0.
4.5.1. Antecedentes
El n-butironitrilo tiene por fórmula (CH3CH2CH2CN) y se conoce también co-
mo n-propil cianuro. Los primeros estudios realizados sobre el n-butironitrilo, usan-
do espectroscopia de microondas [205] y espectroscopia infrarrojo y raman [235],
mostraron la existencia de dos conformaciones estables y espectroscópicamente dis-
tinguibles: gauche y trans, con respecto a la orientación de los grupos metilo (CH3) y
nitrilo (CH2CN). El n-butironitrilo se identificó en 2008 en regiones de formación de
estrellas, específicamente en Sagitario B2, Sgr B2 (N) [185]. En esta zona se detec-
taron transiciones correspondientes al confórmero trans y al confórmero gauche. De
las transiciones observadas, las correspondientes al confórmero trans estaban relati-
vamente libres de contaminación, mientras que las señales para el confórmero gauche
no se detectaron de forma clara. Sin embargo, un análisis realizado usando el mode-
lo de aproximación de equilibrio termodinámico local (LTE, Local Termodynamical
Equilibrium) [185] resultó completamente consistente con las mediciones realizadas
con el telescopio IRAM 30 m en la región de Sgr B2 (N). Esto supuso la primera
detección de forma clara del n-butironitrilo en el espacio exterior.
El primer estudio teórico se realizó en 1978 usando cálculos ab initio a nivel HF/
STO-3G, encontrando que la forma trans de la molécula era la más estable [236]. La
forma gauche se encontró a 69;95 cm 1 de la anterior. El estudio estableció que
esta diferencia era demasiado pequeña para permitir la diferenciación entre ambos
confórmeros. Posteriormente, en un estudio del espectro rotacional en la región de
ondas milimétricas se encontró que la forma trans era ligeramente más estable que
su confórmero gauche en 91;95 cm 1 [206]. En este trabajo, los autores realizaron un
análisis completo de la distorsión centrífuga para posibles predicciones de los radio-
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astrónomos, estableciendo el n-butironitrilo como posible candidato para su detec-
ción interestelar. Por otro lado, en trabajos experimentales y teóricos más recientes
se ha encontrado la forma gauche como la más estable. Traetteberg et al. [237] lle-
varon a cabo un estudio de la estructura molecular del n-butironitrilo usando difrac-
ción de electrones (GED, Gas Electron Diffraction). Estos autores encontraron que
la forma gauche es dominante en la mezcla conformacional. Además, en este trabajo
se mostró que la energía de la forma gauche, obtenida por cálculos ab initio a ni-
vel MP2/6-31G(d), era más baja que la de la forma trans en 116;11 cm 1. En otro
estudio, Durig et al. [238] también identificaron ambos confórmeros usando espec-
troscopia infrarroja y raman, siendo mas estable la forma gauche. Usando cálculos
a nivel MP2/6-311+G(2df,2pd) predijeron la forma gauche como más estable que el
confórmero trans en 119 cm 1.
4.5.2. Métodos
La convención numérica utilizada para el n-butironitrilo se muestra en la figura
4.11. Como muestra la figura se consideran los movimientos torsionales correspon-
dientes al grupo nitrilo, q1 (C4C3C2C1), y al grupo metilo, q2 (H7C1C2C3). Para
obtener la hipersuperficie de energía potencial para los dos modos torsionales se ge-
nera una malla de puntos para valores de q1 entre 0º y 180º y de q2 entre 0º y 120º,
usando incrementos de 15º. En cada punto se tiene en cuenta la energía de correlación
electrónica usando el método de perturbaciones MP2 [208]. Como conjunto de base
se usa una base aumentada de correlación consistente triple zeta, aug-cc-pVTZ [23].
Todos los cálculos se han llevado a cabo para valores fijos de las coordenadas q1 y q2,
relajando completamente el resto de la geometría. Los puntos estacionarios, mínimos
y puntos de silla, se localizan específicamente sobre la hipersuperficie de potencial.
Adicionalmente, los valores de energía en cada punto de la malla se calculan a nivel
MP4(SDQ)/aug-cc-pVTZ// MP2/aug-cc-pVTZ.
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Figura 4.11: Estructura molecular y convención numérica del n-butironitrilo.
Por otro lado, se llevan a cabo cálculos de frecuencias armónicas a nivel MP2/
aug-cc-pVTZ en cada punto generado de la hipersuperficie. De esta forma, se puede
tener en cuenta el efecto promedio de las vibraciones no consideradas en el modelo
anarmónico vibracional, incluyendo en cada punto de la malla la contribución de
la energía de punto cero de cada una de ellas. Esta corrección se representa como
una Corrección Adiabática Vibracional (VAC, Vibrational Adiabatic Correction) a la
energía total.
Todos los cálculos de estructura electrónica se han realizado con el programa
Gaussian03 [210]. Los cálculos se realizaron en unGrid de computadores compuesto
por dos clusters: Hermes, con 12 nodos Pentium IV, y Aristóteles, con 36 nodos
biprocesadores Xeon Dual Core. Se usó GridWay como metaplanificador [239].
La molécula de n-butironitrilo se clasifica de acuerdo a sus operaciones de sime-
tría como un grupo no-rígido G6, isomorfo al grupo C3v. Su tabla de caracteres se
muestra en la tabla 4.14.
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Tabla 4.14: Tabla de caracteres para el grupo de simetría no-rígido G6 del n-butironitrilo.
G6 E 2 (678) 3 E
a1 1 1 1
a2 1 1 -1
e 2 -1 0
Las operaciones de simetría que presenta este grupo son:
E f (q1;q2) = f ( q1; q2)
(678) f (q1;q2) = f (q1;q2+120)
(4.34)
donde E es la operación de inversión de las coordenadas nucleares y electrónicas, y
(678) es la operación de intercambio de los átomos H6, H7 y H8 en la molécula.
A partir de los puntos calculados y usando las operaciones del grupo G6 se genera
la superficie de energía potencial en los intervalos -180º  q1  180º y -180º q2 
180º.
4.5.3. Hipersuperficie de energía potencial
La hipersuperficie de energía potencial MP2/aug-cc-pVTZ del n-butironitrilo en
su estado electrónico S0 se ilustra en la figura 4.12.
La estructura más estable del n-butironitrilo corresponde a la forma gauche (ver
figura 4.13 a)), con valores de q1 y q2 de 61;1º y 59;6º, respectivamente. Se encuen-
tra un mínimo local, que corresponde a la forma trans, para valores de q1= 180,0º y
q2=180,1º (ver figura 4.13 b)). El máximo sobre la superficie es un punto de silla de
segundo orden con respecto a q1 y q2 localizado en q1= 0º y q2= 0º. Esta conforma-
ción corresponde a la forma cis de la molécula (ver figura 4.13 c)). Estas estructuras
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Figura 4.12: Hipersuperficie de energía potencial del n-butironitrilo obtenida a nivel
MP2/aug-cc-pVTZ como función de las coordenadas vibracionales q1 y q2. Datos en cm 1.
Las zonas de mínima energía se muestran en color azul y las de máxima energía en color
rojo. Intervalo entre líneas isopotenciales 250 cm 1.
han sido caracterizadas por otros autores en trabajos previos, teóricos [237, 238] y
experimentales [237]. Los parámetros geométricos y energéticos de estas estructuras
se recogen en la tabla 4.15 y se comparan con los obtenidos en los estudios previos.
Se observa que nuestros resultados están en buena concordancia con todos los demás.
Existen cinco puntos críticos más sobre la hipersuperficie que, junto con los
anteriores, se recogen en la tabla 4.16. PS1 es un punto de silla de segundo orden con
respecto a q1 y q2. PS2 y PS3 son dos puntos de silla de primer orden con respecto a
la coordenada q1. Estos corresponden a dos barreras no equivalentes para la torsión
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Figura 4.13: Estructuras y proyecciones de Newman de los puntos críticos más significativos
del n-butironitrilo.
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del nitrilo. Este comportamiento de la torsión del nitrilo se muestra en la figura 4.14,
que corresponde a un corte monodimensional de la figura 4.12 para q2=60º. En esta
figura PS2 corresponde a la barrera gauche del nitrilo, donde podemos observar un
doble pozo de potencial. Esto implica un posible splitting o desdoblamiento de los
niveles vibracionales por efecto túnel. El alto valor de la barrera permite suponer que
este splitting será muy pequeño. Por otro lado, PS3 corresponde a la barrera trans
del nitrilo, en la cual se tiene un único pozo de potencial. Por lo tanto, habrá una
serie única de niveles vibracionales. Este pozo de potencial está situado por encima
del doble pozo de la forma gauche. Por esta razón, los niveles vibracionales de la
forma trans estarán desplazados hacia arriba con respecto a los de la forma gauche.
El mismo fenómeno se observa con los mínimos para q2 donde los pozos no son
equivalentes.
PS4 y PS5 son puntos de silla de primer orden con respecto a q2. PS4 nos propor-
ciona la barrera de la torsión del metilo para el mínimo trans, es decir, correspondería
a un corte monodimensional de la figura 4.12 para q1=180º. PS5 nos proporciona la
barrera de torsión del metilo. El alto valor de estas barreras permite suponer un pe-
queño splitting de los niveles torsionales por efecto túnel.
Por otro lado, la hipersuperficie de energía potencial a nivel MP4(SDQ)/aug-
cc-pVTZ//MP2/aug-cc-pVTZ se muestra en la figura 4.15. Cualitativamente no hay
diferencia con los resultados de la figura 4.12.
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Figura 4.14: Curva de energía potencial, en cm 1, como función de la coordenada vibra-
cional q1 del n-butironitrilo obtenida a nivel MP2/aug-cc-pVTZ. a) Doble pozo de potencial
para la forma gauche. b) Pozo de potencial para la forma trans.
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Figura 4.15: Hipersuperficie de energía potencial del n-butironitrilo obtenida a nivel
MP4(SDQ)/aug-cc-pVTZ//MP2/aug-cc-pVTZ como función de las coordenadas vibra-
cionales q1 y q2. Datos en cm 1. Las zonas de mínima energía se muestran en color azul
y las de máxima energía en color rojo. Intervalo entre líneas isopotenciales 250 cm 1
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Los valores obtenidos de las frecuencias armónicas para las formas gauche y
trans se comparan en la tabla 4.17 con trabajos teóricos [235, 238] y experimen-
tales [235, 238] previos. En la notación usada, las frecuencias que corresponden a
la torsión del grupo CH2CN y la torsión del metilo se identifican como n30 y n28,
respectivamente. Los valores calculados en este trabajo concuerdan razonablemente
con los obtenidos en los estudios previos teóricos y experimentales sobre la molé-
cula [235, 238] (ver tabla 4.17). No se han encontrado datos experimentales para los
modos torsionales n30 y n28.
4.5.4. Construcción del Hamiltoniano rovibracional
El Hamiltoniano general rovibracional del n-butironitrilo como función de las
dos coordenadas vibracionales, q1 y q2, se puede expresar como:
Hˆ =
3
å
i=1
3
å
j=1
Bi j(q1;q2)
¶ 2
¶Ji¶J j
+
¶Bi j(q1;q2)
¶Ji
 ¶
¶J j
+
3
å
i=1
2
å
j=1
2Bi j(q1;q2)
¶ 2
¶Ji¶q j
+

¶Bi j(q1;q2)
¶Ji
 ¶
¶q j
+
¶Bi j(q1;q2)
¶q j
 ¶
¶Ji

+
2
å
i=1
2
å
j=1
Bi j(q1;q2)
¶ 2
¶qi¶q j
+
¶Bi j(q1;q2)
¶qi
 ¶
¶q j
+V (q1;q2)
(4.35)
donde las Bi j(q1;q2) son los elementos cinéticos relacionados con los elementos de
la matriz G rovibracional (ver ecuaciones 2.86 y 2.87), por:
Bi j =
h¯
2
gi j (q1;q2) (4.36)
y V (q1;q2) es la función potencial.
Los elementos de la matriz G rovibracional se calcularon para cada configu-
ración de la hipersuperficie de potencial (ver figura 4.15) con el programa Gmat 2.0
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[213]. Los ejes moleculares utilizados para el cálculo de los elementos de la matrizG
del n-butironitrilo son aquellos capaces de minimizar los elementos no-diagonales de
la submatriz de rotación GR + los elementos del acoplamiento de rotación-vibración
de la submatrizGRV . Este caso se presenta como el caso más general en el tratamien-
to de la selección óptima de ejes moleculares descrito en la sección 4.3. Por tanto, la
función de coste, usando (4.36), es f =
3
å
i=1
3
å
j=i+1
Bi; j(q ;f ;y)+ 3å
i=1
5
å
j=4
Bi; j(q ;f ;y)
(ver ecuación 4.32).
Para expresar la dependencia con las coordenadas vibracionales, la función de
potencial y los elementos cinéticos se ajustan a una doble serie de Fourier de simetría
adaptada a la representación a1 del grupo no-rígido G6:
B(q1;q2) ;V (q1;q2) =
¥
å
i=0
Aicos(iq1)cos(3iq2)+
¥
å
i=1
A0isen(iq1)sen(3iq2) (4.37)
La función f utilizada para minimizar los elementos de la matrizG se ajustó a la
forma de la ecuación (4.37). El resultado se muestra en la primera columna de la tabla
4.18. Los valores del coeficiente de correlación cuadrático, R2, y la desviación están-
dar, s , muestran que la función de coste se ajusta adecuadamente a las coordenadas
torsionales.
Por otro lado, de los elementos de la matriz G usados para construir la función
de coste sólo necesitamos considerar los que contribuyan significativamente a la mis-
ma. Para ello, calculamos la proporción en que la media de los valores absolutos de
cada gi j (Bi j usando la ecuación 4.36) contribuye a la media de f para todas las con-
formaciones usadas. Los resultados se encuentran en la tabla 4.19. Se observa que
las contribuciones más significativas corresponden a los elementos B14, B15, B24 y
B25. En conjunto estos elementos representan el 95,43% del valor medio de f . Estos
cuatro elementos son elementos de acoplamiento rotación-vibración.
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Tabla 4.18: Ajustes de la función de coste y de los elementos significativos de la matriz G
correspondientes a la rotación pura, como función de las coordenadas vibracionales q1 y q2,
para el modelo bidimensional del n-butironitrilo. Coeficientes en cm 1.
Término f B1;1 B2;2 B3;3
Cte. 1,9494 0,9949 0,2459 0,0865
cos(3q1) 0,1428 0,0441 -0,0052 -0,0023
cos(3q2) 0,0178 0,0086 -0,0041 -0,0002
cos(2q1) 0,5365 0,2622 0,0192 -0,0039
cos(q1) 0,1668 — -0,0021 0,0124
cos(3q1) cos(3q2) 0,0171 0,0085 — -0,0005
sen(3q1) sen(3q2) -0,0341 -0,0129 0,0014 —
sen(q1) sen(3q2) — — -0,0004
cos(6q2) — — -0.0006 0,0006
cos(q1) cos(3q2) 0,0157 — — 0,0003
sen(2q1) sen(3q2) — 0.0007 —
cos(2q1) cos(3q2) 0,0077 — -0.0009 —
cos(3q1) cos(6q2) -0,0117 — — -0,0008
cos(2q1) cos(6q2) — — 0,0011 —
cos(q1) cos(6q2) — -0,0012 0,0008
sen(2q1) sen(6q2) — — — -0,0006
sen(3q1) sen(6q2) — — 0.0008 -0,0007
R2 0,985 0,977 0,920 0,956
s 0,053 0,029 0,004 0,002
La tabla 4.18 muestra los términos de la expansión de los elementos de la matriz
G que corresponden a la rotación pura, es decir, los elementos de la submatriz GR
(ver ecuación 4.4). Sólo los elementos diagonales de la submatriz GR, B1;1, B2;2 y
B3;3, son significativos. Los valores de R2 y s indican que los datos se ajustan de
forma adecuada a las expresiones analíticas.
La tabla 4.20 recoge los ajustes de los elementos de la submatriz GRV , corres-
pondientes al acoplamiento rotación-vibración. Los valores de R2 y s indican que
los datos se ajustan adecuadamente a las expresiones usadas.
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Tabla 4.19: Proporción en que la media de los valores absolutos de los términos cinéticos,
Bi j, contribuyen a la función de coste f .
Término B12 B13 B14 B15 B23 B24 B25 B34 B35
Proporción (%) 1,93 0,23 45,18 37,46 0,29 9,29 3,49 0,34 1,79
Finalmente, la tabla 4.21 contiene los ajustes para los elementos de vibración
pura de la submatriz GV y para el potencial. Para el potencial se usaron los datos a
nivel MP4(SDQ)/aug-cc-pVTZ/MP2/aug-cc-pVTZ incluyendo la VAC. Los valores
de R2 y s muestran en todos los casos un ajuste adecuado a las formas propuestas.
En el caso de la función potencial se obtienen valores de los términos con mezcla
de coordenadas con un peso significativo. Esto sugiere un importante acoplamiento
entre los movimientos de torsión de los grupos nitrilo y metilo (ver tabla 4.21).
Tabla 4.20: Ajustes de los elementos significativos de la matriz G correspondientes al aco-
plamiento rotación-vibración, como función de las coordenadas vibracionales, q1 y q2 para
el modelo bidimensional del n-butironitrilo. Coeficientes en cm 1.
Término B1;4 B1;5 B2;4 B2;5
Cte. -0,8851 0,7213 0,1842 0,0401
cos(3q1) -0,0892 0,0453 0,0136 -0,0037
cos(3q2) -0,0102 0,0121 — 0,0030
cos(2q1) -0,2105 0,3081 — 0,0070
cos(q1) -0,3622 0,0094 -0,2073 -0,1016
cos(3q1) cos(3q2) -0,0116 0,0110 -0,0038 —
sen(3q1) sen(3q2) 0,0139 -0,0142 — 0,0050
sen(q1) sen(3q2) — — — 0,0046
cos(6q2) — — 0,0038 -0,0041
cos(q1) cos(3q2) — — 0,0104 -0,0043
sen(2q1) sen(3q2) 0,0072 — 0,0061 -0,0048
cos(2q1) cos(3q2) -0,0092 — -0,0067 0,0077
cos(q1) cos(6q2) — — -0,0040 0,0071
R2 0,991 0,9843 0,9751 0,9213
s 0,0297 0,0288 0,0244 0,0221
4.5. Ejemplo de aplicación: n-butironitrilo 155
Tabla 4.21: Ajustes de la función potencial y de los elementos de la matriz G correspon-
dientes a la vibración, como función de las coordenadas vibracionales q1 y q2, para el modelo
bidimensional del n-butironitrilo. Coeficientes en cm 1.
Término V(q1,q2) B4;4 g5;5 g4;5
Cte. 1209,3349 1,3211 6,0057 -0,5817
cos(3q1) 661,8475 0,1242 0,0433 -0,0983
cos(3q2) 564,1942 0,0095 0,0392 -0,0141
cos(2q1) 94,1646 0,2791 0,3202 -0,2310
cos(q1) 86,9726 0,3795 0,0048 -0,4218
cos(3q1) cos(3q2) 16,0907 0,0146 0,0118 -0,0130
sen(3q1) sen(3q2) -40,9305 -0,0175 -0,0151 0,0161
sen(q1) sen(3q2) -23,6846 — — —
cos(6q2) 11,1422 — — —
cos(q1) cos(3q2) 7,0553 0,0169 — -0,0051
sen(3q1) sen(6q2) 3,8457 — — —
sen(2q1) sen(3q2) — -0,0112 — —
cos(2q1) cos(3q2) — 0,0116 — -0,0060
R2 0,999 0,989 0,982 0,993
s 16,702 0,038 0,031 0,030
Los datos de las tablas 4.18, 4.20 y 4.21 permiten construir cualquier Hamilto-
niano de rotación-vibración para el n-butironitrilo. Como ejemplo y primera aproxi-
mación podemos resolver el hamiltoniano rovibracional para J=0. Este caso corres-
ponde a la vibración pura.
Para obtener los niveles torsionales se resuelve el Hamiltoniano variacional-
mente usando como funciones de base las funciones propias del rotor libre. Se utilizan
combinaciones lineales de simetría adaptada a las representaciones irreducibles del
grupo no-rígido G6:
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a1
(
N cosMq1  cos3Lq2
N senMq1  sen3Lq2
a2
(
N senMq1  cos3Lq2
N cosMq1  sen3Lq2
e
8>>>>><>>>>>:
N cosMq1  cos(3L+1)q2
N senMq1  sen(3L+1)q2
N senMq1  cos(3L+1)q2
N cosMq1  sen(3L+1)q2
(4.38)
donde N es la constante de normalización y M y L son enteros positivos [51]. De
esta forma, la matriz Hamiltoniana se factoriza en bloques y los niveles de energía
se clasifican automáticamente por simetría de acuerdo a las representaciones irre-
ducibles del grupo G6. La metodología usada es la descrita en el apartado 2.2.5. Los
parámetros cinéticos Bi j y el potencial usados son los recopilados en la tabla 4.21.
La matriz Hamiltoniana se construyó con 671, 670 y 1302 funciones de base
para las especies de simetría a1, a2 y e, respectivamente. El número de funciones de
base se selecciona como el número mínimo para alcanzar la convergencia en 10 2
cm 1 en los primeros 10 niveles de energía para cada representación irreducible. Los
cálculos de los niveles de energía se llevaron a cabo con el programa LAVCA [242].
Los niveles de energía torsionales del n-butironitrilo en su estado fundamental
S0 se muestran en la tabla 4.22. En esta tabla se observan dos series de niveles para el
modo v30, torsión del grupo nitrilo. Los etiquetados como va30 corresponden a los dos
pozos equivalentes de la forma gauche representados en la figura 4.14. Los niveles
etiquetados como vb30 corresponde a la serie de niveles del pozo de la forma trans (ver
figura 4.14). Los niveles va30 aparecen en grupos de seis como consecuencia de los tres
pozos equivalentes para la torsión del metilo y de los dos pozos equivalentes para la
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torsión del nitrilo gauche. La existencia de un pozo único para la forma trans implica
la aparición de grupos de tres niveles vb30, consecuencia de la torsión del metilo.
Tabla 4.22: Primeros niveles torsionales para el modelo bidimensional del n-butironitrilo.
Datos de energía en cm 1. El primer nivel de energía se encuentra colocado a 167,82 cm 1
del pozo de potencial.
v28 va30 v
b
30 Simetría Energía
0 0 a1 0,00
e 0,00
e 0,00
a2 0,00
0 0 a1 24,49
e 24,49
0 1 a1 113,12
e 113,12
e 113,12
a2 113,12
0 1 a2 130,44
e 139,44
1 0 a1 220,54
e 220,54
e 220,54
a2 220,54
0 2 a1 226,59
e 226,59
e 226,59
a2 226,59
1 0 a1 234,03
e 234,03
0 2 a2 251,39
e 251,39
La tabla 4.22 predice como transición fundamental para la torsión del nitrilo
los valores 30a10=113,12 cm
 1 y 30b10=105,95 cm
 1, para las formas gauche y trans,
respectivamente. La transición fundamental para la torsión del metilo se encuentra
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a 2810=220.54 cm
 1. Los resultados para el nitrilo son del orden de los valores ar-
mónicos de la tabla 4.17. Por otro lado, para el caso de la torsión del metilo el valor
obtenido es menor que las estimaciones armónicas de la tabla 4.17.
CONCLUSIONES
En este trabajo se desarrolla una metodología para la construcción de Hamil-
tonianos moleculares rovibracionales. A tal efecto, se propone una aproximación
numérica para el cálculo de la matriz G rovibracional y se introduce una aproxima-
ción metaheurística para la selección óptima de ejes moleculares. Para la calibración
de los algoritmos se usa un conjunto de cinco moléculas: acetaldehído, glicoaldehí-
do, metil formato, etil metil éter y n-butironitrilo. Como ejemplo de aplicación para
la construcción del Hamiltoniano rovibracional como función de las coordenadas
vibracionales se considera específicamente la molécula de n-butironitrilo. Las con-
clusiones a las que se ha llegado en el desarrollo del presente trabajo son:
– Las derivadas numéricas de las coordenadas nucleares con respecto a las coor-
denadas internas necesarias para construir la matriz G rovibracional se ob-
tienen con 10 12 dígitos significativos en el caso de las distancias y con 10 8
en el de los ángulos de valencia y diedros.
– Para el caso de coordenadas vibracionales torsionales, que es donde menos
precisión se consigue en las derivadas numéricas usadas, la metodología pro-
puesta permite obtener los elementos de la matriz G con un error del orden de
la millonésima de cm 1.
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– La definición de una función de coste constituida por los elementos de la matriz
G cuyo valor se quiera minimizar permite la selección óptima de ejes molecu-
lares.
– La combinación de una heurística para la localización de mínimos globales con
un método de optimización local permite obtener los ejes moleculares óptimos
de forma eficiente.
– El método de selección de ejes desarrollado muestra que los ejes principales
de inercia no proporcionan la forma más simple para la contribución rotacional
pura. Sin embargo, la minimización de los elementos rotacionales de la matriz
G si lo hace.
– Aunque no es posible anular en su totalidad todos los elementos del acopla-
miento rotación-vibración, el tratamiento propuesto produce la solución ópti-
ma.
– La metodología desarrollada permite simplificar conjuntamente la contribu-
ción rotacional pura más el acoplamiento rotación-vibración en el Hamilto-
niano rovibracional.
– Los ejemplos realizados con las cinco moléculas del conjunto de calibración
muestran que los movimientos torsionales están particularmente poco acopla-
dos con el eje c, que es el perpendicular al esqueleto (frame) molecular.
– La implementación de los algoritmos desarrollados usando los paradigmas de
ingeniería del software y de la programación orientada a objetos facilita la
reutilizabilidad y mantenimiento del código generado.
– La aplicación de la metodología desarrollada al n-butironitrilo permite simpli-
ficar el tratamiento de la rotación pura y del acoplamiento rotación-vibración
en esta molécula.
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– El análisis de los componentes de la función de coste usada para la selección
de los ejes moleculares permite identificar los elementos significativos de la
matriz G rovibracional del n-butironitrilo.
– El tratamiento propuesto permite obtener expresiones analíticas para los ele-
mentos de la matriz G como función de las coordenadas vibracionales consi-
deradas en el n-butironitrilo, a saber, la torsión del grupo metilo y la del grupo
nitrilo.
– La hipersuperficie de energía torsional obtenida para el n-butironitrilo mues-
tra que la torsión del grupo nitrilo genera dos estructuras de mínima energía
equivalentes, correspondientes al confórmero gauche. Se encuentra un tercer
mínimo que corresponde a la forma trans. Los tres mínimos están separados
por barreras de energía no equivalentes.
– Los niveles vibracionales calculados para la doble torsión de los grupos metilo
y propilo presentan una estructura compleja. La existencia de un doble pozo de
potencial para la forma gauche y un pozo simple para la forma trans se traduce
en dos series de niveles. Al no ser equivalentes los tres pozos, las dos series
de niveles están ligeramente desfasadas en energía. En concreto, los niveles
asociados a la forma trans aparecen a unos 20 cm 1 por encima de los niveles
de la forma gauche correspondientes al mismo quantum de energía. Debido a
la interacción con la torsión del metilo los niveles asociados a la forma gauche
aparecen en grupos de seis, mientras que los niveles asociados a la forma trans
aparecen en grupos de tres.
– El estudio bidimensional predice para las transiciones fundamentales de las
torsiones del grupo metilo y del grupo nitrilo, en sus formas gauche y trans,
valores de 220,54 cm 1, 113,12 cm 1 y 105,95 cm 1, respectivamente.

TRABAJOS FUTUROS
Como continuación del presente estudio se pueden proponer los siguientes tra-
bajos:
1. Desarrollo de la metodología, y extensión del programa Gmat, para el uso de
coordenadas vibracionales expresadas como combinaciones lineales de coor-
denadas internas.
2. Implementación de nuevas clases para actuar de interfaz entre el programa
Gmat y paquetes de estructura electrónica adicionales (en la actualidad sólo
se interactúa con Gamess y Gaussian).
3. Desarrollo de una aproximación variacional para la resolución del Hamilto-
niano rovibracional completo. Esto incluye el cálculo de los elementos de ma-
triz de los operadores de momento angular. Una posibilidad es recurrir a la
conversión óptima de tablas de decisión en código de ordenador aplicando los
conceptos de la teoría de la información. Un estudio preliminar se presenta en
la referencia [244].
4. Identificar las fuentes de paralelismo en el método variacional del párrafo an-
terior, a fin de aprovechar las posibilidades de los sistemas multiprocesadores
actuales: sistemas Grid y Cloud, clusters de computadores y CPU´s multicore.
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