Abstract.The multivariate discrete moment problem (MDMP) has been introduced by Prékopa. The objective of the MDMP is to find the minimum and/or maximum of the expected value of a function of a random vector with a discrete finite support where the probability distribution is unknown, but some of the moments are given. The MDMP can be formulated as a linear programming problem, however, the coefficient matrix is very ill-conditioned. Hence, the LP problem usually cannot be solved in a regular way. In the univariate case Prékopa developed a numerically stable dual method for the solution. It is based on the knowledge of all dual feasible bases under some conditions on the objective function. In the multidimensional case the recent results are also about the dual feasible basis structures. Unfortunately, at higher dimensions, the whole structure could not be found under any circumstances. This means that a dual method, similar to Prékopa's, cannot be developed. Only bounds on the objective function value are given, which can be far from the optimum. This paper introduces a different approach in order to treat the numerical difficulties. The method is based on multivariate polynomial bases. Our algorithm, in most cases, yields the optimum of the MDMP without any assumption on the objective function. The efficiency of the method is tested on several numerical examples.
Introduction
The multivariate discrete moment problem (MDMP) has been introduced by Prékopa (1992) . It is a natural generalization of the so-called univariate discrete moment problem, which was introduced and studied by Prékopa (1988 Prékopa ( , 1990a Prékopa ( , 1990b ) and Samuels and Studden (1989) , independently. Samuels and Studden use the classical approach and their method is applicable only to small size problems. Prékopa invented a numerically stable dual simplex algorithm to solve the underlying linear programming problem. This method allows for an efficient solution of large size moment problems as well as for finding closed form sharp bounds. Unfortunately, the dual method of Prékopa could not be generalized to the multivariate case. His method needs the knowledge of all dual feasible bases, but in the multivariate case only a smaller set of them are known. The dual feasible bases provide us with bounds for the MDMP, see Prékopa (1998 Prékopa ( , 2000 , Mádi-Nagy and Prékopa (2004) and Mádi-Nagy (2005, 2009 ). However, the optimum of the problem usually cannot be found. The aim of this paper is to introduce an algorithm that finds the optimum, usually in a numerically stable way, based on another approach.
The MDMP can be formulated as follows. Let X = (X 1 , . . . , X s ) be a random vector and assume that the support of X j is a known finite set Z j = {z j0 , . . . , z jn j }, where z j0 < · · · < z jn j , j = 1, . . . , s. A certain set of the following moments are considered. We use the following notation for the (unknown) distribution of X: p i 1 ...is = P (X 1 = z 1i 1 , . . . , X s = z sis ), 0 ≤ i j ≤ n j , j = 1, . . . , s.
( Let Z = Z 1 × · · · × Z s and f (z), z ∈ Z (1.2) be a function. Let f i 1 ...is = f (z 1i 1 , . . . , z sis ).
The (power) MDMP is to give bounds for
where distribution of X (i.e., (1.1)) is unknown, but known are some of the following moments:
In the literature, several types of set H can be found. In this paper we consider the case
where m is a given nonnegative integer. We can formulate the MDMP by the following LP problem:
min(max)
. , s are the unknown variables, all other parameters (i.e., the function f and the moments) are given. Let us use the following notation for the compact matrix form of (1.4) with H of (1.3):
(1.5)
The MDMP, beside arising in a natural way, can be applied in several other fields, e.g., bounding expected utilities (Prékopa and Mádi-Nagy, 2008), solving generalized sdimensional transportation problems (Hou and Prékopa, 2007) and approximating values of multivariate generating functions (Mádi-Nagy and . One of the most popular applications is to bound probabilities of Boolean functions of events. These results are based on the so-called binomial MDMP, see e.g., Mádi-Nagy (2009).
The main problem with the solution of the MDMP (1.4) is that the coefficient matrix is very ill-conditioned. (It is easy to see that in the univariate case the coefficient matrix is a Vandermonde matrix which is one of the well-known examples of ill-conditioned matrices.) Hence, in case of the (dual) simplex method in the calculation of the basic solutions and optimality conditions, the numerical inaccuracy will be much greater than it was in the input data. This means that if the MDMP is tried to solve by regular solvers they will yield not only inaccurate, but wrong results.
This phenomenon can be managed in several ways. One alternative is the use of high precision arithmetic. This has the disadvantage that the running time will be extremely increased. Another, much more elegant way is the mentioned revised dual method of Prékopa (1990b) . This method is based on theorems which give the subscript structures of columns of all dual feasible bases. By the aid of the known dual feasible bases, at every iterations in the dual simplex method the following basis can be found combinatorically. Unfortunately, this method works only for the univariate case beside some conditions on the function f (z) in (1.2). In this paper another approach is introduced.
Let us consider the following vector:
. . .
Regarding the columns of the coefficient matrix A in (1.5), they can be formulated as
The right-hand side vector can also be written as
The idea is the following. The components of b(z) of (1.6) are the monomial basis of the s-variate polynomials of degree at most m. Let us consider another basis of the s-variate polynomials of degree at most m:
The system of linear equationsĀp =b equivalent to the system Ap = b of (1.5), since there exists an invertible matrix T such that
The aim of the paper is to find out which basis (1.7) yields a significantly better conditioned matrixĀ. By the use of this basis we can solve
instead of problem (1.5), in a numerically more stable way. In the following, first the candidates for polynomial bases are introduced with their main properties, and with the reasons why they are taken into account. Then a solution algorithm is developed, which is suitable to yield numerically reliable results as well as to indicate the violations of primal and dual infeasibility. Finally, numerical tests are carried out in order to find the basis which yields the best (most reliable) results. Our method is heuristic in the sense that the usefulness of it is not proven, just analyzed empirically. However, the developed algorithm is very effective in practice, and it is also reliable because it indicates the wrong solution. The paper is organized as follows. In Section 2 the possible polynomial bases are introduced. In Section 3 the solution algorithm and the testing method are presented. Section 4 is about the numerical experiments. In the first part, conditions of randomly generated basis matrices are investigated. This shows which basis has better numerical properties. In the second part, several MDMPs are solved to illustrate that the bases with better condition numbers really work better in the solutions of practical problems. Section 5 concludes the paper.
Polynomial bases
In order to present the properties of the following bases, first we need some introduction on condition numbers. The condition number of a matrix can be defined in the following way. Consider the following system of linear equations:
where A is a square matrix. Let us imagine that there is an error e in b, hence we get a solution with error d, i.e.,
The condition number of the matrix A is the maximum ratio of the relative error in the solution x to the relative error e in b. I. e., the condition number of A is the maximum of the following fraction:
It is easy to see that the maximum of the the first and second term is ||A −1 || and ||A||, respectively. From this follows
Definition 2.1 The condition number of the quadratic matrix A is
In case of polynomial bases the condition number can be defined in the following way, see e.g., Lyche and Peña (2004) . Let U be a finite-dimensional vector space of functions defined on Ω ∈ IR s and let b = (b 1 , . . . , b n ) be a basis for U.
The condition numbers measure for the sensitivity of f (z) to perturbations in the coefficients
Definition 2.2 The polynomial basis
s has the following type of condition numbers.
Above, the so-called Skeel condition numbers were defined, see e.g. Skeel (1979) . The p-norm condition numbers can also be defined as a ratio of the relative changes in |f (z) − g(z)| and the relative changes in p-norms of the error vector of c.
Bernstein polynomials Definition 2.3
The multivariate Bernstein basis polynomials of degree n are defined as
The condition numbers of univariate and multivariate Bernstein polynomial bases are investigated in e.g., Scherer (2000, 2002) and Lyche and Peña (2004) . The reason why this basis is among the candidates is the following for each function f ∈ U evaluated at every value z ∈ Ω then u = b up to permutation and positive scaling.
Unfortunately, not all the conditions of the above theorem can be fulfilled. On one hand, in our case not only nonnegative bases are allowed. On the other hand, the vectors z ∈ Z spanned a cube instead of the simplex like Ω in Theorem 2.1. Two kinds of rescaling can be considered. One alternative is to put the cube into the simplex. In this case probably many bases exist, which are not better conditioned on the simplex, but better conditioned on the cube. The other alternative is scaling the vectors z ∈ Z to the unit cube [0, 1] s . We follow this way, hence we consider the scaled Bernstein bases
where (α 1 , . . . , α s ) ∈ H of (1.3).
Orthogonal polynomials
In the following the multivariate generalizations of univariate orthogonal polynomials are considered. First the univariate orthogonal polynomials are introduced. 
If c i = 1 for all i, then p is a set of orthonormal polynomials. The well-known properties of orthogonal polynomials are the following. The set p is a basis of the space of the polynomials of degree at most m. Each polynomial in an orthogonal set p has minimal norm among all polynomials with the same degree and leading coefficient.
All roots of a polynomial in an orthogonal set p are real, distinct, and strictly inside the interval of orthogonality. All orthogonal polynomials satisfy a three-term recurrence:
The following three, so-called Jacobi-like, set of orthogonal polynomials are considered: Legendre polynomials, first-and second-kind Chebyshev polynomials. The main reasons of the choice are that they have special roles in univariate interpolation, detailed below, and on the other hand all of them have the same, finite interval of orthogonality:
The classical results on the condition numbers of Vandermonde-like matrices -i.e., matrices of typeĀ of (1.9) in the univariate case -can be found in Gautschi (1983) . The main idea can be illustrated by the simplest case, where the nodes {z 10 , . . . , z 1n 1 } = Z 1 = Z are the roots of the polynomial p n 1 ∈ p. Consider the following 
Proof. See e.g., Gautschi (1968) .
2 Thus, if we consider the Frobenius norm, i.e., ||A|| F = tr(A T A), in the condition number ofĀ we get the following formula:
The zero places of Legendre polynomials and first-and second-kind Chebyshev polynomials have a special role in univariate Lagrange interpolation. By the use of them, the Lebesgue constant can be kept in a moderate value even in case of several nodes, see Blyth, Luo and Pozrikidis (2006). In the univariate case, nearly optimally conditioned Vandermonde matrices can be found if the nodes are chosen as the zero places of the first-kind Chebyshev polynomials, see Li (2006) .
There are several other theorems on the condition numbers of Vandermonde-like matrices in connection with orthogonal polynomials, however, these results usually focus on the optimal positions of the interpolation nodes yielding better conditioned Vandermondetype matrices. Unfortunately, in case of MDMP, we do not know the positions of the points corresponding to the columns of the basis matrix, and they change at every iterations, too. Hence, it has to be analyzed, at least empirically, whether their good properties keep the basis matrices numerically treatable.
The multivariate counterparts of the univariate orthogonal polynomials can be constructed in the following way. The products of the univariate polynomials are considered, i.e. the set of the corresponding s-variate polynomials are
where (α 1 , . . . , α s ) ∈ H of (1.3). It is easy to see that the above polynomials are also orthogonal regarding the integral on the cube I s with the weight function w(z 1 )×· · ·×w(z s ), where I is the orthogonality interval of the univariate polynomials. This means that the set (2.1) is also a basis of the space of the s-variate polynomials of degree at most m.
In the following the multivariate counterparts of the Legendre, first-and second-kind Chebyshev polynomials are considered. The orthogonality interval at each polynomial is [−1, 1]. Hence, the values of each component of Z have to be scaled to the interval [−1, 1]. This leads to the following formulae.
Legendre polynomials
The following multivariate Legendre polynomials are considered:
where (α 1 , . . . , α s ) ∈ H of (1.3) and P α (z) is the αth univariate Legendre polynomial.
First-kind Chebyshev polynomials
The multivariate first-kind Chebyshev polynomials are defined as
where T α (z) is the αth univariate first-kind Chebyshev polynomial.
Second-kind Chebyshev polynomials
The multivariate second-kind Chebyshev polynomials are
where U α (z) is the αth univariate second-kind Chebyshev polynomial.
Solution algorithm and testing method
The conversion between problem (1.5) and (1.9) is also an ill-conditioned problem in most cases, see e.g., Farouki (2000) . Hence, the following algorithm will be considered for the solution of MDMP (1.4).
Solution Algorithm
Step 1. Execution of the basis transformation from problem (1.5) to problem (1.9) by the use of high precision arithmetic.
Step 2. Solution of problem (1.9) by a regular LP solver using dual simplex method.
Step 3. Getting the subscripts of the columns of the optimal basis. Checking the dual and primal feasibility by the use of high precision arithmetic with problem (1.5). Calculating the objective function value.
Our aim is to find bases where the condition number of the matrixĀ in (1.9) is relatively small. This leads to get, on one hand, more reliable, on the other hand better bounds on the objective function. The testing method is suited to this idea. The same problem is solved with several bases, introduced in the previous section. The results are compared regarding the (a) primal and dual feasibility of the "optimal" bases, yielded by the solver (checking by the use of high precision arithmetic), (b) the ∞-norm condition number of the "optimal" basis matrix in problem (1.9), (c) the "optimal" objective function values.
The phrase "optimal" (within quotation marks) means that although the solver yields the basis as an optimal one, in some cases, it is only dual feasible. Hence, it gives only a lower (upper) bound on the objective function value in case of min (max) problems. The ∞-norm condition number indicates the rate of ∞-norm relative error in the solution vector to the ∞-norm relative error in the moment vector. This measures not only the reliability of the "optimal" solution, but also implies the quality of the iterations. I.e., in case of high condition number, the small positive component can be calculated as a negative one and vice versa and this leads to a wrong choice of incoming and outcoming basis variables. The comparison of the "optimal" objective function values shows which polynomial basis yields the best bounds on the objective function value.
In the numerical test of Section 4 Wolfram's Mathematica (2010) is used for the high precision arithmetic calculations of Step 1 and 3 in the solution algorithm. The solver in
Step 2 is the ILOG CPLEX 9 (2010).
Numerical experiments
First, the basis matrices of (1.9) are simulated by random choices of the nodes corresponding to the column vectors. The condition numbers are tested for each basis candidates. 
This means that the corresponding MDMP yields bounds for the probability In this case, essentially, all the problems could be solved. However, the condition number can be reduced dramatically, by the use of orthogonal polynomials. The condition numbers are also much lower in case of the orthogonal polynomials, in case of higher ms. Until now, most results in connection with MDMP have been about dual feasible basis structures. They provide us with bounds on the objective function value. These bounds are very robust numerically, however they can be far from the optimum. On the other hand, the knowledge of dual feasible bases assumes some conditions on the function f (z). This paper has presented a different way of the numerical solution of the MDMP, without any assumption on the objective function. The computational experiments show that our method is substantially more stable numerically than the regular solution algorithms. Furthermore, it usually yields the optimum or a bound very close to the optimum value of the objective function.
