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Abstract
We consider type IIB superstring theory with embedded D5-brane and choose
boundary conditions which preserve half of the initial supersymmetry. In the canonical
approach that we use, boundary conditions are treated as canonical constraints. The
effective theory, obtained from the initial one on the solution of boundary conditions,
has the form of the type I superstring theory with embedded D5-brane. We obtain
the expressions for D5-brane background fields of type I theory in terms of the D5-
brane background fields of type IIB theory. We show that beside known Ω even fields,
they contain squares of Ω odd ones, where Ω is world-sheet parity transformation,
Ω : σ → −σ. We relate result of this paper and the results of [1] using T-dualities
along four directions orthogonal to D5-brane.
PACS number(s): 11.25.Uv, 11.25.-w, 04.20.Fy
1 Introduction
It is a known fact that states of the type IIB superstring theory even under world-sheet
parity projection Ω : σ → −σ correspond to the states of type I superstring theory [2].
More precisely, the states, which correspond to the background fields: graviton Gµν and
dilaton Φ from NS-NS sector, the sum of two same chirality gravitinos ψα+µ = ψ
α
µ + ψ¯
α
µ
and dilatinos λα+ = λ
α + λ¯α from NS-R sector and two rank antisymmetric tensor A(2)
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from R-R sector, survive this projection. The states that are odd under Ω transformation:
antisymmetric tensor Bµν from NS-NS sector, difference of two gravitinos ψ
α
−µ = ψ
α
µ − ψ¯
α
µ
and dilatinios λα− = λ
α − λ¯α from NS-R sector, and scalar A(0) and four rank antisym-
metric tensor A(4) with self dual field strength from R-R sector, are eliminated by above
projection.
Here we will consider the propagation of the open string in the background of type IIB
theory. In order to clarify notation and terminology we will distinguish two descriptions
of the same theory. We start with variables xµ, θα and θ¯α and background fields Gµν ,
Bµν , Ψ
α
µ, Ψ¯
α
µ and F
αβ where the theory is described by equations of motion and boundary
conditions. We are able to solve boundary conditions and introduce the effective theory
defined only by equations of motion. It turns out that this effective theory is again the
string theory, but in terms of effective coordinates and effective background fields. As
a consequence of the boundary conditions, effective theory is 2pi periodic and describes
propagation of closed string in the background of type I theory.
In Ref.[1] we investigated the relation between type IIB and type I superstring theories
in pure spinor formulation [3, 4]. It turned out that effective theory, obtained from initial
one on the solution of boundary conditions, is just type I closed superstring theory. We
improved known expressions for type I background fields with terms bilinear in Ω odd
fields of type IIB superstring theory. In the present paper we extend the result of Ref.[1]
embedding Dp-brane so that string endpoints move along it. Let us note that the action,
which we used in Ref.[1] and in the present paper, can be obtained from general expression
for type IIB superstring action [5] requiring that all background fields are constant and
neglecting all nonquadratic terms. Consequently, all results we obtain are valid up to
quadratic level.
We want to have stable Dp-branes [2] both in initial and final (effective) theory. Elec-
trical charge and charge of magnetic dual brane in D = 10 are given by the following
expressions, respectively
ep =
∫
S8−p
⋆F(8−p) , µ6−p =
∫
Sp+2
F(p+2) , (1.1)
where F(p+2) = dA(p+1) is field strength and
⋆F(8−p) is its Hodge dual. The R-R sector of
type IIB theory contains gauge fields A(0), A(2) and A(4). In effective, type I superstring
theory, only two form gauge field, A(2), exists. It couples electrically to D1-brane (e1) and
magnetically to D5-brane (µ5). In order to work with stable Dp-branes in both theories,
we will embed D5-brane.
We choose Neumann boundary conditions for xi coordinates (i = 0, 1, . . . , 5), and
Dirichlet boundary conditions for the rest ones xa (a = 6, . . . , 9). In this way we embed
D5-brane in type IIB and type I theories in D = 10, and break the initial symmetry
SO(1, 9) to SO(1, 5) × SO(4).
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Any D = 10 dimensional Majorana-Weyl spinor Sα (α = 1, 2, . . . , 16) can be expressed
in terms of twoD5-brane opposite chirality Weyl spinors, Sα1 and Sα2 (α1, α2 = 1, 2, . . . , 8)
[2, 6, 7]. According to this decomposition of spinors, the ten dimensional bispinor Fαβ
can be expressed in terms of 8 independent D5-brane bispinors (Appendix B). It turns
out that R-R sector on D5-brane contains four scalars a(0), four vectors a(1) and four
two rank antisymmetric tensors a(2) with self-dual field strengths. For fermionic D5-
brane coordinates we choose, (θα1 − θ¯α1)|π0 = 0 and (θ
α2 + θ¯α2)|π0 = 0, which produces
corresponding boundary conditions for canonically conjugated momenta, (piα1−p¯iα1)|
π
0 = 0
and (piα2 + p¯iα2)|
π
0 = 0.
In our approach boundary conditions are treated as canonical constraints. It turns
out that all constraints originating from boundary conditions are of the second class.
Solving the second class constraints, we obtain effective theory, which is described by the
Ω even Lagrangian. We recognize effective theory as type I theory with embedded D5-
brane. Consequently, we obtain the expressions for D5-brane background fields of type I
superstring theory in terms of corresponding ones of type IIB. More precisely, D5-brane
background fields of type I theory, beside known term with Ω even fields, contain new
term with quadratic combinations of Ω oddD5-brane background fields of type IIB theory.
The quadratic parts of effective background fields can be considered as supersymmetric
generalization of the open string metric Geffµν obtained by Seiberg and Witten [8].
The expressions for D5-brane background fields of type I theory can be obtained
directly from the expressions for effective background fields of Ref.[1] using T-dualities
along xa directions [9].
At the end we give some concluding remarks. Also there are four appendices. In Ap-
pendix A we introduce representation of gamma matrices adopted from first reference in
[2] and then consider the spinors in ten and six dimensions and relations between them.
The Appendix B deals with bispinors in ten and six dimensions. We showed that ten
dimensional bispinor can be expressed in terms of eight independent D5-brane bispinors.
Discussion about complex coordinates and their canonically conjugated momenta is given
in the Appendix C. The complete consistency procedure for fermionic constraints is pre-
sented in Appendix D.
2 Embedding D5-brane in type IIB theory
In this section we will consider action for type IIB theory in pure spinor formulation [3, 5].
This theory is originally formulated using BRST charge and contains ghost fields. As in
[4], we drop ghost terms and consider only ghost independent part of the action. We will
preserve the parts of background fields which are nontrivial on the embedded D5-brane,
where the open string endpoints are attached.
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Let us start with sigma model action for type IIB superstring of Ref.[5]
S = S0 + VSG . (2.1)
The action in a flat background
S0 =
∫
Σ
d2ξ
(κ
2
ηmnηµν∂mx
µ∂nx
ν − piα∂−θ
α + ∂+θ¯
αp¯iα
)
, (2.2)
is deformed by integrated form of the massless IIB supergravity vertex operator
VSG =
∫
Σ
d2ξXTMAMN X¯N . (2.3)
The world sheet Σ is parameterized by ξm = (ξ0 = τ , ξ1 = σ), and D = 10 dimensional
space-time is parameterized by coordinates xµ (µ = 0, 1, 2, . . . , 9). The fermionic part
of superspace is spanned by same chirality fermionic coordinates θα and θ¯α, while the
variables piα and p¯iα are their canonically conjugated momenta. These fermionic coordi-
nates and momenta are Majorana-Weyl spinors in D = 10 dimensions. We use notation:
X˙ ≡ ∂τX, X
′ ≡ ∂σX and ∂± = ∂τ ± ∂σ, where X is an arbitrary function of τ and σ.
For our purpose it is enough to consider the part of left and right supersymmetric
tensors
XM =

 ∂+θ
α
Πµ+
dα

 , X¯N =

 ∂−θ¯
α
Πµ−
d¯α

 , (2.4)
and matrix
AMN =

 Aαβ Aαν Eα
β
Aµβ Aµν E¯
β
µ
Eαβ E
α
ν P
αβ

 . (2.5)
Matrix with superfields generally depends on xµ, θα and θ¯α.
The BRST invariance of vertex operator produces equations of motion
ΓαβµνρσλDαAβγ = 0 , Γ
αβ
µνρσλD¯αAγβ = 0 . (2.6)
We will additionally require that all background fields in (2.5) are constant and restrict the
analysis only to the quadratic terms. With these assumptions there exists simple solution
Πµ± → ∂±x
µ , dα → piα , d¯α → p¯iα , (2.7)
and only nontrivial superfields take the form
Aµν = κ(
1
2
gµν +Bµν) , E
α
ν = −Ψ
α
ν , E¯
α
µ = Ψ¯
α
µ , P
αβ =
1
2κ
Fαβ , (2.8)
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where gµν is symmetric and Bµν is antisymmetric tensor. We adopt expressions to be in
agreement with our conventions.
Under imposed condition we obtain the vertex operator
VSG =
∫
Σ
d2ξ
[
κ(
1
2
gµν +Bµν)∂+x
µ∂−x
ν − piαΨ
α
µ∂−x
µ + ∂+x
µΨ¯αµp¯iα +
1
2κ
piαF
αβpiβ
]
.(2.9)
Together with flat background action it produces
S = κ
∫
Σ
d2ξ
[
1
2
ηmnGµν + ε
mnBµν
]
∂mx
µ∂nx
ν (2.10)
+
∫
Σ
d2ξ
[
−piα∂−(θ
α +Ψαµx
µ) + ∂+(θ¯
α + Ψ¯αµx
µ)p¯iα +
1
2κ
piαF
αβ p¯iβ
]
,
where Gµν = ηµν + gµν .
Choosing Neumann boundary conditions for xi (i = 0, 1, . . . , 5) and Dirichlet boundary
conditions for orthogonal directions xa (a = 6, 7, 8, 9), we embed D5-brane in D = 10
dimensional space-time. Orthogonality of these two sets of coordinates implies Gia = 0.
We assume that antisymmetric Neveu-Schwarz field Bµν is nontrivial only along D5-brane,
Bµν → Bij . In NS-R sector the nonzero components Ψ
α
i and Ψ¯
α
i can be expressed in terms
of D5-brane Weyl spinors Ψα1i , Ψ
α2
i , Ψ¯
α1
i and Ψ¯
α2
i (see Appendix A). The rest ones Ψ
α
a and
Ψ¯αa are set to zero. In the R-R sector we assume nonzero value of all D5-brane bispinors
(see Appendix B). Because we restricted our analysis to quadratic terms, the part of the
action describing the free string oscillation in xa directions decouples from the rest. Taking
into account all these assumptions, the action gets the form
S = κ
∫
Σ
d2ξ
[
1
2
ηmnGij + ε
mnBij
]
∂mx
i∂nx
j
+ 2ℜ
{∫
Σ
d2ξ
[
−piα1(∂τ − ∂σ)
(
θα1 +Ψα1i x
i
)
+ (∂τ + ∂σ)
(
θ¯α1 + Ψ¯α1i x
i
)
p¯iα1
]}
+ 2ℜ
{∫
Σ
d2ξ
[
−piα2(∂τ − ∂σ)
(
θα2 +Ψα2i x
i
)
+ (∂τ + ∂σ)
(
θ¯α2 + Ψ¯α2i x
i
)
p¯iα2
]}
+
1
κ
ℜ
{∫
Σ
d2ξ
[
piα1f
α1β1
11 p¯iβ1 + piα1f
α1β1
14 p¯i
∗
β1
− piα2f
α2β2
22 p¯iβ2 − piα2f
α2β2
23 p¯i
∗
β2
]}
(2.11)
+
1
κ
ℜ
{∫
Σ
d2ξ
[
piα2f
α2β1
21 p¯iβ1 − piα1f
α1β2
12 p¯iβ2 + piα2f
α2β1
24 p¯i
∗
β1
− piα1f
α1β2
13 p¯i
∗
β2
]}
,
where ℜ means real part of some complex number and ∗ means complex conjugation.
In Table 1 we summarize the list of the background fields of the type IIB superstring
theory in D = 10 dimensional space-time, fields living on the D5-brane and the rest fields.
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Sector xµ (µ = 0, 1, . . . , 9) xi (i = 0, 1, . . . , 5) xa (a = 6, 7, 8, 9)
NS-NS
Gµν Gij Gia = 0 , Gab(decoupled)
Bµν Bij Bia = Bab = 0
Φ = 0
NS-R
Ψαµ Ψ
α1
i ,Ψ
α2
i Ψ
α
a = 0
Ψ¯αµ Ψ¯
α1
i , Ψ¯
α2
i Ψ¯
α
a = 0
R-R Fαβ
f
α1β1
11 , f
α2β2
22 , f
α1β1
14 , f
α2β2
23
f
α1β2
12 , f
α2β1
21 , f
α1β2
13 , f
α2β1
24
Table 1: Background fields of the type IIB theory: the complete set, part living on D5-
brane and the rest fields eliminated from the theory.
3 Canonical analysis of type IIB superstring theory with
D5-brane
In this section we will perform canonical analysis of pure spinor formulation of type IIB
theory with embedded D5-brane.
3.1 Canonical Hamiltonian
Momentum canonically conjugated to xi has the form
pii ≡
∂L
∂x˙i
= κ(Gij x˙
j − 2Bijx
′j) + 2ℜ
(
−piα1Ψ
α1
i − piα2Ψ
α2
i + Ψ¯
α1
i p¯iα1 + Ψ¯
α2
i p¯iα2
)
, (3.1)
while by definition the momenta piα1 , piα2 , p¯iα1 and p¯iα2 are canonically conjugated to
the coordinates θα1 , θα2 , θ¯α1 and θ¯α2 , respectively. In Appendix C we discussed this
connection between complex coordinates and momenta.
According to the definition of canonical Hamiltonian
Hc = x˙
ipii + 2ℜ
(
θ˙α1piα1 +
˙¯θ
α1
p¯iα1 + θ˙
α2piα2 +
˙¯θ
α2
p¯iα2
)
− L , (3.2)
we have
Hc =
∫
dσHc , Hc = T− − T+ , T± = t± − τ± , (3.3)
where
t± = ∓
1
4κ
GijI±iI±j ,
I±i = pii + 2κΠ±ijx
′j + 2ℜ
(
piα1Ψ
α1
i + piα2Ψ
α2
i − Ψ¯
α1
i p¯iα1 − Ψ¯
α2
i p¯iα2
)
,
τ+ = 2ℜ
[(
θ′α1 +Ψα1i x
′i
)
piα1 +
(
θ′α2 +Ψα2i x
′i
)
piα2
]
−
1
2κ
ℜ
(
piα1f
α1β1
11 p¯iβ1 + piα1f
α1β1
14 p¯i
∗
β1
− piα2f
α2β2
22 p¯iβ2 − piα2f
α2β2
23 p¯i
∗
β2
)
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−
1
2κ
ℜ
(
piα2f
α2β1
21 p¯iβ1 − piα1f
α1β2
12 p¯iβ2 + piα2f
α2β1
24 p¯i
∗
β1
− piα1f
α1β2
13 p¯i
∗
β2
)
,
τ− = 2ℜ
[(
θ¯′α1 + Ψ¯α1i x
′i
)
p¯iα1 +
(
θ¯′α2 + Ψ¯α2i x
′i
)
p¯iα2
]
+
1
2κ
ℜ
(
piα1f
α1β1
11 p¯iβ1 + piα1f
α1β1
14 p¯i
∗
β1
− piα2f
α2β2
22 p¯iβ2 − piα2f
α2β2
23 p¯i
∗
β2
)
+
1
2κ
ℜ
(
piα2f
α2β1
21 p¯iβ1 − piα1f
α1β2
12 p¯iβ2 + piα2f
α2β1
24 p¯i
∗
β1
− piα1f
α1β2
13 p¯i
∗
β2
)
. (3.4)
Using the standard Poisson bracket algebra
{xi(σ) , pij(σ¯)} = δ
i
jδ(σ − σ¯) , (3.5)
{θα1(σ) , piβ1(σ¯)} = −δ
α1
β1δ(σ − σ¯) , {θ¯
α1(σ) , p¯iβ1(σ¯)} = −δ
α1
β1δ(σ − σ¯) ,
{θα2(σ) , piβ2(σ¯)} = −δ
α2
β2δ(σ − σ¯) , {θ¯
α2(σ) , p¯iβ2(σ¯)} = −δ
α2
β2δ(σ − σ¯) , (3.6)
we calculate the algebra of currents
{I±i(σ) , I±j(σ¯)} = ±2κGijδ
′ , {I±i(σ) , I∓j(σ¯)} = 0 .
[
δ′ ≡ ∂σδ(σ − σ¯)
]
(3.7)
With the help of this algebra we find that components T± satisfy Virasoro algebra
{T±(σ) , T±(σ¯)} = − [T±(σ) + T±(σ¯)] δ
′ , {T±(σ) , T∓(σ¯)} = 0 . (3.8)
The Poisson bracket between canonical Hamiltonian and current I±i is proportional to its
sigma derivative
{Hc , I±i} = ∓I
′
±i . (3.9)
3.2 Boundary conditions as canonical constraints
Following method of Ref.[10], using canonical approach, we will derive boundary conditions
directly in terms of canonical variables. Varying Hamiltonian Hc we obtain
δHc = δH
(R)
c −
[
γ
(0)
i δx
i + 2ℜ
(
piα1δθ
α1 + δθ¯α1 p¯iα1
)
+ 2ℜ
(
piα2δθ
α2 + δθ¯α2 p¯iα2
)] ∣∣∣π
0
, (3.10)
where δH
(R)
c is regular term of the form
δH(R)c =
∫
dσ
[
Aiδx
i +Biδpii + 2ℜ
(
Cα1δθ
α1 +Dα1δθ¯
α1 + Eα1δpiα1 + F
α1δp¯iα1
)]
+ 2ℜ
∫
dσ
(
Cα2δθ
α2 +Dα2δθ¯
α2 + Eα2δpiα2 + F
α2δp¯iα2
)
, (3.11)
and
γ
(0)
i = Π+i
jI−j +Π−i
jI+j + 2ℜ
(
piα1Ψ
α1
i + piα2Ψ
α2
i + Ψ¯
α1
i p¯iα1 + Ψ¯
α2
i p¯iα2
)
. (3.12)
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As a time translation generator Hamiltonian must have well defined derivatives with re-
spect to its variables. Consequently, boundary term has to vanish and we obtain[
γ
(0)
i δx
i + 2ℜ
(
piα1δθ
α1 + δθ¯α1 p¯iα1
)
+ 2ℜ
(
piα2δθ
α2 + δθ¯α2 p¯iα2
)] ∣∣∣π
0
= 0 . (3.13)
For bosonic coordinates xi we choose Neumann boundary conditions, implying
γ
(0)
i |
π
0 = 0 , (3.14)
while for fermionic coordinates we choose
(θα1 − θ¯α1)
∣∣∣π
0
= 0 , (θα2 + θ¯α2)
∣∣∣π
0
= 0 , (3.15)
which produces additional boundary conditions
(piα1 − p¯iα1)|
π
0 = 0 , (piα2 + p¯iα2)|
π
0 = 0 . (3.16)
According with Refs.[10, 11, 12], we will treat the expressions (3.14)-(3.16) as canonical
constraints.
3.3 Consistency of bosonic constraints
Using Eq.(3.9) and standard Poisson algebra, the consistency procedure for γ
(0)
i produces
an infinite set of constraints γ
(n)
i (n = 1, 2, . . .) with
γ
(n)
i ≡ {Hc , γ
(n−1)
i } = Π+i
j∂(n)σ I−j + (−1)
nΠ−i
j∂(n)σ I+j
+ 2ℜ
[
(−1)n∂(n)σ piα1Ψ
α1
i + (−1)
n∂(n)σ piα2Ψ
α2
i + Ψ¯
α1
i ∂
(n)
σ p¯iα1 + Ψ¯
α2
i ∂
(n)
σ p¯iα2
]
.(3.17)
They can be rewritten in the compact σ-dependent form
Γi(σ) ≡
∞∑
n=0
σn
n!
γ
(n)
i (σ = 0) = Π+i
jI−j(σ) + Π−i
jI+j(−σ)
+ 2ℜ
[
piα1(−σ)Ψ
α1
i + piα2(−σ)Ψ
α2
i + Ψ¯
α1
i p¯iα1(σ) + Ψ¯
α2
i p¯iα2(σ)
]
= p˜i + 2(BG
−1)i
jpj − κG
eff
ij q˜
′j + 4ℜ
[
Π+i
jPspiα1(σ)Ψ
α1
j +Π+i
jPspiα2(σ)Ψ
α2
j
]
− 4ℜ
[
Π−i
jΨ¯α1j Psp¯iα1(σ) + Π−i
jΨ¯α2j Psp¯iα2(σ)
]
. (3.18)
Here we introduced new variables, even and odd under world-sheet parity transformation
Ω : σ → −σ. For bosonic variables we use standard notation [11, 12]
qi(σ) = Psx
i(σ) ≡
1
2
[
xi(σ) + xi(−σ)
]
, q˜i(σ) = Pax
i(σ) ≡
1
2
[
xi(σ)− xi(−σ)
]
,
(3.19)
pi(σ) = Pspii(σ) ≡
1
2
[pii(σ) + pii(−σ)] , p˜i(σ) = Papii(σ) ≡
1
2
[pii(σ)− pii(−σ)] , (3.20)
while for fermionic ones we explicitly use the projectors on Ω even and odd parts
Ps =
1
2
(1 + Ω) , Pa =
1
2
(1− Ω) . (3.21)
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3.4 Consistency of fermionic constraints
The complete consistency procedure is given in Appendix D. Here we write only the form
of the fermionic constraints after Dirac consistency procedure.
We start consistency procedure for fermionic constraints, (3.15) and (3.16), applying
this procedure to the variables
A(0) = (θα1 , θα2 , θ¯α1 , θ¯α2 , piα1 , piα2 , p¯iα1 , p¯iα2) ,
and obtain an infinite set of the constraints A(n) (n = 0, 1, 2, 3, . . .). The complete set of
constraints following from boundary conditions (3.15) and Dirac canonical procedure, in
compact notation at σ = 0 has the form
Γα1(σ) = Θα1(σ)− Θ¯α1(σ) , Γα2(σ) = Θα2(σ) + Θ¯α2(σ) , (3.22)
where right-hand side variables are defined in (D.8)-(D.9). Similarly, from (3.16), we have
Γπα1(σ) ≡ Πα1(σ)− Π¯α1(σ) = piα1(−σ)− p¯iα1(σ) ,
Γπα2(σ) ≡ Πα2(σ) + Π¯α2(σ) = piα2(−σ) + p¯iα2(σ) , (3.23)
where Πα1 , Πα2 , Π¯α1 and Π¯α2 are defined in Eq.(D.10).
For all bosonic and fermionic constraints we also apply the consistency procedure at
σ = pi and obtain similar expressions, where all variables depending on −σ are replaced by
the same variables depending on 2pi−σ. That set of constraints is solved by 2pi periodicity
of all canonical variables as well as in Refs.[11, 12].
3.5 Classification of constraints
Let us denote all constraints with ΓA = (Γi ,Γ
α1 ,Γα2 ,Γπα1 ,Γ
π
α2
). From
{Hc ,ΓA} = Γ
′
A ≈ 0 , (3.24)
it follows that all constraints weakly commute with canonical Hamiltonian, so there are
no more constraints in the theory and the consistency procedure is completed.
We are going to classify the constraints. For practical reasons, in order to classify the
constraints easier, let us first consider the quantities Γ′α1 and Γ′α2 instead Γα1 and Γα2 , as
constraints in the theory. The algebra of the constraints ⋆ΓA = (Γi ,Γ
′α1 ,Γ′α2 ,Γπα1 ,Γ
π
α2
)
has the form
{⋆ΓA ,
⋆ΓB} =MABδ
′ , (3.25)
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where the supermatrix MAB is given by the expression
MAB =
(
M1 M2
M3 M4
)
=


(M1)ij Mi
γ1 Mi
γ2 M iδ1 M iδ2
Mα1 j M
α1γ1 Mα1γ2 M
α1
δ1 M
α1
δ2
Mα2 j M
α2γ1 Mα2γ2 M
α2
δ1 M
α2
δ2
Mβ1j Mβ1
γ1 Mβ1
γ2 M˜β1δ1 M˜β1δ2
Mβ2j Mβ2
γ1 Mβ2
γ2 M˜β2δ1 M˜β2δ2


(3.26)
=


−κGeffij −2(Ψ
eff )i
γ1 −2(Ψeff )i
γ2 0 0
−2(Ψeff )α1 j
1
κ
(f eff11 )
α1γ1 1
κ
(f eff12 )
α1γ2 −2δα1 δ1 0
−2(Ψeff )α2 j −
1
κ
(f eff12 )
α2γ1 1
κ
(f eff22 )
α2γ2 0 −2δα2 δ2
0 −2δβ1
γ1 0 0 0
0 0 −2δβ2
γ2 0 0


.
To the fields appearing in matrix MAB we will refer as the effective background fields.
They are defined as
G
eff
ij = Gij − 4BikG
klBlj ,
(Ψeff )
α1
i =
1
2
Ψα1+i +BikG
kjΨα1−j , (Ψeff )
α2
i =
1
2
Ψα2−i +BikG
kjΨα2+j ,
(f eff11 )
α1β1 = (fa11)
α1β1 −Ψα1−iG
ijΨβ1−j , (f
eff
22 )
α2β2 = (fa22)
α2β2 −Ψα2+iG
ijΨβ2+j ,
(f eff12 )
α1β2 =
1
2
(
f
α1β2
12 − f
β2α1
21
)
−Ψα1−iG
ijΨβ2+j , (3.27)
where
Ψα1±i = Ψ
α1
i ± Ψ¯
α1
i ,
(f s)α1β1 =
1
2
(fα1β1 + fβ1α1) , (fa)α1β1 =
1
2
(fα1β1 − fβ1α1) . (3.28)
The matrix MAB is independent of the field strengths f
α1β2
14 , f
α2β2
23 , f
α1β2
13 and f
α2β1
24
because boundary conditions depend on complex conjugated momenta pi∗ but not on the
corresponding coordinates θ∗.
From the definition of superdeterminant
s detMAB =
det(M1 −M2M
−1
4 M3)
detM4
, (3.29)
and using the fact that
(M2M
−1
4 M3)ij = 0 , detM4 = const. , (3.30)
we obtain
s detMAB ∼ detG
eff
ij . (3.31)
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Because we assume that effective metric Geffij is nonsingular, we conclude that con-
straints ⋆ΓA are of the second class.
The original constraints Γα1 and Γα2 have the form (see Appendix D)
Γα1 = (θα1 − θ¯α1)|σ=0 +
∞∑
n=1
σn
n!
(Θα1(n) − Θ¯
α1
(n))(σ = 0) ,
Γα2 = (θα2 + θ¯α2)|σ=0 +
∞∑
n=1
σn
n!
(Θα1(n) + Θ¯
α2
(n))(σ = 0) .
The second class constraints Γ′α1 and Γ′α2 are effectively the derivatives of the parts under
the sums. It is easy to check that zero modes, (θα1 − θ¯α1)|σ=0 and (θ
α2 + θ¯α2)|σ=0, are
also second class constraints, and consequently, the complete set of the constraints, ΓA, is
of the second class.
The reason for having two steps in this consideration is that Poisson brackets of con-
straints ⋆ΓA closed on δ
′ function while those with zero modes closed on δ function.
4 Solution of the constraints
The solution of the second class constraints originating from boundary conditions, Γi = 0,
Γα1 = 0, Γα2 = 0, Γπα1 = 0 and Γ
π
α2
= 0, has the form
xi(σ) = qi− 2Θij
∫ σ
0
dσ1pj +4ℜ
(
Θiα1
∫ σ
0
dσ1pα1 +Θ
iα2
∫ σ
0
dσ1pα2
)
, pii = pi , (4.1)
θα1(σ) =
1
2
(ξα1 + ξ˜α1)−Θiα1
∫ σ
0
dσ1pi −Θ
α1β1
∫ σ
0
dσ1pβ1 −Θ
α1β2
∫ σ
0
dσ1pβ2
− ⋆Θα1β1
∫ σ
0
dσ1p
∗
β1
− ⋆Θα1β2
∫ σ
0
dσ1p
∗
β2
,
piα1 = pα1 + p˜α1 , (4.2)
θα2(σ) =
1
2
(ξα2 + ξ˜α2)−Θiα2
∫ σ
0
dσ1pi −Θ
α2β1
∫ σ
0
dσ1pβ1 −Θ
α2β2
∫ σ
0
dσ1pβ2
− ⋆Θα2β1
∫ σ
0
dσ1p
∗
β1
− ⋆Θα2β2
∫ σ
0
dσ1p
∗
β2
,
piα2 = pα2 + p˜α2 , (4.3)
θ¯α1(σ) = θα1(σ)− ξ˜α1(σ) =
1
2
(ξα1 − ξ˜α1)−Θiα1
∫ σ
0
dσ1pi
− Θα1β1
∫ σ
0
dσ1pβ1 −Θ
α1β2
∫ σ
0
dσ1pβ2 −
⋆Θα1β1
∫ σ
0
dσ1p
∗
β1
− ⋆Θα1β2
∫ σ
0
dσ1p
∗
β2
,
p¯iα1 = pα1 − p˜α1 , (4.4)
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θ¯α2(σ) = −θα2(σ) + ξ˜α2(σ) = −
1
2
(ξα2 − ξ˜α2) + Θiα2
∫ σ
0
dσ1pi
+ Θα2β1
∫ σ
0
dσ1pβ1 +Θ
α2β2
∫ σ
0
dσ1pβ2 +
⋆Θα2β1
∫ σ
0
dσ1p
∗
β1
+ ⋆Θα2β2
∫ σ
0
dσ1p
∗
β2
,
p¯iα2 = −pα2 + p˜α2 , (4.5)
in terms of the bosonic Ω even and odd variables given in (3.20) and the fermionic variables
1
2
ξα1 ≡ Psθ
α1 = Psθ¯
α1 , ξ˜α1 ≡ Pa(θ
α1 − θ¯α1) ,
1
2
ξα2 ≡ Psθ
α2 = −Psθ¯
α2 , ξ˜α2 ≡ Pa(θ
α2 + θ¯α2) ,
pα1 ≡ Pspiα1 = Psp¯iα1 , p˜α1 ≡ Papiα1 = −Pap¯iα1 ,
pα2 ≡ Pspiα2 = −Psp¯iα2 , p˜α2 ≡ Papiα2 = Pap¯iα2 . (4.6)
The coefficients multiplying momenta are defined as
Θij = −
1
κ
(G−1effBG
−1)ij , (4.7)
Θiα1 = 2Θij(Ψeff )
α1
j −
1
2κ
GijΨα1−j , Θ
iα2 = 2Θij(Ψeff )
α2
j −
1
2κ
GijΨα2+j , (4.8)
Θα1β1 =
1
2κ
(f s11)
α1β1 + 4(Ψeff )
α1
i Θ
ij(Ψeff )
β1
j −
1
κ
Ψα1−i(G
−1BG−1)ijΨβ1−j
+
Gij
κ
[
Ψα1−i(Ψeff )
β1
j +Ψ
β1
−i(Ψeff )
α1
j
]
, (4.9)
Θα1β2 = Θβ2α1 =
1
4κ
(fα1β212 + f
β2α1
21 )− 4(Ψeff )
α1
i Θ
ij(Ψeff )
β2
j
−
1
κ
Ψα1−i(G
−1BG−1)ijΨβ2+j +
Gij
κ
[
Ψα1−i(Ψeff )
β2
j +Ψ
β2
+i(Ψeff )
α1
j
]
, (4.10)
Θα2β2 =
1
2κ
(f s22)
α2β2 + 4(Ψeff )
α2
i Θ
ij(Ψeff )
β2
j −
1
κ
Ψα2+i(G
−1BG−1)ijΨβ2+j
+
Gij
κ
[
Ψα2+i(Ψeff )
β2
j +Ψ
β2
+i(Ψeff )
α2
j
]
, (4.11)
⋆Θα1β1 =
1
4κ
(fα1β114 + f
∗β1α1
14 ) + 4(Ψeff )
α1
i Θ
ij(Ψeff )
∗β1
j −
1
κ
Ψα1−i(G
−1BG−1)ijΨ∗β1−j
+
Gij
κ
[
Ψα1−i(Ψeff )
∗β1
j +Ψ
∗β1
−i (Ψeff )
α1
j
]
, (4.12)
⋆Θα1β2 = ⋆Θβ2α1 =
1
4κ
(fα1β213 + f
∗β2α1
24 )− 4(Ψeff )
α1
i Θ
ij(Ψeff )
∗β2
j
−
1
κ
Ψα1−i(G
−1BG−1)ijΨ∗β2+j +
Gij
κ
[
Ψα1−i(Ψeff )
∗β2
j +Ψ
∗β2
+i (Ψeff )
α1
j
]
, (4.13)
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⋆Θα2β2 =
1
4κ
(fα2β223 + f
∗β2α2
23 ) + 4(Ψeff )
α2
i Θ
ij(Ψeff )
∗β2
j −
1
κ
Ψα2+i(G
−1BG−1)ijΨ∗β2+j
+
Gij
κ
[
Ψα2+i(Ψeff )
∗β2
j +Ψ
∗β2
+i (Ψeff )
α2
j
]
. (4.14)
5 Type I theory as effective theory of type IIB one
In this section we will find the effective theory, which is defined as type IIB theory on
the solution of boundary conditions. Correlating it with type I theory we get relations
between their background fields.
5.1 Effective Hamiltonian and Lagrangian of type IIB theory with D5-
brane
The initial theory is described by variables xi, θα1 , θα2 , θ¯α1 and θ¯α2 . On the solution of the
constraints initial theory turns into effective one expressed in terms of effective variables
with well defined Ω parity qi, ξα1 , ξα2 , ξ˜α1 and ξ˜α2 .
To obtain an effective Hamiltonian we have to put the solutions of the constraints into
the expression for canonical Hamiltonian. First, we introduce effective current
I˜±i = pi ± κG
eff
ij q
′j − 4ℜ [(Ψeff )
α1
i pα1 + (Ψeff )
α2
i pα2 ]
+ 4ℜ
[
Π∓i
jΨα1−j(pα1 ± p˜α1) + Π∓i
jΨα2+j(pα2 ± p˜α2)
]
, (5.1)
and correlate it with the currents I±i (3.4)
I±i = ±2(Π±G
−1
eff )i
j I˜±j . (5.2)
Now, substituting last relation and the solutions (4.1)-(4.5) into canonical Hamiltonian
(3.3), we get the expression for effective one
Heffc = t˜− − t˜+
+ 2ℜ
[
Ψα1−i
(
1
κ
G
ij
eff p˜α1 − 2Θ
ijpα1
)
pj +Ψ
α2
+i
(
1
κ
G
ij
eff p˜α2 − 2Θ
ijpα2
)
pj
]
+ 2ℜ
[(
ξ˜′α1 +Ψα1−iq
′i
)
pα1 +
(
ξ′α1 +Ψα1+iq
′i
)
p˜α1
]
+ 2ℜ
[(
ξ˜′α2 +Ψα2+iq
′i
)
pα2 +
(
ξ′α2 +Ψα2−iq
′i
)
p˜α2
]
−
1
κ
ℜ
[
pα1
(
(fa11)
α1β1 + 4κΨα1−iΘ
iβ1
)
pβ1
]
+
1
κ
ℜ
(
p˜α1(f
a
11)
α1β1 p˜β1
)
−
1
κ
ℜ
[
pα2
(
(fa22)
α2β2 + 4κΨα2+iΘ
iβ2
)
pβ2
]
+
1
κ
ℜ
[
p˜α2(f
a
22)
α2β2 p˜β2
]
+
4
κ
ℜ
[
p˜α1Ψ
α1
−i(G
−1
eff )
ij(Ψeff )
β1
j pβ1
]
+
4
κ
ℜ
[
p˜α2Ψ
α2
+i(G
−1
eff )
ij(Ψeff )
β2
j pβ2
]
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−
1
κ
ℜ
[
pα1
(
f
α1β1
14 + 4κΨ
α1
−iΘ
∗iβ1
)
p∗β1
]
+
1
κ
ℜ
(
p˜α1f
α1β1
14 p˜
∗
β1
)
+
4
κ
ℜ
[
p˜α1Ψ
α1
−i(G
−1
eff )
ij(Ψeff )
∗β1
j p
∗
β1
]
−
1
κ
ℜ
[
pα2
(
f
α2β2
23 + 4κΨ
α2
+iΘ
∗iβ2
)
p∗β2
]
+
1
κ
ℜ
(
p˜α2f
α2β2
23 p˜
∗
β2
)
+
4
κ
ℜ
[
p˜α2Ψ
α2
+i(G
−1
eff )
ij(Ψeff )
∗β2
j p
∗
β2
]
+
4
κ
ℜ
[
p˜α1Ψ
α1
−i(G
−1
eff )
ij(Ψeff )
β2
j pβ2
]
+
4
κ
ℜ
[
p˜α2Ψ
α2
+i(G
−1
eff )
ij(Ψeff )
β1
j pβ1
]
−
1
κ
ℜ
[
pα1
(
f
α1β2
12 + 4κΨ
α1
−iΘ
iβ2
)
pβ2
]
−
1
κ
ℜ
[
pα2
(
f
α2β1
21 + 4κΨ
α2
+iΘ
iβ1
)
pβ1
]
+
1
κ
ℜ
(
p˜α1f
α1β2
12 p˜β2
)
+
1
κ
ℜ
(
p˜α2f
α2β1
21 p˜β1
)
+
4
κ
ℜ
[
p˜α2Ψ
α2
+i(G
−1
eff )
ij(Ψeff )
∗β2
j p
∗
β2
]
+
4
κ
ℜ
[
p˜α2Ψ
α2
+i(G
−1
eff )
ij(Ψeff )
∗β1
j p
∗
β1
]
−
1
κ
ℜ
[
pα1
(
f
α1β2
13 + 4κΨ
α1
−iΘ
∗iβ2
)
p∗β2
]
−
1
κ
ℜ
[
pα2
(
f
α2β1
24 + 4κΨ
α2
+iΘ
∗iβ1
)
p∗β1
]
+
1
κ
ℜ
(
p˜α1f
α1β2
13 p˜
∗
β2
)
+
1
κ
ℜ
(
p˜α2f
α2β1
24 p˜
∗
β1
)
, (5.3)
where
t± = t˜± = ∓
1
4κ
(G−1eff )
ij I˜±iI˜±j . (5.4)
From effective Lagrangian
Leff = q˙ipi + 2ℜ
(
ξ˙α1pα1 + ξ˙
α2pα2 +
˙˜
ξ
α1
p˜α1 +
˙˜
ξ
α2
p˜α2
)
− H˜c , (5.5)
and equations of motion for momentum pi, we find the relation
pi = κG
eff
ij q˙
j + 4ℜ [(Ψeff )
α1
i pα1 + (Ψeff )
α2
i pα2 ] , (5.6)
which enables us to eliminate effective bosonic momentum pi. Putting this relation into
expression for effective current I˜±i (5.1) we obtain
I˜±i = κG
eff
ij (q˙
j ± q′j) + 4Π∓i
jℜ
[
Ψα1−j(pα1 ± p˜α1) + Ψ
α2
+j(pα2 ± p˜α2)
]
. (5.7)
Substituting last two expression into effective Lagrangian (5.5) we obtain its final form
Leff =
κ
2
G
eff
ij η
mn∂mq
i∂nq
j + 2ℜ
[(
ξ˙α1 − ξ˜′α1 + 2(Ψeff )
α1
i q˙
i
)
pα1
]
+ 2ℜ
[(
˙˜
ξ
α1
− ξ′α1 − 2(Ψeff )
α1
i q
′i
)
p˜α1
]
+ 2ℜ
[(
ξ˙α2 − ξ˜′α2 + 2(Ψeff )
α2
i q˙
i
)
pα2 +
(
˙˜
ξ
α2
− ξ′α2 − 2(Ψeff )
α2
i q
′i
)
p˜α2
]
+
1
κ
ℜ
[
pα1(f
eff
11 )
α1β1pβ1 − p˜α1(f
eff
11 )
α1β1 p˜β1 + pα2(f
eff
22 )
α2β2pβ2 − p˜α2(f
eff
22 )
α2β2 p˜β2
]
14
+
2
κ
ℜ
[
pα1(f
eff
12 )
α1β2pβ2 − p˜α1(f
eff
12 )
α1β2 p˜β2
]
+
1
κ
ℜ
[
pα1 f¯
α1β1
14 p
∗
β1
− p˜α1 f¯
α1β1
14 p˜
∗
β1
+ pα2 f¯
α2β2
23 p
∗
β2
− p˜α2 f¯
α2β2
23 p˜
∗
β2
]
+
2
κ
ℜ
[
pα1 f¯
α1β2
13 p
∗
β2
− p˜α1 f¯
α1β2
13 p˜
∗
β2
]
, (5.8)
where effective background fields Geffij , (Ψeff )
α1
i , (Ψeff )
α2
i , (f
eff
11 )
α1β1 , (f eff12 )
α1β2 and
(f eff22 )
α2β2 are defined in Eq.(3.27). We also introduce notation for improved D5-brane
bispinors
f¯
α1β1
14 =
1
2
(fα1β114 − f
∗β1α1
14 )−Ψ
α1
−iG
ijΨ∗β1−j , f¯
α2β2
23 =
1
2
(fα2β223 − f
∗β2α2
23 )−Ψ
α2
+iG
ijΨ∗β2+j ,
(5.9)
f¯
α1β2
13 =
1
2
(
f
α1β2
13 − f
∗β2α1
24
)
−Ψα1−iG
ijΨ∗β2+j , (5.10)
which have similar forms as effective ones (3.27), but which do not appear in algebra of
constraints (3.25). Note that all terms in Leff are Ω even.
In the supersymmetric case Ψα1−i and Ψ
α2
+i play the same role as the antisymmetric field
Bij in pure bosonic case. In fact, none of them appears explicitly, but they contribute as
the bilinear terms in the background fields of effective theory (3.27), (5.9) and (5.10).
Initial Lagrangian (2.11) depends on variables xi, θα1 , θα2 , θ¯α1 , θ¯α2 , piα1 , piα2 , p¯iα1 and
p¯iα2 , and effective Lagrangian depends on the effective variables with well defined Ω parity
qi, ξα1 , ξα2 , ξ˜α1 , ξ˜α2 , pα1 , pα2 , p˜α1 and p˜α2 . In order to compare initial and effective theories
we have to make correspondence between variables. If we substitute initial variables xi,
θα1 , θα2 , θ¯α1 and θ¯α2 with momenta independent parts of their solutions, xi → qi, θα1 →
1
2 (ξ
α1 + ξ˜α1), θα2 → 12 (ξ
α2 + ξ˜α2), θ¯α1 → 12 (ξ
α1− ξ˜α1), θ¯α2 → −12(ξ
α2 − ξ˜α2), and fermionic
momenta with their complete solutions (4.2)-(4.5), piα1 → pα1 + p˜α1 , piα2 → pα2 + p˜α2 ,
p¯iα1 → pα1 − p˜α1 and p¯iα2 → −pα2 + p˜α2 in Lagrangian (2.11), we obtain
L →
κ
2
Gijη
mn∂mq
i∂nq
j + κεmnBij∂mq
i∂nq
j
+ 2ℜ
[(
ξ˙α1 − ξ˜′α1 +Ψα1+iq˙
i −Ψα1−iq
′i
)
pα1 +
(
˙˜
ξ
α1
− ξ′α1 +Ψα1−iq˙
i −Ψα1+iq
′i
)
p˜α1
]
+ 2ℜ
[(
ξ˙α2 − ξ˜′α2 +Ψα2−iq˙
i −Ψα2+iq
′i
)
pα2 +
(
˙˜
ξ
α2
− ξ′α2 +Ψα2+iq˙
i −Ψα2−iq
′i
)
p˜α2
]
+
1
κ
ℜ
[
pα1(f
a
11)
α1β1pβ11 − p˜α1(f
a
11)
α1β1 p˜β1 + pα2(f
a
22)
α2β2pβ2 − p˜α2(f
a
22)
α2β2 p˜β2
]
+
2
κ
ℜ
[
p˜α1(f
s
11)
α1β1pβ1 + p˜α2(f
s
22)
α2β2pβ2
]
+
2
κ
ℜ
[
pα1
1
2
(fα1β212 − f
β2α1
21 )pβ2 − p˜α1
1
2
(fα1β212 − f
β2α1
21 )p˜β2
]
+
1
κ
ℜ
[
p˜α1(f
α1β2
12 + f
β2α1
21 )pβ2 − pα1(f
α1β2
12 + f
β2α1
21 )p˜β2
]
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+
1
κ
ℜ
[
pα1
1
2
(fα1β114 − f
∗β1α1
14 )p
∗
β1
− p˜α1
1
2
(fα1β114 − f
∗β1α1
14 )p˜
∗
β1
]
+
1
κ
ℜ
[
pα2
1
2
(fα2β223 − f
∗β2α2
23 )p
∗
β2
− p˜α2
1
2
(fα2β223 − f
∗β2α2
23 )p˜
∗
β2
]
−
1
κ
ℜ
[
pα1(f
α1β1
14 + f
∗β1α1
14 )p˜
∗
β1
+ pα2(f
α2β2
23 + f
∗β2α2
23 )p˜
∗
β2
]
+
2
κ
ℜ
[
pα1
1
2
(fα1β213 − f
∗β2α1
24 )p
∗
β2
− p˜α1
1
2
(fα1β213 − f
∗β2α1
24 )p˜
∗
β2
]
+
1
κ
ℜ
[
p˜α1(f
α1β2
13 + f
∗β2α1
24 )p
∗
β2
− pα1(f
α1β2
13 + f
∗β2α1
24 )p˜
∗
β2
]
. (5.11)
Comparing this Lagrangian with effective one (5.8) we can conclude that L → Leff after
substitution
Gij → G
eff
ij , Bij → 0 ,
1
2
Ψα1+i → (Ψeff )
α1
i ,
1
2
Ψα2−i → (Ψeff )
α2
i , Ψ
α1
−i → 0 , Ψ
α2
+i → 0 ,
(fa11)
α1β1 → (f eff11 )
α1β1 , (fa22)
α2β2 → (f eff22 )
α2β2 , (f s11)
α1β1 → 0 , (f s22)
α2β2 → 0 ,
1
2
(fα1β212 − f
β2α1
21 )→ (f
eff
12 )
α1β2 , f
α1β2
12 + f
β2α1
21 → 0 ,
1
2
(fα1β114 − f
∗β1α1
14 )→ f¯
α1β1
14 , f
α1β1
14 + f
∗β1α1
14 → 0 ,
1
2
(fα2β223 − f
∗β2α2
23 )→ f¯
α2β2
23 , f
α2β2
23 + f
∗β2α2
23 → 0
1
2
(fα1β213 − f
∗β2α1
24 )→ f¯
α1β2
13 , f
α1β2
13 + f
∗β2α1
24 → 0 . (5.12)
In our approach the effective theory has been obtained from initial IIB one with em-
bedded D5-brane on the solution of boundary conditions. The condition of 2pi periodicity
of all canonical variables solves boundary condition at σ = pi in terms of that at σ = 0,
and consequently, this is a closed string theory. The effective theory is Ω symmetric part
of type IIB superstring theory, and we expect that it should correspond to the type I
superstring theory with embedded D5-brane, which will be shown in the next subsection.
5.2 Type I superstring theory with D5-brane
In order to work with stable initial and final theories we should embed D5-brane both
in type IIB and type I string theories. We have already done this for type IIB theory
and now we will apply similar procedure for type I superstring theory. The corresponding
Lagrangian is of the form [1]
LI =
κ
2
GIµνη
mn∂mq
µ∂nq
ν +
− piα(∂τ − ∂σ)
[
ηα + (ΨI)
α
µq
µ
]
+ (∂τ + ∂σ)
[
η¯α + (ΨI)
α
µq
µ
]
p¯iα −
1
2κ
piα(FI
⋆Γ)αβp¯iβ . (5.13)
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Index I stands for type I superstring theory and variable qµ is symmetric under Ω trans-
formation. The field strength (FI
⋆Γ)αβ is antisymmetric under permutation of indices,
(FI
⋆Γ)αβ = −(FI
⋆Γ)βα, where matrix ⋆Γ is defined as (see Appendix A)
⋆Γ ≡ Γ0Γ1Γ2Γ3Γ4Γ5 =


−γ 0 0 0
0 −γ 0 0
0 0 −γ 0
0 0 0 −γ

 . (5.14)
Let us embed D5-brane in this theory. For coordinates qi (i = 0, 1, . . . , 5) we choose
Neumann and for qa (a = 6, 7, 8, 9) Dirichlet boundary conditions. We can take that qi
and qa are orthogonal coordinates which implies GIia = 0. Also we take that field (ΨI)
α
µ
is nontrivial only on D5-brane, (ΨI)
α
µ → (ΨI)
α
i . The term which describes the free string
oscillation in qa directions decouples from the rest.
In Table 2 we summarize the list of the background fields of the effective theory in
D = 10 dimensional space-time, fields living on the D5-brane and the rest fields.
Sector xµ (µ = 0, 1, . . . , 9) xi (i = 0, 1, . . . , 5) xa (a = 6, 7, 8, 9)
NS-NS
G
eff
µν G
eff
ij G
eff
ab (decoupled)
Φ = 0
NS-R (Ψeff )
α
µ (Ψeff )
α1
i , (Ψeff )
α2
i
R-R Fαβeff
(f eff11 )
α1β1 , (f eff22 )
α2β2 , (f eff12 )
α1β2
f¯
α1β1
14 , f¯
α2β2
23 , f¯
α1β2
13
Table 2: Background fields of the effective theory: the complete set, part living on D5-
brane and the rest fields eliminated from the theory
Now, using the relation (A.16) and (B.8), we rewrite the Lagrangian (5.13) in terms
of D5-brane variables and background fields. We want to establish relation of such theory
with effective one (5.8). Comparing terms linear in fermionic momenta and independent of
background fields, we obtain the following connection between coordinates and momenta
of these theories
ηα =
1
2
(ξα + ξ˜α) , η¯α = −
1
2
[
⋆Γ(ξ − ξ˜)
]α
,
piα = pα + p˜α , p¯iα = − [
⋆Γ(p− p˜)]α , (5.15)
where
ξα = Psθ
α = −Ps(
⋆Γθ¯)α , ξ˜α = Pa
[
θα + (⋆Γθ¯)α
]
, (5.16)
pα = Pspiα = −Ps(p¯i
⋆Γ)α , p˜α = Papiα = Pa(p¯i
⋆Γ)α . (5.17)
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Note that these are just relations (4.6) rewritten in terms of ten dimensional spinors.
Putting these relations into expression for LI , we have
LI(AI) = Leff (Aeff ) , (5.18)
where AI and Aeff denote background fields of type I superstring theory and the effective
theory, respectively. So, D5-brane background fields of type I theory can be expressed in
terms of the corresponding ones of type IIB theory as
GIij = G
eff
ij , (ΨI)
α1
i = (Ψeff )
α1
i , (ΨI)
α2
i = (Ψeff )
α2
i , (5.19)
(f
a (I)
11 )
α1β1 = (f eff11 )
α1β1 , (f
a (I)
22 )
α2β2 = (f eff22 )
α2β2 , (5.20)
1
2
(f
(I)α1β2
12 − f
(I)β2α1
21 ) = (f
eff
12 )
α1β2 , (5.21)
1
2
(f
(I)α1β1
14 − f
∗(I)β1α1
14 ) = f¯
α1β1
14 ,
1
2
(f
(I)α2β2
23 − f
∗(I)β2α2
23 ) = f¯
α2β2
23 ,
1
2
(f
(I)α1β2
13 − f
∗(I)β2α1
24 ) = f¯
α1β2
13 ,
where the right-hand sides are defined in (3.27), (5.9) and (5.10). The bispinors from
the last three lines in Eq.(5.21) can be written in terms of antisymmetric tensors (see
Appendix B)
f
(I)
(0) = f(0) −
1
6
GijΨ±iΨ±j , f
(I)
ij = fij −
1
6
GklΨ±kγ[ij]Ψ±l ,
f
(I)
i = fi −
1
6
GklΨ±kγiΨ±l , f
(I)
ijk = fijk −
1
6
GlmΨ±lγ[ijk]Ψ±m . (5.22)
Here we write general forms of type I D5-brane R-R background fields in terms of type
IIB ones. Field strength fi and fijk appear as the coefficients in gamma matrix expansion
of the bispinors f11, f22, f14 and f23, while f(0) and fij in the same sense are related to
f12, f21, f13 and f24. Because f
a (I)
11 and f
a (I)
22 are antisymmetric tensors, they can be
expressed in terms of fi, while f
(I)
14 and f
(I)
23 contain both fi and fijk tensors.
Fields Bij, Ψ
α1
−i and Ψ
α2
+i, odd under Ω parity transformation, are not completely elimi-
nated. They appear as bilinear terms in type I D5-brane background fields. Consequently,
we obtained the generalized expressions for type I D5-brane background fields in terms
of the type IIB D5-brane background fields. The quadratic terms in the expressions for
effective background fields can be considered as supersymmetric generalization of the open
string metric Geffµν obtained by Seiberg and Witten [8].
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5.3 Embedding of D5-brane in type IIB and type I superstring theory
using T-duality
Using the expressions for type I superstring background fields in terms of type IIB ones
obtained in [1] and T-duality transformations [9] along xa(a = 6, 7, 8, 9) directions, we find
the expressions for background fields obtained in previous subsection.
In the third article of [9] type IIA/B superstring theory is considered and finding of
T-duality transformation along one direction is demonstrated. Here we will apply the
presented procedure for type IIB superstring theory and four xa directions which are
chosen to be orthogonal to D5-brane.
We start with the action of type IIB superstring theory in pure spinor formulation
given in (2.10) in the form
S = κ
∫
Σ
d2ξ∂+x
µΠ+µν∂−x
ν (5.23)
+
∫
Σ
d2ξ
[
−piα∂−(θ
α +Ψαµx
µ) + ∂+(θ¯
α + Ψ¯αµx
µ)p¯iα +
1
2κ
piαF
αβ p¯iβ
]
,
where the background fields are constant, Π±µν = Bµν ±
1
2Gµν and ∂± = ∂τ ± ∂σ. We
suppose that the action has a global shift symmetry in xa (a = 6, 7, 8, 9) directions. So,
we have to introduce gauge fields va± and make a change in the action
∂±x
a → ∂±x
a + va± . (5.24)
For the fields va± we have to introduce additional term in the action
Sgauge =
1
2
κ
∫
Σ
d2ξya(∂+v
a
− − ∂−v
a
+) , (5.25)
which produces vanishing of the field strength ∂+v
a
− − ∂−v
a
+ if we vary the action with
respect to the Lagrange multipliers ya. The full action has the form
S⋆ = S(xi, xa, va±) + Sgauge(y
a, va±) . (5.26)
Let us note that on the equations of motion for ya we have v
a
± = ∂±x
a and the original
dynamics survives unchanged.
Now we can fix xa to zero and obtain the action quadratic in the fields va±, which can
be integrated out classically. On the equations of motion for va± we obtain expressions for
these gauge fields in terms of xi (i = 0, 1, . . . , 5), ya and momenta, piα and p¯iα,
va+ = 2(2∂+x
iΠ+ib − ∂+yb −
2
κ
piαΨ
α
b )Θ
ba
− , (5.27)
va− = 2Θ
ab
− (2Π+bi∂−x
i + ∂−yb +
2
κ
Ψ¯αb p¯iα) , (5.28)
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where
Θab− = (G
−1Π−g
−1
eff )
ab , g
eff
ab ≡ −4Π±acG
cdΠ∓db = Gab − 4BacG
cdBdb . (5.29)
Substituting expression for va± in the action S
⋆ we obtain the the dual action from
which we read the dual background fields
Π˜+ij = Π+ij + 4Π+iaΘ
ab
−Π+bj , (5.30)
Π˜+i
a = 2Π+ibΘ
ba
− , Π˜
a
+i = −2Θ
ab
−Π+bi , (5.31)
Π˜ab+ = −Θ
ab
− , (5.32)
Ψ˜αi = Ψ
α
i + 4Ψ
α
aΘ
ab
−Π+bi , (5.33)
˜¯Ψ
α
i = −(
⋆ΓΨ¯)αi − 4Π+iaΘ
ab
− (
⋆ΓΨ¯)αb , (5.34)
Ψ˜αa = 2ΨαbΘ
ba
− , (5.35)
˜¯Ψ
αa
= 2Θab− (
⋆ΓΨ¯)αb , (5.36)
F˜αβ = −
[
(F − 8ΨaΘ
ab
− Ψ¯b)
⋆Γ
]αβ
. (5.37)
Symbol A˜ denotes dual background field of the arbitrary field A. We redefine the fields
Ψ¯αµ and F
αβ as well as all other bar variables multiplying them with −⋆Γ (5.14). From
(5.30)-(5.32) we obtain the T-duality transformation rules for the fields Gµν and Bµν
G˜ij = Gij + 4GiaΘ
abBbj + 4BiaΘ
abGbj − 4Bia(g
−1
eff )
abBbj −Gia(g
−1
eff )
abGbj ,
G˜i
a = 2GibΘ
ba − 2Bib(g
−1
eff )
ba , G˜ab = (g−1eff )
ab , (5.38)
B˜ij = Bij + 4BiaΘ
abBbj +GiaΘ
abGbj −GiaΘ
abBbj −Bia(g
−1
eff )
abGbj ,
B˜i
a = 2BibΘ
ba −
1
2
Gib(g
−1
eff )
ba , B˜ab = −Θab , (5.39)
where Θab = (g−1effBG
−1)ab.
Our choice of background fields introduced in Section 2, Gia = 0, Bia = Bab = 0,
Ψαa = Ψ¯
α
a = 0, implies
G˜ij = Gij , G˜i
a = 0 , G˜ab = Gab , (5.40)
B˜ij = Bij , B˜i
a = 0 , B˜ab = 0 , (5.41)
Ψ˜α1i = Ψ
α1
i , Ψ˜
α2
i = Ψ
α2
i ,
˜¯Ψ
α1
i = Ψ¯
⋆α1
i ,
˜¯Ψ
α2
i = −Ψ¯
α2
i , (5.42)
f˜
α1β1
11 = f
α1β1
11 , f˜
α1β2
12 = −f
α1β2
12 , f˜
α2β1
21 = f
α2β1
21 , f˜
α2β2
22 = −f
α2β2
22 , (5.43)
f˜
α1β2
13 = −f
α1β2
13 , f˜
α1β1
14 = f
α1β1
14 , f˜
α2β2
23 = −f
α2β2
23 , f˜
α2β1
24 = f
α2β1
24 . (5.44)
The same procedure we repeat for type I superstring theory which Lagrangian is given
in (5.13). The form of the dual field for type I superstring theory is the same as for type
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IIB one up to the condition Bµν = 0 and Ψ
α
µ = Ψ¯
α
µ. We have
G˜Iij = G
I
ij −G
I
iaG
ab
I G
I
bj , (G˜
I)i
a = 0 , G˜abI = G
ab
I , (5.45)
B˜Iij = 0 , (B˜
I)i
a = −
1
2
GIibG
ba
I , B˜
ab
I = 0 , (5.46)
(Ψ˜I)
α
i = (ΨI)
α
i − (ΨI)
α
a (GI)
abGIbi , (5.47)
(Ψ˜I)
αa = −(ΨI)
α
bG
ba
I , (5.48)
F˜
αβ
I = F
αβ
I + 4(ΨI)
α
aG
ab
I (ΨI)
α
b , (5.49)
where for simlicity FαβI stands instead −(FI
⋆Γ)αβ used in Eq.(5.13). Choosing background
fields as in Section 2 of the present paper, we have
G˜Iij = G
I
ij , (G˜
I)i
a = 0 , G˜abI = G
ab
I , (5.50)
(Ψ˜I)
α
µ = (ΨI)
α
µ , F˜
αβ
I = F
αβ
I , (5.51)
B˜Iij = (B˜I)i
a = (B˜I)
ab = 0 , ( ˜¯Ψ)αa = 0 . (5.52)
Using obtained duality transformation for type IIB and type I superstring theories we
can reproduct the results of the prsent paper from the results of Ref.[1]. For example,
from the expression for type I superstring metric obtained in [1]
GIµν = Gµν − 4BµρG
ρλBλν , (5.53)
after T-duality transformation we have
G˜Iij = G˜ij − 4B˜ikG˜
klB˜lj − 4B˜i
aB˜aj = G
eff
ij = G
I
ij . (5.54)
6 Concluding remarks
In this paper we considered relation between type IIB and type I theories with embedded
D5-branes. We used the pure spinor formulation of the theories introduced in Refs.[5]
restricting our analysis to the quadratic terms. We suppose that all background fields, the
metric tensor Gµν , antisymmetric NS-NS field Bµν , gravitino fields Ψ
α
µ and Ψ¯
α
µ, and the
R-R field strength Fαβ , are constant.
In Ref.[1] we showed that type IIB superstring theory, on the solution of appropriately
chosen open string boundary conditions, corresponds to the type I superstring theory.
It means that we obtained relation between D9-branes in these theories. In the present
article, instead D9-brane we considered D5-branes which are stable in both theories.
Using canonical method, following [10], we derived boundary conditions from the re-
quirement that Hamiltonian, as time translation generator, has well defined functional
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derivatives in supercoordinates and their canonically conjugated supermomenta. All bound-
ary conditions at string endpoints we treated as canonical constraints. Applying Dirac
consistency procedure they produced an infinite set of constraints. With the help of Taylor
expansion they can be rewritten as five σ-dependent constraints. All these constraints,
originating from boundary conditions, are of the second class and we can solve them. We
obtained the expressions for coordinates xi, θα1 , θ¯α1 , θα2 and θ¯α2 in terms of effective
ones, qi, ξα1 , ξ˜α1 , ξα2 and ξ˜α2 (momenta independent parts of the solutions for initial
supercoordinates xi, θα1 , θ¯α1 , θα2 and θ¯α2) and momenta pi, pα1 and pα2 (canonically
conjugated to qi, ξα1 and ξα2 respectively).
Effective Lagrangian, obtained on the solution of boundary conditions, is even under
orientifold projection Ω in six dimensions. In fact it has form of type I superstring theory
with embedded D5-brane. As a result we obtained the expressions for D5-brane back-
ground fields of type I theory in terms of the corresponding ones of type IIB (5.21). Note
that second parts of effective backgrounds in (3.27), (5.9) and (5.10), bilinear in Ω odd
fields are our improvements to the well known first parts, linear in Ω even fields.Seiberg
and Witten [8] obtained term with square of the Kalb-Ramond field Bµν in the open string
metric Geffµν . Our quadratic parts of the effective background fields can be considered as
a supersymmetric generalization of their result.
In subsection 5.3 we showed that there is a relation between the results of the present
paper and those from [1]. This connection is realized by T-duality transformations along
the xa directions, which are orthogonal to D5-brane.
Table 3 contains the background fields of the type IIB superstring theory with embed-
ded D5-brane, Ω even projection of type IIB with D5-brane, effective theory and type I
with D5-brane.
Theory NS-NS NS-R R-R
Type IIB Gij , Bij ,Φ(= 0) Ψ
α1
i , Ψ
α2
i f
α1β1
11 , f
α1β2
12 , f
α2β1
21 , f
α2β2
22
Ψ¯α1i , Ψ¯
α2
i f
α1β1
14 , f
α2β2
23 , f
α1β2
13 , f
α2β1
24
Ps(IIB)
Gij ,Φ(= 0) Ψ
α1
+i,Ψ
α2
−i (f
a
11)
α1β1 , (fa22)
α2β2 , (fα1β212 − f
β2α1
21 )
(fα1β114 − f
∗β1α1
14 ), (f
α2β2
23 − f
∗β2α2
23 )
(fα1β213 − f
∗β2α1
24 )
Eff. Geffij ,Φ(= 0) (Ψeff )
α1
i (f
eff
11 )
α1β1 , (f eff12 )
α1β2 , (f eff22 )
α2β2
(Ψeff )
α2
i f¯
α1β1
14 , f¯
α2β2
23 , f¯
α1β2
13
Type I GIij ,Φ
I(= 0) (ΨI)
α1
i , (ΨI)
α2
i (f
a(I)
11 )
α1β1 , (f
a(I)
22 )
α2β2 , (f
(I)α1β2
12 − f
(I)β2α1
21 )
(f
(I)α1β1
14 − f
(I)β1α1∗
14 ), (f
(I)α2β2
23 − f
(I)β2α2∗
23 )
(f
(I)α1β2
13 − f
(I)β2α1∗
24 )
Table 3: Superstring theories and their background fields
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The last three rows contain the same sets of background fields. Usual identification of
type I theory with Ps(IIB) preserves only Ω even fields. We identify type I theory with
effective one and obtain improvement with squares of Ω odd type IIB fields.
Consequently, while the Ω even fields appear in known manner, the Ω odd fields, which
are eliminated in standard approach, here have two roles. They are source of noncommu-
tativity and their bilinear combinations are additional terms of effective background. So,
if naively, type I superstring theory, as Ω even one, can not recognize explicitly Ω odd
fields of type IIB theory, it can see them implicitly as Ω even combinations in effective
background.
A Gamma matrices and spinors in D = 10 and d = 6 dimen-
sions
The fermionic variables of the type IIB superstring theory, θα and θ¯α, are 10 dimensional
Majorana-Weyl spinors with 16 real components. In order to express them in terms of
general complex 32-component Dirac spinors, and to investigate their relation with D5-
brane spinors, we have to introduce some representation of gamma matrices. We will
use notation and conventions introduced in Appendix B of the first reference in [2]. The
gamma matrices in D = 10 dimensions are of the form Γµ = (Γi ,Γa)
Γi = γi ⊗
(
σ3 0
0 −σ3
)
, Γa = 18 ⊗ γ
a , (A.1)
where γi (i = 0, 1, . . . , 5) is 8 × 8 representation of gamma matrices in d = 6 dimensions,
while γa (a = 6, 7, 8, 9) is 4 × 4 representation of gamma matrices in d = 4 dimensions.
Matrices γa are of the form
γ6 =
(
−σ1 0
0 σ1
)
, γ7 =
(
−σ2 0
0 σ2
)
,
γ8 =
(
0 12
12 0
)
, γ9 =
(
0 −i12
i12 0
)
, (A.2)
where the matrices σi are Pauli 2× 2 matrices
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
. (A.3)
For the corresponding γd+1 matrices in D = 10 and d = 6 dimensions we will use symbols
Γ and γ, respectively. According to the definition [2], we have
Γ ≡
9∏
µ=0
Γµ = γ ⊗
(
σ3 0
0 −σ3
)
, γ ≡ −
5∏
i=0
γi , (A.4)
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where Γ and γ are symmetric matrices, ΓT = Γ and γT = γ.
A.1 Complex conjugation of gamma matrices
The complex conjugation of gamma matrices can be described by operator B1
B1 = Γ
3Γ5 . . .Γd−1 , (A.5)
which maps Γµ to Γµ∗
B1Γ
µB−11 = (−1)
d−2
2 Γµ∗ . (A.6)
In the case D = 10 operator B1 is of the form
B1 = Γ
3Γ5Γ7Γ9 = b1 ⊗
(
0 iσ2
iσ2 0
)
, (A.7)
where b1 is the corresponding one for d = 6
b1 = γ
3γ5 . (A.8)
Matrix B1 is symmetric, B
T
1 = B1, while the matrix b1 is antisymmetric, b
T
1 = −b1.
A.2 Charge conjugation operator
The transposed gamma matrices satisfy the same algebra as original ones. There are
similarity transformations which map from Γµ to −ΓµT and γi to −γi T
CΓµC−1 = −ΓµT , cγic−1 = −γi T , (A.9)
described by charge conjugation operators
C = B1Γ
0 , c = b1γ
0 . (A.10)
In D = 10 dimensions operator C is antisymmetric, CT = −C, while the corresponding
one in d = 6 dimensions is symmetric, cT = c.
A.3 From ten dimensional to six dimensional spinors
From D = 10 Majorana and Weyl conditions
θ∗ = B1θ , Γθ = θ , (A.11)
it follows that independent components of general 32 component Dirac spinor
θα =


θ1
θ2
θ3
θ4

 =


θ1
θ2
b1θ
∗
2
−b1θ
∗
1

 , (α = 1, 2, . . . , 32) (A.12)
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are two 8 component spinors θα11 and θ
α2
2 (α1 , α2 = 1, 2, . . . , 8) with constraints
γθ1 = θ1 , γθ2 = −θ2 , (A.13)
which we recognize as two opposite chirality Weyl spinors in d = 6. Similarly, from
piT ∗ = piTBT1 and pi
TΓT = piT , we obtain
piα =
(
pi1 , pi2 , −pi
∗
2b1 , pi
∗
1b1
)
, (A.14)
with
pi1γ = pi1 , pi2γ = −pi2 . (A.15)
Consequently, we have
piαθ
α = 2ℜ(piα1θ
α1 + piα2θ
α2) , (A.16)
where symbol ℜ means real part of some complex number.
B Field strength F αβ in terms of antisymmetric tensors
The connection between two descriptions of R-R sector, field strength Fαβ and anti-
symmetric tensors F(k) can be established [7], where in short-hand notation F(k) denotes
k-rank antisymmetric tensor. It is known that bispinor Fαβ = Sα(Γ0S˜)β, made from same
chirality spinors Sα and S˜α for type IIB theory, can be expand into complete set of 10
dimensional antisymmetric gamma matrices
Fαβ =
D∑
k=0
1
k!
F(k)Γ
αβ
(k) ,
[
Γαβ(k) = (CΓ
[µ1...µk ])αβ
]
(B.1)
where C is charge conjugation operator defined in (A.10). Here
Γ[µ1µ2...µk] ≡ Γ[µ1Γµ2 . . .Γµk] , (B.2)
is completely antisymmetrized product of gamma matrices.
The bispinor Fαβ satisfy chirality condition, ΓF = −FΓ, and, consequently, type IIB
theory contains only odd rank tensors F(k). Because of duality relation, the independent
tensors are F(1), F(3) and self-dual part of F(5). Using mass-shell condition (massless Dirac
equation for Fαβ) these tensors can be solved in terms of potentials F(k) = dA(k−1), so
that IIB theory contains the potentials A(0), A(2) and A(4). The number of independent
components of Fαβ is exactly 256, while the number of degrees of freedom is 64.
The matrices Γ(1) and Γ(5) are symmetric in spinor indices, while the matrix Γ(3) is
antisymmetric. So, the symmetric part of Fαβ, Fαβs =
1
2(F
αβ + F βα), corresponds to the
field strengths F(1) and F(5), and antisymmetric part, F
αβ
a =
1
2(F
αβ − F βα), corresponds
to the field strength F(3).
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Using the form of bispinor Fαβ = Sα(Γ0S˜)β, the form of spinors (A.12) and expression
for Γ0 (A.1), we obtain
F =


f11 −f12 f13b1 f14b1
f21 −f22 f23b1 f24b1
b1f
∗
24 −b1f
∗
23 b1f
∗
22b1 b1f
∗
21b1
−b1f
∗
14 b1f
∗
13 −b1f
∗
12b1 −b1f
∗
11b1

 , (B.3)
where
f11 = S1(γ
0S˜1) , f12 = S1(γ
0S˜2) , f21 = S2(γ
0S˜1) , f22 = S2(γ
0S˜2) , (B.4)
f13 = S1(γ
0S˜∗2) , f14 = S1(γ
0S˜∗1) , f23 = S2(γ
0S˜∗2) , f24 = S2(γ
0S˜∗1) , (B.5)
and f11 corresponds to f
α1β1 , f12 to f
α1β2 etc.
The chirality condition ΓF = −FΓ splits into eight conditions
γf11 = −f11γ , γf12 = f12γ , γf21 = f21γ , γf22 = −f22γ , (B.6)
γf13 = f13γ , γf14 = −f14γ , γf23 = −f23γ , γf24 = f24γ . (B.7)
We are going to apply the same procedure as in D = 10 and expand f11, f12, f21, f22,
f13, f14, f23 and f24 into complete set of 6 dimensional antisymmetric gamma matrices
γ(k) ≡ (cγ
[i1...ik]). From the chirality conditions for f11, f22, f14 and f23 it follows that they
contain odd rank tensors f(1) and self-dual part of f(3), while from the chirality conditions
for f12, f21, f13 and f24 it follows that they contain even rank tensors f(0) and f(2). Using
mass-shell condition these tensors can be expressed in terms of potentials as f(k) = da(k−1).
Consequently, f11, f22, f14 and f23 contain potentials a(0) and self-dual part of a(2), while
f12, f21, f13 and f24 contain potential a(1) (a(−1) is not a physical degree of freedom). The
number of independent components of f11, f22, f14, f23, f12, f21, f13 and f24 is 128, while
the number of degrees of freedom is 32.
In analogy with the case D = 10, in d = 6 dimensions, symmetric parts of f11, f22, f14
and f23 correspond to the field strength f(3), while their antisymmetric parts correspond
to the field strength f(1).
Using the expressions (A.14) and (B.3), we have
pi αF
αβp¯iβ = (B.8)
= 2ℜ(piα1f
α1β1
11 p¯iβ1 + piα1f
α1β1
14 p¯i
∗
β1
− piα2f
α2β2
22 p¯iβ2 − piα2f
α2β2
23 p¯i
∗
β2
)
+ 2ℜ(piα2f
α2β1
21 p¯iβ1 − piα1f
α1β2
12 p¯iβ2 + piα2f
α2β1
24 p¯i
∗
β1
− piα1f
α1β2
13 p¯i
∗
β2
) .
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C Complex coordinates and their canonically conjugated
momenta
Lagrangian contains complex coordinates and momenta. It is important to determine the
basic Poisson structure between coordinates and momenta.
Let us start with one term from the Lagrangian (2.11)
2ℜ [−piα1(∂τ − ∂σ)θ
α1 ] . (C.1)
Decomposing θα1 and piα1 in real and imaginary parts
θα1 = θα11 + iθ
α1
2 , piα1 = pi
1
α1
+ ipi2α1 , (C.2)
expression (C.1) gets the form
− 2pi1α1(∂τ − ∂σ)θ
α1
1 + 2pi
2
α1
(∂τ − ∂σ)θ
α1
2 . (C.3)
The canonically conjugated momentum for θα11 is 2pi
1
α1
, while for θα12 is −2pi
2
α1
, which
means that all nonzero Poisson brackets are{
θα11 (σ) , pi
1
β1
(σ¯)
}
= −
1
2
δα1β1δ(σ − σ¯) ,
{
θα12 (σ) , pi
2
β1
(σ¯)
}
=
1
2
δα1β1δ(σ − σ¯) . (C.4)
Using these relations we easily obtain Poisson brackets of the complex variables
{θα1(σ) , piβ1(σ¯)} = −δ
α1
β1δ(σ − σ¯) ,
{
θα1(σ) , pi∗β1(σ¯)
}
= 0 , {θ∗α1(σ) , piβ1(σ¯)} = 0 ,
(C.5)
where ∗ means complex conjugation. This means that θα1 and piα1 are canonically con-
jugated complex variables, while θα1 and pi∗β1 are canonically independent. The same
procedure can be repeated for all other terms in Lagrangian.
Similarly, in definition of canonical Hamiltonian we have
θ˙α11 2pi
1
α1
− θ˙α22 2pi
2
α2
= 2ℜ(θ˙α1piα1) = 2ℜ(θ˙
∗α1pi∗α1) . (C.6)
D Consistency procedure for fermionic constraints - explicit
expressions
In order to investigate the consistency of the fermionic constraints (3.15) and (3.16), we
have to apply consistency procedure to the variables
A(0) = (θα1 , θα2 , θ¯α1 , θ¯α2 , piα1 , piα2 , p¯iα1 , p¯iα2) .
If we define the recurrent equation
A(n+1) ≡ {Hc , A
(n)} , (n ≥ 0) (D.1)
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we obtain
(Θα1)(2n) = ∂(2n)σ θ
α1 , (Θα2)(2n) = ∂(2n)σ θ
α2 , (D.2)
(Θα1)(2n+1) = −∂(2n+1)σ θ
α1 −Ψα1i ∂
(2n+1)
σ x
i −
1
2κ
f
α1β1
11 ∂
(2n)
σ p¯iβ1 −
1
2κ
f
α1β1
14 ∂
(2n)
σ p¯i
∗
β1
+
1
2κ
f
α1β2
12 ∂
(2n)
σ p¯iβ2 +
1
2κ
f
α1β2
13 ∂
(2n)
σ p¯i
∗
β2
+
1
2κ
Gij∂(2n)σ (I+i + I−i)Ψ
α1
j ,
(Θα2)(2n+1) = −∂(2n+1)σ θ
α2 −Ψα2i ∂
(2n+1)
σ x
i +
1
2κ
f
α2β2
22 ∂
(2n)
σ p¯iβ2 +
1
2κ
f
α2β2
23 ∂
(2n)
σ p¯i
∗
β2
−
1
2κ
f
α2β1
21 ∂
(2n)
σ p¯iβ1 −
1
2κ
f
α2β1
24 ∂
(2n)
σ p¯i
∗
β1
+
1
2κ
Gij∂(2n)σ (I+i + I−i)Ψ
α2
j ,(D.3)
(Θ¯α1)(2n) = ∂(2n)σ θ¯
α1 , (Θ¯α2)(2n) = ∂(2n)σ θ¯
α2 , (D.4)
(Θ¯α1)(2n+1) = ∂(2n+1)σ θ¯
α1 + Ψ¯α1i ∂
(2n+1)
σ x
i +
1
2κ
∂(2n)σ piβ1f
β1α1
11 +
1
2κ
∂(2n)σ pi
∗
β1
f
∗β1α1
14
+
1
2κ
f
β2α1
21 ∂
(2n)
σ piβ2 +
1
2κ
f
∗β2α1
24 pi
∗
β2
+
1
2κ
Gij∂(2n)σ (I+i + I−i)Ψ¯
α1
j ,
(Θ¯α2)(2n+1) = ∂(2n+1)σ θ¯
α2 + Ψ¯α2i ∂
(2n+1)
σ x
i −
1
2κ
∂(2n)σ piβ2f
β2α2
22 −
1
2κ
∂(2n)σ pi
∗
β2
f
∗β2α2
23
−
1
2κ
f
β1α2
12 ∂
(2n)
σ piβ1 −
1
2κ
f
∗β1α2
13 ∂
(2n)
σ pi
∗
β1
+
1
2κ
Gij∂(2n)σ (I+i + I−i)Ψ¯
α2
j(D.5)
(Πα1)
(n) = (−1)n∂(n)σ piα1 , (Πα2)
(n) = (−1)n∂(n)σ piα2 ,
(Π¯α1)
(n) = ∂(n)σ p¯iα1 , (Π¯α2)
(n) = ∂(n)σ p¯iα2 . (D.6)
Defining the function
A(σ) ≡
∞∑
n=0
σn
n!
A(n)(σ = 0) , (D.7)
we introduce compact σ dependent expressions for the corresponding variables after con-
sistency procedure
Θα1(σ) = θα1(−σ)−Ψα1i q˜
i(σ)−
1
2κ
f
α1β1
11
∫ σ
0
dσ1Psp¯iβ1 −
1
2κ
f
α1β1
14
∫ σ
0
dσ1Psp¯i
∗
β1
+
1
2κ
f
α1β2
12
∫ σ
0
dσ1Psp¯iβ2 +
1
2κ
f
α1β2
13
∫ σ
0
dσ1Psp¯i
∗
β2
+
1
2κ
GijΨα1i
∫ σ
0
dσ1Ps(I+j + I−j),
Θα2(σ) = θα2(−σ)−Ψα2i q˜
i(σ) +
1
2κ
f
α2β2
22
∫ σ
0
dσ1Psp¯iβ2 +
1
2κ
f
α2β2
23
∫ σ
0
dσ1Psp¯i
∗
β2
−
1
2κ
f
α2β1
21
∫ σ
0
dσ1Psp¯iβ1 −
1
2κ
f
α2β1
24
∫ σ
0
dσ1Psp¯i
∗
β1
+
1
2κ
GijΨα2i
∫ σ
0
dσ1Ps(I+j + I−j) , (D.8)
28
Θ¯α1(σ) = θ¯α1(σ) + Ψ¯α1i q˜
i(σ) +
1
2κ
f
β1α1
11
∫ σ
0
dσ1Pspiβ1 +
1
2κ
f
∗β1α1
14
∫ σ
0
dσ1Pspi
∗
β1
+
1
2κ
f
β2α1
21
∫ σ
0
dσ1Pspiβ2 +
1
2κ
f
∗β2α1
24
∫ σ
0
dσ1Pspi
∗
β2
+
1
2κ
GijΨ¯α1i
∫ σ
0
dσ1Ps(I+j + I−j) ,
Θ¯α2(σ) = θ¯α2(σ) + Ψ¯α2i q˜
i(σ)−
1
2κ
f
β2α2
22
∫ σ
0
dσ1Pspiβ2 −
1
2κ
f
∗β2α2
23
∫ σ
0
dσ1Pspi
∗
β2
−
1
2κ
f
β1α2
12
∫ σ
0
dσ1Pspiβ1 −
1
2κ
f
∗β1α2
13
∫ σ
0
dσ1Pspi
∗
β1
+
1
2κ
GijΨ¯α2i
∫ σ
0
dσ1Ps(I+j + I−j) , (D.9)
Πα1(σ) = piα1(−σ) , Πα2(σ) = piα2(−σ) ,
Π¯α1(σ) = p¯iα1(σ) , Π¯α2(σ) = p¯iα2(σ) . (D.10)
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