In this short note we prove a concentration result for the length L n of the longest monotone increasing subsequence of a random permutation of the set f1; 2; :::; ng. It is known, Logan and Shepp 6], Vershik and Kerov 9] that lim n!1 EL n p n = 2
f1; 2; :::; ng. It is known, Logan and Shepp 6], Vershik and Kerov 9] that lim n!1 EL n p n = 2 (1) but less is known about the concentration of L n around its mean. Our aim here is to prove the following.
Theorem 1 Suppose that > 1 3 . Then there exists = ( ) > 0 such that for n su ciently large Pr(jL n ? EL n j n ) expf?n g 2 Supported by NSF grant Our main tool in the proof of this theorem is a simple inequality arising from the theory of martingales. It is often referred to as Azuma ' 
2
The value m is the width of the inequality and to obtain sharp concentration of measure we need m = o((EZ) 2 ).
We will make use of the following crude probability inequality for L s , where s is an arbitrary (large) positive integer. Proof(of Theorem 1) Let X = (X 1 ; X 2 ; :::X n ) be a sequence of independent uniform 0,1] random variables. We can clearly assume that L n is the length of the longest monotone increasing subsequence of X.
Before getting on with the proof proper observe that although changing one X i only changes L n by at most 1, the width n is too large in relation to the mean 2 p n for us to obtain a sharp concentration result. It therefore appears that to use the theorem in this case requires us to reduce the width by a more careful choice for Z. 
Putting l 0 = l + 3 q sn m we see from (2) and (8) that Pr(jL n ? l 0 j > 3 r sn m ) 2 + 1 :
The theorem follows by choosing any a; b; such that (6) holds and
We observe next that Steele 8] has generalised (1) in the following way: let now k be a xed positive integer and given a random permutation let L k;n denote the length of the longest subsequence which can be decomposed into k + 1 successive monotone sequences, alternately increasing and decreasing. The monotone case above corresponds to k=0. In analogy to (1) There is at least one more related case in which a concentration result can be proved by the above method. Before giving the details it might be useful to abstract the properties of L n which make the method work. These are (I S ) (I S T ) (I S ) + (I T )
for S \ T = ;. Pr(L s A p s) e ?B p s
for su ciently large positive integer s and some absolute constants A; B > 0.
Inequality (10) is needed to show that the random variable Z n changes by at most one for a change in one set I t . It is also needed to show that if Z n is close to m then L n is unlikely to be much larger than l. It is here that we need (11) as well.
Our nal result concerns the number T n = T n (X 1 ; X 2 ; :::; X n ) of increasing subsequences among X 1 ; X 2 ; :::X n . This was studied by Lifschitz and Pittel 5] . Let nowL n = ln T n . The main result of 5] is that there exists an absolute constant a; 2 ln 2 a 2 such that L n n ?1=2 ! a; as n ! 1 in probability and in mean.
It is now easy to see that Theorem 1 holds with L n replaced byL n . Indeed, on replacing ; Z n by^ ;Ẑ n we need only verify (10),(11) above. But (10) should be clear and Pr(L n 3 p n) = Pr(T n e 3 p n ) e ?3 p n E(T n ) e ? p n since Lifschitz and Pittel have shown that E(T n ) 0:171n ?1=4 e 2 p n :
This completes our analysis ofL n :
