Abstract-In this paper, we present an interconnection structure, called the balanced hypercube, which is a variation of the standard hypercube with desirable properties of strong connectivity, regularity, and symmetry. The proposed structure is a special type of load balanced graph designed to tolerate processor failure. In balanced hypercubes, each processor has a backup (matching) processor that shares the same set of neighboring nodes. Therefore, tasks that run on a faulty processor can be reactivated in the backup processor to provide efficient system reconfiguration. Other properties of balanced hypercubes are examined. It is also shown that odd-dimensional balanced hypercubes have smaller diameters than that of standard hypercubes. As an application of balanced hypercubes, we show a fault-tolerant embedding of rings in balanced hypercubes.
INTRODUCTION
HYPERCUBES, as one of the popular structures for multicomputers, have received much attention over the past decade. The hypercube structure offers a rich interconnection with a large bandwidth and a short (logarithmic) diameter. A number of hypercube machines have been implemented [4] , since the advent of Cosmic Cubes at Caltech. To improve some desirable properties, variations of the hypercube structure have been proposed in the literature ( [1] , [3] , [11] ). Most of the hypercube variations focus on reducing diameter and/or message traffic.
As the number of processors in a system increases, the probability of system failure can be expected to be quite high unless specific measures are taken to tolerate faults within the system. Therefore, a major goal in the design of such a system is fault tolerance. These systems are made fault-tolerant by providing redundant or spare processors and/or links [8] . When an active processor (where tasks are running) fails, its tasks are dynamically transferred to spare components. The objective is to provide an efficient reconfiguration by keeping the recovery time small. In a multicomputer system, there are two types of communication in a reconfiguration process: 1) fault status exchange, which is used for each node to broadcast or to obtain some global fault information; and 2) task migration, in which tasks are actually moved around, and which involves more data movements.
It is highly desirable that the reconfiguration process is a decentralized and local one, so fault status exchange and task migration can be reduced or eliminated. A configuration process is used to recover from faults while still maintaining the quality of the initial embedding. The communication cost of a reconfiguration process can be high due to the migration of a large number of tasks. To obtain a good initial mapping while still maintaining an efficient reconfiguration after the occurrence of faults, three integrated components need to be considered: 1) the topology of the target machine, 2) the initial embedding, and 3) the reconfiguration process.
Unfortunately, most of current existence approaches cannot handle this issue effectively. Most approaches concentrate on only one or two of the above components. One approach to achieve fault tolerance is to introduce spare nodes and/or links to hypercubes. Although this approach can reconfigure a system efficiently and avoid global task migration, the main problem is that all the spares are dedicated ones and they are normally not treated as part of the system. (If spares are treated as part of the system, then many desirable topological properties of the original system are lost.) A similar approach [2] also uses additional nodes and reconfiguration is performed through a series of automorphic operations that transform the task graph into a different embedding such that faulty nodes can be avoided. This approach is theoretically sound but is too expensive to be practical, because each operation corresponds to a task migration.
Another approach [13] exploits the inherent redundant processors and/or links in hypercubes to achieve fault tolerance; that is, no extra processors and/or links are added to the structure of the networks (thus all the desirable features are still maintained), but instead save some spare processors intentionally in the initial embedding such that, when faults occur, the faulty processors can be replaced by spare ones. However, hypercubes cannot effectively support an efficient reconfiguration process, especially in multiple-fault cases.
Our proposed work is in line with the later approach. Our objective is to find an embedding approach that is easy to recover from faults. The concept of consistently recoverable embedding is proposed. This approach provides a uniform and fast recovery independent of the number and location of faults. Moreover, all of the reconfigurations are local, i.e., tasks are migrated from one processor to one of its neighboring processors. This embedding provides a convenient vehicle for implementing a distributed reconfiguration and minimizing reconfiguration steps.
The balanced hypercube [6] , proposed by the authors, is a variant of the hypercube structure that can support consistently recoverable embedding. Its desirable properties are similar to those in the standard hypercube. In fact, balanced hypercubes belong to a special type of load balanced graphs [10] that can support consistently recoverable embedding. In a load balanced graph G = (V, E), with V as the node set and E as the edge set, for each node v there exists another node v¢, such that v and v¢ have the same adjacent nodes (see Fig. 1 ). Such a pair of nodes v and v¢ is called a matching pair. In a load balanced graph, a task can be scheduled to both v and v¢ in such a way that one copy is active and the other one is passive. If node v fails, we can simply shift tasks of v to v¢ by activating copies of these tasks in v¢. All the other tasks running on other nodes do not need to be reassigned to keep the adjacency property, i.e., two tasks that are adjacent are still adjacent after a system reconfiguration. Note that the rule of v and v¢ as primary and backup are relative. We can have an active task running on node v with its backup on node v¢, while having another active task running on node v¢ with its backup on node v. With a sufficient number of tasks and a suitable load balancing approach, we can have a balanced use of processors in the system.
Most popular interconnection structures, including the hypercube and its extensions, are not load balanced (i.e., they cannot support consistently recoverable embedding). There is a simple (but naive) approach to extend a regular hypercube to a load balanced one: We consider two (n -1)-dimensional hypercubes, A and B. Within each hypercube, number the nodes from 0 to 2 n -1. Now add edges between the two hypercubes so that a node v in A is 0018-9340/97/$10.00 ©1997 IEEE connected to a node v¢ in B if the same numbered node v in B is connected to node v¢. Clearly, the resultant structure is load balanced and it contains 2 n nodes. However, the node degree of this n-dimensional hypercube is 2(n -1) and it is not partitionable, i.e., it cannot be partitioned into two subcubes with each being a loadbalanced graph. To make the resultant structure partitionable, the above strategy can be used at each level of the recursive definition. However, the node degree doubles as we increase the dimension by one, i.e., the increasing rates of node degree and number of nodes are the same. A similar strategy is used in defining the balanced hypercube, but fewer links are used. Moreover, each balanced hypercube can be partitioned into four sub-balanced hypercubes. We also show that the balanced hypercube has desirable properties very similar to those in a standard hypercube, e.g., they have the same node degree and connectivity for the same number of nodes. In addition, we prove that odd-dimensional balanced hypercubes have smaller diameters than that of standard hypercubes. This paper is organized as follows. Section 2 defines the proposed balanced hypercube. Several properties of balanced hypercubes are listed in Section 3. The embedding of rings in balanced hypercubes is also discussed in this section. We show in Section 4 a fault-tolerant embedding of rings in balanced hypercubes that uses consistently recoverable embedding as an application of balanced hypercubes, and the paper concludes in Section 5.
BALANCED HYPERCUBES (BHS)
Let G = (V, E) be a finite, undirected graph, with the node set V and the edge set E. Normally, a node in V represents a processor and an edge in E corresponds to a communication link connecting two processors. If an edge e = (v, u) OE E, then the nodes v and u are said to be adjacent. The degree, d(v), of node v is equal to the number of edges in G which are incident on v. The distance, d (v, u) , between nodes v and u is equal to the length (in number of edges) of a shortest path connecting v and u. The diameter of G is the maximum distance between two nodes in G over all pairs of nodes.
A graph G is load balanced [10] if and only if for every node in G there exists another node matching it, i.e., these two nodes have the same adjacent nodes. Hence they are called a matching pair. A completely connected graph with an even number of nodes is load balanced, while several other commonly used graph structures, such as meshes, trees, and hypercubes, are not. In the following, we construct a special type of load-balanced graph called balanced hypercube (BH n ), where the integer n is called the dimension of the balanced hypercube.
DEFINITION 1. An n-dimensional balanced hypercube BH n consists of 2 2n
nodes (a 0 , a 1 , , a i-1 , a i , a i+1 , ..., a n-1 ), where a o and a i OE {0, 1, 2,
, , a n-1 ) connects the following 2n nodes:
For convenience, we assume that all the arithmetic operations on indices of nodes in BH n are four-modulated. Clearly, every node in BH n has two inner adjacent nodes and 2n -2 outer adjacent nodes. For example, in BH 3 shown in Fig. 3 , node (1, 3, 2) has inner index 1 and two outer indices: 3 and 2. By adding 1 to and subtracting 1 from the inner index of node (1, 3, 2), two inner adjacent nodes, (0, 3, 2) and (2, 3, 2), are derived. Since the inner index of (1, 3, 2) is odd, the four outer adjacent nodes (0, 2, 2), (2, 2, 2), (0, 3, 1), and (2, 3, 1) can be determined by subtracting one of outer indices by 1 and by changing the inner index by 1. An n-dimensional balanced hypercube is very similar to a 2n-dimensional hypercube Q 2n in terms of their topological properties. Actually, these two structures share similar features in terms of symmetry and connectivity, as will be discussed in the following section. 
and where each node in
g has i attached as the new kth outer index.
g has two extra connections:
Clearly, Definitions 1 and 2 are equivalent. The addressing schemes used in both definitions are quaternary. It is easy to replace the quaternary representation by binary one as is used in the hypercube addressing scheme. This can be done by replacing every quaternary number by two binary numbers.
PROPERTIES OF BALANCED HYPERCUBES
In this section, we list some basic properties of the balanced hypercube BH n . We compare these properties with the ones of the comparable hypercube, i.e., 2n-dimensional hypercube Q 2n . Due to the space limitation, all the proofs to the following properties are omitted, see [6] for detail. PROPERTY 1. BH n is a load balanced graph, and nodes in BH n can be partitioned into a set of matching pairs v = (a 0 , a 1 , , a n-1 ) and v¢ = (a 0 + 2, a 1 , , a n-1 ).
For example, two nodes (0, 0, 0) and (2, 0, 0) form a matching pair in BH 3 , because they have the same adjacent node set (1, 0, 0), (3, 0, 0), (1, 1, 0), (3, 1, 0), (1, 0, 1), (3, 0, 1 If v = (a 0 , a 1 , , a n-1 ) and u = (b 0 , b 1 , , b n-1 ), then the automorphism T can be defined as: One of the desirable properties of the 2n-dimensional hypercube Q 2n is the existence of 2n node-disjoint paths between any pair of nodes. BH n has the same property as shown in the following. The diameter of a graph is an important measure of communication delay. Normally, the shorter the diameter the lower the communication delay. One of the desirable properties of the hypercube structure is its short (logarithmic) diameter. Property 6 shows that BH n has a diameter no longer than that of a 2n-dimensional hypercube Q 2n . PROPERTY 6. The diameter of BH n is 2n when n is even or n = 1, and is 2n -1 when n is odd other than 1.
Note that a 2n-dimensional hypercube Q 2n has a diameter of 2n. Therefore, BH n has a smaller diameter than Q 2n when n (n > 1) is odd. In addition to diameter, average distance and traffic density are important among general measures of a multicomputer structure. Since BH n is a symmetric graph, the average distance can be defined as: BH n also supports efficient routing. An optimal routing algorithm has been presented in [6] as well as an area efficient layout of balanced hypercubes in [5] .
In general, the ability to embed basic interconnection networks is one of the important measures of a newly proposed network. More formally, an embedding f of an application graph
The expansion is a measure of processor utilization. The dilation represents the maximum communication delay between the communicating nodes. The load of an embedding is the maximum number of processors of G a assigned to any processor of G h . Throughout the paper we only consider embedding with unit dilation and load. We use embedding rings in balanced hypercubes as an example to show the embeddability of balanced hypercubes. Embedding of other topologies, such as trees, is studied in [12] . To embed rings in balanced hypercubes, we need to find, for every node v, the next adjacent node f n (v) on the ring. The idea is to find directly spanning rings in BH 1 and BH 2 , and use the spanning ring in BH 2 as the building block to construct a spanning ring in BH 3 , and so on. In general, a spanning ring in BH n is constructed from four spanning rings in four BH n-1 s. This is done by breaking each spanning ring and then connecting each broken ring using four links that connect these four BH n-1 s. The following theorem shows one of the possible solutions based on the above idea. , , , , , , 1 , a 2 , , a n-1 ) = (3, a 1 + 1, a 2 , , a n-1 ), and a 1 , a 2 , , a n-1 ) = (i -1, a 1 , a 2 , , a n-1 ), if node (i, a 1 , a 2 , , a n-1 ) OE V n does not match 1 or 2 as above.
The set of directed edges
b g c h o t forms a Hamiltonian cycle C n in BH n .
PROOF. In the definition of map f n , rule 3 is used to construct a ring in each inner cube of four nodes. Therefore, when n = 1, the Hamiltonian cycle C 1 is generated directly by applying rule 3. Rules 2 and 3 together are used to construct a ring in BH 2 . Rule 2 supersedes rule 3 in order to break and connect rings in four BH 1 s. The Hamiltonian cycle C 2 generated by using rules 2 and 3 is shown in Fig. 2b . Rule 1 is used recursively to break and connect spanning rings in each subcube BH l , 2
£ l £ n -1, of BH n . By using the induction on the dimension size n of BH n , we show the following fact:
b g c h o t forms a Hamiltonian cycle C n in BH n , and edge
for n ≥ 2. When n = 2, C 2 can be easily constructed in BH 2 and the edge ((1, 0), (2, 0)) OE C 2 . Assume that when n = l (l ≥ 2), the fact is true, we verify it for n = l + 1. Using the following equations: 
AN APPLICATION OF BHS: FAULT-TOLERANT RING EMBEDDINGS
We study fault-tolerant embeddings of rings as a possible application of balanced hypercubes. In a regular embedding, once we have mapped an application graph into a host graph, it is desirable that if the host has a fault, it can reconfigure itself so that the application graph can continue operation with minimum interruption while still maintaining the same or near the same embedding quality. Therefore, a good embedding should not only try to optimize the initial embedding, by minimizing dilation, congestion, and load, but also should be easy to recover from faults and still maintain certain level of quality of the embedding. Such type of fault-tolerant embeddings are called recoverable embeddings.
We consider embeddings with unit dilation and load in both the initial embedding f and the recovered embedding f¢. More specifically, we study k-fault-tolerant t-step-recoverable embeddings, or (k, t) embeddings [7] , which means that a maximum of t steps are required to recover a system with k faulty processors and the recovered embedding is isomorphic to the initial embedding.
Efficient system reconfiguration is the key in achieving an efficient recoverable embedding. Basically, in a system reconfiguration faulty components are disconnected from the system and spares are included. We use the scheme proposed in [14] , where control is distributed throughout the system. In some other reconfigurations, it is usually assumed that reconfiguration and recovery are directed by a central or global supervisor, which is often the most vulnerable part of the system. In addition, centralized control is not practical in a large multicomputer system. In distributed reconfiguration, depending on how tasks are actually moved, the reconfiguration strategies can be divided into: 1) local reconfiguration, which involves only local task movements, and 2) global reconfiguration, which involves global task movements.
Ideally, we want a distributed reconfiguration in which reconfiguration process is distributed, there is no scattered information about fault distribution, and all the reconfigurations are local ones without global data movements. Moreover, we require that such a process can handle multiple faults and ideally be independent of the structure of the application graph.
Unfortunately, most of the existing topologies cannot effectively support an efficient reconfiguration process, especially in multiple-fault cases. For example, consider embedding a ring into a hypercube; results [9] show that there exists an initial embedding such that any single fault can be recovered in one step. However, we will show (in Theorem 2) that there does not exist an embedding that can recover any simple and double faults in one and two steps, respectively. Recent results [13] show that there exists distributed reconfiguration (with degradation of the quality of the initial embedding) of multiple faults in hypercubes. However, more than k steps are used to recover from k faults and different reconfiguration processes have to be employed for different guest graphs.
We propose here the concept of consistently recoverable embedding, or consistent-(k, k) embedding, which provides a uniform (i, i) embedding with 1 £ i £ k for a given positive integer k; that is, it provides a uniform recoverable embedding which is independent of the number and location of up to k faults. We first formally define the concept of the consistent-(k, k) embedding, then we propose a consistent-(k, k) embedding of a ring in a balanced hypercube. The detailed discussion of the usefulness of consistent-(k, k) embedding and consistent-(k, k) embedding of other topologies, such as trees, are studied in [12] .
DEFINITION 3. A consistent-(k, k) embedding is an (i, i) embedding for all i such that 1 £ i £ k, where k is a given positive integer, and each node has a distinct spare. If each recovery step is defined as replacing each faulty node by its spare, then the resultant recovered embedding is isomorphic to the initial embedding.
In the above definition, since each faulty node is replaced by its spare in one step, a total of i steps are required in a system with i faults, where 1 £ i £ k. Hence it is an (i, i) embedding. Also, with each node having a distinct spare node, the configuration is independent of the number and location of up to k faults in the system. Therefore, it is consistent. We use consistent-(*, *) embedding to represent consistent-(k, k) embedding without setting limits on value k, i.e., any (large) k faults can be recovered in k steps. Clearly, conditions associated with the consistent-(k, k) embedding are strong. The following result shows that there does not exist a consistent-(k, k) (k ≥ 2) embedding of rings in standard hypercubes. PROOF. It is sufficient to show that there does not exist a consistent-(2, 2) embedding, because based on Definition 3 any consistent-(k, k) embedding (k > 2) implies a consistent-(2, 2) embedding. Suppose nodes u, v, w, x (see Fig. 5 ) in sequence are used in the initial embedding of a consistent-(k, k) embedding of a ring in a hypercube where v¢ and w¢ are spares for v and w, respectively. (The smallest ring in a hypercube has four nodes.) If the system has one faulty node, say v, then the recovered embedding is obtained by replacing v using v¢. Since this recovered embedding is isomorphic to the initial embedding, v¢ must be adjacent to both neighbors, u and w, of v. Similarly, w¢ must be adjacent to both v and x. Now, if the system has two faulty nodes, v and w, based on the definition of consistent-(k, k) embedding, v¢ and w¢ are used to replace faulty nodes v and w, respectively. Since the recovered embedding is isomorphic to the initial embedding, nodes v¢ and w¢ are connected (see Fig. 5 ). This implies that there are three node-disjoint paths of length two (via nodes u, w, and w¢, respectively) between nodes v and v¢. This contradicts the hypercube property that there are only l node-disjoint paths of length l between two nodes separated by Hamming distance l in a hypercube. Using a similar approach, we can prove that there does not exist a consistent-(k, k) (k ≥ 1) embedding of any nontrivial binary trees in standard hypercubes.
In balanced hypercubes, the reconfiguration method associated with a consistent-(k, k) embedding can be simply expressed as follows: Whenever a processor (a 0 , a 1 , ..., a n-1 ) fails, this processor should be replaced by its matching node, i.e., processor (a 0 + 2, a 1 , ..., a n-1 ).
The spare (matching) node set of a ring of eight processors in BH 2 of Fig. 6a is shown in Table 3 . To find a consistent-(k, k) embedding of an application graph in a balanced graph, as long as we use at most one node in each matching pair in the initial embedding, the result is guaranteed consistently recoverable and there is no limit on the number of faults (k) to be tolerated; that is, the embedding is consistent-(*, *). A consistent-(*, *) embedding of rings in BHs with an expansion two (which corresponds to an embedding with the best possible system utilization) is shown as follows:
we define a map g n on the node subset V n ¢ = {(a 0 , a 1 , , a n-1 ) OE V n ; a 0 OE {0, 1}}
as follows: Efficient system reconfiguration is the major advantage of the proposed consistent-(k, k) embedding over the existing ones. Because the reconfiguration is consistent, there is no need for each local supervisor to know the global information of the number and location of faulty processors. Therefore, the reconfiguration is much simpler than the one used in a regular recoverable embedding where a certain format of global information collection process is required. More specifically, in the decentralized reconfiguration method, each processor is assumed to be capable of acting as a local supervisor of reconfiguration and recovery. It is nor- mally assumed that the processor that detects a faulty node acts as a local supervisor. With the consistent-(k, k) embedding, one reconfiguration step is required for each faulty processor. In addition, based on the topological property of the balanced hypercube, each local supervisor is adjacent to both the node to be replaced (the faulty processor) and the replacing node (the matching node of the faulty processor). This condition holds no matter which neighbor of the faulty node detects the faulty and acts as a local supervisor. For the example of Fig. 6a, suppose nodes (1, 0) and (0, 2) are faulty and they are detected by nodes (0, 0) and (1, 3) , respectively. Then, node (0, 0) acts as a local supervisor to replace (0, 0) by its matching node (3, 0) . Note that (3, 0) is adjacent to (0, 0). Similarly, node (1, 3) acts as another local supervisor to replace (0, 2) by (2, 2). The result is shown in Fig. 6b . Suppose these faulty nodes are detected by the other two neighbors, e.g., (0, 3) and (1, 2) . The same replacing nodes will be used and both local supervisors are still adjacent to their respective replacing nodes.
CONCLUSION
We have proposed the balanced hypercube structure, which is a variation of the standard hypercube. The basic properties of balanced hypercubes have been compared to those of hypercubes. Results show that balanced hypercubes still maintain many desirable properties of hypercubes. In addition, balanced hypercubes have been shown to be superior over the hypercubes in the following two aspects: 1) Balanced hypercubes support an efficient reconfiguration without changing the adjacency relationship among tasks, and 2) An odd-dimensional balanced hypercube has a smaller diameter than the comparable hypercube.
Ring embedding, including a fault-tolerant ring embedding using consistently recoverable embedding, has also been discussed. Results confirm that the balanced hypercube has better fault-tolerant embedding capability than the standard hypercube. We believe that the proposed consistent recoverable embedding is a practical and useful solution to minimize reconfiguration time in a decentralized multicomputer system. The balanced hypercube has been proved to be a suitable structure for supporting this method.
