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SHINTANI ZETA FUNCTIONS AND A REFINEMENT OF
GROSS’S LEADING TERM CONJECTURE
MINORU HIROSE
Abstract. We introduce the notion of Shintani data, which axiomatizes al-
gebraic aspects of Shintani zeta functions. We develop the general theory of
Shintani data, and show that the order of vanishing part of Gross’s conjec-
ture follows from the existence of a Shintani datum. Recently, Dasgupta and
Spiess proved the order of vanishing part of Gross’s conjecture under certain
conditions. We give an alternative proof of their result by constructing a cer-
tain Shintani datum. We also propose a refinement of Gross’s leading term
conjecture by using the theory of Shintani data. Out conjecture gives a con-
jectural construction of localized Rubin-Stark elements which can be regarded
as a higher rank generalization of the conjectural construction of Gross-Stark
units due to Dasgupta and Dasgupta-Spiess.
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Introduction
In this paper, we formulate a conjecture concerning to the special value of Shin-
tani zeta functions. This conjecture has two aspects. The one is a refinement of
Gross’s leading term conjecture. The other is a conjectural construction of localized
Rubin-Stark elements.
0.1. Rubin-Stark conjecture and Rubin-Stark elements. Let F be a totally
real field. For a finite abelian extension E of F and a set S of places of F , we write
SE for the set of places of E lying above places in S. For a finite place v of F , we
write Fv for the completion of F at v and Ov for the maximal compact subring of
Fv. We write S∞ for the set of infinite places of F .
Let S and T be disjoint finite sets of places of F such that S ⊃ S∞. For a
finite abelian extension E of F , we write OE,S for the ring of SE-integers of E and
O×E,S,T for the group of units of OE,S congruent to 1 modulo all places in TE. For
a finite abelian extension E of F unramified outside S, we write ΘE,S,T (s) for the
Stickelberger function. Put
ΘE,S,T = ΘE,S,T (0) ∈ Q[Gal(E/F )].
Let v1, . . . , vr be distinct elements of S. Put V = {v1, . . . , vr}. Assume that V 6=
S. LetH be a finite abelian extension of F unramified outside S such that v1, . . . , vr
split completely in H/F . Fix places w1, . . . , wr of H lying above v1, . . . , vr. In Sec-
tion 3, we define a certain submodule ΛH,S,T of (
⊗r
ZO
×
H,S,T ) ⊗Z Z[Gal(H/F )].
The module ΛH,S,T is isomorphic to the Rubin-Stark lattice ΛS,T ⊂ Q∧rZ[Gal(H/F )]
O×H,S,T defined in [10]. Rubin-Stark conjecture is equivalent to the following con-
jecture (see Conjecture 4.1).
Conjecture 0.1 (Rubin-Stark conjecture, equivalent to Conjecture B in [10]). Let
R∞ : (
⊗r
ZO
×
H,S,T ) ⊗Z Z[Gal(H/F )] → R[Gal(H/F )] be a homomorphism defined
by
R∞(u1 ⊗ · · · ⊗ ur ⊗ [σ]) =
 r∏
j=1
− log |uj |wj
 [σ].
Then there exists a unique element ǫH,S,T,V ∈ ΛH,S,T such that
R∞(ǫH,S,T,V ) = lim
s→0
s−rΘH,S,T (s).
The element ǫH,S,T,V ∈ ΛH,S,T in Conjecture 0.1 is called Rubin-Stark element.
0.2. A refinement of Gross’s leading term conjecture. Let (H/F, S, T, (vi)i, (wi)i, )
be as in Section 0.1. Put V = {v1, . . . , vr}. Let K be a finite abelian extension
of F unramified outside S such that O×K,S,T is torsion free and H ⊂ K. Put
G = Gal(K/F ). By a result of Deligne-Ribet [7], ΘK,S,T is in Z[G]. Let Gv ⊂ G
be the decomposition group at a place v of F . For 1 ≤ j ≤ r, we denote by fj the
natural composite map
O×H,S,T →֒ H
× →֒ H×wj = F
×
vj
rec
−−→ Gvj →֒ G.
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For an abelian group A and a subgroup U of A, we write IU,A for the kernel of the
projection Z[A]→ Z[A/U ]. We put
I ′H = IGal(K/H),G ⊂ Z[G]
D′ =
∏
v∈V
IGv,G ⊂ Z[G].
The (usual) regulator
RH/F,S,T,G : (
r⊗
Z
O×H,S,T )⊗Z Z[Gal(H/F )]→ D
′/I ′HD
′
is a homomorphism defined by
RH/F,S,T,G(u1 ⊗ · · · ⊗ ur ⊗ [τ ]) = [τ ]
r∏
j=1
([fj(uj)]− [1]).
The Gross’s leading term conjecture is as follows.
Conjecture 0.2 (Gross’s leading term conjecture). We have
ΘK,S,T ≡ RH/F,S,T,G(ǫH,S,T,V ) (mod I
′
HD
′).
The original form of this conjecture was given by Gross [9] and refined by many
authors. This conjecture is one of such a refinement by the ideas of Tate [11],
Aoki [1] and Burns [2], and equivalent to MRS(K/H/F, S, T, ∅, V ) in [3]. Since
RH/F,S,T,G(ǫH,S,T,V ) ∈
∏
v∈V IGv ,G, this conjecture implies the following conjec-
ture.
Conjecture 0.3 (The order of vanishing part of Gross conjecture). We have
ΘK,S,T ∈ D
′.
Fix an open subgroup J of
∏
v∈S F
×
v which can be written as a direct product
of open subgroups
Jv ⊂ F
×
v (v ∈ S).
We denote by Υ(J) the set of finite abelian extensions E of F unramified outside
S such that J ⊂ ker(
∏
v∈S F
×
v
rec
−−→ Gal(E/F )). We assume that H ∈ Υ(J). For a
place v /∈ S of F , put Jv = O×v . For a place v of F , put N
(J)
v = F×v /Jv. Put
N
(J)
F = A
×
F /
∏
v
Jv =
∏
v
′
N (J)v
where A×F is the idele group of F and v runs all places of F . If there is no risk of
confusion, we simply write NF for N
(J)
F and Nv for N
(J)
v .
Put
D =
∏
v∈V
INv ,NF ⊂ Z[NF ]
IH = ker(Z[NF ]
rec
−−→ Z[Gal(H/F )])
IF× = ker(Z[NF ]→ Z⊗Z[F×] Z[NF ]).
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For 1 ≤ j ≤ r, we denote by ηj the natural composite map O
×
H,S,T →֒ H
× →֒
H×wj = F
×
vj → Nvj →֒ NF . We define the (enhanced) regulator map
RˆH/F,S,T,J : (
r⊗
Z
O×H,S,T )⊗Z Z[Gal(H/F )]→ D/IHD
by
u1 ⊗ · · · ⊗ ur ⊗ [σ] 7→ [σ¯]
r∏
j=1
([ηj(uj)]− [1])
where σ¯ ∈ NF is any element of rec−1(σ). If K ∈ Υ(J) then we have
RH/F,S,T,G = ϕ ◦ RˆH/F,S,T,J
where ϕ : Z[N
(J)
F ]→ Z[G] is a homomorphism induced by the reciprocity map.
Fix J =
∏
v∈V Jv ⊂
∏
v∈V F
×
v . Assume that K ∈ Υ(J). See the diagram
Z[NF ]/IF×D
f1
//
f2

Z[G]
f3

Z[NF ]/IHD
f4
// Z[G]/I ′HD
′
where f1, f4 are maps induced by the reciprocity map and f2, f3 are projections.
Note that ΘK,S,T is an element of Z[G] and RˆH/F,S,T,J(ǫH,S,T,V ) is an element of
Z[NF ]/IHD. Conjecture 0.2 is equivalent to the statement
f3(ΘK,S,T ) = f4(RˆH/F,S,T,J(ǫH,S,T,V )).
In this paper, under some conditions, we construct a special element ΘˆS,T,V,J of
Z[NF ]/IF×D such that f1(ΘˆS,T,V,J) = ΘK,S,T . Furthermore, we propose a conjec-
ture (see Conjecture 0.7 below)
f2(ΘˆS,T,V,J) = RˆH/F,S,T,J(ǫH,S,T,V ).
In Section 1, we introduce the notion of an (S, T, V, J)-Shintani datum. An (S, T, V, J)-
Shintani datum is a triple (F , ϕ, x) satisfying some conditions. Let (F , ϕ, x) be an
(S, T, V, J)-Shintani datum. In Section 1, we construct an element Q(F , ϕ, x) of
D/IF×D such that
f1(Q(F , ϕ, x)) = ΘK,S,T
for all K ∈ Υ(J). This gives a following theorem (see Theorem 1.11).
Theorem 0.4. If an (S, T, V, J)-Shntani datum exists then Conjecture 0.3 is true
for K ∈ Υ(J).
Thus the order of vanishing part of Gross’s conjecture is reduced to the existence
of an (S, T, V, J)-Shintani datum. The author hopes that this axiomatic approach
will lead to the full solution of the vanishing order part of Gross’s conjecture in
further investigations.
We say that a prime ideal η is degree one if Nη is a rational prime. Let us
consider the following conditions.
Definition 0.5. We say that (S, T, V ) satisfies (C1) if
• V 6⊃ S∞,
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• no prime of S has the same residue characteristic as any prime in T ,
• no two primes in T have the same residue characteristic,
• T contains at least two prime ideal of degree one, or T contains at least one
prime ideal η of degree one such that Nη ≥ n+ 2.
If (C1) holds then ΘE,S,T is in Z[Gal(E/F )] for any abelian extension E/F unram-
ified outside S.
In Section 2, for all J , we construct a certain Shintani datum (B,L, ϑ) under
the conditions that (S, T, V ) satisfies (C1). This gives an alternative proof of the
following theorem by Dasgupta and Spiess (see Corollary 2.17).
Theorem 0.6 ([6]). If (S, T, V )-satisfies (C1) then Conjecture 0.3 is true.
Assume that (S, T, V )-satisfies (C1). We define an element ΘˆS,T,V,J of D/IF×D
by
ΘˆS,T,V,J = Q(B,L, ϑ).
We propose a following conjecture (see Conjecture 4.2).
Conjecture 0.7. For all J ,
f2(ΘˆS,T,V,J) = RˆH/F,S,T,J(ǫH,S,T,V ).
This is a refinement of Conjecture 0.2.
0.3. Conjectural construction of localized Rubin-Stark element. Let ǫH,S,T,V
be the Rubin-Stark element. The natural composite maps
H× →֒ H×wj = F
×
vj → N
(J)
vj
induce a map
locJ :
r⊗
j=1
O×H,S,T ⊗Z Z[Gal(H/F )]→
r⊗
j=1
N (J)vj ⊗Z Z[Gal(H/F )].
Put
loc = (lim
←
J
locJ ) :
r⊗
j=1
O×H,S,T ⊗ZZ[Gal(H/F )]→ lim←
J
 r⊗
j=1
N (J)vj ⊗Z Z[Gal(H/F )]
 .
In Section 4, we give a conjectural exact formula for
loc(ǫH,S,T,V ) ∈ lim←
J
 r⊗
j=1
N (J)vj ⊗Z Z[Gal(H/F )]

by using ΘˆS,T,V,J (Conjecture 4.7). The conjectural construction of Gross-Stark
units due to Dasgupta [5] and Dasgupta-Spiess [6] can be regarded as the r = 1
case of our formula.
Acknowledgements. The author would like to thank Nobuo Sato and Takamichi
Sano for helpful discussions.
5
Notation
Throughout this paper, we use the same notation as in the introduction. We fix
a totally real field F , disjoint finite sets (S, T ) of places of F such that S ⊃ S∞,
a subset V = {v1, . . . , vr} ( S, and an open subgroup J =
∏
v∈S Jv ⊂
∏
v∈S F
×
v .
We put Sf = S \ S∞. We denote by Sub(V ) the category of subsets of V whose
morphism are inclusions. For U1 ⊂ U2 ⊂ V , r
U2
U1
means a unique element of
HomSub(V )op(U2, U1). We denote by Mod(F
×) the category of Z[F×]-modules.
Unadorned tensor products are over Z, except for Section 1. Unadorned tensor
products are over Z[F×] in Section 1. For a Z[F×]-module M , we denote ker(M →
M ⊗Z[F×] Z) by IM . Any map induced by the reciprocity map is denoted by rec.
For x ∈ F×, we define sgn(x) ∈ {±1} by
sgn(x) =
∏
v∈S∞
sgn(|x|v).
1. (S, T, V, J)-Shintani data and construction of Q(F , ϕ, x).
In this section, if we omit the subscript of ⊗, it means that the tensor product
is over Z[F×]. Let R be a functor from Sub(V )op to Mod(F×) defined by
R(W ) = Z[NF /
∏
v∈V \W
Nv].
Definition 1.1. Let F be a functor from Sub(V )op to Mod(F×), ϕ a natural
transform from F to R, and x an element of F(V )/IF(V ). We say that the triple
(F , ϕ, x) is a Shintani datum if the following conditions hold.
(1) Hi(F
×,FW ) = 0 for all i > 0 and W ⊂ V .
(2) For all W ( V , rVW (x¯) ∈ IF(W ) where x¯ ∈ F(V ) is a lift of x.
Definition 1.2. A Shintani datum (F , ϕ, x) is an (S, T, V, J)-Shintani datum if
rec(ϕ(x¯)) = ΘK,S,T
for all K ∈ Υ(J) where rec : Z[NF ] → Z[Gal(K/F )] is the map induced by the
reciprocity map and x¯ ∈ FV is a lift of x.
Let (F , ϕ, x) be a Shintani datum. In this section, we define an elementQ(F , ϕ, x) ∈
D/IF×D.
1.1. Definition of F(n). Let F be a functor from Sub(V )op to Mod(F×). We
put
F(k) =
⊕
W⊂V
#W=k
FW.
Let us fix the ordering of V . For W1,W2 ⊂ V , we define c(W1,W2) ∈ {0, 1,−1} by
c(W1,W2) =
{
(−1)i−1 W2 = {w1, . . . , wk} and W1 =W2 \ {wi}
0 otherwise
where w1 < · · · < wk. We define a homomorphism ∂ : F(k)→ F(k − 1) by
∂(x) =
∑
U⊂W
c(U,W ) 6=0
c(U,W )rWU (x) (x ∈ FW ).
We have ∂ ◦ ∂ = 0.
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1.2. Double complexes. Let (F , ϕ, x) be a Shintani datum. Let
· · · → I3 → I2 → I1 → I0 → Z→ 0
be a free resolution of Z in the category of Z[F×]-module. Put Fi,j = Ii ⊗ F(j)
and Ri,j = Ii ⊗R(j).
Let us consider the two complexes
...

...

...

F2,r //

F2,r−1 //

· · · // F2,0 //

0
F1,r //

F1,r−1 //

· · · // F1,0 //

0
F0,r // F0,r−1 // · · · // F0,0 // 0
and
...

...

...

R2,r //

R2,r−1 //

· · · // R2,0 //

0
R1,r //

R1,r−1 //

· · · // R1,0 //

0
R0,r // R0,r−1 // · · · // R0,0 // 0.
These complexes play an important role in our construction of Q(F , ϕ, x). We
denote the vertical (resp. horizontal) arrows by ∂v (resp. ∂h).
Proposition 1.3. The vertical sequence
· · · → F2,k → F1,k → F0,k
is exact for all k = 0, 1, . . . , r.
Proof. The claim is equivalent to the statement that
Hi(· · · → I2 ⊗Z[EV ] FW → I1 ⊗FW → I0 ⊗FW → 0) = 0
for all W ⊂ V and i ≥ 1 . We have
Hi(· · · → I2 ⊗Z[EV ] FW → I1 ⊗FW → I0 ⊗FW → 0)
=TorF
×
i (FW,Z)
=TorF
×
i (Z,FW )
=Hi(F
×,FW )
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Thus the claim follows from the definition. 
Proposition 1.4. The horizontal sequence
Rk,r → Rk,r−1 → · · · → Rk,0 → 0
is exact for all k ∈ Z.
Proof. It is enough to prove the exactness of R(r) → R(r − 1) → · · · → R(0)→ 0
since Ik is a free Z[F×]-module. Fix 0 ≤ m ≤ r − 1. Let us prove the exactness of
R(m+ 1)→ R(m)→ R(m− 1). We define the subspaces of R(m) by
R(k)(m) =
⊕
W⊂V
#W=m
{v1,...,vk}⊂W
R(W ) ⊂ R(m) (k = 0, . . . , r).
For k = 0, . . . , r − 1, let P (k) be the following statement:
If a ∈ R(k)(m)∩ker(∂) then there exists b ∈ R(m+1) such that a−∂(b) ∈ R(k+1)(m).
Let us prove P (k). Assume that a ∈ R(k)(m)∩ker(∂). Then a can be written as
a =
∑
W⊂V
#W=m
aW (aW ∈ R(W )).
Note that we have
rWW\{vj}aW = 0
for all j = 1, . . . , k and W ⊃ {v1, . . . , vk}. Put
a1 =
∑
W⊂V
#W=m
vk+1∈W
aW
and
a2 =
∑
W⊂V
#W=m
vk+1 /∈W
aW .
Then we have a = a1+a2. ForW ⊂ V such that#W = m and {v1, . . . , vk+1} ⊂W ,
Let bW ∈ R(W ) be any element such that
rWW\{vk+1}bW = C(W \ {vk+1},W )aW\{vk+1}
and
rWW\{vj}bW = 0 (j = 1, . . . , k).
Put
b =
∑
W⊂V
#W=m
{v1,...,vk+1}⊂W
bW .
Then we have
∂b− a2 ∈ R
(k+1)(m).
Since a1 ∈ R(k+1)(m), we have a − ∂b ∈ R(k+1)(m). Thus P (k) is proved. Since
R
(0)
m = Rm and R
(r)
m = {0}, the claim is proved. 
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1.3. Definition of Q(F , ϕ, x).
Definition 1.5. Let (F , ϕ, x) be a Shintani datum. Take aj ∈ Fj,r−j for each j =
0, 1, . . . , r and bj ∈ Rj,r−j+1 for each j = 1, . . . , r+1. We say that (a0, . . . , ar, b1, . . . , br+1)
is a compatible system for (F , ϕ, x) if
• a0 ∈ F(V ) is a lift of x ∈ F(V )/ (IF× ⊗F(V )),
• ∂v(aj+1) = ∂h(aj) (j = 0, 1, . . . , r − 1),
• and ∂h(bj) = ϕ(aj)− ∂v(bj+1) (j = 1, 2 . . . , r).
Proposition 1.6. Let (F , ϕ, x) be a Shintani datum. There exists a compatible
system for (F , ϕ, x).
Proof. The existence of a1 follows from the definition of Shintani data. For k =
2, . . . , r, the existence of ak follows from the exactness of the vertical sequence. For
k = r, r − 1, . . . , 1, the existence of bk follows from Proposition 1.4. 
Proposition 1.7. Let (F , ϕ, x) be a Shintani datum. If (a0, . . . , ar, b1, . . . , br+1) is
a compatible system for (F , ϕ, x), then
ϕ(a0)− ∂v(b1) ∈ D.
Proof. Note that the ideal D =
∏
v∈V INv ,NF is equal to
{x ∈ R(V ) | rVV \{v}(x) = 0 for all v ∈ V }.
Thus the proposition follows from
∂h(ϕ(a0)− ∂v(b1)) = 0.

Proposition 1.8. ϕ(a0)− ∂v(b1) (mod IF×D) does not depend on the choice of a
compatible system (a0, . . . , ar, b1, . . . , br+1).
Proof. Let (a′0, . . . , a
′
r, b
′
1, . . . , b
′
r) be another compatible system. Then there exists
cj ∈ Fj,r+1−j for j = 1, . . . , r + 1 and dj ∈ Rj,r+2−j for j = 2, . . . , r + 2 such that
a′0 = a0 + ∂v(c1)
a′j = aj + ∂v(cj+1) + ∂h(cj) (j = 1, . . . , r)
b′j = bj + ϕ(cj) + ∂h(dj)− ∂v(dj+1) (j = 2, . . . , r).
Put
e = ϕ(c1)− b
′
1 + b1 + ∂v(d2) ∈ R1,r.
Then we have e ∈ I1 ⊗Z[F×] D since ∂h(e) = 0. We have
ϕ(a′0)− ∂v(b
′
1)− ϕ(a0) + ∂v(b1) = ∂v(e) ∈ IF×D.
Thus the claim is proved. 
Definition 1.9. Let (F , ϕ, x) be a Shintani datum. We define Q(F , ϕ, x) ∈
D/ (IF×D) by
Q(F , ϕ, x) = ϕ(a0)− ∂v(b1)
where (a0, . . . , ar, b1, . . . , br+1) is a compatible system for (F , ϕ, x).
It is obvious that Q(F , ϕ, x) does not depend on the choice of a free resolution
· · · → I1 → I0 → Z→ 0.
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Proposition 1.10. Let F and G be functors from Sub(V )op to Mod(F×). Let
φ : F → G and ψ : G → R be natural transformations. Let x be an element of
F(V )/ (IF× ⊗F(V )). If (F , ψ ◦ φ, x) and (G, ψ, φV (x)) are Shintani data then
Q(F , ψ ◦ φ, x) = Q(G, ψ, φV (x)).
Proof. If (a0, . . . , ar, b1, . . . , br+1) is a compatible system for (F , ψ ◦ φ, x) then
(φ(a0), . . . , φ(ar), b1, . . . , br+1) is a compatible system for (G, ψ, φV (x)). Thus the
claim holds. 
Theorem 1.11. If an (S, T, V, J)-Shintani datum exists then
ΘE,S,T ∈
∏
v∈V
IGv ,G
for all E ∈ Υ(J).
Proof. Let (F , ϕ, x) be an (S, T, V )-Shintani datum and (a0, . . . , ar, b1, . . . , br+1) a
compatible system for (F , ϕ, x). Since (F , ϕ, x) is an (S, T, V )-Shintani datum, we
have
(1.1) rec(ϕ(a0)) = ΘE,S,T .
Since ϕ(a0)− ∂v(b1) ∈
∏
v∈V INv ,NF and ∂v(b1) ∈ IF× , we have
rec(ϕ(a0)) = rec(ϕ(a0)− ∂v(b1)) ∈
∏
v∈V
IGv,G.(1.2)
The theorem follows from (1.1) and (1.2). 
2. The construction of an (S, T, V, J)-Shintani datum (B,L, ϑ).
In this section, we construct an (S, T, V, J)-Shintani datum (B,L, ϑ) under the
Condition (C1). We assume (C1) throughout this section. We write T ′ for the
set of primes of F which have a same residue characteristic as some prime in T .
We write IF for the group of fractional ideals of F , I(S) for the group of fractional
ideals coprime to S, I(T ) for the group of fractional ideals coprime to T
′, I(S,T ) for
the group of fractional ideals coprime to S and T ′, P(T ) for the group of principal
fractional ideals coprime to T ′, F(S) for the group of elements of F
× coprime to S,
F(T ) for the group of elements of F
× coprime to T ′. For a finite set W of places of
F , we put NW =
∏
v∈W Nv. Put N
S =
∏′
v/∈S Nv =
∏′
v/∈S(F
×
v /O
×
v ). Note that we
have
NF = NS ⊕N
S .
We write iS : F
× → NF for the natural composite map F× → NS ⊂ NF , and
iS : F× → NF for the natural composite map F× → NS ⊂ NF . Note that
iS + i
S is equal to a diagonal map F× → NF . Let ι : IF → N
S ⊂ NF be the
unique homomorphism such that ι((x)) = iS(x) for all x ∈ F×. For W ⊂ V , put
W¯ = W + (S \ V ). For W ⊂ S∞, put XW =
∏
v∈W (F
×
v /R+). Put E = O
×
F . We
denote by E+ the group of totally positive units of F . We put n = [F : Q].
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2.1. Definition of B. For a non-empty set X , let Ck(X) denote a free Z-module
generated by the formal symbols
(x1, . . . , xk) (x1, . . . , xk ∈ X).
There is an exact sequence
· · · → C3(X)
d3−→ C2(X)
d2−→ C1(X)
d1−→ C0(X) ≃ Z
d0−→ 0
where
dm((x1, . . . , xm)) =
m∑
i=1
(−1)i−1(x1, . . . , x̂i, . . . , xm).
We put C(X) = Cn(X)/ ker(Cn(X)
dn−→ Cn−1(X)).
If a group A acts on X , we define the action of A to Ck(X) by
a(x1, . . . , xk) = (ax1, . . . , axk).
If A acts on X freely, there is a canonical isomorphism
(2.1) Hk−1(A,Z) ≃ d
−1
k (IA(Ck−1(X)))/(ker ∂k + IA(Ck(X)))
from the definition of the group homology.
For W ⊂ S∞ and g ∈ XW , put
Fg = F(T ) ∩ i
−1(g) (i : F× → XW is a diagonal map).
For W ⊂ S∞ and k ≥ 0, we define a Z[F(T )]-module Ck,W by the following way.
The underlying Z-module of Ck,W is⊕
g∈XW
Ck(Fg).
We write an element of Ck,W as∑
g∈XW
ΛgJgK (Λg ∈ Ck(Fg)).
We define the action of F(T ) to Ck,W by
[x](ΛJgK) = sgn(x) · (xΛ)JxgK (x ∈ F(T )).
For W ⊂ S∞, we define a Z[F(T )]-module KW by
Cn,W / ker(Cn,W
dn−→ Cn−1,W ).
For W ⊂ Sf , we denote by AW ⊂ Z[IF ] the Z[I(T )]-submodule generated by∏
p∈W
(1− [p])
∏
p∈T
(1−N(p)[p]).
For W ⊂ V , we define a Z[F(T )]-module MW by the following way. The under-
lying Z-module of MW is
KW¯∩S∞ ⊗AW¯∩Sf .
The action of F(T ) to MW is defined by
x(f ⊗ g) = xf ⊗ xg ((x, f, g) ∈ F(T ) ×KW¯∩S∞ ×AW¯∩S∞).
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Definition 2.1. We define a functor B : Sub(V )op →Mod(Z[F×]) by
B(W ) =
(
MW ⊗ Z[N
S ]⊗ Z[F×]
)
/N
where N is an Z-module spanned by
{x−1a⊗ iS(x)b ⊗ c− a⊗ b⊗ xc | x ∈ F(T ), a ∈ MW , b ∈ Z[N
S ], c ∈ Z[F×]}.
We define the action of F× to B(W ) by x(a ⊗ b⊗ c) = (a⊗ b⊗ xc).
2.2. Definition of functor β. For linearly independent vectors x1, . . . , xm ∈ F
over Q, we define the rational cone C(x1, . . . , xm) ⊂ F× by
C(x1, · · · , xm) = {
m∑
i=1
tixi | ti ∈ Q>0 for i = 1, . . . ,m}.
For W ⊂ S∞, we denote by KW the subgroup of Map(F,Z) spanned by
{1C(x1,...,xm) | m > 0, g ∈ XW , x1, . . . , xm ∈ Fg}.
For γ =
∑
j njbj ∈ Z[IF ], we put
1γ =
∑
j
nj1bj ∈Map(F,Z).
For W ⊂ Sf , we denote by AW the subgroup of Map(F,Z) spanned by {1γ | γ ∈
AW }. For W ⊂ V , we denote by MW the subgroup of Map(F
×,Z) spanned by
{f · g | (f, g) ∈ KW¯∩S∞ ×AW¯∩Sf }.
Definition 2.2. We define a functor β : Sub(V )op →Mod(Z[F×]) by
β(W ) =
(
MW ⊗ Z[N
S ]⊗ Z[F×]
)
/N
where N is an Z-module spanned by
{x−1a⊗ iS(x)b ⊗ c− a⊗ b⊗ xc | x ∈ F(T ), a ∈ MW , b ∈ Z[N
S ], c ∈ Z[F×]}
where
p : NF = NS ⊕N
S → NS
is the projection. We define the action of F× to β(W ) by x(a⊗b⊗c) = (a⊗b⊗xc).
2.3. Definition of natural transformation ξv,e : B → β. We use the Shintani
cocycle defined in [4]. Let us recall the construction of it. Let us fix a determinant
map det : Fn → Q. In this subsection, we fix an infinite place v ∈ S∞ \ V and
e ∈ {±1}. Let ρ be an embedding of F into R corresponding to v. Let w be a
unique element of F ⊗Q R such that
ρ′(w) =
{
e ρ′ = ρ
0 ρ′ 6= ρ
for all the embeddings ρ′ : F → R. For linearly independent vectors x1, . . . , xm ∈
F×, we define the cone C∞(x1, . . . , xm) ⊂ F ⊗Q R by
C∞(x1, . . . , xm) = {
m∑
i=1
tixi | ti ∈ R>0 for i = 1, . . . ,m}.
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The Shintani cocycle Ξv,e ∈ HomZ[F×](Cn(ρ
−1(R>0))⊕Cn(ρ−1(R<0)),Map(F×,Z))
is defined as Ξv,e(Λ(x1, . . . , xn)) = 0 if x1, . . . , xn ∈ F are linearly dependent over
Q and as
Ξv,e((x1, . . . , xn))(y) =sgn(det(x1, . . . , xn))×{
limǫ→0+ 1C∞(x1,...,xn)(y + ǫw) x1, . . . , xn are in ρ
−1(R>0)
limǫ→0+ 1C∞(x1,...,xn)(y − ǫw) x1, . . . , xn are in ρ
−1(R<0)
otherwise. The following theorem is proved in [4].
Theorem 2.3. Ξv,e satisfies the following cocycle relation:
Ξv,e(dn+1Λ(x1, . . . , xn+1)) = 0.
For W ⊂ V , we define φW,v,e : MW →MW by
φW,v,e(Λ ⊗ γ) = Ξv,e(j(Λ)) · 1γ ((Λ, γ) ∈ KW¯∩S∞ ×AW¯∩Sf )
where j : KW¯∩S∞ → C(F
×) is a map defined by
j(
∑
g
DgJgK) =
∑
g
Dg.
Note that j is not a Z[F(T )]-homomorphism since
j([x]Λ) = sgn(x)[x]j(Λ) ((x,Λ) ∈ KW¯∩S∞ × F(T )).
Definition 2.4. We define a natural transformation ξv,e from B to β by
ξv,e(W )(a⊗ b⊗ c) = φW,v,e(a)⊗ b⊗ c.
2.4. Definitions of natural transformations ψ : β → R and Lv,e : B → R.
For f ∈ MW , s = (sv)v∈W¯∩S∞ ∈ C
#(W¯∩S∞) and y ∈ NW¯ , define the Dirichlet
series ζf,y(s) by
ζf,y(s) =
∑
x∈i−1(y)
f(x)
∏
v∈W¯∞
|x|−svv
where i : F× → NW¯ is the diagonal map. The Dirichlet series ζf,y(s) converges
absolutely if ℜsv > 1 for all v ∈ W¯ ∩ S∞. The following statement can be proved
by the almost same way as that used in [5, Section 6.1].
Proposition 2.5. The Dirichlet series ζf,y(s) has an analytic continuation to a
meromorphic function on the hole CW∞ , and is holomorphic at s = 0. Furthermore
ζf,y(0) ∈ Z.
The conditions concerning T in Condition (C1) are used only for this proposition.
Since #{y ∈ NW¯ | ζf,y(0) 6= 0} <∞, the sum
ζf (s) =
∑
y∈NW¯
ζf,y(s)[y
−1] ∈ Z[NW¯ ]
is well-defined. Put ζf = ζf (0) ∈ Z[NW¯ ]. We define the natural transformation ψ
from β to R by
ψ(W )(f ⊗ a⊗ b) = i1(ζf )i2(a)i3(b) ((f, a, b) ∈MW × Z[N
S ]× Z[F×])
where i1 : Z[NW¯ ] → Z[NF /
∏
v∈V \W Nv], i2 : Z[N
S ] → Z[NF /
∏
v∈V \W Nv] and
i3 : Z[F
×] → Z[NF /
∏
v∈V \W Nv] are natural map. This map is well-defined
because i1(ζxf ) = iS(x)
−1i1(ζf ), i2(xa) = i
S(x)i2(a), and i3(xb) = xi3(b) for
x ∈ F(T ). We define a natural transformation Lv,e from B to R by Lv,e = ψ ◦ ξv,e.
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2.5. Definition of ϑ. Put X∞ = XS∞ . We denote by i∞ : F
× → X∞ the natural
diagonal map. Put g0 = i∞(1) ∈ X∞. For a subgroup A ⊂ F×, put
ZA = {D ∈ C(F
×) | dn(D) ∈ IA,A ⊗Z[A] Cn−1(F
×)}
UA = IA,A ⊗Z[A] C(F
×).
From a definition of group homology, there is a canonical isomorphism
ZA/UA ≃ Hn−1(A,Z).
Put
γA : ZA → ZA/UA ≃ Hn−1(E+,Z).
For a subgroup A ⊂ F× and c ∈ Hn−1(A,Z), we put
Y (c) = {D ∈ ZA | γA(D) = c}.
The following theorem is proved in [8].
Theorem 2.6. There exists a canonical generator η of Hn−1(E+,Z) such that∑
ǫ∈E+
Ξv,e(D)(xǫ) =
{
1 i∞(x) = g0
0 otherwise
for all D ∈ C(Fg0 ) ∩ Y (η) and x ∈ F
×.
We put δS,T =
∏
p∈Sf
(1− [p])
∏
p∈T (1−N(p)[p]). We denote by C
+
F the narrow
class group of F .
Definition 2.7. For a narrow ideal class C ∈ C+F , define ϑc ∈ B(V )/IB(V ) by
ϑC =
(
DJg0K⊗ a
−1δS,T
)
⊗ ι(a)⊗ 1
where a ∈ C ∩ I(T ) and D ∈ C(Fg0) ∩ Y (η). This definition does not depend on the
choice of a and D.
Definition 2.8. We define ϑ ∈ B(V )/IB(V ) by
ϑ =
∑
C∈C+
F
ϑC .
2.6. Proof that (B,L, ϑ) is a Shintani datum.
Proposition 2.9. Let a ∈ B(V ) be a lift of ϑ. For all v ∈ V , rVV \{v}(a) ∈ IB(V \
{v}).
Proof. Fix v ∈ V and D ∈ C(Fg0 ) ∩ Y (η). Let f : B(V )/IB(V ) → B(V \
{v})/IB(V \ {v}) be a homomorphism induced by rVV \{v}. What we want to prove
is that f(ϑ) = 0. We will consider the following three cases:
(1) v is finite,
(2) v is infinite and there exists ǫ ∈ E such that (ǫ)v < 0 and (ǫ)w > 0 for all
w ∈ S∞ − {v},
(3) v is infinite and there exists no such a ǫ ∈ E.
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In the case (1), put p = v. Put δS′,T =
∏
q∈Sf\{v}
(1− [q])
∏
q∈T (1 −N(q)[q]). For
C ∈ C+F , we put
ϑ
′
C =
(
DJg0K⊗ a
−1δS′,T
)
⊗ ι(a)⊗ 1 ∈ B(V \ {v})/IB(V \ {v})
where a ∈ C ∩ I(T ). Then ϑ
′
C does not depend on the choice of a. Since
f(ϑC) =
(
DJg0K⊗ a
−1δS,T
)
⊗ ι(a)⊗ 1
=
(
DJg0K⊗ (a
−1 − pa−1)δS,T
)
⊗ ι(a)⊗ 1
= ϑ
′
C − ϑ
′
p−1C ,
we have
f(ϑ) =
∑
C∈C+
F
ϑ′C −
∑
C∈C+
F
ϑ′p−1C = 0.
In the case (2), let E′ be a subgroup of E spanned by E+ ∪ {ǫ}. Note that E′ is
a free abelian group. Let g′0 ∈ XS∞\{v} be a projection of g0. It is enough to prove
that DJg′0K ∈ IE′,E′⊗Z[E′]
(
C(Fg′0)Jg
′
0K
)
. There exists an element D′ of C(Fg′0)∩ZE′
such that
(2.2) γE′(D) = γE′(2D
′).
Put D′′ = (1 + ǫ)D′. We have D′′ ∈ ZE′ because
(1 + [ǫ])IE′,E+ ⊂ IE+,E+ .
Thus we have
(2.3) D −D′′ ∈ ZE+.
From (2.2), we have
(2.4) γE′(D −D
′′) = 0.
From (2.3) and (2.4), we have D −D′′ ∈ UE+ . Thus we have
(2.5) (D −D′′)Jg′0K ∈ IE+,E+ ⊗Z[E+]
(
C(Fg′0 )Jg
′
0K
)
.
Since D′′ = (1 + ǫ)D′, we have
D′′Jg′0K = ([1]− [ǫ]) (D
′Jg′0K)(2.6)
∈ IE′,E′ ⊗Z[E′]
(
C(Fg′0)Jg
′
0K
)
.
From (2.5) and (2.6), we have
DJg′0K ∈ IE′,E′ ⊗Z[E′]
(
C(Fg′0)Jg
′
0K
)
.
Thus f(ϑ) = 0.
In the case (3), let x ∈ F(T ) be any element such that
sgn((x)v′ ) =
{
−1 v′ = v
1 v′ 6= v
for v′ ∈ S∞. Then, for all C ∈ C
+
F , we have
f(ϑC) + f(ϑ(x)C) = 0
since
ϑ(x)C =
(
DJg0K⊗ (xa)
−1δS,T
)
⊗ ι(xa)⊗ 1
= −
(
xDJxg0K⊗ (a)
−1δS,T
)
⊗ ι(a)⊗ 1 (a ∈ C ∩ I(T ))
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and
D − xD ∈ IE+,E+ ⊗Z[E+] C(Fg′0) (g
′
0 ∈ XS∞\{v} is the projection of g0).
Take P ⊂ C+F such that C
+
F = P ⊔ (x)P . We have
f(ϑ) =
∑
C∈P
(
f(ϑC) + f(ϑ(x)C)
)
= 0.

In the proofs of Lemma 2.10 and Proposition 1.4, we use Shapiro’s lemma many
times.
Lemma 2.10. For all W ( S∞ and i > 0, we have Hi(E,KW ) = 0.
Proof. Fix W ( S∞ and i > 0. From the definition, the sequence
· · · → Cn+2,W → Cn+1,W → Cn,W → KW → 0
is a free resolution of KW in the category of Z[E]-module. Thus we have
Hi(E,KW ) = Hi+n−1(E,C0,W ).
The set XW can be written as
XW = g1(E/E+) ⊔ · · · ⊔ gs(E/E+)
where g1, . . . , gs ∈ XW . For j = 1, . . . , s, put
Aj = ZJgjK ⊂ C0,W
and
A′j =
⊕
g∈gj(E/E+)
ZJgK ⊂ C0,W .
Put U = ker(E → XW ). Note that U is a free abelian group of rank n − 1 since
W 6= S∞. We have
Hi+n−1(E,C0,W ) =
s⊕
j=1
Hi+n−1(E,A
′
j)
=
s⊕
j=1
Hi+n−1(E,Aj ⊗Z[U ] Z[E])
=
s⊕
j=1
Hi+n−1(U,Aj).
Fix 1 ≤ j ≤ s. Note that the underlying Z-module of Aj is isomorphic to Z and
the action of U to Aj is defined by
xa = sgn(x)a ((x, a) ∈ U ×Aj).
Put U ′ = ker(U
sgn
−−→ {±1}). If U ′ = U then
Hi+n−1(U,Aj) ≃ ∧
i+n−1U = 0.
If U ′ 6= U then there exists a short exact sequence
0→ Z→ Z⊗Z[U ′] Z[U ]→ Aj → 0
of Z[U ]-modules. This short exact sequence induces the following exact sequence.
· · · → Hi+n−1(U
′,Z)→ Hi+n−1(U,Aj)→ Hi+n−2(U,Z)→ Hi+n−2(U
′,Z)→ · · · .
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Here we have
Hi+n−1(U
′,Z) = 0
and
ker (Hi+n−2(U,Z)→ Hi+n−2(U
′,Z)) = 0.
Thus Hi+n−1(U,Aj) = 0 and the claim is proved. 
Proposition 2.11. Hi(F
×, B(W )) = 0 for all i > 0 and W ⊂ V .
Proof. Fix W ⊂ V and i > 0. Let X ⊂ NS be the image of F(T ) under ι. We put
B′(W ) = MW ⊗ Z[X ]⊗ Z[F
×]/N ⊂ B(W ).
Then B(W ) is isomorphic to a direct sum of copies of B′(W ). So it is enough to
prove that
Hi(F
×, B′(W )) = 0
for the proof of the proposition. Let MW be a Z[F
×]-module and h : MW ≃ MW
a homomorphism of Z-module such that
x · h(a) = h(x−1a) (x, a) ∈ F× ×MW .
Then B′(W ) is isomorphic to MW ⊗Z[O×
F,S
] Z[F
×]. Therefore we have
Hi(F
×, B′(W )) = Hi(O
×
F,S ,MW ).
Note that Hi(O
×
F,S ,MW ) = 0 is equivalent to Hi(O
×
F,S ,MW ) = 0. Since MW is
isomorphic to a direct sum of copies of KW¯∩S∞ ⊗Z[E]Z[O
×
F,S ], it is enough to prove
that
Hi(O
×
F,S ,KW¯∩S∞ ⊗Z[E] Z[O
×
F,S ]) = 0.
Since we have
Hi(O
×
F,S ,KW¯∩S∞ ⊗Z[E] Z[O
×
F,S ]) = Hi(E,KW¯∩S∞)
and W¯ ∩ S∞ 6= S∞, the proposition follows from Lemma 2.10. 
From Proposition 2.9 and 2.11, we obtain the following proposition.
Proposition 2.12. The triple (B,L, ϑ) is a Shintani datum.
2.7. Proof that (B,L, ϑ) is an (S, T, V, J)-Shintani datum. Let E ∈ Υ(J).
First, let us recall the definition of the Stickelberger function ΘE,S,T (s).
Definition 2.13. The Stickelberger function ΘE,S,T (s) ∈ C[Gal(E/F )] is defined
by
ΘE,S,T (s) =
∑
χ∈Hom(Gal(E/F ),C×)
LS,T (χ, s)eχ¯
where LS,T (χ, s) is an analytic continuation of∏
p/∈S
(1 − χ(σp)N(p)
−s)
∏
p∈T
(1− χ(σp)N(p)
1−s)−1 (ℜ(s) > 1)
and
eχ¯ =
1
#Gal(E/F )
∑
σ∈Gal(E/F )
χ(σ)[σ] ∈ C[G].
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For integer ideal a, we put
cT (a) =
∏
p∈T
p⊂a
(1−N(p)).
Then the Stickelberger element can be written as
ΘE,S,T (s) =
∑
a∈I(S)
a⊂OF
cT (a)N(a)
−s[rec(ι(a))−1].
For C ∈ C+F , we put
ΘE,S,T (s, C) =
∑
a∈I(S)∩C
a⊂OF
cT (a)N(a)
−s[rec(ι(a))−1].
Lemma 2.14. We have
ΘE,S,T (0, C) = rec(Lv,e(θC)) ∈ Z[Gal(E/F )]
where θC ∈ B(V ) is a lift of ϑC .
Proof. Fix a ∈ C ∩ I(S,T ). Let D be any element of C(Fg0) ∩ Y (η). We put
θC =
(
DJg0K⊗ a
−1δS,T
)
⊗ ι(a)⊗ 1 ∈ B(V ).
Then θC is a lift of ϑC . We denote by F+ the set of totally positive elements. Since
any ideal b in C can be written as b = xa where x ∈ F+, we have
ΘE,S,T (s, C) =
∑
x∈(a−1∩F(S)∩F+)/E+
cT (xa)N(xa)
−s[rec(ι(xa))−1]
= N(a)−s[rec(ι(a)]
∑
x∈(a−1∩F(S)∩F+)/E+
cT (xa)N((x))
−s[rec(iS(x))].(2.7)
From the definition, we have
(2.8) 1a−1δS,T (x) =
{
cT (xa) x ∈ a−1 ∩ F(S)
0 x ∈ F \
(
a−1 ∩ F(S)
)
.
Since rec : A×F → Z[Gal(E/F )] vanishes on F
× ⊂ A×F , we have
(2.9) rec(iS(x)) = rec(iS(x))
−1 (x ∈ F×).
From (2.8), (2.9) and Theorem 2.6, we have∑
x∈(a−1∩F(S)∩F+)/E+
cT (xa)N((x))
−s[rec(iS(x))] =
∑
x∈a−1∩F(S)
Ξv,e(D)cT (xa)N((x))
−s[rec(iS(x))
−1]
=
∑
x∈F×
Ξv,e(D)(x) · 1a−1δS,T (x) ·N((x))
−s[rec(iS(x))
−1]
=
∑
x∈F×
φV,v,e(DJg0K⊗ a
−1δS,T )(x) ·N((x))
−s[rec(iS(x))
−1].(2.10)
Put
f = φV,v,e
(
DJg0K⊗ a
−1δS,T
)
.
From the definition, we have
ζf ((sv)v) =
∑
x∈F×
f(x)
∏
v∈S∞
|x|−svv [iS(x)
−1].
18
Thus
(2.11) rec(ζf ((s, . . . , s))) =
∑
x∈F×
f(x)N((x))−s[rec(iS(x))
−1].
From (2.7), (2.10) and (2.11), we have
ΘE,S,T (s, C) = N(a)
−s[rec(ι(a)] · rec(ζf (s, . . . , s)).
Thus
(2.12) ΘE,S,T (0, C) = rec(ζf [ι(a)]).
From the definition, we have
Lv,e(θC) = ψ(ξv,e(θC))
= ψ(f ⊗ ι(a)⊗ 1)
= ζf [ι(a)].(2.13)
From (2.12) and (2.13), we have
ΘE,S,T (0, C) = rec(Lv,e(θC)).

Lemma 2.15. We have
ΘE,S,T = rec(Lv,e(θ)) ∈ Z[Gal(E/F )]
where θ ∈ B(V ) is a lift of ϑ.
Proof. The claim follows from Lemma 2.14. 
From Proposition 2.12 and Lemma 2.15 we obtain the following theorem.
Theorem 2.16. The triple (B,L, ϑ) is an (S, T, V, J)-Shintani datum.
From this theorem and Theorem 1.11, we obtain the following corollary, which
was already proved in [6].
Corollary 2.17. If (S, T, V )-satisfies (C1) then
ΘE,S,T ∈
∏
v∈V
IGv ,G
for all finite abelian extensions E of F unramified outside S.
3. A certain submodule of (
⊗r
ZO
×
H,S,T )⊗Z Z[Gal(H/F )].
Let G be a finite abelian group. For a Z[G]-module N , we write QN for Q⊗ZN
and N [G] for N ⊗Z Z[G].
Definition 3.1. A Z[G]-lattice is a finitely generated Z[G]-module which is free as
Z-module.
Let M be a Z[G]-lattice. Define the action of G to (⊗rZM)[G] by
σ(m1 ⊗ · · · ⊗mr ⊗ [τ ]) = m1 ⊗ · · · ⊗mr ⊗ [στ ]
where m1, . . . ,mr ∈M and τ, σ ∈ G. For σ ∈ G, define cσ ∈ EndZ((⊗rZM)[G]) by
cσ(m1 ⊗ · · · ⊗mr ⊗ [τ ]) = m
σ
1 ⊗m2 ⊗ · · · ⊗mr ⊗ [τ ].
Let
Sr = {f : {1, . . . n} → {1, . . . , n} | f is a bijection}
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be the symmetric group of degree r. There is a natural action of Sr to (⊗rZM)[G].
We say that m ∈ (⊗rZM)[G] is antisymmetric if fm = sgn(f)m for all f ∈ Sr.
Definition 3.2. (M,G)r⋆ is the submodule of (⊗
r
ZM)[G] defined by
(M,G)r⋆ = {m ∈ (⊗
r
ZM)[G] : m is antisymmetric and cσ(m) = σm for all σ ∈ G}.
For ϕ1, . . . , ϕr ∈ HomZ[G](M,Z[G]), we define ϕ1∧· · ·∧ϕr ∈ HomZ[G](∧
r
Z[G]M,Z[G])
by
(ϕ1 ∧ · · · ∧ ϕr)(m1 ∧ · · · ∧mr) = det(ϕi(mj)) (m1, . . . ,mr ∈M).
In [10], Rubin defined ∧r0M ⊂ Q ∧
r
Z[G] M by
∧r0M = {m ∈ Q∧
r
Z[G]M : (ϕ1∧· · ·∧ϕr)(m) ∈ Z[G] for all ϕ1, . . . , ϕr ∈ HomZ[G](M,Z[G])}.
Define P ∈ HomZ[G]
(
Q ∧r
Z[G] M,Q(
⊗r
ZM)[G]
)
by
P (m1 ∧ · · · ∧mr) =
∑
f∈Sr
sgn(f)
r⊗
j=1
(
∑
σ∈G
mσ
−1
f(j)[σ]).
Proposition 3.3. ∧r0M and (M,G)
r
⋆ are isomorphic by P .
Proof. For l ∈ HomZ(M,Z), we define lˆ ∈ HomZ[G](M,Z[G]) by
lˆ(m) =
∑
σ∈G
l(mσ
−1
)[σ].
Note that we have
HomZ[G](M,Z[G]) = {lˆ | l ∈ HomZ(M,Z)}.
For l1, . . . , lr ∈ HomZ(M,Z), we have
(lˆ1 ∧ · · · ∧ lˆr) = (l1 ⊗ · · · ⊗ lr ⊗ id) ◦ P.
Therefore, for m ∈ Q ∧r
Z[G] M , we have
m ∈ ∧r0M ⇔ P (m) ∈ (
r⊗
Z
M)[G].
Thus it is enough to prove that P gives an isomorphism between Q ∧r
Z[G] M and
Q(M,G)r⋆. It is obvious that P (Q∧
r
Z[G]M) ⊂ Q(M,G)
r
⋆ from the definition. Define
Q¯ ∈ HomZ(Q(
⊗r
j=1M)[G],Q ∧
r
Z[G] M) by
Q¯(m1 ⊗ · · · ⊗mr[σ]) =
1
(#G)rr!
m1 ∧ · · · ∧m
σ
r .
Let Q ∈ HomZ(Q(M,G)r⋆,Q ∧
r
Z[G] M) be the restriction of Q¯. Let us prove that Q
is the inverse function of P . We have Q ◦ P = id since
Q(P (m1 ∧ · · · ∧mr)) = Q(
∑
f∈Sr
sgn(f)
r⊗
j=1
(
∑
σ∈G
mσ
−1
f(j)[σ]))
= m1 ∧ · · · ∧mr
for m1, . . . ,mr ∈M . Let us prove that P ◦Q = id. We define
R ∈ EndZ(Q(
r⊗
j=1
M)[G],Q(
r⊗
j=1
M)[G])
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by
R(m1⊗· · ·⊗mr⊗[τ ]) =
1
(#G)rr!
∑
f∈Sr
sgn(f)
∑
σ1,...,σr∈G
m
σ−11
f(1)⊗· · ·⊗m
σ−1r
f(r)[σ1 · · ·σrτ ]).
Then we have P ◦ Q¯ = R. since R(m) = m for all m ∈ Q(M,G)r⋆ , we have
P ◦Q = id. Thus the claim is proved. 
For χ ∈ Gˆ, we define rS(χ) ∈ Z≥r and eχ ∈ C[G] by
rS(χ) =
{
#{v ∈ S | χ(Gv) = 1} χ 6= 1
#S − 1 χ = 1
and
eχ =
1
#G
∑
γ∈G
χ(γ)[γ−1].
Let H be a finite abelian extension of F unramified outside S. We define
ΛH,S,T ⊂ (
⊗r
ZO
×
H,S,T )⊗Z Z[Gal(H/F )] by
ΛH,S,T = {α ∈ (O
×
H,S,T , G)
r
⋆ | eχα = 0 for all χ ∈ Gˆ such that rS(χ) > r}
where G = Gal(H/F ).
4. The conjecture
4.1. Refinement of Gross’s leading term conjecture. We fix an abelian ex-
tension H of F and places w1, . . . , wr of H lying above v1, . . . , vr. We assume that
H ∈ Υ(J) and that v1, . . . , vr split completely at H/F . We assume the following
conjecture.
Conjecture 4.1 (Rubin-Stark conjecture, equivalent to Conjecture B in [10]). Let
R∞ : (
⊗r
ZO
×
H,S,T ) ⊗Z Z[Gal(H/F )] → R[Gal(H/F )] be a homomorphism defined
by
R∞(u1 ⊗ · · · ⊗ ur ⊗ [σ]) =
 r∏
j=1
− log |uj|vj
 [σ].
Then there exists a unique element ǫH,S,T,V ∈ ΛH,S,T such that
R∞(ǫH,S,T,V ) = lim
s→0
s−rΘH,S,T (s).
Our main conjecture is as follows.
Conjecture 4.2. Assume that (S, T, V )-satisfies the condition (C1). Let ǫH,S,T,V
be as in Conjecture 4.1. Fix v ∈ S∞ \ V and e ∈ {±1}. Then the element
RˆH/F,S,T,J(ǫH,S,T,V ) ∈ D/IHD is equal to the projection of
Q(B,Lv,e, ϑ) ∈ D/IF×D.
Remark 4.3. We expect Q(B,Lv,e, ϑ) to be independent of the choice of v and e.
We conjecture that
(4.1) Hi(F
×, β(W )) = 0 (i > 0,W ⊂ V )
and that
(4.2) ξv,e(ϑ) = ξv′,e′(ϑ)
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for all v, v′, e, e′. If (4.1) and (4.2) are true then Q(B,Lv,e, ϑ) does not depend on
the choice of v and e since Q(B,Lv,e, ϑ) = Q(β, ψ, ξv,e(ϑ)) from Proposition 1.10.
Remark 4.4. Assume that (S, T, V )-satisfies the condition (C1). If Conjecture 4.2
is true then Conjecture 0.2 is true for all K ∈ Υ(J).
Let us take the inverse limit ←−
J
in Conjecture 4.2 . We assume that (S, T, V )-
satisfies the condition (C1). Fix v ∈ S∞ \V and e ∈ {±1}. To avoid the confusion,
we write D(J) for D, I
(D)
F× for IF× and I
(D)
H for IH . We put
ΘˆS,T,V,J = Q(B,Lv,e, ϑ) ∈ D
(J)/I
(J)
F×D
(J)
and
ΘˆS,T,V = lim←
J
ΘˆS,T,V,J ∈ lim←
J
(
D(J)/I
(J)
F×D
(J)
)
.
Let
pH : lim←
J
(
D(J)/I
(J)
F×D
(J)
)
→ lim
←
J
(
D(J)/I
(J)
H D
(J)
)
be a natural projection map. Put
RˆH/F,S,T = lim←
J
RˆH/F,S,T,J .
Conjecture 4.5. Let ǫH,S,T,V be as in Conjecture 4.1. The following equality holds.
pH(ΘˆS,T,V ) = RˆH/F,S,T (ǫH,S,T,V ).
Conjecture 4.2 and Conjecture 4.5 are equivalent.
4.2. Conjectural construction of localized Rubin-Stark element. Let us
give an interpretation of Conjecture 4.5 as a conjectural construction of localized
Rubin-Stark element. We assume that (S, T, V )-satisfies the condition (C1). Fix
v ∈ S∞ \ V and e ∈ {±1}. We put ΘˆS,T,V,J = Q(B,Lv,e, ϑ). The regulator map
RˆH/F,S,T factor through loc, i.e., there exists a unique homomorphism
RˆH/F,S,T : lim←
J
 r⊗
j=1
N (J)vj ⊗Z Z[Gal(H/F )]
→ lim
←
J
(
D(J)/I
(J)
H D
(J)
)
such that RˆH/F,S,T = RˆH/F,S,T ◦ loc. Define a homomorphism c¯J from Z[NF ] to⊗r
j=1N
(J)
vj ⊗Z Z[Gal(H/F )] by
c¯J([x]) = p1(x)⊗ · · · ⊗ pr(x) ⊗ [rec(x)]
where pj : N
(J)
F → N
(J)
vj are natural projections. The homomorphism c¯J vanishes
on I
(J)
H D
(J). Let
cJ : D
(J)/I
(J)
H D
(J) →
r⊗
j=1
N (J)vj ⊗Z Z[Gal(H/F )]
be the map induced from c¯J . Put
c =
(
lim
←
J
cJ
)
: lim
←
J
(
D(J)/I
(J)
H D
(J)
)
→ lim
←
J
 r⊗
j=1
N (J)vj ⊗Z Z[Gal(H/F )]
 .
Then c ◦ RˆH/F,S,T and RˆH/F,S,T ◦ c are identities.
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Definition 4.6. We define the analytic Rubin-Stark element
ǫanH,S,T,V ∈ lim←
J
 r⊗
j=1
N (J)vj ⊗Z Z[Gal(H/F )]

by
ǫanH,S,T,V = c ◦ pH(ΘˆS,T,V ).
Since RˆH/F,S,T ◦ c = id, we have pH(ΘˆS,T,V ) = RˆH/F,S,T (ǫ
an
H,S,T,V ).
Conjecture 4.7. Let ǫH,S,T,V be as in Conjecture 4.1. Then we have
loc(ǫH,S,T,V ) = ǫ
an
H,S,T,V .
Conjecture 4.5 and Conjecture 4.7 are equivalent.
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