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Abstract
The success of laser cooling and trapping led to an explosion of new physics and had
a major impact on atomic physics. However, the requirement of particles with simple
internal structure has limited its use to a few atomic species. Currently, atomic and
molecular physicists are looking to expand the scope of cold and ultracold physics
by developing new techniques that will produce cold samples of other atoms and
molecules.
One possible technique is the use of a modified straight Stark guide to filter the
slow moving molecules from a thermal source. Here I present such a technique and
the design of the necessary apparatus. Furthermore, I present experimental results
for creating a molecular source of nitric oxide (NO) whose temperature is controlled.
Results showing the effects of the guide on the lowest ro-vibrational states of NO
and a new technique for measuring the speed distribution of a cold molecular sample
are also discussed. Finally, the use of the guide to produce cold NO molecules at a
temperature of 7±2 K is described.
viii
Chapter 1
Introduction
The development of laser cooling and trapping of atoms and the formation of Bose-
Einstein Condensation[1, 2, 3] has led to an explosion of new physics. Both discover-
ies have received Nobel Prizes and produced an abundance of new fundamental and
applied physics, including Fermi degenerate gases[4], atom lasers[5], atomic clocks[6],
and atom interferometry[7]. However, due to limitations of laser cooling, only the
alkali-metal atoms and a few other atoms have been cooled using this technique.
Unfortunately, molecules and much of the periodic table have been left untouched.
Currently, atomic and molecular physicists are actively developing new tech-
niques to expand the scope of cold (T . 1 K) and ultracold (T . 1 mK) physics to
include molecules and other atoms. Some of these techniques are discussed in Chap-
ter 2. One technique to produce cold molecules uses an electric or magnetic guide
to extract the cold fraction or slow-moving particles from a Maxwell-Boltzmann
distribution of a thermal source. This technique is applicable to both atoms and
molecules provided the particle has a magnetic or an electric dipole moment, de-
pending on the type of guide being used. Since many molecules and atoms have one
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of these properties, the technique can be used with a wide variety of particles. In
the experiments described below, applicable molecules must have a sufficient electric
dipole moment and possible species include NH3 (1.5 Debye)[8], CO (.1 Debye)[9],
and OH (1.6 Debye)[10]. Furthermore, the technique is straightforward to implement
and extremely low-cost when compared to other cooling techniques.
In the chapters that follow, I will discuss the use of this technique to produce cold
nitric oxide (NO) molecules. In Chapter 3, the properties of molecules, specifically
NO, are discussed. This chapter also contains a brief description of the Stark effect
and how it pertains to NO. The design of the guide and apparatus used is described
in Chapter 4.
Chapters 5 and 6 describe the experimental work that was done in order to
show production of cold NO molecules. In Chapter 5, I discuss the data collection,
analysis techniques, and a detailed explanation of a new application of Rydberg time
of flight spectroscopy, namely the use of field stabilized Rydberg states to measure
the velocity distribution of cold molecules. Finally, Chapter 6 shows the results of
the experimental measurements.
2
Chapter 2
Cold Atoms and Molecules
2.1 Techniques
Atomic physicists have been developing techniques to cool atoms since the early
1980s. The first experiments involved cooling hydrogen using a helium-coated cell
that is cooled to milliKelvin temperatures[11]. The development of laser cooling[12,
13, 14] made dramatic impact in cooling of the alkali metals and a few other
atomic species. The use of these cooling techniques led to the design of magnetic
traps[15] to contain and further cool atoms through the development of evaporative
cooling[16, 17]. The combination of laser cooling, magnetic trapping, and evapo-
rative cooling lead to the creation of Bose-Einstein Condensation[1, 2, 3]. Today,
labs across the world use this combination of techniques to cool atoms. Recently,
new techniques have been developed to produce distributions of cold atoms. These
techniques include the use of a magnetic octupole filter[18, 19] and buffer gas cool-
ing of atoms[20]. New techniques are also being developed to produce distributions
of cold molecules (see reference [21]). These techniques include Stark slowing[22],
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buffer gas cooling of molecules[23], the use of a rapid rotor source[24], inelastic
collisional cooling[25], and velocity selection[26, 27]. Table 2.1 shows current re-
sults for these techniques. Two other techniques used to create cold molecules are
photoassociation[28] and the use of Feshbach resonances[29]. Both of these tech-
niques require laser cooled atoms in order to create cold molecules. Although these
methods have been used to produce molecules with µK temperatures, the molecules
to which this can be applied are limited to dimers and combinations of the alkali-
metal atoms and a few other atoms. Since a main goal of the development of new
techniques to create cold atoms and molecules is to expand the cold and ultracold
regime to atoms and molecules other than those that can be laser cooled, photoas-
sociation and Feshbach resonances are not discussed in this section.
2.1.1 Atoms
Laser cooling
Laser cooling is a method used for creating µK distributions of atoms. In a common
approach, atoms travel in a region with six laser beams. These beams are oriented
such that a set of two beams coincide with each of the three orthogonal axes. These
lasers are detuned to the red of the atomic resonance line. Therefore, whichever
direction an atom is propagating photons which opposes its motion are Doppler
shifted into resonance, and thus absorbed most often. Through conservation of
momentum, the absorbed photon’s momentum reduces the atom’s momentum, thus
decreasing its velocity and translational energy. When the excited atom decays, a
4
photon is emitted in a random direction and the atom regains the momentum of
the emitted photon. However, since the momentum lost is in the forward direction,
and the momentum gained is in a random direction, the momentum gained can
be averaged away. In order to do this, the atom must absorb tens of thousands
of photons. For efficient laser cooling, the transition must be nearly closed-cycle,
which means that all of the atoms decay to their original state. If this is not the
case, then another laser (or lasers) is (are) used to re-pump the atoms back to the
ground state from all the states to which the atoms can decay. For this reason,
atoms with the simplest structure (alkali-metals) are the easiest to laser cool. This
nearly closed-cycle requirement makes it difficult to apply laser cooling to molecules
because of their complex internal structure (see Chapter 3).
Magnetic octupole guide
Another technique that has produced ultracold atoms uses an apparatus called a
magnetic octupole guide and is applicable to all atoms that have a large magnetic
dipole moment. This technique is based on the principle that slow moving atoms
already exist in the speed distribution of an atomic beam. The magnetic octupole
guide consists of a series of magnet arrays arranged in a 90-degree arc. This ar-
rangement creates a continuous magnetic field that is zero at the center with a large
barrier. This type pf field causes the low-field seeking atoms (particles whose energy
increases with increasing field) to be guided around the arc, as they are repelled by
the large electric field barrier. Meanwhile, the fast-moving particles collide with the
walls, stick, and are filtered away. An advantage of this technique is that it does
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Technique Species Trans. Beam vel. Number Ref.
temp. (K) (m/s) density(cm−3)
Stark ND3 0.025 15 10
7 [22]
slowing CO - 98 - [32]
OH - 140 - [33]
YbF - 270 - [34]
Buffer gas CaH 0.4 x 108 [23]
cooling PbO, NH 4 x 1012 [35]
CaF 1.5 x 1013 [36]
Rapid rotor O2 <10 - - [24]
Collisions NO 0.4 - - [25]
Velocity H2CO, ND3 a few K - - [26]
selection NO 7 46 - this work
Table 2.1: Current experimental results for several techniques being used to create
cold molecules. A “-” means that no value was given in the listed reference. A “x”
means that this measurement is not applicable in the technique.
not require a “cooling” laser enabling the technique to be applied to atoms (and
molecules) for which laser cooling is not possible. Currently, only cold Li [18] and
Rb [19] atoms have been produced using this technique.
Buffer gas cooling
The use of a cold buffer gas to cool atoms is another technique currently being
used and developed. Several different types of atoms have been cooled using this
technique. These include Eu and Cr [20], Rb [30], and several of the rare earth
atoms[31]. Since this technique is also applicable to molecules, an explanation of
how these atoms are cooled can be found in Section 2.1.2.
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2.1.2 Molecules
Stark slowing
One way to obtain high densities of cold molecules is using a supersonic expansion
of molecules. The result of this expansion is a molecular beam with a narrow speed
distribution. However, the velocities of the molecules in the lab frame are typically
much greater than 250 m/s. Stark slowing [22, 32] is one method that has been
developed to try to reduce these velocities. To do this an array of electric fields,
called a Stark decelerator, is used to remove kinetic energy from polar molecules
via the Stark effect. This occurs because as the molecules enter the electric fields
their Stark energy is increased. Then, the fields are turned off rapidly, leaving
the molecules at a lower velocity. This process is then repeated down the entire
length of the decelerator, as the guides are turned on and off. The technique has
successfully slowed ND3[22] to 25 mK. Other molecules that have been slowed are
CO[32], OH[33], and YbF[34].
Buffer gas cooling
As previously mentioned, buffer gas cooling has been used to cool both atoms and
molecules[23, 35, 36]. Cooling is achieved through thermalization with a cold buffer
gas, usually 3He or 4He. As the atoms or molecules elastically collide with the
buffer gas, a small amount of its translational energy is carried away. To cool the
molecules to sub-Kelvin temperatures requires hundreds of collisions. This means
that the buffer gas must have a high density (1016cm−3) at a low temperature (0.25
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K), which is why 3He or 4He is used. Once the atoms or molecules are cooled, they
are loaded into a trap. This technique has been used to successfully cool CaH to
400 mK[23], PbO and NH to 4 K[35], and CaF to 1.5 K[36]. It is important to
note that even though buffer gas cooling has been shown to be applicable to a wide
variety of species, the current technique has a major disadvantage. The apparatus
used to perform the experiments is large, complicated, and expensive, limiting its
use to elite groups.
Other approaches
Other methods for producing cold molecules are the use of a rapid rotor source[37]
and inelastic collisional cooling[25]. The common feature of these techniques is that
their source of molecules is a supersonic expansion. In the rapid rotor technique, this
source is mounted near a high-speed rotor. This rotor provides a means to shift the
velocity distribution of the beam to slower or faster velocities. Using this technique,
O2 can be cooled to a translational temperature of 10 K[24]. The inelastic collision
technique relies on the collision of molecules from the supersonic expansion with Ar
atoms. Using this method, NO has been cooled to 400 mK[25].
Velocity selection
The method of state selection does not directly cool the molecules. Instead, it
relies on the fact that in a room-temperature Maxwell-Boltzmann gas there exists
a fraction of molecules that have translational energies in the sub-Kelvin range.
This fraction can be filtered off by using an apparatus like the previously mentioned
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magnetic octupole guide[18, 19] or an electric Stark guide [26, 38, 39]. Using this
method, distributions of ND3 and H2CO at a few Kelvin[26] have been produced.
The technique is relatively simple to implement as compared to other techniques,
though it requires polar or paramagnetic molecules to be effective.
2.2 Applications
The development of laser cooling and trapping has led to a number of achieve-
ments, including Bose Einstein Condensation[1, 2, 3], Fermi degenerate gases[4],
atom lasers[5], and atom interferometry[7]. Atomic and molecular physicists now
wish to duplicate, improve, or develop new applications with cold molecules because
molecules have a number of properties not found in atoms. For example, molecules
have both vibrational and rotational degrees of freedom and posses both electric and
magnetic dipole moments. In addition, there are proposed applications, specific to
cold molecules, such as precision spectroscopy and a method to improve the precision
in the measurement of the electric dipole moment (EDM) of the electron[35, 40, 41].
2.2.1 Spectroscopy
Molecular spectroscopic measurements are performed using a vapor cell or in a molec-
ular beam. These measurements often involve examining single ro-vibrational levels
and the precision of the measurement is limited by photon-counting statistics. In a
vapor cell, the vapor pressure curve determines the total number density, while the
Boltzmann distribution determines the population of individual rotational states.
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Furthermore, attempts to increase the counting rate by raising the cell temperature
lead to a larger number of rotational states being populated. In a molecular beam,
the molecules are typically cold, both internally and translationally, in a moving
frame. However, the beam velocity is very high in the lab frame, limiting the mea-
surements to the time, it takes the molecules to transverse the apparatus, which
affects photon statistics. Using molecules that are cold in both the moving and lab
frames results in an increase in the populations of the lowest rotational levels. In
addition, since the molecules are moving slowly, their interaction times are increased.
These properties would allow for improvements in ultra-high resolution molecular
spectroscopy and are relevant to the study of molecular structure. For example, cold
molecules could be used to study highly forbidden transitions.
2.2.2 Measuring the EDM
One particular application of precision spectroscopy is its use on heavy (high-Z atom)
molecules, such as PbO[40] and YbF[41], to determine the value of the electric dipole
moment (EDM) of the electron. Currently, the published experimental upper bound
on the measurement is 1.8 × 10−27e cm[42] and has already narrowed the number
of theoretical predictions beyond the standard model[43]. The use of molecules to
make this measurement could further reduce this bound for several reasons. First,
the EDM measurement requires that an unpaired electron be subject to an extremely
large electric field. For molecules like PbO and YbF, the internal fields are very large,
thus reducing the external fields needed. Second, the measurement requires that this
10
field be orient able. For molecules, the internal field is oriented in the laboratory
frame by orienting the molecular axis. Finally, using cooled molecules increases the
measurement times in the ground rotational state, leading to better statistics.
11
Chapter 3
Properties of Molecules and the Stark Effect
Diatomic molecules are good candidates for cooling because, while they are more
complicated than atoms, their structure is relatively simple as compared to poly-
atomic molecules. As the complexity of a molecule increases, the complexity of the
internal structure also increases. This means that there are more states that are
populated at low temperatures. Since most techniques only produce cold particles
using one or a few number of states, this complex internal structure can lead to a
reduction in the population of the state being cooled. To avoid this, many methods
used to obtain cold molecules, including the one presented in this work, use diatomic
molecules.
In this chapter, I will first briefly discuss the structure of diatomic molecules.
A more sophisticated approach can be found in references [44, 45, 46, 47]. Next,
I will discuss the general form of the Stark effect and how it effects the molecular
structure of diatomic molecules. Finally, in Section 3.3, I will examine the properties
of NO and will discuss the reasons for choosing NO. The structure of NO and the
requirements for allowed transitions will also be discussed.
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3.1 Structure of Diatomic Molecules
The description of the internal structure of molecules is significantly more compli-
cated than that of a single atom. However, this description is simplified by the fact
that the nuclei are much more massive than the electrons, thus their motion is much
slower. This means that the motion of the electrons can be considered to be about
fixed nuclei that are separated by a given distance. This large difference in mass
also allows the electronic and nuclear motions to be treated independently. The
discussion presented in Sections 3.1.1 and 3.1.2 is an overview of similar chapters in
references [44, 45, 46, 47].
3.1.1 Electron Terms
I will begin by examining the electronic motion in diatomic molecules. For all
molecules, the Born-Oppenheimer potential energy curves associated with the elec-
tronic energy are called the electron terms of the molecule. In the general molecular
case, the electron terms are a function of the distances between nuclei in the molecule
and the energy due to the electrostatic interaction between nuclei. In diatomics, how-
ever, the description of the energy levels is simpler because there are only two nuclei
and thus the energy levels are only a function of the internuclear distance r.
U(r) ≡ Energy due to electronic motion. (3.1)
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Recall that in atoms the value of the electronic orbital angular momentum L
is used to classify the atomic terms. In molecules, L is not conserved because
the electric field due to multiple nuclei is not spherically symmetric. However, in
diatomics, the field is symmetric about the internuclear axis nˆ. This means that the
projection of L onto this axis is conserved. The absolute value of this projection is
denoted by Λ and takes the values
Λ = 0, 1, 2, . . . . (3.2)
Analogous to the atomic term classification, where increasing values of L (i.e. 0,
1, 2, 3, etc.) correspond to the letters S, P, D, F, etc., the same values of Λ are
represented by the corresponding Greek letters. That is, if Λ = 0, 1, 2, then the
corresponding term letters are Σ, Π, and ∆.
Each electron term is characterized by the total spin S of all the electrons in the
molecule. The degeneracy, or multiplicity, of the term is given by 2S+1. This value
is written as a superscript before the term letter so that the term symbol appears as
2S+1Λ. (3.3)
Therefore, the symbol 2Π denotes a term with Λ = 1 and S = 1
2
.
Due to the intrinsic symmetry of diatomic molecules, it is possible to rotate them
through any angle about the internuclear axis without changing their electronic
energy. This symmetry also allows for reflections in any plane that contains the
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internuclear axis. If such a reflection is made, then the energy of the molecule
also goes unchanged. However, the new state of the molecule is not identical to
the original state. Such a reflection changes the direction of the projection of the
electronic orbital angular momentum. Thus, electronic terms with Λ 6= 0 are doubly
degenerate. That is, for each value of the energy, there correspond two states that
differ only by the direction of Λ. For the case when Λ = 0, the terms are not
degenerate. In this case, a reflection of the molecule only changes the wave function
by the multiple of a constant. Since a double reflection must return the molecule
to its original state, this constant is ±1. To distinguish between terms whose wave
function change sign upon reflection and those that do not, a superscript “-” is
placed after the term for the former (i.e. Σ−) and a superscript “+” for the latter
(i.e. Σ+).
3.1.2 Vibrational and Rotational Structure
I now consider the nuclear motion of the molecule for a given electronic state. This
motion consists of translations of the molecule, rotations of the molecule about its
center of mass, and vibrations of the nuclei about their equilibrium position. The
translational motion can be disregarded by simply fixing the center of mass. This
means that the molecule moves like a free particle in the absence of external fields.
The simplest type of molecules to examine when describing rotational and vi-
brational structure are those that have total spin of zero. For these molecules, the
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rotational motion can be reduced to the motion of a particle, with mass µ[48], moving
in a potential field. In this case, the effective potential is given by
UE = U(r) + Uc (3.4)
where Uc is the centrifugal or rotational potential energy. The rotational Hamilto-
nian is then given by
Hr =
~2
2mr2
( ~N − ~L)2. (3.5)
Here ~N is the total orbital angular momentum excluding electronic and nuclear spin
of the molecule, i.e.
~N = ~L+ ~R (3.6)
where ~R is the rotational angular momentum of the molecule. Operating on the
given electron state (for a particular r), the rotational potential energy is given by
Uc = B(r)[N(N + 1) − 2~L · ~N + ~L2] (3.7)
where B(r) = ~
2
2mr2
. Here I have assumed that ~N is a good quantum number for
the particular electronic state. Since Λ is also a good quantum number, one can
determine that the final two terms in Eq. 3.7 are functions of r and independent of
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~N . Thus, by including these in the electron energy term U(r), the effective potential
becomes
UE = U(r) +B(r)N(N + 1). (3.8)
The vibrational motion in the molecule is due to vibrations of the nuclei about
their equilibrium positions. To calculate the change in the effective potential due
to this motion, a power series expansion of U(r) about δ = r − re, where re is the
equilibrium distance, is used. This expansion yields
U(r) = Ue +
1
2
µω2eδ
2 (3.9)
where Ue = U(re) and ωe is the vibrational frequency. Note that this approximation
is only valid for low-lying vibrational states and molecules whose electronic energy
can be approximated by a simple harmonic potential. This leads to an effective
potential of
UE = Ue +BeN(N + 1) +
1
2
µω2eδ
2 (3.10)
where Be =
~2
2mr2e
and is often called the rotational constant.
Solving the one-dimensional Schro¨dinger equation using this effective potential
yields energy levels given by
E = Ue +BeN(N + 1) + ~ωe(v +
1
2
). (3.11)
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Here I have introduced the vibrational quantum number v, which takes the values
v = 0, 1, 2, . . . and is used to denumerate the energy levels for a given value of N
in increasing order. One can see from Eq. 3.11 that in this approximation the
energy levels are made up of three parts. The first term corresponds to the electron
energy Eel. The second term is the energy due to the rotation of the molecule or
rotational energy Erot, and the third term is the molecule’s vibrational energy Ev
due to vibrations of the nuclei within the molecule.
To determine the spacing between energy levels, consider the relationship of
each term of Eq. 3.11 with the reduced mass µ. In the rotational term, Be is
proportional to 1/µ, which means that the interval between rotational levels ∆Erot
is also proportional to 1/µ. For the vibrational term, which is the solution to the
one-dimensional harmonic oscillator, ωe is proportional to 1/
√
µ, and therefore, so
is the vibrational level splitting ∆Ev. Finally, the electronic energy level separation
∆Eel is independent of µ. Recalling that the nuclei are much more massive than the
electrons, which means µmel, where mel is the electron mass, we find
∆Eel  ∆Ev  ∆Erot. (3.12)
This shows that the vibrational motion creates closely spaced energy levels in each
electron term, while the rotational motion causes the vibrational levels to exhibit
splitting.
I now consider diatomic molecules with non-zero spin S. These types of molecules
are classified by a system known as Hund’s cases. This system classifies the molecules
18
by the strength of the coupling of certain angular momenta of the molecule. However,
molecules do not often fall into one case because different electronic terms fall into
different Hund’s cases. Furthermore, some molecules have electronic terms that fall
into an intermediate case.
Hund’s case (a)
In a Hund’s case (a) molecule, the strongest couplings occur between the internu-
clear axis and the total spin, as well as the axis and the electronic orbital angular
momentum. Recall, that the latter results in the projection of the electronic or-
bital angular momentum, denoted Λ, being a good quantum number. Similarly, for
molecules in this case, the projection of S onto the axis, denoted Σ, is also a good
quantum number. Σ takes the values S, S − 1, . . . ,−S and is considered positive if
it points in the same direction as Λ. The sum of the two projections gives the total
angular momentum of the electrons. This momenta is denoted by Ω and takes the
values
Ω = Λ + Σ,Λ + Σ− 1, . . . ,Λ− Σ. (3.13)
Introducing Ω leads to a fine structure splitting of the electronic terms. This
occurs because the electronic terms are already 2S + 1 degenerate, but now the
2S + 1 levels can have different values of Ω. Note that Ω is often written as a
subscript to the symbol for the electron term. For example, for Λ = 1 and S = 1
2
,
the possible terms are 2Π1/2 and
2Π3/2.
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The rotational structure of the molecule is also affected by the coupling of S to
the molecular axis. The rotational structure is characterized by the total angular
momentum excluding nuclear spin ~J of the molecule. Thus,
~J = ~L + ~S + ~R, (3.14)
and takes the values
J ≥| Ω | . (3.15)
Knowing this, one can calculate the energy levels for the electronic terms associated
with this case. This is done similarly to the previous derivation for terms with S = 0.
However, in this case, the fine structure of the electronic terms must be taken into
account. A detailed explanation of this is found in reference [44].
Hund’s case (b)
Many of the electronic terms with Hund’s case (b) classification have Λ = 0, which
means they are Σ terms. In this case, the total spin is more strongly coupled to the
rotational angular momentum of the molecule than to the molecular axis. Because
of this, J , the total angular momentum excluding nuclear spin, and the total orbital
angular momentum N are conserved. Furthermore, the two are related by
~J = ~N + ~S. (3.16)
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If the interaction between the spin and the axis is taken into account, then the
energy levels split into 2S+1 terms, which differ in their value of J . The range of J
is given by
| N − S |< J < N + S. (3.17)
It is important to note that this splitting is due to a different interaction for
molecules with S = 1
2
. For S 6= 1
2
molecules the splitting is due to the first order
approximation of the spin-spin interaction. However, molecules with S = 1
2
are not
split by either the spin-orbit or spin-spin interaction, but by the interaction of the
spin with the rotation of the molecule. The energy levels due to this interaction for
a 2Σ term are given by [44]
E = Ue +BeN(N + 1) + ~ωe(v +
1
2
)
+
1
2
γ[J(J + 1) −N(N + 1) − S(S + 1)], (3.18)
where γ is called the spin-rotation constant and is determined by the geometry of
the molecule. Further discussion on how to calculate this energy and the energy
level expressions for Λ = 0, S = 1
2
molecules is found in references [44, 49].
Intermediate Hund’s cases
The Hund’s cases are ideal classifications in which many molecules can be approxi-
mately placed. However, there are molecules that fall in between two cases. These
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molecules are said to have intermediate coupling. The most common intermediate
coupling is between cases (a) and (b). An electronic term with this coupling has
the characteristic that the interval between adjacent rotational levels increases with
increasing rotational quantum number R. This means that for low rotational lev-
els, the term is considered case (a), but when this interval becomes larger than the
energy associated with interaction between the total spin and the internuclear axis,
the electron term is then considered to be case (b).
Λ-doubling
As explained above, electron terms with Λ 6= 0 are doubly degenerate when the
effects of the rotating molecule are ignored. However, when these effects are taken
into account, there is an interaction between the electron state and the rotation.
This interaction causes the doubly degenerate states to split into two closely spaced
levels. These levels are often labeled e and f [50], and the effect is called Λ-doubling
because it only occurs for electron terms with Λ 6= 0.
The change in energy caused by Λ-doublet splitting is calculated in references
[44, 46, 47]. For electron terms with Λ=1, S = 1
2
, i.e. 2Π states, and Hund’s case
(a) classification, the splitting is given by[46]
a(J +
1
2
), for Ω =
1
2
, (3.19)
b(J2 +
1
4
)(J +
3
2
), for Ω =
3
2
, (3.20)
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where a and b are the Λ-doubling constants. The equations needed to determine these
constants are also found in reference [46]. For Λ=1 terms with case (b) classification,
the energy is given by[46]
cN(N + 1), (3.21)
where c is also a Λ-doubling constant. The numerical values of these Λ-doublet
splittings are often on the order of a fraction of a cm−1.
3.2 The Stark Effect
In the previous section, I described the structure of all molecules in the presence of
no external fields. Now I will consider the effect of an external electric field on this
structure. Specifically, I will examine the effects on a Hund’s case (a) molecule. This
type of molecule is discussed because the low-lying rotational levels of the ground
state of nitric oxide (NO) fall into this classification.
Consider a static, homogeneous electric field of strength E that points along the
z-axis in the lab frame. When this field interacts with the permanent electric dipole
moment ~µ of the molecule, the molecular Hamiltonian is perturbed by
−~µ · ~E = −µE cos θ, (3.22)
where θ is the angle between the dipole direction and the direction of ~E . From the
symmetry properties of this perturbation, one finds that states with different values
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of Ω cannot couple. However, the symmetry properties do allow the e and f states
to couple.
In past literature[51, 52], the Stark effect in NO was calculated using either first-
order or second-order perturbation theory. First-order theory, or the linear Stark
effect, is valid when the Stark interaction energy is large compared to the Λ-doublet
splitting. The quadratic Stark effect, which results from second-order perturbation
theory, can be applied when the Stark energy is small compared to the Λ-doublet
splitting. In this case, the linear Stark shift is zero because in this approximation
the states are non-degenerate.
A third method of calculating the Stark effect in NO is introduced in reference
[53]. This method models each Λ-doublet in NO as a two-state system and will
henceforth be referred to as the two-state model. To determine the Stark shift, the
two-state model diagonalizes the Stark Hamiltonian, Eq. 3.22, assuming only that
the Λ-doublet splitting and the Stark energies are small compared to the interval
between ro-vibronic levels. The resulting Stark shift of the energy levels of the e/f
states due to this model is given by[53]
∆EEv,J,MJ ,Ω =
1
2
√
4|HEv,J,MJ ,Ω|2 + (∆fev,J,Ω)2, (3.23)
where HEv,J,MJ ,Ω is the Stark matrix element, which is given by
HEv,J,MJ ,Ω = 〈e| − µE cos θ |f〉 (3.24)
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and ∆fev,J,Ω is the Λ-doublet splitting. Therefore, the Stark energy is given by[53]
E
e/f
v,J,MJ ,Ω
= Ev,J,Ω ±∆EEv,J,MJ ,Ω, (3.25)
where Ev,J,Ω is the zero-field energy of the ro-vibronic state, and the + sign corre-
sponds to the f state and the - sign to the e state. These equations show that the
Stark effect increases the energies of the upper (f) states and decreases the energies
of the lower (e) states.
In the experiments described in Chapter 6, only the two-state model is accurate
over the entire range of field strengths used. Although the quadratic Stark effect in
NO is applicable at field strengths less than a few kV/cm, it breaks down above this
limit. On the other hand, the linear Stark effect is valid only for high field strengths
since it requires that the Stark shifts be greater than the Λ-doublet splitting. These
points, as well as a thorough derivation of the Stark shifts that correspond to the
these models, are found in reference [53] and Appendix C.
3.3 Nitric Oxide
The nitric oxide (NO) molecule was chosen for the experiments in Chapter 6 for
several reasons. First, NO is one of the most thoroughly studied molecules and
has a well characterized spectroscopy[54]. Second, it has a well established, sensitive
detection scheme. In addition, NO is a polar molecule with a large enough dipole mo-
ment that it can be manipulated by electric fields. (In NO, the dipole moment of the
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Figure 3.1: Vapor pressure curve of nitric oxide (NO)[58].
ground vibrational state has been determined experimentally to be approximately
0.15 Debye [55, 56, 57]). Another property that makes NO a desirable candidate is
that it also has a magnetic dipole moment. This characteristic is not necessary for
the experiments described here; however, any future work involving magnetic traps
will make use of this quality. Finally, Figure 3.1 shows that NO has a high-vapor
pressure at low temperatures. For example at 54K the vapor pressure of NO is 10−6
Torr. This allows NO to be cooled, via the process explained in Section 4.1.2, to
well below 100 K and still be a viable source for the experiments.
Nitric oxide is a stable, open-shell molecule with an odd number of electrons and
has a 2Π ground state. In terms of the quantum numbers discussed earlier in this
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chapter, this means that the ground state has Λ = 1 and S = 1
2
. The electronic
spin-orbit interaction causes the state to have multiplet splitting, with Ω = 1
2
, 3
2
. For
NO, the 2Π1/2 state is the lower state, and its lowest vibrational level is separated
from the lowest vibrational state of the 2Π3/2 state by approximately 123 cm
−1[47].
In the ground state of NO, the coupling between the internuclear axis and the
total spin is strong enough that the state is classified, at least for low-lying rota-
tional states, as Hund’s case (a). In fact, the 2Π3/2 state can be accurately described
as Hund’s case (a) for all rotational states. On the other hand, the 2Π1/2 state is
better classified by the intermediate (a)-(b) case. Recall, that in an electronic state
with Λ 6= 0, the rotational levels are split into two nearly degenerate levels due to
Λ-doublet splitting, which was first observed in NO in 1953[56]. These levels have
opposite total parity, where the total parity operator inverts all spatial coordinates
of all particles in a space fixed reference frame[49]. This splitting increases with in-
creasing J and leads to the intermediate classification. However, low-lying rotational
levels can be approximated as purely case (a). Finally, to describe the levels in the
2Π1/2 ground state of NO, one only needs to know the vibrational (v), total angular
momentum excluding nuclear spin (J), and Λ-doubling (e/f) quantum numbers,
with the kets for this state given by |v, J, e/f〉. Using Eq. 3.25, the energy levels of
these states as a function of field strength can be calculated. Figure 3.2 shows the
results of this calculation for both the J = 1/2 and J = 3/2 rotational levels of the
2Π1/2 state as well as the J = 3/2 and J = 5/2 levels of the
2Π3/2 state. In both
cases the ground vibrational level (v = 0) is considered.
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Figure 3.2: The dc Stark shift for the two lowest ro-vibronic levels of the 2Π1/2
and 2Π3/2 states of NO as a function of applied electric field strength. The states
whose energy increase with increasing field strength correspond to the f state of the
Λ-doublet and are said to be low-field seeking. Those whose energy decrease with
increasing field strength correspond to the e state of the Λ-doublet and are said to
be high-field seeking.[53].
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In the experiments described in Chapter 6, the transition observed is from the
2Π1/2 ground state, often called the X state, to the first electronically excited state,
or A state, of NO. In the first electronically excited state, the projection of the
electronic orbital angular momentum is Λ = 0 and the total spin is S = 1
2
, thus
making it a 2Σ state. This state can be accurately described as Hund’s case (b)
and, as mentioned above, exhibits a splitting due to the spin-rotation interaction.
Recall that for a 2Σ state N is a good quantum number. Therefore, as described
previously, for each N > 0, there are two sublevels with different values of J but
same total parity, given by
J = N − 1
2
and J = N +
1
2
. (3.26)
The energy of the levels is determined using Eq. 3.18, and levels are described by
the ket |v, J,N〉[39].
There are two dipole selection rules that govern transitions between ro-vibronic
states in NO. One rule places a requirement on the change in the total angular
momentum quantum number. It says that[50]
∆J = 0,±1, (3.27)
where the three values of ∆J = −1, 0, 1 correspond to the P, Q, and R branches,
respectively. This means that allowed transitions occur only between energy levels
where this is the case. The second rule requires that the total parity of the final
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state be the opposite of the total parity of the initial state. In the ground state, the
total parity of the ro-vibronic states is determined by the parity of the Λ-doublet
splitting, which alternate with increasing J . The total parity of the ro-vibrational
levels of the first excited state is determined by (−1)N .
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Chapter 4
Apparatus
This section describes the apparatus used for the experiments outlined above. A
considerable amount of time was devoted to the design and construction of the ap-
paratus, optimizing functionality and changeability. The current apparatus consists
of three regions: the source chamber, the guide, and the detection region. Figure 4.1
shows the entire schematic of this apparatus. The parts that make up each region
as well as any operating techniques that are used for all experiments are described
in detail.
4.1 Source Chamber
The source chamber is a 13 inch tee and contains the cryogenic refrigerator and
the copper can assembly. A 250 l/s turbo pump pumps this tee, which is backed
by a mechanical pump and, in conjunction with the refrigerator, is able to achieve
pressures around 3 × 10−9 Torr. Another necessary part of the source chamber is
the manifold, which controls the flow and pressure of incoming room temperature
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Figure 4.1: A schematic of the apparatus.
gas. A pair of resistive temperature sensors, a resistive heater, and a controller
manufactured by LakeShore cryogenics monitors and controls the temperature of the
internal system. By working simultaneously, these three apparatus and the control
mechanism make it possible to control the temperature of the incoming molecule
source.
4.1.1 Cryogenic refrigerator
The main cooling device in the source chamber is a cryogenic refrigerator (cryo
pump) manufactured by Helix Technologies. The cryo pump has two stages. The
first stage of the pump is capable of reaching temperatures near 4 K, while the sec-
ond stage achieves temperatures near 77 K. This refrigerator works by compressing
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helium gas using a piston mechanism located inside the refrigerator. Note that the
temperatures mentioned above are only achieved when there is no load (other in-
strumentation) attached to the cryo pump. In order to reach similar temperatures
with a load present, there are many factors that must be considered. First, the mass
of the load must be minimized. Second, the surface area of the load that is in con-
tact with the cryo pump must be maximized. Finally, expansion and contraction of
the materials must be taken into account to ensure that the load stays in constant
contact with the cryo pump. In order to ensure that this occurs, a thin layer of
Indium foil is placed between the load and the stage of the cryo pump where the
load is attached. A load with these specifications is cooled much more efficiently by
the cryo pump, which leads to better cooling and temperature stabilization. The
current apparatus also uses a radiation shield. The radiation shield is constructed
from two copper cylinders and is attached to the second stage of the refrigerator.
This “cold shield” reduces the amount of room temperature radiation that reaches
the load, improving cooling.
In the apparatus, the cryo pump has three main purposes. First, it cools the
incoming nitric oxide, which is explained in Section 4.1.2. Second, it cools the copper
can assembly and guide, allowing for further thermal cooling of the incoming nitric
oxide. Finally, it acts as a pump inside the source chamber, decreasing the pressure
as particles out gassed from other parts of the apparatus stick to its surface. Overall,
the cryo pump plays an important role in the cooling and creating of ultracold
molecules.
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Figure 4.2: A design view of the copper can assembly.
4.1.2 Copper can assembly
Figure 4.2 shows the copper can assembly. This assembly consists of three parts:
the source tube, the cold clamp, and the copper can. The source tube is a 1/8
inch outer diameter stainless steel tube that transports the NO from the manifold
to the copper can. This tube has an inner diameter of 1/16 inch to reduce “freeze
out” of the NO when the tube is cooled. “Freeze out” occurs when enough NO gas
condenses on the walls of the tube and causes the output to be clogged or blocked,
restricting flow. The tube is connected to the manifold using Teflon tubing to reduce
heat transfer between the room and the source tube.
The source tube is cooled by clamping it to the cryo pump with a circular double
clamp constructed from aluminum. The clamp is located between the two stages of
the cryo pump, and a resistive temperature sensor connected to a resistive heater
through a feedback loop controls its temperature. To maintain temperatures around
77 K, it is necessary to minimize the contact points between the clamp and the cryo
pump. To do this, the inner surface of the clamp is grooved, leaving a 1/16 inch
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ridge on either side for contact with the cryo pump. In addition to this detail, the
resistive heater is attached using indium foil between its casing and the clamp. As
the NO passes through the region where the clamp is attached, it thermalizes with
the walls of the tube and is cooled to the desired temperature. With this design,
I was able to set and maintain temperatures between 65 K and 90 K with 0.1 K
precision.
The copper can consists of a 3 inch diameter copper cylinder that is 5 inches in
length. The cylinder has a wall thickness of 1/16 inch and is closed at both ends.
One end of the cylinder is removable and has a 1 inch bore that allows the guide
to be attached (see Section 4.2). The other end of the can attaches to the cryo
pump and has a 0.25 inch bore that allows for the insertion of the NO source tube.
During normal operation, the can reaches a temperature of 16 K as measured on
the removable face. The can’s main purpose is to hold the guide and contain the
incoming nitric oxide so that it cannot flow directly into the entire chamber.
4.1.3 Manifold
The manifold is an external system to the vacuum chamber that controls the flow
and the input pressure of the nitric oxide. It is constructed from stainless steel VCR
fittings and includes several bellows valves and a single needle valve (all manufac-
tured by Swagelok). A Baratron gauge manufactured by MKS measures the pressure
of the gas in the manifold. Under normal experimental operating conditions, the gas
pressure begins at approximately 50 mTorr. However, this pressure may be increased
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after long periods of operation to reciprocate for any “freeze out” that might occur.
During operation, the needle valve is opened approximately one turn to allow for a
minimum flow of NO to enter through the source tube. In the case of NO, a low flow
rate is crucial to slow “freeze out” and to keep large numbers of (NO)2 molecules
from forming (dimerization). A more detailed schematic of the manifold as well as
its operation procedure are found in Appendix A.
4.2 Guide
The guide region of the apparatus contains the most vital piece of equipment to the
outcome of the experiments outlined above. The electric hexapole guide is located
in this region. It is here that the Stark effect is used to skim the low-field seeking
molecules. The hexapole guide consists of six straight, copper rods that are 0.48 m
long and have a diameter of 3 mm. The end of each rod is hemispherically shaped,
and the length of each has been polished. This construction is necessary to limit the
amount of sparking between rods. The wires are held in a hexapole configuration,
where the spacing between each wire center is 0.627 cm and the internal guide
region has a diameter of 0.820 cm. Ceramic and Teflon spacers with the hexapole
pattern cut into them hold the rods in this configuration. These spacers also provide
electrical isolation for the rods from each other as well as from the walls of the cold
shield. One of these spacers is constructed with a lip and is glued to one end of the
guide. This spacer is then attached to the removable end of the copper can via the
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Figure 4.3: The electric field due to the hexapole guide with voltages of ± 4.5 kV.
1 inch bore using low-temperature epoxy. The design of the hexapole guide is based
on previous work done by Stolte et al.[59, 60].
Figure 4.3 shows the electric field created by the hexapole. This field is created
by placing a negative voltage on three rods and a similar positive voltage on three
rods. The voltages are applied such that adjacent rods carry opposite voltages. This
orientation leads to zero field at the center of the guide and high field barriers at
the edges. The voltages are controlled externally and can range between ground and
±4.5 kV. In addition, under current pumping conditions, the guide can be switched
between two different voltage sets without sparking. This voltage range creates a
maximum field of 65 kV/cm.
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The experiments described below used two different versions of the guide. For
the experiments outlined in Sections 6.1 and 6.2, the guide was used in the con-
figuration described above. In this configuration, there is nothing to block line of
sight trajectories from the input to the output of the guide. As a result, this con-
figuration yields more background NO in the detection chamber, which leads to a
stronger overall signal. However, the increased background also makes it more dif-
ficult to identify features in the spectroscopy. To reduce the background molecules,
differential pumping is used between the detection chamber and the guide region.
This is done by placing an aluminum washer between the cold shield and the vac-
uum flange, leaving only the region in between the rods for pumping between the
two regions.
For the creation of cold molecules using the hexapole guide, it is necessary to
eliminate line of sight between the source and the guide exit. To do this, two
modifications are made to the above configuration. First, a ceramic cap is placed
over the guide exit. This cap has a 3 mm bore located on center and has the hexapole
configuration cut into it. The cap is used to block any excess or stray molecules that
do not exit from the center of the guide. The second modification is to add a copper
sphere into the inner guide region. This sphere is 3 mm in diameter and is centered
in the inner guide region at the middle of the guide. The sphere also has a 2 mm bore
directly through its center, allowing molecules to pass through it when it is oriented
such that the bore is in the direction of the rods. Figure 4.4 shows a photograph
of the sphere. Furthermore, the sphere can be rotated using a magnetically coupled
rotational stage that connects to a 1/32 inch rod off the top of the sphere. This rod,
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Figure 4.4: A photograph of the copper sphere used to block line of sight in the
guide.
Figure 4.5: A front view of the sphere assembly. The yellow and red pieces are made
of ceramic. The hexapole configuration is also shown.
along with a similar rod on the bottom of the sphere, is used to center the sphere
in the guide region. To keep the sphere electrically isolated from the guide, it is
located inside a ceramic spacer similar to those that hold the rods in the hexapole
configuration (see Figure 4.5).
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4.3 Detection Region
The detection region consists of two parts. The first is the vacuum chamber, which
is constructed from an 8 inch cube and an 8 inch tee. A 270 l/s ion pump pumps
this chamber. The ultimate pressure achieved in this part of the chamber is 5×10−9
Torr and varies only slightly while experiments are performed. Furthermore, this
chamber houses the time of flight detector used to collect the experimental data. The
second part of the detection region is the laser system used to create the appropriate
wavelength light to perform the experiments.
4.3.1 Detector
As mentioned above, the type of detector used in the apparatus is a time of flight
detector. Time of flight detectors work by using an electric field to accelerate ions
towards a detector. This means that the signal collected from the anode of the de-
tector can be plotted as a function of time. The detector consists of several different
parts as seen in Figure 4.6. The design of this detector is similar in construction
to the mass spectrometer built by Wiley et al. and only slightly different than the
design by Xu et al.. The first section of the detector consists of two 3 inch diam-
eter stainless steel plates, each with a 0.5 inch bore in its center. These plates are
approximately 1/16 inch thick and are separated by 0.5 inch ceramic spacers that
electrically isolate them from each other. A fine mesh screen covers the center bores
to prevent field penetration from the guide. These plates are used to create pulsed
fields ranging from 100 mV to 500 V that create and push ions as well as create
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Figure 4.6: A side view of the detector.
long-lived Rydberg states. A third plate with similar dimensions is grounded and
creates a field-free region where ions can drift. This field-free region is enclosed
in a Faraday cage made from a cylinder of fine mesh screen. This cage prevents
stray fields and stray particles from entering this region. The field free region ends
at the collector, which was manufactured by Burle and can be heated to 300 ◦C.
The collector contains a set of micro-channel plates (MCP) that operate at -2 kV.
As positive ions hit the plate, a signal is created, which is viewed by attaching an
oscilloscope to the anode of the detector.
4.3.2 Laser system
The second component of the detection region is the laser system. A schematic of the
laser system, including the optical path, is shown in Figure 4.7. The setup includes
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Figure 4.7: A schematic of the laser setup, including all optical components and
lasers.
an Nd:YAG laser, two pulsed dye lasers (PDL), three crystals, and a variety of optics
to shape and direct the beam. The Nd:YAG laser, manufactured by Continuum, fires
with a frequency of 10 Hz and creates 10 ns pulses. The laser outputs both 1064 nm
and 532 nm light; however, for the experiments performed here, only the latter is
needed. A dichroic beam splitter splits the output of the Nd:YAG laser creating two
beams with similar intensity. These two beams are then directed into the PDLs (one
beam per PDL) where they pump a laser dye. The laser dyes used in the setup shown
are DCM and LDS 698. Each PDL uses only one dye type. Two different dyes are
chosen because two different wavelengths are needed for the performed experiments.
These particular dyes are used because the center of their gain curves are near the
needed wavelengths. Appendix B contains a detailed explanation on how dye lasers
work, the internal optical setups that were used, and the gain curve of each dye.
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Once lasing has been achieved in the PDLs, the output is directed along separate
optical paths. For the PDL with LDS 698 dye (PDL-1), the output of the laser is
tuned to 678 nm, which has a peak power of 5 mJ. However, light with a wavelength
of 226 nm is needed for the experiments performed. To achieve this wavelength, a
KDP crystal first doubles the output of PDL-1 to 339 nm. This doubled beam, along
with the original, is then tripled to 226 nm using a BBO crystal. The efficency of
this process is dependent on the intesity of the original laser beam and the angle the
incident face of the crystal makes with the beam. Furthermore, a quarter waveplate
must be placed between the two crystals to polarize the doubled light. Since the
three beams are collinear, a system of dichroic mirrors is used to filter away most
of the 678 nm and 339 nm light. Similarly, the output of the PDL with DCM dye
(PDL-2) is tuned to 654 nm. At this wavelength, the peak power is 3 mJ. For the
experiments described in Chapter 6, this output is doubled to approximately 327
nm using a BBO crystal. Again, a system of dichroic mirrors, as shown in Figure
4.7, is used to filter away most of the 654 nm light.
After each beam passes through separate dichroic mirror paths, the beams are
overlapped using a turning prism and dichroic mirror. Then the beams are sent
through a cylindrical lens system that vertically stretches the beam so it intersects
the entire output of the guide. Furthermore, the lenses control the size of the beam
at the center of the cube. For the 226 nm beam, the beam width is 150 µm and
the height is 3 mm at the cube center, while the 327 nm beam has dimensions
of 200 µm and 5 mm, respectively. These beams pass into and out of the cube
through sapphire view ports that have 75% transmission for UV light. Finally, the
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overlapped, cylindrically focused beams are centered between the two pulsed field
plates with the focus at the center of the output of the guide.
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Chapter 5
Data Collection and Analysis
In this chapter, I will discuss our techniques for data collection and analysis, con-
centrating on field stabilized molecular Rydberg time of flight, which is similar to
the Rydberg time of flight techniques found in references [61, 62, 63, 64]. I will also
discuss the development of the Monte Carlo code that is used for analyzing the data.
Finally, the technique used when a measurement of the ion signal is needed is also
discussed.
5.1 Field Stabilized Molecular Rydberg Time of
Flight
In the experiments described in Sections 6.2 and 6.3, the speed distribution is mea-
sured using ion detection. Two challenges associated with measuring the speed
distribution of the output of the Stark guide are (1), the density of the output is
small and (2), the molecules exit the guide with low velocity. Therefore, to make
this measurement, extremely sensitive detection is needed. Two common methods
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for measuring the speed distributions are absorption and laser induced fluorescence
(LIF) spectroscopy. However, absorption spectroscopy would require a continuous
wave laser operating in the UV regime, which is extremely expensive and difficult to
construct. Furthermore, LIF spectroscopy would require significant design changes
of the apparatus as well as it is less sensitive than ion detection. Instead, the speed
distribution is measured using ion detection. However, since the molecules that exit
the guide are at low velocities, the ions are sensitive to stray fields within the detec-
tor. To overcome this, Rydberg time of flight spectroscopy[61, 62, 63, 64] is used.
Unfortunately, the lifetime of molecular Rydberg states is not long enough to allow
for the molecules to move significantly before they are ionized. To increase this life-
time, field stabilized Rydberg states are created by applying a small pulsed electric
field, which causes mixing of the `-levels of the Rydberg state. In this section, I will
discuss the properties of Rydberg states that make this detection technique possible.
In addition, I will explain Rydberg time of flight spectroscopy and how it is used
with field stabilized Rydberg states of NO.
5.1.1 Rydberg States
A Rydberg state is a state of an atom or molecule where one of the electrons has
been excited to an orbital, with large principle quantum number n, about the nucleus
or nuclei that has a large mean radius. Classically, this new state is very similar
to hydrogen because it appears to have one electron orbiting an ionic core. The
quantum numbers used to describe Rydberg states are the principal quantum number
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n, the orbital angular momentum quantum number `, and the magnetic quantum
number m. These three quantum numbers describe the orbital to which the electron
has been excited. The principle quantum number denumerates the orbital and is
very large for Rydberg states. On the other hand, the orbital angular momentum
and the magnetic quantum numbers describe the shape of the orbit.
Spectroscopically, Rydberg states are often classified into sets of bound states.
This set of states corresponds to a particular set of quantum numbers for the electron
and the ionic core. This set of bound states is called a Rydberg series. When these
states result from transitions to orbitals of a given type with successive values of n,
the energies of the states are found by[65]
En = E∞ − R
(n− δ)2 , (5.1)
where E∞ is the ionization limit, R is the Rydberg constant for the system, and δ
is called the quantum defect. The quantum defect describes how much the series
deviates from the behavior of the Rydberg states of atomic hydrogen and is directly
related to the interaction of the electron with the ionic core. Furthermore, the value
of δ is dependent on the value of `.
As stated, it is possible to create Rydberg states in both atoms and molecules.
Both types of Rydberg states have many unusual properties compared to ground
state atoms and molecules that make them valuable experimentally. These include
that the excited electron is easily effected by external fields and collisions, the very
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high degeneracy of the quantum states, and their extreme reactivity. Another in-
valuable property is that some Rydberg states can be (or made to be) long-lived.
This property is much more common for Rydberg states of atoms. The reason for
this is that the energy separation between the ground state and a high n Rydberg
state of an atom is large compared to the frequency at which the electron orbits the
ion core. Thus, it is difficult for this electron to decay to a non-Rydberg state.
In Rydberg states of molecules, the frequency of the electron’s orbit is comparable
to the interval between rotational levels. Therefore, unlike atoms, high n Rydberg
states of molecules are not naturally long-lived. However, in 1988, Reiser et al.[66]
unexpectedly observed molecular Rydberg states with long lifetimes. These results
were explained by Chupka[67] in 1993, who suggested that the long-lived states
occurred due to a mixing of the `-states. This mixing is produced when a small dc
electric field is applied to the system causing the Stark manifolds of a number of the
n states to overlap. By doing this, it is possible to transform Rydberg states with
low-` into states with high-`. The high-` states have circular orbits, so are less likely
to interact with the ion core.
In NO, the Rydberg state lifetime is limited by predissociation[68]. This means
that the nitrogen molecule and oxygen molecule split before the dissociation limit,
which is the energy where this normally occurs. This process is highly dependent
on the orbital angular momentum ` of the electron of the Rydberg state. For low-`
states, i.e. `=1, the predissociation rate is very fast. However, this rate is almost
non-existent for high-`, ` > 3, states. Thus, to obtain long-lived Rydberg states of
NO, it is necessary to transform the states as described above.
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In 1998, A. Held et al.[69] developed a technique that would make this transfor-
mation in NO. The main mechanism of this technique is the use of fast switching
electric fields to control the stabilization of the Rydberg states. This is done by
turning on the electric field shortly before the Rydberg states are made and leaving
it on for several nanoseconds after excitation. By doing this, the Rydberg states
are left in a state with high-`, thus increasing the state’s lifetime. In the technique
presented in reference [69], another electric field, which is perpendicular to the first,
is also used to increase the lifetime of the states. This field mixes the m-states and
when it is turned off, leaves the Rydberg states in stable high-m states. Finally,
the technique was originally developed for ZEKE (Zero Electron Kinetic Energy)
spectroscopy, but because the switching is fast, it is easily implemented into other
photoelectron spectroscopy techniques like time of flight (TOF) spectroscopy.
5.1.2 Rydberg Time of Flight
Time of flight, or TOF spectroscopy[70] is a technique used to take measurements
of distributions of particles by looking at the time it takes the particles to move
a known distance. The mapping of these particles to a detector yields a spatial
distribution of the particles. From this distribution, a speed distribution for the
particles is determined, and the energy of the distribution can be determined. For
sensitivity, the particles are ionized before they are detected. However, ions are
effected by stray fields which can lead to errors in the measurement of the speed
distribution.
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In experiments involving atoms, the effect due to the stray fields is minimized
by using Rydberg states[61, 62, 19]. The atoms are first excited to a Rydberg state
where they are still neutral particles and are relatively unaffected by the stray fields.
Then the Rydberg states expand spatially during a time delay due to their initial
velocities. Finally, a pulsed electric field ionizes the Rydberg states and pushes them
towards the detector where the spatial distribution is mapped. Thus, ions are still
being detected, but now the atoms have time to expand without being significantly
effected by the stray fields.
A similar technique for molecules[63, 64] has also been developed. However, the
lifetime of the Rydberg states used was on the order of hundreds of nanoseconds,
which is not long enough when detecting slow-moving molecules. Therefore, using a
scheme similar to the one described in Section 5.1.1, we developed a technique that
allowed us to measure the speed distribution of molecules. A schematic of the timing
used to do this is shown in Figure 5.1, and Table 5.1 shows the time relationship
between the different elements. Similar to the atomic case, the NO molecules are
excited to a Rydberg state via the A state. As this occurs, a pulsed electric field
of 100 mV is applied. Thus, the Rydberg states created are long-lived due to the
mixing of the `-states. The Rydberg states are then given time to expand spatially
during a time delay (Tdelay), which ends when the Rydberg states are field ionized
by another pulsed electric field. This field also pushes the ions towards the detector
where they are detected. Using the signal from the detector, a speed distribution
for the particles is determined.
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Time Events
0 Stabilization pulse of 100 mV turns on
80 ns Laser pulse excites molecules to Rydberg states
100 ns Stabilization pulse turns off
Tdelay+ 100 ns Field ionization pulse turns on
Table 5.1: Time relationship between different elements of field stabilized molecular
Rydberg time of flight spectroscopy.
Figure 5.1: A schematic of field stabilized molecular Rydberg time of flight spec-
troscopy as used in the experiments described in Chapter 6. The ‘X’ represents
location where time of flight measurement begins.
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5.2 Modeling the Speed Distribution
Mapping the distribution of NO molecules out of the guide as a function of time of
flight enables one to determine the speed distribution of the molecules. In turn, this
speed distribution leads to a determination of the temperature distribution of the
particles. To do this, a Monte Carlo model is used to create a theoretical spatial
distribution based on a given speed distribution. A Monte Carlo model is used
because it can model thousands, or sometimes millions, of data points at random.
The Monte Carlo simulation used to model the experimental data is based on
three main functions. First, the simulation creates a speed distribution for a given
temperature. This speed distribution has the form
f(v) = (
m
2pikBT
)3/2v2e
− mv2
2kBT , (5.2)
where m is the mass of the molecule, kB is the Boltzmann constant, and T is the
temperature of the distribution. Although we have an effusive source, this distribu-
tion is used because we measure a density of particles out of the guide, not a flux[71].
When the laser fires it only excites molecules within the volume of the laser beam,
and thus only molecules in this volume are detected. This means that a density of
particles is measured, and therefore, Eq. 5.2 is the appropriate speed distribution.
The second element of the code is the time of flight function. This function is based
on simple kinematics and involves the initial velocity and position of the molecules,
as well as the accelerations due to stray fields and the field ionization pulse. This
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function also determines whether or not the molecule becomes a Rydberg state or
remains in a Rydberg state until the field ionization pulse. These first two functions
are then combined with a third function, the Monte Carlo function. Here a molecule
is given a randomly selected speed from the distribution based on the probability
that that speed occurs. Then a random process determines if the molecule starts as a
Rydberg state or an ion. This information is then passed to the TOF function where
a TOF is determined and recorded for that particular molecule. This is repeated
for 500,000 molecules. When the simulation is finished, the result is a theoretical
spatial distribution for a particular temperature.
In this simulation, several parameters must be taken into account. These include
the strengths of the stray field and the field ionization pulse, the location and size
of the laser beam, the time delay between the laser firing and the field ionization
pulse, and the fraction of ions that are present after the laser fires. Several of
these parameters are measured within the experiment and are used directly in the
simulation. The size of the laser beam is measured outside the chamber by recreating
the beam path using the same optics used in the experiment and measuring its beam
waist. This is done translating a knife-edge through the beam and measuring the
beam intensity as a function of knife-edge position. This data can then be plotted
and fit to an error function from which the beam waist can be calculated. The time
delay is a set parameter that is determined (and manually set) by a digital timing
box that controls the laser and pulse field timing. The fraction of ions that are a
result of the laser firing is determined by counting the number of ions when only
PDL-1 (the excitation laser) is firing. This number is then compared to the number
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of counts with both lasers firing to determine the fraction. However, the position of
the laser and the magnitudes and properties of the field ionization pulse cannot be
measured while the experiment is running because the plates responsible for these
fields reside in vacuum. These two parameters are determined by experimentally
measuring the TOF for different spatial positions between the first two plates in
the detection region. Using this measurement, a function of the time of flight as
a function of position between the first two plates is determined. By numerically
matching this “mapping” function to the previously discussed TOF function, these
two parameters are found. Furthermore, the calibration is done using the shortest
possible time delay because the molecules do not have time to expand spatially and
the initial velocity is assumed to be zero.
Once these parameters are known, the simulation is then run given a range of
temperatures and stray fields. The range of temperatures is determined based on the
value of the source temperature used when the data is collected. For example, for
source temperature of 77 K the temperature range that is used is 50-90 K. The initial
range for the stray fields is (−400mV )− 400 mV. These values were determined by
assuming that the stray field would be a fraction of the measured field ionization
pulse. The first thing that the simulation does is pick a temperature from the range
provided. Then for this temperature, the simulation steps through the range of stray
field values, creating a spatial distribution for the longest time delay for each value.
This is then repeated for a given number of temperatures in the range of values.
Next, the spatial distributions are compared to the experimental data at the longest
time delay. Using a χ2 analysis between the two data sets, the value of the stray
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field that has the smallest χ2 value is recorded for each temperature. Then, for
each value of the temperature and its corresponding stray field, spatial distributions
for all of the time delays are created. These distributions are then compared to
the experimental distributions, and another χ2 analysis is performed. The value
of each χ2 fit for each time delay is plotted as a function of the temperature that
corresponds to that fit. By examining these plots, the temperature of the distribution
is determined. Note that unrealistic values of the temperature or stray field result in
poor simulations. By using this characteristic of the simulation, the range of values
for these two parameters can quickly be reduced.
5.3 Another Collection Technique
A time of flight detector is also used in the experiments where the speed distribution
is not measured. In these experiments, the time of flight of the particles is not
important when collecting the data. Instead, the detector is used to measure the
number of ions that are a result of a given set of conditions. This type of collection
is used in two different ways. In the first, the collection method is used to measure
the spectroscopy of NO. To do this, the detector measures the strength of the signal
as a function of laser wavelength. The second method measures the strength of the
signal as a function of guide voltage. In both of these cases, the measurement is a
result of averaging the signal from the detector. This averaging is done using the
oscilloscope and is determined based on the strength of the signal and sensitivity
required.
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Chapter 6
Experiments: Producing Cold Molecular NO
As stated before, one way to produce cold atoms and molecules is to extract the
slow-moving atoms or molecules from the Maxwell-Boltzmann speed distribution of
a thermal source. As described in Section 2.1.1, this effect is achieved by directing an
atomic or molecular beam into a bent, two-dimensional electric or magnetic guide.
The only particles that can pass through the guide are moving slowly enough that
they are repelled by the magnetic or electric fields that make up the walls of the
guide. Particles that do not satisfy this condition leave the guide before reaching
the output.
In this chapter, I discuss the use of this technique to produce cold NO. First, I
will describe the initial experiments, which examined the relationship between the
output of the Stark guide (with no sphere) and the guide voltage. In addition, I will
discuss the results of similar experiments for the Stark guide containing the sphere.
Next, determining the temperature of the source is discussed. Finally, I will discuss
the production of cold NO molecules using the Stark guide with the sphere in place.
Parts of this section appear in reference [39].
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6.1 Output of a Hexapole Guide
Unlike the experiments discussed in Chapter 2 that use the technique described above
(see references [18, 19, 26, 38]), we direct NOmolecules into a straight hexapole Stark
guide. As described in Section 4.2, this guide has a line-of-sight between the input
and output, i.e. no sphere. However, particles not along this line-of-sight are guided
if their kinetic energy is small compared to the Stark interaction energy. Because of
this guiding, there is an increase in the number of low-field seeking molecules at the
output of the guide. Furthermore, since the average thermal energy of the effusive
source is large compared to the Stark interaction, only the cold fraction is guided.
The Stark guide is designed so that it has zero electric field at the center and
a high electric field barrier at the edges (see Figure 4.3). Because of this, only the
low-field seeking, or f states, of the 2Π1/2 ground state of NO are guided, while the
high-field seeking e states are not guided. However, both Λ-doublet states will reach
the detector because the line-of-sight of the guide allows for non-guided molecules to
traverse the length of the guide. The overall effect is an increase in the number of low-
field seeking molecules and a decrease in the number of high-field seeking molecules
that reach the detector. This effect is seen in Figure 6.1, which shows the molecular
spectroscopy of NO for guide voltages of ±4.5 kV and 0 kV. The two spectra are
obtained by scanning PDL-1 over the shown frequency range, exciting transitions in
the
∣∣X2Π1/2, v′′ = 0〉→ |A2Σ, v′ = 0〉 band. The second laser is tuned to a frequency
of 30581.04 cm−1 and ionizes the NO molecules from the A state. The theoretical
values of allowed transitions from the ground state to the first electronically excited
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Figure 6.1: Ion count as a function of excitation laser frequency. Comparison of
spectroscopy when guide is on (red line) and when guide is off (black line). Tran-
sitions (1)-(3) are stronger with the guide voltage on, while transitions (4)-(6) are
suppressed. The lines represent allowed transitions calculated using the molecular
constants found in Appendix C.
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Feature Ground State Excited State
(1) |J = 1/2, f〉 |J = 1/2, N = 0〉
(2) |J = 1/2, f〉 |J = 3/2, N = 2〉
(3) |J = 3/2, f〉 |J = 5/2, N = 3〉
(4) |J = 1/2, e〉 |J = 1/2, N = 1〉
|J = 1/2, e〉 |J = 3/2, N = 1〉
(5) |J = 3/2, e〉 |J = 3/2, N = 2〉
|J = 3/2, e〉 |J = 5/2, N = 2〉
(6) |J = 5/2, e〉 |J = 5/2, N = 3〉
|J = 5/2, e〉 |J = 7/2, N = 3〉
Table 6.1: Tabulation of transitions identified in Figure 6.1. For features (4), (5), and
(6), there are two corresponding transitions. Although the transitions are separated
by a few hundredths of a wave number, they are not distinguishable in our detection
scheme due to the bandwidth of the laser.
state in NO are also shown in Figure 6.1 as lines. These transitions are calculated
using the equations and molecular constants found in Appendix C.
There are three features, (1), (2), and (3), where there is more signal when the
guide is operating at ±4.5 kV. These features correspond to transitions from the
f -state of the two lowest rotational levels of the ground state. The exact transitions
are shown in Table 6.1. This increase in ion signal, or enhancement, is the result
of a greater number of low-field seeking molecules that reach the detection region
due to guiding. Features (4), (5), and (6) correspond to transitions that originate in
the e-state of the three lowest rotational levels of the ground state (Table 6.1). The
observed suppression is due to high-field seeking molecules being removed from the
molecular beam by the presence of the guide field.
In addition to examining the spectra of NO when the guide is turned on and
off, the number of molecules out of the guide as a function of the guide voltage
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was also measured. This measurement was taken for transitions corresponding to
features (2), (3), and (4). In each measurement, the number of ions collected during
approximately 320 laser shots are counted, and ten consecutive measurements are
taken for each guide voltage to determine statistical error. The number of ions
collected for each guide voltage is also normalized to the number collected at 4.5
kV. This is done because fluctuations in the count rate were small at high voltages
since more molecules are guided. Furthermore, repeat measurements are taken on
several different days after the laser alignment and input pressure of NO is adjusted.
This is done to evaluate the systematic error in the measurement. Figures 6.2 and
6.3 show the number of counts observed as a function of guide voltage for features
(2) and (3). Since the initial state of the transition is a low-field seeking state, the
measured number out of the guide increases for increasing voltage, consistent with
Monte Carlo modeling of the trajectories in the guide. This model is done using the
numerical software program SimION[72]. Using this program, the electric field is
modeled, and the conducting surfaces of the copper can, the source tube, the guide,
and the detection plates are modeled as well. Using the potential energy of the
system, which is calculated from the Stark shift (Eq. 3.23), an equivalent electric
field for ion propagation is determined. Using SimION with this electric field, Monte
Carlo trajectories of ions in this field are calculated. These ion-trajectories then
represent neutral particle trajectories. Further details of this model and a detailed
analysis of this measurement for feature (2) can be found in reference [53].
The results of the measurement using the transition represented by feature (4)
were quite different. Since the initial state of this transition is high-field seeking,
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Figure 6.2: Number of molecules out of the guide as a function of guide voltage for
|J = 1/2, f〉 → |J = 3/2, N = 2〉 transition.
Figure 6.3: Number of molecules out of the guide as a function of guide voltage for
|J = 3/2, f〉 → |J = 5/2, N = 3〉 transition.
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we expect a decrease in the output as the guide voltage is increased. At low guide
voltages (0-2 kV), the measured flux behaved as expected. For guide voltages greater
than 2.0 kV, the measured flux does not follow this trend. One explanation for this
effect is that in the presence of an electromagnetic field the Λ-doublet states can
couple to one another. Since the output of the guide contains both Λ-doublet states,
the laser field from the ionization laser will cause some of the high-field seeking
(e-state) molecules to couple to the f -state and some of the low-field seeking (f -
state) molecules to couple to the e-state. When the guide voltage is high, there
are significantly more low-field seeking states in the output than high-field seeking.
Thus, when the laser radiation mixes the states the suppression effect is lost. In
this measurement, the effect is seen when there is little time separation between
the excitation and ionization laser pulses. Furthermore, since the bandwidth of the
laser is large, the Λ-doublet states cannot be resolved. This theory can be tested by
increasing the time separation of the laser pulses.
These same measurements were also conducted with the sphere present in the
guide. As mentioned in Section 4.2, the purpose of the sphere is to block line-of-sight
in the guide. This means that a large majority of the molecules that reach the out-
put of the guide are reflected by the electric field and, are the cold fraction. Figure
6.4 shows the spectroscopy of the output of the guide with the sphere in place. This
spectra was taken using the same techniques as described above. From the Figure
6.4, it is apparent that only one transition is enhanced with this guide configura-
tion. The feature corresponds to the transition |J = 1/2, f〉 → |J = 1/2, N = 0〉.
By matching the spectra to known spectroscopy of NO[54], the remainder of the
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Figure 6.4: Comparison of spectroscopy for the Stark guide with the sphere in place
when the guide is on and when the guide is off. The red line represents a guide voltage
of ±4.5 kV (on), while the black line represents a guide voltage of 0 kV (off). The
two spectra were taken using the same laser and guide schemes as described above.
The line represents the calculated value for the allowed transition shown.
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Figure 6.5: Number of molecules out of the guide as a function of guide voltage for
|J = 1/2, f〉 → |J = 1/2, N = 0〉 transition.
transitions were determined to be a result of background NO in the chamber. This
is done by comparing the spectroscopy of NO at several different temperatures (10
K, 50 K, 77 K, 150 K, and 300 K) with the experimental spectroscopy.
The strength of the |J = 1/2, f〉 → |J = 1/2, N = 0〉 transition as a function of
guide voltage was also measured. This was done using the same collection technique
as before, and the results for this measurement are shown in Figure 6.5. Note that for
this measurement, the number of counts for each guide voltage was not normalized
to the number of counts at 4.5 kV.
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Figure 6.6: (a). A 300 K Maxwell-Boltzmann distribution. The shaded area shows
the cold fraction of the distribution. (b). Both a 300 K and 77 KMaxwell-Boltzmann
distribution. As the temperature of the distribution is decreased the number of
molecules in the cold fraction, at a given temperature, increase.
6.2 Time of Flight Measurements
Many of the methods used to cool molecules start with a hot source (> 100 K) of
molecules. The methods then directly cool the molecules. As already discussed, this
technique produces cold molecules by extracting the cold fraction from a thermal
distribution. This means that even in a room temperature gas, there exist molecules
(approximately 1015) that have a temperature of a fraction of a Kelvin. Figure
6.6a. illustrates this for a 300 K distribution. However, if the temperature of the
distribution is decreased, then this number will increase. For example, there are
seven times more particles with a temperature <1K in a 77 K distribution than in
a 300 K distribution. This is seen in Figure 6.6b., which shows both a 300 K and a
77 K Maxwell-Boltzmann distribution.
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As described in Chapter 4, the apparatus is designed to take advantage of this
effect. When the NO passes through the source tube, it is cooled through collisions
with the walls of the tube. Recall that the temperature of the tube is controlled
by the heater loop connected to the cold clamp, which is attached to the cryo
pump. This allows for the temperature of the NO being injected into the guide
to be controlled.
To determine the temperature of the source, field stabilized molecular Ryd-
berg time of flight spectroscopy was used to map the spatial distribution of the
output. For this measurement, the guide was set to 0 kV due to physical con-
straints within the system. Before taking the spectroscopy measurements, a Ry-
dberg state transition was identified. This was done by tuning PDL-1 to the
|v′′, J = 1/2〉 ← |v′ = 0, J = 3/2〉 transition and scanning PDL-2 over the wave-
length range just below ionization. Once a transition was found, the spatial dis-
tributions for several time delays (∼ 0.3µs ≤ Tdelay ≤∼ 5.0µs) were measured.
This is done by counting the number of ions that hit the detector, in a given time
range, during 4000 laser shots. Figure 6.7 shows these distributions for an external
(temperature controlled) source temperature of 77 K. The progression of the distri-
butions is shown as a function of time delay, Tdelay. Recall, as shown in Figure 5.1,
that Tdelay corresponds to the amount of time between the laser firing and the field
ionizing pulse.
The fit of these distributions to the Monte Carlo simulation is also shown. This
fit yields a temperature of 77±3 K, which is in agreement with the temperature set
by the controller. This temperature is determined using the procedure discussed in
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Figure 6.7: Spatial distribution of NO(v = 0, J = 1/2) as a function of time delay,
Tdelay. The red line shows the Monte Carlo fit, which yields a temperature of
77±3 K. For this experiment Tdelay ranges from ∼0.3 µs to ∼5.0 µs and the source
temperature is 77 K.
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Section 5.2. Once the best values for the temperature and stray field are determined,
the temperature is decreased and reduced until a noticeable change in the fit occurs.
Notice the wing is not included in the fit and is not modeled by the Monte Carlo
simulation. This feature is a result of the autoionization of the NO Rydberg states
before the field ionization pulse and thus does not contribute to determining the
temperature of the source. This was determined by applying a small bias field to the
system, which caused the TOF of this feature to change. This response indicates
that the molecules represented by this feature are ions before the field ionization
pulse. This same measurement was also conducted for a source temperature of 70
K. The resulting fit yielded a temperature of 69.5±3 K, and the plot of this data
can be seen in Figure 6.8.
Although repeating these measurements at lower temperatures is desirable, at-
tempts to do so resulted in poor data due to “freeze out” in the source tube. “Freeze
out” occurs because the temperatures at which we wish to take measurements are
well below the freezing point of NO, so the molecules stick to the tube walls. This
will eventually cause the source tube to clog or significantly reduce its output. How-
ever, from the measurements above, it is clear that we have created a cold molecular
source whose temperature is controllable between 70 K and 80 K. By being able to
do this, we increase the number in the cold fraction. Thus, the number of molecules
that are guided is also increased, which means a higher number of cold molecules at
the output of the guide.
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Figure 6.8: Spatial distribution of NO(v = 0, J = 1/2) as a function of time delay,
Tdelay. The red line shows the Monte Carlo fit, which yields a temperature of 69.5±3
K. The source temperature is 70 K
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6.3 Producing Cold NO
The results of these initial experiments show that it is feasible to produce cold NO
using a straight Stark guide. However, to isolate these cold molecules from the rest of
the distribution, it is necessary to block the line-of-sight in the guide. By doing this,
most of the unguided particles that traverse the guide will collide with the sphere
and not make it to the output. This is done by placing the sphere in the center of the
guide, as described in Section 4.2. By blocking line-of-sight, only the molecules that
are moving slow enough to reflect off the electric fields are guided. Thus, a majority
of the molecules that reach the output of the guide are slow moving. Furthermore, by
decreasing the electric fields, it is possible to control the temperature of the fraction
guided.
In this section, I will discuss the results of experiments that illustrate these
effects. The experiments are conducted using the transition identified in Section 6.1
|J = 1/2, f〉 → |J = 1/2, N = 0〉, using the spectra from the guide with the sphere in
place. Furthermore, the measurements are taken using the field stabilized molecular
Rydberg time of flight technique.
Figure 6.9 shows the spatial distributions out of the guide for several time delays
(∼ 0.7µs ≤ Tdelay ≤∼ 5.5µs). These spatial distributions were collected in the
same manner as described in Section 6.2. However, for this specific measurement,
the guide voltage is set to 4.5 kV, and the source temperature is set to 77 K. The
distributions are smoothed using a 10-point sliding average to reduce noise.
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Figure 6.9: Field stabilized molecular Rydberg time of flight data corresponding to
several time delays (∼ 0.7µs ≤ Tdelay ≤∼ 5.5µs). The measurement is conducted
using a guide voltage of ±4.5 kV and a source temperature of 77 K. Using the
mapping function for this source temperature (see Figure 6.10) and the described
analysis, the velocity of the peak (vpeak) of the distribution is found to be 105±2
m/s.
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Figure 6.10: Mapping functions for three different source temperatures. The red line
is the numerical fit of the mapping data to a quadratic function. The equation, i.e.
mapping function, corresponding to the fit is listed. Here x represents the position
(in mm) of the laser between the first two plates of the detector and y is the time
of flight (in µs).
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To determine the velocity of the peak (vpeak) of the distribution, we look at
the change in the time of flight of the peak of the distribution for different time
delays. This is done by measuring the change in time of flight between the peak of
the longest time delay and the peak of the other time delays. Using the mapping
function described in Section 5.2 and is found in Figure 6.10 the distance the peak
moved ∆x for a particular time delay difference ∆Tdelay, is determined from the
measured time of flight difference between peaks. The velocity v of the peaks is
then found by
v =
∆x
∆Tdelay
. (6.1)
Once a velocity is calculated for each ∆Tdelay, the velocities are averaged and the
standard deviation of the mean is determined. Errors quoted are strictly statistical,
but there is systematic error on the order of 20%.
Using this technique, vpeak of the distribution shown in Figure 6.9 is deter-
mined to be 105±2 m/s. Furthermore, similar measurements are conducted for
guide voltages of ±4.0 kV, ±3.5 kV, and ±2.5 kV. The spatial distributions from
these measurements, as well as the ±4.5 kV, are shown in Figure 6.11. vpeak for
these distributions is also determined using the analysis outlined above. These ve-
locities are 54±5 m/s, 53±6 m/s, and 67±3 m/s, respectively. Similar measurements
are also conducted for source temperatures of 72 K and 82 K. The field stabilized
molecular Rydberg time of flight data and the calculated velocities are found in
Figures 6.12 and 6.13.
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Figure 6.11: Plots of the field stabilized molecular Rydberg time of flight data for
guide voltages of ±4.5 kV,±4.0 kV,±3.5 kV, and ±2.5 kV and a source temperature
of 77 K. The calculated peak velocities (vpeak) are 105±2 m/s, 54±5 m/s, 53±6 m/s,
and 67±3 m/s, respectively. The time delays used were 0.7µs (black), 1.5µs (red),
2.5µs (green), 3.5µs (blue), 4.5µs (magenta), and 5.5µs (orange).
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Figure 6.12: Plots of the field stabilized molecular Rydberg time of flight data for
guide voltages of ±4.5 kV, ±4.0 kV, ±3.5 kV, and ±2.5 kV for a source temperature
of 72 K. The velocities of these distributions are calculated using the 72 K mapping
function found in Figure 6.10. The corresponding values of vpeak are 105±5 m/s,
59±3 m/s, 46±6 m/s, and 46±2 m/s, respectively. The time delays used were
0.7µs (black), 1.5µs (red), 2.5µs (green), 3.5µs (blue), 4.5µs (magenta), and 5.5µs
(orange).
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Figure 6.13: Plots of the field stabilized molecular Rydberg time of flight data for
guide voltages of ±4.5 kV, ±4.0 kV, ±3.5 kV, and ±2.5 kV for a source temperature
of 82 K. The peak velocities for these distributions are calculated using the 82 K
mapping function found in Figure 6.10. The velocities are 112±3 m/s, 104±1 m/s,
80±2 m/s, and 66±10 m/s, respectively. The time delays used were 0.7µs (black),
1.5µs (red), 2.5µs (green), 3.5µs (blue), 4.5µs (magenta), and 5.5µs (orange).
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In order to determine the temperature of these distributions, the data shown
in Figures 6.11, 6.12, and 6.13 was fit using a Monte Carlo simulation similar to
the one described in Section 5.2 and used in the previous section. As mentioned
before, the output of the hexapole guide can be modeled by a Maxwell-Boltzmann
distribution of the form given by Eq. 5.2. In the previous section this is done using
a single Maxwell-Boltzmann distribution. However, in order to fit the distributions
measured with the sphere in place, two Maxwell-Boltzmann distributions are used.
This is necessary since not all of the molecules that reach the output are guided.
Meaning that some of the molecules that are detected are not part of the cold fraction
and will have a different speed distribution.
To create this simulation the Monte Carlo code discussed in Section 5.2 is mod-
ified. This is done by adding a second speed distribution to the existing speed
distribution in the code. This new speed distribution has the form
f(v) = αv2((
m
2pikBT1
)3/2e
− mv2
2kBT1 + (
m
2pikBT2
)3/2e
− mv2
2kBT2 ), (6.2)
where α is a normalization constant and T1 and T2 are the temperatures of the
two speed distributions being used. Furthermore, in order to take into account the
ions that are present in the measurements, a Gaussian function is fit to the left-hand
wing of each time delay. A Gaussian function is chosen because previously measured
time of flight data for ions has a Gaussian form.
Using this new Monte Carlo, theoretical spatial distributions are created. This
is done by fixing T2 at the source temperature and using the mapping function
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Figure 6.14: Spatial distribution of |J = 1/2, f〉 → |J = 1/2, N = 0〉 transition as a
function of time delay, Tdelay. The red line shows the Monte Carlo fit, which yields
a temperature of 18±2 K. For this experiment Tdelay ranges from 0.77 µs to 5.57 µs,
the source temperature is 77 K, and the guide voltage is ±4.5 kV.
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Guide Voltage
Source Temp. 4.5 kV 4.0 kV 3.5 kV 2.5 kV
72 K 15±2 K 11±2 K 10±2 K 7±2 K
77 K 18±2 K 13±2 K 10±2 K 7±2 K
82 K 20±2 K 17±2 K 14±2 K 11±2 K
Table 6.2: Tabulation of the temperatures of the field stabilized Rydberg time of
flight data shown in Figures 6.11, 6.12, and 6.13. These temperatures are calculated
for the different guide voltages using the Monte Carlo code described in this section.
corresponding to the source temperature to determine the previously discussed pa-
rameters. For example, for the data shown in Figure 6.11, T2 = 77 K, the field
ionization pulse is 495 V, and the position of the laser is 6.65 mm from the front
plate. Using these parameters and choosing T1, theoretical distributions are created.
These distributions are then compared by eye to the experimental measurements and
T1 is adjusted until the model and experiment are in agreement. To determine the
error in this measurement, T1 is modified until clearly by eye, the model does not fit
the experiment. This fit is illustrated in Figure 6.14 for a source temperature of 77
K and a guide voltage of ±4.5 kV, and for this particular fit yielded a temperature
for the distribution of 18±2 K. The simulation is also fit to the spatial distribu-
tions of the remaining guide voltages at the 77 K source temperature, as well as the
distributions for both the 72 K and 82 K time of flight data. The results of these
measurements are found in Table 6.2.
Similar to the experiments in the previous section, conducting these experiments
at a lower source temperature is the next logical step. However, due to “freeze out”
in the source tube at temperatures lower than 70 K, this is not possible. On the
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other hand, the results of the measurements above show that the use of a straight
Stark guide with the line-of-sight blocked is an applicable technique for producing
cold NO molecules. In addition, the measurements show that the temperature of
the cold fraction can be controlled by changing the guide voltage.
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Chapter 7
Conclusion
Through careful design and consideration, we have developed and built an apparatus
with a temperature controlled source allowing for a greater number of particles in
the cold fraction. In addition, we have shown the feasibility of using a straight
Stark guide to produce cold NO molecules. Finally, we have shown that by directing
this temperature controlled source of NO molecules into the modified Stark guide,
a distribution of cold NO molecules is produced with a temperature of 7±2 K. This
final result is comparable to the results (see Table 2.1) of the other techniques and
thus proves the viability of the technique as a method to produce cold molecules.
Now that I have shown that cold molecules can be produced using this technique,
thoughts turn to experiments that can be performed using its output. One future ex-
periment is to further cool the output of the guide. This could be done by combining
the technique with Stark slowing (see Section 2.1.2) by adding a Stark decelerator to
the end of the guide. This combination could be implemented as the geometry of the
Stark guide is very similar to parts of the Stark slowing apparatus[32]. Furthermore,
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since the molecules out of the guide are already moving slowly, the Stark decelerator
would not need to be of significant length, which greatly reduces its complexity.
Another future experiment involving the use of the output of the Stark guide
is the loading of the cold molecules into a trap. An advantage of loading traps
using this technique is that the trap could be continuously loaded because there is
continuous production of cold molecules by the guide. Possible trap configurations
for trapping cold NO are found in reference [73]. These traps, called biased Stark
traps, have a non-zero electric field at the center and suppress the non-adiabatic
motion of the molecules.
Once cold NO molecules are trapped, numerous experiments could be performed.
One experiment is to measure the collisional and inelastic loss rates of NO-NO col-
lisions. These measurements could be used to determine the strength of the dipole-
dipole interaction for NO. Another possibility is sympathetically cooling the NO
using laser cooled Rb. This would be done by laser cooling Rb directly on top of the
trapped NO and would further cool the NO molecules via collisions with the ultra-
cold Rb. This is desirable because colder the molecules mean increased interaction
times and better statistics. These molecules could then be used to create molecular
BECs or Fermi degenerate gases and improve precision statistics. Sympathetic cool-
ing would also allow for the investigation of Rb-NO collisions. This could be done
by measuring the collisional loss rates in the system.
There are also a number of experiments that could be performed with other polar
molecules. These include precision spectroscopy, which would allow for molecules
to be investigated at greater detail and lead to new insight about their internal
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structure. Also, cold polar molecules could be used to improve the measurement of
the electric dipole moment (EDM) of the electron.
Currently there are several techniques being used to produce cold molecules,
many of which are listed in Table 2.1. These techniques may also be used to per-
form the experiments outlined in this section. However, some may be preferable to
others. However, many of these techniques employ complicated timing, optical, and
apparatus setups and they can be quite costly. Here I have demonstrated a new
technique that is simple to implement, moderate in cost, and applicable to many
different atoms and molecules, such as OH and NH3. This ability to inexpensively
and efficiently produce a continuous source of cold polar atoms and molecules not
only opens up the field of cold physics to many more researchers, but it is a step
towards introducing a wide group of atoms and molecules to the ultracold regime.
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Appendix A
Supplying NO to the Experiment
As mentioned in Chapter 4, a manifold is used to supply the experiment with NO.
The main purpose of the manifold is to control the flow of NO into the source
tube. The manifold is also used to put nitrogen gas into the system when breaking
vacuum. This is done to quicken the vacuum breaking process and to maintain an
over-pressure in the chamber. In this appendix, I will discuss the elements of the
manifold and its construction. The procedure to introduce NO into the manifold,
and the chamber, is also discussed.
A.1 Construction
Figure A.1 illustrates the construction of the manifold used to introduce NO gas
into the experiment. Most of the manifold is located in a fume hood because of the
toxicity of nitric oxide. The only elements that are outside of the fume hood are the
components connected between valve 8 and the source chamber. The mechanical
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Figure A.1: The manifold used to introduce NO into the experiment. The needle
and bellows valves in the current design are constructed from stainless steel and use
VCR fittings. The ball valves are brass and use Swage fittings. The tubing used in
the manifold is 1/4 inch PTFE, semi-opaque Teflon tubing.
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pump is located next to the fume hood so that its exhaust can be directed into the
fume hood.
The manifold is constructed from several different components. The NO cylinder
and regulator provide a controlled means of allowing NO into the manifold. This
regulator is stainless steel and is rated for toxic, corrosive gasses such as NO. The
helium cylinder is used for cleaning the NO out of the manifold. This is done to
prevent corroding of the other elements by the nitric oxide if it is left in the manifold
too long. The procedure to remove the NO is outlined in the section below.
There are three valves used in the design of the manifold shown in Figure A.1.
These are ball valves, bellows valves, and a needle valve. The ball valves are used to
control the flow of helium or nitrogen gas into the manifold. These valves are made
from brass and are connected to the manifold using Swage fittings and 1/4” PTFE
tubing. The needle valve and bellows valves are constructed from stainless steel and
connect to the manifold using VCR fittings. The bellows valves are used to control
which areas of the manifold are accessible by the NO. The needle valve is used to
control the flow of NO into the source chamber.
The final component of the manifold is the Baratron gauge. This gauge measures
the pressure of NO gas in the manifold. When NO is being let into the source
chamber, the gauge is used to monitor the amount of NO entering the chamber.
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A.2 Operation
The following procedures outline the necessary steps to let in and remove NO from
the manifold. Refer to Figure A.1 for valve numbering.
Letting NO into the source chamber
1. Check to make sure only valves 3, 5, 6, and 7 are closed.
2. Check that reading on Baratron gauge is at minimum.
3. Close valves 2 and 4.
4. Let small amount of NO into the regulator. Make sure NO cylinder is closed
afterwards.
5. Slowly open regulator until pressure on Baratron gauge reads between 50 and
60 units. Close regulator.
6. Close valve 1.
NO is now ready to be let into the source chamber. After turning on appropriate
electronic systems, follow these steps to put NO into the source tube.
1. Open valve 5 and wait for ion gauge pressure on source chamber to stabilize.
2. Open valve 4 one full turn.
Removing NO from the manifold
1. Close valve 5, and open valves 1 and 4 completely.
2. Open valve 3 until Baratron gauge reads over 800 units; then close valve 3.
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3. Open valve 2 until gauge reads below 10 units.
4. Repeat steps 2 and 3 two to three more times.
5. Leave all valves completely open except valves 3, 5, 6, and 7, which should be
closed.
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Appendix B
Dye Lasers
As in many atomic and molecular experiments, lasers play an important role in the
experiments described in this work. Here they are used for excitation and ionization
of NO molecules so that the molecules can be detected. As described in Chapter 4,
the laser system used in these experiments involves two dye lasers that are pumped
by a 10 Hz Nd:YAG laser at 532 nm. Thus, the output of the dye lasers is also
pulsed. In this appendix, I will discuss the laser action that occurs in dye lasers, as
well as the general operation. The optical setup of the dye lasers and the dyes used
for these experiments are also discussed.
B.1 Operation
Laser action in organic dyes was discovered in 1966. Since then, laser action has
been shown to occur, in some fashion, in several hundred dyes. In order to create
laser action, the dye is first dissolved into a liquid, often methanol or ethylene glycol.
The dye is then pumped continuously through a region where another light source
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has access to the dye. The most common ways of doing this are using cuvettes to
contain the dye or using dye jets which produce a high pressure, narrow stream of
dye. In both cases a second laser, or pumping laser, is used to excite transitions in
the dye.
Figure B.1 shows the general energy-level structure of an organic dye. The
transitions that are necessary for laser action occur between two lower electronic
singlet states. Both states are split into a continuous structure of energy levels.
This is due to the interaction of the dye with the solvent. By applying light to the
dye via the pumping laser, molecules are excited from the sublevels of the ground
state to the sublevels of the excited state. The molecules then relax very quickly
(∼ 10−12s) to the lowest level of the excited state. These transitions are radiationless,
meaning no photons are emitted. The molecules then return to the sublevels of the
ground state with a lifetime of ∼ 10−9s, emitting fluorescent light (photons) in the
process.
As shown in Figure B.1, there is another intermediate step in the laser process.
Before the molecules reach the ground state, they first move to a triplet state through
another radiationless process. The molecules then decay to the sublevels of the
ground state through spontaneous emission. The photons given off in this process
make up the laser action in dye lasers.
In order to achieve laser action, the dye must be pumped sufficiently enough that
a population inversion occurs between the lowest sublevel of the excited singlet state
and the sublevels of the ground state. Once this is accomplished, then amplification
of stimulated emission can be achieved. This is done by placing the dye cell in a laser
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Figure B.1: General energy-level structure of an organic dye molecule[74].
cavity with sufficient pumping power. The laser cavity length is often controlled by
an adjustable mirror or diffraction grating. This cavity length determines both the
wavelength and bandwidth of the light. Once a significant amount of spontaneous
emission is present in the cavity, it will cause stimulated emission within the dye
increasing the output at that particular wavelength. The output of this cavity is
then directed through beam shaping optics and then into another dye cell called
the amplifier. In this cell, the dye is again pumped by the same laser that pumps
first cell, or oscillator. Similarly, the molecules are excited to the upper state and
then decay to the triplet state. The incoming laser from the oscillator then causes
stimulated emission in the dye, amplifying the output. This amplified beam can
then be used for a variety of scientific and medical applications.
B.2 Optical setup and laser dye
The two dye lasers used in the laser system described in Chapter 4 have different
internal optical configurations. PDL-1 uses a longitudinal pumping scheme, which
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means that the Nd:YAG pumping laser passes through the amplifier anti-parallel
to the laser beam from the oscillator. This configuration is used with many dyes,
including both LDS 698 and DCM dyes used here. However, PDL-2 is configured for
side-pumping. In this setup, the pumping laser pumps the amplifier perpendicular
to the laser beam from the oscillator. The reason that this configuration is used is
to maximize power and to avoid burns on the faces of the cuvette.
The dye curves for LDS 698 and DCM can be found in Figures B.2 and B.3,
respectively. These dyes are chosen because the centers of the curves are near wave-
lengths that can be used to perform the described experiments. The wavelengths
are 678 nm and 650 nm. The LDS 698 dye is mixed with methanol at the concen-
trations suggested in Figure B.2. With DCM, this is not the case. The oscillator
concentration is 175 mg/l mixed with 60% methanol and 40% propylene carbonate.
The amplifier concentration is 60 mg/l and is mixed with 100% methanol. The ad-
justments to the concentration are made to increase the output power of the dye as
well as increase its lifetime.
Good alignment of the PDL is critical to achieve high output power and good
beam quality. The alignment should be constantly monitored and adjusted when
necessary. A procedure for doing this can be found the instruction manual for the
PDL.
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Figure B.2: Data sheet for LDS 698 laser Dye[75].
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Figure B.3: Data sheet for DCM laser dye[75].
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Appendix C
Published work
This appendix contains reference [53] to which I was a contributing author. The
reason it is being included in the appendix is three-fold. First, it discusses in greater
depth the molecular structure of NO and lists the molecular constants that determine
the energy levels. Second, the paper contains a more detailed theory of the Stark
effect in NO. Finally, a detailed derivation of the two state model of the Stark
effect in NO as well as its properties and advantages over other existing models is
discussed.
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Abstract
Current interest in cold and ultracold molecules has brought renewed attention to the
Stark effect in weakly polar diatomic molecules. At cold temperatures, molecules move
adiabatically with respect to the strength of the trapping field. Thus the theory of the Stark
effect involves homogeneous, static fields. For a class of weakly polar diatomic radicals with
an odd number of electrons and a 2Π ground electronic state, we critically examine, both
experimentally and theoretically, widely used first- and second-order perturbation-theory
approximations to the Stark shifts. Using nitric oxide as a test case, we experimentally
assess these approximations at field strengths typical of current studies of cold molecules.
We also experimentally and theoretically assess Stark shifts calculated using a very simple
nonperturbative two-state model. These tests demonstrate that at such field strengths
low-order perturbation-theory approximates to the Stark shifts are significantly in error,
while the two-state model yields Stark shifts that conform to the measured data. We give
expressions for the Stark energies in a generic form that can trivially be applied to any
molecules in the class under consideration.
PACS numbers: 33.55.Be,33.80.Ps
∗Electronic address: morrison@nhn.ou.edu
I. INTRODUCTION
Laser cooling and trapping of atoms has produced a wealth of fundamental and
applied physics because these techniques allow unprecedented control of the external
degrees of freedom of the trapped particles [see, for example, Refs. 1–3]. The high
point of this research was the production of Bose-Einstein condensation of dilute
gases in traps formed by electromagnetic fields [see, for example, Ref. 4, 5]. Because
laser cooling lends itself most easily to the alkali metals, these experiments used
conservative confining potentials using either magnetic fields (the Zeeman effect) or
laser fields (the ac Stark effect).
Currently researchers are developing new techniques for producing cold (T . 1K)
and ultracold (T . 1mK) molecules [74]. The idea is to trap samples of cold para-
magnetic or polar molecules using techniques similar to those that have success-
fully trapped alkali metal atoms [6, 7]. The intense current interest in trapped cold
molecules stems from several features of these systems. First, cold molecules ex-
hibit intriguing cold-collision characteristics [8]. Second, cold molecules may serve
as quantum computers [9]. Third, traps with non-zero field minima [10] may have
sufficiently long trap lifetimes to enable measurement of the electric dipole moment
of the electron using molecules [11, 12].
Many molecules have permanent electric dipole moments, so their quantum states
exhibit large dc Stark shifts. This property can be exploited to construct deep elec-
trostatic confining potentials [7]. The present paper concerns the dc Stark shift under
experimental conditions appropriate to electrostatic trapping of a promising class of
polar molecules: diatomic radicals with 2Π ground states. As an exemplar we have
chosen nitric oxide (NO) [13]. Although NO serves as our test system, we present
equations for the Stark shifts to the ground electronic state energy of other polar
radicals such as LiO, OH, ClO, BeH, SH, PbF, and CH.
Prior theoretical [14, 15] and experimental [16–21] research on the Stark effect
in NO focused on microwave spectroscopy, a type of measurement in which the ap-
plied electric field is quite weak. This feature has two consequences that do not nec-
essarily pertain to the much stronger fields in current Stark-effect-based techniques
for cooling and trapping molecules. First, for the weak fields used in microwave spec-
103
troscopy, hyperfine effects must be incorporated into the theoretical analysis [18, 22–
27]. Second, for such fields second-order perturbation theory—the quadratic Stark
effect—accurately approximates the Stark shifts.
In Sec. IV we demonstrate that for the much stronger external fields being used in
contemporary cold-molecule experiments, the quadratic Stark effect can be severely
inaccurate. As an alternative, we present in Sec. III a two-state model that yields
extremely simple nonperturbative equations for the Stark shifts. We investigate the
comparative accuracy of these perturbative and nonperturbative theories via measure-
ments in an apparatus (described in Sec. IV), that produces cold NO molecules [13].
In Sec. IV we show data that quantifies the severity of the error in the equations of
the quadratic Stark effect and the greater accuracy that results from the equations
of our two-state model.
To facilitate using these equations for other radicals we present “generic forms”
of these equations that can be applied trivially to any diatomic with a 2Π ground
electronic state [for detailed information about these molecules, see the compilation
in Ref. 28]. In Sec. IV we use these generic equations to explore the ranges of electric-
field strengths for which perturbation theory breaks down.
The physics of radicals with a 2Π ground state is complicated by Λ-doubling, a
result of the breakdown of the Born-Oppenheimer approximation. To define a physical
context for discussion of our results and to establish notation for the derivations
in Sec. III, we begin in Sec. II by summarizing the relevant physics of zero-field states
of molecules of this class. We also present contemporary values of spectroscopic and
other data needed to calculate zero-field energies and Stark shifts for NO.
II. RADICALS WITH 2Π GROUND STATES.
Molecules such as nitric oxide (NO) stand out among stable diatomic radicals in
that they have an odd number of electrons and a 2Π ground-state term. The latter
corresponds to quantum numbers S = 1/2 for the total electronic spin S and Λ = ±1
for the projection of the total electronic orbital angular momentum on the internuclear
axisR. In its ground electronic state, NO is an open-shell, weakly polar radical whose
dominant orbital configuration is 1σ2 2σ2 3σ2 4σ2 5σ2 1π4 2π. In this state, spin-orbit
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interactions yield a multiplet with Ω ≡ Λ + Σ = ±1/2,±3/2, where the quantum
number Σ corresponds to the projection of S on R. The spin-orbit multiplet is
regular, the 2Π3/2 level lying above the
2Π1/2 level [29, 30]. The quantitative effects of
the spin-orbit interaction on the Born-Oppenheimer energies in the ground electronic
state of NO are shown (to scale) in Fig. 1(a).
In NO, coupling of the electron spin to the internuclear axis is sufficiently strong
that for low-lying rotational states, this molecule is accurately described by Hund’s
case (a) [17, 23, 31, 32]. Strictly, this case is appropriate for values of the quan-
tum number J , which corresponds to the total angular momentum excluding nuclear
spin, such that |ΛAv,Ω| ≫ 2JBv, where Av,Ω is the spin-orbit coupling constant
[see Eq. (1b)], and Bv is the rotational constant for the v
th vibrational state [33, 34];
for NO, Gallagher et al. [17] give A0,1/2/B0 ≈ 75.
For any molecule in a rovibronic state with |Λ| > 0, the molecular energies (for
fixed Λ, Σ, Ω, v, J , and laboratory-frame projection quantum number MJ) are two-
fold degenerate, because the electronic Hamiltonian is invariant under reflection in
a plane that contains the internuclear axis. The rotational Hamiltonian, however,
perturbs these electronic states, shifting their energies and lifting this degeneracy.
In NO, for example, the rotational Hamiltonian couples the 2Π1/2,
2Π3/2, and
2Σ1/2
rovibronic states so that the actual ground state is a superposition of these states
[26, 35–37]. This coupling results in a splitting of each rotational level (of a particu-
lar vibrational manifold) into two nearly degenerate levels with opposite total parity.
It also causes a breakdown of the Hund’s case (a) description [16, 32, 34–36]. The
rotational 2Π1/2 states of NO are more accurately described by case aβ, “an interme-
diate case, slightly removed from Hund’s case (a)” [18]. The pure Hund’s case (a)
description, however, is accurate for the 2Π3/2 state, because of the comparatively
small [20] influence of the rotational Hamiltonian [see §8 of Ref. 38].
Due to mixture of ±Λ states, each 2(2J + 1)-fold degenerate rovibronic energy
level splits into two closely spaced (2J + 1)-fold degenerate sublevels. This so-called
Λ-doublet splitting was first observed in NO in microwave measurements of pure
rotational spectra by Burrus and Gordy [16]. The resulting sublevels of the Λ doublet
are most often labeled e and f [39, 40]. The splitting between these sublevels due
to the rotational Hamiltonian increases with increasing J , accelerating the transition
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from Hund’s case (a) to (b) as J increases. The Λ doublet splitting for the lowest
rovibronic level of the 2Π1/2 state is shown (on an expanded scale) in Fig. 1(b).
In analyses of pure rotational spectra [16–18, 20] or of weak-field Stark-effect mea-
surements of the dipole moment of NO [19, 21], one must take into account mag-
netic hyperfine effects. Typical zero-field hyperfine splittings for NO [21] range from
0.0013–0.0027 cm−1. But this energy range corresponds to trap depths of a few µK,
which is much lower than the depth of current Stark traps for molecules [7]. Hence
we shall neglect nuclear spin and hyperfine coupling.
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FIG. 1: Zero-field rovibronic energies of N14O16 relative to a zero of energy at the lowest
spin-orbit level of the ground electronic term at the equilibrium internuclear separation Re.
(a) The 11 lowest rotational energies for the v = 0 and v = 1 vibrational manifolds of
the 2Π1/2 and
2Π3/2 fine-structure levels. (b) The energies of the Λ-doublet levels for
the J = 1/2 states of the v = 0 manifold of the 2Π1/2 electronic state (on an expanded
energy scale). Each level is labeled by its degree of degeneracy (above the line) and by the
appropriate state designations (below the line); for the e and f states, see Eq. (6b).
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A. The zero-field molecular states and energies
We denote eigenvectors of the Born-Oppenheimer electronic Hamiltonian Hˆe
by |α, S,Λ,Σ,Ω, J〉, where the (signed) quantum numbers Λ, Σ, and Ω refer to projec-
tions along the internuclear axis, the z axis of the molecular (body-fixed) coordinate
system. The quantum number S, correspond to total electronic spin, and α de-
notes the electronic energy (e.g., X, A, a, etc.). For NO, which essentially belongs to
Hund’s case (a), the quantum number Ω ≡ Λ + Σ is redundant. It’s useful, though,
to include Ω as a state label because Ω identifies the sub-levels that result from the
spin-orbit interaction.
Absent spin-orbit interactions, the Born-Oppenheimer electronic energy E
(BO)
Λ,Σ (R),
the eigenvalue of Hˆe for electronic state |α, S,Λ,Σ,Ω, J〉, depends on the spin mul-
tiplicity 2S + 1 and on the magnitude—but not the sign—of Λ. For an arbitrary
angular momentum coupling scheme, adding the spin-orbit Hamiltonian to Hˆe re-
sults in states in which neither Λ nor Σ are rigorously good quantum numbers. Since
the sum Λ+Σ is a constant of the motion, spin-orbit states are labeled by Ω. In the
Hund’s case (a) idealization, however, Σ and Λ remain good quantum numbers and
are used as state labels [32, 34, 39]. For a 2Π state, the allowed values of Ω are ±1/2
and ±3/2, but the spin-orbit energies depend only on the magnitude of Ω.
Neglecting second-order corrections [see §2.4.1 of Ref. 41], the spin-orbit shifts
to E
(BO)
Λ,Σ (R) are the diagonal matrix elements of the spin-orbit Hamiltonian in the
basis of Born-Oppenheimer electronic states. The first-order shift, written in terms
of the spin-orbit coupling constant AΩ(R), is
AΩ(R) ΛΣ = 〈α, S,Λ,Σ,Ω, J | HˆSO | α, S,Λ,Σ,Ω, J〉 . (1a)
The resulting fine-structure levels are equally spaced about the Born-Oppenheimer
electronic energy. Following Huber and Herzberg [42], we choose the zero of energy
at the lowest spin-orbit level of the ground electronic term at equilibrium internuclear
separation Re. Thus A1/2(Re) = 0, and the energy of the upper spin-orbit level is
A3/2(Re) > 0. When we include rovibrational motion, we measure spin-orbit level
energies from the ground rovibrational state, so A0,1/2 = 0.
Since the molecule vibrates, the actual spin-orbit constant is the average of AΩ(R)
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over a vibrational state of the molecule,
Av,Ω = 〈v | AΩ(R) | v〉R = AΩ(Re)− χe(v + 12), (1b)
where the spectroscopic constant χe corrects the equilibrium spin-orbit coupling con-
stant AΩ(Re) to allow for vibrational motion, and the subscript R signifies integration
over the internuclear separation.
For a Hund’s case (a) molecule the Born-Oppenheimer rovibronic states are rep-
resented by the direct products [43]
|α, v, S,Λ,Σ,Ω, J,MJ〉 = |α, S,Λ,Σ,Ω, J〉 ⊗ |v J〉 ⊗ |J,MJ ,Ω〉 . (2)
Here the vibrational state is denoted |v, J〉. The quantum number J corresponds to
the angular momentum operator (sans nuclear spin), i.e., the sum of the total elec-
tronic angular momentum and the rotational angular momentum of the molecule N
[75]:
Jˆ ≡ Lˆ+ Sˆ+ Nˆ. (3)
The (symmetric top) rotational state |J,MJ ,Ω〉 is an eigenvector of Jˆ2, JˆZ , and Jˆz
[see §1.3.3 of Ref. 41], where the subscripts Z and z refer to the polar axis of the
(space-fixed) laboratory frame and the (body-fixed) molecular frame, respectively.
Since rotation takes place in the plane of the internuclear axis, N is perpendicular
to this axis. Hence the projection of N along the internuclear axis is zero, and the
quantum number that corresponds to Jz is Ω = Λ + Σ. The ket |α, S,Λ,Σ,Ω, J〉 is
an eigenvector of the Born-Oppenheimer electronic Hamiltonian and that part of the
rotational Hamiltonian [Eq. (7b) below] whose matrix elements are diagonal [41],
Ĥrotdiag(R) ≡
1
2µR2
[(
Jˆ2 − Jˆ2z
)
+
(
Lˆ2 − Lˆ2z
)− (Sˆ2 − Sˆ2z)] . (4)
Because of the isotropy of free space, properly symmetrized eigenfunctions of the
molecular Hamiltonian have well-defined total parity. In Born-Oppenheimer the-
ory, these parity eigenfunctions are linear combinations of degenerate rovibronic
stationary-state wave functions that have positive and negative projection quantum
numbers Ω (for fixed Ω 6= 0).
These linear combinations are eigenfunctions of the vertical reflection opera-
tor σˆv(xz), where xz signifies a plane containing the internuclear axis (the z axis
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of the molecular reference frame) [see Chap. 9 of Ref. 40]. The operator σˆv(xz) in-
verts all coordinates, electronic and nuclear, through the origin [31]. When σˆv(xz)
acts on a rovibronic state |α, v, S,Λ,Σ,Ω, J,MJ〉, the resulting eigenvalues π = ±1
define the total parity of the state [76]. At first glance, it would seem easy to
construct properly symmetrized rovibrational states by simply adding or subtract-
ing states |α, v, S,Λ,Σ,Ω, J,MJ〉 with positive and negative values of the angular-
momentum projection quantum numbers:
|v, |Λ|, |Σ|, J,MJ , |Ω|, π〉 = 1√
2
(
|α, v, S,Λ,Σ,Ω, J,MJ〉±|α, v, S,−Λ,−Σ,−Ω, J,MJ〉
)
(5)
The problem is that it’s not necessarily the case that the + sign on the right-hand
side of this linear combination corresponds to even parity (π = +1) and the − sign
corresponds to odd parity. Rather, the total parity of a group of energy levels, such
as the upper and lower states of the Λ doublet, alternate with increasing J . In this
alternation lies the usefulness of the e/f symmetry classification scheme: in this
scheme the signifiers, such as π(−1)J−1/2 for a molecule with an odd number of
electrons, factor out this J-dependence and so are independent of the rotational state
of the molecule [34]. The values of these signifiers are therefore referred to as the
rotationless parity of the rovibronic state [77]. The e/f classification scheme of a
rovibronic state gives no more information than the total-parity (π) scheme, but
because the e/f scheme is “rotationless,” it’s much more convenient [78].
Except for molecules with an even number of electrons in an electronic state in
which Λ = Ω = 0, construction of the e/f rovibronic eigenvectors proceeds in a
straightforward manner depending on whether the molecule has an even or odd num-
ber of electrons. For a molecule such as NO that has an odd number of electrons
in an electronic state with |Λ| > 0, the properly symmetrized rovibronic states wave
functions have the form [43–46]
|α, v, S,Λ,Σ,Ω, J,MJ , e/f〉 =
1√
2
(
|α, v, S,Λ,Σ,Ω, J,MJ〉 ± (−1)S+1 |α, v, S,−Λ,−Σ,−Ω, J,MJ〉
)
, (6a)
where the + sign yields an e state, and − yields an f state. For NO in a 2Π state
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S = 1, so the e/f rovibronic states are
|α, v, S,Λ,Σ,Ω, J,MJ , e/f〉 = 1√
2
(
|α, v, S,Λ,Σ,Ω, J,MJ〉±|α, v, S,−Λ,−Σ,−Ω, J,MJ〉
)
.
(6b)
The rotational Hamiltonian lifts the degeneracy of the states (6b).
In addition to the spin-orbit operator, electronic and rotational terms in the non-
relativistic molecular Hamiltonian can mix the Born-Oppenheimer states of Eq. (2)
and change the corresponding energies [39, 41]. For the states and processes of inter-
est here, these corrections are negligible except for those due to terms in the rotational
Hamiltonian that induce the Λ-doublet splitting. The rotational Hamiltonian is
Hˆrot = 1
2µR2
Nˆ2, (7a)
where µ is the reduced mass of the molecule. With the definition (3) this Hamiltonian
assumes the form [41]
Hˆrot = Ĥrotdiag ++HˆSE + HˆSun + HˆLun, (7b)
where the part of Hˆrot that is diagonal in the Hund’s (a) basis is given by Eq. (4).
The operator Ĥrotdiag does not couple different electronic states; its expectation value
is just the rotational contribution to the energy of the state |α, v, S,Λ,Σ,Ω, J,MJ〉.
Of the other terms, HˆSE is the spin-electronic term, which mixes states of the same
Ω and S but different Λ and Σ, and HˆSun is the spin-uncoupling term, which mixes
states with different |Ω| that have the same Λ and S but different Σ [see §7 of Ref.
38]; this term contributes to the rotational energy [vide infra Eq. (9) below] but does
not split the Λ doublet. The third term, the L-uncoupling operator
HˆLun = − 1
2µR2
(J+L− + J−L+), (8)
mixes different rovibronic states with the same Σ and S but different Λ and hence
different Ω. Since HˆLun couples states with ∆Λ = ±1, ∆Σ = 0, and ∆Ω = ±1, this
operator is responsible for splitting the Λ doublet.
In the Hund’s case (a) basis { | α, v, S,Λ,Σ,Ω, J,MJ〉 }, the Born-Oppenheimer
rovibrational energy measured from E = 0 at the ground rovibrational state of the
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lowest spin-orbit level is [17, 20, 29, 47, 48]
ǫv,J,Ω = Av,Ω + ωe(v +
1
2
)− ωexe(v + 12)2
+Bv
[
(J + 1
2
)2 − Λ2]−DvJ2(J + 1)2
± [B2v(J + 12)2 + 14Λ2Av,Ω(Av,Ω − 4Bv)]1/2 .
(9)
The first line of this equation is the sum of the spin-orbit coupling constant Av,Ω
[vide infra Eq. (1a)] and the vibrational energy, which contains the harmonic and
anharmonic frequencies ωe and ωexe, respectively. The second and third lines of (9)
give the rotational energy. [Note that the rotational energy includes the displace-
ment due to the spin-uncoupling operator in the rotational Hamiltonian (7b).] For a
regular spin-orbit multiplet (e.g., in NO) the + and − signs in the rotational energy
correspond to |Ω| = 3/2 and 1/2, respectively. (Gallagher et al. [17] give a useful
form of the rotational energy that is applicable if spin uncoupling is weak.) In the
rotational energy, the rotational constants Bv and Dv, corrected to incorporate the
rotation-vibration interaction in vibrational state v, are [48]
Bv ≡ Be − αe(v + 12) (10a)
Dv ≡ De + βe(v + 12), (10b)
where Be and De are the equilibrium rotational and centrifugal distortion constants,
and αe and βe are vibration-rotation interaction constants.
To calculate the Λ-doublet splitting one should use the e/f -symmetrized molecular
functions in Eq. (6b) [15, 38, 47]. The L-uncoupling operator of Eq. (8) does not
mix e and f states. In an analysis of the Stark effect, these rotationless parity labels
therefore pertain to the zero-field states of the Λ doublet (see Sec. III). In NO the
perturbing 2Σ1/2 state lies above the
2Π state [37]. Both the e and f levels are lowered
by the L-uncoupling operator, but not by the same amount; Geuzebroek et al. [49]
have unambiguously verified by two experiments that, as illustrated in Fig. 1(b), the e
state (which for the lowest rotational state has total parity π = +1) lies below the f
state ( π = −1).
The splitting between the energy levels of the Λ doublet,
∆ǫfev,J,Ω ≡ ǫfv,J,Ω − ǫev,J,Ω > 0, (11a)
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is given to second order in the L-uncoupling operator by [17, 38, 43, 48]
∆ǫfev,J,1/2 = pv(J +
1
2
), for 2Π1/2 (11b)
∆ǫfev,J,3/2 = qv(J
2 − 1
4
)(J + 3
2
), for 2Π3/2. (11c)
The constants pv and qv are defined in terms of the spin-orbit constant, the rotational
constants, and the separation in energy ∆EΣ,Π ≡ EΣ − EΠ > 0 between the X2Π
term and the higher-lying perturbing A2Σ1/2 term as [35, 36]
pv ≡
4Av,3/2Bv
∆EΣ,Π
, for 2Π1/2 (12a)
qv ≡ 8B
2
v
Av,3/2∆EΣ,Π
, for 2Π3/2. (12b)
These expressions assume that the shapes of the X2Π and A2Σ1/2 potential energy
curves are identical and hence that these states have the same vibrational wave func-
tions, an approximation that is valid for NO [41]. (For details concerning the effect
of Λ doubling on rotational states in the 2Π states, see Table III of Ref. [18].) Taking
into account the Λ-doublet splitting, the zero-field rovibronic energies are [see also
Eq. (3.5) of Ref. 17]
ǫ
e/f
v,J,Ω = ǫv,J,Ω ± 12∆ǫfev,J,Ω, (13)
where ǫv,J,Ω is the Born-Oppenheimer rovibronic energy (9), ∆ǫ
fe
v,J,Ω is the Λ-doublet
splitting of Eq. (11), and the + and − signs correspond to the f and e states, respec-
tively.
B. Molecular data for NO.
The molecular constants required to evaluate the zero-field energies (9) are identi-
fied and their measured values given for NO in Tbl. I. In addition to these constants,
one requires values for the spin-orbit constants of Eq. (1a). Hallin et al. [53] ex-
perimentally determined the spin-orbit constants for low-lying vibrational states of
the 2Π3/2 level; for the ground and first vibrational states, they obtained A0,3/2 =
123.139 07(25) cm−1 and A1,3/2 = 122.894 90(27) cm
−1 [see Refs. 20, 30, 51, 54]. The
corresponding equilibrium spin-orbit constant for the ground electronic state is [42]
A3/2(Re = 1.150 77 A˚) = 119.82 cm
−1. The separation between the interacting 2Π
and 2Σ1/2 Born-Oppenheimer electronic states is [29] ∆E
Σ,Π = 43 966 cm−1.
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physical significance symbol value ( cm−1)
rotational constant at equilibrium Be(
2Π3/2) 1.72016
Be(
2Π1/2) 1.67195
centrifugal distortion constant De(
2Π3/2) 10.2× 10−6
De(
2Π1/2) 5.36× 10−6
rovibrational interaction constant αe(
2Π3/2) 0.0182
αe(
2Π1/2) 0.0171
harmonic angular frequency ωe(
2Π3/2) 1904.04
ωe(
2Π1/2) 1904.20
anharmonicity constant ωexe(
2Π3/2) 14.100
ωexe(
2Π1/2) 14.075
TABLE I: Molecular constants in cm−1 for the 2Π levels of N14O16. Data from Refs. [42, 48,
50, 51]. For variations in measured spectroscopic constants, see [52]. For further references,
see footnotes to the table on N14O16 in Huber and Herzberg [42].
The constant pv in the Λ-doublet splitting energy (11) depends on the vibrational
state. One can experimentally determine this splitting from the frequency separa-
tion of Λ-doublet spectral lines for rotational transitions J → J + 1. From analysis
of high-resolution Fourier spectra, Amiot et al. [55] [corrected in Tbl. III of Ref.
56] determined the values p0 = 0.011 6893(80) cm
−1 and p1 = 0.011 6878(14) cm
−1
[for related determinations see Refs. 16, 17, 20, 27, 56]. For the Λ-doublet pa-
rameters of the 2Π3/2 level, these authors obtained q0 = 9.507(74) × 10−6 cm−1
and q1 = 9.443(68)×10−6 cm−1. The resulting Λ-doublet splittings are in good accord
with the theoretical calculations of de Vivie and Peyerimhoff [37], who discuss the
theoretical underpinnings of this phenomenon and the wide variation in contemporary
experimental values of qv [see also Refs. 21, 35, 36].
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C. Dipole moments for NO.
To evaluate the Stark shifts, we require the vibrationally averaged dipole moments
for the v = 0 and v = 1 states of the spin-orbit state of interest. This quantity, the
permanent electric dipole moment in the vth vibrational state [40]
µv,Ω ≡ 〈α, v, S,Λ,Σ,Ω, J,MJ | µ | α, v, S,Λ,Σ,Ω, J,MJ〉 , (14)
depends on the magnitude but not on the sign of Ω. The permanent dipole moment
for the 2Π1/2 state of N
14O16 has been measured, calculated, and discussed exten-
sively; key results appear in Tbl. II. The experimental results in this table come from
microwave spectra except the value of Neumann [57], which was determined using
a molecular-beam resonance technique. These measurements cannot determine the
sign of µv,Ω. But the calculations of Billingsley [58], who used the optimized-valence-
configuration multiconfiguration self-consistent-field method, show the polarity of the
ground state to be N−O+, i.e., the dipole moment points from the nitrogen nucleus to
the oxygen nucleus and therefore, by definition, is negative. This finding explains the
signs in Tbl. II. The more recent calculations of Refs. [59, 60] entail multireference
singles-plus-doubles configuration-interaction calculations. The values we use in the
calculations of Sec. IV are those of Rawlins et al. [61]. These authors analyzed experi-
mental data for vibrational-transition branching ratios, previous measurements of the
static dipole moment, and absorption coefficients for transitions from the ground to
the first vibrational state. They then used a nonlinear least-squares fit to determine a
dipole moment function µΩ(R), from which they calculate the vibrationally averaged
moments in Tbl. II.
III. THEORY: THE STARK EFFECT.
We consider a static, homogeneous external electric field of strength E that points
along the laboratory-frame Z axis. The operator corresponding to the potential energy
of interaction of this field with the permanent dipole moment µ of the molecule is
HˆE = −µ · E = −µE cos θ, (15)
where θ is the polar angle of the field axis with respect to the internuclear axis.
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source µ0(D) µ1(D)
[E] Liu et al. [62] 0.1595(15) 0.1425(16)
[E] Burrus and Graybeal [19] 0.158± 0.006
[E] Neumann [57] 0.15782± 0.0002
[E] Hoy et al. [21] 0.1574 0.1416
[T] Billingsley[58] −0.139 −0.119
[T] Langhoff et al. [60] −0.169 −0.152
[E] Rawlins et al. [61] −0.1588 −0.1406
TABLE II: Experimental (E) and theoretical (T) values for vibrationally averaged dipole
moments in the ground and first-excited vibrational states in the 2Π spin-orbit states of
N14O16. Values are given in Debye, where 1D = 3.33564 × 10−30 cm−1. Note that experi-
mental measurements yield only |µv,Ω|.
Several symmetry properties of the Stark Hamiltonian HˆE facilitate calculating
its effect on molecular energies. First, since HˆE commutes with Jˆz, it doesn’t cou-
ple states of different |Ω|; nor does it couple a state with +Ω to the corresponding
state with −Ω. Therefore in the rovibronic basis defined by Eq. (2), whose elements
we’ll here abbreviate as |±Ω〉, the matrix representation of the Stark Hamiltonian is
diagonal:
H
E
{ |±Ω〉 } =
〈Ω | HˆE | Ω〉 0
0 −〈Ω | HˆE | Ω〉
 , (16a)
where we have exploited the symmetry of the molecule to relate the (non-zero) diag-
onal elements [15].
The Stark Hamiltonian does couple the e and f states defined in Eq. (6b), which
we’ll here abbreviate by |e/f〉. In this basis the diagonal matrix elements of HˆE
are zero, so the matrix representation is
H
E
{ |e/f〉 } =
 0 〈e | HˆE | f〉
〈e | HˆE | f〉 0
 , (16b)
where we have used the Hermiticity of HˆE to equate the (non-zero) off-diagonal ele-
ments.
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It is straightforward [15] to evaluate the sole matrix element 〈Ω | HˆE | Ω〉 needed
to construct the representation (16a) of HˆE in the |±Ω〉 basis:
HEv,J,MJ ,Ω = 〈α, v, S,Λ,Σ,Ω, J,MJ | HˆE | α, v, S,Λ,Σ,Ω, J,MJ〉 (17a)
= −E µv,Ω 〈J,MJ ,Ω | cos θ | J,MJ ,Ω〉 , (17b)
where |J,MJ ,Ω〉 is the rotational eigenstate in Eq. (2) and µv,Ω is the vibrationally
averaged dipole moment defined in Eq. (14).
To evaluate the matrix element of cos θ in Eq. (17b), we exploit the fact that the
laboratory-frame polar angle θ is the direction cosine αzZ . The diagonal matrix ele-
ment of this quantity with respect to the rotational state |J,MJ ,Ω〉 is the expectation
value of αzZ in this state, the value of which is [see §3.9 and Table 3.2 of Ref. 39]
〈J,MJ ,Ω | α | J,MJ ,Ω〉 = 〈αzZ〉 =
ΩMJ
J(J + 1)
. (18)
Hence the Stark matrix element (17b) is
HEv,J,MJ ,Ω = −µv,ΩE
ΩMJ
J(J + 1)
, MJ = −J, . . . ,+J. (19)
A. The Stark effect in a two-state model
Although the zero-field states |α, v, S,Λ,Σ,Ω, J,MJ , e/f〉 are not degenerate, the
Λ-doublet splitting is so small that these states are well-separated in energy from
all other rovibronic states [see Fig. 1(a)]. (This feature has been verified experimen-
tally by Gallagher and Johnson [18] and by Hoy et al. [21] [see also Refs. 14, 15].)
Moreover, applied fields in current cold molecular experiments are sufficiently strong
that the product µv,Ω E is much larger than the hyperfine splitting [63]. Under these
circumstances, we can determine the Stark energies by modeling the molecule as a
two-state system [64]. As we shall show in Sec. IV, such a nonperturbative approach
is required for field strengths larger than a few kV/cm, because second-order pertur-
bation theory, which leads to the familiar “quadratic Stark effect” [14, 21], is highly
inaccurate for these field strengths.
We therefore assume that the states |α, v, S,Λ,Σ,Ω, J,MJ , e/f〉 of Eq. (6b) for
fixed v, J , Λ, Σ, and Ω constitute a basis of 2(2J + 1) eigenvectors in which we
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can expand the desired eigenvector of the total Hamiltonian Hˆ = Hˆ0 + HˆE . Since
HˆE commutes with JˆZ , the Hamiltonian matrix in this basis is block diagonal with
respect to the magnetic quantum number MJ . Hence we can consider each 2 × 2
submatrix for fixed MJ separately and obtain the eigenvalues of Hˆ by diagonalizing
[79]
H{ |e/f〉 } =
Hee Hef
Hfe Hff
 =
 ǫev,J,Ω 〈e | HˆE | f〉
〈e | HˆE | f〉 ǫfv,J,Ω
 , (20)
where the second equality follows from the symmetry properties of the e/f basis
(Sec. III). The diagonal elements in H{ |e/f〉 } are just the zero-field energies of the e
and f states given in Eq. (13). The Hamiltonian Hˆ is Hermitian, so the off-diagonal
elements in this matrix are equal: Hfe = Hef . We simplify the off-diagonal elements
by using the orthonormality of the e/f states, viz.,
Hef = 〈e | Hˆ0 + HˆE | f〉 = 〈e | HˆE | f〉 . (21)
We can easily evaluate Hef by using Eq. (6b) to express this matrix element in
terms of the {±Ω } basis states:
〈e | HˆE | f〉 = 1
2
[(
〈+Ω|+ 〈−Ω|
)∣∣∣HˆE∣∣∣( |+Ω〉 − |−Ω〉)]. (22)
According to Eq. (16a), the matrix HE{ |±Ω〉 } is diagonal. So Eq. (22) simplifies to the
matrix element already evaluated in Eq. (19):
〈e | HˆE | f〉 = 〈Ω | HˆE | Ω〉 = HEv,J,MJ ,Ω = −µv,ΩE
ΩMJ
J(J + 1)
. (23)
Diagonalizing the matrix (20) yields the Stark energies in the two-state model,
E
e/f
v,J,MJ ,Ω
= 1
2
(ǫev,J,Ω + ǫ
f
v,J,Ω)
± 1
2
√
4|HEv,J,MJ ,Ω|2 + (∆ǫ
fe
v,J,Ω)
2,
(24a)
where the + sign corresponds to the f state and the − sign to the e state. Noting
from Eq. (13) that the average of the e and f zero-field energies is just the rovibronic
energy ǫv,J,Ω of Eq. (9), and defining the two-state Stark shift
∆EEv,J,MJ ,Ω =
1
2
√
4|HEv,J,MJ ,Ω|2 + (∆ǫ
fe
v,J,Ω)
2, (24b)
we can write Eq. (24a) as
E
e/f
v,J,MJ ,Ω
= ǫv,J,Ω ±∆EEv,J,MJ ,Ω. (24c)
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This form emphasizes that Eq. (24b) gives the Stark shifts to the zero-field Born-
Oppenheimer rovibronic energies ǫv,J,Ω of Eq. (9), not to the e/f energies ǫ
e/f
v,J,Ω
of Eq. (13).
Equations (24) show that the Stark effect increases the energies of the upper (f)
levels [see Fig. 1(b)] and decreases the energies of the lower (e) levels [63]. These shifts
depend on the magnitude but not on the sign of MJ : that is, the Stark-shifted levels
remain two-fold degenerate. To calculate these shifts we require only the field strength
and the (averaged) dipole moments in the relevant vibronic states [see Sec. II C].
B. The strong- and weak-field limits.
Burrus and Graybeal [19] used Stark spectroscopy to measure the dipole moment
for the v = 0 vibrational state of the 2Π1/2 level of N
14O16. As befits such experi-
ments, these authors focused on the weak-field limit and included hyperfine splitting.
Subsequently, Hoy et al. [21] used laser Stark spectroscopy to measure µv,Ω for the
ground and first vibrational states and considered both 2Π levels. All these authors
used perturbation theory [14, 15] to calculate the quadratic (second-order) and linear
(first-order) Stark shifts. Since we want to relate the two-state results of Sec. III A to
their perturbation-theory approximates, it is useful to write the Stark energy levels
of Eqs. (24) as
E
e/f
v,J,MJ ,Ω
= ǫ
e/f
v,J,Ω ± (∆EEv,J,MJ ,Ω − 12∆ǫfev,J,Ω). (25)
Hoy et al. [21], who base their spectroscopic determination of the dipole moment on
the theoretical work of Mizushima [14, 15], used second-order perturbation theory to
calculate Stark shifts to the e and f rovibronic Ω = 1/2 energies. We can easily relate
this approximation to the two-state energies of Eq. (25). Comparing the two, both
analytically and numerically, affords insight into the range of field strengths where
the second-order perturbative approximation is valid and sets up the comparisons
of Sec. IV.
In the presence of Λ doubling, second-order perturbation theory is valid if the
external electric field is sufficiently weak. In this weak-field limit the two-state
Stark shift reduces to the familiar quadratic shift. To make this reduction, we first
write Eq. (25) as
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E
e/f
v,J,MJ ,Ω
= ǫ
e/f
v,J,Ω ±
1
2
∆ǫfev,J,Ω

√√√√1 + 4(HEv,J,MJ ,Ω
∆ǫfev,J,Ω
)2
− 1
 . (26a)
We now expand the square root in the small parameter |HEv,J,MJ ,Ω/∆ǫfev,J,Ω| and retain
only the first term, obtaining
E
e/f
v,J,MJ ,Ω
≈ ǫe/fv,J,Ω ±∆ǫfev,J,Ω
(
HEv,J,MJ ,Ω
∆ǫfev,J,Ω
)2
(26b)
= ǫ
e/f
v,J,Ω ± E(2)v,J,MJ ,Ω, (26c)
where as usual the + and − signs refer to the f and e states, respectively. In Eq. (26c)
we have identified the second-order correction term as the quadratic Stark shift to
the zero-field e/f energies:
E
(2)
v,J,MJ ,Ω
=
[HEv,J,MJ ,Ω(E)]2
∆ǫfev,J,Ω
. (27)
For the second-order approximation to the Stark shift to be accurate, the applied
field must be weak enough that
|HEv,J,MJ ,Ω(E)| ≪
1
2
∆ǫfev,J,Ω. (28)
The other extreme is the strong-field limit, where the field is strong enough to
render the Λ-doublet splitting negligible. In this case Eq. (24c) reduces to
E
e/f
v,J,MJ ,Ω
= ǫ
e/f
v,J,Ω ±HEv,J,MJ ,Ω = ǫ
e/f
v,J,Ω ∓ µv,ΩE
ΩMJ
J(J + 1)
. (29)
The second term in this result agrees with the first-order (linear) Stark shift [14],
E
(1)
v,J,MJ ,Ω
= 〈Ω | HˆE | Ω〉 = −µv,ΩE ΩMJ
J(J + 1)
, (30)
which one obtains by neglecting the Λ doublet splitting altogether [21]. The linear
Stark shift raises states withMJ < 0 and lowers states withMJ > 0. Each perturbed
state remains two-fold degenerate; that is, the first-order Stark shift does not alter
the degeneracy of the ±Ω states.
To conclude we write our equations for the Stark shifts in a form that is convenient
for application to other molecules and for the comparisons of Sec. IV. To this end we
introduce the dimensionless variable
η ≡ H
E
v,J,MJ ,Ω
∆ǫfev,J,Ω
, (31)
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which is the Stark matrix element for an arbitrary rovibronic state normalized to the
splitting of the Λ doublet. In terms of this variable, Eqs. (24b), (27), and (30) for the
Stark shifts become
∆EEv,J,MJ ,Ω = ±
√
1
4
+ η2, two-state model (32a)
E
(2)
v,J,MJ ,Ω
= ± (1
2
+ η2
)
, second-order perturbation theory (32b)
E
(1)
v,J,MJ ,Ω
= ± (1
2
+ η
)
, first-order perturbation theory, (32c)
where the + and − signs refer to the f and e states, respectively. Note that because
η is defined in terms of the matrix element HEv,J,MJ ,Ω, this variable depends on the
field strength and on the rovibronic state under consideration. Equations (32) are
“generic” expressions for the Stark shifts, applicable to any molecule with a 2Π ground
state under conditions where hyperfine effects are negligible.
C. Theoretical treatments of the Stark effect.
In the preceding section, we described three ways to calculate Stark shifts for any
molecule with |Λ| > 0 that is well represented by Hund’s case (a) under conditions
where hyperfine structure is negligible. The linear Stark shift [Eq. (26c)] results from
first-order perturbation theory; this result is valid only when the Stark interaction en-
ergy is large compared to the Λ-doublet splitting. The quadratic Stark shift [Eq. (27)]
results from second-order perturbation theory and assumes that the Stark energy is
small compared to the Λ-doublet splitting. When this approximation holds, the first-
order Stark shift is zero. The two-state model diagonalizes the Hamiltonian, assuming
only that the Λ-doublet splitting and Stark interaction energies are small compared
to the separation of the rovibronic level under consideration from other levels.
Other authors have considered the quadratic Stark effect for NO taking into ac-
count hyperfine structure [14, 21]. Current experiments with cold molecules produce
trapped samples at temperatures on the order of 0.1 − 1K [7, 65]. At these tem-
peratures, the hyperfine splitting in NO is negligible. While introducing hyperfine
interactions will be important for experiments that further cool (through evapora-
tive or sympathetic cooling) trapped samples to energies on the size of the hyperfine
splittings, this additional complexity is at present unnecessary.
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FIG. 2: (a) The dc Stark shifts for the v = 0, J = 1/2 state of the 2Π1/2 spin-orbit
level as a function of electric field strength. Shifts in the two-state model and in first-
and second-order perturbation theory are shown over an experimentally realistic range
of field strengths. (b) The fractional difference between Stark shifts, as calculated using
perturbation theory and using the two-state model [see Eqs. (32)], for a rovibronic state
of a Hund’s case (a) molecule. First- and second-order perturbation theory give the linear
and quadratic approximations, respectively. The parameter η, the Stark matrix element
normalized to the Λ-doublet splitting, is defined in Eq. (31).
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In Fig. 2(a), we plot the Stark shifts for the ground rovibronic state (v = 0, J =
1/2) of the 2Π1/2 spin-orbit level as a function of field strength. This figure shows
significant differences between the quadratic Stark shift and that of the two-state
theory—even for relatively low electric fields. According to perturbation theory,
the second-order correction lowers the energies of e states and raises the energies
of f states. Qualitatively this behavior is the same as that of the two-state Stark
shifts. Quantitatively, however, the condition (28) breaks down at field strengths
above a few kV/cm. (The linear approximation is not expected to be accurate at low
field strengths;,it is valid only for Stark shifts greater than the Λ-doublet splitting.)
To quantify the implications of Fig. 2(a), we compare in Tbl. III Stark shifts for the
f state from the (very low) field strengths at which the quadratic shift is accurate to
the (very high) strength at which the linear approximation holds.
In Fig. 2(b), we compare the fractional difference between the linear and quadratic
Stark shifts of Eqs. (32) to those of the two-state model. Since the dimensionless
variable η of Eq. (31) depends on the dipole moment, electric field, and quantum
state, these curves show the relative accuracy of perturbation theory for any rovibronic
state of any radical that can be treated in Hund’s case (a) when hyperfine effects are
negligible. Especially noteworthy is the striking, rapid increase in the error of the
quadratic Stark shift around η = 1.
To illustrate the behavior of Stark shifts over the range of field strength that is
experimentally accessible for electrostatic trapping, we show in Fig. 3 results from
the two-state model for the J = 1/2 and J = 3/2 rotational levels of the 2Π1/2
state and for the J = 3/2 and J = 5/2 levels of the 2Π3/2 state. In both cases we
consider the ground vibrational manifold (v = 0). Since the Stark energies depend
on the magnitude but not the sign of MJ , each Stark-shifted level remains two-fold
degenerate. Because the Λ-doublet splitting is so small for 2Π3/2 states, the Stark
shift for these states is essentially linear over the entire range of field strengths of
interest. For the J = 3/2 state of the 2Π1/2 level, the Stark energy at 40 kV/cm is
more than half of the energy of the Λ doublet, and Fig. 2(b) shows that as the field
strength increases, second-order perturbation theory rapidly and significantly breaks
down. Indeed, for the J = 1/2 rotational state of this level, this approximation is
invalid for most relevant trapping fields.
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E( kV/cm) two-state quadratic linear
0.5 0.00002 0.00002 0.00044
2.0 0.00026 0.00027 0.00178
5.0 0.00150 0.00169 0.00444
10.0 0.00479 0.00676 0.00889
20.0 0.01287 0.02704 0.01778
50.0 0.03898 0.16897 0.04444
100.0 0.08323 0.67589 0.08889
300.0 0.26088 6.08300 0.26666
500.0 0.43862 16.8970 0.44443
1000.0 0.88303 67.5890 0.88886
TABLE III: Comparison of two-state, quadratic, and linear Stark shifts in cm−1 for the
v = 0, J = 1/2, MJ = 1/2 zero-field energy of the e state of the
2Π1/2 level in NO as
a function of electric field strength E in kV/cm. The “linear” column gives the Stark
shift (30) obtained by neglecting the splitting of the Λ doublet compared to the Stark
matrix element (19). Field strengths were chosen to illustrate the breakdown of the linear
and quadratic approximations.
IV. EXPERIMENT: PRODUCING COLD NO MOLECULES WITH A
STARK GUIDE
One way to produce cold samples of atoms and molecules is to select the cold
fraction (T . 1K) of molecules in the Maxwell-Boltzmann speed distribution that
emerges from a thermal source. In this approach an atomic or molecular beam is
directed into a two-dimensional guide that is bent at an angle such that there is no
line-of-sight between the input and output ends of the guide. This guide transmits
only particles that move slowly enough to be repelled from the walls by magnetic or
electric fields and guided. The feasibility of this method has been demonstrated for
Li [66], Rb [67], and H2CO and ND3 [68].
In our experimental study of the feasibility of using such a device to produce
cold NO we inject NO molecules from an effusive source at 77 K into a straight
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FIG. 3: The dc Stark shifts for the two lowest rotational levels of the ground vibrational
manifold of the Ω = 1/2 and Ω = 3/2 states of N14O16 as a function of the strength of
the applied electric field. In each case, the states whose energies increase with increasing
field strength correspond to the zero-field f level of the Λ doublet. Those whose energies
decrease with field strength correspond to the zero-field e level. The zero of energy is at the
mid-point of the Λ doublet. (The Λ-doublet splitting for the Ω = 3/2 state is not visible on
the scale of this figure.)
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FIG. 4: (a) Schematic of the experimental apparatus (not to scale). (b) Cross section of
the hexapole guide. The central circle defines the highest edge of the two-dimensional guide
potential. On this central circle the cross and small open circle indicate points of lowest
and highest guide potential, respectively, along the edge of the guide.
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hexapole Stark guide. As illustrated in Fig. 4a, in this apparatus there does exist a
line-of-sight between the input and the output. The hexapole guide, a cross section
of which is shown in Fig. 4b, consists of six wires, with positive and negative volt-
ages placed on alternating wires, and produces electric fields as high as 65 kV/cm.
Although our objectives are different, our NO guide is functionally identical to the
hexapole NO guide used by Stolte and coworkers [69, 70]. The primary difference is
that we use a 77K effusive source, while Stolte and coworkers use a molecular-beam
source. The electric field inside the guide is not azimuthally symmetric. Along the
circle that defines the highest edge values of the guide potential, the potential energy
attains a minimum at each wire and a maximum halfway between each wire (Fig. 4b).
Calculating the electric field inside the guide, we find that the easiest escape route for
the particles corresponds to a field strength of 35 kV/cm at a guide voltage of 4.5 kV.
Particles whose trajectories are not along a line-of-sight to the output will be
guided to the output if their transverse kinetic energy is smaller than the energy
of their Stark interaction with the electric field. Due to this collimation effect, the
number of molecules at the output will be enhanced. Because the Stark interaction
energy is small compared to the average thermal energy of the beam, only the cold
fraction is collimated. Further details of the apparatus are described in Ref. [71].
In the present experiments, we observe enhancement of the number of molecules
in the lowest rovibrational state of N14O16. The particles are detected by ex-
citing the transition |X2Π1/2, v = 0, J = 1/2〉 → |A2Σ1/2, v = 0, J = 3/2, N = 2〉 at
226.180 nm [72]. The excited A state is then ionized with 327 nm laser radiation, and
the resulting cations are detected on a microchannel plate. To measure the effect of
the guide on the molecular beam, the number of particles in the |2Π1/2, v = 0, J = 1/2〉
state is measured as the guide voltage is increased from 0 to 4.5 kV.
We now present data for the enhancement of NO molecules due to passage through
the Stark guide. Since this enhancement depends on the Stark interaction, we can use
the variation of this quantity with guide voltage to assess the theoretical treatment
in Sec. III in the context of experiments on cold molecules. Figure 5a shows the
number of ions detected by the microchannel plate. Because fluctuations in the
number of detected molecules were smallest at the highest count rates, we normalized
the data in this figure to the number of ions detected with maximum voltage applied
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to the Stark guide, V = 4.5 kV.
In each measurement we count the number of ions collected during 320 laser pulses
with a particular voltage on the guide, and divide the result by the corresponding
number of ions for a voltage of 4.5 kV. In order to determine the statistical error
we take ten consecutive measurements of this type. We then repeat this process on
several days, adjusting the alignment of the ionizing lasers and the input pressure of
NO in order to evaluate systematic errors in the apparatus. The data are subject
to a systematic error that is comparable in magnitude to the statistical uncertainty,
which we determine by comparing data taken with different configurations. We add
the systematic error (in quadrature) to the statistical error to determine the error
bars in Fig. 5a, which correspond to a 2-σ confidence interval.
We model the electric field E(r) using the numerical software program SimION [?
] including in the model file the conducting surfaces of the source can, the source
tube, the guide, and the detection plates. Motion of particles in the guide is cal-
culated by finding the force on the particles, F = −∇U(r), where the potential
energy U(r) is given by the Stark shift ∆EEv,J,MJ ,Ω of Eq. (24b) as determined us-
ing the two-state model of Sec. III A. [The dependence on r enters the Stark shift
through the r-dependent electric field strength, which appears in the matrix element
of Eq. (23).] Only molecules in states whose energy energy increases with increasing
electric field (so-called “low-field seeking states”) are guided. From the potential en-
ergy U(r) for our system we create an equivalent electric field for ion propagation in
an identical geometry. The SimION program calculates Monte-Carlo trajectories of
ions in arbitrary electric fields. So once we have found U(r) for our system, we create
an equivalent electric field for ion propagation. Thus, the SimION ion-trajectory
simulator calculates our neutral particle trajectories.
In simulating the output of the guide, we assume that the source provides an
isotropic angular distribution, although we considered only particles whose trajecto-
ries permitted them to enter the guide. In a previous measurement, we determined
that the speed distribution is proportional to v2e−αv
2
(where α is constant) as in a
standard one-dimensional Maxwell-Boltzmann distribution. The expected speed dis-
tribution for the flux from an effusive source is proportional to v3 [71]. The time
during which laser radiation is on, however, is small compared to that required for
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FIG. 5: The flux of particles leaving the guide in the J = 1/2 ground rovibrational state
as a function of guide voltage. (a) Comparison to measured data. The flux is normalized
to the flux at the maximum voltage, 4.5 kV, and the data is compared to normalized fluxes
calculated using two-state equations for the Stark shift in Sec. III. Note carefully the
discussion in the text of the effects of the normalization procedure used in this figure.
(b) Simulation of the experiment in which the flux is not normalized. The simulated fluxes
were calculated using the two-state model and the linear and quadratic approximations.
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the particles to undergo any significant movement. Therefore we measure the den-
sity directly. Assuming this speed distribution, we found the temperature of the gas
to be 77K, in agreement with a thermistor measurement of the temperature of the
source tube. For each voltage on the guide we simulated 20,000 trajectories and
counted the number of particles that were successfully guided into the detection re-
gion. The result of each simulation at each voltage was divided by the corresponding
value for 4.5 kV; as noted above, this step normalizes the data. Thus, no fitting
parameters were involved in generating the comparison in Fig. 5a.
The error bars for both the experiment and the Monte-Carlo simulations repre-
sent a 2-σ confidence interval. As Fig. 5a shows, the model and the data disagree
significantly only for a guide voltage of 0 kV. We believe this disagreement results
from incomplete modeling of fringing fields at the input. At the input of the guide,
a dialectric piece holds the wires in place. This piece will modify the fields at the
entrance—an effect that cannot be easily simulated in SimION. Note that this effect
is present in all data, since these data are normalized to the output at 4.5 kV. Since
improperly modeling the input fields will similarly affect data simulated at different
voltages, the largest such effect will appear in data at 0 kV. We conclude, therefore,
that the results from the two-state model are consistent with the measured data over
the entire range of voltages considered. Unfortunately, the error in the experimental
data and the simulations precludes detecting a statistical difference between results
calculating using the two-state model and using the quadratic and linear perturbation-
theory approximates. This effect is exacerbated by the choice of normalization, which
forces all models to converge at a guide voltage of 4.5 kV.
Figure 5b shows a direct comparison—without normalization—of the simulated
ion counts assuming the two-state, quadratic, and linear models. The system mod-
eled in this figure is identical to the experimental configuration. For each model,
20,000 trajectories are run for each guide voltage. The error bars correspond to a
2-σ confidence interval, where σ is the square root of the number of ion counts de-
tected. These simulations show clear disagreement between the linear and two-state
models at lower fields, and disagreement between the quadratic and two state models
at higher fields predicted by Fig. 2.
We conclude that because the two-state model is as easy to implement as the
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perturbation-theory equations and does not suffer from breakdown in the relevant
range of experimental fields, which in terms of the dimensionless parameter defined
in Eq. (31) ranges as high as η = 4.5 [see Fig. 2], the two-state model should clearly
be used in analysis of such experiments.
V. CONCLUSIONS
In previous literature concerning NO, the Stark effect for 2Π3/2 states has been
often described as “linear” and that for 2Π1/2 states as “quadratic.” Each of these
characterizations implies a particular perturbative model. We have demonstrated ex-
perimentally and theoretically that, for field strengths which are relevant to trapping
cold NO these characterizations and the approximations they imply are untenable.
The experimental data in Fig. 5 shows that for NO in its ground state, the first-
and second-order approximations (26c) and (27) to the Stark shifts are inaccurate
for applied electric field strengths on the order of 100 kV/cm. These observations are
elaborated for the class of radicals to which NO belongs in Figs. 2 and 3. These
figures further show that for such fields the Stark shift in the two-state model,
given in Eqs. (24) and in generic form in Eqs. (32), is accurate where perturba-
tion theory is not. (Our results also demonstrate that two previous calculations of
Stark shifts are in error[80].) Our two-state equations for the Stark shifts, combined
with Eqs. (9) for the rovibronic energies (including spin-orbit and spin-uncoupling
effects) and Eqs. (11) for the splitting of the Λ doublet, consistitute an accurate re-
source for cold-molecule experiments in which the molecules have an odd number of
electrons and a 2Π ground state.
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