Abstract. By using techniques of differential geometry we answer the following open problem proposed by Chavarriga, Giacomini, Giné, and Llibre in 1999. For a given two dimensional flow, what is the maximal order of differentiability of a first integral on a canonical region in function of the order of differentiability of the flow? Moreover, we prove that for every planar polynomial differential system there exist finitely many invariant curves and singular
Introduction and statement of the main results
Let X = P ∂ ∂x + Q ∂ ∂y be a C r vector field with r ≥ 1, defined on a two dimensional manifold M . Here, r ≥ 1 means that r = 1, 2, · · · , ∞, or ω. Of course, when r = ω, the flow is analytic. In this paper a two dimensional manifold means a two dimensional differentiable manifold (of class C ∞ or of class C ω in case the vector field X is assumed to be analytic), connected and without boundary, but not necessarily compact or orientable.
A map φ : D → M , or simply (M, φ), is the C r local flow with r ≥ 1 associated to a vector field X, with D = {(t, p) : p ∈ M, t ∈ I p } and I p is the maximum open interval of the real line where the flow φ(t, p) = φ p (t) of X passing through p ∈ M when t = 0 is defined, if it verifies dφ p (t)/dt = X(φ p (t)), and (i) φ(0, p) = p for all p ∈ M ; (ii) φ(t, φ(s, p)) = φ(t + s, p) for all p ∈ M , and all s and t such that s, t + s ∈ I p ; (iii) φ p (−t) = φ −1 p (t) for all p ∈ M such that t, −t ∈ I p .
Two flows (M, φ) and (M , φ ) are C k equivalent with 1 ≤ k ≤ r if there is a C k diffeomorphism of M onto M which takes orbits of φ onto orbits of φ , preserving or reversing simultaneously the sense of all orbits. Let φ be a C r local flow on the two dimensional manifold M for r ≥ 1. The flow (M, φ) is C k parallel if it is C k -equivalent, with 1 ≤ k ≤ r, to either the strip, the annular, the spiral or radial, or the toral flow. More precisely, these flows are respectively:
• (R 2 , φ) with the flow φ defined by x = 1, y = 0; • (R 2 \ {0}, φ) with the flow φ defined (in polar coordinates) by r = 0, θ = 1; • (R 2 \ {0}, φ) with the flow φ defined by r = r, θ = 0 (i.e. this flow is called spiral or radial because in R \ {0} the flows r = r, θ = 1 and r = r, θ = 0 are equivalent).
• (S 1 × S 1 , φ) with rational flow φ (i.e. the flow x = 1, y = 0 over the usual covering space R 2 with rational slope; note in particular that all rational flows on the torus are equivalent).
The definition of parallel is given in [11] . We note that Markus [10] gave the notion of C 0 parallel for the collection of curves filling a plane region of a planar C 0 vector field.
Let p ∈ M . We denote by γ(p) the orbit of the flow (M, φ) passing through
the α-limit of γ − (p) (respectively ω-limit of γ + (p)). Here, cl(A) denotes the closure of the subset A of M . We note that these definitions of α-and ω-limit sets do not coincide with the classical ones (see Hirsch and Smale [6] ), but they are good for defining the notion of separatrix. Thus, the differences are that now the α-and ω-limit sets of a singular point or a periodic orbit are the empty set.
An open neighbourhood U of an orbit γ(p) of the C r flow (M, φ) is said to be a C k parallel neighbourhood with 1 ≤ k ≤ r if (U, φ) is C k equivalent to a parallel flow for some k ≥ 1.
We define the notion of separatrix following Neumann [11] , but we remark that Markus [10] gave this notion of separatrix in the plane. An orbit γ(p) is a separatrix of the flow (M, φ) if it is not contained in a parallel neighbourhood (U, φ) satisfying the following two assumptions:
With this definition of separatrix it is easy to check that any singular point, any limit cycle and any local separatrix of a hyperbolic sector are separatrices. We remark that an orbit of an irrational flow on the torus is not a separatrix.
We denote by Σ the union of all separatrices of the flow (M, φ). Then Σ is a closed invariant subset of M . Every connected component of the complement of Σ in M , with the restricted flow, is called a canonical region of φ.
We say that a Meanwhile, they proposed the following:
Open problem. What is the maximal order of differentiability of the first integrals on a canonical region of a given two dimensional flow φ in function of the order of differentiability of the flow?
In this paper we answer the open problem. The results are the following.
Theorem 2.
Let φ be a C r flow on a two dimensional manifold M with r ≥ 1, and let Σ be the union of all separatrices of φ. Then:
As usual N denotes the set of positive integers. Statement (1) in the case C 0 parallel was proved by Neumann [11] ; see Section 2. We consider planar differential systems
where P and Q are C r functions for r ≥ 0 defined in an open subset U of R 2 . If P and Q are polynomials in the variables x and y, we say that (1) is a polynomial system.
In the next two theorems we say that any analytic vector field on S 2 has finitely many limit cycles as was proved by Il'Yashenko [8] and Ecalle [5] . The following results improve Theorem 2 for planar polynomial differential systems.
Theorem 3. For every planar polynomial system there exist finitely many invariant curves in R
2 and singular points The proof of Corollary 4 can be easily obtained by following the proof of Theorem 3.
Next we consider the homogeneous polynomial vector field
We obtain the following results related with its first integrals. This paper is organized as follows. In Section 2, we prove Theorem 2. In Sections 3 and 4 we prove Theorems 3 and 5, respectively.
Proof of Theorem 2
The following result due to Neumann [11] plays a main role in the proof of our Theorem 2; since its proof is short, we give it here.
Lemma 6. The flow of (M, φ) on every canonical region is a C
0 -parallel flow given by either a strip, an annular, a spiral, or a toral flow.
Proof. Let U be a canonical region of the C 0 flow (M, φ). We denote the flow φ on U by (U, φ = φ| U ). Since there are no separatrices in U , the set consisting of orbits homeomorphic with S 1 is open, and similarly the set consisting of orbits homeomophic with R is open. Hence U consists entirely of closed orbits or entirely of line orbits.
We claim that two orbits of φ can be separated with disjoint parallel neighborhoods. To prove this, we suppose that γ(p) and γ(q) are distinct orbits (closed or not) which cannot be separated. Then, for any parallel neighborhood
It follows that the quotient space U/φ , obtained by collapsing orbits of (U, φ ) to points, is a (Hausdorff) one dimensional manifold. Hence the natural projection π : U → U/φ is a locally trivial fibering; there are only four possibilities, the four classes of parallel flows described above. This proves the lemma.
Proof of Theorem 2. Let M be a two dimensional differentiable manifold and φ be a C r flow defined on it by the vector field X. If the manifold M is compact, the flow φ is complete; i.e. for every q ∈ M , φ q (t) = φ(t, q) is defined for all t ∈ R.
In general the manifold M is not compact and the flow need not be complete. We will see that the restriction of the flow to a given non-compact canonical region U can be rescaled in such a way that it becomes complete. The proof uses the existence of a Riemannian metric on U which is geodesically complete and of the same class of differentiability (C ∞ or C ω ) as the manifold M . In case the manifold is of class C ∞ the metric can be constructed easily as follows. Let g be an arbitrary Riemannian metric on U of class C ∞ . It is well known (see [15] ) that there is an increasing sequence of compact subsets K m exhausting U . That is, an infinite sequence of compact subsets K m ⊂ U such that K m is contained in the interior of K m+1 and that U = K m . Then one can construct a C ∞ function σ on U such that the new Riemannian metric g = e σ g has the following property: the distance (with respect to g ) between K m and U − K m+1 is bigger than one. Then it follows from the theorem of Hopf and Rinow (see [4] ) that g is geodesically complete.
The analytic case is much more involved. We recall that the differentiable structure of a smooth manifold N underlies a real analytic structure. This follows from Whitney's embedding theorem [16] which states that, for a given n-dimensional differentiable manifold N , there is a smooth proper embedding f : N → R 2n+1 such that f (N ) is an analytic submanifold of R 2n+1 . If D denotes the maximal C ∞ atlas defining the differentiable structure of N , then f induces on N an atlas A W contained in D and such that the coordinate changes are analytic. We consider on N ≡ f (N ) the Riemannian metric g induced by the euclidean metric of R 2n+1 . Clearly it is analytic and we claim that it is also geodesically complete. Let D n denote the metric closed ball (with respect to g) on N ≡ f (N ) centered at a given point p ∈ f (N ) and of radius n ∈ N. It also follows from Hopf-Rinow's theorem that g is complete if D n is a compact subset of N for all n ∈ N. Let B n be the euclidean closed ball in R 2n+1 centered at p and of radius n ∈ N. Since the distance associated to the metric g between two points in f (N ) is bigger than its euclidean distance we have D n ⊂ (B n ∩ f (N )). The fact that the map f is proper then implies that the sets B n ∩ f (N ) are compact and therefore D n are compact, too. This proves the claim.
We now use the fact that two different analytic structures on a manifold underlying a given C ∞ structure are isomorphic. This was proved in the compact case by Royden [13] and for open non-compact manifolds by Huebsch and Morse [7] . In our situation this means that, if D and A denote the maximal atlases of the canonical region U defining respectively its differentiable and its analytic structure, and if A W is the analytic atlas given by Whitney's embedding, then there is a
* g is a Riemannian metric on U which is complete and analytic with respect to the original analytic structure defined by the atlas A.
We remark that, since we are dealing with two dimensional manifolds, the existence of the complete Riemannian metric in the analytic case could also be proved using the Riemann uniformization theorem instead of Whitney's theorem. Now we claim that the vector field Y = X/ X on U , where · stands for the norm associated to the metric constructed above, is complete and of class C r , where r = 1, . . . , ∞, ω is the degree of differentiability of X.
Let ψ denote the flow on U associated to Y. It follows from the above lemma that the positive (respectively negative) semiorbit of ψ through a given point p ∈ U is closed, and therefore ψ(t, p) is defined for each time, or is not contained in any compact subset of U . Since the metric is complete in the second situation the semiorbit will have an infinite length. But by construction the time parameter of ψ is just the arc-length of the orbit, hence ψ(t, p) is also defined for each time. This proves the completeness of ψ.
Let (U, ψ) be a canonical region of M where ψ denotes either the complete C r flow constructed above in the case U is noncompact or the original flow φ in the case U is compact. For p ∈ U let Σ p be a local transversal section of the flow ψ with p ∈ Σ p . Let V p be the set {ψ(t, q) ∈ U : t ∈ R and q ∈ Σ p }. Then if the canonical region (U, ψ) is a strip or a spiral, respectively an annular or a toral, the flow ψ defines a C r diffeomorphism:
where T (q) denotes the minimal period for which the flow ψ with initial point q moves along S 1 . Moreover, in both cases the inverse map η p is also a C r diffeomorphism.
Take
This proves that the quotient space U/ψ has a natural structure of C r manifold of dimension 1 which is C r equivalent to either R or S 1 . Moreover the projection U → U/ψ is a locally trivial fibre bundle of class C r with fibre R or S 1 . Lemma 6 implies that this fibre bundle is trivial and, according to the different possibilities, the flow (U, ψ) is C r equivalent to either the strip, annular, spiral or the toral flow. This proves that the canonical region U of M is C r parallel. We now prove statement (2) . From statement (1) it follows that for the C r flow ψ associated with the vector field Y, in every canonical region U of M there exists a C r diffeomorphism h from (U, ψ) onto (V, ξ) which takes orbits of ψ onto orbits of ξ preserving or reversing simultaneously the sense of all orbits, where (V, ξ) is one of the four parallel flows. For the strip and toral flows the first integral is H(x, y) = y, for the annular flow the first integral is H(r, θ) = r, and for the spiral flow the first integral is H(r, θ) = θ . Moreover, we obtain that h −1 • H is a C r first integral of the C r flow ψ on the canonical region U . This proves the theorem.
Some preliminaries and the proof of Theorem 3
We first recall some basic results, which will be used later on. as a singular point. For more details, see for instance [14] . We note that the flow given by the compactified vector field b(X) in S 2 \{N } is topologically equivalent with the flow given by X in R 2 , and that N corresponds to the infinity of the planar polynomial vector field X. Proof. From the assumptions of the proposition and the Bendixson compactification we know that the compactified vector field b(X) has finitely many singular points on S 2 (the finitely many finite singular points and the unique one at infinity). So they are isolated. Since the compactified vector field b(X) is C ω on S 2 , by Theorem 7 we get that its singular points are centers, foci, or union of finitely many hyperbolic, elliptic or parabolic sectors.
Poincaré-Bendixson
Again as the compactified vector field b(X) is C ω , from the Poincaré-Bendixson Theorem we obtain that on the Bendixson sphere the α-limit and ω-limit of every orbit for the compactified vector field b(X) is a singular point (finite or infinite), a periodic orbit, or a polycycle.
We claim that each separatrix of the compactified vector field b(X) is one of the following types: a singular point (finite or infinite); a limit cycle; or a boundary of a hyperbolic sector of a singular point.
We now prove the claim. By the definition of separatrix it is easy to prove that every singular point is a separatrix, and that each limit cycle is also a separatrix.
A boundary orbit γ of a hyperbolic sector is a separatrix because there are no parallel neighbourhoods which contain γ and satisfy the conditions (a) and (b). Otherwise, all orbits in the parallel neighborhood have the same α-limit and the same ω-limit, and this is in contradiction with the fact that the orbit γ is in the boundary of a hyperbolic sector.
From the Poincaré-Bendixson Theorem and Theorem 7, it is easy to obtain that the separatrices of the compactified vector field b(X) can only be singular points, limit cycles, or the boundary orbits of a hyperbolic sector. Here we use the fact that a spiral trajectory Γ from a singular point to a limit cycle or to a separatrix loop is not a separatrix. Because for any p ∈ Γ there exists a sufficiently small open transversal L to the flow centered at p such that the union of all the orbits starting at points of L forms a parallel region satisfying (a) and (b) in the definition of separatrices. This proves the claim.
We recall that under our assumptions the compactified vector field b(X) has finitely many singular points. Il'Yashenko [8] proved that a given analytic system on S 2 has finitely many limit cycles (see also Ecalle [5] ). Since the compactified vector field b(X) is analytic, we get from Theorem 7 that the number of boundaries of hyperbolic sectors of all singular points (finite and infinite) for the compactified vector field b(X) is finite. Therefore, the compactified vector field b(X) has finitely many separatrices on the Bendixson sphere.
Since the boundary of every canonical region is formed by separatrices, the compactified vector field b(X) has finitely many canonical regions on the Bendixson sphere. This completes the proof of the proposition.
Proof of Theorem 3.
If the polynomial system (1) has infinitely many singular points in the finite plane, then the polynomials P and Q must have a common real factor. Let B(x, y) be the maximum common real factor of P and Q, and P = BP (x, y) and Q = BQ(x, y). Then, from the definition of first integral it follows that system (1) and the systeṁ
have the same first integrals. Obviously, the vector field X = (P , Q) has finitely many finite singular points.
From Proposition 8 the compactified vector field b(X) associated with X has finitely many separatrices on S 2 , because the curves Γ i s intersect in finitely many points which are singular points. We denote by Γ i for i = 1, 2, · · · , l the separatrices 
Proof of Theorem 5
Consider the homogeneous polynomial vector field Q(x)= (Q 1 (x), Q 2 (x), Q 3 (x)), where Q i (x) for i = 1, 2, 3, are homogeneous polynomials in x = (x 1 , x 2 , x 3 ) of the same degree. Since the vectors defined by Q(x) are parallel at all points on the straight line passing through the origin (0, 0, 0), we project all the vectors Q(x) along every straight line passing through the origin onto the sphere S 2 , and we get a tangent vector field Q T (x) on S 2 . Obviously, we have
where ·, · denotes the inner product of two vectors and x, Q(x) · x denotes the projection of Q(x) on the direction x (see for instance, Camacho [2] and Ye [17] , and §22). Moreover, the vector field Q T (x) is symmetric or anti-symmetric with respect to the origin. Define Π 3 = {x ∈ R 3 : x 3 = 1}. Then Π 3 is the tangent plane to S 2 at (0, 0, 1). We now define a vector field in Π 3 as follows:
W Q (x) = (W 1 (x), W 2 (x), 0) = (−x 1 Q 3 (x) + Q 1 (x), −x 2 Q 3 (x) + Q 2 (x), 0), where x = (x 1 , x 2 , 1). We note that the vector field W Q is simply the central projection of the vector field Q T on S 2 to Π 3 . It follows from Camacho [2] that the vector field W Q (x) is tangent to the intersection curve of Ω(γ) = {tp : t ∈ R, p ∈ γ} with Π 3 , where γ is a trajectory of Q T (x) on S 2 . Then Ω(γ) is a surface constructed by straight lines connecting the origin with all points of γ. Furthermore, this surface is invariant under the flow of Q(x), and it is called an invariant conical surface. This conical surface is symmetric with respect to the origin.
It is easy to prove that for an arbitrary point P ∈ S 2 , if P is a singular point of Q T (x) and Q(x), then the straight line l connecting O and P is formed by singular points of Q(x). If P is a singular point of Q T (x), but not a singular point of Q(x), then l is an invariant straight line of Q(x) with a unique singular point O on l.
If the vector field W Q (x) has infinitely many singular points, it must have common factors. By rescaling the time we eliminate the maximum common factor, then the new vector field through the central projection produces a vector field P T (x) on S 2 with finitely many singular points outside the equator. If the vector field
