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An Iterative LQR Controller for Off-Road and On-Road Vehicles using
a Neural Network Dynamics Model
Akhil Nagariya1 and Srikanth Saripalli2
Abstract— In this work we evaluate Iterative Linear
Quadratic Regulator(ILQR) for trajectory tracking of two
different kinds of wheeled mobile robots namely Warthog (Fig.
1), an off-road holonomic robot with skid-steering and Polaris
GEM e6 [1], a non-holonomic six seater vehicle (Fig. 2). We
use multilayer neural network to learn the discrete dynamic
model of these robots which is used in ILQR controller to
compute the control law. We use model predictive control
(MPC) to deal with model imperfections and perform extensive
experiments to evaluate the performance of the controller on
human driven reference trajectories with vehicle speeds of 3m/s-
4m/s for warthog and 7m/s-10m/s for the Polaris GEM.
I. INTRODUCTION
Model based control approaches are used successfully to
control complex dynamic systems [2], [3], [4], [5]. These
approaches rely on using the dynamic model of the system
to compute the control law for a task in hand. In model
based approaches once the controller is developed it can be
utilized to perform different types of control tasks compared
to model free approaches where agent has to learn a new
policy for every task. The asymptotic performance of model
based approaches is generally worse than model free ap-
proaches due to inaccuracies in the model [6], [7] to deal
with this issue researchers often use model based controllers
in model predictive control (MPC)[8] setting. Model free
approaches require millions of samples to learn good policies
[9]. Collecting samples on a real robot operating in a
highly dynamic environments can be extremely dangerous
and renders model free approaches ineffective for these kind
of systems. Classical model based control on real dynamic
systems involve careful system identification [8] that requires
considerable domain expertise and modeling of the complex
dynamics of actuators, tire forces, slip etc in case of wheeled
mobile robots. These constraints make the model free and
classical model based control hard and time consuming for
real robotic systems.
In this work we use multilayer neural networks to learn
the dynamic model of different types of wheeled robot
and use ILQR [10] as the controller. Neural networks are
powerful non-linear function approximators [11] [12] 1[13]
and provide an alternative approach for system identification
or dynamic modeling of the system by only using the data
collected from the system. ILQR uses the dynamic model of
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the vehicle and provides extra robustness on top of kinematic
controllers that cannot deal with the dynamic constraint of
the vehicle. In section-II we discuss some of the past research
on learning the dynamic model of the system and then
discuss some of the model based control approaches which
use ILQR and are closely related to the work presented in this
paper. In section-III we discuss our approach and in section-
IV present the results of trajectory tracking on both Warthog
and the Polaris GEM e6 for various reference trajectories .
Fig. 1: Warthog
Fig. 2: Polaris GEM e6
II. RELATED WORK
In this section we discuss some of the past research on
learning non-linear and stochastic dynamic systems. Then
we discuss previous work on using ILQR to control different
kinds of robots. Finally we discuss some of the past research
which combine ILQR and learned model to control a robotic
system.
A. Model Learning
[14] and [15] present first usage of neural networks for
identification and control of non-linear dynamical systems.
[16] uses Radial Basis Function Neural Network (RBFNN) to
model non-linear stochastic dynamic system. [17] uses neural
network to model the non-linear dynamics of a neutralization
plant and uses this model to control the pH-value. Gaussian
processes (GP) are used to model low dimensional stochastic
dynamic systems and preferred over neural networks when
only few data-points are available [18], [19], [20], [21], [22],
[23]. [24] uses probabilistic neural network to model high
dimensional stochastic dynamic systems using significantly
fewer samples. Past research on model learning has focused
on learning the dynamic model of manipulators [22], UAVs
[21], [19] or robots in simulation[18], [23]. In this work
we use neural networks to learn the dynamic model of off-
road and on-road vehicles and validate the learned model by
integrating it with a controller for trajectory tracking.
B. ILQR based controllers
ILQR is a control analog of the Gauss-Newton method
for nonlinear least squares optimization and is a variant of
Differential Dynamic Programming (DDP) [25]. DDP uses
second order derivatives of the dynamic model while ILQR
uses first order derivatives to speed up the computation.
ILQR is usually used in an MPC setting where faster
dynamics evaluation is more important than the decrease in
performance due to inaccurate dynamics approximation [10].
[26] shows the first use of ILQR to control non-linear bio-
logical movement systems. The authors of [26] extend their
work in [27] and develop ILQG for constrained nonlinear
stochastic systems with gaussian noise. [10] uses ILQR in
MPC settings to deal with model imperfections to control
a 22-DoF humanoid in simulation. [28] and [29] introduce
the concept of ILQR smoothing for non-linear dynamic
systems with non-quadratic cost function. ILQR smoothing
converges faster taking only about third of the number of
iterations required by other existing ILQR approaches. [30]
introduces control constraint in a DDP [25] setting, previous
approaches enforced the control constraint by clamping on
control limits, [30] demonstrates that the naive clamping
methods are inefficient and proposed an algorithm which
solves a quadratic programming problem subject to box
constraints at each time step. [30] validates the proposed
method on three simulated problems including the 36-DoF
HRP-2 robot. [31] generalizes the control constrained used in
[30] and presents an approach that can deal with the complex
constraints of the general on-road autonomous driving. [31]
validates the approach in simulation for different on road
driving scenarios like obstacle avoidance, lane change, car
following and on general driving which combines all of these
different scenarios.
III. MODEL BASED CONTROL USING ILQR
In this section we discuss our approach to learn the dy-
namic model of both Warthog and the Polaris GEM e6 using
multilayer neural networks. Warthog is an off-road robot
capable of climbing hills, moving through dense shrubs,
rocky terrain and shallow water bodies with maximum speed
up to 4.5 m/s. Polaris GEM e6 is a six seater non holonomic
vehicle with maximum speed up to 10 m/s. Both vehicles
are equipped with a VectorNav-300 GPS for localization.
After we discuss the dynamic modeling of these vehicles
we presenth the ILQR controller for Model based control
in algorithm-1. Finally we define the trajectory tracking
problem and discuss our approach of using ILQR and the
learned model to track a reference trajectory.
A. Neural Network based Dynamic Model
Let xt ∈ R
n denote the state and ut ∈ R
m denote
the control commands of a system at discrete time instant
t (henceforth referred to as time t). The dynamics of the
system can be given as follows:
xt+1 = f(xt,ut) (1)
For Warthog the state of the system xt ∈ R
2 is given by
(vt, ωt) where vt is the linear velocity and ωt is the angular
velocity of the Warthog at time t. Control command ut ∈ R
2
is given by (vct , ω
c
t ) where v
c
t and ω
c
t are the commanded
linear and angular velocities respectively at time t. The
dynamic function fw for the warthog can now be given as
follows: [
vt+1
ωt+1
]
= fw
([
vt
ωt
]
,
[
vct
ωct
])
(2)
For Polaris GEM e6 the state xt ∈ R
2 is given by (vt, φ˙t)
where vt is the linear velocity and φ˙t is the steering angle rate
at time t. The control ut ∈ R
3 is given by (pt, bt, φ˙
c
t) where
pt is the throttle, bt is the brake and φ˙
c
t is the commanded
steering rate at time t. The dynamic function fg for the
Polaris GEM e6 can now be given as:
[
vt+1
φ˙t+1
]
= fg

[ vt
φ˙t
]
,

 ptbt
φ˙ct



 (3)
We collected the data (xt+1,xt,ut) for both Warthog and
Polaris GEM e6 by manually driving them using joystick for
an hour in on-road and off-road environments. Driving time
is decided using trail and error by observing the traning and
validation losses during training process. The data is sampled
at 20Hz for the warthog and 30Hz for the Polaris GEM e6
which are fixed hardware specificatons for these platforms.
xt,ut is used as inputs and xt+1 is used as output to
a neural network that learns the dynamic function f by
minimizing the mean squared error (MSE) between the
predicted output state xt+1 and observed output state xt+1.
Two different neural networks are used to learn fw and fg.
We whiten the data before we feed it to the input layer of the
networks. We experimented with multiple architectures and
empirically found that a fully connected neural networks with
two hidden layers having 64 units each with ReLU activation
function performs very well with our controller.
B. ILQR Controller
Consider a non-linear discrete dynamic system:
xt+1 = f(xt,ut) (4)
Where xt ∈ R
n is the state of the system and ut ∈ R
m
is the control input at time t. The cost Ji(x,Ui) represents
the cost incurred by the system starting from state x and
following the control Ui thereafter.
Ji(x,Ui) =
N−1∑
j=i
l(xj ,uj) + lf (xN ) (5)
l(xj ,uj) is the cost of executing control uj in state xj and
lf (xN ) is the final cost of sate xN . We want to find the op-
timal control U∗0(x) that minimizes the total cost J0(x,U0).
The Pseudo code for ILQR[25] is given in algorithm-1. [25]
gives detail discirption of the algorithm which is avoided here
due to space constraints. The parameter µ is the Levenberg-
Merquardt parameter and α is tuned using bactracking line-
search. The reader is referred to [10] for further details on
how to tune these parameters.
C. Trajectory Tracking
In this section we present the development of the trajec-
tory tracking controller for Polaris GEM e6 and omit the
discussion for warthog due to space constraint but similar
techniques can be used to develop a trajectory tracking
controller for warthog as well. Let si = {xi, yi, θi, φi, vi, φ˙i}
represent the state of the Polaris GEM e6 with wheel base
distance L, at discrete instant i where {xi, yi, θi} is the pose,
φi is the steering angle, vi is the velocity and φ˙i is the rate
of change of steering angle at discrete instant i. The control
command is given by ui = {ai, bi, φ˙
c
i}, here ai is the pedal
input, bi is the brake input and φ˙
c
i is the commanded rate of
change of steering angle at discrete instant i. We represent
the state transition function with pi:
si+1 = pi(si,ui) (6)
Using the dynamic functions {fgv , f
g
φ˙
} given in section III-A
and following the bicycle model, pi can be defined by
following equations:
xi+1 = xi + vicos(θi)∆t
yi+1 = yi + visin(θi)∆t
φ˙i+1 = f
g
φ˙

[ vi
φ˙i
]
,

 aibi
φ˙ci




φi+1 = φi + φ˙i∆t
θi+1 = θi +
vitan(φi)
L
vi+1 = f
g
v

[ vi
φ˙i
]
,

 aibi
φ˙ci



 (7)
Given a set of M ordered poses with velocities, we fit
a cubic spline to them and obtain a reference trajectory.
Algorithm 1 ILQR algorithm
1: function BACKWARD PASS(l, lf , f, T )
2: Vx ← lf,x(xn)
3: Vx,x ← lf,xx(xn)
4: k ← [],K ← []
5: for i← n− 1 to 1 do
6: Qx ← lx|xi + (f
T
x Vx)|xi
7: Qu ← lu|xi + (f
T
u
Vx)|ui,xi
8: Qxx ← lxx|xi + (f
T
x Vxxfx)|xi
9: Quu ← luu|ui + (f
T
u Vxxfu)|ui,xi,ui
10: Qux ← lux|ui,xi + (f
T
u Vxxfx)|ui,xi,xi
11: Q˜u ← lu|xi + (f
T
u (Vx + µIn))|ui,xi
12: Q˜uu ← luu|ui + (f
T
u (Vxx + µIn)fu)|ui,xi,ui
13: Q˜ux ← lux|ui,xi + (f
T
u (Vxx + µIn)fx)ui,xi,xi
14: k[i]← −Q˜−1
uu
Q˜u
15: K[i]← −Q˜−1uuQ˜ux
16: Vx ← Qx +K
TQuuk +K
TQu +Q
T
ux
k
17: Vxx ← Qxx +K
TQuuK +K
TQux +Q
T
uxK
18: end for
19: return K, k
20: end function
21: function FORWARD PASS(k,K, f, T )
22: x0 ← x0, U ← [], X ← []
23: for i← 1 to N − 1 do
24: ui ← ui + αk[i] +K[i](xi − xi)
25: xi+1 = f(xi,ui)
26: X [i]← xi
27: U [i]← CLIP(ui,umin,umax)
28: end for
29: X [N ]← xN
30: T ← {X,U}
31: return T
32: end function
33: function ILQR(l, lf , f )
34: Sample initial trajectory T using model (4) for
horizon N
35: for j ← 0 to M do
36: k,K ← BACKWARD PASS(l, lf , f, T )
37: T ← FORWARD PASS(k,K, f, T )
38: end for
39: return T
40: end function
‘Fig. 3’ shows bicycle model of the Polaris GEM e6 in a
typical state si, the pink rectangles represent the two wheels,
maroon circles represent the reference points and the red
curve represents the fitted cubic spline. For every state si
we define an error state ψi with respect to this reference
trajectory as a 9-tuple {dei , θ
e
i , v
e
i , d˙
e
i , θ˙
e
i , v˙
e
i , vi, φ˙i, φi}. As
shown in ‘Fig. 3’, dei is the perpendicular distance of a
robot in state si from the reference trajectory, θ
e
i is the
heading error of the robot w.r.t the reference trajectory, vei is
the velocity error corresponding to the closest point on the
reference trajectory (vei = vi − vp, here vp is the velocity of
the closest point on the reference trajectory), vi, φ˙i and φi
Reference points
Reference path
Fig. 3: Figure shows bicycle mode of Polaris GEM e6 and
error state w.r.t a reference trajectory
are copied from the state si. We use error state ψi for the
ILQR states which encodes all the errors from the reference
trajectory. Given the error state ψi and control ui at a discrete
instant i the next error state ψi+1 is given:
ψi+1 = γ(ψi,ui) (8)
γ can be defined by following equations:
dei+1 = d
e
i + d˙
e
i∆t
θei+1 = θ
e
i + θ˙
e
i∆t
vei+1 = v
e
i + v˙
e
i∆t
d˙ei+1 = (v
e
i + v˙
e
i∆t+ v
p
i )sin(θ
e
i + θ˙
e
i∆t)
θ˙ei+1 =
(vei + v˙
e
i∆t+ v
p
i )tan(φi + φ˙i∆t)
L
v˙ei+1 = (vi+1 − vi)/∆t
vi+1 = f
g
v

[ vi
φ˙i
]
,

 aibi
φ˙ci




φ˙i+1 = f
g
φ˙

[ vi
φ˙i
]
,

 aibi
φ˙ci




φi+1 = φi + φ˙i∆t (9)
The cost l(ψi,ui) of executing ui in error state ψi is given
as follows:
l(ψi,ui) = ψ
T
i Aψi + u
T
i Bui (10)
Here A and B are diagonal weight matrices with last 3
diagonal elements of A equal to zero since we only care
about driving the error terms in (9) to zero. For a state ψ
the final cost lf (ψ) is given as follows:
lf (ψ) = ψ
TAψ (11)
We can now define the trajectory tracking problem for our
vehicle with a given reference trajectory as finding the
optimal control sequence {u0,u1, ...,uN−2} for horizon N
that minimizes the following cost:
N−2∑
i=0
l(ψi,ui) +ψ
T
N−1AψN−1 (12)
Subject to the constraints:
ψi+1 = γ(ψi,ui) ∀i ∈ {0, 1, ..., N − 2} (13)
(12) and (13) transform the trajectory tracking problem to
a standard ILQR problem defined in section III-B, and hence
can be solved by algorithm 1.
IV. RESULTS AND FUTURE WORK
We evaluate the performance of the trajectory tracking
algorithm by using four metrics, average cross track er-
ror(ACE), maximum cross track error(MCE), average ve-
locity error(AVE) and maximum velocity(MVE). For Po-
laris GEM e6 we calculate these metrics on five types of
reference trajectories namely circular track ‘Fig. 4a’, oval
track ‘Fig. 5a’, snake track ‘Fig. 6a’, ’Eight’ track ‘Fig. 7a’,
and a combination track ‘Fig. 8a’. We collect the reference
trajectories by logging the VectorNav-300 GPS data while
driving manually. We evaluate Warthog’s performance on
the reference trajectory shown in ‘Fig. 9a’ which involves
moving at the speeds of 3m/s-4m/s, mimicking the kind of
trajectories Warthog might be required to follow in an off-
road environment. The warthog has a maximum velocity of
4.5m/s so we are testing the controller at the limits of what
the Warthog can perform.
‘Table I’ summarizes the results of these experiments
on both Warthog and Polaris GEM e6. Both vehicles are
equipped with a VectorNav-300 GPS for localization which
is accurate up to 20-30 cm, considering the GPS accuracy
the ACEs and MCEs are acceptable for both Polaris GEM
e6 and Warthog. The reason for high MVEs is the fact that
at the start vehicle has zero velocity while the initial points
in the reference trajectories have 1m/s-2m/s velocities. The
high MCE for ’Eight’ track is due to the 0.8m/s reference
velocity reported by GPS around 25th second from starting
time as shown in ‘Fig. 7b’.
‘Fig. [4-9](b)’ compare commanded velocities and actual
vehicle velocities for the reference trajectories. The control
input plots ‘Fig. [4-8][c-e]’ and ‘Fig. 9[c-d]’ show that the
control inputs satisfy the predefined constraints of [0, 1] for
pedal and brake, [−60, 60] for steering rate(deg/s), [0, 4.5] for
Warthog linear velocity (m/s) and [−180, 180] for Warthog
angular velocity (deg/s).
In this work we demonstrated a model based control
methodology for an off-road vehicle as well as an on-
road shuttle with varying dynamics, speeds as well as en-
vironmental conditions. In future we plan to compare this
approach with classical geometric and dynamic controllers
for wheeled robots in trajectory following context. We also
plan to implement the controller presented in this paper on an
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Fig. 4: Polaris GEM e6 Circular trajectory response
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Fig. 5: Polaris GEM e6 Oval trajectory response
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Fig. 6: Polaris GEM e6 Snake trajectory response
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Fig. 7: Polaris GEM e6 Eight trajectory response
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Fig. 8: Polaris GEM e6 Combination trajectory response
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Fig. 9: Warthog Combination trajectory response
Error Metrics
Reference ACE MCE AVE MVE
GEM Circular 0.24m 0.61m 0.44m/s 1.73m/s
GEM Oval 0.32m 0.66m 0.48m/s 1.61m/s
GEM Snake 0.40m 0.72m 0.46m/s 1.02m/s
GEM Eight 0.44m 1.32m 0.58m/s 3.88m/s
GEM Combination 0.43m 0.89m 0.43m/s 2.10m/s
Warthog Combination 0.25m 0.56m 0.28m/s 2.46m/s
TABLE I: Error result on various reference Trajectories.
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