Abstract FSK/IM orthogonal labelling of data packets enables high router throughputs and hybrid circuit-/packetswitched networks. The node cascadability is limited by the required payload extinction ratio, and the speed of the label swapping wavelength converters.
Introduction
Today's networks show an ever-continuing growth of packet-based data traffic, driven by heavy internet usage, peer-to-peer traffic, on-line gaming, etc. The throughput of a packet-routing node can be increased significantly by switching the payload data transparently without opto-electrical-optical conversion. In order to control this routing, each packet carries a label that can be split off easily and processed separately. Various ways have been reported to embed the label information in the data packets [1] : on a subcarrier outside the payload spectrum, in an other wavelength channel running parallel to the data channel, serially in front of the payload data, or by using optical code division multiplexing for encrypting the label on the payload data. These ways each have their pros and cons, by e.g. requiring extra spectrum for the label, strict synchronization between payload and label, increasing sizeably the line rate, etc. In the EU FP5 project STOLAS, which has been concluded recently, an alternative labeling approach has been pursued, the so-called 'orthogonal labeling', which uses two basically independent modulation dimensions for the payload and the label [2] . This paper discusses the implementation of this approach, its networking aspects, some experimental results, and a first application example in hybrid circuit-/packet-switched networks. 
Label-switched packet routing
As shown in Fig. 1 , packets from metro/access networks are fed to the metro/core network through an edge router. In the label-switched packet routing approach, the edge router sets out a label-switched path through the network based on the packet header's addressing information, and attaches the appropriate label to the packet. While traversing through the network, in each node the label is inspected, translated into a new label setting out the next appropriate links of the path, this new label is replacing the old label, and the packet is routed onto the next link. This label processing is done at medium speed in the electrical domain. The payload data, however, is remaining in the optical domain, and may only be changed in wavelength.
STOLAS' orthogonal labeling concept
In STOLAS, the label information is modulated orthogonally to the data payload: whereas the data is intensity-modulated (IM) on a specific wavelength channel, the label is frequency-shift-keying (FSK)-modulated on the same channel; see Fig. 2 .
Fig. 2 Orthogonal packet labeling
The payload data rate is much higher than the label rate, e.g. 10 Gbit/s versus 155 Mbit/s, respectively. Although basically orthogonal, the payload and the label are not fully independent. The FSK-modulated label needs non-zero payload signals to be modulated on, and thus the extinction ratio of the payload cannot be very high, which compromises the payload receiver sensitivity. Also, due to e.g. dispersion and optical filtering, frequency-to-intensity conversions may occur in the transmission link, which cause label-to-payload crosstalk. The FSK-label/IMpayload orthogonal modulation offers several advantages: the label and the payload can be easily separated, the label readily swapped without affecting the payload, a relatively large bandwidth is available for the label information, no strict synchronization between label and payload is required, and the embedded label channel can also be readily used as a non-intrusive control channel in circuit-switched or hybrid packet-/circuit-switched networks. The labeling is most efficiently done on an aggregate of packets, a so-called packet burst, in order to have a sufficient payload length to modulate the label on.
Comparison with alternative technologies
As traffic volume increases, it becomes uneconomical and inefficient to use electrical packet-per-packet processing and forwarding since this limits the throughput as well as requires relatively costly optoelectronic conversions at each node. Therefore for end-to-end traffic volumes exceeding a certain value, optical circuit switching (OCS) becomes more efficient than IP/MPLS. However, at 2.5, 10 and 40Gbit/s per wavelength channel, OCS has a rather large granularity so that the utilization of these circuits is often rather low. A detailed theoretical and network simulation study [3] has shown that the statistical multiplexing gains that can be obtained by Optical Packet Switching (OPS) or Optical Burst Switching (OBS) compared with OCS become significant only for highly bursty traffic of relatively large mean volume per source. Also, the larger the network, the larger are the gains obtained with OPS/OBS. In-depth studies have shown that an OPS/OBS network may typically require half the resources required by an OCS network in order to attain similar performance. For sufficiently high end-to-end traffic volumes OCS should theoretically become again more efficient than OPS/OBS. However, this cross-over point appears to lie beyond foreseeable practical levels especially since traffic becomes more and more bursty with time, at a higher pace than it increases in volume. These qualitative comparisons are depicted in Fig. 3 . In addition to statistical multiplexing gains, OPS/OBS provides gains because of its lower granularity. These gains are manifested as a better flexibility to accommodate traffic variations, for example due to daily fluctuation patterns or to restoration processes, and as increased flexibility in implementing QoS and traffic engineering processes. These granularity related gains are manifested in particular when the traffic volume per end-to-end connection is small, of the order of a couple of channels, while they decrease and become insignificant for a large count of channels per end-to-end connection. The above combined with a thorough techno-economic study [3] done in the STOLAS project suggests that IP/MPLS will either be displaced or transformed by optical technologies, and that in the longer term OPS/OBS will be introduced to combine the flexibility of packet technologies with the high throughput of optical switching technologies.
STOLAS' label-controlled routing node
Inside the STOLAS node, the packet bursts are routed by means of a passive wavelength router (AWGR, arrayed waveguide grating router), as shown in Fig. 4 . TWC   TWC   TWC   TWC   TWC   TWC   TWC   TWC   TWC   TWC   TWC   4x4  AWGR   TWC   TWC   TWC   TWC   TWC   TWC   TWC   TWC   TWC   TWC   TWC   TWC   drop The FSK label information from each packet burst is read, and using a routing table its wavelength is changed accordingly in a tunable wavelength converter (TWC). The TWC is composed of a fasttunable laser, which can be FSK modulated, and a Mach-Zehnder interferometer using intensity-driven cross-phase modulation in SOAs; see Fig. 5 . In order to avoid collision of packet bursts heading for the same output fibre port of the node, a second set of TWCs is applied after the passive router. By FSK modulating the CW output of the tunable pump laser in each of these TWCs, new labels can be affixed to the outgoing packet bursts. The passive router is composed in a modular way of multiple AWGRs, which enables scaling of the node to more input/output fibres and wavelength channels.
Experimental results

Impact of extinction ratio
As mentioned before, for adequate detection of the FSK label the extinction ratio (ER) of the IM payload should not be too high. On the other hand, a low ER causes a penalty for detection of the payload. Hence the optimum ER is a compromise, depending on the payload data rate and the label data rate. Measurements have been done in a system setup as shown in Fig. 6 Fig. 7 .a shows the receiver sensitivities for the IM payload and the FSK label, respectively, when the payload extinction ratio (ER) is increased from 6 to 12 dB. Due to the relatively low label data rate, the label receiver sensitivity is then only degraded by 2 dB, whereas the payload receiver sensitivity is improved by more than 3 dB. The optimum ER is found to be around 14 dB. At higher label rates, the degradation of the label receiver sensitivity is more pronounced, because less payload bits per label bit are available. This yields a lower optimum ER (about 6.5 dB at 312 Mbit/s label rate, see Fig. 7 .b) [4] and hence a degraded IM payload receiver sensitivity. Next to lowering the label rate, applying Forward Error Correction coding (FEC) on the label allows to increase the ER, and thus to improve the link budget.
Scalability
In order to assess the scalability of the labelswapping concept, experiments have been done in a laboratory testbed. Two label-swapping TWCs have been put in cascade, using an ER of 7 dB and of 12 dB. Four wavelength channels were used with 200 GHz spacing (1555.75, 1557.36, 1558.98, and 1560.61 nm). The results are shown in Fig. 8 . Passing through a single TWC, a power penalty at BER=10 -9 is incurred of 2.7 dB for an ER=7 dB, and of 1.9 dB for ER=12 dB. Passing two TWCs, the penalties are 5.3 dB and 4.4 dB, respectively. These cumulative penalties are largely due to insufficient speed of the SOAs inside the TWC, which cause patterning effects. With a payload rate of 10 Gbit/s, and a dynamic range of 20 dB for the payload receiver, the insufficient TWC speed limits the cascadability to 4 nodes. At a lower payload speed of 2.5 Gbit/s, the penalties are found to be remarkably lower (<2 dB after passing 6 nodes); hence much more nodes could be cascaded [5] .
1.E-13
1.E-12
1.E-11
1.E-10
1.E-09
1.E-08
1.E-07
1.E-06
1.E-05 
at ER =12 dB
1.E-05 Careful alignment of the bandpass characteristics of the wavelength (de-)multiplexers and the arrayed waveguide routers with respect to the wavelength channel positions is needed; spurious FSK-to-IM converted signals may occur when a channel is (partly) located on the slope of such a bandpass characteristic [6] . These spurious signals may accumulate with the data in the tunable wavelength converters, and thus also restrict the scalability of the system.
Node reliability
The reliability of a packet routing node will largely depend on the cumulative failing probability of the active components; the passive components, once installed and connected properly, will not degrade noteworthy.
In the STOLAS node, the actual packet routing is done by the central passive arrayed waveguide router. The path is defined by the TWC, which allocates the appropriate wavelength to the packets. Typically, such a waveguide router is made in integrated-optics technology in a glass substrate, and hence suffers no noteworthy degradation. Once connected and installed properly, this passive router itself should not cause failures. However, TWCs are needed at each side of the passive router, and these active elements may degrade. Such a TWC basically consists of a fast tunable laser diode, and a wavelength converter based on SOAs in a MachZehnder Interferometer configuration.
As an example, the non-blocking STOLAS node architecture given in Fig. 4 .b is considered. In this example, two input fibre ports, two output fibre ports, one add and one drop port are assumed. Two feedback loops are foreseen for multi-casting. Each packet passes two TWCs (and multiples of that when it is to be multicasted). So the probability that a packet is lost due to malfunctioning of the router is
which compares quite favourably to other packetswitching node architectures where a higher number of active optical gates and amplifiers have to be passed (such as broadcast and select nodes, and Benes nodes).
STOLAS application example: overspill routing
The orthogonal labeling concept can advantageously be introduced in hybrid optical circuit-/packetswitched networks, for marking overspill packets in order to host them in circuit-switched links. This ORION (Overspill Routing In Optical Networks) concept is illustrated in Fig. 9 [7] .
Packets which are to be carried from A to B, but which exceed the capacity of wavelength channel λ 0 , may be orthogonally marked as overspill packets and transported at λ 1 . Node B can then recognise these and extract them from λ 1 . Alternatively, the excess traffic could be deflection-routed on λ 1 to node B via node C, but this occupies more network resources. Simulations and experiments have shown remarkable throughput gains by this overspill concept [8] . 
Conclusions
Employing the STOLAS' orthogonal packet labelling concept, the routing of data packets can be most efficiently handled in network nodes while keeping the packet payload data in the optical domain. By using fast tunable wavelength converters and passive wavelength routing elements, a scalable modular router node with high reliability can be implemented. At lower label rates, the link budget is improved by the higher optimum payload extinction ratio. The number of cascadable nodes is mainly limited by the speed of the label-swapping wavelength converters.
Orthogonal labelling may find a first attractive application in routing of overspill packets in hybrid optical circuit-/burst-switched networks. In a longerterm perspective, the orthogonal label-controlled optical burst switching as proposed in the STOLAS project may combine the advantages of the transparent payload routing offered by optical circuit switching with the improved efficiency offered by packet switching.
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