Abstract. Recent advances in hardware technology have resulted in the ability to collect and process large amounts of data. In many cases, the collection of the data is a continuous process over time. Such continuous collections of data are referred to as data streams. One of the interesting problems in data stream mining is that of predictive query processing. This is useful for a variety of data mining applications which require us to estimate the future behavior of the data stream. In this paper, we will discuss the problem from the point of view of predictive summarization. In predictive summarization, we would like to store statistical characteristics of the data stream which are useful for estimation of queries representing the behavior of the stream in the future. The example utilized for this paper is the case of selectivity estimation of range queries. For this purpose, we propose a technique which utilizes a local predictive approach in conjunction with a careful choice of storing and summarizing particular statistical characteristics of the data. We use this summarization technique to estimate the future selectivity of range queries, though the results can be utilized to estimate a variety of futuristic queries. We test the results on a variety of data sets and illustrate the effectiveness of the approach.
Introduction
A number of technological innovations in recent years have facilitated the automated storage of data. For example, a simple activity such as the use of credit cards or accessing a web page creates data records in an automated way. Such dynamically growing data sets are referred to as data streams. The fast nature of data streams results in several constraints in their applicability to data mining tasks. For example, it means that they cannot be re-examined in the course of their computation. Therefore, all algorithms need to be executed in only one pass of the data. Furthermore, if the data stream evolves, it is important to construct a model which can be rapidly updated during the course of the computation. The second requirement is more restrictive, since it needs us to design the data stream mining algorithms while taking temporal evolution into account. This means that standard data mining algorithms on static data sets cannot be easily modified to create a one-pass analogue for data streams. A number of data mining algorithms for classical problems such as clustering and classification have been proposed in the context of data streams in recent years [1] [2] [3] [4] [5] [6] [7] [8] 14 ].
An important problem in data stream computation is that of query selectivity estimation. Such queries include, but are not limited to problems such as selectivity estimation of range queries. Some examples of such queries are as follows:
-Find the number of data points lying in the range cube R. (Range Query) -For a target point X, find the number of data points within a given radius r. (Radius Query)
A more general formulation of the above queries is to find the number of data points which satisfy a user-specified set of constraints U. While this includes all standard selectivity estimation queries, it also allows for a more general model in which the selectivity of arbitrary constraints can be determined. For example, the constraint U could include arbitrary and non-linear constraints using some combinations of the attributes. This model for selectivity estimation is significantly more general than one which supports particular kinds of queries such as range queries.
Consider an aggregation query on a data stream for a given window of time (T 1 , T 2 ). While the query processing problem has been explored in the context of data streams [6, 7, 10, 11, 13, 15] , these methods are designed for processing of historical queries. These correspond to cases in which T 1 and T 2 are less than the current time t 0 . In this paper, we examine the problem of predictive query estimation. In the predictive query estimation problem, we attempt to estimate the selectivity of queries in a future time interval by making use of the current trends of the data stream. Thus, the generic data stream predictive selectivity estimation problem is defined as follows: Definition 1. Estimate the number of points in a data stream in the future time interval (T 1 , T 2 ), which satisfy the user-specified set of constraints U.
We note that predictive query processing is a significantly more difficult problem than historical query processing. This is because the historical behavior of the stream is already available, whereas the future behavior can only be estimated from the evolution trends in the data stream. This creates significant challenges in deciding on the nature of the summary information to be stored in order to estimate the responses to predictive queries. Some work has been done on performing high-level regression analysis to data cubes, but this work is designed for finding unusual trends in the data, and cannot be used for estimation of the selectivity of arbitrary user queries.
In order to solve the predictive querying problem, we use an approach in which we utilize local regression analysis in conjunction with storage of the summary covariance structure of different data localities. The local predictive approach stores a sufficient amount of summary statistics that it is able to create effective predictive samples in different data localities. These predictive samples can then be used in order to estimate the accuracy of the underlying queries. The sizes of the predictive samples can be varied depending upon the desired level of accuracy. We will show that such a local approach provides significant advantages over the technique of global regression. This is because the latter cannot generate the kind of refined summary constructed by the local approach. The refined summary from the local approach provides the ability to perform significantly superior estimation of the future data points. Thus, this approach is not only flexible (in terms of being able to handle arbitrary queries) but is also more effective over a wide variety of data sets. Furthermore, the summaries can be processed very efficiently because of the small size of the data stored. Thus, the paper presents a flexible, effective and efficient approach to predictive data summarization.
This paper is organized as follows. In the next section, we will discuss the overall framework for the approach. We will also discuss the summary statistics which are required to be stored in order to implement this framework. In section 3, we will discuss the algorithms in order to create the summary statistics, and the process of performing the estimation. The empirical sections are discussed in section 4. Section 5 contains the conclusions and summary.
The Overall Summarization Framework
In order to perform predictive selectivity estimation, we need to store a sufficient amount of summary statistics so that the overall behavior of the data can be estimated. One way of achieving this goal is the use of histograms in order to store the summary information in the data. While traditional methods such as histograms and random sampling are useful for performing data summarization and selectivity estimation in a static data set, they are not particularly useful for predicting future behavior of high dimensional data sets. This is because of several reasons: (1) Histograms are not very effective for selectivity estimation and summarization of multi-dimensional sets. It has been estimated in [12] that for higher dimensional data sets, random sampling may be the only effective approach. However, random sampling is not very effective for predictive querying because the samples become stale very quickly in an evolving data stream.
(2) Since the data may evolve over time, methods such as histograms are not very effective for data stream summarization. This is because when the behavior of the data changes substantially, the summary statistics of the current histograms may not effectively predict future behavior. (3) In this paper, we propose a very general model in which queries of arbitrary nature are allowed. Thus, the geometry of the queries is not restricted to particular kinds of rectangular partitions such as range queries. While summarization methods such as histograms are effective for rectangular range queries,they are not very effective for arbitrary queries. In such cases, random sampling is the only effective approach for static data sets. However, our empirical results will show that the random sampling approach is also not very useful in the context of an evolving data stream.
The overall approach in this paper emphasizes predictive pseudo-data generation. The essential idea in predictive pseudo-data generation is to store a sufficient amount of summary statistics so that representative pseudo-data can be generated for the future interval (T 1 , T 2 ). The summary statistics include such parameters as the number of data points arriving, the mean along each dimension as well as relevant second order statistics which encode the covariance structure of the data. While such statistics are stored on a historical basis, they are used to estimate the corresponding statistics for any future time horizon (T 1 , T 2 ). Such estimated statistics can then be used to generate the sample pseudo-data records within the desired horizon (T 1 , T 2 ). We note that while the sample records (which are generated synthetically) will not represent the true records within the corresponding future time horizon, their aggregate statistics will continue to reflect the selectivity of the corresponding queries. In other words, the aggregation queries can be resolved by determining the number of pseudo-data points which satisfy the user query. The advantage of using pseudodata is that it can be leveraged to estimate the selectivity of arbitrary queries which are not restricted to any particular geometry or form. This is not the case for traditional methods such as histograms which work with only a limited classes of queries such as rectangular range queries.
We will now describe the statistics of the data which are maintained by the stream summarization algorithm. The summary statistics consist of the first order statistics as well as the co-variance structure of the data. In order to introduce these summary statistics, we will first introduce some further notations and definitions. . For a subset of records Q from the database D, we define the summary statistics Stat(Q) = (Sc(Q), F s(Q), n(Q)), which defines the complete covariance structure of Q. Specifically, Sc(Q) corresponds to the second order statistics of Q, F s(Q) corresponds to the first order structure, and n(Q) corresponds to the number of data points. Each of these statistics are defined as follows: (1) Product Sum (Second Order Covariance) Statistics: For each pair of dimensions i and j, we store the sum of the product for the corresponding dimension pairs. For the sake of convention (and to avoid duplication), we assume that i ≤ j. The product sum for the dimension pairs i, j and record set Q is denoted by Sc ij (Q). The corresponding value is defined as follows:
The second order statistics is useful in computing covariance structure of the data records in Q. We note that a total of d · (d + 1)/2 values (corresponding to different values of i and j) need to be maintained in the vector Sc(Q).
(2) First Order Statistics: For each dimension i we maintain the sum of the individual attribute values. Thus, a total of d values are maintained. The value for the dimension i is denoted by F s i (Q), and is defined as follows:
We denote the vector (F s 1 (Q) . . . F s d (Q)) by F s(Q). (3) Zero Order Statistics: The zero order statistics n(Q) contains one value and is equal to the number of records in Q.
Thus, the total number of values which need to be stored in the vector Stat(Q) is equal to d 2 /2 + 3 · d/2 + 1. We make the following observations about the statistics which are stored:
Observation 21 Each of the statistical values in Stat(Q) can be expressed as a linearly separable and direct sum of corresponding functional values over individual records.
Observation 22
The covariance C ij between the dimensions i and j can be expressed in the following form:
The first observation is important because it ensures that these statistical values can be efficiently maintained in the context of a data stream. This is because Stat(Q) can be computed as the simple arithmetic sum over the corresponding functional values over individual records. The second observation is important because it ensures that the covariance between the individual dimensions can be computed in terms of the individual statistical values. Thus, the statistical values provide a comprehensive idea of the covariance structure of the data. This is achieved by the method of principal component analysis. Since we will use this technique in our paper, we will discuss this method in detail below. Let us assume that the covariance matrix of Q is denoted by C(Q) = [C ij ]. Therefore, C ij is equal to the covariance between the dimensions i and j. This covariance matrix is known to be positive-semidefinite and can be diagonalized as follows:
Here the columns of P (Q) represent the orthonormal eigenvectors, whereas ∆(Q) is a diagonal matrix which contains the eigenvalues. The eigenvectors and eigenvalues have an important physical significance with respect to the data points in Q. Specifically, the orthonormal eigenvectors of P (Q) represent an axis system in which the second order correlations of Q are removed. Therefore, if we were to represent the data points of Q in this new axis system, then the covariance between every pair of dimensions of the transformed data set would be zero. The eigenvalues of ∆(Q) would equal the variances of the data Q along the corresponding eigenvectors. Thus, the orthonormal columns of the matrix P (Q) define a new axis system of transformation on Q, in which ∆(Q) is the new covariance matrix. We note that the axis system of transformation represented by Q is a particularly useful way to regenerate a sample of the data from the distribution represented by these statistics. This is because of the pairwise (second-order) independence between the dimensions of the transformed system. As a result, the data values along each of the transformed dimensions can also be generated independently of one another.
1 Thus, the covariance matrix serves the essential purpose of summarizing the hidden structure of the data.
This structural description can be used to estimate and generate future samples of the data. In order to do so, we use the historical statistics in order to estimate the future statistics. The aim of this approach is to effectively re-generate the data samples, while taking into account the evolution of the data. In the next section, we will discuss the details of the approach and its application to the predictive query estimation problem. In order to actually store the statistics, we use both a global and a local predictive approach. In the global approach, the summary statistics of the entire data are stored at regular intervals. Let us denote the data points which have arrived till time t by DS(t). As each data point X t arrives, we add the corresponding values of F s({X t }) and Sc ij ({X t }) to F s(DS(t)) and Sc(DS(t)) respectively. The value of n(DS(t)) is incremented by one unit as well. Thus, the additivity property of the statistics ensures that they can be maintained effectively in a fast stream environment.
In order to improve the accuracy of prediction, we use a local approach in which the prediction is performed separately on each data locality. In the local predictive approach, the statistics are maintained separately for each data locality. In other words, the data stream DS(t) is segmented out into q local streams which are denoted by DS 1 (t), DS 2 (t), . . . DS q (t) respectively. We note that the statistics for each local segment are likely to be more refined than the statistics for the entire data stream. This results in more accurate prediction of the future stream summaries. Correspondingly, we will show that the selectivity results are also more accurate in the local approach. We note that the local predictive approach degenerates to the global case when the value of q is set to 1. Therefore, we will simply present the predictive query estimation method for the local case. The global case can be trivially derived from this description.
The process of maintaining the q local streams is illustrated in Figure 1 . The first step is to create the initial set of statistics. This is achieved by storing an initial portion of the stream onto the disk. The number of initial data points stored on disk is denoted by Init. A k-means algorithm is applied to this set of points in order to create the initial clusters. Once the initial clusters DS 1 (t) . . . DS q (t) have been determined, we generate the corresponding statistics Stat(DS 1 (t)) . . . Stat(DS q (t)) from these clusters. For each incoming data point, we determine its distance to the centroid of each of the local streams. We note that the centroid of each local stream DS i (t) can be determined easily by dividing the first order statistics F s(DS i (t)) by the number of points n(DS i (t)). We determine the closest centroid to each data point. Let us assume that the index of the closest centroid is min ∈ {1, . . . q}. We assign that data point to the corresponding local stream. At the same time, we update Stat(DS min (t)) by adding the statistics of the incoming data point to it. At regular intervals of r, we also store the corresponding state of the statistics to disk. Therefore, the summary statistics at times 0, r, 2 · r, . . . t · r . . . are stored to disk. 
The Predictive Query Estimation Method
In this section, we will discuss the predictive query estimation technique. Let us assume that the user wishes to find a response to the query R over the time interval (T 1 , T 2 ). In order to achieve this goal, a statistical sample of the data needs to be generated for the interval (T 1 , T 2 ). This sample needs to be sufficiently predictive of the behavior of the data for the interval (T 1 , T 2 ). For this purpose, we also need to generate the summary statistics which are relevant to the future interval (T 1 , T 2 ).
Let us assume that the current time is t 0 ≤ T 1 < T 2 . In order to generate the statistical samples in the data, we utilize a history of length T 2 − t 0 . In other words, we determine p evenly spaced snapshots in the range (t 0 − (T 2 − t 0 ), t 0 ). These p evenly spaced snapshots are picked from the summary statistics which are stored on disk. In the event that the length of the stream is less than (T 2 −t 0 ), we use the entire stream history and pick p evenly spaced snapshots from it. Let us assume that the time stamps for these snapshots are denoted by b 1 . . . b p . These snapshots are also referred to as the base snapshots. Then, we would like to generate a functional form for Stat(DS i (t)) for all values of t that are larger than t 0 . In order to achieve this goal, we utilize a local regression approach for each stream DS i (t). Specifically, each component of Stat(DS i (t)) is generated using a polynomial regression technique.
The generation of the zeroth order and first order statistics from Stat(DS i (t)) is done slightly differently from the generation of second order statistics. A bursty data stream can lead to poor approximations of the covariance matrix. This is because rapid changes in the covariance values could occur due to either changes in the speed of arriving data points, or due to changes in inter-attribute correlations. In order to improve the accuracy further, we use the correlation matrix Algorithm EstimateQuery(Local Statistics: Stat(DSi(bj)), Query Interval: (T1, T2), Query:
Use local polynomial regression to generate functional forms H(η, i, t), H(µ, i, t), H(σ, for the period between (t 0 − (T 2 − t 0 ), t 0 ) as a more usable predictor of future behavior. We note that the correlation matrix is far less sensitive to the absolute magnitudes and rate of arrival of the data points, and is therefore likely to vary more slowly with time. The correlation between the dimensions i and j for a set of data points Q is denoted by θ ij (Q) and is essentially equal to the scaled covariance between the dimensions. Therefore, if Cov ij (Q) be the covariance between the dimensions i and j, we have:
We note that unlike the covariance, the correlation matrix is scaled with respect the absolute magnitudes of the data values, and also the number of data points. This ensures that the correlation between the data points remains relatively stable for a bursty data stream with noise in it. The value of θ ij (Q) lies between 0 and 1 for all i, j ∈ {1, . . . d}.
The local predictive approach works on each local stream DS i (t) separately, and determines the values of certain statistical variables at the base snapshot times b 1 . . . b p . These statistical variables are as follows:
(1) For each local stream DS i (t) and j ∈ {1 . . . p − 1} we determine the number of data points arriving in the time interval [b j , b j+1 ]. This can be derived directly from the summary statistics stored in the snapshots, and is equal to n(DS i (b j+1 ) − n(DS i (b j )). We denote this value by η(i, b j ). 
For each of the statistical values
In the following discussion, we will discuss the general approach by which the functional form is that of the expression η. Let us assume that the functional form is determined by the expression H(η, i, t). Note that the value of H(η, i, t) refers to the number of data points in an interval of length (b 2 − b 1 ) and starting at the point t for data stream DS i (t). We also assume that this functional form H(η, i, t) is expressed polynomially as follows:
The coefficients a 0 . . . a m define the polynomial function for H(η, i, t). These coefficients need to be approximated using known instantiations of the function H(η, i, t). The order m is chosen based on the number (p − 1) of known instantiations. Typically, the value of m should be significantly lower than the number of instantiations (p − 1). For a particular data stream DS i (t), we know the value of the function for (p − 1) values of t which are given by t = b 1 . . . b p−1 . Thus, for each j = 1 . . . (p − 1), we would like H(η, i, b j ) to approximate η(i, b j ) as closely as possible. In order to estimate the coefficients a 0 . . . a m , we use a linear regression technique in which we minimize the mean square error of the approximation of the known instantiations. The process is repeated for each data stream DS i (t) and each statistical 2 variable η, µ k , σ k , and φ kl . Once these statistical variables have been determined, we perform the predictive estimation process. As mentioned earlier, it is assumed that the query corresponds to the future interval (T 1 , T 2 ). The first step is to estimate the total number of data points in the interval (T 1 , T 2 ). We note that the expression H(η, i, t) corresponds to the number of points for data stream i in an interval of length 3 (b 2 − b 1 ). Therefore, the number of data points s(i, T 1 , T 2 ) in stream i for the interval (T 1 , T 2 ) is given by the following expression:
The value of (b 2 − b 1 ) is included in the denominator of the above expression, since the statistical parameter η has been estimated as the number of data points lying in an interval of length (b 2 − b 1 ) starting at a given moment in time. Once the number of data points in the time interval (T 1 , T 2 ) for each stream DS i (t) have been estimated, the next step is to generate N samp (i) sample points using the statistics η, µ, σ, and φ. The value of N samp (i) is chosen proportionally to s(i, T 1 , T 2 ) and should at least be equal to the latter. Larger values of N samp (i) lead to greater accuracy at the expense of greater computational costs. We will discuss the process of generating each sample point slightly later. Each of these sample points is tested against the user-defined query predicate, and the fraction of points f (i, U) which actually satisfy the predicate U from data stream DS i (t) is determined. The final estimation ES(U) for the query U is given by the sum of the estimations over the different data streams. Therefore, we have:
It now remains to describe how each sample point from stream i is generated using the summary statistics. The first step is to generate the time stamp of the sample point from stream DS i (t) . Therefore, we generate a sample time t s ∈ (T 1 , T 2 ) from the relative density distribution η(i, T ). Once the sample time has been determined, all the other statistical quantities such as mean, variance, and correlation can be instantiated to µ k (i, t s ), σ 2 k (i, t s ), and φ kl (i, t s ) respectively. The covariance σ kl (i, t s ) between each pair of dimensions k and l can be computed as:
The equation 9 relates the covariance with the statistical correlation by scaling appropriately with the product of the standard deviation along the dimensions k and l. This scaling factor is given by σ 2 k (i, t s ) · σ 2 l (i, t s ). Once the covariance matrix has been computed, we generate the eigenvectors {e 1 . . . e d } by using the diagonalization process. Let us assume that the corresponding eigenvalues are denoted by {λ 1 . . . λ d } respectively. We note that λ i denotes the variance along the eigenvector e i . Since the eigenvectors represent the directions of zero correlation 4 , the data values can be generated under the independence assumption in the transformed axis system denoted by {e 1 . . . e d }. We generate the data in each such dimension using the uniform distribution assumption. Specifically, the offset from the mean µ(i, t s ) of stream DS i (t) along e j is generated randomly from a uniform distribution with standard deviation equal to λ j . While the uniform distribution assumption is a simplifying one, it does not lead to an additional loss of accuracy. Since each data stream DS i (t) represents only a small locality of the data, the uniform distribution assumption within a locality does not affect the global statistics of the generated data significantly. Once the data point has been generated using this assumption, we test whether it satisfies the user query constraints U. This process is repeated over a number of different data points in order to determine the fraction f (i, U) of the data stream satisfying the condition U. The overall process of query estimation is illustrated in Figure 2 . It is important to note that the input set of constraints U can take on any form, and are not restricted to any particular kind of query. Thus, this approach can also be used for a wide variety of problems that traditional selectivity estimation methods cannot solve. For example, one can use the pseudo-points to estimate statistical characteristics such as the mean or sum across different records. We note that we can reliably estimate most first order and second order parameters because of the storage of second-order covariance structure. A detailed description of these advanced techniques is beyond the scope of this paper and will be discussed in future research. In the next section, we will discuss the effectiveness and efficiency of the predictive summarization procedure for query selectivity estimation.
Empirical Results
We tested our predictive summarization approach over a wide variety of real data sets. We tested our approach for the following measures: (1) We tested the accuracy of the estimation procedure. The accuracy of the estimation was tested in various situations such as that of a rapidly evolving data stream or a relatively stable data stream. The aim of testing different scenarios was to determine how well these situations adjusted to the predictive aspect of the estimation process. (2) We tested the rate of summarization of the stream processing framework. These tests determine the workload limits (maximum data stream arrival rate) that can be handled by the pre-processing approach. (3) We tested the efficiency of the query processing approach for different data sets. This is essential to ensure that individual users are able to process offline queries in an efficient manner.
The accuracy of our approach was tested against two techniques: (1) We tested the technique against a random sampling approach. In this method, we estimated the query selectivity of U corresponding to future interval (T 1 , T 2 ) by using a sample of data points in the most recent window of size (T 2 − T 1 ). This technique can work poorly in a rapidly evolving data stream, since the past window may not be a very good reflection of future behavior. (2) We tested the local technique against the global technique in terms of the quality of query estimation. The results show that the local technique was significantly more effective on a wide variety of data sets and measures. This is because the local technique is able to estimate parameters which are specific to a given segment. This results in more refined statistics which can estimate the evolution in the stream more effectively.
Test Data Sets
We utilized some real data sets to test the effectiveness of the approach. A good candidate for such testing is the KDD-CUP'99 Network Intrusion Detection stream data set. The Network Intrusion Detection data set consists of a series of TCP connection records from two weeks of LAN network traffic managed by MIT Lincoln Labs. Each record can correspond to a normal connection, an intrusion or an attack. This data set evolves rapidly, and is useful in testing the effectiveness of the approach in situations in which the characteristics of the data set change rapidly over time.
Second, besides testing on the rapidly evolving network intrusion data stream, we also tested our method over relatively stable streams. The KDD-CUP'98 Charitable Donation data set shows such behavior. This data set contains 95412 records of information about people who have made charitable donations in response to direct mailing requests, and clustering can be used to group donors showing similar donation behavior. As in [9] , we will only use 56 fields which can be extracted from the total 481 fields of each record. This data set is converted into a data stream by taking the data input order as the order of streaming and assuming that they flow-in with a uniform speed.
The last real data set we tested is the Forest CoverType data set and was obtained from the UCI machine learning repository web site [16] . This data set contains 581012 observations and each observation consists of 54 attributes, including 10 quantitative variables, 4 binary wilderness areas and 40 binary soil type variables. In our testing, we used all the 10 quantitative variables.
Effectiveness results
We first tested the prediction accuracy of the approach with respect to the global approach and a random sampling method. In the sampling method, we always maintained a random sample of the history of the data stream. When a query was received, we used the random sample from the most recent history of the stream in order to estimate the effectiveness of the queries. The queries were generated as follows. First, we randomly picked k ′ = d/2 dimensions in the data with the greatest standard deviation. From these dimensions, we picked k dimensions randomly, where k was randomly chosen from (2, 4) . The aim of preselecting widely varying dimensions was to pick queries which were challenging to the selectivity estimation process. Then, the ranges along each dimension were generated from a uniform random distribution. In each case, we performed the tests over 50 such randomly chosen queries and presented the averaged results.
In Figure 3 , we have illustrated the predictive error of the Network Intrusion data set with stream progression. In each group of stacked bars in the chart, we have illustrated the predictive error of each method. Different stacks correspond to different time periods in the progression of the stream. The predictive accuracy is defined as the difference between the true and predictive selectivity as a percentage of the true value. On the X-axis, we have illustrated the progression of the data stream. The predictive error varied between 5% and 20% over the different methods. It is clear that in each case, the local predictive estimation method provides the greatest accuracy in prediction. While the local method is consistently superior to the method of global approach, the latter is usually better than pure random sampling methods. This is because random sampling methods are unable to adjust to the evolution in the data stream. In some cases, the 5% random sampling method was slightly better than global method. However, in all cases, the local predictive estimation method provided the most accurate result. Furthermore, the 2% sampling method was the least effective in all cases. The situations in which the 5% sampling method was superior to global method were those in which the stream behavior was stable and did not vary much over time.
In order to verify this fact, we also performed empirical tests using the charitable donation data set which exhibited much more stable behavior than the Network Intrusion Set. The results are illustrated in Figure 4 . The stable behavior of the charitable donation data set ensured that the random sampling method did not show much poorer performance than the predictive estimation methods. However, in each case, the local predictive estimation method continued to be significantly superior to other techniques. In some cases, the 5% sampling method was slightly better than the global estimation method. Because of the lack of evolution of the data set, the sampling method was relatively more robust. However, it was still outperformed by the local predictive method in all cases. Finally, the results for the forest cover data set are illustrated in Figure  5 . This data set showed similar relative trends between the different methods. However, the results were less skewed than the network intrusion data set. This is because the network intrusion data set contained sudden bursts of changes in data behavior. These bursts correspond to the presence of intrusions in the data. These intrusions also show up in the form of sudden changes in the underlying data attributes. While the forest cover data set evolved more than the charitable donation data set, it seemed to be more stable than the network intrusion data set. Correspondingly, the relative performance of the sampling methods improved over that for the network intrusion data set, but was not as good as the charitable donation data set. As in the previous cases, the predictive estimation approach dominated significantly over other methods.
We also tested the effectiveness of the approach in specific circumstances where the data was highly evolving. In order to model such highly evolving data sets, we picked certain points in the data set at which the class distribution of the data stream showed a shift. Specifically, when the percentage presence of the dominant class in successive blocks of 1000 data points showed a change of greater than 5%, these positions in the data stream were considered to be highly evolving. All queries to be tested were generated in a time interval which began at a lag of 100 data points from the beginning of the shift. This ensured that the queries followed a region with a very high level of evolution. For each data set, ten such queries were generated using the same methodology described earlier. The average selectivity error over the different data sets was reported in Figure 6 . Because of the greater level of evolution in the data set, the absolute error values are significantly higher. Furthermore, the random sampling method performed poorly for all three data sets. The results were particularly noticeable for the network intrusion data set. This is because the random sampling approach uses only the history of past behavior. This turned out to be poor surrogate in this case. Since the random sampling approach relied exclusively on the history of the data stream, it did not provide very good results in cases in which the stream evolved rapidly. These results show that the predictive estimation technique was a particularly useful method in the context of a highly evolving data stream. We also tested the effectiveness of the predictive estimation analysis with increasing number of segments in the data stream. The results for the network intrusion data set are presented in Figure 7 . These results show that the error in estimation reduced with the number of segments in the data stream, but levelled off after the use of 7 to 8 segments. This is because the use of an increasing number of segments enhanced the power of data locality during the parameter estimation process. However, there was a limit to this advantage. When the number of clusters was increased to more than 20, the error rate increased substantially. In these cases, the number of data points from each cluster (which were used for the polynomial fitting process) reduced to a point which leads to a lack of statistical robustness. The results for the charitable donation data set are presented in Figure 8 . While the absolute error numbers are slightly lower in each case, the trends are quite similar. Therefore, the results show that it is a clear advantage to use a large number of segments in order to model the behavior of each data locality.
Stream Processing and Querying Efficiency
In this section, we will study the processing efficiency of the method, and its sensitivity with respect to the number of segments used in the data stream. The processing efficiency refers to the online rate at which the stream can be processed in order to create and store away the summary statistics generated by the method. The processing efficiency was tested in terms of the number of data points processed per second with stream progression. The results for the case of the network intrusion and charitable donation data sets are illustrated in Figure 9 . On the X-axis, we have illustrated the progression of the data stream. The Y-axis depicts the processing rate of the stream in terms of the number of data points processed every minute. It is clear that the algorithm was stable throughout the execution of the data stream. The processing rate for the network intrusion data set was higher because of its lower dimensionality. Furthermore, the execution times were relatively small, and several thousand data points were processed per minute. This is because the stream statistics can be updated using relatively straightforward additive calculations on each point. We have drawn multiple plots in Figure 9 illustrating the effect of using the different data sets. In order to illustrate the effect of using different number of segments, we have illustrated the variation in processing rate with the number of stream segments in Figure 10 . Both data sets are illustrated in this figure. As in the previous case, the lower dimensionality of the network intrusion data set resulted in higher processing efficiency. It is clear that the number of data points processed per second reduces with increasing number of segments. This is because of the fact that the time for finding the closest stream segment (in order to find which set of local stream segment statistics to update) was linear in the number of local stream segments. However, the majority of the time was spent in the (fixed) cost of updating stream statistics. This cost was independent of the number of stream segments. Correspondingly, the overall processing rate was linear in the number of stream segments (because of the cost of finding the closest stream segment), though the fixed cost of updating stream statistics (and storing it away) tended to dominate. Therefore, the results of Figure 10 illustrate that the reduction in processing rate with increasing number of stream segments is relatively mild.
Finally, we studied the efficiency of querying the data stream. We note that the querying efficiency depends upon the number of segments stored in the data stream. This is because the statistics need to be estimated separately for each stream segment. This requires separate processing of each segment and leads to increased running times. We have presented the results for the Charitable Donation and Network Intrusion Data data set in Figure 11 . In order to improve the accuracy of evaluation, we computed the running times over a batch of one hundred examples and reported the average running times per query on the Yaxis. On the X-axis, we have illustrated the number of stream segments used. It is clear that in each case, the running time varied between 0.3 and 8 seconds. A relevant observation is that the most accurate results for query responses is obtained when about 7-10 segments were used in these data sets. For these cases, the query response times were less than 2 seconds in all cases. Furthermore, we found the running time to vary linearly with the number of stream segments. The network intrusion and the charitable donation data sets showed similar results except that the running times were somewhat higher in the latter case. This is because of the higher dimensionality of the latter data set which increased the running times as well.
Conclusions and Summary
In this paper, we discussed a method for predictive query estimation of data streams. The approach used in this paper can effectively estimate the changes in the data stream resulting from the evolution process. These changes are incorporated in the model in order to perform the predictive estimation process. We note that the summarization approach in this paper is quite general and can be applied to arbitrary kinds of queries as opposed to simple techniques such as range queries. This is because the summarization approach constructs pseudodata which can be used in conjunction with an arbitrary query. While this scheme has been developed and tested for query estimation, the technique can be used for any task which requires predictive data summarization. We tested the scheme on a number of real data sets, and compared it against an approach based on random sampling. The results show that our scheme significantly outperforms the method of random sampling as well as the global approach. The strength of our approach arises from its careful exploitation of data locality in order to estimate the inter-attribute correlations. In future work, we will utilize the data summarization approach to construct visual representations of the data stream.
