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Abstract
Various multivariate Pareto distributions are known to exhibit the heavy tail be-
haviors. This paper examines the tail dependence properties of a general class of
multivariate Pareto distributions with the Pareto index and some common scale pa-
rameters. The multivariate tail dependence describes the amount of dependence in
the upper-orthant tail or lower-orthant tail of a multivariate distribution and can be
used in the study of dependence among extreme values. We derive the explicit expres-
sions of tail dependencies of the multivariate Pareto distributions and related copulas
of Archimedean type. Properties of the tail dependence coecients are discussed and
some examples are presented to illustrate our results.
Key words and phrases: Multivariate Pareto distribution, Marshall-Olkin distribu-
tion, tail dependence, heavy tails, copula, Archimedean copula.
1 Introduction
The Pareto distribution and its multivariate versions have been studied extensively in the
literature (Arnold 1983), and have been applied to various practical situations in which an
equilibrium is found in the distribution of many \small ones" and a few \large ones", such as
the claim size distribution in an insurance portfolio or the length distribution in jobs assigned
1to supercomputers. The multivariate Pareto distributions are known to possess power laws
in their upper-orthant tails, and this paper focuses on extremal dependence exhibited among
multivariate heavy tails of a general class of multivariate Pareto distributions.
There are several basic methods of constructing multivariate Pareto distributions (Arnold
1983, Kotz, Balakrishnan and Johnson 2000), and one of them yields the following stochastic
representation for the multivariate Pareto distributions of our interest:
(Y1; ;Yn) =

1 + 1

T1
Z
1
; ;n + n

Tn
Z
n
; (1.1)
where i, 1  i  n, is known as the (marginal) Gini index, Z has a gamma distribu-
tion with shape parameter a > 0 (Pareto index) and scale parameter 1, and random vector
(T1; ;Tn), independent of Z, has a certain multivariate exponential distribution. Obvi-
ously, the dependence structure of a multivariate Pareto distribution of (1.1) depends not
only on the common Z but also on the dependence structure of (T1; ;Tn), and vari-
ous choices of multivariate exponential distributions lead to a versatile class of multivariate
Pareto distributions.
The random vector (T1; ;Tn) to be considered in this paper has the multivariate
exponential distribution of Marshall-Olkin type (Marshall and Olkin 1967). The Marshall-
Olkin distribution with rate (inverse scale) parameters fS;S  f1; ;ngg is the joint
distribution of
Ti = minfES : S 3 ig; i = 1; ;n; (1.2)
where fES;S  f1; ;ngg is a sequence of independent, exponentially distributed random
variables, with ES having mean 1=S. In the reliability context, T1; ;Tn can be viewed as
the lifetimes of n components operating in a random shock environment where a fatal shock
governed by Poisson process fNS(t);t  0g with rate S destroys all the components with
indexes in S  f1; ;ng simultaneously. In credit-risk modeling, T1; ;Tn can be viewed
as the times to default of various dierent counterparties or types of counterparty, for which
the Poisson shocks might be a variety of underlying economic events (Embrechts, Lindskog
and McNeil 2003).
To characterize the extremal dependence of a multivariate Pareto distribution (1.1) with
(T1; ;Tm) given by (1.2), we utilize the notions of upper-orthant and lower-orthant tail
dependence, which can be described in terms of copulas of a multivariate distribution. The
copula is a useful tool for handling multivariate distributions with given univariate marginals.
Formally, a copula C is a distribution function, dened on the unit cube [0;1]n, with uniform
one-dimensional marginals. Given a copula C, if one denes
F(t1; ;tn) = C(F1(t1); ;Fn(tn)); (t1; ;tn) 2 R
n; (1.3)
2then F is a multivariate distribution with univariate marginal distributions F1; ;Fn.
Given a distribution F of a random vector (X1; ;Xn) with marginals F1; ;Fn, there ex-
ists a copula C such that (1.3) holds. If F1; ;Fn are all continuous, then the corresponding
copula C is unique, and can be written as
C(u1; ;un) = F(F
 1
1 (u1); ;F
 1
n (un)); (u1; ;un) 2 [0;1]
n:
Thus, for continuous multivariate distribution functions, the univariate marginals and mul-
tivariate dependence structure can be separated, and the dependence structure can be rep-
resented by a copula. The copula was rst developed in Sklar (1959), and the copula theory
and its applications can be found, for example, in Nelsen (1999).
The survival copula can be dened similarly. Consider a random vector (X1; ;Xn)
with continuous marginals F1; ;Fn and copula C. Observe that  Fi(Xi) = 1   Fi(Xi),
1  i  n, is also uniformly distributed over [0;1], and thus
^ C(u1; ;un) , Prf  F1(X1)  u1; ;  Fn(Xn)  ung (1.4)
is a copula, and called the survival copula of (X1; ;Xn). The survival function of random
vector (X1; ;Xn) can be expressed as
 F(t1; ;tn) = PrfX1 > t1; ;Xn > tng = ^ C(  F1(t1); ;  Fn(tn)); (t1; ;tn) 2 R
n:
It also follows that for any (u1; ;un) 2 [0;1]n,
 C(u1; ;un) , PrfF1(X1) > u1; ;Fn(Xn) > ung = ^ C(1   u1; ;1   un);
where  C is the joint survival function of copula C.
The tail dependence of a bivariate distribution has been discussed extensively in statistics
literature (Joe 1997), but the tail dependence of the general case has not been adequately
addressed. Schmidt (2002) and Li (2006) proposed the following multivariate extension.
Denition 1.1. Let X = (X1; ;Xn) be a random vector with continuous marginals
F1; ;Fn and copula C.
1. X is said to be upper-orthant tail dependent if for some subset ; 6= J  f1; ;ng,
the following limit exists and is positive.

C
J = lim
u"1
PrfFj(Xj) > u;8j = 2 J j Fi(Xi) > u;8i 2 Jg > 0: (1.5)
If for all ; 6= J  f1; ;ng, C
J = 0, then we say X is upper-orthant tail independent.
32. X is said to be lower-orthant tail dependent if for some subset ; 6= J  f1; ;ng,
the following limit exists and is positive.

C
J = lim
u#0
PrfFj(Xj)  u;8j = 2 J j Fi(Xi)  u;8i 2 Jg > 0: (1.6)
If for all ; 6= J  f1; ;ng, C
J = 0, then we say X is lower-orthant tail independent.
The limits C
J 's (C
J 's) are called the upper (lower) tail dependence coecients. Obviously,
the tail dependence is a copula property, and does not depend on the marginal distributions.
Since
PrfFj(Xj) > u;8j = 2 J j Fi(Xi) > u;8i 2 Jg
= Prf  Fj(Xj)  1   u;8j = 2 J j  Fi(Xi)  1   u;8i 2 Jg;
we obtain a duality property for continuous multivariate distributions,

C
J = 
^ C
J ; for all ; 6= J  f1; ;ng: (1.7)
Similarly, C
J = 
^ C
J . That is, the copula C is upper-orthant (lower-orthant) tail dependent if
and only if the survival copula ^ C is lower-orthant (upper-orthant) tail dependent.
It is well-known that the bivariate normal distribution is asymptotically tail independent
if its correlation coecient  < 1. Schmidt (2002) showed that bivariate elliptical distribu-
tions possess the tail dependence property if the tail of their generating random variable is
regularly varying. Elliptical copulas do not have closed form expressions and are restricted
to have radial symmetry (C = ^ C). In engineering and nancial applications, there is often
a stronger dependence among big losses than among big gains (Embrechts, Lindskog and
McNeil 2003). Such asymmetries cannot be modeled with elliptical copulas. In this paper,
we discuss the multivariate Pareto distribution (1.1) that are asymmetric and have a closed
form survival function. We obtain the explicit expressions of the tail dependence coecients
of (1.1) with (T1; ;Tn) distributed according to a Marshall-Olkin distribution (1.2). We
also illustrate that the tail dependence of the multivariate Pareto distribution can be de-
creased not only by increasing the Pareto index a but also by coordinate the inverse scale
parameters S's in certain fashion without modifying the marginal distributions.
The paper is organized as follows. In Section 2, we derive the explicit expressions of tail
dependence of the multivariate Pareto distributions and discuss their properties. Motivated
by the copulas of these multivariate Pareto distributions, we discuss in Section 3 a general
class of copulas of Archimedean type and their tail dependence. Finally, some comments in
Section 4 conclude the paper.
42 Tail Dependence of Multivariate Pareto Distribu-
tions
Since tail dependence is a copula property, we only need to consider the Pareto distributed
random vector
X = (X1; ;Xn) =

T1
Z
; ;
Tn
Z

; (2.1)
where, as in (1.1), Z has a gamma distribution with shape parameter a > 0 (Pareto index)
and scale parameter 1, and random vector (T1; ;Tn), independent of Z, has a multivariate
Marshall-Olkin distribution with rate (inverse scale) parameters fS;S  f1; ;ngg.
It follows from (1.2) that the survival function of (T1; ;Tn) can be written as
PrfT1 > t1; ;Tn > tng = exp
"
 
n X
i=1
iti  
X
i<j
ij maxfti;tjg   12:::n maxft1; ;tng
#
:
We introduce the following notations, for any S  f1; ;ng,
^i2Sti = minfti;i 2 Sg; _i2Sti = maxfti;i 2 Sg:
The survival function of (T1; ;Tn) can be expressed in a more compact form as
PrfT1 > t1; ;Tn > tng = exp
2
4 
X
;6=If1;;ng
I _i2I ti
3
5: (2.2)
It follows from (2.2) that the survival function of the i-component of Marshall-Olkin vector
(T1; ;Tn) is given by
PrfTi > tig = exp
"
 
 
X
i2I
I
!
ti
#
; 1  i  n: (2.3)
The survival function of (X1; ;Xn) in (2.1) can be easily derived from (2.2). Consider,
for any x1  0; ;xn  0,
 F(x1; ;xn) = PrfX1 > x1; ;Xn > xng
=
Z
PrfT1 > x1z; ;Tn > xnzgdFZ(z)
= E
8
<
:
exp
2
4 
X
;6=If1;;ng
I _i2I xi
3
5Z
9
=
;
:
5Observe that the last expression is the moment generating function of Z which has a gamma
distribution, then we obtain that
 F(x1; ;xn) =
0
@1 +
X
;6=If1;;ng
I _i2I xi
1
A
 a
; x1  0; ;xn  0: (2.4)
For any vector x = (x1; ;xn) and any ; 6= J  f1; ;ng, let xJ denote the jJj-
dimensional sub-vector of the entries of x with indexes in J. Let  FJ(xJ) denote the multi-
variate marginal survival function of XJ, then we have
 FJ(xJ) =
0
@1 +
X
;6=If1;;ng
I _i2I\J xi
1
A
 a
=
0
@1 +
X
;6=KJ
 
X
K=I\J
I
!
_i2K xi
1
A
 a
: (2.5)
In particular, the marginal survival function of Xi is given by
 Fi(xi) =
 
1 +
 
X
i2I
I
!
xi
! a
:
The distribution (2.4) includes some well-known special cases. For example, if I = 0 for all
jIj > 1, (2.4) becomes
 F(x1; ;xn) =
 
1 +
n X
i=1
ixi
! a
; x1  0; ;xn  0;
which is known as the multivariate Pareto distribution of type II, or MP
(2)(0;f1=ig;a)
(Arnold 1983).
To derive the tail dependence coecients of (2.1), we introduce the sums of relative rates:
J =
X
;6=KJ
P
LJc K[L
^i2K
P
i2S S
; ; 6= J  f1; ;ng: (2.6)
Here and in the sequel, Jc denotes the complement of set J. The sums of relative rates have
the following properties.
Lemma 2.1. Let fS;S  f1; ;ngg be a set of rate parameters.
1. fig = 1 for any 1  i  n, and f1;;ng =
P
;6=Kf1;;ng
K
^i2K
P
i2S S.
62. If S = 0 for any jSj > 1, then J = jJj for all ; 6= J  f1; ;ng.
3. If S = 0 for any jSj < n, then J = 1 for all ; 6= J  f1; ;ng.
4. For any index jc = 2 J, J  J[fjcg. In particular, J  f1;;ng for all ; 6= J 
f1; ;ng.
Proof. (1) follows easily from (2.6). If S = 0 for any jSj > 1, then
J =
X
k2J
P
LJc fkg[L
^i2fkg
P
i2S S
=
X
k2J
fkg
fkg
= jJj;
and (2) holds. If S = 0 for any jSj < n, then ^i2K
P
i2S S = f1;;ng. Thus, J in (3) can
be simplied to
J =
J[Jc
f1;;ng
= 1:
To prove (4), consider
J[fjcg =
X
;6=KJ[fjcg
P
L(J[fjcg)c K[L
^i2K
P
i2S S

X
;6=KJ
P
L(J[fjcg)c K[L
^i2K
P
i2S S
+
X
;6=KJ
P
L(J[fjcg)c (K[fjcg)[L
^i2K[fjcg
P
i2S S

X
;6=KJ
P
L(J[fjcg)c K[L
^i2K
P
i2S S
+
X
;6=KJ
P
L(J[fjcg)c K[(fjcg[L)
^i2K
P
i2S S
=
X
;6=KJ
P
LJc K[L
^i2K
P
i2S S
= J:
(4) follows as claimed. 
Theorem 2.2. Let (X1; ;Xn) have a multivariate Pareto distribution with the Pareto
index a and inverse scale parameters fS;S  f1; ;ngg.
1. The upper-orthant tail dependence coecients are given by
J =

J
f1;;ng
a
; ; 6= J  f1; ;ng: (2.7)
2. The lower-orthant tail dependence coecients are given by
J =
P
;6=If1;;ng( 1)jIj 1I
P
;6=IJ( 1)jIj 1I
; (2.8)
provided that
P
;6=IJ( 1)jIj 1I 6= 0.
7Proof. (1) First, it follows from Lemma 2.1 (4) that the right-hand side expression of (2.7)
is always less than or equal to 1. Set
 Fi(xi) =
 
1 +
 
X
i2S
S
!
xi
! a
= 1   ui;
and we obtain that
F
 1
i (ui) =
(1   ui)  1
a   1
P
i2S S
; 0  ui  1:
It follows from (2.4) that the survival function of the multivariate Pareto copula C is given
by
 C(u1; ;un) =
0
@1 +
X
;6=If1;;ng
I
_
i2I
(1   ui)  1
a   1
P
i2S S
1
A
 a
; 0  ui  1;1  i  n: (2.9)
Hence
 C(u; ;u) =
0
@1 +
X
;6=Kf1;;ng
K
(1   u)  1
a   1
^i2K
P
i2S S
1
A
 a
=

1 + f1;;ng[(1   u)
  1
a   1]
 a
; 0  u  1:
Similarly, it follows from (2.5) that
 CJ(u; ;u | {z }
jJj
) =
0
@1 +
X
;6=KJ
 
X
K=I\J
I
!
(1   u)  1
a   1
^i2K
P
i2S S
1
A
 a
=

1 + J[(1   u)
  1
a   1]
 a
; 0  u  1:
Notice that u ! 1 if and only if (1   u)  1
a   1 ! 1. From Denition 1.1 (1), we can now
obtain the upper-orthant tail dependence.
J = lim
u"1
 C(u; ;u)
 CJ(u; ;u | {z }
jJj
)
= lim
u"1
0
@
1
(1 u)  1
a  1
+ f1;;ng
1
(1 u)  1
a  1
+ J
1
A
 a
=

J
f1;;ng
a
:
(2) Since C(u1;u2; ;un) = 1 +
P
;6=If1;;ng( 1)jIj  CI(uI), 0  ui  1;1  i  n, we
have
C(u;u; ;u) = 1 +
X
;6=If1;;ng
( 1)
jIj

1 + I[(1   u)
  1
a   1]
 a
: (2.10)
8Similarly, we have
CJ(u; ;u | {z }
jJj
) = 1 +
X
;6=IJ
( 1)
jIj

1 + I[(1   u)
  1
a   1]
 a
: (2.11)
Some direct calculations yield the following derivatives:

dC(u;u; ;u)
du

u=0
=
X
;6=If1;;ng
( 1)
jIj 1I

dCJ(u; ;u)
du

u=0
=
X
;6=IJ
( 1)
jIj 1I:
Suppose that
P
;6=IJ( 1)jIj 1I 6= 0. It then follows from L'hospital's rule that
J = lim
u#0
C(u; ;u)
CJ(u; ;u | {z }
jJj
)
=

dC(u;u; ;u)
du

u=0

dCJ(u; ;u)
du
 1
u=0
=
P
;6=If1;;ng( 1)jIj 1I
P
;6=IJ( 1)jIj 1I
;
for any ; 6= J  f1; ;ng. 
If
P
;6=IJ( 1)jIj 1I = 0, such as in the case of the multivariate Pareto distributions
of type II, then the lower-orthant tail dependence can be obtained by successive use of
L'hospital's rule for the ratio of (2.10) to (2.11).
Any strictly increasing (marginal) transformations of a random vector preserve its copula,
and thus the distribution of (1.1) also has the copula (2.10). Since tail dependence is a copula
property, the tail dependence coecients of (1.1) are also given by (2.7) and (2.8), which do
not depend on the marginal parameters, such as the Gini indexes i's.
Li (2006) showed that the upper-orthant tail dependence coecient of a Marshall-Olkin
distributed random vector (T1; ;Tn) is either zero or one. That is, the Marshall-Olkin
distribution is either perfectly upper-tail dependent or upper-tail independent. In contrast,
the multivariate Pareto distributions demonstrate a variety of upper-tail dependence, that
depends not only on the Pareto index a but also on the common rate parameters. This is quite
reasonable because the multivariate Pareto distribution (1.1) is obtained from multiplying
a Marshall-Olkin distributed vector by an inverse gamma distributed random variable 1=Z,
which is known to have a heavy tail distribution. This heavy tail phenomenon slows down
exponential decay of the dependence of the Marshall-Olkin distribution.
Example 2.3. The following special cases follow from Theorem 2.2 immediately.
91. If S = 0 for any jSj < n, then, by Lemma 2.1 (3), J = 1 for all ; 6= J  f1; ;ng.
Thus, J = 1 and J = 1 for all ; 6= J  f1; ;ng. Note that in this case, X1 =  =
Xn in (2.1) almost surely.
2. If S = 0 for any jSj > 1, we have a multivariate Pareto distribution of type II. By
Lemma 2.1 (2), J = jJj, and thus J =

jJj
n
a
for all ; 6= J  f1; ;ng. Observe
that for any n  2, we have
X
;6=If1;;ng
( 1)
jIj 1I =
n X
k=1
( 1)
k 1k
 
n
k
!
= n
n 1 X
k=0
( 1)
k
 
n   1
k
!
= 0:
Thus, J = 0 if jJj = 1 and n  2. Note that if jJj > 1, then J cannot be determined
by (2.8) because of
P
;6=IJ( 1)jIj 1I is also zero in this case.
3. Consider the case of equal marginals in which
P
i2S S =
P
j2S S for any i 6= j. Then
J =

  
P
IJc I

a
; (2.12)
where  =
P
;6=If1;;ng I. If, furthermore, S =  for all S  f1;:::;ng, then in this
case,
J =

2n   2jJcj
2n   1
a
; J =
2n +
P
;6=If1;;ng( 1)jIj2jIcj
2n +
P
;6=IJ( 1)jIj2jIcj :
For example, when n = 3 and J = f1;2g, we have J =
 
6
7
a and J = 1
2. 
It follows from Theorem 2.2 that the upper-orthant tail dependence coecients of a
multivariate Pareto distribution is non-increasing as the Pareto index a is increasing. The
tail dependence can be also decreased by properly adjusting rate parameters.
Example 2.4. Let (X1;X2;X3) be distributed according to (2.1) where (T1;T2;T3) has a
Marshall-Olkin distribution with rate parameters fS;S  f1;2;3gg. Consider the following
three cases.
1. S = 1 for all S  f1;2;3g.
2. f1;2;3g = f3g = 2, f1;3g = f2;3g = 0, and S = 1 for all other S.
3. f2;3g = ; = 2, f2g = f3g = 0, and S = 1 for all other S.
10It is easy to verify that
P
i2S S = 4 for all i = 1;2;3, and thus the marginal distributions
are the same for all three cases. It follows from a result in Xu and Li (2000) that (T1;T2;T3)
in Cases 2 and 3 are more dependent than (T1;T2;T3) in Case 1 in the sense of supermodular
order. Thus, (X1;X2;X3) in Cases 2 and 3 are also more dependent than (X1;X2;X3) in Case
1 in the sense of supermodular order. Let i
f1;2g denote the upper-orthant tail dependence
coecient of Case i, i = 1;2;3. It follows from (2.12) that

1
f1;2g =

6
7
a
;
2
f1;2g =

5
7
a
;
3
f1;2g = 1
Note that 1
f1;2g > 2
f1;2g, even though Case 2 is more dependent than Case 1. 
3 Copulas of Archimedean Type
The results from Theorem 2.2 and Example 2.3 indicate that the expressions (2.7) and
(2.8) can be simplied considerably if random variables T1; ;Tn have the same marginal
distribution. This motivates us to concentrate in this section on the class of multivariate
Pareto distributed random vectors (2.1) where (T1; ;Tn) is distributed according to a
Marshall-Olkin distribution with standard exponential univariate marginals. That is, the
marginal rates satisfy X
i2S
S = 1; for all i = 1; ;n: (3.1)
Note that the Marshall-Olkin distribution with unequal marginals is not preserved under
marginal scalings, the distributions of (2.1) with (3.1) constitute only a special class of the
distributions studied in Section 2.
The survival functions of the copulas for those multivariate Pareto distributions with
(3.1) are simplied from (2.9) to the following:
 C(u1; ;un) =
0
@1 +
X
;6=If1;;ng
I _i2I ((1   ui)
  1
a   1)
1
A
 a
; 0  ui  1;1  i  n:
Thus their corresponding survival copulas are given by
^ C(u1; ;un) =
0
@1 +
X
;6=If1;;ng
I _i2I (u
  1
a
i   1)
1
A
 a
; 0  ui  1;1  i  n: (3.2)
These copulas yield a versatile class of the copulas of Archimedean type. Let (u) = u  1
a  1,
11and thus  1(x) = (1 + x) a and (3.2) becomes:
^ C(u1; ;un) = 
 1
0
@
X
;6=If1;;ng
I _i2I (ui)
1
A: (3.3)
Note that  1 is completely monotone over [0;1); that is, ( 1)k dk
dtk 1(x)  0 for all
k = 0;1;2;. In fact, even if  1 is an arbitrary completely monotone function, then the
expression of (3.3) is still a copula.
Proposition 3.1. Let  is a strictly decreasing function from [0;1] to [0;1) with continuous
derivative and (1) = 0, and fS;S  f1; ;ngg is a family of rate parameters with
P
i2S S = 1 for all 1  i  n. If  1 is completely monotone, then
C
;fSg(u1; ;un) = 
 1
0
@
X
;6=If1;;ng
I _i2I (ui)
1
A (3.4)
is a copula.
Proof. First, observe that for any uk,
C
;fSg(1; ;1;uk;1; ;1) = 
 1
 
X
k2I
I(uk)
!
= 
 1 ((uk)) = uk;
and in particular, C;fSg(1; ;1) = 1. If uk = 0, then
C
;fSg(u1; ;un)  C
;fSg(1; ;1;uk;1; ;1) = 0;
since C;fSg(u1; ;un) is non-decreasing with respect to the component-wise order of
(u1; ;un). To show that C;fSg(u1; ;un) is n-increasing, let [I] = minfi : i 2 Ig
for any ; 6= I  f1; ;ng. For any u1 < u2 <  < un,
@
@uk
X
;6=If1;;ng
I _i2I (ui) =
@
@uk
X
;6=If1;;ng
I(u[I]) =
X
k=[I]
I
@
@uk
(uk)
is a non-positive function of uk only. Therefore,
@nC;fSg(u1; ;un)
@u1 @un
=

dn 1(x)
dxn

x=
P
;6=If1; ;ng I_i2I(ui)
n Y
k=1
X
k=[I]
I
@
@uk
(uk)
is a continuous, non-negative function for all u1 < u2 <  < un. Note that this derivative
function may not be dened at the boundary points where ui1 = ui2 =  = uil for some
121  i1 < i2 <  < il  n. But, by taking limits, the limits of this derivative at the
boundary points are still non-negative. Thus, the derivative is non-negative at any point,
which implies that C;fSg(u1; ;un) is n-increasing. Thus, by the denition of copulas,
C;fSg(u1; ;un) is a copula. 
The copula (3.4) is called a copula of Archimedean type with generator  1 and rate
parameters fS;S  f1; ;ngg. If S = 0 for any jSj > 1, then C;fSg(u1; ;un) =
 1 (
Pn
i=1 (ui)), which is a standard Archimedean copula with generator  1 (Nelson 1999).
If, moreover,  1(x) = (1 + x) a, then we have a Clayton copula family.
To discuss the tail dependence of Archimedean copulas, certain conditions on  1 are
usually needed. A function g : [0;1) ! [0;1) is called regularly varying at 1 with index
a 2 R if for any c > 0,
lim
x!1
g(cx)
g(x)
= c
a:
Regularly varying functions behave asymptotically like power functions (Resnick 1987). For
example,  1(x) = (1 + x) a is a regularly varying function with index  a.
Theorem 3.2. Let C;fSg(u1; ;un) be an Archimedean copula (3.4) as described in
Proposition 3.1. If (0) = 1, and generator  1 is regularly varying at 1 with index  a
where a  0, then its lower-orthant tail dependence coecients are given by

C;fSg
J =
 P
;6=KJ
P
LJc K[L P
;6=Kf1;;ng K
!a
: (3.5)
Proof. We have for any 0  u  1,
C
;fSg(u; ;u) = 
 1
0
@
X
;6=Kf1;;ng
I(u)
1
A
C
;fSg
J (u; ;u | {z }
jJj
) = 
 1
0
@
X
;6=KJ
X
LJc
K[L(u)
1
A:
As u # 0, (u) " 1. Since  1 is regularly varying at 1 with index  a  0, we have

C;fSg
J = lim
u#0
C;fSg(u; ;u)
C
;fSg
J (u; ;u | {z }
jJj
)
=
 P
;6=KJ
P
LJc K[L P
;6=Kf1;;ng K
!a
;
provided that
P
;6=KJ
P
LJc K[L > 0. 
13Note that if  1(x) = (1 + x) a, then it follows from (1.7) that C;fSg
J in (3.5) is
the upper-orthant tail dependence coecient given in (2.7). For the upper-orthant tail
dependence, we only discuss the standard Archimedean copula
C
(u1; ;un) = 
 1
 
n X
i=1
(ui)
!
; (3.6)
with generator  1, where (1) = 0 and (0) = 1.
Theorem 3.3. Let C(u1; ;un) be an Archimedean copula (3.6). If the k-th order deriva-
tive of  1 at 0 is non-zero for any 0  k  n 1, then all its upper-orthant tail dependence
coecients are zero.
Proof. Observe that C
J  C
J0 for any J  J0, and thus, by rearranging the indexes, we
only need to show that C
f1;;n 1g = 0. Since C

J(u; ;u | {z }
jJj
) =  1(jJj(u)), we have
 C
(u; ;u) = 1 +
n X
k=1
( 1)
k
 
n
k
!

 1(k(u))
 C

f1;;n 1g(u; ;u | {z }
n 1
) = 1 +
n 1 X
k=1
( 1)
k
 
n   1
k
!

 1(k(u)):
Let  = (u) and g =  1. Notice that as u ! 1,  ! 0. Since
d 1(k(u))
du =
kg0(k)
g() , we have
d
du
 C
(u; ;u) =
n X
k=1
( 1)
k
 
n
k
!
kg0(k)
g()
=
n
g()
n X
k=1
( 1)
k
 
n   1
k   1
!
g
0(k):
Similarly,
d
du
 C

f1;;n 1g(u; ;u | {z }
n 1
) =
n   1
g()
n 1 X
k=1
( 1)
k
 
n   2
k   1
!
g
0(k):
By L'hospital's rule, the upper-orthant tail dependence can be expressed as follows

C
f1;;n 1g = lim
u"1
d
du  C(u; ;u)
d
du  C

f1;;n 1g(u; ;u | {z }
n 1
)
=
n
n   1
lim
#0
Pn
k=1( 1)k
 
n   1
k   1
!
g0(k)
Pn 1
k=1( 1)k
 
n   2
k   1
!
g0(k)
:
14Since
 
n   1
k   1
!
=
 
n   2
k   1
!
+
 
n   2
k   2
!
, we have
n X
k=1
( 1)
k
 
n   1
k   1
!
g
0(k) =
n 1 X
k=1
( 1)
k
 
n   2
k   1
!
g
0(k) +
n X
k=2
( 1)
k
 
n   2
k   2
!
g
0(k)
and thus

C
f1;;n 1g =
n
n   1

1   G
g0
n

where
G
g0
n = lim
#0
Pn 1
k=1( 1)k
 
n   2
k   1
!
g0((k + 1))
Pn 1
k=1( 1)k
 
n   2
k   1
!
g0(k)
:
Again since
 
n   2
k   1
!
=
 
n   3
k   1
!
+
 
n   3
k   2
!
, we have
n 1 X
k=1
( 1)
k
 
n   2
k   1
!
g
0((k + 1))
=
n 1 X
k=2
( 1)
k
 
n   3
k   2
!
g
0((k + 1)) +
n 2 X
k=1
( 1)
k
 
n   3
k   1
!
g
0((k + 1))
=  
n 2 X
k=1
( 1)
k
 
n   3
k   1
!
g
0((k + 2)) +
n 2 X
k=1
( 1)
k
 
n   3
k   1
!
g
0((k + 1))
=  
n 2 X
k=1
( 1)
k
 
n   3
k   1
!
(g
0((k + 2))   g
0((k + 1))):
Similarly,
n 1 X
k=1
( 1)
k
 
n   2
k   1
!
g
0(k) =  
n 2 X
k=1
( 1)
k
 
n   3
k   1
!
(g
0((k + 1))   g
0(k)):
15Since g0(x) is continuous and dierentiable, then
G
g0
n = lim
#0
Pn 2
k=1( 1)k
 
n   3
k   1
!
(g0((k + 2))   g0((k + 1)))
Pn 2
k=1( 1)k
 
n   3
k   1
!
(g0((k + 1))   g0(k))
= lim
#0
lim
0#0
Pn 2
k=1( 1)k
 
n   3
k   1
!
g0((k+1)+0) g0((k+1))
0

Pn 2
k=1( 1)k
 
n   3
k   1
!
g0(k+0) g0(k)
0

= lim
#0
Pn 2
k=1( 1)k
 
n   3
k   1
!
g00((k + 1))
Pn 2
k=1( 1)k
 
n   3
k   1
!
g00(k)
= G
g00
n 1: (3.7)
Use (3.7) successively, we obtain that Gg0
n = G
g[n 1]
2 , where g[n 1] =
dn 1g
dxn 1. Thus,
G
g0
n = lim
#0
 g[n 1](2)
 g[n 1]()
= 1;
which implies that C
f1;;n 1g = 0. 
The duality (1.7) and Theorem 3.3 imply that the lower-orthant tail dependence J in
Example 2.3 (2) is zero for any J  f1; ;ng. It now follows from Theorem 3.3 that if an
Archimedean copula is upper-tail dependent, then this can only occur when the derivatives of
generator  1 at 0 are zero or do not exist. For example, for a bivariate Gumbel copula with
parameter  > 1,  1(x) = exp( x1=), and thus  10(x) =  x1= 1 exp( x1=)= is innity
at 0. From the direct calculation, the upper-tail dependence coecient of the Gumbel copula
is 2   21=. This example and the tail dependence of bivariate Archimedean copulas have
been discussed in Embrechts, Lindskog and McNeil (2003).
4 Concluding Remarks
A multivariate Pareto distribution is a scale mixture of multivariate exponential distribu-
tions with heavy tail mixing random variable, and such a heavy tail property thickens the
exponential tails, that yields the heavy tail behavior of the multivariate Pareto distribution.
16Tail dependence emerges from the multivariate heavy tail phenomenon, and thus the multi-
variate Pareto distributions are among the distributions which possess the multivariate tail
dependence.
We have derived the explicit expressions of tail dependence coecients of a general class
of the multivariate Pareto distributions and related copulas, and our results demonstrate
that the tail dependence depends not only on the Pareto index but also on common scale
parameters. The tail dependence of a multivariate Pareto distribution can be adjusted
by properly coordinate the scale parameters without modifying the marginal distributions.
These tail dependence coecients can be easily calculated or estimated from data.
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