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Abstract 
This contribution introduces the development of an intelligent monitoring and control 
framework for chemical processes, integrating the advantages of Industry 4.0 
technologies, cooperative control and fault detection via wireless sensor networks. Using 
information on the process’ structure and behaviour, equipment information, and expert 
knowledge, the system is able to detect faults. The integration with the monitoring system 
facilitates the detection and optimises the controller’s actions. The results indicate that 
the proposed approach achieves high fault detection accuracy based on plant 
measurements, while the cooperative controllers improve the control of the process. 
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1. Introduction 
Industry 4.0 is transforming chemical processes into complex, smart cyber-physical 
systems, by the addition of elements such as smart sensors, Internet of Things (IoT), big 
data analytics, or cloud computing. Modern engineering systems and manufacturing 
processes are operating in highly dynamic environments, and exhibiting scale, structure 
and behavior complexity. Under these conditions, plant operators find it extremely 
difficult to manage all the information available, infer the desired conditions of the plant 
and take timely decisions to handle abnormal operation (Natarajan & Srinivasan, 2014).  
Human beings acquire information from he surroundings through sensory receptors for 
vision, sound, smell, touch, and taste, the Five Senses. The sensory stimulus is converted 
to electrical signals as nerve impulse data is communicated with the brain. When one or 
more senses fail, the humans are able to re-establish communication and improve the 
other senses to protect from incoming danger. Furthermore, the mechanism of reasoning 
has been developed during evolution, which enables analysis of present data and 
generation of a vision of the future, which might be called the Sixth Sense. 
As industrial processes are already equipped with the five senses: hearing from acoustic 
sensors, smelling from gas and liquid sensors, seeing from cameras, touching from 
vibration sensors and tasting from compositions monitors, the Sixth Sense could be 
achieved by forming a sensing network which is self-adaptive and self-repairing, carrying 
out deep-thinking analysis with even limited data, and predicting the sequence of events 
via integrated system modelling. 
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In this paper, an intelligent monitoring and control framework for chemical processes is 
proposed, which takes advantage of recent technological developments such as wireless 
sensor networks (WSNs), 5G communication, or cooperative control to ensure stable 
process operation. 
2. System architecture 
The framework consists of five main components, designed in a modular manner (Fig.1). 
The first one is a wireless sensor network (WSN), transmitting over a 5G communication 
network, that facilitates data management for improved fault detection. The second 
component is an efficient fault detection algorithm that can analyze the data and classify 
it in faulty or normal. The third component is a knowledge-based and model-based fault 
detection monitoring system. For the fault-detection, a two-stage method based on a 
hybrid learning approach is applied, which utilizes supervised and unsupervised learning. 
The fourth component is a cooperative model predictive control (MPC) system that takes 
the required measures to ensure stable process operation. Finally, the fifth component is 
an intelligent adaptive decision-making framework.  
 
 
Figure 1. System structure – High level overview 
 
This architecture divides the system into a physical layer, which includes the industrial 
process, the wireless sensors and actuators, the controllers, and inspector robots, and a 
cyber layer, formed of the wireless communication network, the fault detection 
algorithms and the decision-making framework.  
2.1. Industrial process 
The application of the proposed architecture is investigated on a mini plant (Fig.2) 
available at the Department of Chemical and Process Engineering of the University of 
Surrey (Guildford, United Kingdom). The plant produces sodium ion solution for sale to 
fine chemical, pharmaceutical and food industry. The raw material (sodium chloride 
contaminated with calcium chloride) is pre-mixed with sodium bicarbonate. This 
feedstock is then fed into a reactor vessel charged with pre-heated water, and reacted at 
65 0C. The suspension resulted from the reaction is then pumped by a positive 
displacement pump through a plate filter, which removes a high proportion of the calcium 
carbonate. The output stream splits into a product and a recycle line. The recycle line is 
fed back into the reactor, while the product is passed through a polishing filter, to remove 
any remaining solids, and then to the lot tank. The carbon dioxide resulted in the reaction 
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is absorbed in an alkaline solution. The plant is provided with wireless sensors connected 
to the cellular network, that monitor process variables (e.g., temperature, pressure, 
processing unit level, etc.) and a distributed control system. The sensors are transmitting 
data every second.  
 
 
Figure 2. Mini plant and simplified process diagram 
 
Robots are also deployed in the plant for periodic maintenance and surveillance. In the 
proposed framework, the mobile robots will autonomously patrol around the plant. They 
are equipped with sensors for recording the necessary measurements, performing the 
periodic inspection and surveillance, as well as acting as relays in deep fading areas. For 
the mobile robots exploited in this system, the navigation is achieved using standard robot 
operating system navigation stack. 
2.2. Communication network 
Legacy cellular systems have been designed primarily for human initiated mobile 
broadband communications, making them highly suboptimal for narrow band, short-bust, 
sporadic traffic (e.g., sensor measurement data) generated by sensors in chemical plants. 
It is envisioned that a new design paradigm is needed to support large numbers of 
heterogeneous sensing devices with diverse requirements and unique traffic 
characteristics. Comparing to sensors in traditional IoT network, those deployed in 
extreme environments need to operate in harsh, sometimes hazardous conditions, and are, 
thus, prone to wear and tear, and cannot be easily replaced, posing major challenges in 
designing resilient networks for reliable communication.  
For the system presented in this paper, a centralized control mechanism of the 
communication network is considered, where the sensors are connected to a fusion node 
via wireless links, as shown in Fig.3. The wireless links can also be used to send 
commands to the actuators within the mini plant.  
The resulting network consists of a heterogeneous set of periodic and event triggered 
sensors with mixed requirements, characteristics and traffic models.  
 
Figure 3. Communication network 
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Considering the plant’s and associated sensors’ heterogeneity, a statistical model rather 
than a deterministic model is chosen for the sensor transmission events. 
The number of incoming packets (or events when each event generates a single packet) 
per unit time follows the Poisson distribution, while the packet interval is modelled as an 
exponential distribution. This results in probability-based transmissions that can be 
controlled by the arrival rate and the inter-arrival time. 
2.3. Machine learning 
In the machine learning model, both fault detection and prediction applications are 
embedded for sophisticated 
fault handling, as illustrated in 
Fig.4, and takes in online data 
streams and inputs to feed them 
to both (or either one of) the 
fault detection and fault 
prediction sub-models.  
In the fault detection, a batch of 
online data streams are checked 
for expert knowledge 
recognized types, recorded in 
the databases. If the streams 
pass this initial check, a 
combination of unsupervised 
and supervised learning 
algorithms are applied on the 
data for fault classification.  
   Figure 4. Fault detection and fault prediction model 
 
The unsupervised learning algorithms, namely K-aware K-mean, are an extension of the 
conventional K-mean clustering algorithms with additional capacity to self-optimize the 
K-value (K≤1). This phase aims to acquire a temporary expert knowledge on what the 
minority of the current data (the smallest cluster) is like and labels them as outliers. 
Subsequently, a choice of the classical supervised learning algorithms is conducted based 
on the temporary expert knowledge to classify the new types of faults and comparing 
them with the expert knowledge database. 
Once a new type of fault is validated by the 
system, the database is updated. 
In the fault detection sub-model, a long short-
term memory (LSTM) deep neural network 
(DNN) is proposed to perform online fault 
prediction. The relationship between the 
elements of a single LSTM unit (Fig.5) are 
described by the following relationships: 
    Figure 5. Single LSTM block diagram 
 
𝑖𝑡 = 𝜎𝑔 ∙ (𝑊𝑖 ∙ 𝑥𝑡 + 𝑈𝑖 ∙ ℎ𝑡 + 𝑏𝑖)      (1) 
𝑜𝑡 = 𝜎𝑔 ∙ (𝑊𝑜 ∙ 𝑥𝑡 + 𝑈𝑜 ∙ ℎ𝑡 + 𝑏𝑜)      (2) 
𝑓𝑡 = 𝜎𝑔 ∙ (𝑊𝑓 ∙ 𝑥𝑡 + 𝑈𝑖 ∙ ℎ𝑓 + 𝑏𝑓)      (3) 
𝑐𝑡 = 𝑓𝑡°𝑐𝑡−1 + 𝑖°𝜎𝑐 ∙ 𝑊𝑐 ∙ 𝑥𝑡 + 𝑈𝑐 ∙ ℎ𝑡 + 𝑏𝑐     (4) 
ℎ𝑡 = 𝑜𝑡°𝜎ℎ(𝑐𝑡)        (5) 
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With 𝑥 ∈ ℛ𝑛 the input and ℎ ∈ ℛℎ the input and the first hidden layer output of the 
LSTM-DNN; 𝑡 the time step; 𝑖, 𝑜, and 𝑓 the input gate, the output gate and the forget gate 
vectors, respectively; 𝑐 ∈ ℛℎ the cell state vector; 𝑊𝑖 , 𝑈𝑖 , 𝑊𝑜 , 𝑈𝑜 , 𝑊𝑓 , 𝑈𝑓 , 𝑊𝑐 and 𝑈𝑐 the 
weight matrices; 𝑏𝑖 , 𝑏𝑜, 𝑏𝑓 and 𝑏𝑐 the biases; 𝜎𝑔, 𝜎ℎ and 𝜎𝑐 the activation functions. In the 
equations above ° denotes the Hadamard product. 
2.4. Cooperative control 
A cooperative distributed MPC approach is considered to achieve highly flexible dynamic 
optimal control. A cooperative protocol is defined using a simple algorithm to reach an 
agreement regarding the state of a number 
of 𝑁 process units (agents). The MPC 
controller (Fig.6) receives information from 
the process unit in the form of the output 
process variable, 𝑦, as well as from the 
neighboring units in the form of a 
cooperation variable, 𝑣. Based on this 
exchange of information, the controller will 
correct the input variables to the system, 𝑢. 
Figure 6. Diagram of the cooperative MPC 
2.5. Decision making system 
To add intelligent and adaptive decision-making capabilities, a multi-agent system 
(MAS) is defined to be integrated with the cooperative MPC. The MAS has two main 
tasks: to decide the optimal connectivity between the distributed MPCs for safer and 
better operation, and to monitor the system and detect any deviation in the behavior, 
which is then transmitted to the controllers. The proposed MAS consists of follower 
agents, which keep track of equipment behavior and its relationship with other control 
units, a coordinator agent, which decides the optimal connectivity between controllers, 
and a monitor agent, which analyses the information gathered from the coordinator agent 
and reports the expected failures and recommendations to the operator.  
3. Results 
The framework presented in the previous sections has been implemented for fault 
detection and prediction applications in the mini plant. A dataset was obtained from the 
plant during the year 2017-2018 and consists of over 10 million samples, each containing 
measurements for 43 variables, collected at a frequency of 1 Hz. Data types include both 
floating point and Boolean value data. The batch size for both fault detection, and 
prediction algorithms is set to 10,000. All simulations are conducted in Python and Keras 
application programming interface (API) with Tensorflow backend on an Intel i7-8700 
CPU (6 Core/12-Thread, 12 MB cache, up to 4.6 GHz with Intel Turbo Boost 
Technology) and dual Nvidia GeForce GTX 1080 Ti GPUs (with 11GB GDDR5X each). 
For all supervised learning algorithms, the train-test ratio is chosen at 0.75:0.25. During 
fault detection, the result of classifying the original high dimensional data is projected 
into a lower dimension (2D plane) using principal component analysis (PCA) as shown 
in Figure 7. Table 1 compares different supervised learning algorithms regarding fault 
detection accuracy. 
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Table 1. Complexity comparison 
For fault prediction, a three hidden layer 
LSTM-DNN is configured to perform one 
time step ahead prediction for 40 dynamic 
variables, with 30, 50, and 30 units used, 
respectively. The mini-batch method is 
used to accelerate the stochastic gradient 
optimiser. Each LSTM hidden layer uses a linear activation function and the same applies 
for the output layer. The proposed LSTM-DNN is able to achieve a prediction accuracy 
of 99.7%. The train-test learning curve comparison is illustrated in Figure 8. 
 
                Figure 7. Fault detection          Figure 8. Train-test learning curve comparison 
4. Conclusions 
In this paper, a high-level interdisciplinary framework is developed for leveraging 
capabilities of 5G WSNs, machine learning algorithms and cooperative control to step 
towards the industrial Sixth Sense. Since different applications have different 
requirements, the proposed system is built in a modular manner. A higher decision layer 
is proposed for fault detection and prediction to optimise the plant operation. Focusing 
on a chemical process as a case study, the proposed framework has been used to control 
the plant. The results indicate that the proposed approach achieves high fault 
detection/prediction accuracies based on real plant measurements. Future work will 
consider the impact of mobile wireless sensors deployed in robots, as well as integrating 
the machine learning fault detection/prediction schemes network-specific models to 
achieve both network and process fault prediction. 
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