In this paper we consider an optimal control problem for a large population of interacting agents with deterministic dynamics, aggregating potential and constraints on reciprocal distances, in dimension 1. We study existence and qualitative properties of periodic in time optimal trajectories of the finite agents optimal control problem, with particular interest on the compactness of the solutions' support and on the saturation of the distance constraint. Moreover, we prove, through a Γ-convergence result, the consistency of the mean-field optimal control problem with density constraints with the corresponding underlying finite agent one and we deduce some qualitative results for the time periodic equilibria of the limit problem.
Introduction
The study of systems of evolving interacting agents plays a central role in the mathematical modelling of biological, social and economical phenomena. There has been in the last years an impressive development of the literature describing systems with many indistinguishable agents, and their macroscopic mean-field limits as the number of agents tends to infinity. This asymptotic analysis is typically possible whenever the effect of the population on any single agent is described by averaged quantities. There is a large literature on these models, we refer for example to the reviews [5, 6] , see also the introduction and the references in [13] . Due to the fact that self-organization is not always occurring, since the interactions between agents do rarely lead to global coordination or pattern formation, part of this literature is devoted to the analysis of centralized optimal control where a central planner tries to optimize a social cost.
This paper is concerned with this kind of centralized control. In particular we consider a deterministic system with constraints on the reciprocal distance between agents, that iṡ
where x = (x 1 t , . . . , x N t ) denotes the states of the agents at time t, u = (u 1 t , . . . , u N t ) are (openloop) controls, c > 0, N is the number of agents and d is the dimension of the ambient space, that will be typically 1 in our results. Controls are chosen to minimize a functional of the form
where W is a coercive double-well potential and K is an interaction kernel. We focus here on Tperiodic optimal trajectories, with the aim of understanding the behavior of the system of agents in the long-time regime, and the possible formation of evolutive patterns. Since J N T actually depends on the empirical distribution m N x t = ∑ i δ x i t , namely it can be written as
, one may hope to treat the optimal control problem by passing, through Γ-convergence techniques, to its continuous (or "mean-field") limit, which is, at least formally, W (m)dt, (1.2) stochastic finite agent models has been provided recently in [17] by probabilistic methods. For purely deterministic control problems, as the ones we consider, the consistency of mean-field limit with the corresponding underlying finite agent control problem has been proved in the recent work [13] , see also [14] , by measure-theoretical methods, in particular exploiting the superposition principle. Nevertheless, to our knowledge there are no results under the presence of distance constraints between agents, as in the case we consider and for which we provide in this paper, in dimension 1, the Γ-convergence result. Note that the optimization of (1.2) is also intimately connected with some problems arising in Mean Field Games (MFG). The theory of MFG, introduced in the mathematical community by Lasry and Lions [18] , provides a framework to describe Nash equilibria of differential games with indistinguishable N agents in the mean-field limit N → ∞. We refer to [12] for this convergence problem in the deterministic case. The periodic in time critical points of J T we find in [7] turn out to be equilibria in suitable variational (or potential) MFG models. Note that examples of MFG exhibiting periodic solutions were found in [10, 11, 21 ] (see also [1] for numerical evidences). In these models, the presence of viscosity was crucial to prove the existence of such solutions. Here, we deal with a purely deterministic problem. Finally, we recall also some recent results in dimension 1, providing the rigorous justification of local and nonlocal transport equations with nonlinear mobility as the continuous limit of deterministic follow-the-leader type models, with distance constraints between particles, see [15, 16] and reference therein. Going back to the description of our results, the aim of the present paper is two-fold. First, to study qualitative properties of families of critical points of the N-agents control problem (1.1), under the distance constraint between agents. In particular, we are interested in the support of the optimal trajectories, and if the distance constraint is actually saturated or not. Second, to prove that the N-agents control problem (1.1) converges to the mean-field problem (1.2), in the sense of Γ-convergence. We are able to complete this program in dimension d = 1. As a byproduct of our Γ-convergence results, we will be able also to construct periodic solutions of the continuous problem that are evolving indicator functions of measurable sets, i.e. χ E(t) , |E(t)| = 1, and give a complete description of the evolving set E(t).
Let us discuss the standing assumptions on K and W. We consider a radially symmetric interaction kernel K(|x|), where K : [0, +∞) → [0, ∞) is a function such that r → r d−1 K(r) ∈ L 1 loc ([0, +∞), [0, +∞)), K is nonincreasing and differentiable in (0, +∞), lim r→0 K(r) − K(t + r) > 0 for every t, and lim r→+∞ K(r) = 0.
(1.3) Moreover, we assume that K is positive definite, which means that (1.4) and R 2d f (x) f (y)K(|x − y|)dxdy = 0 if and only if f = 0. The corresponding term in (1.1) plays the role of an aggregating term, since it is minimized whenever reciprocal distances between agents are minimized. As for the term in (1.1) involving W, it models spatial preferences of agents. We assume that it has quadratic growth and it is radially increasing outside a ball, i.e.
∇W(x) · x > 0 for all |x| > R 0 .
(1.5)
As we previously mentioned, we constructed in [7] particular periodic solutions of the continuous problem called brake orbits, namely trajectories travelling along the same path back and forth in T/2-time. To this aim we had to assume some symmetry in the problem. Here again, we assume that W is invariant under a reflection γ :
We will minimize J N T under the following constraints:
(1.7) Note that K N T imposes only some ordering between agents (which is natural in dimension one) and the constraint on their reciprocal distances. In addition, K N,S T forces symmetries that lead to non-trivial in time periodic critical points. Note that these additional constraints are natural by the symmetry assumption on W (see Section 3.2). Our first result reads as follows. 
Moreover every such minimizer is stationary, that is x t = x s for all t = s and
(iii) Let d = 1,x ∈ K N T be any minimizer of J N T constrained to K N T , and x ∈ K N,S T be any minimizer of J N T constrained to K N,S T . Then,
where R 0 is as in (1.5).
Items (i) and (ii) in the previous statement are proven in a standard way arguing with the direct method. Item (iii) requires a delicate truncation procedure. Note that (iii) states that, independently on T and on the number of agents, every agent is bounded to remain in a compact region of R. Then, we prove that if the interaction kernel is strong enough with respect to the potential term, then agents should minimize reciprocal distances. In particular, assume that
Then, we have:
Besides the assumptions of Theorem 1.1, suppose also that (1.8) holds. Letx ∈ K N T be any minimizer of J N T in K N T (which is stationary by Theorem 1.1) and let x ∈ K N,S T be any minimizer of J N T in K N,S T . Then they both saturate the distance constraint, that is
The previous theorem is obtained by extracting information from the optimality conditions, which typically have the form of differential inequalities by the presence of the distance constraint. To circumvent the rigidity given by such a constraint, it is convenient to write optimality conditions for groups of agents. In particular, we show that differences between barycenters
for any J = 1, . . . , N − 1, describe completely reciprocal distances between agents at each time t, and use this fact to prove Theorem 1.2. Note that if (1.8) does not hold, the conclusion of Theorem 1.2 may be false. See Remark 3.5 and the numerical experiments in Section 3.4.
The final step in our analysis is the study of the limit N → ∞. First, we define the continuous counterparts of K N T , K N,S T as follows:
Then, we have a Γ-convergence results for the (constrained) functional J N T to J T , again in dimension 1.
with respect to convergence in C([0, T], P 2 (R)) of the empirical measure m N x (·) to m(·)dx and narrow convergence of the empirical measure See Theorem 4.1 for a more precise statement of this result. Also in this step, the key difficulty is handling the presence of the distance constraint, in particular in the Γ − lim sup inequality, that is: given (m, w) ∈ K T , to construct a sequence of competitors x N whose empirical measures converge to m. Note that |x i t − x j t | ≥ cN −1/d has to be satisfied. We are not able yet to perform this construction in dimension strictly larger than one.
As a byproduct of the Γ-convergence result, minimizers of J N T converge to minimizers of J T , and their properties pass to the limit: so, under the assumption of strong aggregation (1.8), evenly spaced agents give in the limit a density which is indeed of the form χ E(t) , |E(t)| = 1. In particular, as it will be stated in Corollary 5.1, we obtain the existence of (m T , w T )
This shows that the infinite dimensional constrained minimization problem of J T is equivalent to a one dimensional minimization problem for a single representative agent, who observes the averaged potential x → x+1 x W(s)ds.
Preliminary results

Wasserstein spaces
We briefly recall some notions for calculus in Wasserstein spaces that will be useful in the following. For a general reference on these results we refer to [2, 20] . First, let P (R d ) be the space of Borel probability measures on R d , endowed with the topology of narrow convergence, that is:
is the space of continuous and bounded functions on R d .
Note that this convergence is equivalent to convergence in the sense of distributions (see [2, Remark 5.1.6] ). We recall also the notion of weak-* convergence in L ∞ , that is: 
The Wasserstein space can be endowed with the p-Wasserstein distance
where π(µ, ν) is the set of Borel probability measures on
We introduce a subspace of regular measures as follows P r p = {m ∈ P p (R d ) : ∃ 0 ≤m ≤ 1 a.e. on R d s.t. m =mdx}.
Note that P p (R d ) ⊂ P q (R d ) for p < q, and by Jensen inequality, d p (µ, ν) ≤ d q (µ, ν) for p < q. We then recall the following result about narrow convergence and convergence in Wasserstein spaces. Let now µ k , µ ∈ P p (R d ) for some p ≥ 1. Then the statements below are equivalent:
(ii) µ k → µ narrowly and µ k have uniformly integrable p-moments.
Finally, for any ν ∈ P p (R d ), the map µ → d p (µ, ν) is lower semicontinuous with respect to narrow convergence.
Proof. We refer to [2, Prop. 7.1.5] . Note that if M has uniformly integrable p-moments then it is tight, i.e. for all ε > 0 there exists
The lower semicontinuity of the Wasserstein distance is proved in [ The following semicontinuity and continuity property with respect to narrow convergence and convergence in P 2 (R d ) respectively will be useful.
for all lower semicontinuous functions W. If moreover W is as in (1.5) and µ k , µ ∈ P 2 (R d ) then
Proof. For the proof we refer to [2, Lemma 5.1.7] and [7, Lemma 5.7 ].
Finally, we recall some results that will be useful in the following about the functional
defined on couples (µ, w) such that µ ∈ P 1 (R d ) and w is Borel d-vector measure on R d , absolutely continuous w.r.t. µ(dx). First of all observe that by Hölder inequality the total variation of |w| satisfies
and moreover the functional is (joint) lower semicontinuous with respect to narrow convergence of measures.
Borel vector measures such that w k → w narrowly and w k , w are absolutely continuous with respect to dt ⊗ µ k (t, dx) and dt ⊗ µ(t, dx), respectively. Then
Proof. The result is proved in [2, Lemma 9.4.3].
The evolutive version of the previous functional is given by
defined on couples (µ, w) such that µ ∈ C(R, P 1 (R d )), w is a Borel d-vector measure on R × R d , absolutely continuous w.r.t. dt ⊗ µ(t, dx). We recall the following uniform continuity property. Proposition 2.7. Let (µ, w) as before and assume that −∂ t m + div(w) = 0 in the sense of distributions. Then
Proof. This result is proved in [2, Theorem 8.3.1].
Systems with N agents
Let x = (x 1 , . . . , x N ) ∈ (R d ) N , which represents the states of N agents. We associate to the vector x the empirical measure
We have the following convergence result.
Suppose that m N x converges narrowly to some µ as N → ∞ and that for some c > 0 not depending on N there holds
Proof. Note that by narrow convergence R d µ(dx) = 1. We prove that µ has a density. Let
globally Lipschitz continuous and with φ ≥ 0. Observe that for every N, using the bound (2.5) and (2.6),
, with φ ≥ 0 and globally Lipschitz. So, for every measurable set A of finite measure, and every nonnegative smooth mollifier ρ we get that
|A|. This in particular gives that µ has a density m and that m ∞ ≤
Remark 2.9. In dimension d = 1, we may assume without loss of generality that x 1 ≤ x 2 ≤ · · · ≤ x N . Observe that given x ∈ R N as in Proposition 2.8 which satisfy in addition |x i − x i+1 | = c N for all i = 1, . . . , N − 1, then there exists a ∈ R such that µ = c −1 χ (a,a+c) .
all N. Therefore since by assumption m N x converges narrowly to some µ, we get that, eventually passing to a subsequence, x 1 → a as N → +∞ and suppµ ⊆ [a, a + c]. Finally, since µ(dx) = m(x)dx and 0 ≤ m(x) ≤ c −1 , then necessarily µ = c −1 χ (a,a+c) .
per ((−T/2, T/2); (R d ) N ), we associate to it the curve of probability measures (representing the dynamic state of N agents)
and toẋ t the momentum measures 
The interaction energy
We define the energy interaction functional for m ∈ L 1 (R d )
where V m is the interaction potential
. We recall a classical result about maximizers of I(m), based on the Riesz rearrangement inequality, see [19] .
With a slight abuse of notations, I can be evaluated at m N x , in the sense that
We will use the following continuity property of the interaction functional. Proof. Let δ as in (2.6) be the bound from below on the distance between x i , x j . We first deduce a preliminary estimate on ∑ j =i:x j ∈B r (x i ) K(|x i − x j |), for any fixed i = 1, . . . , N and r ≥ δ. To this
Indeed, since |x j − x i | ≥ δ, by the definition ofx j we get
that yields the first claim. Then, by the triangle inequality and the previous line,
Therefore, using the three properties (2.13), and the assumption that K(·) is non-increasing, we get
A first consequence of this inequality is that
that provides the first stated bound on I(m N x )
We conclude showing the continuity of the interaction energy. For any r > 0, define the truncated interaction kernel
Moreover,
Therefore, using (2.14),
for some C 1 > 0 not depending on N, r. Note also that since m 1 = 1,
Hence, putting together (2.15), (2.16) and (2.17) we obtain lim sup
and since K(| · |) is locally in L 1 , we obtain the convergence assertion by letting r → 0.
Periodic solutions of the continuous problem
We recall in this section some results obtained in [7] for the mean-field minimization problem over K T and K S T (defined in (1.9) and (1.10))
which is the continuous counterpart of (1.1). The potential part of J T is given by
In the following, we will identify, with a slight abuse of notation, m and w with their densities. Note that w ∈ L 2 ([−L, L] × R d ) for all L > 0, due to the fact that These will be found as minimizers of J T over K S T , which are time periodic and oscillate between stationary solutions. Moreover, sending the period to infinity, it is possible to obtain equilibria which are defined for all times and connect the stationary points. Existence of such families of minimizers have been proved in [7, Theorem 1.1, Theorem 1.2, Theorem 1.3]. We collect here the main results. Note first that symmetry constraints in K S T , K S are natural, in a sense which will be elaborated in Remark 2.14. Moreover, note also that to guarantee that minima of W are made up of two disjoint subsets ±∞ of P r 2 (R d ), we will ask W to have two sufficiently large plateaus (see the following assumption (2.20) ). Such an assumption is not really needed to prove other results for the N-agents system. (1.6) , and in addition that 
We end up with the following useful observation.
Remark 2.14. By the convexity of the function (m, w) → |w| 2 m and the regularity of the potential
where Vm is defined in (2.11). The argument is detailed in [3] , see also [9] and is based on the idea of computing the functional J T on (λm + (1 − λ)m), λw + (1 − λ)w), use convexity of the kinetic part and regularity of the potential part and then send λ → 0. Such a minimality of (m,w) can be regarded as a mean field Nash equilibrium property.
Moreover, it is possible to show, using the symmetry assumption (1.6), that actually the minimization property (2.21) holds for all competitors (m, w) ∈ K T . For the details we refer to [7, Remark 3.4] . Therefore, following [4] , the fact that (m,w) satisfies (2.21) for all (m, w) ∈ K T could be used as a starting point to derive optimality conditions, where an additional "pressure" terms and an ergodic constant will appear due to density constraints and T-periodicity, whereas no further multipliers related to m(T/4 + t) = m(T/4 − t), m(−t) = γ # m(t) appear in view of the symmetry assumption (1.6).
Periodic solutions of the N-agents system in dimension 1
From now on, we will restrict our study to dimension d = 1. We will analyze some qualitative properties of the optimal trajectories of the N-agents system. That is, we will consider periodic minimizers, with and without symmetries, of J N T . We first recall the form of J N T (which is the discrete counterpart of J T ):
t for all i = j and a.e. t. Recalling (2.9), the functional J N T (x) can be equivalently written as (see also (2.12)),
This functional will be considered over K N T and K N,S T (defined in (1.7)). Since we have set our problem on the real line, it is convenient to fix the reflection as follows:
First of all we have a straightforward result about existence of minimizers in K N T and K N,S T . Proof of Theorem 1.1, (i) and (ii). The proof is based on the classical direct method, so we briefly sketch its argument. First of all we observe that for every x ∈ K N T , by assumption (1.5) and by Proposition 2.12, there exists a constant C K depending on the interaction kernel K and on the dimension d, but not on N and x such that
We prove just item (ii), since the proof of item (i) is completely analogous (and easier). Let η = inf K N,S T J N T . We fix a minimizing sequence x n . Since J N T (x n ) ≤ η + 1, we get by the above inequality that 1
Again, by the same inequality as above we get 1
where C is independent of n. Therefore by Sobolev embedding x n are equi-Hölder continuous, and x n → x (up to a subsequence) weakly in W 1,2 per (R, R N ) and also uniformly. We conclude by uniform convergence that x ∈ K N,S T . Moreover x is a minimizer by weak lower semicontinuity of 1
Compact support
We now show that periodic minimal solutions of the N-agents system have a compact support, which is independent of the number of agents 
Letx i t be defined as follows (see Figure 1 ):
We first show thatx belongs to K S,N T .
By definition, we get
and so we conclude thatx i+1
follows analogously.
We can now evaluate J N T (x). Recalling that W (s) < 0 for all s < −R 0 and W (s) > 0 for all s > R 0 by symmetry assumptions on W we get that
Since we are supposing that x 1 t < −R 0 − 1, by continuity of t → x 1 t we have x 1 t < −R 0 − 1 for all t in a neighborhood oft, and therefore
In addition, by the definition (3.2) ofx it is clear that
Finally, to evaluate the interaction energy, first of all we observe that reciprocal distances between agents do not increase in this truncation procedure: indeed
for all i, j, t, and then − 1 
Optimality conditions
In this section we derive optimality conditions for the minimizers of the functional J N T , in the sets K N T and K N,S T . These will be crucial in the proof of Theorem 1.2. Due to the distance constraints, the optimality conditions are given in terms of inequalities, and hold as equalities on intervals where the constraints is not saturated. First of all we start observing that, as shown in the continuous case in Remark 2.10, in the optimality conditions no further multipliers due to the symmetry conditions appear. 
To prove this, we fix y ∈ K N,S T and we denote by y λ :
from which we conclude sending λ → 0.
In addition we get that x is a minimizer of J N T in a more general class of non-symmetric competitors:
Indeed, let z ∈ K N T , such that z i
Define
It is straightforward to check that To prove that the previous inequality holds without the assumption z i 
For J = 1, . . . , N − 1, let us consider the mean of (x J+1 t , . . . , x N t ) and the mean of (x 1 t , . . . , x J t ), i.e. 
in the weak sense in R.
in the weak sense in Ω.
Proof. If x is a minimizer of J N T on K N,S T , by Remark 3.1 x is a minimizer of the linearized functional J N T (y) in K N T , so we do not impose any symmetry conditions on the competitors to derive the optimality conditions. Let ψ ∈ C ∞ per (R), ψ ≥ 0 on R, and
Note thatx i t consists of trajectories where x i t is shifted "upwards" whenever i ≥ J + 1. Sincẽ
Therefore, by the minimum property (3.7) of x,
Multiplying the previous inequality by N/[N − J] yields the weak inequality for x J+1 t .
To prove the weak inequality for x J t one can argue similarly, considering competitors of the formx i t :=
Variations of J N T yield the following inequality in the weak sense
N in an open set Ω ⊂ (0, T/2), then it is possible to perturb trajectories in the opposite direction in space (i.e. "downwards"), being the constraint x J+1 t = x J t + 1 N inactive. In particular, for small ε > 0 and ψ ∈ C ∞ per (R), it is possible to look at first order variations of the form
that yield the desired equalities. 
in Ω. Moreover,
Proof. The equality (3.11) in the weak sense follows directly by Lemma 3.2. Note that curves x i t belong to W 1,2 (0, T), and therefore they are of class C 1/2 (Ω). Thus, t → x J+1 t − x J t is of class C 2 (Ω), with 1/2-Hölder second order derivative, and (3.11) holds in the classical pointwise sense.
Recall that in view of Theorem 1.1 (iii), optimal trajectories x i t are bounded independently of i, t, N, that is |x i t | ≤ R 0 + 1 for all t ∈ [0, T] and i = 1, . . . N. So, in particular, ±W (x i t ) ≥ − max |x|≤R 0 +1 |W (x)| for all i, t. On the other hand, −K |x i t − x j t | ≥ − max 0<r≤2R 0 +2 K (r) = min 0<r≤2R 0 +2 |K (r)|, since K is nonincreasing, Therefore by (3.11) we get that in Ω there holds
Saturation of the distance constraint
Finally, we show that minimizers saturate the distance constraints under the further assumption (1.8).
Proof of Theorem 1.2. As for Theorem 1.1 (iii), we will prove the result only for x ∈ K N,S T minimizing J N T in K N,S T , being the other case is completely analogous (and even easier). Define, as in Appendix A,
and
Lett be a time at which the (periodic) map t → m 1 t reaches its global maximum on R. We first claim that
If the claim is not true, then x 2 t − x 1 t > 1 N for all t in a neighborhood Ω oft. In this case, by Lemma 3.3, m 1 t is of class C 2 (Ω), and since it reaches a maximum at t =t, (m 1 ) t = 0. Moreover by (1.8)
but this contradicts the fact that m 1 t has a maximum at t =t. Then
t has a global minimum at t =t. In view of Lemma A.1,
hencet is also a global maximum for t → m 2 t . It is possible to show in the same way by induction thatt is a global maximum for t → m i t for any i = 1, . . . , N − 1, and that d jt = 1 N for all j = 2, . . . , N. Indeed, suppose that the previous claim is true for i, j ≤ J; we need to show its validity for i, j = J + 1. First,
but this contradicts the fact that m J t has a maximum at t =t, yielding that t → d J+1 t has a global minimum at t =t that is equal to 1 N . In view of Lemma A.1,
Having obtained that d jt = 1 N for all j = 2, . . . , N, we may conclude by Lemma A.2 (with α = 1 N ) that m Remark 3.4. We observe that, due to Theorem 1.2, the minimization problem (3.1) in K N,S T is actually 1-dimensional.
We compute the energy of a minimizer x ∈ K N,S T of J N T in K N,S T . We define the function
and the positive constant
Note that K N ≤ C K for all N by Proposition 2.12.
Since by Theorem 1.2
Moreover, again using that x i t = x 1 t + i−1 N , by the symmetry condition we get
This in particular forces
Using these symmetries, and recalling that W(s) = W(−s) we get
. (3.13) We observe that if x is a minimizer of J N T in K N,S T , then x 1 t is a minimizer ofJ 1 T on the set K 1,S T := y ∈ W 1,2 0,
Indeed if y ∈K 1,S T , we may construct y ∈ W 1,2 (R; R N ) as follows: first of all we extend y on [−T/2, 0] putting y −t = −y t − N−1 N , extend it to be a T periodic function, and finally define y i t := y t + i−1 N for i = 0, . . . , N. It is easy to check that y ∈ K N,S T and that J N T (y) =J 1 T (y), This permits to conclude, by minimality of x.
Reasoning as in Remark 3.1, we get that x 1 t is a minimizer of the following functional
among all y ∈ W 1,2 ((0, T/2); R) such that y 0 = y T/2 = − N−1 2N . Indeed we use the decomposition y t = z t + w t := 1 2 (y t + y T 2 −t ) + 1 2 (y t − y T 2 −t ). It is easy to chech that z t+T/4 = z T/4−t and z 0 = z T/2 = N−1 2N , so w ∈K 1,S T , whereas w t+T/4 = −w T/4−t and w 0 = 0 = w T/2 . It is easy to check that J 1 T (w) = 0, using the fact that t → x 1 T/4+t is even whereas t → w(T/4 + t) is odd. So, by linearity we get J 1 T (y) = J 1 T (z) and we conclude.
and then x 1 t is a T-periodic solution to
Since
We now observe that non stationary minimizers may not saturate the distance constraint in general. Supposing that some given K 0 , W satisfy the standing assumption, then K = αK 0 satisfies as well the same assumptions for any α > 0. If α is large enough (and K 0 < 0), then Theorem 1.2 states that minimizing trajectories minimize reciprocal distances. On the other hand, if α is small this property may not hold. Consider indeed a potential W that, in addition to (1.5), vanishes on [−3, −2] ∪ [2, 3] and satisfies W ≥ 1 on [−1, 1]. Let x ∈ K N T be any minimizer of J N T in K N T and assume by contradiction that
holds. We first estimate J N T (x) from above via a suitable competitor y ∈ K N T . For N odd,
Then,
Note that x N+1 2 0 = 0. Moreover,
dt can be bounded by a constant that does not depend on N and α ≤ 1, so there exists δ > 0 such that |x N+1 2 t | ≤ 1/2 for all t ∈ (−δ, δ). By (3.15), |x i t | ≤ 1 and W(x i t ) ≥ 1 for all i and t ∈ (−δ, δ), and δ does not depend on N. Thus,
and for α small and N large J N T (x) ≥ 2δ − 2αI(χ (0,1) )T > T N W(0) ≥ J N T (y) which is a contradiction.
Some numerical experiments
We now show a few numerical approximations of minimizers of the functional J N T (on K N,S T ). These have been obtained using a gradient descent method, with the following choice of the data: where (x) a,+ := (.1 1 + (10x) 2 + x)/2 is a regularized version of the positive part of x. Though W does not satisfy our standing assumptions (it does not have truly flat regions), it is very close to zero on ±[ √ 1/2, √ 3]. In our results, shown in Figure 3 , three different scenarios show up. When the non-local aggregative kernel is strong enough, that is when K = 5K 0 , periodic trajectories are evenly spaced on the whole time interval. This is in line with the assertion of Theorem 1.2. On the other hand, with a mild interaction kernel (K = K 0 in our pictures), agents split into two groups, that occupy the two wells (the example in Remark 3.5 is inspired by this scenario). When the number of agents N is odd, the middle (N + 1)/2-th agent oscillates between the two groups which are located in the wells, while if N is even then groups are simmetrically distributed. There is a final intermediate case, e.g. when K = 3.1K 0 , where the aggregation force is mild, and agents break down into two groups. In this case, it is not convenient for agents to saturate always the constraint, but to create some gap between two temporary groups while crossing the region of the potential between the two wells.
Γ-convergence as N → +∞ and convergence of minimizers in dimension 1
In this section we provide the Γ-convergence as N → +∞ of the discrete energies J N T defined in (3.1) for x ∈ K N T (or x ∈ K N,S T ) to the energy J T , defined in (2.18), for (m, w) ∈ K T (resp. (m, w) ∈ K S T ). Moreover, we provide convergence of minimal solutions of the N-agent system to minimal solutions of the mean-field problem. This result is based on a standard application of the Γ-convergence result, and coercivity of the involved functionals.
First of all we extend the energies to include the constraints as follows
Theorem 4.1. Let T > 0. The following holds for the extended energies defined above.
(i) Let x = x N ∈ K N T be such that, as N → +∞, m N x → µ ∈ P (R) and
In particular,
with respect to convergence in C([0, T], P 2 (R)) of the empirical measure m N x (·) to m(·)dx and narrow convergence of the empirical measure
For the proof of this result we will need some preliminary lemmata. Let ρ ε the following family of strictly positive mollifiers 
Proof. Assertion i) is contained in [2, Lemma 8.1.9]. Note that m ε is T-periodic, and moreover the −∂ t m ε + div(w ε ) = 0 in the sense of distributions, by linearity. Therefore, ii) holds.
As for the upper bound on m ε , note first that m ε (t, x) < 1 for all (t, x) ∈ R × R since ρ ε has full support on R. In addition, ρ ε is globally Lipschitz in the x-variable (with Lipschitz constant that may depend on ε), and lim R→∞ sup t R \ B(0, R)m = 0, therefore the L 1 mass of m(t) can be made arbitrarily small outside B(0, R) uniformly in t by choosing R large. With these two facts one can control the sup-norm of m in R \ B(0, R) by a small constant, see e.g. [8, Lemma 2.2] . Namely, there is R large such that m(t, x) ≤ 1/2 for all (t, x) ∈ R × (R \ B(0, R) ). On the other hand, since m ε is continuous, max R×B(0,R) m ε (t, x) < 1, and iii) holds.
Finally, that w ε → w in L 2 (((−T/2, T/2) × R) as ε → 0 is standard. As for the convergence of m ε → m in C(R; P 2 (R)), note that m ε (·) is uniformly continuous by (2.3) and i), so it is enough to check that m ε (t) → m(t) in P 2 (R) for all t. To this aim, note that m ε (t) → m(t) narrowly, and x 2 ρ ε = x 2 + ε 2 R y 2 ρ(y)dy, therefore R x 2 m ε (t, x)dx → R x 2 m(t, x)dx. We conclude by the characterization of convergence in P 2 (R) in Lemma 2.3. 
Then, for all (s,
has a unique maximal solution defined on R. Finally, denoting by X ε t the flow X ε
Proof. All the assertions are proven in [2, Proposition 8.1.8] in the a.e. sense, namely the ODE is shown to have a maximal solution for m ε (s)-a.e. initial datum x; since m ε (s) is continuous and inf R×[−R,R] m ε (t, x) > 0 for all R > 0, this means that the ODE system has a unique global solution for a.e. x. Suppose now that t → |X t (x)| is unbounded for some x as t →t. Since if y < x < z we have X t (y) < X t (x) < X t (z) for all t <t, lim inf t→t X t (y) = −∞ for all y < x or lim sup t→t X t (z) = +∞ for all z > x, contradicting the fact that X t (·) must be a.e. globally defined. Hence the ODE system has a unique global solution for all initial data. Note that, since
Then, since
Since Lipschitz functions are dense in the space of continuous functions on (−R, R), a standard approximation argument yields the same convergence for all ϕ ∈ C b (R), that is the desired claim on narrow convergence of M R m N x to mχ (−R,R) .
We are now ready to prove the Γ-convergence result.
Proof of Theorem 4.1.
• Γ − lim inf inequality: Given x ∈ K N T such that as N → +∞, m N x → µ narrowly and that
and moreover by Proposition 2.12
(4.1)
As a consequence, ζ is absolutely continuous with respect to µ. Moreover, by Proposition 2.8, for all t ∈ R, µ(t, dx) = m(t)dx for some m(t) ∈ L ∞ (R), and sup t m(t) L ∞ (R) ≤ 1. Hence ζ = wdt ⊗ dx for some µ-measurable function w. Thus
namely w ∈ L 2 ((−T/2, T/2) × R). Finally, it is straightforward to check that −∂ t m N x + div(w N x ) = 0 in the sense of distributions, and the equation passes to the limit by narrow convergence, and that T-periodicity of m is directly inherited by analogous property of x t . Thus, (m, w) ∈ K T . By Proposition 2.12 and the Dominated Convergence Theorem, we get that lim N→∞ 1 N 2
Moreover, by Lemma 2.5 and Fatou's lemma, we get that
So, by (4.1), (4.2) and (4.3) we conclude
• Γ − lim sup inequality. Given (m, w) ∈ K T , we have to prove that there exists
We divide the proof into three steps.
Step 1: regularization and localization. For all ε > 0, consider the regularized couple (m ε , w ε ) ∈ K T as in Lemma 4.2. Letting v ε = w ε /m ε , consider the ODE flow X t defined in Lemma 4.3, induced by the velocity field v ε . Since m ε (t) = (X ε t ) # m ε (0) for all t,
Note that G ε (y) is a non-negative continuous function on R. Therefore, by the monotone convergence theorem,
Step 2: construction of the N-agents system. Let ε > 0 be fixed, and η ε = max R×R m ε < 1, in view of Lemma 4.2 (iii). Then there exists R ε such that for every R > R ε there holds
For any N ∈ N, define x N,R,ε 0 as follows:
Let us then define the N-agents competitor as the system of trajectories following the velocity field v ε and having initial datum x N,R,ε 0 at t = 0, i.e.
since R > R ε . Moreover, using the fact that m ε is T-periodic, we get T-periodicity of x N,R,ε . Indeed, denoting for simplicity x N,R,ε as x and recalling that m ε (t) = (X ε t ) # m ε (0) and that X ε t ((−∞, y)) = (−∞, X ε t (y)) for all y, we get
which by positivity of m ε implies that x i t = x i t+T for all i and t. So, x N,R,ε ∈ K N T whenever R > R ε . 
where G is defined in (4.4) . By Lemma 4.4 
Recalling (4.5), Lemma 4.2 (ii), and the fact that M R,ε → 1 as R → ∞,
Next, for ε,
and such a convergence is actually in P 2 (R) since supports are compact. Note that the sequence {m N,R,ε (·)} N is equicontinuous by Remark 2.10, since by Lemma 4.2 there holds
Therefore, we get that
Similarly, for ε > 0 fixed,
Furthermore, by Lemma 4.2 (iv), m ε (t, x)dx converges to m(t, x)dx in C(R; P 2 (R)) as ε → 0. We now pass to the convergence of w N,R,ε 
For fixed ε > 0, such a measure converges narrowly to v ε m ε dt ⊗ dx as R → ∞ by the Dominated Convergence Theorem. Finally, w ε = v ε m ε converges to w in L 2 ((−T/2, T/2) × R).
It is then possible to choose sequences ε N → 0, R N → ∞ such that x N,R N ,ε N ∈ K N T , m N,R N ,ε N converges to m(t, x)dx in C(R; P 2 (R)), T-periodic, and w N,R N ,ε N converges to wdt ⊗ dx as N → ∞, and lim sup
Finally, convergence of m N,R N ,ε N to m(t, x)dx in C(R; P 2 (R)) guarantees convergence of Wm N,R N ,ε N to Wm and of I(m N,R N ,ε N ) to I(m) in view of Lemma 2.5, Proposition 2.12 (ii) and the Dominated Convergence Theorem. This yields, together with (4.8),
Remark 4.5. We observe that the same Γ-convergence result of Theorem 4.1 can be obtained by restricting the energies to the constraints K S T and K S,N T . Indeed in the Γ-liminf inequality, we get that if x ∈ K S,N T then (m, w) ∈ K S T . Note that symmetry of m with respect to T/4 is directly inherited by analogous properties of x t . In addition, for any test function ϕ,
and therefore in the limit m(−t) = γm(t).
As for the Γ-limsup, it is easy to check that if (m, w) ∈ K S T , then the N-agents system x N,R,ε t constructed in Step 2 satisfies the symmetry assumptions, and then x N,R,ε t ∈ K S,N T . Indeed denoting for simplicity x t = x N,R,ε t , by the definition of x 0 and m ε (0, x) = m ε (0, −x), we have that
and again by positivity of m ε we conclude that x N+1−i t = −x i −t for all i and t. Analogous arguments based on the fact that m ε (T/4 + t) = m ε (T/4 − t) for all t, provide x T/4−t = x T/4+t for all t.
We state now the following coerciveness property of the functional J N T . Proof. Since J N T (x) ≤ C, we get that 1
recalling Proposition 2.12, where C K is a constant independent of N and x. Therefore, by Remark 2.10, m N (t) are equicontinuous, uniformly in N, and moreover by the properties of W,
Using the equicontinuity, we deduce that there exists C T > 0 independent of N such that R |x| 2 m N x (t)dx ≤ C T for all t ∈ [−T/2, T/2]. So, up to passing to a subsequence, recalling Lemma 2.3 and Ascoli Arzelà theorem, we get that m N x → µ in C([−T/2, T/2], P p (R)) for all p < 2 and moreover T-periodicity passes to the limit. By lower semicontinuity of the potential energy recalled in Lemma 2.5 and assumption (1.5), we get that µ ∈ C(R, P 2 (R)). By Proposition 2.8, we get that µ has a density m, that is µ(t, dx) = m(t, x)dx and moreover m ∞ ≤ 1. So, µ ∈ P r 2 . Recalling (2.9), we have that
Now, arguing as in (2.2), that the total variation of |w N x | is bounded by (T(C + C K )) 1/2 . So, extracting a further subsequence, we can assume thatw N x converges narrowly to some measure ζ on [−T/2, T/2] × R. Again arguing as in (2.2), for every φ ∈ C ∞ c ([−T/2, T/2] × R, R) there holds
which implies that ζ is absolutely continuous with respect to dt ⊗ mdx. So ζ = wdt ⊗ dx for some µ-measurable function w. Finally, it is easy to check that (m, w) satisfy the continuity equation.
Finally as a corollary of the Γ-convergence result Theorem 4.1, of the compactness result proved in Proposition 4.6, and by the fact that minimizers of J N T have uniformly bounded support, as proved in Theorem 1.1 (iii), we get the following result.
Brake orbits of the mean-field problem in dimension 1
Using the convergence of minimizers of the discrete problem to minimizers of the mean-field one, we explain in this section how to deduce some qualitative properties of brake orbits in the continuous setting. We will show in particular that brake orbits which minimize the functional J T share the same properties as equilibria of the system: they have compact support, independent of the period, and they are characteristic functions of appropriate intervals (with time dependent extremes). 
Therefore, by the fundamental lemma of calculus of variations, we conclude that w(t, x) = −ȧ T (t)χ [a T (t),a T (t)+1] + c, and by the equality in (5.1), we get c = 0.
Therefore J T (m, w) = T/2 −T/2 |ȧ T (t)| 2 2 dt + T/2 −T/2 W(a T (t))dt − TI (χ [0,1] ) and moreover, reasoning as in Remark 3.4 and using the minimality of (m, w), we conclude that a T (t) is a minimizer of T/2 −T/2 |ẋ t | 2 2 + W(x t )dt among T periodic curves x t such that x t+ T 4 = x T 4 −t , and x t = −x −t − 1. In particular we get that a T (t) = W (a T (t)).
Finally, note that in dimension 1, recalling assumption (1.5), M + = {χ (r,r+1) : r ∈ [a + − r 0 , a + + r 0 − 1]} and M − = {χ (r,r+1) : r ∈ [−a + − r 0 , −a + + r 0 − 1]} (note that by (2.20), 2r 0 ≥ 1). Moreover d 2 (χ (a T (t),a T (t)+1) , M ± ) = inf r∈[a ± −r 0 ,a ± +r 0 −1] |r − a T (t)|, then by Theorem 2.13, we conclude that x i for J = 1, . . . , N − 1, which is the difference between the mean of (x J+1 , . . . , x N ) and the mean of (x 1 , . . . , x J ).
Lemma A.1. For all J = 1, . . . , N − 1, the following identity holds:
Note that N−j N−J − j J > 0 for all j ≤ J − 1.
Proof. It is straightforward to prove by induction that for i = 2, . . . , N
Then, using (A.1) and (A.2) we get
which gives the claimed identity after dividing by N − J. Similarly, for all i ≤ J − 1, J ≥ 2,
Hence, 
