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Abstract 
The implementation of a local correlation (LC) treatment of multireference (MR) configuration 
interaction approaches within the COLUMBUS program system is reported. The LC treatment is 
based on the weak pairs approximation of Sæbø and Pulay (Ann. Rev. Phys. Chem. 1993, 44, 213) 
and a geometrical analysis of Walter et al. (Chem. Phys. Lett. 2001, 346, 177). The removal of 
simultaneous single excitations out of the weak pairs is based on the reference doubly occupied 
space only, leading to a straightforward program implementation and a conceptual simplicity in 
terms of well-defined localized orbitals. Reductions of up to an order of magnitude in the 
configuration space expansion and in computer time for the Davidson diagonalization step are 
found. The selection of the active and the virtual orbital spaces is not affected by this procedure. 
This treatment is successfully applied to the singlet biradical heptazethrene and its different 
acceptor-donor substituents: 4,12-dicyanoheptazethrene, 4,12-diaminoheptazethrene, and 4-
amino-12-cyanoheptazethrene. Simultaneous insertion of pairs of donor and acceptor groups 
increases the biradical character; for push-pull substitution this effect is significantly smaller. In 
addition, results obtained from spin-corrected unrestricted density functional theory calculations 
are supported by our MR calculations. 
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1. INTRODUCTION 
Over the last couple of years, zethrenes and their derivatives1-7 have attracted significant 
interest because of the potential applications in the field of organic electronics,8-11 non-linear 
optics,12-13 energy storage devices14 and spintronics.15-16 This interest is derived from the fact that 
this class of compounds, starting with heptazethrene, possesses small excitation energies, a fact 
which can be rationalized in the framework of valence bond theory by a stabilization of the non-
Kekulé biradical form with respect to the closed-shell Kekulé structure (see Chart 1 and discussion 
below). However, the presence of partial odd-electron character17 or density of effectively 
unpaired electrons18 associated with this small energy gap makes these compounds highly reactive 
and, therefore, difficult to synthesize. Because of its intrinsic high reactivity, the synthesis of the 
parent heptazethrene is not feasible.19 Incorporation of different substituents like electron-
withdrawing groups20-22 or bulky groups at the reactive sites have made it possible to increase the 
thermodynamic or kinetic stability of these materials. By introducing different substituents, it is 
also possible to tune their properties and extend the range of possible applications. 
Clar’s aromatic sextet rule23-25 provides a useful qualitative approach for assessing the 
aforementioned stability changes between a closed-shell quinoidal form and an open-shell 
biradical form. For quantitative characterization, quantum chemical calculations are indispensable 
for providing detailed descriptions of the unique electronic properties of polycyclic aromatic 
hydrocarbons (PAHs).26-31 Because several configurations of comparable importance are involved 
in the electronic configuration of the singlet biradicals, straightforward application of single-
reference methods will not describe their electronic structure properly. Among the theoretical 
methods available,32-41 broken-symmetry (BS) density functional theory (DFT) is effective, 
especially because of its computational efficiency. But, the low-spin BS solution has two crucial 
drawbacks; (a) it suffers from the problem of spin contamination42-43 and (b) DFT itself strongly 
depends on the choice of an appropriate exchange-correlation functional. On the other hand, 
multireference (MR) methods, especially the multireference configuration interaction with single 
and double excitations (MR-CISD)44-46 and the multireference averaged quadratic coupled cluster 
(MR-AQCC)47 approaches offer appropriate ways to treat spin states for which more than one 
configuration is needed to describe the electronic structure in a qualitatively correct way. The MR 
methods do not have the spin contamination problem and simultaneously include both static and 
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dynamic correlation. The multireference averaged coupled pair functional (MR-ACPF) method,48 
and in particular the related MR-AQCC approach used in this work consider consistently important 
size-extensivity corrections at the MR level. It was shown by us in recent publications on zethrenes 
and non-Kekulé structures49 and dimethylenepolycyclobutadienes,50 that the MR-AQCC method 
can be applied successfully to capture the bi- or polyradical character of PAHs. However, these 
MR methods are computationally very expensive. One interesting approach to decrease the 
computational cost in an efficient way in cases of increasing sizes of molecular systems is to use 
a local correlation (LC) treatment. Although a large number of LC techniques and applications51-
61 are available in the literature, they are mostly applied to the simpler closed-shell cases. The 
applicability of LC in the multireference case has been successfully taken up in the investigations 
of the group of Carter58-61 in the framework of their TIGERCI code.41, 62 The strategy followed in 
that work is to fully exploit localization in the reference-occupied and virtual orbital spaces using 
the concept of the weak pairs approximation developed by Sæbø and Pulay (SP).54-56, 63 Based on 
the concepts developed in this just-mentioned work, we report in this paper a somewhat simpler 
but nevertheless also quite effective strategy based on the multireference program system 
COLUMBUS.64-66 We focus on eliminating weak pairs within the reference doubly occupied space 
only, because orbital localization is more challenging within the active and virtual spaces. As a 
result, the active and the virtual orbital spaces remain the same in this procedure and all flexibility 
included there will remain unaffected by the localization procedure. These relatively simple 
measures already allow efficient MR-CISD and MR-AQCC calculations on systems of the size of 
heptazethrene and more, as will be demonstrated below. In the present implementation (see 
below), the Pipek-Mezey localization procedure67 will be used. However, we want to note that 
other localization schemes such as the Foster-Boys localization68 could be used also. The two 
localization methods generate qualitatively the same orbitals except for cases like double bonds 
for which two equivalent banana orbitals are generated in Boys localization whereas Pipek-Mezey 
localization preserves the symmetry of σ and π orbitals of these bonds.67 Since we include all 
valence doubly occupied orbitals in the MR-CISD wavefunction, the full calculations without the 
weak pairs approximation will be invariant to different unitary transformations in that space. Since 
only distant pairs are neglected we do not expect significant differences from using the two 
localization methods. 
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Recent theoretical studies12, 69-70 have predicted that making charge distributions 
asymmetric through the introduction of electron-donating and electron-withdrawing groups into 
the open-shell PAHs significantly enhances the second hyperpolarizability and the two-photon 
absorption cross-sections. From both experimental2 as well as DFT studies,5 it has also been 
observed that substitution of hydrogen atoms in heptazethrene with the triisopropylsilylethynyl 
group stabilizes the closed-shell quinoidal structure whereas introduction of the diimide group 
favors the open-shell biradical structure. 
Because the open-shell singlet density is mostly located at the position of C4/12 of 
heptazethrene49 (see Chart 1 for numbering), these two positions of the heptazethrene core provide 
a very good basis for the introduction of acceptor/donor substituents. Therefore, in this work, the 
parent heptazethrene (1) and substitutions with respective donor and acceptor amino and cyano 
groups, 4,12-dicyanoheptazethrene (2), 4,12-diaminoheptazethrene (3), and 4-amino-12-
cyanoheptazethrene (4) (see Chart 1), were investigated. Because of the relatively small size of the 
substituents, steric repulsion with the heptazethrene core will be very small and should not distort 
the heptazethrene framework significantly. The influence of these substituents on already 
discussed questions of biradical character will be investigated here by means of high-level MR 
calculations. In addition to these ab initio MR results, DFT is also tested to obtain further insight 
regarding its applicability to this interesting class of compounds. 
 
 
1: R1, R2 = H 
 
2:  R1, R2 = CN 
 
3:  R1, R2 = NH2 
 
4:  R1 = CN 
     R2 = NH2 
 
Chart 1. Heptazethrene (1) and different substituted versions:4,12-dicyanoheptazethrene (2); 
4,12-diaminoheptazethrene (3) and 4-amino-12-cyanoheptazethrene (4),showing the quinoid 
Kekulé and non-Kekulé biradical resonance forms. The benzene rings in red represent Clar’s 
aromatic sextet rings. 
 
a) b) 
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2. COMPUTATIONAL DETAILS 
Multiconfiguration self-consistent field (MCSCF), mostly in the form of complete active space 
(CAS) self-consistent field (CASSCF) calculations with four electrons in four π orbitals, state-
averaged (SA) over the lowest singlet and triplet state, denoted SA-CASSCF(4,4), and single-state 
(SS) CASSCF denoted as SS-CASSCF(4,4) were performed to obtain molecular orbitals for the 
subsequent localization procedure and the MR calculations. It was shown before for the 
unsubstituted heptazethrene49 that this CAS is well suited to describe the quasi-degeneracies due 
to the biradical structure and to act as a starting point for the subsequent MR calculations that 
include the dynamic electron correlation. However, significantly extended active reference spaces 
(up to 16 active orbitals and 12 electrons) were investigated in order to support our original choice. 
A full CAS(12/16) reference for the MR-CISD/AQCC calculations would be prohibitive. Thus, a 
RAS(m)/CAS(4,4)/AUX(n) scheme was constructed where RAS(m) stands for restricted active 
space containing m orbitals which were initially doubly occupied. Auxiliary active orbitals (AUX) 
were moved from the virtual space or from weakly occupied natural orbitals into the active space. 
From the RAS only single or single and double excitations into the other spaces were allowed and 
only single or single and double occupations of AUX orbitals were permitted. In the following, 
the single-excitation case is denoted as 1-ex and the double-excitation case as 2-ex. These labels 
are added to the RAS(m)/CAS(4,4)/AUX(n) scheme when needed. In summary, the entire orbital 
space consists of a set of frozen core (FRZC), reference doubly occupied (REFDOCC), active 
(ACT) and virtual (VIRT) orbitals. The doubly occupied internal orbitals of the SA-CASSCF(4,4) 
calculation were localized by the Pipek-Mezey localization procedure.67 MR-CISD and MR-
AQCC calculations were performed subsequently to account for static and dynamic electron 
correlation effects. The interacting space approach71 was used in constructing all single and double 
excitations for each reference configuration individually. Core orbitals were kept frozen. For 
comparison purposes, in addition to MR-AQCC calculations, MR-CISD and size-extensivity 
corrections are included by means of the extended Davidson correction46, 72-73 
 (1) 
denoted as +Q (MR-CISD+Q).  is the sum of squared coefficients of the reference 
configurations in the MR-CISD expansion and EREF denotes the reference energy. The approaches 
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concerning the implementation of the local correlation will be discussed in a separate subsection 
below. 
The reference spaces for the MR-CISD and MR-AQCC calculations usually were kept the 
same as the CAS in the SA-CASSCF calculations. The contributions of the singly and doubly 
substituted configurations were monitored; in the case of a weight larger than 1%, extensions of 
the active space were made in order to eliminate intruder states in the MR-AQCC calculations. 
Because in most cases configuration state functions (CSFs) containing excitations from the CAS 
to the virtual orbital space were affected, an auxiliary orbital space as part of the reference space 
was introduced to which such virtual orbitals were moved. An occupation of at most one electron 
was allowed in the AUX at the reference level. This procedure allowed for an effective removal 
of these intruder states without increasing the computational cost too much. For the MR 
calculations, the 6-31G* basis set74 was used throughout. 
All the structures collected in Chart 1 were optimized using DFT with the CAM-B3LYP75 
exchange-correlation functional and the 6-31G** basis set. A wave function stability analysis 
calculation76 based on the Kohn-Sham determinant77 was performed and it was found that the 
optimized singlet state of structures 1-4 have triplet instabilities. Thus, all DFT calculations were 
performed at unrestricted (UDFT) level with a broken symmetry (BS) solution. None of the 
structures showed any imaginary frequencies, i.e., they all correspond to minimum energy 
structures and all the structures have a low-spin ground state. To correct for spin contamination, 
the spin correction approach proposed by Yamaguchi et al.43, 78 was employed, where the vertical 
singlet-triplet gap is given by  
. (2) 
, and represent the energy of the triplet, singlet, and BS solutions and and
are the expectation value of the square of the total spin operator for the triplet and BS 
solutions.  
For the MR calculations, along with the LC treatment, the parallel version79-80 of the 
COLUMBUS program system64-65, 81 was used. DFT and stability analysis calculations were 
performed with the Gaussian 09 package.82 
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3. PROGRAM IMPLEMENTATION 
The concept of strong and weak pairs was introduced by Saebø and Pulay54-56, 63 in 
connection with their local electron correlation treatment based on pair energies, which was 
successfully implemented into Møller-Plesset perturbation theory83 and coupled cluster theory.84-
85 In the present work, which is dedicated to application of local electron correlation within 
multireference methods, we follow an alternative strategy proposed by Carter and coworkers58-61 
that utilizes a distance analysis of localized orbitals. The present approach restricts the general 
formalism developed and applied previously to the application of doubly occupied orbitals. In the 
first step, the doubly occupied orbitals are localized by a Pipek-Mezey localization procedure.67 
Then, a Mulliken population analysis is performed for each localized orbital in order to determine 
the atoms contributing predominantly to this orbital. A group of most important atoms is selected 
according to an accumulated Mulliken population which should exceed a certain threshold (default 
0.8 e). A maximum distance rmax between this set of selected atoms and a charge-weighted average 
position rc is used to draw a sphere with radius armax centered at rc. a is an adjustable parameter 
(default value 1.0) which can be used to adjust the radius rmax. In case of an orbital localized 
entirely on a single atom, a radius of 0.8 bohr is chosen. Those pairs of localized orbitals whose 
assigned spheres overlap with each other are referred to as the strong pairs. Weak pairs are then 
defined as those pairs of localized orbitals for which their assigned spheres do not overlap. 
Following the work of Carter and coworkers,58-61 all double excitations derived from simultaneous 
single excitations out of weak orbital pairs into the active and virtual spaces are completely 
neglected. 
The implementation of the local MR-CISD scheme within COLUMBUS is 
straightforward. COLUMBUS is based on the graphical unitary group approach (GUGA)65, 86 
which encodes the configuration space in terms of a distinct row table (DRT) whose graphical 
representation is shown in Figure 1. The figure shows the orbitals (also termed levels) arranged 
vertically in the order used in COLUMBUS.86-87 On top are the inactive (reference doubly 
occupied) followed by the active orbitals. Inactive and active orbitals constitute the internal 
orbitals. Frozen core orbitals do not show up in this scheme. The external orbitals are located at 
the bottom and usually form the largest fraction of the total number of orbitals. Horizontally, for 
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each orbital different nodes (vertices) are found connected by arcs. They arise from the spin 
coupling scheme within GUGA. The four possible step vectors connecting nodes between different 
levels are shown in the inset of Figure 1. Each distinct strictly ascending walk from the bottom to 
the top of the graph represents one CSF. The walks in red represent the reference CSFs. The 
example given in this figure refers to a doublet state with five internal orbitals, two of them 
inactive. It is assumed in this example that the two inactive orbitals are represented by localized 
orbitals forming a weak pair. 
Figure 1 shows the complicated structure of the walks through the active part of the DRT 
whereas the pattern belonging to the external part is regular. Therefore, the DRT is explicitly coded 
only up to the level of internal orbitals (nodes W, X, Y and Z in Figure 1). Classes of configurations 
are defined as specific walks through the internal orbital occupation pattern (internal walk) down 
to the border vertices W, X, Y and Z plus all possible extensions into the external (virtual) orbital 
space. Only the internal walk is considered explicitly. The contribution of the external continuation 
is added on-the-fly during the matrix-vector product of the Hamiltonian matrix times trial vector 
required in the direct CI iterative Davidson subspace method.88-89 The external part of the matrix-
vector multiplication can be formulated in terms of dense matrix-vector operations90 in spite of the 
overall pronounced sparsity of the Hamiltonian matrix. This formulation allows an efficient 
numerical processing of the external orbital space. For efficiency reasons, in this matrix 
formulation the size of the external space is kept the same for all internal paths of a walk. It is only 
possible to freeze external orbitals completely or consider them in all CSFs. No individual 
selection scheme (cutoff) can be adopted. Moreover, in the context of the LC approach, no 
localization of the external orbitals is performed.  
In view of the just-described structure of paths (CSFs) in the DRT, the task of eliminating 
weak orbital pair contributions is quite simple. It is reduced to identifying and marking the 
respective internal walks as invalid during the CSF space construction phase. The actual MR-CISD 
code of computing the roots of the eigenvalue problem remains unaffected. Figure 1 shows as an 
example two walks (broken lines) corresponding to weak pair interactions. Any of these walks 
arriving at the boundary between reference doubly occupied and active orbitals (node A in the 
present example) will continue through the subgraph of the active orbitals in many ways and will 
give rise to a multitude of walks connecting to the boundary nodes W, X, Y and Z. The set of weak 
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pair walks passing through W and X and all extensions into the external space will be always 
removed completely. The set of corresponding Z and Y walks can be removed optionally. In the 
present calculations, the weak pair walks through all four vertices W, X, Y and Z were deleted. 
Any weak pair occurring in the reference doubly occupied orbitals will be processed in the same, 
just-described way. Removal of the internal part of a CSF is achieved by setting a flag in an index 
vector. A pruning process is initiated at the end of the removal of the weak pair configurations to 
eventually remove arc and nodes in the DRT. 
 
Figure 1. Graph describing a DRT for an MR-CISD wavefunction of a state with N = 2a + b = 7 
electrons and spin S = b/2 = 1/2. Each distinct strictly ascending walk from the bottom to the top 
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of the graph represents one CSF. The walks in red represent the reference CSFs. The inset shows 
the four possible step vectors connecting two nodes. d = 3 and 0 denote doubly occupied and empty 
orbitals, d = 1 and d = 2 correspond to low-spin and high-spin coupling, respectively. The red lines 
show the eight reference configurations, a CAS based on the three active orbitals and seven 
electrons. Node A is located at the boundary between inactive (reference doubly occupied) and 
active orbitals and nodes Z, Y, X and W are located at the boundary between internal and external 
(virtual) orbitals. Walks from Z to the bottom of the graph represent CSFs with zero occupation in 
the external space, walks from Y down to the bottom of the graph correspond to single occupation 
in the external space; X and W walks represent double occupation in the external space with triplet 
and singlet coupling, respectively. The two walks denoted as weak pairs in the inactive orbitals 
space and all continuations from A to the bottom of the DRT will be omitted in the LC approach. 
The overall scheme of a typical calculation is represented by the block diagram displaying 
the different steps of the calculation shown in Figure 2. After an initial self-consistent field (SCF) 
calculation, the core orbitals are frozen by folding their effect into an effective one-electron 
Hamiltonian as has been formulated for example by Shavitt and coworkers.91 The original basis 
set is transformed into the basis of the remaining non-frozen orbitals. Following the MCSCF step, 
the resulting doubly occupied orbitals are localized and used for the determination of weak pairs. 
In addition to the LC treatment and the removal of weak pairs, selected orbitals can be frozen 
completely after the localization step. Because this freezing scheme is based on localized orbitals, 
specific bond orbitals not relevant to a certain question investigated can be identified and removed, 
which decreases the computational cost without losing a significant amount of accuracy. At the 
end of the MR-CISD calculation, the orbitals are transformed back to the original AO basis. 
 
 
Figure 2. Block diagram representation for the different steps of the calculation. 
 
4. RESULTS 
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In Figure 3 selected bond distances of the optimized geometries for the low-spin state of 
structures 1-4 computed at the UDFT/CAM-B3LYP/6-31G** level are shown. The bond length 
alternation of the central p-quinodimethane subunit of structure 1 indicates that it has an 
intermediate geometry between the closed-shell quinoid Kekulé and the biradical resonance forms. 
The introduction of the electron-withdrawing –CN groups or the electron-donating –NH2 groups 
or both (Chart 1) at the two radical centers leads to a reduction of the single-double bond 
alternation of the central p-quinodimethane subunit (distances a, b, and c in Figure 3) by ~0.01 Å 
and to a concomitant increase of the aromatic character of the central benzene ring. In agreement 
with this picture is the increase of the distance d (Chart 1) with respect to the unsubstituted 
heptazethrene structure. These factors indicate that singlet biradical character becomes more 
pronounced for structures 2 and 3. The reduction in the distance d for structure 4 in comparison to 
2 and 3 indicates a decreased efficiency in formation of biradical character by means of the push-
pull substitution as compared to the symmetric substitution in the former two cases. 
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Figure 3. UDFT/CAM-B3LYP/6-31G** optimized geometries with selected bond distances for 
the singlet ground state of (a) heptazethrene (1), (b) 4,12-dicyanoheptazethrene (2), (c) 4,12-
diaminoheptazethrene (3) and (d) 4-amino-12-cyanoheptazethrene (4). 
 
A. Selection of the Reference Space 
In our previous investigation on heptazethrene,49 a CAS(4,4) reference space had been 
selected, which was well-suited for the calculation of the changes in the series of singlet-triplet 
splittings along the different heptazethrenes and the other compounds investigated there. In this 
section, the validity of this choice of reference space is re-examined with special emphasis on the 
calculation of singlet-triplet splittings under various conditions. Since these investigations 
involved significant extensions of the active space (up to 16 active orbitals) with concomitant 
increases of the configuration space, we restricted these calculations to the π system with the σ 
system frozen. It had been shown previously27, 49 that this approach gave very good results in 
comparison to the full calculations. State-averaged (SA) over the singlet and triplet states and 
single-state (SS) CASSCF calculations have been performed in order to investigate in detail the 
influence of different orbital choices on the splittings. NOs derived from the AQCC(4,4) 
calculation based on SA-CASSCF(4,4) and SS-CASSCF(4,4) orbitals have been used to test the 
influence of improved orbitals sets. 
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Table 1 first shows the basic data obtained from the AQCC(4,4) calculation by using MOs 
computed from SS and SA-CASSCF(4,4) calculations, respectively. Subsequently, several active 
space extensions have been used to test the sensitivity of the singlet-triplet splittings with respect 
to these changes. To maintain a uniform set of orbitals, the NOs computed from these two 
calculations were used as molecular orbitals in the subsequent AQCC calculations. These NOs, 
which are obtained from an extended correlated wavefunction, are also expected to give better 
correlating orbitals than those computed from a CASSCF calculation, which includes only a small 
fraction of dynamic electron correlation. Using these NOs at the AQCC(4,4) level does not change 
the singlet-triplet splitting as compared to the use of the original CASSCF(4,4) orbitals. Increasing 
the active space to various levels of RAS/CAS/AUX schemes as shown in Table 1 decreases the 
singlet-triplet splitting. We compute a best estimate of 0.70 eV from the 
RAS(4)/CAS(4,4)/AUX(4)-2ex calculation containing in total 12 active orbitals corrected by the 
difference of the RAS(4)/CAS(4,4)/AUX(4)-1ex and RAS(6)/CAS(4,4)/AUX(6)-1ex value. The 
latter calculation contains 16 active orbitals. Best estimates obtained from SA and SS MOs agree 
very well. These best estimates differ only by ~0.09 eV from our original procedure given in the 
two top result lines.  
For better comparison, the same NOs derived from the AQCC calculations (Table 1) are 
used for the MR-CISD and MR-CISD+Q results presented in Table 1S and Table 2S of the 
supporting information (SI). For the MR-CISD calculations (Table 1S), best estimates are also 
almost the same for the two MO choices and are smaller by ~0.09 eV than the original MR-
CISD(4,4) results. For the MR-CISD+Q results presented in Table 2S, best estimates agree very 
well. They are about 0.04 eV smaller than the respective AQCC best estimates. In view of the 
simplicity of the standard approach of using CASSCF orbitals, we decided to stay with the 
CAS(4,4) active space. Both the obtained AQCC(4,4) and MR-CISD(4,4) splittings are estimated 
to be about 0.09 eV too high than the best estimates obtained at AQCC and MR-CISD level, 
respectively. In the case of the MR-CISD(4,4)+Q calculations, a slightly larger orbital dependence 
is observed. Using SA-CASSCF orbitals, MR-CISD(4,4)+Q singlet-triplet splittings are too large 
by ~0.2 eV whereas using SS-CASSCF(4,4) orbitals, the agreement with the AQCC reference 
values is significantly better. For the full calculations considering both the σ and π orbitals, 
although the two possibilities for all three methods (MR-CISD, MR-CISD+Q and MR-AQCC) are 
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very close to each other, the SA approach was found to be more consistent (for both the π and π+σ 
space) than the SS approach and, thus, has been used in the subsequent calculations. 
 
Table 1. Reference space dependence of heptazethrene vertical singlet-triplet splittings DE(S-T) 
using the MR-AQCC method (performed only in the π orbital space with the s orbitals frozen) 
and the 6-31G* basis set.a 
Reference space DE(S-T) (eV) 
Orbital basis: SA-CASSCF MOs 
CAS(4,4) 0.791 
Orbital basis: SS-CASSCF MOs 
CAS(4,4) 0.781 
Orbital basis: NOs from AQCC(4,4)/SA-CASSCF(4,4) 
CAS(4,4) 0.806 
RAS(2)/CAS(4,4)/AUX(2)-1ex 0.680 
RAS(4)/CAS(4,4)/AUX(4)-1ex 0.644 
RAS(6)/CAS(4,4)/AUX(6)-1ex 0.727 
RAS(2)/CAS(4,4)/AUX(2)-2ex 0.674 
RAS(4)/CAS(4,4)/AUX(4)-2ex 0.621 
Best estimate 0.704 
Orbital basis: NOs from AQCC(4,4)/SS-CASSCF(4,4) 
CAS(4,4) 0.797 
RAS(2)/CAS(4,4)/AUX(2)-1ex 0.681 
RAS(4)/CAS(4,4)/AUX(4)-1ex 0.642 
RAS(6)/CAS(4,4)/AUX(6)-1ex 0.717 
RAS(2)/CAS(4,4)/AUX(2)-2ex 0.675 
RAS(4)/CAS(4,4)/AUX(4)-2ex 0.618 
Best estimate 0.693 
 
B. Computational Aspects of the Local Correlation Implementation 
SA-CASSCF(4,4) calculations with frozen core orbitals using the 6-31G* basis set were 
performed for all the structures shown in Chart 1 to create the orbitals for the subsequent MR 
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calculations. The doubly occupied SA-CASSCF(4,4) orbitals, which not only include the s orbitals 
but also the reference doubly occupied π orbitals, were localized by the Pipek-Mezey localization 
procedure. This procedure does not mix the σ and π orbitals. Figure 4 displays the doubly occupied 
localized π orbitals of heptazethrene (1). For the purpose of comparison, the corresponding 
canonical delocalized π-orbitals are presented in Figure 1S of the SI. The balanced occurrence of 
bonding and antibonding π orbitals allows also their partial localization in space even though no 
two-electron two-center bonds are formed as in the case of the s orbitals. Note that the localized 
orbitals do not transform according to irreducible representations but are obtained as symmetry-
equivalent orbitals. Since the symmetry treatment in COLUMBUS is based on irreducible 
representations, the calculations were performed in C1 symmetry, i.e., without utilization of 
symmetry. It is clear that in many practical applications, larger molecules or clusters will have 
either low or no symmetry anyway. 
 
Figure 4.The Pipek-Mezey doubly occupied localized π-orbitals of heptazethrene (1) (isovalue is 
± 0.03 e/bohr3) calculated at the SA2-CASSCF(4,4)/6-31G* method with frozen core orbitals. 
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Table 2 shows a comparison of the recovery of the amount of the MR-CISD(4,4)/6-31G* 
stabilization energy DEMR-CISD = EMR-CISD-ECASSCF as a function of the radius multiplier α of the 
LC approach for heptazethrene based on a SA-CASSCF(4,4) calculation. In addition to the core 
orbitals, all the C-H bonds are frozen at the multireference correlation level. This is the optimal 
freezing scheme, which has been used here to test the effect of the scaling factor α. It should be 
noted, though, that the total savings with respect to a standard full calculation in C1 symmetry with 
no C-H bonds frozen are much larger, as can be seen from the discussion of the statistics given in 
Table 3. The average recovered energy (for the vertical singlet and the triplet state) reaches 100% 
for α=2.0. Even the value α=1.6 gives a good recovery at 99.8%. The corresponding number of 
CSFs with respect to the full list is only about 64% and 53%, respectively. Due to error 
compensation, the vertical singlet-triplet splitting DE(S-T) is almost independent of α, even for 
small values such as α=0.6. This error compensation depends on the orbitals chosen. In the case 
of choosing SS-CASSCF orbitals, i.e., different orbitals for the singlet and triplet state, such error 
compensation was not observed. Similarly, the corresponding adiabatic singlet-triplet splitting is 
strongly dependent on α. For results within a range of 0.05 eV, α values of 1.3 and larger are 
appropriate. α values of 1.3 – 1.6 lead to configuration spaces of 44%-53% with respect to the full 
space; these reductions are converted directly to analogous decreases in computer time. These 
trends, i.e., the variation in number of CSFs, recovered energy, vertical and adiabatic singlet-triplet 
gap with increasing α are also the same for MR-CISD+Q calculations. Thus, from this table one 
can conclude that if ultra-high accuracy is not needed, as for adiabatic singlet-triplet splittings, 
smaller alpha values (for example, α=1.0 where 98.4% stabilization energy is recovered) can be 
used, leading to even larger reductions in computer time. 
 
 
Table 2. Dependence of the number of configurations (in millions), average percentage of the MR-
CISD energy difference DEMR-CISD = EMR-CISD-ECASSCF recovered for singlet and triplet state and 
vertical and adiabatic (in parentheses) singlet-triplet splittings DE(S-T) on the value of the radius 
multiplier a for heptazethrene.a 
α Spin 
multiplicity 
no. of CSFs 
(millions) 
% of no. 
full config. 
Recovered 
energy (%) 
ΔE(S-T) (eV) 
Vert. (Adiab.) 
0.6 Singl. 389 16.1 
91.0 
0.967 
(0.336) Tripl. 338 18.1 
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0.8 Singl. 566 23.4 
96.5 
0.963 
(0.487) Tripl. 472 25.3 
1.0 Singl. 770 31.8 
98.4 
0.964 
(0.706) Tripl. 625 33.5 
1.3 Singl. 1033 42.7 
99.4 
0.964 
(0.777) Tripl. 823 44.1 
1.6 Singl. 1261 52.1 
99.8 
0.963 
(0.806) Tripl. 995 53.3 
2.0 Singl. 1535 63.4 
100 
0.964 
(0.824) Tripl. 1201 64.3 
2.5 Singl. 1796 74.2 
100 
0.964 
(0.831) Tripl. 1397 74.8 
Full Singl. 2420 100 
100 
0.963 
(0.831) Tripl. 1867 100 
aA SA-CASSCF(4,4) calculation with a CAS(4,4) reference space and the 6-31G* basis were used. 
In addition to the core orbitals, all C-H bonds were frozen at the multireference level. 
 
Table 3 compares the number of CSFs for structures 1-4 in different computational 
schemes at the MR-CISD level using the 6-31G* basis set. The table shows the reduction in the 
number of configurations in the full calculation (all valence electrons) without symmetry (C1) 
either by making use of existing symmetry or by introducing the LC scheme. The LC scheme is 
performed always in C1 symmetry. It should be emphasized that the LC scheme not only gives the 
possibility of reducing the number of configurations by means of the weak pairs approximation, 
but includes also complete freezing of localized orbitals not relevant for a certain question. In the 
present case, such candidates are obviously the C-H bonds. For example, the vertical and adiabatic 
singlet-triplet splitting for structure 1 computed at the MR-CISD/6-31G* level is 0.964 eV and 
0.837 eV, respectively, whereas if we freeze all C-H bonds, these energies become 0.963 eV and 
0.831 eV (Table 2), respectively. This means that the vertical and adiabatic splittings are 
independent of the freezing of all the C-H bonds. The LC treatment with α=1.0 including all the 
C-H bonds frozen yields a vertical singlet-triplet splitting of 0.964 eV. Table 3 shows that C2h 
symmetry for structures 1 and 2 decreases the number of CSFs nearly by a factor of 6 - 7. The LC 
treatment performed in C1 symmetry (α = 1.0) is not as efficient in reducing the number of CSFs 
compared to C2h symmetry, but with all C-H bonds frozen, this treatment results in CSF numbers 
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comparable to those of C2h symmetry. The full advantage of the LC approach, however, comes 
into play in cases of low (structure 3) or no symmetry (structure 4) where especially in the last 
example the LC treatment with freezing all the C-H bonds, decreases the number of configurations 
by a factor of ~6. This strong reduction comes from the fact that, e.g., when freezing all the C-H 
bonds in structure 1, out of the 1081 localized pairs, only 282 pairs are strong pairs and the 
remaining 799 (73.9%) are weak pairs. The reduction in the CSF expansion size is not only 
important for decreasing the computer time, but also for reducing the memory requirements since 
the subspace expansion vectors and the matrix-vector products of the Hamiltonian matrix with the 
trial vectors need to be kept in memory.  
Table 3. Comparison of the number of CSFs (in millions) at full MR-CISD level with that of the 
full LC approach (all valence orbitals included) and with the C-H bonds frozen (C-H(frz)) for 
structures 1-4 using a CAS(4,4) reference space and the 6-31G* basis set.a   
System Full calc.: C1 
symm. 
Full calc.: full 
symm.  
LC: all valence 
orb.b 
LC: C-H(frz)b,c 
1 C1 (11A): 4 348 C2h (11Ag): 705 C1 (11A):  1 127 C1 (11A):  770 
C1 (13A) : 3 334 C2h (13Bu) : 486  C1 (13A) :   910 
 
C1 (13A) : 625 
 
2 C1 (11A): 6 938 C2h (11Ag): 1 117 C1 (11A): 1 551 C1 (11A):  1 174 
C1 (13A): 5 308 C2h (13Bu):   767 C1 (13A): 1 254 
 
C1 (13A) :    953 
 
3 C1 (11A): 6 000 Ci (11Ag): 1 841 C1 (11A): 1 387 C1 (11A):  976 
C1 (13A) : 4 593 Ci (13Au): 1 272 C1 (13A): 1 121 
 
C1 (13A) : 796 
 
4 C1 (11A): 6 456 C1 (11A): 6 456  C1 (11A): 1 460 C1 (11A):  1059 
C1 (13A): 4 941 C1 (13A): 4 941 C1 (13A): 1 181 C1 (13A) :   863 
            aOrbital spaces in C1 symmetry: 1 FRZC: 28, REFDOCC: 62, ACT: 4, VIRT: 330;  
          2 FRZC: 32, REFDOCC: 70, ACT: 4, VIRT: 370; 3 FRZC: 30, REFDOCC: 68,  
          ACT: 4, VIRT: 354; 4 FRZC: 31, REFDOCC: 69, ACT: 4, VIRT: 362 
             bRadius multiplier α = 1.0, cAll C-H bonds are frozen 
 
 
B. Singlet-Triplet Splittings 
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Vertical (Table 4) and adiabatic (Table 3S) singlet-triplet splittings ΔE(S-T) = E(T) – E(S) 
were computed for structures 1-4 at the MR-CISD, MR-CISD+Q and MR-AQCC levels. In all 
cases, ΔE(S-T) is positive, i.e., the ground state is a singlet. In both the MR-CISD as well as in the 
Davidson-corrected methods, the differences in the vertical ΔE(S-T) values calculated with the full 
and local correlation schemes available for structures 1-3 are negligible. The adiabatic ΔE(S-T) 
values differ only by 0.06 eV at most (Table 3S). Because of the occurrence of several intruder 
states for both the singlet and the triplet states, MR-AQCC calculations for the full treatment were 
not feasible. On the other hand, MR-AQCC calculations with the LC treatment were better 
behaved and the weak intruder states could be removed. To our knowledge, no experimental 
single-triplet splittings are available for heptazethrene. 
Table 4. Vertical singlet-triplet splitting energies ΔE(S-T) (eV) computed at different MR levels, 
expectation values of the square of the total spin operator for the broken symmetry solution at 
UDFT/CAM-B3LYP/6-31G** level, and the vertical singlet-triplet gap, ∆Eproj, using the 
uncorrected and the spin- corrected formula (Eq. 2) for structures 1-4. 
 
System 
MR-CISD MR-CISD+Q MR-
AQCC 
LCa 
UDFT/ 
CAM-B3LYP  
∆Eproj 
Full LCa Full LCa 
1 0.964 0.964 0.948 0.943 0.837 0.512 0.940 0.909 
2 0.733 0.733 0.735 0.732 0.685 0.397 0.996 0.739 
3 0.746 0.744 0.741 0.736 0.712 0.389 0.971 0.713 
4 - 0.979 - 0.906 0.733 0.478 0.836 0.785 
a Radius multiplier α = 1.0. A SA-CASSCF(4,4) calculation, a CAS(4,4) reference space and the 
6-31G* basis were used. The core orbitals and in the LC treatment all C-H bonds, were frozen at 
the multireference level. 
 
Introduction of either two electron-withdrawing or two electron-donating groups 
(structures 2 and 3) respectively decreases the vertical singlet-triplet splitting ΔE(S-T) by 0.13 to 
0.15 eV at the MR-AQCC level, as compared to the splitting for the unsubstituted structure 1. 
Somewhat larger shifts of ~0.2 eV are obtained at the MR-CISD and +Q level. For the push-pull 
structure 4, the vertical ΔE(S-T) increases compared to structures 2 and 3 by about 0.17 eV at the 
MR-CISD+Q level and approaches the value of structure 1. For the MR-AQCC calculations, a 
2
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somewhat smaller increase in the singlet-triplet splitting for structure 4 is observed. For the 
adiabatic ΔE(S-T) (Table 3S) a similar trend as for the vertical ΔE(S-T) values is observed. 
The singlet-triplet splitting, along with the expectation values of S2 for the BS state 
computed at the UDFT level with CAM-B3LYP, is given in Table 4 as well. In all cases the S2 
values are close to unity, i.e., the BS state is highly spin-contaminated. Because of this, ΔE(S-T) 
was computed also with the spin-corrected formula (Eq. 2, ∆Eproj). Because of the spin-projection, 
∆Eproj increases significantly and is quite close to the MR-AQCC results. 
 
5. CONCLUSIONS 
The possibilities afforded by implementation of the concept of localized orbitals according 
to the geometrical analysis developed by Carter and coworkers58-59 into the COLUMBUS program 
system is reported. The resulting computational savings due to the omission of weak pairs and the 
excellent agreement between results computed at full and LC level, respectively, were 
demonstrated for the computation of substituent effects on singlet-triplet splittings for 
heptazethrenes, a prominent example of low-energy gap PAHs. Only the doubly occupied orbitals 
were involved in the localization procedure. It was shown that the LC treatment is able to 
reproduce even subtle changes in the singlet-triplet splittings. In case of C1 symmetry, which is 
the actual reference case we have in mind, reductions in the CI expansion size by a factor of six 
and similar savings in computer time have been achieved. In favorable cases, of quasi-linear 
polyenes or carotenoids much larger savings can be expected. The parameter α can be conveniently 
used to switch continuously between different accuracy requirements. Thus, MR calculations of 
quite extended systems of lower symmetry are becoming feasible which, otherwise, would have 
been tedious or not at all possible. 
The insertion of both electron withdrawing and donating groups in the position of 
maximum open-shell singlet density leads to a reduction of the singlet-triplet gap. However, the 
effects of electron donating, accepting, and push-pull groups is relatively small in these cases. In 
more complex situations that arise just by simple extensions of the present heptazethrene, e.g., to 
5,6:13,14-dibenzoheptazethrene,49 the biradical character is enhanced further and several 
substituent positions seem feasible, which can be tested by the present methods. Since the basic 
logic of the LC approach is restricted to doubly occupied orbitals, its application within the 
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multireference scheme is straightforward and the extension to a wide range of applications much 
beyond the current example of the biradical character of PAH systems is directly available. 
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