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Taylor Domination, Turán lemma, and
Poincaré-Perron Sequences
Dmitry Batenkov and Yosef Yomdin
Abstract. We consider “Taylor domination” property for an analytic function f(z) =∑
∞
k=0
akz
k, in the complex disk DR, which is an inequality of the form
|ak|R
k ≤ C max
i=0,...,N
|ai|R
i, k ≥ N + 1.
This property is closely related to the classical notion of “valency” of f in DR. For f -
rational function we show that Taylor domination is essentially equivalent to a well-known
and widely used Turán’s inequality on the sums of powers.
Next we consider linear recurrence relations of the Poincaré type
ak =
d∑
j=1
[cj + ψj(k)]ak−j , k = d, d+ 1, . . . , with lim
k→∞
ψj(k) = 0.
We show that the generating functions of their solutions possess Taylor domination with
explicitly specified parameters. As the main example we consider moment generating func-
tions, i.e. the Stieltjes transforms
Sg (z) =
ˆ
g (x) dx
1− zx
.
We show Taylor domination property for such Sg when g is a piecewise D-finite function,
satisfying on each continuity segment a linear ODE with polynomial coefficients.
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2 Dmitry Batenkov and Yosef Yomdin
1 Introduction
“Taylor domination” for an analytic function f(z) =
∑∞
k=0 akz
k is an explicit
bound of all its Taylor coefficients ak through the first few of them. This
property was classically studied, in particular, in relation with the Bieberbach
conjecture, finally proved in [12]: for univalent f always |ak| ≤ k|a1|. See
[4, 5, 10, 15] and references therein. To give an accurate definition, let us
assume the radius of convergence of the Taylor series for f is Rˆ, 0 < Rˆ 6 +∞.
Definition 1.1. Let a positive finite R ≤ Rˆ, a natural N , and a positive
sequence S (k) of a subexponential growth be fixed. The function f is said to
possess an (N,R, S(k)) - Taylor domination property if for each k ≥ N + 1
we have
|ak|R
k
6 S(k) max
i=0,...,N
|ai|R
i.
For S (k) ≡ C a constant we shall call this property (N,R,C)-Taylor domi-
nation.
The parameters (N,R, S(k)) of Taylor domination are not defined uniquely.
In fact, each nonzero analytic function f possesses this property, with N
being the index of its first nonzero Taylor coefficient ak:
Proposition 1.1. If 0 < Rˆ 6 +∞ is the radius of convergence of f (z) =∑∞
k=0 akz
k, with f 66≡ 0, then for each finite and positive 0 < R 6 Rˆ, f
satisfies the (N,R, S (k))-Taylor domination property with N being the index
of its first nonzero Taylor coefficient, and S (k) = Rk|ak|(|aN |R
N)−1, for
k > N .
Conversely, let f possess (N,R, S (k))-domination. Then the series
∑∞
k=0 akz
k
converges in a disk of radius R∗ satisfying R∗ > R. For each R′ < R the
function f possesses (N,R′, C)-domination, with the constant C depending
on R′/R and on the sequence S(k).
Proof. It follows just by noticing that Rˆ−1 = lim supk→∞ |ak|
1
k . This implies
that for each R ≤ Rˆ the sequence S (k) = Rk|ak|(|aN |R
N )−1 has a subexpo-
nential growth. ⊓⊔
Consequently, the Taylor domination becomes really interesting only for
those families of analytic functions f where we can specify the parameters
N, R, S(k) in an explicit and uniform way.
In this paper we study Taylor domination for ak generated by linear non-
stationary homogeneous recurrence relations of a fixed length:
ak =
d∑
j=1
cj(k) · ak−j , k = d, d+ 1, . . . , (1)
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If for j = 1, . . . , d the coefficients cj(k) have a form cj(k) = cj + ψj(k), with
fixed cj and with limk→∞ ψj(k) = 0, then recurrence relation (1) is said to
be a linear recurrence relation of Poincaré type (see [19, 21]).
We start with recurrence relations (1) with constant coefficients. Those pro-
duce Taylor coefficients of rational functions f(z). Surprisingly, Taylor dom-
ination in this case turns out to be a nontrivial fact, essentially equivalent
to an important and widely used inequality on the sums of powers - Turan’s
lemma ([25, 26, 18, 17]).
In Section 3 we prove this equivalence, obtaining, as a byproduct, a very
short proof of Turan’s lemma from the classical Biernacki theorem ([5]) on
multivalent functions, and from Bezout bound on zeroes of rational functions.
In Section 4 we obtain an explicit Taylor domination for solutions of general
recurrence relations (1) with uniformly bounded coefficients. No additional
information, besides the size of cj(k), is required. So we get this result, and
hence (via Section 2 below) also explicit bounds on the number of zeroes,
for a fairly wide class of analytic functions. On the other hand, in contrast
with Turan’s lemma, the disk where we get Taylor domination is usually
significantly smaller than the expected disk of convergence.
In Section 5 we obtain some more accurate results for recurrence relations
of Poincaré type. This includes (only partially explicit) Taylor domination in
the full disk of convergence, and an explicit and uniform (depending only the
size of perturbations ψj(k)) one in a smaller disk.
Finally, in Section 6, we consider moments of “D-finite” functions, produce a
linear recurrence relation for them, describe the cases when it is of Poincaré
type, and provide some conclusions concerning Taylor domination.
The authors would like to thank O. Friedland for a careful reading of the first
version of this paper, and for numerous important remarks and suggestions.
2 Taylor domination and counting zeroes
Taylor domination allows us to compare the behavior of f(z) with the be-
havior of the polynomial PN (z) =
∑N
k=0 akz
k. In particular, the number of
zeroes of f can be easily bounded in this way. In one direction the bound is
provided by the classical results of [5, 10]. To formulate them, we need the
following definition (see [15] and references therein):
Definition 2.1. A function f regular in a domain Ω ⊂ C is called p-valent
there, if for any c ∈ C the number of solutions in Ω of the equation f(z) = c
does not exceed p.
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Theorem 2.1 (Biernacki, 1936, [5]). If f is p-valent in the disk DR of
radius R centered at 0 ∈ C then for each k ≥ p+ 1
|ak|R
k ≤ (A(p)k/p)2p max
i=1,...,p
|ai|R
i,
where A(p) is a constant depending only on p.
In our notations, Theorem 2.1 claims that a function f which is p-valent in
DR, possesses a (p,R, (Ak/p)
2p) - Taylor domination property.
For univalent functions, i.e. for p = 1, R = 1, Theorem 2.1 gives |ak| ≤
A(1)2k2|a1| for each k, while the sharp bound of the Bieberbach conjecture
is |ak| ≤ k|a1|.
A closely related result (obtained somewhat earlier) is the following:
Theorem 2.2 (Cartwright, 1930, [10]). If f is p-valent in the disk D1 of
radius 1 centered at 0 ∈ C then for |z| < 1
|f(z)| < B(p) max
i=0,...,p
|ai|(1− |z|)
−2p,
where B(p) is a constant depending only on p.
Various forms of inverse results to Theorem 2.1, Theorem 2.2 are known. In
particular, an explicit bound for the number of zeroes of f possessing Taylor
domination can be obtained by combining Proposition 1.1 and Lemma 2.2
from [24]:
Theorem 2.3. Let the function f possess an (N,R, S(k)) - Taylor domina-
tion property. Then for each R′ < R, f has at most M(N, R
′
R
, S(k)) zeros in
DR′ , where M(N,
R′
R
, S(k)) is a function depending only on N , R
′
R
and on
the sequence S(k), satisfying limR′
R
→1M =∞ and M(N,
R′
R
, S) = N for R
′
R
sufficiently small.
We can replace the bound on the number of zeroes of f by the bound on its
valency, if we exclude a0 in the definition of Taylor domination (or, alterna-
tively, if we consider the derivative f ′ instead of f).
3 Taylor domination for rational functions and Turán’s
lemma
We shortly recall some basic facts concerning Taylor coefficients of ratio-
nal functions. Consider a rational function R(z) = P (z)
Q(z) with Q(z) =
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1 −
∑d
j=1 cjz
j and degP (z) ≤ d − 1. To simplify the presentation we shall
assume that all the roots s1, . . . , sd of Q are pairwise different (and they are
clearly nonzero since Q(0) = 1). All the results below remain valid in the
general case of multiple roots. Now R(z) can be represented as a sum of
elementary fractions:
R(z) =
d∑
j=1
αj
sj − z
=
d∑
j=1
βj
1− σjz
, with βj =
αj
sj
, σj =
1
sj
. (2)
Developing into geometric progressions, we obtain
R(z) =
∞∑
k=0
akz
k, with ak =
d∑
j=1
βjσ
k
j . (3)
Assuming that all αj are nonzero, the radius of convergence of this series is
R
def
= mini=1,...d
∣∣σ−1i ∣∣ , which is the distance from the origin to the nearest
pole of R(z).
It is well known that the Taylor coefficients ak of R(z) satisfy a linear recur-
rence relation with constant coefficients
ak =
d∑
j=1
cjak−j , k = d, d+ 1, . . . , (4)
where cj are the coefficients of the denominator Q(z) of R(z). Conversely, for
any initial terms a0, . . . , ad−1 the solution sequence of (4) forms a sequence of
the Taylor coefficients ak of a rational function R(z) as above. The equation
σd−
∑d
j=1 cjσ
d−j is called the characteristic equation, and its roots σ1, . . . , σd
are called the characteristic roots of (4).
Taylor domination property for rational functions is provided by the following
theorem, which is, essentially, equivalent to the “first Turán lemma” ([25, 26,
17], see also [18]):
Theorem 3.1. Let {aj}
∞
j=1 satisfy recurrence relation (4) and let σ1, . . . , σd
be its characteristic roots. Put R
def
= mini=1,...d
∣∣σ−1i ∣∣ . Then for each k ≥ d
|ak|R
k ≤ Q(k, d) max
i=0,...,d−1
|ai|R
i, (5)
where Q(k, d) = [2e(k
d
+ 1)]d.
Proof. The original Turán’s result is as follows: let bj , zj, j = 1, . . . , d, be
given complex numbers, with minj |zj | = 1. Denoting B
def
= (b1, . . . , bd) and
Z
def
= (z1, . . . , zd), define gν as the power sum gν(B,Z) =
∑d
j=1 bjz
ν
j .
6 Dmitry Batenkov and Yosef Yomdin
Theorem 3.2 (Turán, 1953, [25]). For each natural m we have
|b1 + . . .+ bd| ≤ Q(m, d) max
ν=m+1,...,m+d
|gν |. (6)
where Q(m, d) = [2e(m
d
+ 1)]d.
Put k = m + d. We immediately obtain that for any F = (f1, . . . , fd) and
W = (w1, . . . , wd) with max |wj | = 1 we have
|gk(F,W )| ≤ Q(m, d) max
i=0,...,d−1
|gi(F,W )|, (7)
by applying Theorem 3.1 with zj = w
−1
j and bj = fjw
k
j .
Now we return to the sequence ak satisfying recurrence relation (4). Put
S = (σ1R, . . . , σdR) and D = (β1, . . . , βd). Then, according to (3), we get
|gk(D,S)| = |ak|R
k. Clearly, max |σiR| = 1 and so the inequality (7) can be
applied, giving the required inequality (5). ⊓⊔
Theorem 3.1 provides an interpretation of Turán’s lemma as a statement
about Taylor domination for rational functions. This fact allows one to give
a very short proof of Turán’s lemma, albeit with a less sharp bound. Indeed,
by Bezout theorem, rational functions of degree d are globally d-valent. In
particular, R(z) as above is d-valent in its maximal disk of convergence.
Applying Biernacki’s Theorem 2.1, we get an inequality
|ak|R
k ≤ [
A(d)k
d
]2d max
i=1,...,d
|ai|R
i. (8)
The transformations as above (shifted by 1) show that this is equivalent to
Turán’s lemma, with Q(k, d) = [A(d)k
d
]2d. This is less sharp than Turan’s
expression. Notice, that the best possible constant is given in [9]:
Q(k, d) =
d−1∑
j=0
(k+jj )2
j .
Theorem 3.1 provides a uniform Taylor domination for rational functions in
their maximal disk of convergenceDR, in the strongest possible sense. Indeed,
after rescaling to the unit disk D1 the parameters of (5) depend only on the
degree of the function, but not on its specific coefficients.
Turán’s lemma can be considered as a result on exponential polynomials, and
in this form it was a starting point for many deep investigations in Harmonic
Analysis, Uncertainty Principle, Analytic continuation, Number Theory (see
[17, 18, 25, 26] and references therein). Recently some applications in Al-
gebraic Sampling were obtained, in particular, estimates of robustness of
non-uniform sampling of “spike-train” signals ([3, 14]). One can hope that
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apparently new connections of Turán’s lemma with Taylor domination, pre-
sented in this paper, can be further developed.
A natural open problem, motivated by Theorem 3.1, is a possibility to ex-
tend uniform Taylor domination in the maximal disk of convergence DR, as
provided by Theorem 3.1 for rational functions, to wider classes of generating
functions of Poincaré type recurrence relations. Some initial examples in this
direction were provided in [30], via techniques of Bautin ideals. An inequality
closely related to Turán’s lemma was obtained in [28], via techniques of fi-
nite differences. Presumably, the latter approach can be extended to Stieltjes
transforms of certain natural classes of functions, providing uniform Taylor
domination in the maximal disk of convergence.
4 Recurrence relations with uniformly bounded
coefficients
We will denote by R a non-stationary linear recurrence relation of the form
(1). Let S be the class of such R with uniformly bounded coefficients cj(k).
We would like to write the bounds on cj(k) in a form
|cj (k)| 6 Kρ
j, j = 1, . . . , d, k = d, d+ 1, . . . ,
for certain positive constants K, ρ. So for each R ∈ S we define K(R) and
ρ(R) to be the pair of constants providing the required bounds on cj(k), for
which the product ν(R) = (2K(R) + 2) · ρ(R) is minimal possible. We put
R(R)
def
= ν(R)−1.
Theorem 4.1. Let {ak}
∞
k=0 be a solution of the recurrence relation R ∈ S.
Put K = K(R), ρ = ρ(R), R = R(R). Then the series f(z) =
∑∞
k=0 akz
k
converges in the open disk DR and possesses there (d − 1, R, (2K + 2)
d−1)
Taylor domination.
Proof. Put Rˆ
def
= ρ−1. First we show that for each k > d we have
|ak| Rˆ
k
6 (2K + 2)
k
max
i=0,...,d−1
|ai| Rˆ
i. (9)
The proof is by induction on k. Denote
M
def
= max
i=0,...,d−1
|ai| Rˆ
i,
η
def
= 2K + 2,
and assume that |aℓ| Rˆ
ℓ 6 ηℓM, ℓ 6 k − 1. We have
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|ak|Rˆ
k = Rˆk|
d∑
j=1
cj(k)ak−j | ≤ KRˆ
k
d∑
j=1
|ak−j |ρ
j = K
d∑
j=1
|ak−j |Rˆ
k−j .
By the inductive assumption |ak−j | Rˆ
k−j 6 ηk−jM , therefore we conclude
that
|ak| Rˆ
k
6 KM
d∑
j=1
ηk−j = KMηk−1
d−1∑
s=0
η−s 6 2KMηk−1 < ηkM.
This completes the induction step and proves inequality (9). Since by defini-
tion R = Rˆ
η
, dividing (9) by ηk gives
|ak|R
k
6 max
i=0,...,d−1
|ai|R
iηi 6 ηd−1 max
i=0,...,d−1
|ai|R
i.
This is precisely the definition of
(
d− 1, R, ηd−1
)
-Taylor domination, which,
in turn, implies convergence in the open disk DR. ⊓⊔
By a proper rescaling, Theorem 4.1 can be easily extended to non-stationary
linear recurrences with a subexponential (or exponential) growth of the co-
efficients cj(k). Consequently, generating functions of such recurrences allow
for explicit bounds on their valency. On the other hand, a drawback of this
approach is that in the case of linear recurrences with constant coefficients
(and for Poincaré-type recurrences - see below) the disk DR where the uni-
form Taylor domination is guaranteed, is much smaller than the true disk of
convergence.
Example 1. Consider a recurrence R with constant coefficients of form (4):
ak =
∑d
j=1 cjak−j , k = d, d + 1, . . . . Let σ1, . . . , σd be its characteristic
roots, i.e. the roots of its characteristic equation σd −
∑d
j=1 cjσ
d−j = 0. Put
ρ = maxj |σj |. Then for each j = 1, . . . , d we have
|cj | = |ej (σ1, . . . , σd)| 6
(
d
j
)
ρj 6 2dρj,
where ej (·) is the elementary symmetric polynomial of degree j in d variables.
We conclude that K(R) ≤ 2d, ρ(R) ≤ ρ, R(R) ≥ 2−dρ−1. It is easy to see
that these bounds are sharp. So the radius of convergence is ρ−1, while The-
orem 4.1 provides Taylor domination only in the concentric disk of a (2d+2)
times smaller radius. In the next section we discuss in some detail the prob-
lem of extending uniform Taylor domination to the full disk of convergence
for Poicaré-type recurrences.
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5 Taylor domination for Poincaré-type recurrences
Now we consider recurrence relations R of Poincaré-type, i.e. of the form
ak =
d∑
j=1
[cj + ψj(k)] · ak−j , k = d, d+ 1, . . . , lim
k→∞
ψj(k) = 0. (10)
We denote this class by SP . The characteristic polynomial σ
d−
∑d
j=1 cjσ
d−j =
0 and the characteristic roots σ1, . . . , σd of R ∈ SP are those of its constant
part. We put ρ(R) = maxj |σj |.
The asymptotic behaviour of the solutions of such recurrences has been ex-
tensively studied, starting from Poincaré’s own paper [21]. A comprehensive
overview of the subject can be found in e.g. [13, Chapter 8]. The general idea
permeating these studies is to compare the solutions of (1) to the solutions
of the corresponding unperturbed recurrence relation (4). In this last case,
as we have seen above, for some σj
lim sup
k→∞
k
√
|ak| = |σj | .
O.Perron proved in [19] that this relation holds for a general recurrence of
Poincaré type, but with an additional condition that cd + ψd (k) 6= 0 for all
k ∈ N. In [20] M.Pituk removed this restriction, and proved the following
result.
Theorem 5.1 (Pituk’s extension of Perron’s Second Theorem, [20]).
Let {ak}
∞
k=0 be any solution to a recurrence relation R of Poincaré class SP .
Then either ak = 0 for k ≫ 1 or
lim sup
k→∞
k
√
|ak| = |σj | ,
where σj is one of the characteristic roots of R.
This result, together with Proposition 1.1, implies the following:
Theorem 5.2. Let {ak}
∞
k=0 be any nonzero solution to a recurrence relation
R of Poincaré class SP with initial data a¯, and let R be the radius of conver-
gence of the generating function f (z). Then necessarily R > 0, and in fact
R = |σ|−1 where σ is some (depending on a¯) characteristic root of R. Conse-
quently, f satisfies (d− 1, R, S (k))-Taylor domination with S (k) as defined
in Proposition 1.1.
Proof. The only thing left to show is that am 6= 0 for somem = 0, 1, . . . , d−1.
Assume on the contrary that
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a0 = a1 = · · · = ad−1 = 0.
Plugging this initial data into the recurrence (10), we immediately conclude
that ak = 0 for all k ∈ N, a contradiction. ⊓⊔
Taylor domination in the maximal disk of convergence provided by Theorem
5.2, is not effective. Indeed, Proposition 1.1 guarantees that the sequence
S (k) = Rk|ak| · (max
d−1
i=0 R
i|ai|)
−1 is of subexponential growth but gives no
further information on it. We can pose a natural question in this direction.
For a sequence ∆ = {δk} of positive numbers tending to zero, consider a
subclass SP,∆ of SP , consisting of R ∈ SP with |ψj(k)| ≤ δk · ρ(R)
j , j =
1, . . . , d, k = d, d+ 1, . . .
Problem 1.Do solutions of recurrence relations R ∈ SP,∆ possess (N,R, S(k))-
Taylor domination in the maximal disk of convergence DR, with S(k) de-
pending only on d and ∆? Is this true for specific ∆, in particular, for
∆ = {1, 12 ,
1
3 , ..., }, as it occurs in most of examples (solutions of linear ODE’s,
etc.)?
Taking into account well known difficulties in the analysis of Poincaré-type
recurrences, this question may be tricky. Presumably, it can be easier for ∆
with
∑∞
k=1 δk <∞.
In the remainder of this section we prove a version of Theorem 4.1 for
Poincaré-type recurrencesR. It provides Taylor domination in a smaller disk,
but with explicit parameters, expressed in a transparent way through the
constant part of R, and through the size of the perturbations.
Theorem 5.3. Let {ak}
∞
k=0 satisfy a fixed recurrence R ∈ SP . Put ρ
def
=
ρ(R), R = 2−(d+3)ρ−1. Let Nˆ be the minimal of the numbers n such that for
all k > n we have |ψj(k)| ≤ 2
dρj, j = 1, . . . , d. We put N = Nˆ + d, and
C = 2(d+3)N .
Then {ak}
∞
k=0 possesses (N,R,C)-Taylor domination property.
Proof. By the calculations in Example 1 above, we have for the constant part
of R the bounds |cj | ≤ 2
dρj . Since for k > N we have |ψj(k)| ≤ 2
dρj , we
obtain for such k that |cj(k)| ≤ 2
d+1ρj . Now repeating the proof of Theorem
4.1 (with the starting point of the recurrence shifted by Nˆ) we complete the
proof. ⊓⊔
Theorem 5.3 provides a partial answer to Problem 1:
Corollary 5.1. Let ∆ = {δk} be a sequence of positive numbers tending to
zero. Define Nˆ(∆) as a minimal number n such that for k > n we have
δk ≤ 2
d. Then for each R ∈ SP,∆ solution sequences of R possess (N,R,C)-
Taylor domination, where N = Nˆ(∆)+d, R = 2−(d+3)ρ(R)−1, C = 2(d+3)N .
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Proof. By definition of the class SP,∆ the number Nˆ(∆) coincides with Nˆ in
Theorem 5.3. Application of this theorem completes the proof. ⊓⊔
One can consider at least two possible approaches to the extension of these
results to the full disk of convergence DR. First, asymptotic expressions in
[6, 20] may be accurate enough to provide an inequality of the desired form.
If this is a case, it remains to get explicit bounds in these asymptotic expres-
sions.
Second, one can use a “dynamical approach” to recurrence relation (1) (see [7,
11, 16, 22, 27] and references therein). We consider (1) as a non-autonomous
linear dynamical system T . A “non-autonomous diagonalization” of T is a
sequence L of linear changes of variables, bringing this system to its “constant
model” T0, provided by the limit recurrence relation (4).
If we could obtain a non-autonomous diagonalization L of T with an explicit
bound on the size of the linear changes of variables in it, we could get the
desired inequality as a pull-back, via L, of the Turán inequality for T0. There
are indications that the second approach may work in the classes SP,∆, for
∆ with a finite sum.
6 Piecewise D-finite functions
In this section we investigate a certain class of power series, defined by the
Stieltjes integral transforms
f (z) = Sg (z) =
ˆ b
a
g (x) dx
1− zx
, (11)
where g (x) belongs to the class of the so-called piecewise D-finite functions
[1], which are solutions of linear ODEs with polynomial coefficients, possess-
ing a finite number of discontinuities of the first kind.
Using the expansion (1− zx)−1 =
∑∞
k=0 (zx)
k for |z| < 1|x| , we obtain the
following useful representation of Sg (z):
Proposition 6.1. Let g : [a, b]→ R be bounded and integrable on [a, b]. Then
the Stieltjes transform (11) of g is regular at the origin, and it is given by
the moment-generaing function
Sg (z) =
∞∑
k=0
mkz
k, where mk
def
=
ˆ b
a
xkg (x) dx.
Definition 6.1. A real-valued bounded integrable function g : [a, b] → R is
said to belong to the class PD (D, p) if it has 0 6 p <∞ discontinuities (not
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including the endpoints a, b) of the first kind, and between the discontinuities
it satisfies a linear homogeneous ODE with polynomial coefficients D g = 0,
where
D =
n∑
j=0
pj (x)
(
d
dx
)j
, pj (x) =
dj∑
i=0
ai,jx
i.
Obtaining uniform Taylor domination for Sg, where g belongs to particular
subclasses of PD (in particular, g being piecewise algebraic), is an important
problem with direct applications in Qualitative Theory of ODEs (see [8] and
references therein). In this paper we provide initial results in this direction.
Let g ∈ PD (D, p), with D as above. Denote the discontinuities of g by a =
x0 < x1 < · · · < xp < xp+1 = b. In what follows, we shall use some additional
notation. Denote for each j = 0, . . . , n, αj
def
= dj − j. Let α
def
= maxj αj , and
denote for each ℓ = −n, . . . , α
qℓ (k)
def
=
n∑
j=0
(−1)
j
aℓ+j,j (k + ℓ+ j)j . (12)
where (a)b = a (a− 1)× · · · × (a− b+ 1) =
Γ (a)
Γ (b) is the Pochhammer symbol
for the falling factorial.
Our approach is based on the following result:
Theorem 6.1 ([1]). Let g ∈ PD (D, p). Then the moments mk =
´ b
a
g (x) dx
satisfy the recurrence relation
α∑
ℓ=−n
qℓ (k)mk+ℓ = εk, k = 0, 1, . . . , (13)
where
εk =
p+1∑
ℓ=0
n−1∑
j=0
xk−jℓ (k)j cℓ,j ,
with each cℓ,j being a certain homogeneous bilinear form in the two sets of
variables
{pm(xℓ), p
′
m(xℓ), . . . , p
(n−1)
m (xℓ)}
n
m=0,
{g(x+ℓ )− g(x
−
ℓ ), g
′(x+ℓ )− g
′(x−ℓ ), . . . , g
(n−1)(x+ℓ )− g
(n−1)(x−ℓ )}.
The recurrence (13) is inhomogeneous, and the coefficient of the highest mo-
ment is different from one. Accordingly, we first transform (13) into a homo-
geneous matrix recurrence. Next, we give conditions for this last recurrence
to be of Poincaré type. Finally, we apply an appropriate version of the results
in Section 5 to get Taylor domination.
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It is well-known that the sequence {εk}
∞
k=0 satisfies a recurrence relation
S of the form (4) with constant coefficients, whose characteristic roots are
precisely {x0, . . . , xp+1}, each with multiplicity n. Let the characteristic poly-
nomial ΘS (z) of degree τ
def
= n (p+ 2) be of the form
ΘS (σ) =
p+1∏
j=0
(σ − xj)
n
= στ −
τ∑
i=1
biσ
τ−i, (14)
then
εk =
τ∑
j=1
bjεk−j , k = τ, τ + 1, . . . .
Rewrite this last recurrence as
εk+τ =
τ−1∑
j=0
bτ−jεk+j , k = 0, 1, . . . . (15)
Now denote the vector function w (k) : N→ Cα+n+τ as
w (k)
def
=


mk−n
...
mk+α−1
εk
...
εk+τ−1


.
Then by (13) and (15) we see that w (k) satisfies the linear system
w (k + 1) =


0 1 0 . . . 0
0(α+n−1)×τ0 0 1 . . . 0
. . .
− q−n(k)
qα(k)
− q−n+1(k)
qα(k)
. . . − qα−1(k)
qα(k)
1
qα(k)
0 . . . 0
0 1 0 . . . 0
0 0 1 . . . 0
0τ×(α+n) . . .
bτ bτ−1 . . . b1


w (k) .
(16)
Now we can show Taylor domination for the Stieltjes transform Sg (z), uti-
lizing the system version of Theorem 5.1.
Definition 6.2. The vector function y (k) : N→ Cn is said to satisfy a linear
system of Poincaré type, if
y (k + 1) = (A+B (k))y (k) , (17)
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where A is a constant n×nmatrix and B (k) : N→ Cn×n is a matrix function
satisfying limk→∞ ‖B (k) ‖ = 0.
Theorem 6.2 ([20]). Let the vector y (k) satisfy the perturbed linear system
of Poincaré type (17). Then either y (k) = 0 ∈ Cn for k ≫ 1 or
lim
k→∞
k
√
‖y (k) ‖
exists and is equal to the modulus of one of the eigenvalues of the matrix A.
Lemma 6.1. The recurrence system (16) is of Poincaré type if and only if
αn > αj j = 0, 1, . . . , n. (18)
Proof. Clearly, a necessary and sufficient condition for (16) being of Poincaré
type is that
deg qℓ (k) 6 deg qα (k) , ℓ = −n . . . , α− 1.
We will show that this condition is equivalent to (18).
Recall the definition (12). The highest power of k in any qℓ (k) is determined
by the maximal index j = 0, . . . , n for which ai,j 6= 0 and i− j = ℓ. Consider
ℓ = αn = dn − n, then obviously since adn,n 6= 0 we have deg qαn (k) = n.
1. Now let’s assume that for some s < n we have αs > αn, i.e. ds−s > dn−n,
and consider the polynomial qαs (k):
qαs (k) =
n∑
j=0
(−1)j aj+αs,j (k + j + αs)j .
By assumption, αs + n > dn, and therefore in this case deg qαs (k) < n.
Thus if αs > αn for some s < n, we have deg qαn > deg qαs . In particular,
α > αs > αn and therefore deg qα < deg qαn . This proves one direction.
2. In the other direction, assume that α = maxj αj = αn. Clearly deg qα =
deg qαn = n, but on the other hand it is always true that deg qℓ 6 n.
This concludes the proof. ⊓⊔
Remark 6.1. The condition (18) in fact means that the point z = ∞ is at
most a regular singularity of the operator D .
So in the remainder of the section we assume that (18) is satisfied and n > 0.
The constant part of the system (16) is the matrix
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A =


0 1 0 . . . 0
0dn×τ0 0 1 . . . 0
. . .
−β−n −β−n+1 . . . −β−n+dn−1
0 1 0 . . . 0
0 0 1 . . . 0
0τ×dn . . .
bτ bτ−1 . . . b1


,
where
β−n+s
def
= lim
k→∞
q−n+s (k)
qαn (k)
=
as,n
adn,n
.
Proposition 6.2. The set ZA of the eigenvalues of the matrix A is precisely
the union of the roots of pn (x) (i.e. the singular points of the operator D)
and the jump points {xi}
p+1
i=0 .
Proof. This is immediate, since A =
[
C 0
0 D
]
, where C is the companion ma-
trix of pn (x) and D is the companion matrix of the characteristic polynomial
ΘS (z) as defined in (14). ⊓⊔
In [2] we study the following question: how many first moments {mk} can
vanish for a nonzero g ∈ PD (D, p)? In particular, we prove the following
result.
Theorem 6.3 ([2]). Let the operator D be of Fuchsian type (i.e. having only
regular singular points, possibly including ∞). In particular, D satisfies the
condition (18). Let g ∈ PD (D, p).
1. If there is at least one discontinuity point ξ ∈ [a, b] of g at which the
operator D is nonsingular, i.e. pn (ξ) 6= 0, then vanishing of the first τ +
dn − n moments {mk}
τ+dn−n−1
k=0 of g implies g ≡ 0.
2. Otherwise, let Λ (D) denote the largest positive integer characteristic ex-
ponent of D at the point ∞. In fact, the indicial equation of D at ∞ is
qα (k) = 0. Then the vanishing of the first Λ (D) + 1 + dn − n moments of
g implies g ≡ 0.
Everything is now in place in order to obtain the following result.
Theorem 6.4. Let g ∈ PD (D, p) be a not identically zero function, with D
of Fuchsian type. Then the Stieltjes transform Sg (z) is analytic at the origin,
and the series
Sg (z) =
∞∑
k=0
mkz
k
converges in a disk of radius R which satisfies
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R > R∗
def
= min
{
ξ−1 : ξ ∈ ZA
}
,
where ZA is given by Proposition 6.2. Furthermore, for every
N > max {τ − 1, Λ (D)}+ dn − n,
Sg satisfies (N,R, S (k)) Taylor domination, where S (k) is given by Propo-
sition 1.1.
Proof. By Lemma 6.1 and Theorem 6.2 it is clear that
lim sup
k→∞
k
√
|mk| 6
1
R∗
.
By Theorem 6.3, mk 6= 0 for at least some k = 0, . . . , N . Then we apply
Proposition 1.1. ⊓⊔
In order to bound the number of zeros of Sg, we would need to estimate
the growth of the rational functions q−n+s(k)
qαn (k)
, and this can hopefully be done
using some general properties of the operator D. Then we would apply the
results of Section 5. We expect that in this way we can single out subclasses
of PD for which uniform Taylor domination takes place. We plan to carry
out this program in a future work.
Remark 6.2. It is possible to obtain Taylor domination for the Stieltjes trans-
forms Sg (z) by another method, based on Remez-type inequalities [23, 29].
We plan to present these results separately.
We complete this paper with one example and one question.
Example 2. Consider a very special case of D-finite functions: polynomial
g(x). In this case a uniform Taylor domination (depending only on the degree)
in the maximal disk of convergence for Sg(z) was obtained in [30] via the
study of the “Bautin ideals”, generated by the moments mk(g) (considered as
polynomials in the parameters of the problem).
Problem 2. Moments of the form mk(p,Q, a, b) =
´ b
a
P k(x)q(x)dx play an
especially important role in Qualitative Theory of ODEs (compare [8]). Here
P (x) and q(x) are univariate complex polynomials. Via change of integration
variable w = P (x) these moments can be reduced to the usual moments of a
piecewise-algebraic g, but along a certain complex curve. Does the generating
function of mk(p,Q, a, b) satisfy uniform Taylor domination (depending only
on the degrees of P and q) in its disk of convergence?
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