ABSTRACT. In this paper we show that any two birational Q-factorial GKLT pairs are related by a finite sequence of Sarkisov links.
Introduction
The minimal model program is an attempt to classify higher dimensional projective varieties. Let X be a smooth complex projective variety. There are two cases: if K X is pseudoeffective, so that K X is in the closure of the big cone of divisors on X, then it is expected that X has a minimal model X X min . In particular, K X min has terminal singularities, K X min is Q-Cartier and nef. The existence of such minimal models is known if K X is big, cf. [BCHM] .
If is well known that a given smooth projective variety X, it may have more than one minimal model. However, Kawamata has shown that any two minimal models X min , X ′ min of X are connected by a sequence of flops, cf. [Kaw08] . In particular, X min and X ′ min are isomorphic in codimension 1.
If K X is not pseudoeffective, by [BCHM, Corollary 1.3 .2], it is known that after a sequence of flips and divisorial contractions, we are able to reach a Mori fiber space X m → S. Similarly, under the pseudoeffective case, the Mori fiber spaces may also not be unique. Question 1.1. Let X m → S and X ′ m → S ′ be two Mori fiber spaces, which are both the output of running a K X -MMP. What can we say about the relationship between these two Mori fiber spaces?
The Sarkisov program gives us some good understanding of the question above. The original Sarkisov program was first introduced by Sarkisov in [Sar80] and [Sar82] in order to study Date: February 8 th , 2018. The author was partially supported by NSF research grants no: DMS-1300750, DMS-1265285 and by a grant from the Simons Foundation; Award Number: 256202.
conic bundles of threefolds, and was developed and generalized by Corti ([Cor95] ), ) in order to study KLT pairs.
To begin with, we define "Sarkisov related Mori fiber spaces". Two Mori fiber spaces X m → S and X ′ m → S ′ are called "Sarkisov related" if there exists a KLT pair (Z, Φ) such that they are both the ouput of running (K Z + Φ)-MMP. In particular, there exists an induced birational map ρ : X m X ′ m . The goal of the Sarkisov program is to decompose σ into four different types of birational maps, where each of these birational map is called a "Sarkisov link". This kind of decomposition is particularly useful when calculating the birational automorphism group of Mori fiber spaces, especially Fano varieties. In [HM09] , Hacon and M c Kernan have shown the existence of such decomposition for any Sarkisov related KLT pairs, i.e. In recent years, it has become clear that it is important to study birational geometry in the context of generalized log canonical (GLC for short) pairs or generalized Kawamata log terminal (GKLT for short) pairs, e.g. [BZ14] , [Bir16a] , [Bir16b] . In particular, extending the Sarkisov program from the category of KLT pairs to the category of GKLT pairs, or GDLT pairs, may give us a better understanding of the minimal model program for generalized pairs and the Mori fiber space structures of generalized pairs.
In this paper, we improve Theorem 1.2 to the category of GKLT pairs. Then f is given by a finite sequence of Sarkisov links over Z. In particular, we may pick this sequence of Sarkisov links in a particular way, such that for every Mori fiber space φ i : X i → S i over Z contained in this sequence of links,
It is worth to mention that the proof doesn't follow from the usual Sarkisov program directly: although the usual Sarkisov program gives us Sarkisov links for varieties, it may create very bad singularities for generalized pairs during the process.
Instead of using similar strategies as in [HM09] , where Hacon and M c Kernan used detailed results of the combinatorics of ample models in their proof of the Sarkisov program for KLT pairs, our approach is quite close to the original ideas of the Sarkisov program in dimension 3. We keep track of some subtle invariants that are tightly related to the singularity of pairs, create Sarkisov links that improve these invariants, and show that these invariants cannot be improved infinitely many times.
Since ǫ-LC pairs and generalized ǫ-LC pairs are playing an important rule in the study of birational geometry, especially for Fano varieties after the proof of the BAB conjecture [Bir16b] , we expect our theorem to be useful in the future. 
Notions and Conventions
Definition 2.1. (Positivity definitions) We work over the field of complex numbers C. Let X be a normal variety.
is an R (Q)-linear combination of principal divisors on X, and we use the notation
is a general element of |A| R (resp. |A| Q ), and very general if A is a very general element of |A| R (resp. |A| Q ).
A birational map f : X Y is called D-nonpositive (resp. D-negative) for some R-divisor D on X if f does not extract any divisors, and for any common resolution of indeterminacy p :
For simplicity, in the rest of the paper, Mori fiber space is denoted by MFS.
Definition 2.2. (Pairs) A sub-pair (X, ∆) consists of a normal variety X and an R-divisor ∆ on X such that K X + ∆ is R-Cartier. If ∆ is effective, (X, ∆) is called a pair. ∆ is called a boundary if all the coefficients of ∆ are ≤ 1. A pair is called a Q-pair if ∆ is a Q-divisor. Let ν be a valuation of X and E be a prime divisor over X. ν (resp. E) is called exceptional over X if center X ν (resp. center X E) is not a divisor. For any valuation ν of X or any prime divisor E over X, let g : Y → X be a log resolution of (X, ∆) such that center Y ν is a divisor (resp. E is a divisor on Y ). We define the discrepancy a(ν, X, ∆) to be the number such that
and if E corresponds to a valuation ν, we define a(E, X, ∆) = a(ν, X, ∆). A pair (X, ∆) is called kawamata log terminal, or KLT, if a(ν, X, ∆) > −1 for any valuation ν of X. A pair (X, ∆) is called log canonical, or LC if a(ν, x, ∆) ≥ −1 for any valuation ν of X. (X, ∆) is called terminal if a(ν, X, ∆) ≥ 0 for any valuation ν such that is exceptional over X, i.e. center X ν is not a divisor.
LetV be a finite dimensional vector subspace of W Div R (X), A be any 
B is called the boundary part of (X, B + M ) over Z, M is called the nef part of (X, B + M ) over Z, Z is called the base of the generalized pair (X,
is called the data of (X, B + M ), and we say (X, B + M ) is a generalized pair over Z.
We sometimes call M ′ the nef data of (X, B + M ). If f is a log resolution of (X, B + M ), we say the data is resolved. If Z = {pt} we possibly drop Z and say that the generalized pair is projective. If Z = X we also possibly drop Z.
It worths to mention that different from [BZ14] and other related papers, to simplify our notion we often choose (M ′ , X ′ → X → Z) to be the data rather than (M, X → X ′ → Z).
Definition 2.4. (Abuse of notation of generalized pairs) This are some generalized pair statements that we may abuse of notations. If without confusion, when we say "(X, B + M ) is a generalized pair", we assume that M is the nef part, and when we write M ′ without definition we assume M ′ is the nef data of (X, B + M ). When we only care about the structure of X ′ → X we sometimes also say that X ′ is the data of (X, B + M ).
Whenever we say something is "over Z" while Z is not particularly defined, we assume that Z is a normal variety.
, when we say "possibly replacing the data by a (higher) log resolution", or "possibly replacing X ′ by a (higher) resolved data", we assume there
and X ′′ f •g − − → X is a log resolution of (X, B + M ), such that X ′′ possibly has some other resolution properties for some other (generalized) pairs, and we replace (
When we run an MMP over Z for some R-divisor on X that terminates at some variety Y , and if there exists a generalized pair (X, B + M ) over Z, the generalized pair (Y, B Y + M Y ) over Z is defined in the following way: B Y is the boundary part which is the birational transform of B X , M Y is the nef part which is the birational transform of M X , (Y, B Y + M Y ) has nef part M Y , and possibly replacing X ′ by a higher resolved data, we may assume that X ′ → Y is a morphism, and M ′ is the nef data of (Y,
When we care about local properties, especially singularities, sometimes we drop Z. 
If (X, B + M ) and (Y, B Y + M Y ) are two generalized pairs with same nef data M ′ and base Z and assume there exists a birational map f : Y X over Z. We use the notation (X, 
X 2 over Z is called a Sarkisov link of type I over Z if there exists a variety V over Z, a sequence of flips g : V X 2 over Z , a divisorial contraction ψ : V → X 1 over Z, and an extremal contraction S 2 → S 1 over Z, such that the following maps and morphisms commute:
A birational map f : X 1 X 2 over Z is called a Sarkisov link of type II over Z if there exists varieties V, U over Z, a sequence of flips g : V U over Z, divisorial contractions ψ : V → X 1 and γ : U → X 2 , and an isomorphism S 1 ∼ = S 2 , such that the maps and morphisms commute: U , a divisorial contraction γ : U → X 2 , and an extremal contraction S 1 → S 2 , such that the maps and morphisms commute:
X 2 over Z is called a Sarkisov link of type IV over Z if there exists a variety T over Z, f a sequence of flips X 1 X 2 over Z, and there are two extremal contractions S 1 → T over Z and S 2 → T over Z, such that the maps and morphisms commutes:
X 2 over Z is called a Sarkisov link over Z if it is a one of the Sarkisov links of type I or II or III or IV over Z.
Definition 2.7. Let f : X Y be a rational map between normal varieties over a normal variety S with corresponding maps φ :
3 Preliminaries 
. . , ν r be valuations of X that are exceptional over X, such that gdis(ν i , X, B + M ) ≤ 0. Then possibly replacing X ′ by a higher resolved data, there exists a Q-factorial GLC pair (Y,
If X is Q-factorial and r = 1, φ is a contraction of an extremal ray.
Proof. See [BZ14, Lemma 4.5 and 4.6].
Corollary 3.2. (Generalized terminalization) Let (X, B+M ) be a GKLT pair with data (M ′ , X ′ f − → X → Z). Then the generalized terminalization of (X, B + M ) exists, i.e. possibly replacing X ′ by a higher resolved data, there exists a birational morphism φ :
is a GTer pair with nef part M Y and nef data M ′ .
Proof. Let ρ : W → X be a log resolution. Let A = {center W ν is a divisor|gdis(ν, X, B + M ) ≤ 0}, then A is a finite set and (X, B + M ) is GKLT. By Lemma 3.1 we may construct 
(2) (X, B + M ) is GKLT, and the generalized terminalization (Y, B Y + M Y ) of (X, B + M ) exists. Let ρ : Y → X be the birational contraction, ζ : W Y be the corresponding birational map, then ζ does not extract any divisor; (3) If there exists a birational contraction τ : V → X that only contracts a unique divisor
Proof. Possibly replacing X ′ by higher resolved data, we may assume that φ is a log resolution of (X, B + M ) and ψ is a log resolution of (W, 
Thus center Y S X ′ is not a divisor, otherwise it is exceptional over X, which is not possible. Hence S X ′ is exceptional over Y , so (2) holds. (3) follows from (2). Theorem 3.5. (Finiteness of log terminal models) Let π : X → Z be a projective morphism to a normal variety Z. Let A be a general ample Q-divisor on X over Z, ∆ 0 be an effective R-divisor on X such that (X, ∆ 0 ) is KLT,V be a finite affine dimensional subspace of W Div R (X), then L A (V ) is a rational polytope, and for any rational polytope C ⊂ L A (V ), if for every ∆ ∈ C , (X,
(2) If a birational map φ : X Y is a log terminal model of (X, ∆) over Z, there exists
Proof. This follows from [ 
Main Theorem
Then f is given by a finite sequence of Sarkisov links over Z.
Step 1. (Basic setting) First we note that X and Y are both Q-factorial since they are outputs of MMPs. Because φ X and φ Y are MFS over Z,
is φ Y -ample. Now we may pick general ample R-divisors A over Z on S X and C over Z on S Y , a general ample R-divisor L over Z on X, and a general ample R-divisor
Replacing W by a common log resolution of (X, B+L+M ) and (Y, B Y +H Y +M Y ) and replacing W ′ by some corresponding resolved data, we may assume that (W, B W + r(H W + L W ) + M W ) is GTer for any 0 ≤ r ≤ 2 with nef part M W , and ρ X and ρ Y are both morphisms.
Step 2. We will show the following theorem is true, which will be proved in Steps 3-10.
Theorem 4.2. There exists an integer n > 0, positive rational numbers 1
Moreover, (8) h i ≤ 1 for any i; (9) The sequence f i terminates at X n for some n, and l n = 0; (10) h n = 1.
Step 3. (Set up for Theorem 4.2) We first show that Theorem 4.2(1)-(7) holds by Steps 3-6, and show 4.2(8) holds by Step 7, 4.2(9) holds by Steps 8-10, 4.2(10) holds by Step 11. Theorem 4.2(1) holds by our assumptions. For i = 0, Theorem 4.2(2)(5)(6) holds by our assumptions, and Theorem 4.2(7) holds by Theorem 3.3. Now we use induction on i and assume that Theorem 4.2(2)(5)(6)(7) holds for every 0 ≤ k ≤ i, and Theorem 4.2(3)(4) holds for 0 ≤ k ≤ i − 1, in particular we assume we have already constructed X 0 , . . . , X i , S 0 , . . . , S i , f 0 , . . . , f i−1 , ρ 0 , . . . , ρ i , φ 0 , . . . , φ i . We may also assume that l i = 0, otherwise we are done.
Step 4. (Construction of thresholds) Pick a general φ i -vertical curve Σ i on X i . Since we pick L and H to be general ample divisors, L W and H W are nef and big. Since Σ i goes through general points of X i , it is easy to check that
. We let I i be the set of all real numbers σ such that
We define s i+1 =sup{σ|σ ∈ I i }, l i+1 = l i −r i s i+1 an h i+1 = h i +s i+1 . If l i+1 = 0, we set n = i+1 and X i+1 = X i , f i+1 = id| X i , φ i+1 = φ i , ρ i+1 = ρ i , and move on to Step 6. Otherwise,
Under our constructions above, we have
Moreover, one of the following holds: Case A.
Case B.
for any E i ⊂ W , and
Step 5. We construct Sarkisov links in this step.
Step 5.1. If we are in Case A, pick a divisor E i ⊂ W such that
Then E i is exceptional over X i . Now
and by Theorem 3.1.(5.2).there exists a divisorial contraction ψ i : V i → X i such that center V i E i is the only divisor contracted by ψ i . Let ζ i : W V i be the corresponding birational map, then since
we may use Theorem 3.3.(3), and deduce that ζ i does not extract any divisor. Thus
where
By the induction hypothesis (4),
Since
is not pseudoeffective over S i for any δ > 0. Thus, we may fix 0 < δ ≪ ǫ ≪ 1, and run a ( 
Thus the MMP we constructed terminates with a MFS by Theorem 3.4. Let this MFS be φ i+1 : X i+1 → S i+1 and let g ′ i : V i X i+1 be this MMP. Since ρ(X i /S i ) = 1, ρ(V i /X i ) = 1, ρ(V i /S i ) = 2. Since ρ(X i+1 /S i+1 ) = 1, we have ρ(V i /X i+1 ) + ρ(S i+1 /S i ) = 1. Now there are two cases:
Case A.1. If ρ(V i /X i+1 ) = 0, ρ(S i+1 /S i ) = 1, hence g ′ i does not contain any divisorial contraction, so g ′ i is a sequence of flips, hence we get a Sarkisov link over Z of type I. Let f i : X i X i+1 be the induced birational map. For simplicity of our further statements, we define
Hence we get a Sarkisov link over Z of type II. Let f i : X i X i+1 be the induced birational map.
Step 5.2 If we are in Case B, notice that
Thus there exists a (K
Thus, there exists a contraction π i : X i → T i such that π i factors through S i . Now we run a (
where we contract P i in the first step of this MMP.
We want to show that this MMP terminates. If
this immediately follows from Theorem 3.4. Otherwise,
If l i and h i are both 0,
, contradicts to our assumptions. Thus l i and h i are not both zero. Since L i and H i are big over Z, for 0 < α ≪ 1,
hence it is also big over T i , and it is R-Cartier since X i is Q-factorial. Thus we may also apply Theorem 3.4 to show that this MMP over T i terminates.
Thus we may apply Theorem 3.4, and the MMP over T i terminates. There are three cases: Case B.1 After finitely many flips, we reach a MFS over T i . Let φ i+1 : X i+1 → S i+1 be this MFS and let f i : X i X i+1 be the sequence of flips, then we get a Sarkisov link over Z of type IV.
Case B.2 After finitely many flips, we reach a divisorial contraction over T i . Let g i : X i U i be the sequence of flips, γ i : U i → X i+1 be the divisorial contraction. Then since ρ(X i+1 /T i ) = 1, we have a MFS structure φ i+1 :
We get a Sarkisov link over Z of type III.
Case B.3 After finitely many flips, we reach a minimal model over T i . Let f i : X i X i+1 be the sequence of flips, then
Let Σ i,X i+1 be the strict transform of Σ i on X i+1 , then since f i is an isomorphism in codimension 1, we may assume f i is an isomorphism in a neighborhood of Σ i . In particular,
Hence we get a Sarkisov link of type IV. Now for all cases A.1, A.2, B.1, B.2, B.3, under the induction hypothesis as in Step 3, and define ρ i+1 = f i • ρ i . We have already shown that Theorem 4.2(2)(5)(6) holds for 0 ≤ k ≤ i + 1 and Theorem 4.2(3)(4) holds for 0 ≤ k ≤ i.
Step 6. We show that Theorem 4.2(7) holds for i+ 1 in all cases under the induction hypothesis. First notice that
for any prime divisor E W ⊂ W by our construction of h i+1 and l i+1 as in Step 4. Notice that f i does not extract divisors in Case B, and only extracts divisors whose center on W are divisors in Case A, thus ρ i+1 does not extract any divisors. Moreover, notice that (i) Either
We have
for any E ⊂ W , hence (7) holds for i + 1 in all cases. From now on we may assume that Theorem 4.2(1)-(7) holds.
Step 7. We show the following lemma, which implies Theorem 4.2(8). Proof of Lemma 4.3. First we show that (1) holds. Using induction, since h 0 = 0, we only need to show that if h i ≤ 1, then h i+1 ≤ 1. If not, suppose we have h i ≤ 1 and h i+1 > 1. Replacing W ′ by higher resolved data, we may assume that ρ i • π is a log resolution. Let
we may write 
Step 6, Step 8. We show that the total number of different φ i is finite up to isomorphism classes. First we define several R-divisors on W in the following way: If h i = 0 for every i, then s i = 0 for every i and hence l i = l 0 > 0 for every i. In this case, we assume L W ≡ lin,R,Z A W + C W for some A W that is general ample over Z and C W ≥ 0. We define
If h i > 0 for some i, then h j ≥ h i for every j ≥ i. In this case, we assume H W ≡ lin,R,Z A W +C W for some A W that is general ample over Z and C W ≥ 0. We define
By construction, there exists ∆ ′ i,W ≡ lin,R ∆ i,W that is effective, and thus a (
On the other hand, by construction,
Step 1, and since N W is general ample, there exists Γ i,W ≡ lin,R ∆ i,W + 2N W such that Γ i,W ∈ L N W (V ) and (W, Γ i,W ) is KLT. HereV is the finite dimensional vector space in W Div R (W ) generated by components of N W , M W , C W , L W and B W . Now by finiteness of log terminal models Theorem 3.5, the total number of different φ i is finite.
Step 9. We show that r i+1 ≥ r i for every i and r i+1 > r i if we are in Case B.1. We follow the notions as in Step 4, fix 0 < ǫ ≪ 1 and define s ′ i , l ′ i and h ′ i for every i. Pick a general curve Σ i+1 on X i+1 .
Step 9.1 If we are in Case A, let ψ i : V i → X i be the divisorial contraction of a divisor E i on V i , and let g ′ i : V i X i+1 be the partial MMP over X i as in
Step
as in Step 5.1, and since ζ i : W V i does not extract any divisor, we have
for some e i ≥ 0. Now pick 0 < δ ≪ ǫ. We have
Moreover, since
we have
Thus we have
and
Hence r i ≤ r i+1 .
Step 9.2 If we are in Case B, let Σ i+1,X i = (f
and in particular, if we are in Case B.1, φ i+1 :
(< 0 if we are in Case B.1). Since
(< 0 if we are in Case B.1). Thus r i ≤ r i+1 , and r i < r i+1 if we are in Case B.1.
Step 10. We show that the sequence f i : X i X i+1 terminates. By Step 8, if the sequence does not terminate, there exists i < j such that φ i : X i → S i over Z and φ j : X j → S j over Z are in the same isomorphism class. Thus l i = l j and h i = h j , hence for every k ≥ i, l i = l j and h i = h j . We may let l = l i and h = h i , and after fixing ǫ, let l ′ = l ′ i and h ′ = h ′ i . Notice that if there exists j ≥ i such that we are in Case B, i.e. f j is in Case B.1, B.2 or B.3, then we have
Since X j+1 is the output of a partial MMP over T j (T j is defined in Case B.1, B.2, B.3),
Thus for any number j ′ ≥ j, we are in Case B.
Thus we may either assume that we are always in Case B for j ≥ i or always in Case A for j ≥ i.
Step 10.1. If we are always in Case A for any j ≥ i, notice that Case A.1 cannot happen infinitely many times since a Sarkisov link of type I or II over Z increases ρ(X j ) and strictly increases ρ(X j ) for any Sarkisov link over Z of type I, but ρ(X j ) ≤ ρ(W ) for any j. Hence we may assume that we are always in Case A.2 and all the links are of type II. Fix 0 < δ ≪ 1, notice that
for any divisor E W ⊂ W , and strict inequality holds for at least one prime divisor E W = E j ⊂ W . But this is not possible since there are only finitely many choices of E j .
Step 10.2. If we are always in Case B for any j ≥ i, by Step 9.2 Case B.1 can never happen. Notice that ρ(X j+1 ) < ρ(X j ) if we are in Case B.2, and ρ(X j+1 ) = ρ(X j ) in Case B.3, by replacing i by a larger integer we may assume that we are always in Case B.3 and thus all the Sarkisov links over Z are of type IV. Notice that
for any divisor E W ⊂ W , and strict inequality holds for at least one prime divisor E W = E j ⊂ W . But this is not possible since there are only finitely many choices of X j .
A contradiction. So now we may assume that f i terminates at X n for some n. Since the sequence f i terminates, we must have l n = 0 for some n by Step 4. Hence Theorem 4.2(9) holds.
Step 11. We show h = 1 in this step, which finishes the proof of Theorem 4.2. Let τ : X n Y be the induced birational map over Z. Possibly replacing W ′ by higher resolved data, we may assume that ρ ′ n and ρ ′ Y are both morphisms (as in Step 7), and assume we have 
we must have h − 1 ≥ 0, thus h ≥ 1, so h = 1. Thus Theorem 4.2(10) holds, hence Theorem 4.2 holds.
Step 12. We finish the proof of Theorem 4.1 in this step. Let X n be as in Proof. First we prove (1). In Proof of Theorem 4.1, Step 1 , we may assume ρ X and ρ Y are both resolved data. Pick general L and H such that (W, B W + r(H W + L W ) + M W ) is generalized ǫ-LC for every 0 ≤ r ≤ 2. Now by Theorem 4.2(7), for every E ⊂ W , gdis(E, X i , B i +l i L i +h i H i +M i ) ≥ gdis(E, W, B W +l i L W +h i H W +M W ). Since W is smooth, (X i , B i +l i L i +h i H i +M i ) is generalized ǫ-LC. Thus (X i , B i + M i ) is generalized ǫ-LC for every i.
Notice that if (X, M ) and (Y, M Y ) are both GTer, they are both generalized (1+ ǫ)-LC for some ǫ > 0, and since for pairs with empty boundary, generalized canonical is equivalent to generalized 1-LC, (2) follows from (1).
