Abstract-A new approach is presented for the design of full modulation diversity (FMD) complex lattices for the Rayleighfading channel. The FMD lattice design problem essentially consists of maximizing a parameter called the normalized minimum product distance 2 of the finite signal set carved out of the lattice. We approach the problem of maximizing 2 by minimizing the average energy of the signal constellation obtained from a new family of FMD lattices. The unnormalized minimum product distance for every lattice in the proposed family is lower-bounded by a nonzero constant. Minimizing the average energy of the signal set translates to minimizing the Frobenius norm of the generator matrices within the proposed family. The two strategies proposed for the Frobenius norm reduction are based on the concepts of successive minima (SM) and basis reduction of an equivalent real lattice. The lattice constructions in this paper provide significantly larger normalized minimum product distances compared to the existing lattices in certain dimensions. The proposed construction is general and works for any dimension as long as a list of number fields of the same degree is available.
I. INTRODUCTION
T HE time-varying nature of the wireless channel has rendered the extensive literature on structured and dense lattice codes ineffective. On a fading channel, the performance of a lattice code depends on its ability to combat occasional deep fades rather than on the minimum Euclidean distance between the unfaded lattice points. Simple strategies such as repetition of information symbols or simultaneous transmission of the same information symbol through multiple frequency bands suffer from rate loss and bandwidth expansion, respectively. A novel technique based on the idea of providing diversity in the signal space was presented in [1] - [3] that paved the way for a full-rate and bandwidth-efficient approach to combat fading.
Signal space diversity is achieved by means of full modulation diversity (FMD) multidimensional lattices wherein no two lattice points share the same value in a given coordinate. With this property, each lattice point can be uniquely identified by observing any one of its coordinates. The generator matrices of such lattices are referred to as FMD matrices. A quantity called the normalized minimum product distance of the constellation plays a role analogous to that of the minimum Euclidean distance on Gaussian channels and its maximization is a valuable criterion for the design of FMD matrices.
Rotating a Cartesian product of pulse amplitude modulation (PAM) or quadrature amplitude modulation (QAM) symbols is a simple method to increase the diversity of a signal set [1] , [4] . The problem with this approach, however, is that exhaustive search for the optimum rotation that maximizes the minimum product distance becomes increasingly difficult with higher dimensions and increased constellation sizes. The numbertheoretic constructions of FMD matrices in [1] - [3] offer a more powerful technique because the FMD property is guaranteed for the entire lattice and not just for a finite subset. The FMD matrices in [1] - [3] are real generator matrices and require the information symbols to be real too. Complex FMD matrices were proposed in [5] , [6] that provided higher minimum product distance in certain dimensions. These algebraic methods are either applicable only for specific dimensions or do not provide an easy method of optimizing the minimum product distance.
In this paper, we present a new approach to the algebraic design of FMD generator matrices. The new approach is a result of three main contributions of this work which are summarized next.
1. We provide a method for constructing complex FMD lattices using algebraic number fields with a smaller degree than in previous constructions. Specifically, an FMD lattice with complex dimensions is constructed using an algebraic number field of degree just as opposed to in the earlier constructions. Thus, the proposed family of FMD matrices is parametrized by lower dimensional number fields. This is useful for a subsequent optimization among all number fields of a given dimension because tables of number fields are only available for small dimensions (up to ). The new family of FMD matrices also satisfy the desirable property that the minimum product distance of the resulting lattice is an integer. 2. For a given FMD matrix in the suggested family, we propose the concept of integer transformations that modify the constellation to improve the normalized minimum product distance. The main idea behind these transformations is that they reduce the average energy for a finite symmetric input constellation without modifying the underlying lattice. The average energy is shown to 0018 -9448/$20.00 © 2005 IEEE depend on the Frobenius norm of the FMD generator matrix. Two distinct integer transformations are proposed to reduce the Frobenius norm. The first transformation is based on the set of successive minima (SM) vectors of a lattice. It is shown that the actual normalized minimum product distance increases using the SM method. The second transformation is based on basis transformations of a lattice. It is shown that a lower bound on the normalized minimum product distance increases using the basis transformation method. For a given generator matrix, the resulting minimum product distance and even the actual performance can be different with the two methods. 3. We provide an algorithm for the optimization of the number field from which the proposed FMD generator matrices are derived. It is shown that the choice of the best number field that leads to the highest normalized minimum product distance can actually be performed in a finite number of steps. This numerical search is carried out for dimensions up to and also incorporates the improvements obtained using the SM and basis transformation techniques mentioned above. The proposed design of FMD matrices can be carried out for any dimension if a list of number fields of the same degree is available. Numerical computation shows that the new FMD matrices lead to larger normalized minimum product distances compared to the existing generator matrices in almost all dimensions considered in this paper.
The organization of this paper is as follows. The system models, a description of the tools of algebraic number theory and the existing FMD lattice constructions using these tools is presented in Section II. The new lattice codes along with proofs of their properties are presented in Section III. The technique of minimizing the average energy of constellations to increase the minimum product distance with the proposed generator matrices is presented in Section IV. A search algorithm to find the best FMD matrix from our construction using available lists of number fields is described in Section V. Numerical examples are presented in Section VI and we conclude in Section VII.
II. PRELIMINARIES

A. Notations
In this paper, vectors and matrices are represented by bold letters. Superscripts and represent transpose and conjugate transpose, respectively. Real and imaginary parts are denoted by subscripts and . The symbol and . The ring of integers is denoted by . The ring and The fields of rational, real, and complex numbers are denoted by , , and , respectively. The equivalent real representation of a complex vector is given by and that of a complex matrix by
The Frobenius norm of a vector or a matrix is denoted by . The symbol denotes the expected value of the argument. The function denotes the Euler function of a natural number , which is the number of natural numbers smaller than that are relatively prime to .
B. System Models and Code Design Criterion
The lattices designed in this paper are relevant to several coding scenarios as described in the following two subsections. Only point-to-point communication schemes are considered with antennas at the transmitter and antennas at the receiver. The channel state information is assumed to be completely known to the receiver and unknown at the transmitter.
1) Single Transmit Antenna and Diagonal Algebraic SpaceTime (DAST) Schemes:
The two systems that can be described by the mathematical model presented in this subsection are the single transmit antenna ( ) time-selective fading channel [5] , and the diagonal algebraic space-time (DAST) [7] coding scheme for . The signal set in both schemes is a multidimensional complex lattice constellation. In the single transmit antenna scheme, the coordinates of the lattice point undergo independent fades. This is achieved by a sufficient separation of the lattice coordinates in time by the process of interleaving. In the DAST scheme, the number of transmit antennas is greater than and the independent fades for each lattice coordinate are achieved by the transmission of the coordinates by different antennas that are sufficiently separated in space. The DAST scheme requires that only one transmit antenna be active during a given time slot. Therefore, each space-time codeword matrix in the DAST code is diagonal with the diagonal entries corresponding to the coordinates of a lattice point in the signal set. For a given lattice constellation, the diversity order for the codeword error probability for both DAST and the single transmit antenna interleaving scheme is the same. However, the advantage of the DAST scheme is that it results in a much shorter decoding delay compared to the single transmit antenna interleaved system. The similarity of the mathematical model for each of the two schemes renders a common lattice design criterion as explained next.
Let be a finite constellation carved out of the complex integer lattice . Let be the matrix that generates the codebook . The output of the channel corresponding to the transmission of a codeword is given by the vector (1) where the fading coefficients are nonnegative and known at the receiver. The are modeled as chi-square distributed random variables with degrees of freedom ( ). The noise vector is composed of independent zero mean unit variance complex Gaussian random variables and . The signal-to-noise ratio (SNR) is defined as The rate of this scheme is bits per channel use. The maximum-likelihood (ML) decoder at the receiver chooses the hypothesis given by (2) The modulation diversity of the codebook is defined as (3) where denotes the Hamming distance between and . When , we say that exhibits full modulation diversity. The importance of stems from the fact that the diversity order of the codeword error probability of the above scheme is exactly equal to [1] , [3] . For an FMD lattice codebook , a parameter called the normalized minimum product distance is defined as [3] (4)
The normalized minimum product distance is a design parameter that should be maximized in order to provide the largest coding gain at high SNR. The numerator in (4) will be referred to as the unnormalized minimum product distance of the finite constellation .
In [1] - [3] , the code design method was considered for the case when is real and . The constellation was chosen therein to consist of points of the real lattice generated by that were closest to the origin. The average energy of such a constellation for high rates is approximately proportional to . Note that is the volume of a Voronoi region of the lattice generated by and is also known as the fundamental volume. Therefore, among certain lattices that were shown to give rise to FMD constellations, it was proposed to pick the ones with the smallest fundamental volume to result in the largest possible . The ML decoding (2) of such constellations is, however, prohibitively complex because there is no obvious structure on the resulting input constellation when is nonorthogonal. In the general case, where is complex and , choosing the constellation to consist of points closest to the origin again leads to being approximately proportional to for high rates. However, the ML decoding is not simplified in this case either for general nonorthogonal .
In this paper, motivated by the need to reduce the decoding complexity, a certain symmetry in the input constellation is imposed for both real and complex scenarios. Specifically, each coordinate of is drawn from the same symmetric constellation centered at the origin, where or . For instance, could be chosen as the square QAM constellation if or the PAM constellation if . Such a structure on the input constellation enables ML decoding using the efficient sphere-decoding algorithm [8] , [9] . If denotes the average energy of , then the exact value of can now be shown to be . Thus, the normalized minimum product distance becomes (5) and the maximization of (5) is the relevant design criterion when the ML decoding is simplified using the specified structure on . Thus, the new aspect of the lattice code design problem in this paper arises because the normalization factor corresponding to the average energy of the chosen constellation depends on the Frobenius norm of the generator matrix as opposed to obtained for the constellations chosen in earlier works [2] , [3] .
Of course, if is orthogonal, then the two methods of choosing the constellation , namely, consisting of points closest to the origin or setting , lead to two expressions of normalized minimum product distances that differ at most by a constant factor. This factor would only depend on the dimension of the lattice and the distance between the points of . In other words, the optimization problems to select the matrix with the best normalized minimum product distance coincide for the two methods of carving the finite constellation from the lattice if the search space consists of orthogonal matrices. Moreover, when the search space is the set of unitary matrices, the optimization problem reduces to finding the matrix with the best unnormalized minimum product distance because the normalization factor is the same over the search space and can be omitted. In this paper, however, we will deal with nonorthogonal FMD matrices to explore possible improvements in the value of minimum product distance given by (4) . Also, as mentioned earlier, imposing simplifies the decoding at the receiver. Therefore, the design criterion of maximization of (5) will be followed.
It must be noted that the maximization of the normalized minimum product distance (5) to find the best FMD matrix depends on the rate of the constellation. To simplify the dependency on the rate, a lower bound on can be obtained as follows. Let denote the lattice generated by . The lattice is defined either as if or as if in general. As in (3), the modulation diversity of the lattice is defined as
When
, we say that exhibits the FMD property. It is preferable to design the generator matrix so that the resulting lattice is FMD because that ensures the FMD property for a finite constellation of any size. One can also define the unnormalized minimum product distance of as (6) For the lattices that we consider in this paper, will often be easier to compute than the unnormalized minimum product distance of . Thus, an easily computable lower bound on independent of the rate of the constellation is given by (7) The design strategy for in this paper is composed of three main steps. We first propose a new family of FMD matrices each satisfying . This new family is parametrized by low-dimensional algebraic number fields as will be explained in Section III. Then, as shown in Section IV, suitable transformations will be applied to the matrices in the proposed family to reduce their Frobenius norms. These transformations will be argued to be nondecreasing with respect to the unnormalized minimum product distance of either or at least the entire lattice . The Frobenius norm reduction strategy by the proposed transformations will thus be justified by noting that it increases or the lower bound (7) even if the effect on cannot be ascertained directly. Finally, an optimization over the set of algebraic number fields is performed in Section V to choose the best FMD matrix based on the new construction.
2) Other Space-Time Schemes: The DAST scheme exploits the full transmit diversity provided by the multiple transmit antennas. However, the effective rate of one symbol per channel use for DAST is much smaller than the full rate of symbols per channel use. The family of threaded algebraic space-time (TAST) codes presented in [10] are designed to achieve the full transmit diversity and also rates beyond one information symbol per channel use for a quasi-static fading channel wherein the fading process remains constant for symbol intervals. To obtain a rate of symbols per channel use, a group of independent QAM information symbols is divided into layers of symbols each. The vector of information symbols for each layer is premultiplied by an FMD generator matrix to obtain a constellation point in an -dimensional complex lattice. The coordinates of the lattice point of a layer are each transmitted on a different row and a different column of the space-time codeword matrix. All the layers are arranged in a nonoverlapping fashion in one space-time codeword. An additional parameter called the "Diophantine number" in [10] is required to ensure the full transmit diversity of the TAST scheme. For , the TAST construction is identical to the DAST scheme.
Another scheme where FMD lattices are applicable is the diagonal Bell Labs layered space-time (D-BLAST) lattice coding scheme [11] , [12] . The FMD lattice points are arranged in nonoverlapping layers even in a D-BLAST codeword but the layering mechanism, different from the one in TAST, enables low-complexity suboptimal decoding and provides a significantly higher diversity order compared to an uncoded transmission scheme such as the one in [13] .
The system model for the TAST or the D-BLAST coding scheme for cannot be reduced to the form in (1) due to interference between the different layers. Consequently, the design criterion for the FMD lattice in such schemes is not the normalized minimum product distance given in (5) . However, we will show by simulations in Section VI that the lattice design procedure proposed in this paper also leads to an improvement in performance of the layered TAST scheme.
C. Algebraic Number Theory for FMD Lattices
We now discuss the relevant concepts of algebraic number theory that have been applied to the construction of FMD lattice generator matrices in the literature. We review the basic definitions and state several results of number theory the proofs of which can be found, for instance, in [14] - [18] . The applicability of these tools to the construction of FMD matrices will be explained. We will also highlight the advantage of the new family of FMD matrices proposed in this paper using the same tools of number theory.
For any field , let denote the ring of polynomials in with coefficients in . An important result regarding algebraic integers is as follows.
Result 1:
The set of all algebraic integers in is a ring.
It can be shown that every algebraic number is a root of a unique monic irreducible polynomial in called the minimal polynomial . The degree of is said to be the degree of . In general, if is a subfield of and a number is a root of a polynomial in , then is said to be algebraic over . The minimal polynomial of over is denoted by . We now begin to discuss fields of algebraic numbers.
Definition 2: Let
, where is an extension field of . If all elements of are algebraic numbers, then is called an algebraic extension of . If such an extension is finite dimensional, when considered as a vector space over , then is known as an algebraic number field. The dimension, denoted by , is called the degree of . Consider any algebraic number . Let denote the smallest algebraic extension of containing . Then, it can be shown that is finite dimensional over with the dimension equal to the degree of . Hence, is an algebraic number field with degree . A basis for the extension can be shown to be . The number field is said to be generated by . Some important definitions associated with a number field generated in this fashion are mentioned next.
Definition 3: Let
, where the minimal polynomial has degree . The roots of are called the conjugates of . Each conjugate of generates an algebraic number field known as the conjugate field of . If there are real conjugates and pairs of complex conjugates of so that , then the ordered pair is called the signature of . The field is said to be totally real or totally complex if or , respectively. The number field is associated with a set of embeddings which are maps from to that fix pointwise. Each embedding is determined by a conjugate of . The embeddings denoted by operate on the numbers in as shown in the following: (8) where are the coefficients in the basis expansion of . Note that . The embeddings are actually isomorphisms from to the conjugate fields of . Moreover, the embeddings satisfy the relations (9) . The embeddings can be used to define the symmetric functions for an algebraic number in as follows.
Definition 4: For any
, the th symmetric function , is the sum of the product of the embeddings of taken at a time. In particular, we define the algebraic norm of as and the trace as An easy result that can be arrived at by looking at the coefficients of the minimal polynomial of a number in is stated next.
Result 2:
For each and , we have that . Also, iff .
Let us now look more closely at the set of all algebraic integers in denoted by . A result regarding the symmetric functions of algebraic integers is given below.
Result 3:
For each and , we have that .
We recount the structure of in the following result.
Result 4:
The set of all algebraic integers in is a ring and it is a finitely generated -module of rank . This means that there exists a set of algebraic integers in that are linearly independent over and such that any element has a unique representation with . The set is known as an integral basis of .
Consider the application of the embeddings of to each element of an integral basis of . The resulting matrix denoted by is given by (10) and satisfies several properties some of which are summarized in the next result.
Result 5:
is of full rank. The quantity is independent of the choice of the integral basis and is known as the discriminant of the number field . The discriminant is an integer.
Note that if
, then the vector can be written as (11) where . Therefore, the product of all entries of is the norm which is an integer due to Result 3. Moreover, from Results 2 and 4, we can see that iff . This effectively implies that the lattice has the FMD property and that the unnormalized minimum product distance of is a nonzero integer. This nonzero integer is in fact because is an integral basis of and which implies that there exists a such that . One may also consider the matrix obtained in a way similar to (10) but using a set of linearly independent algebraic integers from that do not necessarily form an integral basis of . Expressing the new set of elements in terms of the integral basis, we obtain the matrix , with such that (12) It can be shown using Result 4 that the set is also an integral basis iff . Using this new set of elements, consider the matrix obtained as follows: (13) Using (9), one obtains the easy relation (14) One can now see that the lattice is actually a sublattice of in general. Therefore, also exhibits the FMD property and its unnormalized minimum product distance is also an integer. It is possible that the unnormalized minimum product distance of is greater than . This would happen if the subring of , generated by the -linear combinations of the , does not contain any element with norm . The increase in the unnormalized minimum product distance of compared to , however, comes at a price in terms of a possible increase in the absolute determinant of the generator matrix compared to . As explained in Section II-B.1, this would lead to an increase in the average energy of the finite constellation carved out these lattices if the points of the constellation are chosen to be the ones closest to the origin.
Each of the matrices and described above leads to FMD lattices whose information symbols are drawn from . In order to obtain FMD lattices with information symbols drawn more generally from and that also lead to a good unnormalized minimum product distance, one can apply the idea of algebraic number fields obtained as field extensions of instead of .
Specifically, let be a number that is algebraic over with degree and consider the chain of field extensions For any chain of field extensions, the degree of the overall extension is the product of the degrees of each extension. Hence, the degree of over is . Once again, the field can be associated with the embeddings denoted by which are maps from to that fix pointwise. For each and , these embeddings now satisfy (15) For any , the product can be called the relative norm of and satisfies . Moreover, . The generalization of the concept of integral basis in Result 4 to the -dimensional extension of is as follows.
Result 6:
There exists a set of algebraic integers in that are linearly independent over so that each is of the form .
Similar to the construction in (10) for the -dimensional extension of , consider the corresponding matrix for the -dimensional extension of given by (16) For any , the vector can be written using the properties of in (15) as where and . Therefore, the product of the entries of is the relative norm of and lies in . It follows that the lattice is an -dimensional FMD lattice with the unnormalized minimum product distance equal to .
Certain number fields known as cyclotomic number fields can be used to obtain -dimensional extensions of . The th cyclotomic number field is the field . For instance, the fields and are the cyclotomic fields and , respectively. The following result deals with field inclusions of cyclotomic fields within one another.
Result 7:
If is even, then the only roots of unity in are the th roots of unity. If is odd, then the only roots of unity in are the th roots of unity.
The last result implies that is a subfield of if and only if is a multiple of and is a subfield of if and only if is a multiple of .
Several existing FMD lattice codes that have been proposed in literature are based on the algebraic number-theoretic principles discussed here so far and will be reviewed in Section II-D. The details that will need to be specified are the exact number fields such as or and the set of linearly independent algebraic integers that were used in the constructions of (10), (13), and (16).
An important difference in the parameterizations of the lattices should be noted for the two cases corresponding to the information symbols drawn from and . If the information symbols are drawn from , then FMD lattices can be parametrized using algebraic number fields of degree , for instance, using and (10) or (13) . However, if the information symbols are drawn more generally from , then the FMD lattices are parametrized using algebraic number fields of degree , for instance, using and (16). The parameterizations of FMD lattices in this manner should ideally be followed by a search for the number field and the algebraic integers within that lead to a large value of the normalized minimum product distance (4) for a finite constellation carved out of the lattice. However, lists of number fields are a scarce resource and extensive lists are available only for a small number of dimensions, for instance, up to . Due to a higher degree (i. e., ) of the number field for the case when the information symbols are drawn from , an extensive search for this case is possible only for small values of ( ). In this paper, we propose a new method of constructing FMD lattices with information symbols drawn from and with good unnormalized minimum product distances. The proposed method leads to a parameterization of -dimensional FMD lattices, with information symbols drawn from , using algebraic number fields of degree itself. Thus, we effectively reduce the degree of the number field in the parameterization by a factor of compared to the method described in this subsection (i.e., using and (16)). The key idea is to find the conditions under which the matrices of the form in (10) and (13) lead to full modulation diversity over also and not just . The proposed method is presented in Section III and allows us to perform a search for the best FMD lattice with the new parameterization even for dimensions up to .
D. Existing Code Constructions
In this subsection, we mention the earlier works on the construction of FMD lattice generator matrices and provide the necessary notation for reference. Comparisons of the normalized minimum product distances of the existing lattices with those of the new FMD lattice generator matrices of this paper will be presented in Section VI.
A generator matrix that guarantees full modulation diversity and a large value of normalized minimum product distance for a finite set of information symbols can be obtained by either a random search [19] or an organized search among a parametrized set of unitary matrices [1] , [4] , [6] . A complete parameterization of an unitary matrix requires real parameters which severely limits the step size for the search over these parameters. Moreover, it is impossible to guarantee the FMD property for the entire lattice with this method.
Full modulation diversity real lattices were constructed in [2] using totally real algebraic number fields of degree over . The generator matrix therein is obtained from the embeddings of the integral basis as in (10) . The lattices obtained this way from the minimum discriminant totally real number fields were named for . The information symbols are constrained to be in . The unnormalized minimum product distance of the lattice is .
In [1] , real FMD lattices were constructed using matrices of the type in (13) . With the aim of obtaining orthogonal FMD matrices, totally real number fields of the form were considered with . The linearly independent algebraic integers for the matrix in (13) were chosen to be generators of the subring , where was a prime number dividing . Orthogonal FMD matrices were obtained using this method for dimensions and and we use the notation to refer to these generator matrices.
Complex FMD lattices for information symbols drawn from were constructed in [5] . For , being a positive integer, the FMD matrix therein is obtained using a cyclotomic field extension of as in (16) . The field is generated by and the algebraic integers are chosen as . The resulting matrix can be expressed as , where is the inverse discrete Fourier transform (IDFT) matrix given by and Also in [5] , FMD lattices were obtained for the case of , and being positive integers. For this case, the information symbols are drawn from , the field used is an -dimensional extension of , and the embeddings of this field fix pointwise. The construction is otherwise similar to the one in (16) and the unnormalized minimum product distance of the resulting lattice is also . The lattice generator matrices of [5] described here will be referred to as . The matrices are scaled unitary.
Complex FMD lattice generator matrices over for not of the form were proposed in [6] and are also obtained using field extensions of . Let be an algebraic integer with the minimal polynomial of degree over . Then, are algebraic integers in linearly independent over . The so called LCP-A generator matrix in [6] is given by (17) where , are the roots of . Again, this is similar to the construction described in (16) . The number was chosen to be if and . For odd values of , was chosen to be . The LCP-B matrices of [6] are FMD unitary generator matrices and are given by where and is a parameter chosen according to a heuristic rule that maximizes a lower bound on the minimum product distance. For instance, for .
III. COMPLEX LATTICES FROM -DIMENSIONAL EXTENSIONS OF
The new construction of complex FMD lattices is presented in this section. The results in this section provide a parameterization of -dimensional FMD lattices over using algebraic number fields of degree just .
Let denote an algebraic number field with degree and signature so that . Let be the embeddings of in that fix pointwise.
The following Lemma is crucial to the proof of the FMD property for the proposed construction.
Lemma 1:
is a subfield of any of the conjugate fields of if and only if is a subfield of all the conjugate fields of .
Proof: Suppose for some conjugate field of . Let be the embeddings of in that fix pointwise. Applying these embeddings to the equation in , we get that (18) Since the fields and are conjugates, (18) implies that is a subfield of every conjugate field of . The "if" part of the Lemma is trivial.
The following proposition establishes a sufficient condition on the field to lead to a full modulation diversity complex lattice over . The preceding two corollaries enable us to construct a large family of full modulation diversity complex lattices over . The absence of from needs to be verified only if is a totally complex number field. Moreover, we have shown that full modulation diversity complex lattices over can be constructed using algebraic number fields of degree just over . The matrix will exhibit full modulation diversity over , irrespective of whether is a subfield of or not. However, Proposition 1 shows that is a sufficient condition under which exhibits full modulation diversity over as well. The following proposition establishes the fact that for any constellation carved out of the lattice generated by as given in Proposition 1, the minimum unnormalized product distance is bounded away from zero.
Proposition 2:
The product of the difference of coordinates of two distinct points in the complex lattice constructed in Proposition 1 lies in . If is an integral basis of , then the unnormalized minimum product distance of is .
Proof: The difference vector between two distinct points in the -dimensional complex lattice is where and are algebraic integers. We assume that is nonzero because if is zero then is nonzero and the proof is analogous in that case. Let denote the set of all possible sets of indices from to taken at a time, so that . Also, for any set , let denote the set of indices from to that are not present in . With the above notation, the product of coordinates of can be written as (21) (22) where denotes the th symmetric function as defined in Section II-C. It follows from Result 2 that that the product of the coordinates of , expressed as in (22) , is an element in . Additionally, from Result 1, the expression in (21) is an algebraic integer because and each of and , , are algebraic integers. Since is the ring of algebraic integers in , the product in (21) belongs to . When is an integral basis of , the minimum product distance is , which can be attained by setting
and .
An alternate explanation for the result in Proposition 2 is provided in Appendix A. In the following remarks, we compare the FMD matrices proposed in this section with the existing FMD matrices in order to emphasize the generality of our construction.
Remark 1:
Complex FMD lattices were obtained in [6] as shown in (17) but one of the designs therein is a special case of the construction presented in this section. One of the possible values for in (17) was chosen to be , where and . For this choice of , is a cyclotomic number field and, from Result 7, we know that for so that . Thus, Proposition 1 implies that generates an FMD complex lattice and Proposition 2 implies that the unnormalized minimum product distance of that lattice is an integer. The constructions in this paper are more general and are not restricted to matrices of the form given in (17).
Remark 2:
The lattice generator matrices and the real rotation matrices are a special case of the construction here. They exhibit full modulation diversity over due to Corollary 1 and lead to a minimum unnormalized product distance of due to Proposition 2. In general, any real generator matrix that guarantees full modulation diversity over also leads to full modulation diversity over but does not necessarily preserve the lower bound on the minimum product distance.
Ideally, we would like to find the number field and the corresponding algebraic integers that lead to the largest normalized minimum product distance (5). However, there are infinitely (but countably) many possible choices for the set of linearly independent algebraic integers even for a given field . This continues to be the case even if the set is further restricted to be an integral basis. Moreover, the choice of the integral basis can affect the unnormalized product distance of a finite constellation even though the unnormalized minimum product distance of the lattice remains . For a given field , we propose to choose for our construction as an integral basis that leads to the same unnormalized product distance for all rates of the constellation. This can be done by invoking the following result which is an easy consequence of the result of [16, Ch. 2, Theorem 13].
Result 8:
If is an algebraic number field of degree , then there always exists an integral basis such that .
If the algebraic integers are chosen according to Result 8, then the matrix will have the all-ones vector as its first column. The following proposition shows that for such a matrix , under a certain structure for (recall that ), the unnormalized minimum product distance of is independent of the rate of the constellation.
Proposition 3:
Let be a complex FMD lattice generated by such that Suppose, for each rate, consists of points in with the distance between the nearest neighbors fixed at and
If there exists a , such that , then the unnormalized minimum product distance of the resulting finite constellation will exactly be equal to . Proof: Let with . Due to the structure imposed on , we can write for some . Hence, and so the unnormalized minimum product distance of is a nonzero integer multiple of . Now, consider the case when the th entries of and are the nearest neighbors in and all other entries of and are equal. Since the product of the entries of the th column of is , we see that the product of the entries of is exactly equal to , which is therefore the unnormalized minimum product distance of .
Fixing the algebraic integer leads to the matrix satisfying the conditions of Proposition 3. This effectively removes the dependency of the unnormalized minimum product distance of a finite constellation on its rate, given that is of the form specified in the proposition above. We shall use the notation to denote the matrix with the algebraic integers chosen to be the integral basis as specified in Result 8.
It will be shown in Section IV, that setting also justifies the application of certain transformations to the FMD matrix to increase the normalized minimum product distance of . Following the choice of as specified in Result 8, only the process of choosing the best number field remains. This will now be possible in a finite number of steps and will be described in Section V.
We conclude this section by quantifying the penalty in using an algebraic number field which does have as a subfield for the proposed matrix construction.
Proposition 4:
The lattice with the generator matrix has a diversity order of over if is a subfield of and is an integral basis of . Proof: If is a subfield of , then due to Lemma 1. Following the notation in the proof of Proposition 1, we only need to consider the case when both and are nonzero. The numbers and could be any nonzero algebraic integers in because the generating set is an integral basis of . The pairs of complex conjugate embeddings will each lead to two coordinates of of the form and . At least one of these two coordinates is nonzero. This is because and Hence, the diversity of the lattice is at least . Additionally, is a subfield of . One can therefore set and because both and are algebraic integers in . This assignment causes coordinates of to vanish. Hence, the diversity order of the infinite lattice is exactly .
Thus, we see that the condition is both necessary and sufficient for the matrix to exhibit full modulation diversity over if is an integral basis of .
IV. AVERAGE ENERGY REDUCTION
We now introduce the concept of average energy reduction as part of the design of FMD matrices. Suppose is an FMD generator matrix with its normalized minimum product distance as defined in (5) . The main idea is to apply a certain nonsingular integer transformation to to obtain the new FMD matrix . The new matrix should exhibit the same value of the numerator of either (5) or the lower bound (7). However, the Frobenius norm should be smaller than which leads to a reduction in the denominators of (5) and (7). Hence, the integer transformation would result in an increase in the normalized minimum product distance of the constellation or at least a lower bound on it.
The particular FMD matrix that we restrict our attention to is the matrix obtained in Section III. Thus, the first column of the matrix is . The input constellation is chosen to satisfy the conditions of Proposition 3, namely, the distance between the nearest neighbors is fixed at and . Hence, from Proposition 3, the unnormalized minimum product distance of is equal to . Let denote the lattice generated by . There are two strategies that we consider to obtain the transformation matrix as described above. In the first strategy, we first find the nonsingular matrix that leads to the minimum value of . It is then shown that this choice of does not change the numerator in (5). Thus, this method leads to an increase in the normalized minimum product distance of the constellation. We will show that the matrix has to be obtained using the concept of sucessive minima (SM) of an equivalent real lattice. In the second strategy, we consider the case that . In this case, corresponds to a change of basis of the lattice and so the numerator of (7) remains unchanged. Finding such a matrix to minimize , therefore, corresponds to increasing the lower bound on the normalized minimum product distance. The concept of lattice basis reduction will be applied to deal with this case.
Each of the two strategies is described in detail in the two subsections to follow. In general, it cannot be said which of the two strategies will result in a better value of the normalized minimum product distance (5) when applied to . Therefore, both strategies will be considered for a numerical search over the set of number fields in Section V. Moreover, as shown by simulations in Section VI, the actual performance can be better with either of the SM or the basis transformation strategy depending on the dimension of the lattice.
A. Successive Minima Strategy
A nonzero vector in a lattice is said to have the minimum length if Such vectors are also referred to as the shortest vectors of the lattice. We first derive the following result that obtains the product distance from the origin of the shortest lattice vectors of certain FMD lattices. (23) and any vector with the minimum length in exhibits the product distance of to the origin, i.e., . Proof: If is a nonzero lattice point, then (24) where the first step is due to the arithmetic-mean geometricmean (AM-GM) inequality and the second step due to the facts that is FMD and that . Thus, we have that (25) Moreover, since with , we obtain the required equality in (23) . Now, if is of minimum length in , then and from (24), we obtain that .
In particular, the lattice generated by the FMD matrix satisfies all conditions of Proposition 5 due to Proposition 2 and the presence of as a column of . Now note that for a nonsingular , the columns of are vectors in the lattice generated by . Suppose one of the columns of turns out to be a minimum-length vector in the lattice generated by . Then, from Proposition 5, we see that the product of entries of one of the columns of is . Therefore, Proposition 3 implies that the unnormalized minimum product distance of the constellation obtained from is also exactly . In fact, we now proceed to show that the nonsingular matrix that minimizes does indeed lead to one of the columns of being a minimum length vector of the lattice generated by .
We begin by discussing the SM of a real lattice. The following definition of the SM of a real lattice is given in [20] .
Definition 5:
The SM of an -dimensional real lattice are defined as the real numbers , which are minimal such that for every , there exist linearly independent vectors in with .
By definition, and is the squared length of the shortest vector in . The th SM can also be defined as the greatest lower bound on the numbers such that the sphere centered at the origin and with a squared radius contains linearly independent lattice points [21] . This alternate definition and the fact that there are only finitely many lattice points in a compact set together imply that there indeed exist linearly independent lattice points such that . A relation between the Euclidean norms of any set of linearly independent vectors in and the SM is proved in the next proposition.
Proposition 6:
Let be an -dimensional lattice in . Let , be the SM of . Let , be the linearly independent vectors corresponding to the SM of so that . Let be any set of linearly independent vectors in such that . Then, we have that (26) Proof: Since is the squared length of the shortest lattice vector in , we have that
The relations in (26) can now be proved using induction. For the inductive hypothesis, let us first assume that the following relations are true for an integer : (27) The inductive step is to show that the hypothesis in (27) implies that (28) Suppose (28) was not true and we had (29) Since is the th SM of , (29) implies that is linearly dependent on the set of vectors , i.e., . Moreover, is a set of linearly independent vectors and, therefore, there exists an index , , with . We have that (30) where the first inequality follows from the assumed ordering in the proposition and the second inequality from (29) . Now, is a set of linearly independent vectors in but the Euclidean norm of is strictly smaller than the th SM of . This contradicts the minimal property of (i.e., becomes the th SM of ). This contradiction implies that our assumption in (29) is incorrect. Therefore, (28) is true indeed and the inductive step is complete. In the next proposition, we obtain the solution to the problem of finding the nonsingular matrix that minimizes with . Note that the matrix has real rows and pairs of complex conjugate rows. Therefore, the Gram matrix is real and positive definite because has full rank. Thus, the matrix has a square-root factorization of the form , where is a full rank real matrix.
Proposition 7:
Consider the following optimization problem for :
Let be the real matrix such that . Then, is the real integer matrix such that the columns of correspond to the SM of the real lattice generated by . Also, one of the columns of is a minimum-length vector of the complex lattice generated by .
Proof: We first express the optimization problem in (33) as (34) The columns of are points in the real lattice generated by . We show that there are linearly independent vectors in the columns of . Since implies that , all rows of are linearly independent, which means that the block submatrix , present in the lower half of , has rank . Thus, the rank of is also . Since there exist linearly independent columns in , Corollary 3 implies that the sum of their squared lengths is greater than or equal to the sum of the squared lengths of the SM of the lattice generated by . Hence, the solution to the minimization in (34) is the real matrix such that the columns of correspond to the SM of the lattice generated by .
Let be the column vector of such that corresponds to the first SM in the real lattice generated by . For any , we have that
Thus, all vectors in the complex lattice generated by have squared lengths greater than . Also, . Thus, one of the columns of is a minimum-length vector in the complex lattice generated by .
The application of the nonsingular integer transformation obtained in Proposition 7 to minimize will be referred to as the SM strategy for Frobenius norm reduction. We finally summarize the effect of the SM strategy on our FMD lattice design method as follows.
Proposition 8:
If is the real integer transformation obtained from the SM method applied to , then the normalized minimum product distance of a finite constellation based on is greater for compared to that of . Proof: Proposition 7 shows the presence of a minimumlength vector of the lattice generated by in a column of . Using Propositions 3 and 5, we can infer that the unnormalized minimum product distance of the finite constellation remains unchanged if is replaced by . Thus, the SM strategy does indeed lead to an increase in the normalized minimum product distance of the finite constellation generated by .
We shall use the notation to denote the integer transformation corresponding to the SM obtained in Proposition 7 from the given field . It is known that finding the SM is an NP-hard problem [22] . An algorithm for computing the SM was proposed in [23] . An improved algorithm was proposed in [22] which still exhibits exponential complexity in the lattice dimension . The effect of the high complexity of SM computation on finding good FMD matrices in high dimensions will be further commented on in Section VI.
B. Lattice Basis Reduction Strategy
In the second strategy, described in this subsection, we consider the additional constraint on the matrix that . In this case, the lattice generated by is exactly equal to the lattice generated by . Therefore, the unnormalized minimum product distance remains unchanged when is replaced by . Hence, reducing with the additional determinant constraint on corresponds to increasing the lower bound (7) on the normalized minimum product distance.
Again, let be the real matrix such that , where . The optimization problem of interest in this subsection can be stated as (38) (39) We do not solve the Frobenius norm reduction problem in (39) exactly. However, the following bounds on the optimum value of the problem in (39) are an easy consequence of expanding and reducing the search space:
The lower bound in (40) corresponds to the SM strategy already described in the previous subsection. The upper bound in (40) corresponds to a change of basis for the real lattice generated by . This change of basis again does not change the unnormalized minimum product distance of . We can, therefore, summarize the effect of the basis transformation on FMD lattice design as follows.
Proposition 9:
If is the real integer solution for the upper bound in (40), then the lower bound (7) on the normalized minimum product distance of a finite constellation based on is greater for compared to that of .
The strategy suggested in this subsection is to apply some basis reduction technique for the real lattice generated by . The resulting Frobenius norm would therefore be a further upper bound on the expressions in (40). If the basis reduction technique does not reduce the Frobenius norm of , then the trivial transformation of identity matrix is used. The integer transformation corresponding to the basis reduction strategy will continue to preserve the unnormalized minimum product distance of the lattice generated by .
While we had proved that the SM strategy keeps the unnormalized minimum product distance of the finite constellation fixed, the effect of the lattice basis reduction strategy on the same cannot be ascertained directly. However, using the method in the proof of Proposition 3, it can be inferred that the unnormalized minimum product distance of the finite constellation can only increase or remain unchanged when is modified with the basis reduction transformation. In spite of the fact that the Frobenius norm of the generator matrix can be made smaller with the SM strategy (as indicated by the lower bound in (40)), it might be possible for the basis reduction method to provide a higher than the SM strategy. This is because the basis reduction technique affects the numerator of (5) also while the SM strategy does not.
Several classical notions of lattice basis reduction exist. Given a set of basis vectors for a real lattice , the aim of any basis reduction technique is to find relatively short basis vectors that generate the same lattice . For instance, a basis for a lattice is said to be Minkowski reduced if for each , , we have that for all lattice vectors for which the set can be extended to a basis of [24] . Other notions such as Hermite reduced basis, Korkine-Zolotareff and Lenstra-Lenstra-Lovász (LLL) reduced basis are available and a good summary of these methods is presented in [25] . A characteristic property of the LLL algorithm is that the resulting shortest lattice basis vectors are nearly orthogonal and of nearly the same length. The LLL-reduced basis vectors do not satisfy any strict Euclidean norm requirements as is the case with the Minkowski reduced basis, for instance. However, the LLL reduction technique is known to be the fastest reduction method and the lengths of the basis vectors returned are surprisingly comparable to the shortest vector in the lattice. In this paper, we shall use the term basis reduction to imply the LLL reduction technique only.
The integer transformation obtained from LLL reduction of will be denoted by . The complexity of the LLL algorithm is polynomial in the dimension of the lattice [26] . The LLL reduction is simple and can be done more efficiently compared to the SM strategy proposed in the previous subsection. In Section VI, we point out that the lower complexity and stability of the LLL strategy for Frobenius norm reduction becomes important when we consider the optimum choice of the number field in our construction of FMD generator matrices.
V. NUMBER FIELD SEARCH ALGORITHM
In this section, we describe an algorithm for choosing the number field in our construction of FMD matrices. As in the previous section, let satisfy the conditions of Proposition 3. Consider the FMD matrix and the corresponding integer transformations and from a given field . The unnormalized minimum product distance of the finite constellation generated by is independent of . Similarly, the unnormalized minimum product distance of the lattice generated by is also independent of . However, the Frobenius norms of and depend on the number field . Hence, choosing the number field that results in the smallest value of the Frobenius norms of these matrices will lead to the largest possible normalized minimum product distance or its lower bound for our approach in this paper. Such an optimum selection of the number field is considered now.
The search algorithm to be described in the following is similar for the two cases corresponding to the SM and basis reduction integer transformations applied to . In the following, denotes either of the two matrices and for a given field . Among algebraic number fields of a given dimension and signature , we propose to find the optimum field given by
where the imposed condition ensures full modulation diversity for the generator matrix . The key result that makes the optimization in (41) possible is that of (44) in Appendix B which implies that . The lower bound on motivates us to organize the search in (41) to be in the increasing order of the absolute discriminants of the Thus, an exhaustive search through all possible algebraic number fields of the prescribed signature is not required at all. Moreover, there are only finitely many algebraic number fields for a given upper bound on their absolute discriminants [17] . The search for the best number field therefore terminates in a finite number of steps.
Extensive lists of number fields have been found by number theorists. For instance, number fields with degrees from to and all possible signatures are listed in the increasing order of their discriminants in [27] . Even higher degree number fields of degree up to are available in [28] . The proposed search algorithm is implemented in the software utility KASH [29] , [30] which is designed for efficient computations in algebraic number theory. The computation of the SM and the LLL reduced basis are both performed using built-in functions in KASH. A pseudocode for the complete algorithm that ties together all the ideas mentioned in this paper is provided below. Let denote the list of number fields of a given signature arranged in the increasing order of their absolute discriminants. Let denote the corresponding best generator matrix desired. , ;
In the following, the optimum matrix and the optimum field with the SM strategy corresponds to using the SM strategy for the step involving the computation of for each in the above algorithm. Likewise, the optimum matrix and the optimum field with the LLL strategy refers to the case that the LLL reduction was used for each in the above algorithm.
The proposed algorithm for the search of the optimum number fields could be successfully completed with the SM strategy with all possible signatures for dimensions . The SM strategy could not be performed by KASH for all signatures for dimensions higher than due to a certain "unsufficient precision" problem. However, the search for the best number field with the LLL strategy could be performed successfully with all signatures for all dimensions for which the number fields were available to us. The LLL based algorithm for Frobenius norm reduction was much faster than the SM based algorithm and we believe that the LLL method would continue to be more feasible for even higher dimensions as more tables of number fields become available.
The optimum totally real number fields with the LLL strategy are tabulated in Table I for . The optimum fields of other signatures obtained with the LLL strategy are listed in Table II . The least Frobenius norms for any given dimension were always obtained for the signature with the largest value of . Only such signatures are listed in Table II for . The number fields are specified by their generating polynomials.
For most signatures corresponding to , the Frobenius norm of the optimum generator matrix obtained with the SM strategy is the same as that with the LLL strategy. For signatures and , the SM method provided matrices with smaller Frobenius norms and these fields are tabulated in Table III . The best field with the SM strategy could also be found for and signature and is also listed in Table III. For and , the algorithm with SM strategy could not be completed successfully by KASH but the best possible field that we could find for the signature with the largest possible is listed in the same table.
The FMD generator matrices obtained with the LLL and SM strategy are given explicitly for some signatures in Tables IV and V, respectively. It turns out that the generator matrices in Table V also correspond to an integral basis of the field from which they are derived.
VI. NUMERICAL EXAMPLES
As described in the previous sections, a new method of designing good FMD matrices has been proposed in this paper. New generator matrices have been found for dimensions up to and the proposed search can be performed for any dimension if a list of number fields of the same degree can be obtained. The design criterion followed has been the maximization of the normalized minimum product distance given by (5) or its lower bound (7) . The normalized minimum product distance is a parameter obtained from a pairwise error probability analysis of the system model proposed in Section II. Higher values of ultimately translate to a smaller value of the union bound on the error probability as SNR . The actual performance of the lattices must, however, be obtained from simulations. In this section, the of some of the proposed FMD generator matrices is evaluated and compared with that of the existing lattices. The simulated performance of some of these lattices are also presented. It will be shown that both the LLL and SM methods for obtaining the proposed lattices are relevant with respect to the the actual performance of the FMD matrices. The better of the LLL and SM methods for performance enhancement depends on the dimension of the lattice. The normalized minimum product distance in the following examples is evaluated with the input constellation set to both 4-QAM and 16-QAM constellations for the smaller dimensions . For higher dimensions, is set to the 4-QAM constellation only. For the matrices and , the constellation is carved out of instead of . In Table VI , the values of are shown for . The matrix in Table VI was obtained in [6] using an exhaustive search over a parametrized set of unitary matrices. The limitation of such an exhaustive search is evident from the fact that the normalized minimum product distance drops much faster than that for the matrices obtained from number fields when the constellation size is increased from 4-QAM to 16-QAM. The complex matrix obtained with the LLL method has higher than that of all the real matrices. However, the highest is exhibited by . The matrix does not fall in the class of FMD matrices we considered for the optimization in this paper. Beyond this dimension of , however, we shall see that the matrices obtained from the method proposed in this paper does provide the largest among the existing FMD matrices. The values of for are shown in Table VII . It is seen that both the matrix from the LLL method and the matrix exhibit the largest for both 4-QAM and 16-QAM symbols. Thus, the proposed parameterization of FMD matrices provides as large a as the matrix which does not belong to the proposed class.
The values of for are tabulated in Table VIII . The matrix obtained by Frobenius norm reduction using the SM method exhibits the highest followed closely by the matrix obtained using the LLL method. The real rotation matrix given in [1] and even the complex LCP-A matrix [6] have almost three times smaller values of the normalized minimum product distance. For , the matrix exhibits the same as that of as shown in Table IX . The corresponding is also the largest among other FMD matrices for the same dimension. The proposed lattice generator matrices exhibit the highest values of for also as shown in Table X . Thus, we have shown that our strategy of Frobenius norm reduction gives rise to the best FMD matrices with respect to the normalized minimum product distance for and is, therefore, a reasonable method for generating FMD matrices in higher dimensions. Whether a higher value of actually translates into an improved performance or not can be decided by performing Monte Carlo simulations for the error probability.
The codeword error probability of the generator matrices and for the single transmit antenna scheme mentioned in Section II-B.1 is shown in Fig. 1 for , 16-QAM information symbols, and . Also shown in the same figure are the error probability curves for the matrices and . It is interesting to note that both and are derived from the same algebraic number field but application of the Frobenius norm reduction strategy results in a tremendous improvement in performance for compared to . The matrix in Fig. 1 is obtained by the SM strategy and results in a performance comparable to (although slightly worse than) that of the matrix . Note, however, that both and have the same values of which points to the approximate nature of the code design criterion. It appears from our simulations that the matrices always lead to the best performance for the dimensions for which they are available, namely, of the form . However, the method proposed in this paper is not restricted to any dimension in principle.
The error probability of the FMD lattices for , , , and 16-QAM information symbols is shown in Fig. 2 . The performance of the complex FMD matrices obtained with both SM and LLL strategies are shown. The matrix obtained with the LLL strategy outperforms the one obtained with the SM strategy. This happens in spite of the SM strategy leading to a slightly higher . This could again be attributed to the approximate nature of the design criterion. The matrix from the LLL method also does better than each of the existing complex FMD matrices and toward the end of the SNR range shown. Note that the complex FMD matrices are uniformly better than the real FMD matrices and . In Fig. 3 , we show the error probability for the case of , , and 4-QAM information symbols. The performance of the matrix obtained with a partial search on the number fields based on the SM method is shown. It exhibits about 0.6-dB improvement in performance over the real rotation matrix . For this dimension, the performance of the matrix obtained with the LLL method is worse than the matrix obtained from the SM method.
The performance gains shown for the single transmit antenna scheme also imply an improved performance with the DAST scheme [7] due to the similarity of the equivalent models as explained in Section II-B.1. In the final example of this section, we consider the application of the proposed complex FMD lattices in the design of the TAST codes [10] discussed in Section II-B.2. In this example, we simulate the performance of a layer TAST code for two different choices of the component FMD generator matrix, namely, the real matrix and the complex matrix. The Diophantine number for both choices ofthe FMD lattice is chosen as . The fading process is assumed constant for symbol intervals and the resulting frame error probabilities are shown in Fig. 4 . The TAST code with the optimum complex matrix shows a 1-dB improvement over the optimum real matrix for at a frame error rate of and a 2-dB improvement for at a frame error rate of . Hence, the concept of Frobenius norm reduction appears to be beneficial even for high rate multiple transmit antenna coding schemes.
VII. CONCLUSION
A family of full modulation diversity complex lattices was proposed based on the tools of algebraic number theory. The new family parameterizes FMD lattices over complex information symbols using algebraic number fields of degree equal to the dimension of the lattice. The structure in the proposed generator matrices allows one to minimize the average energy with a finite symmetric set of input information symbols. This process was shown to be an effective strategy to increase the normalized minimum product distance. New FMD matrices with the proposed construction were found for dimensions up to . The normalized minimum product distance of some of the new ma- trices were evaluated and shown to be the largest among existing lattices codes for certain dimensions. The proposed construction is general and can be applied to any dimension as long as data on the number fields of degree equal to the number of complex dimensions is available.
APPENDIX A ALTERNATE EXPLANATION FOR PROPOSITION 2
The result of Proposition 2 can be further explained by considering the fields and as subfields of a higher degree number field. Such an interpretation sheds more light on how our construction compares to the FMD lattice constructions involving extensions of in [5] , [6] . As in Proposition 1, let be a number field of degree such that it does not contain as a subfield. Let be the smallest algebraic extension of that contains both and . Hence, the corresponding field extensions and their degrees are as shown in Fig. 5 . Since is not an element in and is a root of , the minimal polynomial of over is also given by . Hence, This implies that the minimal polynomial is of degree and therefore . Let be theembeddings of in that fix pointwise and that send to the roots of . Let be the embeddings of in that fix pointwise and that send to the roots of . Since the minimal polynomials of over and over coincide, we can assume without loss of generality that . Any element has the unique representation , so that Hence, the embedding restricted to is exactly equal to . Let be the algebraic integers in that are linearly independent over as mentioned in Proposition 1. It can be shown using the method in the proof of Proposition 1 that are also linearly independent in over . Now consider the matrix given by If then where is a nonzero algebraic integer in . The product of all embeddings is equal to the norm of in the extension and so . But is exactly equal to the matrix given in Proposition 1. Thus, the product of the coordinates of a nonzero point in the complex lattice generated by belongs to .
The above explanation shows that the method in Proposition 1 is different from the complex FMD lattice construction method in [5] because only those -dimensional extensions of (such as ) are considered in our method that contain a field of degree over with as shown in Fig. 5. 
APPENDIX B LOWER BOUND ON FROBENIUS NORM
In this appendix, we find a lower bound on the Frobenius norm of a nonsingular generator matrix multiplied by a nonsingular complex integer matrix. Let be of full rank and let be such that . Then
where the first inequality is the AM-GM inequality, which can be applied here because the relevant diagonal entries are real and nonnegative. The second inequality is the result of Hadamard's inequality applied to positive definite matrices. Finally, because the determinant of is an element in . Hence, (44) is a fundamental lower bound on independent of . In the special case of , the lower bound becomes , where is the discriminant of the field .
