This leads us to define petrics, a generalization of metrics, which we use to generalize the Banach fixed-point theorem to provide a constructive fixed-point theorem. This new fixedpoint theorem allows us to construct the unique behavior of eventually delta-causal systems.
I. INTRODUCTION
Perhaps the best known use of Banach's classic fixed point theorem is in providing conditions for the existence of a unique solution to a differential equation. In general, the Banach fixed point theorem says that for any metric space 1 X, a function f : X → X has a unique fixed point if it is a delta contraction, that is, if there exists δ ∈ (0, 1) such that for all x, y ∈ X, d(f (x), f (y)) ≤ δ · d(x, y)
The Banach fixed point theorem is constructive in that it tells us how to construct the unique fixed point. If we start with any guess x ∈ X, then the sequence x, f (x), f (f (x)), . . . converges to the unique fixed point.
This theorem has been used in timed discrete-event systems to reason about when a system with feedback has a unique behavior [15] , [16] , [4] . In the language of [4] , a signal s is a partial function from the tag set T = R + to some set V of values. A tag set for a signal model provides a concept of time. Choosing an appropriate tag set for a system model is part of the design process described in [5] . The signal is a discrete-event signal if dom(s) is order Note that the denotation of any network of connected processes can be computed as the unique fixed point of a single system F : S → S in direct feedback with itself [16] . If t is the least time at which two signals s 1 and s 2 differ, we say that the distance between s 1 and s 2 is d(s 1 , s 2 ) = 1 2 t This is the Cantor metric [15] . A system F : S → S is delta causal if it is a delta contraction, that is, there exists a δ ∈ (0, 1) such that for all s 1 , s 2 ∈ S,
From the Banach fixed point theorem, such a system will have a unique fixed point, which we can take as the meaning of the feedback composition resulting from connecting the output of the system to the input of the system. In this case, we constructively compute the fixed point by starting with a guess signal, say s ∈ S. If we let ∆ = log 2 1 δ , then for all n ∈ N and t < n∆, f n (s)(t) = fix(F )(t), where fix(F ) : S → S is the unique fixed point of F . Note however, that using this tag set, we cannot describe many discrete-event and hybrid systems, because such systems are not delta contractions. The problem arises in systems where multiple events occur in zero time.
In [6] , the authors argue that a better model for such systems uses the tag set T = R + × N. This is the superdense model of time introduced in [7] , [8] . As an example, consider a billiards table on which balls can roll and collide. For simplicity, neglect friction and rolling effects and assume all collisions are perfectly elastic. If we line up balls 1, 2, and 3 as in Figure 1 , and ball 1 has an initial velocity v moving towards ball 2, then when it hits ball 2, it will transfer its energy and momentum and stop. Ball 2 will then instantaneously transfer its energy and momentum to ball 3 and stop, and ball 3 will now move away from the other balls with velocity v. At the physical time t of the collision, we are required to say that ball 1 collides with ball 2 before ball 2 collides with ball 3. We might therefore say that ball 1 collides with ball 2 at tag (t, 0) and ball 2 collides with ball 3 at tag (t, 1). We say (t 1 , n 1 ) ≤ (t 2 , n 2 ) if t 1 < t 2 or if t 1 = t 2 and n 1 ≤ n 2 . This is the lexicographic order. More interesting examples of such behavior can be found in [10] .
If in our signal model, we let s : T → V with this superdense model of time, what should the metric between signals be? Instead of a metric, we use a generalized ultrametric [14] . A generalized ultrametric over a set X is a function d : X × X → Γ, where (Γ, ) is a partial order with minimum element ⊥, and for all x, y, z ∈ X:
Note that the Cantor metric is a generalized ultrametric, where Γ = R + . For superdense-timed systems, we define a generalized ultrametric d on S such that given
where s i D is the restriction of s i to the domain D, that is
We say that partial functions s 1 and s 2 from T to V are equal if for each t ∈ T , s 1 (t) is defined if an only if s 2 (t) is defined and s 1 (t) = s 2 (t). If we let D be the set of down sets of T , and we order D with the reverse inclusion operator ⊇, then d : S × S → D is an ultrametric, with ⊥ = T . We will later provide an extension of the Banach fixed point theorem which lets us constructively find a unique fixed point for a class of systems which can generate more than one event in zero time. An existing theorem [13] about functions over generalized ultrametrics is sufficient to tell us that a unique fixed point exists for these systems. However, unlike the Banach fixed point theorem, this theorem provides no way to construct the unique fixed point. Our extension of the Banach fixed point theorem is not restricted to generalized ultrametrics. This is important since not all metrics are generalized ultrametrics. (The Euclidean metric is an important example.) Instead, we will introduce petrics, a strict generalization of metrics. We note that this approach is in line with other generalizations of the Banach fixed point theorem in the study of feedback semantics, such as the generalization for partial metrics given in [9] .
II. AN EXTENSION OF METRICS
We define a pomonoid (as in partially ordered monoid 4 ) to be any Γ, , ⊕, ⊥ where Γ is a set, Γ, is a partial order with minimum element ⊥, and Γ, ⊕, ⊥ is a monoid with monoid operator ⊕ and identity element ⊥. As an example, R + , ≤, +, 0 , where R + is the set of nonnegative real numbers, is a pomonoid. If Γ, is any join-semilattice with minimum element ⊥, then Γ, , ∨, ⊥ is a pomonoid. Recall that a join-semilattice is a partial order where the join γ 1 ∨ γ 2 , or least upper bound of {γ 1 , γ 2 }, is defined for any γ 1 , γ 2 ∈ Γ. For any natural number n ∈ N and γ 0 , . . . , γ n ∈ Γ we define n i=0
Given a set X and a pomonoid Γ, , ⊕, ⊥ , we define a petric (as in pomonoid metric) to be any d :
Note that any metric is a petric over the pomonoid R + , ≤, +, 0 . A generalized ultrametric d : X × X → Γ is a petric over the pomonoid Γ, , ∨, ⊥ if the least upper bound γ 1 ∨ γ 2 exists for any two γ 1 , γ 2 ∈ Γ.
For a petric d, we define a ball of radius γ ∈ Γ with center x ∈ X as B γ (x) = {y ∈ X|d(x, y) γ}
We define an infinite sequence (γ 0 , γ 1 , . . .) over Γ to be decaying if there exists a down set D ⊆ Γ, that includes at least one element γ = ⊥, such that for all ε ∈ D with ε ⊥, there exists an n ∈ N such that for all k ≥ n, γ k ε. We define an infinite sequence (x 0 , x 1 , . . .) over X to be Cauchy if there exists a down set D ⊆ Γ, that includes at least one element γ = ⊥, such that for all ε ∈ D with ε ⊥, there exists an n ∈ N such that for all k, m ≥ n, d(x k , x m ) ε. We say that a sequence (x 0 , x 1 , . . .) over X converges to x ∈ X if the sequence (d(x 0 , x), d(x 1 , x), . . .) decays over Γ. We define the set X to be Cauchy complete if for all Cauchy sequences (x 0 , x 1 , . . .) over X, there exists a unique x ∈ X such that the sequence (x 0 , x 1 , . . .) converges to x. If the petric is a metric, it is easy to verify that these concepts are equivalent to the corresponding definitions for metrics [11] . If a petric d is a generalized ultrametric and X is Cauchy complete, we note that X is spherically complete [14] , that is, the intersection of every chain of balls, with respect to the inclusion order, is nonempty.
We define a function f : X → X to be a strict contraction
If d is a generalized ultrametric, and f is a strict contraction, then f has a unique fixed point [13] . However, we may have no way to construct the unique fixed point. Note that every delta-contraction over a metric space is a strict contraction. It also has the additional property that if given x, y ∈ X and i ∈ N, we define
where
then the sequence (γ 0 , γ 1 , . . .) over R + decays. To see this note that
It is this property that the Banach fixed-point theorem exploits to give a constructive method to compute the unique fixed point for delta-contractions with respect to a metric. In the case of metrics, every delta contraction is a strict contraction, but not every strict contraction is a delta contraction. We will define a similar notion with respect to petrics. First note that the set Γ may have no notion of multiplication, so we cannot always say that there exists δ ∈ Γ with δ 0 such that d(f (x), f (y)) δ⊗d(x, y) for some multiplication operator ⊗ . We are then tempted to require that the sequence (γ 0 , γ 1 , . . .) defined by
decays. We have not yet defined infinite summations however. If there exists a γ ∈ Γ that is the least upper bound of the set
If we assume for a minute that all infinite summations are well defined over Γ, then we define a strict contraction f : X → X to be a decaying contraction if the sequence (γ 0 , γ 1 ) defined by Equation 2 decays for all x, y ∈ X. We can define decaying contractions even when infinite summations are not defined. Given x, y ∈ X and i ∈ N, let
We define a strict contraction f : X → X to be a decaying contraction if for all x, y ∈ X, there exists a decaying sequence (γ 0 , γ 1 , . . .) over Γ such that each γ i is an upper bound for B(x, y) i . When infinite summations exist, this is equivalent to saying that the sequence of Equation 2 decays for all x, y ∈ X. We can now generalize the Banach fixedpoint theorem.
Theorem 1 (Constructive Fixed-Point Theorem): If X is Cauchy complete with respect to petric d, and if f : X → X is a decaying contraction, then f has a unique fixed point fix(f ) ∈ X. Moreover, for any x ∈ X, the sequence (f 0 (x), f 1 (x), . . .) converges to fix(f ). Proof: We follow the proof for the standard Banach fixed-point theorem, making modifications where needed. Let x be an arbitrary element of X. Construct a decaying sequence (γ 0 , γ 1 , . . .) such that each γ i is an upper bound for the set B(x, f (x)) i defined in Equation 3 .
Note, as the base case for an inductive argument, that for any n ∈ N,
since both sides of the equation are equal. Now suppose there is an p > 0, such that for all n ∈ N and m ∈ {n+1, . . . , n+ p},
Then by the triangle inequality,
By induction, we conclude that for any n, m ∈ N with m > n,
From this, (f 0 (x), f 1 (x), . . .) must be a Cauchy sequence. Let fix(f ) be the unique element of X such that
for each i ∈ N, the sequence (f 1 (x), f 2 (x), . . .) converges to f (fix(f )), but then so must the sequence (f 0 (x), f 1 (x), . . .). Since X is Cauchy complete,
a contradiction. Thus fix(f ) is the unique fixed point of f .
The key to the constructiveness of this theorem is that each point in the sequence (f 0 (x), f 1 (x), . . .) is closer to the unique fixed point than the previous. We will see how this is useful for our generalized ultrametric.
III. FEEDBACK SEMANTICS
Let the set S of signals be the set of partial maps from the superdense time tag set T = R + × N to some value set V . As defined in Equation 1, note that d : S × S → D is our petric with respect to the pomonoid D, ⊇, ∩, T , where D is the set of down sets of T . Given (t, n) ∈ T , we define
to be the closed and open down-sets generated by (t, n). We define
to be the infinite down set generated by t. It is easy to see that each of these is a down set. For our total order on T , note that D is a down set of
We can characterize all down sets with these three sets plus T itself. Lemma 1: If D is a down set of T , then it has one of the following four forms:
Now if D is bounded above without maximal element and T \ D is without a minimal element, note that T \ D is bounded below, since D is nonempty. If we let T = {t ∈ R + |∃n ∈ N.(t, n) ∈ D} then T must have an upper bound in R + because D does in T . If it also has a maximal element t, then because D has no maximal element, then D must equal D(t, ∞). If T has no maximal element, then from real analysis, we know that R + \ T has a minimal element t. Since (t, 0) cannot belong to D, then (t, 0) is a least upper bound for D, but then (t, 0) is a minimal element for T \ D, a contradiction. So in this case, D must equal D(t, ∞). Finally, if D has no upper bound, D must equal T itself.
Given a system F : S → S, suppose we have the following: There exists a ∆ ∈ R + such that for all t ∈ R + , there exists a e(t) ∈ N such that for all s 1 , s 2 ∈ S:
We define such a system to be eventually delta causal. We can interpret this as saying that at each time the system may stutter a finite number of times before eventually advancing time by delta. The function e, which we call the eventuality function, tells us how many times a system may stutter at each time before delaying its response to an input value. In many examples, the function e might simply be a constant if there is a maximum number of responses to events that can happen at any given time. In our pool ball model, the number of collisions might be bounded by three for example. The third condition requires that the system always have the same initial value, if any. In practice, this may be a parameter that affects the fixed point of the system in the same way the initial value of a differential equation affects its solution.
We note that every eventually delta causal is strictly causal [12] . That is, for all s 1 , s 2 ∈ S,
From Theorem 1 of [12] , any strictly causal system has a unique fixed point, but like the fixed point theorem of [13] , this theorem provides no method to construct the unique fixed point. In fact, this theorem could have been proven as a direct corollary of the fixed-point theorem of [13] , but the approach used in [12] was different. For eventually delta causal systems, we can construct a fixed point.
Theorem 2: If F : S → S is eventually delta causal, then F is a decaying contraction.
Proof: We first prove that for all s 1 , s 2 ∈ S with s 2 ) . This proof is a bit long, since we must consider all the cases in Lemma 1. Suppose d(s 1 , s 2 ) = ∅, or s 1 (0, 0) = s 2 (0, 0). Then, by the third property of eventually delta causal,
, then by the first property
If n ≥ e(t), then by the second property
In the case that d(s 1 , s 2 ) = D(t, n) for some (t, n) with t = 0, let
since s 1 (t, e(t)) = s 2 (t, e(t)). Finally, if d(s 1 , s 2 ) = T , then s 1 = s 2 , so by Lemma 1, we are done.
We must now show that for each s 1 , s 2 ∈ S, the sequence (γ 0 , γ 1 , . . .) where
decays, or converges to T . By the strict contraction property, note that for each i,
We construct the sequence ((t, n) 0 , (t, n) 1 , . . .) of superdense times with
. . .
(t, n) e(0)+e(∆)+1 = (∆, e(∆)) (t, n) e(0)+e(∆)+2 = (2∆, 0) . . .
(t, n) e(0)+e(∆)+e(2∆)+2 = (2∆, e(2∆)) . . .
Then for i ∈ N, we let 
Then by the first rule of eventually causal
, then by the second rule of eventually causal
Note that k must be greater than 0. Let
We can now provide a feedback semantics for eventually delta causal systems. Because our fixed point theorem is constructive, we can provide a method to compute the unique fixed point.
Corollary 1: If F : S → S is eventually delta causal, then it has a unique fixed point.
Proof: We must only show that S is Cauchy complete, and then the result is immediate from Theorems 1 and 2. Let (s 0 , s 1 , . . .) be a Cauchy sequence over S. There is some down set C of the pomonoid D, ⊇, ∩, T with at least one element D = T such that for all ε ∈ C with ε ⊂ T there is a p ∈ N such that for all k, m ≥ p,
We construct a signal s ∈ S as follows: Given tag (t, n) ∈ T , there must be an ε ∈ C such that (t, n) ∈ ε and a corresponding p for all k, m ≥ p, s k and s m satisfy Equation 4 . For such signals s k (t, n) = s m (t, n) = s p (t, n). We let s(t, n) = s p (t, n). Then the Cauchy sequence converges to s. Moreover, we can construct the fixed point as follows: Let s be any element of S. Let ((t, n) 0 , (t, n) 1 , . . .) be the sequence of superdense times defined in the proof of Theorem 2. Then for each i ∈ N
That is, if we apply F i+1 times to s, the result will give us all the information in fix(F ) up to superdense time (t, n) i . This gives us an obvious strategy to simulate a system with feedback. To calculate fix(F )(t, n), apply F i + 1 times to some arbitrary signal s, where i is the minimum integer such that (t, n) i ≤ (t, n).
IV. CONCLUSIONS
In the study of the feedback semantics of timed systems with the superdense model of time, we introduced the concept of pomoinoid, which is a partially-ordered monoid with identity bottom. We showed natural mappings from R + and dioids to pomonoids. We also introduced the corresponding concept of petric, which maps pairs from a set X to a pomonoid Γ. We extended the Banach fixed-point theorem for petrics. This extension is useful because it is constructive; it provides a way to approximate a unique fixed point through a sequence of computations.
We used this to introduce a generalization of delta-causal systems, called eventually delta-causal systems, that allow multiple events to occur in zero time. We used our fixed point theorem to show how we can construct the unique fixed-point signal of any eventually delta-causal system.
