Abstract. Let L(x, a) be defined on (−1, ∞)×(4/15, ∞) or (0, ∞)×(1/15, ∞) by the formula
Introduction
respectively. The derivatives ψ ′ , ψ ′′ , ψ ′′′ , ... are known as polygamma functions (see [10] ).
The gamma and polygamma functions play a central role in the theory of special functions and have extensive applications in many branches, such as mathematical physics, probability, statistics, engineering. In the recent past, numerous papers have appeared providing various inequalities for gamma and polygamma functions. A detailed list of references is given in [26] . In addition, some new results can be found in [6] , [7] , [8] , [9] , [11] , [12] , [13] , [14] , [15] , [16] , [19] , [17] , [18] , [20] , [23] , [25] , [27] , [34] , [36] , [37] , [39] , and closely-related references therein.
In particular, we mention the following inequalities proved by Batir [14, Lemma 1.7] (1.2) ln x + for x > 0, where 1/2 and e −γ are the best possible constants, γ = 0.577215664 · ·· is the Euler-Mascheroni constant. Let H n denote the harmonic number defined by (1.3) H n = n k=1 1 k , (n ∈ N) .
From (1.2) and the relation H n = γ + ψ (n + 1) (see [1, p.258] ) it follows that (1.4) γ + ln n + is valid for all x > 0, where e −2γ and 1/3 are the best possible. As a direct consequence, he obtained for n ∈ N.
(1.6) γ + 1 2 ln n 2 + n + e 2−2γ − 2 ≤ H n < γ + 1 2 ln n 2 + n + 1 3 . Furthermore, for n ∈ N, the sequence (σ n ) defined by (1.7) σ n = H n − 1 2 ln n 2 + n + .
By arithmetic-geometric mean inequality we have
L(x, a) = . From this, if the inequality ψ (x + 1) ≤ L (x, a) is valid for x ∈ (−1, ∞), then the second inequality of (1.5) may be refined.
It is clear that The first aim of this paper is to determine the best a such that the function F a (x) = ψ (x + 1) − L(x, a) has monotonicity and convexity properties, which are showed in Section 3. The second aim is to determine the best a such that the inequality
holds for x ∈ (−1, ∞) and its reverse holds for x ∈ (0, ∞), which yield some new sharp bounds for harmonic numbers H n , and they are presented in Section 4. In Section 5, as an application, we construct a sequence (l n (a)) defined by l n (a) = H n − L (n, a), which gives extremely accurate values for γ and greatly improves some known results. Lastly, an open problem is posted. Some complicated algebraic computations are preformed with the aid of built-in computer algebra system of Scientific Workplace Version 5.5.
Lemmas
Lemma 1. Let L(x, a) be defined by the formula (1.8).
(i) If x > −1 then the function L is increasing in a on (4/15, ∞), and
Proof. (i) Direct partial derivative calculations yield
2 L/∂x∂a < 0, which means that ∂L/∂a decreases with x. This leads to
that is, L (x, a) increases with a on (4/15, ∞).
∂L(x, a) ∂a
2 +1 90a 135a 2 +90a−3
An elementary computation gives
for a ∈ (4/15, ∞), which indicates that L 1 (a) increases with a. Consequently,
2 +90a−3
Thus, we have ∂L/∂a > 0 for x ∈ (−1, ∞) and a ∈ (4/15, ∞).
(ii) By (2.2) it is clear that ∂ 2 L/∂x∂a = ∂ 2 L/∂a∂x < 0 if x > 0, and so ∂L/∂x decreases with a.
Partial derivative computations once again give
4 , where 
It is easy to verify that all coefficients of P (x) and Q (x) are positive for a ∈ (1/15, ∞), which leads to ∂ 3 L/∂x 2 ∂a > 0, ∂ 4 L/∂x 3 ∂a < 0 for x > 0, which proves the desired results. Remark 1. By the second assertion in the above lemma, and making use of meanvalue theorem, we see that the following functions
are decreasing, increasing and decreasing on (1/15, ∞) for x > y > 0.
The following lemma was first used to establish some monotonicity results for the gamma function [23] , which also play an important role in proofs our main results.
Lemma 3 ([23]
). Let f be a function defined on an interval I and lim x→∞ f (x) = 0.
3. Monotonicity and convexity
where L(x, a) be defined by 1.8. Then for x > −1, we have
where
Proof. Differentiation yields
where L x (x, a) L xx (x, a) and L xxx (x, a) are given by (2.3), (2.4) and (2.5), respectively Clearly, we have
From the relation (2.7), it is deduced that
(90a 2 +2)(x 2 +x+(15a−1)/(45a)) , which, by factoring and simplifying, can be written as 
1225 , and then
Differentiation again yields
, where
Since p(x, a 1 ) is clearly positive, if we can prove w (x) > 0 for all x > −1, then we have
, which, by Lemma 3 together with lim x→∞ F ′′′ a1 (x) = 0, yields
It is concluded that x → F ′ a1 (x) is strictly decreasing, and then
Hence, in order to deduce desired results, we have to show that w (x) > 0 for all x > −1. it is enough to prove w 8 (t) > 0 for t > 0, where
Firstly, w 8 (t) > 0 for t ≥ 1/8. In fact, after replacing t by (t 1 + 1/8) and expanding, we get 
is a quadratic polynomial, and by an ease check, the discriminant of the quadratic equation is negative and the coefficient of cubic term is positive, and therefore w 2 (t 1 ) > 0. Thus we have w 8 (t) > for t ≥ 1/8. Secondly, we show that w 8 (t) > 0 for 0 < t < 1/8. Since the first five terms of eight degrees polynomial w 8 (t) is clearly positive, it suffices to prove that the last four terms of w 8 (t), that is, a cubic polynomial
As 0 < t < 1/8 we have
where the last inequality holds due to the discriminant of the quadratic equation is negative and the coefficient of quadratic term is positive. This completes the proof.
Remark 2. From the proof of Theorem 1, we see that for a ∈ (1/15, ∞)
which shows that function a → q(x, a) is decreasing on (1/15, ∞).
Remark 3. In the proof of Theorem 1, replacing x by x − 1/2 in (3.1)-(3.3) and simplifying yield
and utilization of Theorem 1, it is acquired directly that for x > −1/2, the inequalities
hold true.
Using Theorem 1 with Lemma 1, the following assertion is immediate. 
which yield a ≥ a 1 . By Theorem 1 with Lemma 1, we obtain that for a ≥ a 1 ,
which proves the sufficiency. 
Proof. Necessity. The necessity is deduced from
is decreasing on (1/15, ∞), to prove the sufficiency, it is enough to prove F ′ a ′ 0 (x) < 0 for x ∈ (0, ∞). We distinguish two cases to prove it.
Case 1: x ∈ (1/20, ∞). From (3.6) and (3.8) and a ′ 0 < 48/100, we have 
Hence, we conclude that F
(0) = 0, which proves the desired result. Replacing x by x + 3/2 in (3.10) and using (2.7), we have
Since a → L xx (x, a 0 ) is increasing by Lemma 1 and a 
where L xx (x, a) is given by (2.4). Thus, we have (560(x+1+1/2) 2 .
Factoring and arranging lead to Clear, Q (x) > 0 for x ∈ (0, 1/20]. While P (x) < 0 for x ∈ (0, 1/20] due to P ′ (x) > 0 and so Proof. Necessity. The necessity is deduced from
is decreasing on the same interval. Note that the facts Sufficiency. Now we prove the condition a ∈ (1/15, a Since r ′ (x) > 0, we get (0) = 0, which proves the desired result. Now replacing x by x + 3/2 in (3.11) and using (2.7), we have
In view of a → L xxx (x, a) is decreasing by Lemma 1 and a A simple computation gives R ′′ (x) > 0 and R (0) = −4420 688 040 144 642 816 < 0, 
Then we have
F ′′′ a ′′ 0 (x) = ψ ′′′ (x + 1) − L xx (x, a ′′ 0 ) > 6 (x+1) 4 + 160 3 (x + 3/2) × 6585600(x+3/2) 8 +15052800(x+3/2) 6 +11696160(x+3/2) 4 +1820960(x+3/2
Factoring and arranging lead to
, and by Corollary 1 and Theorem 2 we obtain the following optimal inequalities. Corollary 3. For x > 0, the double inequality 
where = a 1 , which shows that the condition a ≥ a 1 is necessary.
Sufficiency. Suppose that a ≥ a 1 . By Theorem 1, it is deduced that
is increasing on (4/15, ∞) by Lemma 1, it is easy to conclude that for a ≥ a 1 ,
holds for all x ∈ (−1, ∞), which means that the condition a ≥ a 0 is sufficient.
Using the monotonicity of F a (x) and the facts F a (0) = −γ − L (0, a) and F a (∞) = 0 gives 4.2, and the monotonicity of the lower and upper bounds in a follows from Lemma 1 and Remark 1.
This completes the proof.
Letting a = 4/5, 1, ∞ in Theorem 4 we have By the relation ψ (n + 1) = H n − γ and the fact F a (1) = 1 − γ − L (1, a) , the inequalities 4.2 can be changed into Corollary 6. Let L(x, a) be defined by (1.8) and a ≥ a 1 = 40 + 3 √ 205 /105. Then for all n ∈ N we have
Corollary 5. The following double inequalities
where c 1 (a) = 1 − L (1, a) and γ are the best possible. And, the lower bound L (n, a) + c 1 (a) and upper bound L (n, a) + γ are decreasing and increasing on (a 1 , ∞), respectively.
Then inequality
holds for all x > 0 if and only if a ∈ (1/15, a 0 ], where a 0 ≈ 0.512967071402 is the unique root of the equation
Proof. Necessity. The necessity can be derived from F a (0) = ψ (1) − L(0, a) ≥ 0. Lemma 1 shows that the function L is increasing with a on (1/15, ∞), which implies that the function a → F a (0) = ψ(1) − L(0, a) is decreasing on (1/15, ∞). Straightforward computations yield which reveals that there is a unique point a 0 ∈ (1/15, 3/5) satisfying F a0 (0) = 0 such that F a (0) > 0 for a ∈ (1/15, a 0 ) and F a (0) < 0 for a ∈ (a 0 , ∞). Numerical calculation gives a 0 ≈ 0.512967071402, which shows the necessity.
Sufficiency. By part two of Lemma 1, to prove sufficiency, it is enough to show that F a0 (x) = ψ (x + 1) − L (x, a 0 ) ≥ 0 holds for all x > 0. Now we prove it stepwise.
(i) First of all, we prove that F ′ a0 (x) < 0 for x ≥ 1/5. Since lim x→∞ F ′ a0 (x) = 0, from Lemma 3, it suffices to show that
p(x,a0) > 0, where q (x, a), p (x, a) are defined by (3.6) and (3.7), respectively.
Since function a → q(x, a) is decreasing on (1/15, ∞) by (3.8) and a 0 < 11/21, for x ≥ 1/5, we get q(x, a 0 ) > q(x, (560(x+3/2)
Since a → L xx (x, a 0 ) is increasing by Lemma 1 and a 0 > 1/2, we get
where L xx (x, a) is given by (2.4). Utilizations of (4.7) and (4.8) yield that
Factoring and arranging lead to 
On the other hand, note that L x (x, a) decreases with a on (1/15, ∞) by Lemma 1 and a 0 > 1/2, it is derived that
This together with the assertion that F ′ a0 (x) < 0 for x ≥ 1/5 proved previously implies that there is a unique point x 0 ∈ (0, 1/5) such that F ′ a0 (x 0 ) = 0, and
where F a0 (0) = 0 is due to a 0 is the unique root of the equation F a0 (0) = 0. This completes the proof.
Remark 5. From the proof previously we see that F a0 (x) has an upper bound F a0 (x 0 ) in which x 0 is a unique zero point of F ′ a0 (x). Numerical computation yields
holds for all x > 0.
By the proof previously and Lemma 1, we easily obtain that F a is decreasing on [1/5, ∞) for a ∈ (1/15, a 0 ). It follows from the relation ψ (n + 1) = H n − γ with the fact 
holds for all n ∈ N and a ∈ (1/15, a 0 ), where c 1 (a) = 1 − L (1, a) and γ are the best.
In particular, taking a = 1/2, we have 
where c 0 (a) defined by (4.3) is the best constant. And, the lower bound L (x, a) and upper bound L (x, a) − c 0 (a) are respectively increasing and decreasing on (1/15, a Remark 6. The lower bound for ψ (x + 1) in (4.12) is clearly stronger than one in (1.2).
Approximations of Euler's Constant
The Euler's constant γ defined by the limit relation γ = lim n→∞ (H n − ln n) = 0.577215664..., where H n = n k=1 1 k is the n'th harmonic number, is one of the most important constants in mathematics, maybe the third next to π and e. It is known that the classical sequence γ n = H n − log n converges to γ very slowly. In fact, Young [40] From (2.1) it is easy to get l n (∞) = H n − 1 2 ln n 2 + n + 1 3 = σ n . By the relation ψ (n + 1) = H n − γ we have (5.2) l n (a) − γ = ψ (n + 1) − L (n, a) .
Thus the limit relations (1.11) and (1.12) can be written as These show that for every a ∈ (1/105, ∞) the sequence (l n (a)) converges to γ as n −6 if a = a 1 and as n −8 if a = a 1 . Not only that, from Corollaries 7 and 6, we have Theorem 6. Let the sequence (l n (a)) be defined by (5.1) where a ∈ (1/15, ∞). Then for all n ∈ N, l n (a 1 ) < γ ≤ l n (a 0 )
hold, where a 1 = 40 + 3 √ 205 /105 is the best constant, a 0 ≈ 0.512967071402 is defined in Theorem 5. Also, for every n ∈ N, l n (a) is strictly decreasing with a on (1/15, ∞).
It is clear that our sequence (l n (a)) defined by (5.1) gives very accurate values for γ than the approximations mentioned above, which also can be seen in the following table (for convenience, we take a = 1/2 < a 0 ). n |δ n − γ| |τ n − γ| |l n (a 1 ) − γ| |l n (1/2) − γ| 1 1.3945 × 10 Furthermore, from Corollaries 1 and 2, we see that our sequence (l n (a)) has well properties, such as monotonicity and concavity, which are stated as follows. 
