A new method with an efficient algorithm is developed for computing the Lyapunov constants of planar switching systems, and then applied to study bifurcation of limit cycles in a switching Bautin system. A complete classification on the conditions of a singular point being a center in this Bautin system is obtained. Further, an example of switching systems is constructed to show the existence of 10 small-amplitude limit cycles bifurcating from a center. This is a new lower bound of the maximal number of small-amplitude limit cycles obtained in quadratic switching systems near a singular point.
Introduction
Many problems arising in science and engineering are modeled by dynamical systems whose vector fields (i.e., the right-hand sides of the equations) are not continuous or not differentiable. These systems are indistinctly called discontinuous or non-smooth systems. A full discussion on this subject can be found in the classical books [1, 2] .
During the past few decades, increasing interest has been attracted to the qualitative analysis of non-smooth systems, because non-smooth systems describe some real problems more accurately and display rich complex dynamical phenomena, which must not be disregarded in applications, for instance the squealing noise in car brakes [3, 4] , or the absence of a thermal equilibrium in gases modeled by scattering billiards [5, 6] . Because of various forms of non-smoothness, nonsmooth systems can exhibit not only the classical bifurcations, like Hopf bifurcation, homoclinic bifurcation, but also more complicated bifurcations that only non-smooth systems can have, such as border-collision bifurcation [7] [8] [9] , grazing bifurcation [10, 11] and so on. A great deal of work has been done to generalize the classical bifurcation methods for smooth systems to non-smooth ones, see for instance [12] [13] [14] [15] [16] [17] .
One class of planar non-smooth dynamical systems is the so-called switching system, which has different definitions of the continuous vector fields in two different regions divided by a line (or a curve). Our attention in this paper is focused on the switching systems, given in the form of 
where μ ∈ R m is a parameter vector and δ = μ 1 , f ± (x, y, μ) and g ± (x, y, μ) are analytic functions in x and y starting at least from second-order terms. Obviously, the origin is an equilibrium of system (1) . There are two systems in (1) : the system defined in the upper half-plane for y > 0, called the upper system, and the system defined in the lower half-plane for y < 0, called the lower system. Many contributions have been made to the study of Hopf bifurcation in switching systems, see for example [12, 13, 16, [18] [19] [20] . As in the study of smooth dynamical systems, the center problem, determining the center conditions of a singular point being a center, and the cyclicity problem, finding the maximal number of small-amplitude limit cycles around a singular point, are fundamental in the analysis of Hopf bifurcation in switching systems. These two problems in switching systems can be investigated by computing the Lyapunov constants [12, 15, 16] . Gasull and Torregrosa [12] applied a suitable decomposition of certain one-forms and developed a new method for computing the Lyapunov constants of switching systems.
For the center problem, it is well-known that a singular point is a center in planar smooth systems if and only if there exists a local first integral around the singular point. However, the situation is quite complicated in switching systems. The origin of system (1) can be a center even if it is not a center of either the upper system or the lower system. On the other hand, if the origin is a center for both the upper system and the lower system of (1), one can not ensure that system (1) has a center at the origin. It also requires that their first integrals of the upper and lower systems coincide on the line y = 0. So far, some center conditions have been obtained for some switching Kukles systems [12] , switching Liénard systems [13, 18] and switching Bautin systems [16] .
It is well known that planar linear systems can not produce limit cycles. For general planar quadratic systems with a focus or center, Bautin [21] obtained the following form: 
with a focus or center at the origin, which is now called Bautin system, and proved that system (2) can have 3 small-amplitude limit cycles around the origin. Note that Bautin system has one less parameter. For cubic systems, it is only proved that 12 small-amplitude limit cycles can appear around a center [22] . With the same degrees, switching polynomial systems can exhibit more limit cycles. For example, Han and Zhang [20] proved that 2 limit cycles can appear near a focus in linear switching systems. Without loss of generality, quadratic switching systems can be written as
The number of small-amplitude limit cycles bifurcating from a focus in system (3) was investigated in [12, [15] [16] [17] . Among them, it was shown in [12] that system (3) can have at most 5 small-amplitude limit cycles when its lower system is linear. Recently, 9 small-amplitude limit cycles were obtained in [15] from a concrete example of switching Bautin systems through perturbations, in which the upper and lower systems are both Bautin systems.
In this paper, we develop a recursive procedure to compute the Lyapunov constants of the general system (1), which only involves algebraic computations, and then apply this method to study bifurcation of limit cycles in the following switching Bautin system, obtained by setting
Note that the upper and lower systems in (4) are not exactly in the form of Bautin's system (2), but a simple transformation on the parameters can make them equivalent. For system (4) we obtain a complete center classification under the condition a 6 b 6 = 0. Moreover, we introduce perturbations into system (4) with a center, and obtain 10 small-amplitude limit cycles.
Denote by E the interchange of parameters (a 2 , a 3 , a 4 
Note that by the change of variables (x, y, t) → (x, −y, −t), the upper system and the lower system in (4) exchange their equations, which can be derived equivalently by the interchange E in (4). 
It is important to determine the maximal number of small-amplitude limit cycles bifurcating from the origin of system (4) . One approach to get these small-amplitude limit cycles is via perturbations on the parameters with one of the conditions I-XIV, and thus limit cycles bifurcate from a center. In fact, we have obtained the following new result, which is the best so far for quadratic switching systems. 5 , and that given in the item X of Theorem 1, 10 limit cycles can appear near the origin under small perturbations.
Theorem 2. For system (3) with the conditions a
Remark 3. Note that in Theorem 2 when a 1 = b 1 = 0, the general quadratic switching system (3) becomes the switching Bautin system (4). Further, when other conditions are satisfied, the origin of the switching Bautin system becomes a center. Then, perturbing the special system (3) with a center at the origin yields 10 small-amplitude limit cycles.
The proofs for the above two theorems will be given later in Section 4.
Preliminary
Using x = r cos(θ ) and y = r sin(θ ), and treating time t as a parameter, we obtain the equations describing the orbits of system (1) on the phase plane,
where Let r + (θ, ρ) and r − (θ, ρ) be the solutions of the upper and lower systems of (5), respectively, with r + (0, ρ) = r − (π, ρ) = ρ. Then, through the positive half-return map P + (ρ) = r + (π, ρ) and the negative half-return map P − (ρ) = r − (2π, ρ), we can define the Poincaré map P(ρ) = P − (P + (ρ)), as illustrated in Fig. 1(a) .
where V k is called the kth-order Lyapunov constant of the switching system (1). It is easy to see that the origin is a center of system (1) While if V k is the first nonzero term in (6), k could be any positive integer. Because of this small difference, the theorem used to determine the number of limit cycles by Lyapunov constants should take some corresponding changes. We have the following lemma.
Lemma 4.
Assume that there exists a sequence of Lyapunov constants of system (1) ,
then k limit cycles can appear near the origin of system (1) for some μ near μ 0 .
Lemma 4 is based on Theorem 2.3.2 in [23] . So we give a brief proof here. By the assumption of Lemma 4, the displacement function d(ρ) in (6) can be rewritten in the form
where
are independent with respect to μ, we can vary μ around μ 0 such that
which ensures the existence of k positive zeros of d(ρ) in ρ around ρ = 0. Based on Lemma 4, we remark that the expressions in this paper for V k , k = 2, 3, . . . , are obtained by setting
From now on, we assume that δ = 0 in system (1) and so V 1 = 0. It is very difficult to compute the remaining Lyapunov constants by using (6) , since it involves the composition of two maps P + (ρ) and P − (ρ). To simplify the computation of Lyapunov constants, the authors of [12] introduced a new function,
is the positive half-return map of the system obtained from the lower system with the change of variables (x, y, t) → (x, −y, −t) (see Fig. 1(b) ). Thus, to get (7) we only need to compute the two positive half-return maps P + (ρ) and P + − (ρ). It is proved [12] that for (6) and (7), the conditions
In Section 3, we shall present a new method to compute W k 's in (7) . Because of the equivalence of V k and W k , we still use V k instead of W k in the rest of the paper for simplicity.
Note that any Lyapunov constant V k is a polynomial in terms of the coefficients of system (1). Thus, having obtained the Lyapunov constants, we need to solve a system of multivariate polynomial equations, and to find the center conditions. We shall use the Maple built-in command "resultant" to solve these polynomial equations and find their common zeros.
Denote by R[x 1 , x 2 , . . . , x r ] the polynomial ring of multivariate polynomials in x 1 , x 2 , . . . , x r with coefficients in R. Let 
. , x r ).
From the first statement of Lemma 5, we know that if the resultant h does not have zeros on the region D ⊂ R r−1 , then polynomials p and q do not have common zeros in D × R. According to the second statement, in order to solve p = q = 0, we first find the zeros of h = 0, and then substitute them back into p and q to solve for x r . In this way, no zeros should be missed. For m multivariate polynomials with m variables, we can apply the command "resultant" repeatedly. For instance, take m = 3. To solve
Computation of Lyapunov constants
Since W 1 = 0 (or V 1 = 0) yields δ = 0, to compute higher-order W k 's for the upper and lower systems in (1), we only need to consider a differential system of the form,
where P i (x, y) and Q i (x, y) are homogeneous polynomials in x and y of degree i. Obviously, system (9) has a Hopf singular point at the origin. Introducing the transformation x = r cos(θ ) and y = r sin(θ ) into (9) yieldṡ
Let r(θ, ρ) be the solution of system (10) with r(0, ρ) = ρ. Suppose that r(θ, ρ) can be expressed as the power series of ρ in the form of
where r 1 (0) = 1, r i (0) = 0, i ≥ 2. Then, we have the positive half-return map of system (9), given by
Hence, we need to compute r j (θ ) in order to obtain the Lyapunov constants. To achieve this, eliminating the time t from (10) we have
which can be rewritten in the power series of r as
where R i (θ ) is a polynomial in sin(θ ) and cos(θ ).
Lemma 6.
For system (13) , let (11) and (14) hold
Proof. It follows from (11) that A i (θ ) and B i (θ ) are homogeneous polynomials of sin(θ ) and cos(θ ) of degree i + 1. Also note that
Thus, B i (θ )r i is a linear combination of the products of B 2 r, B 3 r 2 , . . . , B i+1 r i . Suppose that
Therefore, deg( B i , {sin(θ ), cos(θ )}) = 3i, and further it follows from (15) that R i (θ ) is odd (even) in sin(θ ) and cos(θ ) if i is odd (even). Clearly, we have
Combining the above equation with (13) and (14) yields
Finally, taking into account that A j (θ ) is a homogeneous polynomial in sin(θ ) and cos(θ ) of degree j + 1 for any j ≥ 2, the proof is complete. 2
Further, assume that r j (θ, ρ) = +∞ i=j r j,i (θ )ρ i for any j ≥ 2. Substituting Eq. (12) into system (14) and comparing the coefficients yields r 1 (θ ) = 0 and
It is easy to get
But computation of r i (θ ) becomes more and more involved by direct integration, as i grows. To overcome this difficulty, we present a new method to compute r i (θ ), which is closely related to the proof of the following theorem. (9) with r(0, ρ) = ρ, and let (12) hold. Then, for any i ≥ 1, we have
Theorem 7. Suppose r(θ, ρ) is the solution of system
where S i,j (θ ) and C i,j (θ ) are polynomials in θ .
Proof. We apply the method of mathematics induction to prove this lemma. It is easy to see that the conclusion is true for i = 1, since r 1 (θ ) = 1. Then, suppose (17) holds for i − 1 and we will show that (17) is also true for i.
Thus, r j,i (θ )ρ i−j should be a linear combination of the products of
From Lemma 6, we know deg(R j (θ ), {sin(θ ), cos(θ )}) = 3(j − 1). Then, the right hand-side of Eq. (16) has degree 3(i − 1) in sin(θ ) and cos(θ ). Applying sin 2 (θ ) + cos 2 (θ ) = 1 to Eq. (16) and decreasing the degree in cos(θ ) gives
where T i,j (θ ) and D i,j (θ ) are polynomials in θ . Then,
On the other hand, for any polynomial f (θ) and number j we have
and
Hence,
It follows from Eqs. (19) and (20) that the conclusion is true for i, and thus the proof is complete. 2
From the above proof, we have seen that the procedure of computing r i (θ ) contains the following four steps:
(1) computing r j,i (θ ), 2 ≤ j ≤ i − 1; (2) substituting r j,i (θ ) into (16), and applying cos 2 (θ ) = 1 − sin 2 (θ ) to get (18); (3) for any j in descending order, using (19) and (20) 
Proofs of Theorems 1 and 2
Now, we are ready to prove Theorems 1 and 2.
Proof of Theorem 1. If a 6 b 6 = 0, solving the multivariate polynomial equations based on the Lyapunov constants becomes extremely difficult, even if we could compute the Lyapunov constants up to an order we wish. If we assume a 6 b 6 = 0, then the third-order Lyapunov constant can be factorized and thus the computation is simplified. Now under the condition a 6 b 6 = 0, without loss of generality, we may let b 6 = 0. Denote by C(E) the condition which is obtained from the condition C with the interchange of variables E .
For system (4), as discussed in the previous section, we have δ = 0 due to V 1 = 0. From the second Lyapunov constant V 2 = 6 (3a
by solving V 4 = 0 when a 3 + 2a 6 = 0. Under the condition (22), V 5 is given by Then, Res(F 11 , F 12 , b 2 ) = 244 140 625a 12 6 a 8 5 (9a 2 5 + 40a 2 6 ) 2 = 0 since a 5 a 6 = 0, which means V 6 and V 7 do not have common solutions.
If b 3 = a 3 + 2a 6 = 0, we have . 6 = 0, which are clearly included in the condition II. When (21) holds, we obtain
Taking a 4 = 3a 3 yields V 5 = 0 and V 6 = − If D 31 = 0, it follows from V 8 = 0 that F 32 = 0. Note that D 31 and F 32 are homogeneous polynomials in a 6 , a 5 2 ) = 0, we conclude that V 7 = V 10 = 0 do not have common zeros when a 5 a 6 = 0. Now we consider the case a 6 = 0, for which V 3 = 0, and get
by solving Obviously, a 2 = 0 is a solution of V 6 = V 8 = 0, resulting in condition V. For F 41 = F 42 = 0, we have where E c = (5a 2 2 + 1) 2 + 5a 2 2 = 0, and E 41 and E 42 are polynomials in a 2 of degrees 16 and 24, respectively, satisfying Res(E 41 , E 42 , a 2 ) = 0. Therefore, there are no solutions to satisfy the equations: V 10 = V 12 = V 14 = 0, given in (26).
Next, with (25) holding, we get V 5 ≡ 0 and further solve V 6 = 0 to obtain 
provided a 5 a 3 E 0 = 0, where
The equation a 3 E 0 = 0 yields the conditions IX-XI, V(E) and VI(E), as well as a subcase of II(E). Here, we omit the details of the discussion for the case a 5 a 3 E 0 = 0, since it is similar to the case a 5 b 3 = 0 for V 4 = 0.
When (25) and (27) hold, we have a 3 a 5 b 3 E 0 = 0, V 7 = V 9 = V 11 = V 13 = V 15 ≡ 0 and , we obtain The other three lengthy polynomials F 3 , F 4 and F 5 are omitted here for brevity. In order to solve F 1 = F 2 = F 3 = F 4 = F 5 = 0, we compute the following resultants:
and 
where G j , 1 ≤ j ≤ 4, is a polynomial in a 2 , A 3 and B 3 . Then, 
In a similar way, it can be shown that no solutions exist for the equations: , a 2 ) = 0 for i, j = 1, 2, and thus there are no solutions to satisfy the equations: G 8i = G 9j = 0. Therefore, for b 2 = 1, no common zeros exist for the equations:
For (28), we consider the equations: 
where For the other factors contained in F c , using similar procedures, we can show that no more center conditions exist, and thus the details are omitted. Since E j 's given in (30), j = 5, 6, 7, are polynomials in a 2 and b 2 , it is straightforward to prove that the equations: E 5 = E 6 = E 7 = 0 can not result in more center conditions. It should be pointed out that although the computations are straightforward, it is very time-consuming and memory demanding.
Finally, we prove the sufficiency for the center conditions I-XIV by deriving their corresponding first integrals. We shall not discuss all the cases one by one. Actually, most of the cases belong to three special types of systems. We use the following notation in the remaining proof: for any C ∈ {I, . . . , XIV}, C + denotes the upper system of system (4) under the condition C, C − the lower system of (4) under the condition C.
First, it is well known that a quadratic Hamiltonian system is given bẏ 
Systems VI + , XII + (b 3 = 0) and XIII ± can be written in the form,
with the first integral,
All the remaining upper systems and lower systems except X ± , XI ± and XIV ± can be written in the form,
When B = 0, system (31) has the first integral,
When B = 0, we have the first integral given by
For Bω = 0, we obtain the first integral,
if A = 0, or where α + = −a 2 5 + 3a 5 b 2 = 0, α − = 2a 2 5 − 3a 5 b 2 = 0. XIV ± (α + = 0) and XIV ± (α − = 0) are in the form of I ± . Under the center condition X, system (4) is smooth, and has a center at the origin. Under the center condition XI, system (4) is symmetric with respect to the x-axis.
Therefore, for the fourteen center conditions we have obtained the first integrals H + (x, y) and H − (x, y) for the upper system and the lower system in (4) 
Conclusion
In this paper, we have studied planar switching systems, in particular, a switching Bautin system. We have developed a computationally efficient algorithm to compute the Lyapunov constants for planar switching systems. With the help of this algorithm and Maple built-in command 'resultant', we present, with rigorous proof, a complete classification on the center problem for the Bautin switching system under the condition a 6 b 6 = 0. Moreover, we have selected one of the center conditions to construct a special integrable system and then perturbed this system to obtain 10 small-amplitude limit cycles, which improves the existing result. The case a 6 b 6 = 0 causes extreme difficulty in solving multivariate polynomial equations based on the Lyapunov constants. We hope to develop more efficient methodology to find the solutions from these polynomial equations in order to classify the center problem and obtain more limit cycles. An even more challenging research project is to study the center problem of the generic planar switching system (3).
