Abstract. mega is a mixed-initiative system with the ultimate purpose of supporting theorem proving in main-stream mathematics and mathematics education. The current system consists of a proof planner and an integrated collection of tools for formulating problems, proving subproblems, and proof presentation.
Introduction
The dream of machine assistance in mathematical problem solving by far predates the advent of electronic computers. Current classical automated theorem provers can prove some non-trivial mathematical theorems. However, while humans can cope with long and complex proofs and possess strategies to avoid less promising proof paths, automated theorem proving su ers from exponential search spaces. Consequently, a c o m bination of the power of automated tools with human-like abilities and or user interaction is necessary in order to be able to prove main-stream mathematical problems.
Proof planning, i n troduced by Bundy for induction theorem proving Bun88 , seems to provide a promising framework for systems that truly assist mathematicians. It o ers a cognitively adequate model for integrating powerful domainspeci c methods with meta-level automated and human control.
In the following, we will describe the prototypical system mega that explores the use of proof planning together with tools that provide high-level proof tools and user support to come closer to the vision of a mathematical assistant system. Note that these tools are essential for the projected usefulness of a mathematical assistant system as a whole.
The Architecture and Components of mega
The entire process of theorem proving in mega can be viewed as an interleaving process of proof planning, plan execution and veri cation.
Hierarchical Plan Data Structure
The central data structure for the overall process is the Proof plan Data Structure P D S . This is a hierarchical data structure that represents a partial proof at di erent levels of abstraction called proof plans. It is represented as a directed acyclic graph, where the nodes are justi ed by LCF-style tactic applications. Conceptually, each s u c h justi cation represents a proof plan the expansion of the justi cation at a lower level of abstraction that is computed when the tactic is executed 1 . I n mega, w e explicitly keep the original proof plan in an expansion hierarchy. T h us the P D S makes the hierarchical structure of proof plans explicit and retains it for further applications such as proof explanation or analogical transfer of plans.
Once a proof plan is completed, its justi cations can successively be expanded to verify the well-formedness of the ensuing P D S . This veri cation phase is necessary, since the correctness of the di erent components in particular, that of the external ones cannot be guaranteed. When the expansion process is carried out down to the underlying ND-calculus, the soundness of the overall system relies solely on the correctness of the veri er and of ND. This also provides a basis for the controlled integration of external reasoning components if each reasoner's results can on demand be transformed into a sub-P D S .
A P D Scan be constructed by automated or mixed-initiative planning, or pure user interaction that can make use of the integrated tools. In particular, new pieces of P D Scan be added by directly calling tactics, by inserting facts from a data base, or by calling some external reasoner cf. 3.1 such as an automated theorem prover or a computer algebra system. Automated proof planning is only adequate for problem classes for which method-and control knowledge have already been established.
Proof Planning
mega's proof planner is based on an extension of the well-known STRIPS algorithm that can be evoked to construct a proof plan for a node g the goal node from a set I of supporting nodes the initial state using a set Ops of proof planning operators, here called methods. A method is a partial speci cation of a tactic in a meta-level language.
Proof planning starts with a null plan that consists of a nish-node containing no postcondition and the open goal g as precondition and start-nodes, each containing an assumption from I as postcondition and no precondition. The plans found by this procedure are directly incorporated into the P D S as a separate level of abstraction. Furthermore, the proof planner also stores the reasons for its decisions for later use in proof explanation and analogy.
In this model, the actual reasoning competence of the planner and the user builds upon the availability of appropriate methods together with meta-level control knowledge that guides the planning. At the moment, mega provides user-de ned method ratings as a means of control and can use analogy as a control strategy of the planner.
Support Systems
Several integrated tools support the user in interacting with the system. Some of them are also available to the planner.
Integration of External Reasoners
A reasoner R can be integrated into mega in three di erent settings: In interactive calls, R is represented as a command call-RSys that invokes the reasoner on a particular sub-problem and returns the result, proof planning, R is represented as a method whose speci cation contains knowledge about the problem solving behavior and option settings for R.
methods, R can serve as a justi cation of a declaratively given subgoal that is left to be proved by R. In any case, the proof found by R must be transformed into a P D Seventually, since this is the proof-theoretic basis of mega.
The current mega supports the automated theorem prover Otter McC94 and an experimental computer algebra system as external reasoners. We have described the integration of Otter in HKK + 94 and the proof transformation in HF96 , so we will concentrate on the computer algebra integration.
Integration of Computer Algebra
Traditional deduction systems are weak in computing with concrete mathematical objects, such as natural numbers. In contrast to that, computer algebra systems CASs manipulate highly optimized representations of the objects and are therefore very useful for solving subgoals in mathematical deduction. Moreover, a l o o k i n to mathematical textbooks reveals that usually neither computation nor purely logical deduction dominates proofs. mega integrates an experimental CAS that can manipulate polynomials over rational numbers.
CASs are very complex programs and only trustworthy to a limited extent. Since mega aims at correct proofs, it uses the mathematical knowledge implicit in the CAS to extract proof plans that correspond to the mathematical computation in the CAS. Note that this approach necessitates a data base of the mathematics behind the algorithms to guarantee correctness and explanations for details cf. KKS96 .
Theory Data Base
Since methods and control knowledge used in proof planning are mostly domainspeci c, mega organizes the mathematical knowledge in a hierarchy of theories.
Theories represent signature extensions, axioms, de nitions, theorems, lemmata, and nally methods that make up typical established mathematical domains. Each theorem has its home theory and therefore has access to the theory's signature extensions, axioms, de nitions, and lemmata without explicitly introducing them.
A simple inheritance mechanism allows the user to incrementally build larger theories from smaller parts. Currently, mega comes with a small hierarchy o f basic theories for didactic purposes.
Proof Explanation
Proof presentation is one important feature of a mathematical assistant t h a t h a s been neglected by traditional deduction systems. mega employs an extension of the Proverb system HF96 developed by our group that allows for presenting proofs and proof plans in natural language. In order to produce coherent t e x t s that resemble those found in mathematical textbooks, Proverb employs stateof-the-art techniques of natural language processing.
Due to the possibly hierarchical nature of P D Sproofs, these can be verbalized at more than one level of abstraction, which can be selected by t h e user. Since a user will normally want t o v ary the level of abstraction in the course of a proof, the current v erbalization facility will be extended to one that explains proofs to users guided by their feedback in the future.
Progress and Availability
The mega system is an experiment in designing and integrating components of mathematical assistant systems. It is still in an incomplete, prototypical state. However, the integration of external reasoners, and some control strategies have extended the capability o f mega to a level that is beyond the scope of monolithic automated deduction systems, as has been demonstrated, e.g., in the case of optimization questions in an economics masters exam. mega runs on Common Lisp together with it's object system Clos and has been tested on Allegro, and Gnu Common Lisp. The source code is available from ftp: jswww.cs.uni-sb.de pub omega omega.tgz.
