Comparison of two finite element schemes for a chemo-repulsion system
  with quadratic production by Guillén-González, Francisco et al.
Asymptotic behaviour for a chemo-repulsion system with
quadratic production: The continuous problem and two fully
discrete numerical schemes
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Abstract
In this paper we consider a repulsive chemotaxis model with quadratic production term.
We analyze the large-time behavior of the global weak-strong solutions and we prove the
exponential convergence to a constant state as time goes to infinity. Moreover, we study
this same behaviour for two fully discrete numerical schemes associated to this model: the
Finite Element (FE) backward Euler and another nonlinear scheme obtained by introducing
as auxiliary variable the gradient of the chemical concentration, which has been proposed
in [6]. On the way, in order to analyze the asymptotic behaviour for the backward Euler
scheme, we prove its solvability and unconditional energy-stability. Finally, we compare the
numerical schemes throughout several numerical simulations.
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1 Introduction
The directed movement of cells in response to a chemical stimulus is known in biology as chemo-
taxis. More specifically, if the cells move towards regions of high chemical concentration, the
motion is called chemoattraction, while if the cells move towards regions of lower chemical con-
centration, the motion is called chemorepulsion. Models for chemoattraction and chemorepulsion
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motion has been studied in literature (see [4, 11, 9, 12] and references therein). One of the most
important characteristics of chemoattractant models is that the finite blow up of solutions can
happen in space dimension greater or equal to 2; while in chemorepulsion models this phe-
nomenon is not expected. Many works have been devoted to study in what cases and how this
phenomenon takes place.
In those cases in which blow-up phenomenon does not happen, it is interesting to study the
asymptotic behaviour of the solutions of the model. In fact, in [16], Osaki and Yagi studied
the convergence of the solution of the Keller-Segel model to a stationary solution in the one-
dimensional case. In [10], the convergence of the solution of the Keller-Segel model with an
additional term of cross-diffusion to a steady state was shown. In [4] the authors proved the con-
vergence to constant state for a chemorepulsion model with linear production. Therefore, taking
into account the results above, the aim of this paper is to study the asymptotic behaviour of the
following parabolic-parabolic repulsive-productive chemotaxis model (with quadratic production
term): 
∂tu−∆u = ∇ · (u∇v) in Ω, t > 0,
∂tv −∆v + v = u2 in Ω, t > 0,
∂u
∂n
=
∂v
∂n
= 0 on ∂Ω, t > 0,
u(x, 0) = u0(x) ≥ 0, v(x, 0) = v0(x) ≥ 0 in Ω,
(1)
where Ω is a n−dimensional open bounded domain, n = 2, 3, with boundary ∂Ω; and the
unknowns are u(x, t) ≥ 0, the cell density, and v(x, t) ≥ 0, the chemical concentration. This
model has been studied in [5]. There, the authors show that model (1) is well-posed: there exists
global in time weak-strong solution in the sense of Definition 2.1 (below), and, for 2D domains,
there exists a unique global in time strong solution.
On the other hand, another interesting topic is to study the asymptotic behaviour of fully discrete
numerical schemes approximating (1). In fact, in [7] Guillén-González and Samsidy studied and
proved asymptotic convergence for a fully discrete finite element scheme for a Ginzburg-Landau
model for nematic liquid crystal flow. In [14] Merlet and Pierre studied the asymptotic behaviour
of the Backward Euler scheme applied to gradient flows. It is important to notice that, in
chemotaxis models, there are few works studying large-time behaviour for fully discrete schemes.
We refer to [2], where the authors shown convergence at infinite time of a finite volume scheme
for a Keller-Segel model with an additional term of cross-diffusion. Meanwhile, the behavior
at infinite time of a fully discrete scheme for model (1) seem to be still an open problem. For
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this reason, in this paper we also study the large-time behavior for two fully discrete numerical
schemes associated to model (1).
The outline of this paper is as follows: In Section 2, we study the asymptotic behavior of the global
weak-strong solutions for the model (1), and we prove the exponential convergence as time goes
to infinity to a constant state. In Section 3, we analyze this same behavior for two fully discrete
numerical schemes associated to system (1): the nonlinear backward Euler in the variables (u, v)
and other nonlinear scheme obtained by introducing the auxiliary variable σ = ∇v, which has
been proposed in [6]. Moreover, in order to analyze the asymptotic behaviour for the backward
Euler scheme, we study its solvability and unconditional energy-stability. Finally, in Section 4,
we compare the numerical schemes throughout several numerical simulations.
1.1 Notation
We recall some functional spaces which will be used throughout this paper. We will consider
the usual Sobolev spaces Hm(Ω) and Lebesgue spaces Lp(Ω), 1 ≤ p ≤ ∞, with norms ‖ · ‖m
and ‖ · ‖Lp , respectively. In particular, the L2(Ω)-norm will be denoted by ‖ · ‖0. We denote by
H1σ(Ω) := {u ∈ H1(Ω) : u · n = 0 on ∂Ω} and we will use the following equivalent norms in
H1(Ω) and H1σ(Ω), respectively (see [15] and [1, Corollary 3.5], respectively):
‖u‖21 = ‖∇u‖20 +
(∫
Ω
u
)2
, ∀u ∈ H1(Ω), (2)
‖σ‖21 = ‖σ‖20 + ‖rot σ‖20 + ‖∇ · σ‖20, ∀σ ∈H1σ(Ω). (3)
In particular, (3) implies that
‖∇v‖21 = ‖∇v‖20 + ‖∆v‖20, ∀v : ∇v ∈H1σ(Ω).
If Z is a general Banach space, its topological dual will be denoted by Z ′. Moreover, the letters
C,K will denote different positive constants (independent of discrete parameters) which may
change from line to line (or even within the same line).
2 Continuous problem
First we give the following definition of weak-strong solutions for problem (1).
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Definition 2.1. (Weak-strong solutions) Given (u0, v0) ∈ L2(Ω) × H1(Ω) with u0, v0 ≥ 0
a.e. x ∈ Ω, a pair (u, v) is called weak-strong solution of problem (1) in (0,+∞), if u ≥ 0, v ≥ 0
a.e. (t,x) ∈ (0,+∞)× Ω,
(u, v) ∈ L∞(0,+∞;L2(Ω)×H1(Ω)) ∩ L2(0, T ;H1(Ω)×H2(Ω)), ∀T > 0,
∂tu ∈ Lq′(0, T ; (H1(Ω))′) and ∂tv ∈ Lq′(0, T ;L2(Ω)), ∀T > 0,
(4)
where q′ = 2 in 2D and q′ = 4/3 in 3D (q′ is the conjugate exponent of q = 2 in 2D and q = 4
in 3D); the following variational formulation holds
∫ T
0
〈∂tu, u¯〉+
∫ T
0
(∇u,∇u¯) +
∫ T
0
(u∇v,∇u¯) = 0, ∀u¯ ∈ Lq(0, T ;H1(Ω)), ∀T > 0, (5)
the following equation holds pointwisely
∂tv −∆v + v = u2, a.e. (t,x) ∈ (0,+∞)× Ω, (6)
the initial conditions (1)4 are satisfied and the following energy inequality (in integral version)
holds for a.e. t0, t1 : t1 ≥ t0 ≥ 0:
E(u(t1), v(t1))− E(u(t0), v(t0)) +
∫ t1
t0
(
‖∇u(s)‖20 +
1
2
‖∇v(s)‖21
)
ds ≤ 0, (7)
where E(u(t), v(t)) = 12‖u(t)‖20 + 14‖∇v(t)‖20.
Remark 2.2. In particular, the energy inequality (7) is valid for t0 = 0. Moreover, (7) shows
the dissipative character of the model with respect to the total energy E(u(t), v(t)).
Remark 2.3. (Positivity) u ≥ 0 in 2D domains and v ≥ 0 in any (2D or 3D) dimension
are a consequence of (4)-(6). Indeed, this follows from the fact that in these cases we can test
(5) by u− := min{u, 0} ∈ L2(0, T ;H1(Ω)) and (6) by v− := min{v, 0} ∈ L2(0, T ;H2(Ω)) ↪→
L2(0, T ;L2(Ω)).
Observe that the problem (1) conserves in time the total mass
∫
Ω u, because taking u¯ = 1 in (5),
d
dt
(∫
Ω
u
)
= 0, i.e.
∫
Ω
u(t) =
∫
Ω
u0, ∀t > 0.
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Moreover, integrating (6) in Ω we deduce the following behavior of
∫
Ω v:
d
dt
(∫
Ω
v
)
+
∫
Ω
v =
∫
Ω
u2.
We recall that in [5], it was proved the existence of weak-strong solutions of problem (1) (satis-
fying in particular the energy inequality (7)), through convergence of a time-discrete numerical
scheme associated to model (1).
2.1 Convergence at infinite time
In this subsection, we will prove the exponential convergence of any weak-strong solution (u, v)
of problem (1) obtained by Galerkin approximations. First, we will prove exponential bounds
for weak-strong norms a.e. t ≥ 0.
Theorem 2.4. Let (u, v) be any weak-strong solution of problem (1) obtained by Galerkin ap-
proximations. Then, the following estimates hold
‖(u(t)−m0,∇v(t))‖20 ≤ C0e−2t, a.e. t ≥ 0. (8)
‖v(t)− (m0)2‖20 ≤ C0e−t, ∀t ≥ 0, (9)
where m0 :=
1
|Ω|
∫
Ω
u0 and C0 is a positive constant depending on the data (u0, v0), but indepen-
dent of t.
Proof. For each m ≥ 1, we say that (um, vm) is a Galerkin solution if um : [0,+∞) → Um and
vm : [0,+∞)→ Vm are C1 functions and satisfy
(∂tu
m, u¯) + (∇um,∇u¯) + (um∇vm,∇u¯) = 0, ∀u¯ ∈ Um, t ≥ 0
(∂tv
m, v¯) + (∇vm,∇v¯) + (vm, v¯)− ((um)2, v¯) = 0, ∀v¯ ∈ Vm, t ≥ 0,
um(0) = um0 := Pm(u0), v
m(0) = vm0 := Qm(v0),
(10)
where Um and Vm are finite dimensional spaces generated by orthonormal eigenfunctions of the
operator (−∆ + I), with ∆ and I being the laplacian and identity operators; Pm : L2(Ω)→ Um
denotes the projection from L2(Ω) onto Um, and Qm : H1(Ω)→ Vm the projection from H1(Ω)
onto Vm. Then, (10) can be regarded as a Cauchy problem for a first order ordinary differential
system in time, and the classical existence and uniqueness theory for ordinary differential systems
implies that, for every m ≥ 1, there exist Tm > 0 and unique functions um : [0, Tm) → Um and
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Vm : [0, Tm) → Vm that solve (10), with either Tm = +∞ or lim sup t→Tm‖(um(t), vm(t))‖0 =
+∞. Now, we are going to deduce some estimates for (um, vm) showing that only Tm = +∞
can be true.
We define u˜m := um −m0 and taking u¯ = u˜m and v¯ = −12∆vm in (10), we arrive at
1
2
d
dt
(
‖u˜m(t)‖20 +
1
2
‖∇vm(t)‖20
)
+ ‖u˜m(t)‖21 +
1
2
‖∇vm(t)‖21 = 0, (11)
from which we deduce that (um,∇vm) is bounded in L∞(0,+∞;L2(Ω)×L2(Ω)),(∇um,∇vm) is bounded in L2(0,+∞;L2(Ω)×H1(Ω)). (12)
Moreover, taking v¯ = 1 in (10), it can be deduce for all t ≥ 0 ([5])
∫
Ω
vm(x, t)dx ≤ e−t‖vm0 ‖L1 +
∫ t
0
e−(t−s)‖um(s)‖20 ds ≤ ‖vm0 ‖L1 + ‖um‖2L∞(0,+∞;L2). (13)
Then, from (13) we conclude that vm is bounded in L∞(0,+∞;L1(Ω)) which, together with
(12), implies that
vm is bounded in L∞(0,+∞;H1(Ω)) ∩ L2(0, T ;H2(Ω)), ∀T > 0. (14)
Taking into account (12) and (14), we can deduce (∂tum, ∂t∇vm) is bounded in L4/3(0, T ;H1(Ω)′×
H1(Ω)′). Therefore, proceeding as in Theorem 4.11 of [5], we obtain that there exists a subse-
quence m′ of m, and (u, v) weak-strong solution of (1), such that (um′ , vm′) converges to (u, v)
weakly-* in L∞(0,+∞;L2(Ω) × H1(Ω)), weakly in L2(0, T ;H1(Ω) × H2(Ω)) and strongly in
L2(0, T ;L2(Ω) × H1(Ω)) ∩ C([0, T ];H1(Ω)′ × Lp(Ω)), for any T > 0, 1 ≤ p < 6. Therefore, in
particular
‖(u˜m′(t),∇vm′(t))‖20 → ‖(u˜(t),∇v(t))‖20, a.e. t ≥ 0. (15)
Moreover, from the equality (11), we deduce
‖u˜m′(t)‖20 +
1
2
‖∇vm′(t)‖20 ≤ ‖(um
′
0 −m0,∇vm
′
0 )‖20e−2t, ∀t ≥ 0. (16)
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Thus, from (15)-(16), we arrive at (8). Finally, testing (6) by v˜ := v − (m0)2, one can obtain
1
2
d
dt
‖v˜(t)‖20 + ‖v˜(t)‖21 =
∫
Ω
((u(x, t))2 − (m0)2)v˜(x, t)dx,
which, using the Hölder and Young inequalities, implies that
d
dt
‖v˜(t)‖20 + ‖v˜(t)‖21 ≤ ‖u(t) +m0‖2L3‖u(t)−m0‖20. (17)
Therefore, from (17) and (8), we can deduce for all t ≥ 0,
‖v˜(t)‖20 ≤ ‖v0 − (m0)2‖20e−t + e−t
∫ t
0
‖u(s)−m0‖20‖u(s) +m0‖2L3esds
≤ C0e−t + C0e−t
∫ t
0
‖u(s) +m0‖2L3e−2sesds
≤ C0e−t + C0e−t
∫ t
0
‖∇u(s)‖20e−sds+ C0e−t
∫ t
0
‖u(s) +m0‖20e−sds,
from which, using (12), we conclude (9).
In next theorem, we will show, for large times, exponential bounds for more regular norms.
Theorem 2.5. Let ε > 0. Under hypothesis of Theorem 2.4, there exists a constant C1 > 0 such
that if ε2 ≤ 12C1 it holds
‖(u(t)−m0,∇v(t))‖21 ≤ 2εe−
1
2
(t−t2), a.e. t ≥ t2(ε), (18)
with t2 := t2(ε) ≥ 0 a large enough time that will be obtained in the proof.
Proof. We define Fm(t) := ‖u˜m(t)‖21 + 12‖∇vm(t)‖21. Then, from (8) and (11), we have that∫ +∞
t
Fm(s)ds ≤ ‖(um(t)−m0,∇vm(t))‖20 ≤ C0e−2t,
which, in particular, implies that for all δ > 0, there exists a large enough time t0 = t0(δ) ≥ 0
such that ∫ +∞
t0
Fm(s)ds ≤ δ. (19)
Then, taking into account that Fm(t) satisfies (19), proceeding as in Lemma 2.1 in [3], we have
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that for all δ > 0, t ≥ t0(δ) and τ > 0, there exists a time t¯ ∈ [t, t+ τ ] such that
Fm(t¯) ≤ 2δ
τ
. (20)
Indeed, the set of points t¯ ∈ [t, t+τ ] satisfying (20) has measure greater than τ/2. Now, in order
to obtain strong estimates, we take u¯ = −∆um and v¯ = 12∆2vm in (10), arriving at ([5]):
d
dt
(
‖∇u˜m(t)‖20 +
1
2
‖∆vm(t)‖20
)
+ ‖∆u˜m(t)‖20 + ‖∆vm(t)‖21 ≤ C‖u˜m(t)‖61 + C‖∇vm(t)‖61. (21)
Then, adding (11) and (21), we have
d
dt
(
‖u˜m(t)‖21 +
1
2
‖∇vm(t)‖21
)
+ ‖u˜m(t)‖22 + ‖∇vm(t)‖22 ≤ C1
(
‖u˜m(t)‖21 +
1
2
‖∇vm(t)‖21
)3
,
or equivalently, Fm(t) satisfies
F ′m(t) +Gm(t) ≤ C1Fm(t)3, (22)
with Gm(t) = ‖u˜m(t)‖22 + ‖∇vm(t)‖22. Therefore, taking into account that Fm(t) satisfies (22),
proceeding as in Lemma 2.2 in [3], we can deduce that for any ε > 0 and t1 ≥ 0,
Fm(t1) ≤ ε/2 ⇒ Fm(t) ≤ ε, ∀t ∈
[
t1, t1 +
1
2C1ε2
]
. (23)
Thus, as consequence of (20) and (23), following the proof of Theorem 2.3 in [3], we conclude
that for any ε > 0, taking τ = 1
4C1ε2
, δ = 116C1ε and t0 = t0(δ) such that Fm(t) satisfies (19),
where C1 is the constant in the estimate (22), it holds
Fm(t) ≤ ε, ∀t ≥ t2(ε) := t0(δ) + 1
4C1ε2
. (24)
Therefore, from (22) and (24), using the fact thatGm(t) ≥ Fm(t) and taking ε such that ε2 ≤ 12C1 ,
we deduce
F ′m(t) +
1
2
Gm(t) ≤ 0, ∀t ≥ t2 := t2(ε)
and
Fm(t) ≤ Fm(t2)e− 12 (t−t2) ≤ εe− 12 (t−t2), ∀t ≥ t2. (25)
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Moreover, from (24), (22) and (19) we have that (u˜m,∇vm) is bounded in L∞(t2,+∞;H1(Ω)×
H1(Ω)) ∩ L2(t2,+∞;H2(Ω)×H2(Ω)). Then, using the fact that (∂tu˜m, ∂t∇vm) is bounded in
L2(t2,+∞;L2(Ω)×L2(Ω)), a compactness result of Aubin-Lions type implies that (u˜m,∇vm) is
relatively compact in L2(t2, t3;H1(Ω)×H1(Ω)) for all t3 ≥ t2. Therefore, in particular for some
subsequence m′ of m, we have
‖(u˜m′(t),∇vm′(t))‖21 → ‖(u˜(t),∇v(t))‖21, a.e. t ≥ t2,
and using (25) we arrive at (18).
3 Fully Discrete Schemes associated to system (1)
In this section, we study the large-time behavior for two fully discrete schemes associated to
model (1): the nonlinear backward Euler for model (1), and another nonlinear scheme obtained
introducing the auxiliary variable σ = ∇v, which has been proposed in [6]. Along this section
we will use repeatedly the following result (see[8, Lemma 4.1], ):
Lemma 3.1. Assume that δ, k > 0 and β, dn ≥ 0 satisfy
(1 + δk)dn+1 − dn ≤ βk, ∀n ≥ 0.
Then,
dn ≤ (1 + δk)−(n−n0)dn0 + δ−1β, ∀n ≥ n0 ≥ 0.
3.1 Scheme UV
The first scheme that will be studied in this paper is obtained by using FE backward Euler for
the system (1) (considered for simplicity a uniform partition of [0, T ] with time step k = T/N :
(tn = nk)
n=N
n=0 ). Concerning the space discretization, we consider {Th}h>0 be a family of shape-
regular and quasi-uniform triangulations of Ω made up of simplexes (triangles in two dimensions
and tetrahedra in three dimensions), so that Ω = ∪K∈ThK, where h = maxK∈Th hK , with hK
being the diameter of K. Further, let Nh = {ai}i∈I denote the set of all the nodes of Th. We
choose finite element spaces for u and v, which we denote by (Uh, Vh) ⊂ H1 ×W 1,6 generated
by (Pm,P2m)-continuous FE, with m ≥ 1. Then, we consider the following first order in time,
nonlinear and coupled scheme (Scheme UV, from now on):
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Initialization: Let (u0h, v
0
h) ∈ Uh×Vh be a suitable approximation of (u0, v0) ∈ L2(Ω)×H1(Ω),
as h→ 0, with 1|Ω|
∫
Ω
u0h =
1
|Ω|
∫
Ω
u0 = m0, and satisfying (27) below .
Time step n: Given (un−1h , v
n−1
h ) ∈ Uh × Vh, compute (unh, vnh) ∈ Uh × Vh solving (δtunh, u¯h) + (∇unh,∇u¯h) + (unh∇vnh ,∇u¯h) = 0, ∀u¯h ∈ Uh,(δtvnh , v¯h) + (∇vnh ,∇v¯h) + (vnh , v¯h)− ((unh)2, v¯h) = 0, ∀v¯h ∈ Vh, (26)
where we denote in general δtan =
an − an−1
k
. For the initial approximation (u0h, v
0
h) ∈ Uh × Vh
we assume that there exists a positive constant C independent of (k, h) such that
‖(u0h, v0h)‖L2×H1 ≤ C‖(u0, v0)‖L2×H1 . (27)
3.1.1 Existence, energy-stability and convergence
Assuming that the functions u¯h = 1 ∈ Uh and v¯h = 1 ∈ Vh, we deduce that the scheme UV
conserves the total mass
∫
Ω u
n
h, that is,∫
Ω
unh =
∫
Ω
un−1h = · · · =
∫
Ω
u0h, (28)
and we have the following behavior for
∫
Ω v
n
h
δt
(∫
Ω
vnh
)
=
∫
Ω
(unh)
2 −
∫
Ω
vnh . (29)
Theorem 3.2. (Unconditional existence) There exists (unh, v
n
h) ∈ Uh × Vh solution of the
scheme UV.
Proof. The proof follows the argument of Theorem 4.3 of [5], by using the Leray-Schauder fixed
point theorem.
Let Ah : Vh → Vh be the linear operator defined as follows
(Ahvh, v¯h) = (∇vh,∇v¯h) + (vh, v¯h), ∀v¯h ∈ Vh. (30)
Then, the discrete chemical equation (26)2 can be rewritten as
(δtv
n
h , v¯h) + (Ahv
n
h , v¯h)− ((unh)2, v¯h) = 0, ∀v¯h ∈ Vh. (31)
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Moreover, the following estimate holds (see for instance, Lemma 3.1 in [6]):
‖vh‖W 1,6 ≤ C‖Ahvh‖0, ∀vh ∈ Vh, . (32)
Lemma 3.3. (Unconditional stability) The scheme UV is unconditionally energy-stable. In
fact, if (un, vn) is any solution of the scheme UV, then the following discrete energy law holds
δtE(unh, vnh)+
k
2
‖δtunh‖20 +
k
4
‖δt∇vnh‖20 + ‖∇unh‖20 +
1
2
‖(Ah − I)vnh‖20 +
1
2
‖∇vnh‖20 = 0, (33)
where E(unh, vnh) =
1
2
‖unh‖20 +
1
4
‖∇vnh‖20.
Proof. Taking u¯h = unh in (26)1, v¯h =
1
2
(Ah − I)vnh in (31) and using (30), we obtain
∫
Ω
unh · δtunh + ‖∇unh‖20 +
1
2
∫
Ω
∇vnh · δt∇vnh +
1
2
‖(Ah − I)vnh‖20 +
1
2
‖∇vnh‖20 = 0. (34)
To get (34), the fact that (unh)
2 ∈ Vh is essential (which holds from the choice (Pm,P2m) appro-
ximation for (Uh, Vh)) in order to cancel the terms (unh∇vnh ,∇unh) and −12((unh)2, (Ah − I)vnh).
Moreover, using the formula a(a− b) = 1
2
(a2 − b2) + 1
2
(a− b)2 we deduce that
∫
Ω
unh · δtunh +
1
2
∫
Ω
∇vnh · δt∇vnh = δt
(
1
2
‖unh‖20 +
1
4
‖∇vnh‖20
)
+
k
2
‖δtunh‖20 +
k
4
‖δt∇vnh‖20. (35)
Thus, from (34)-(35), we deduce (33).
From the (local in time) discrete energy law (33), we deduce the following global in time estimates
for (unh, v
n
h) solution of the scheme UV:
Lemma 3.4. (Uniform Weak estimates) Let (unh, v
n
h) be a solution of the scheme UV. Then,
the following estimates hold
‖(unh,∇vnh)‖20 +k2
n∑
m=1
‖(δtumh , δt∇vmh )‖20
+k
n∑
m=1
(‖∇umh ‖20 + ‖∇vmh ‖20 + ‖(Ah − I)vmh ‖20) ≤ C0, ∀n ≥ 1, (36)
∣∣∣∣∫
Ω
vnh
∣∣∣∣ ≤ C0, ∀n ≥ 0, (37)
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kn0+n∑
m=n0+1
‖(umh , vmh )‖2H1×W 1,6 ≤ C0 + C1(nk), ∀n ≥ 1, (38)
where n0 ≥ 0 is any integer and C0, C1 are positive constants depending on the data (u0, v0) and
(Ω, u0, v0) respectively, but independent of (k, h) and (n, n0).
Proof. Multiplying (33) by k, summing for m = 1, · · ·, n and using (27), we obtain (36). On the
other hand, from (29) and using (36), we have
(1 + k)
∣∣∣∣∫
Ω
vnh
∣∣∣∣− ∣∣∣∣∫
Ω
vn−1h
∣∣∣∣ ≤ k ∣∣∣∣∫
Ω
(unh)
2
∣∣∣∣ = k‖unh‖20 ≤ kC0. (39)
Then, using Lemma 3.1 in (39), we deduce
∣∣∣∣∫
Ω
vnh
∣∣∣∣ ≤ (1 + k)−n ∣∣∣∣∫
Ω
v0h
∣∣∣∣+ C0 ≤ ∣∣∣∣∫
Ω
v0h
∣∣∣∣+ C0, ∀n ≥ 0,
which implies (37). Finally, from (33), summing form from n0+1 to n+n0, using (32), (36), (37)
and the Poincaré inequality for the zero-mean value function umh −m0, where m0 =
1
|Ω|
∫
Ω
u0 =
1
|Ω|
∫
Ω
umh , we have
k
n0+n∑
m=n0+1
‖(umh −m0, vmh )‖2H1×W 1,6 ≤ C0 + C1(nk),
and thus, we deduce (38).
Starting from the previous stability estimates, we can prove the convergence towards weak solu-
tions of (1). Concretely, by introducing the functions:
• (u˜h,k, v˜h,k) are continuous functions on [0,+∞), linear on each interval (tn, tn+1) and equal
to (unh, v
n
h) at t = tn, n ≥ 0;
• (urh,k, vrh,k) as the piecewise constant functions taking values (unh, vnh) on (tn−1, tn], n ≥ 1,
we have the following result:
Theorem 3.5. (Convergence) There exist subsequences (k′) of (k) and (h′) of (h), with k′, h′ ↓
0, and a weak-strong solution (u, v) of (1) in (0,+∞), such that (u˜h′,k′ , v˜h′,k′) and (urh′,k′ , vrh′,k′)
converge to (u, v) weakly-* in L∞(0,+∞;L2(Ω)×H1(Ω)), weakly in L2(0, T ;H1(Ω)×W 1,6(Ω))
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and strongly in L2(0, T ;L2(Ω)×Lp(Ω))∩C([0, T ];H1(Ω)′×Lq(Ω)), for any T > 0, 1 ≤ p < +∞
and 1 ≤ q < 6.
Remark 3.6. Note that, since the positivity of unh cannot be assured, then the positivity of the
limit function u cannot be proven in the 3D case (see Remark 2.3).
Proof. Proceeding as in Theorem 4.11 of [5] (whose proof follows the arguments of [13]), we can
prove that there exist subsequences (k′) of (k) and (h′) of (h), with k′, h′ ↓ 0, and (u, v) satisfying
(5), (6) and the initial conditions (1)4, such that (u˜h′,k′ , v˜h′,k′) and (urh′,k′ , v
r
h′,k′) converge to (u, v)
weakly-* in L∞(0,+∞;L2(Ω) × H1(Ω)), weakly in L2(0, T ;H1(Ω) ×W 1,6(Ω)) and strongly in
L2(0, T ;L2(Ω)×Lp(Ω))∩C([0, T ];H1(Ω)′×Lq(Ω)), for any T > 0, 1 ≤ p < +∞ and 1 ≤ q < 6.
Moreover, it holds
d
dt
(
1
2
‖u˜k′,h′(t)‖20 +
1
4
‖∇v˜k′,h′(t)‖20
)
+
(tn − t)
2
‖(δtun, δt∇vn)‖20
+‖∇urk′,h′(t)‖20 +
1
2
‖(Ah − I)vrk′,h′(t)‖20 +
1
2
‖∇vrk′,h′(t)‖20 = 0.
In order to obtain that (u, v) satisfies the energy inequality (7), we need to prove that
lim inf
(k′,h′)→(0,0)
∫ t1
t0
‖(Ah − I)vrk′,h′(t)‖20 ≥
∫ t1
t0
‖∆v(t)‖20. (40)
Taking into account that {(Ah−I)vrk′,h′} is bounded in L2(0, T ;L2(Ω)), we have that there exists
w ∈ L2(0, T ;L2(Ω) such that for some subsequence of (k′, h′), still denoted by (k′, h′),
(Ah − I)vrk′,h′ → w weakly in L2(0, T ;L2(Ω). (41)
Therefore, on the one hand, since u2 ∈ L2(0, T ;L3/2(Ω)) ↪→ L2(0, T ;H1(Ω)′), we have
∂tv −∆v + v = u2 in L2(H1)′, (42)
and, on the other hand, using (41), we can deduce
∂tv + w + v = u
2 in L2(H1)′. (43)
Thus, from (42)-(43), we deduce that w = −∆v in D′(Ω), which implies −∆v ∈ L2(0, T ;L2(Ω))
because of w ∈ L2(0, T ;L2(Ω). Therefore, (u, v) satisfies the regularity (4) and taking into
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account (41), we conclude (40). Finally, using (40) and arguing as in the last part of the proof
of Theorem Theorem 4.11 of [5], we deduce that (u, v) satisfies the energy inequality (7), and
therefore, (u, v) is a weak-strong solution of (1).
3.1.2 Large-time behavior of the scheme UV
In this subsection, we will prove exponential bounds for any solution (unh, v
n
h) of the scheme UV
in weak-strong norms. In fact, the next result is the discrete version of Theorem 2.4.
Theorem 3.7. Let (unh, v
n
h) be a solution of the schemeUV associated to an initial data (u
0
h, v
0
h) ∈
Uh × Vh which is a suitable approximation of (u0, v0) ∈ L2(Ω) × H1(Ω), as h → 0, with
1
|Ω|
∫
Ω
u0h =
1
|Ω|
∫
Ω
u0 = m0. Then,
‖(unh −m0,∇vnh)‖20 ≤ C0e−
2
1+2k
kn, ∀n ≥ 0, (44)
‖vnh − (m0)2‖20 ≤ C0e−
1
1+k
kn, ∀n ≥ 0, (45)
k
∑
m>n
(
‖u˜mh ‖21 +
1
2
‖(Ah − I)vnh‖20 +
1
2
‖∇vnh‖20
)
≤ C0e−
2
1+2k
kn, ∀n ≥ 0, (46)
where C0 is a positive constant depending on the data (u0, v0), but independent of (k, h) and n.
Proof. Taking u¯h = u˜nh := u
n
h −m0 in (26)1, v¯h =
1
2
(Ah − I)vnh in (31) and using (28) and (30),
we obtain
δt
(1
2
‖u˜nh‖20 +
1
4
‖∇vnh‖20
)
+
k
2
‖δtu˜nh‖20 +
k
4
‖δt∇vnh‖20
+‖u˜nh‖21 +
1
2
‖(Ah − I)vnh‖20 +
1
2
‖∇vnh‖20 = 0. (47)
Again, to get (47), the fact that (unh)
2 ∈ Vh is essential (which comes from the choice (Pm,P2m)
approximation for (Uh, Vh)) in order to cancel the terms (unh∇vnh ,∇u˜nh) and−12((unh)2, (Ah−I)vnh).
Then, from (47) we can obtain
(1 + 2k)
(
‖u˜nh‖20 +
1
2
‖∇vnh‖20
)
−
(
‖u˜n−1h ‖20 +
1
2
‖∇vn−1h ‖20
)
≤ 0. (48)
Then, applying Lemma 3.1 to (48), using the inequality 1−x ≤ e−x for all x ≥ 0 as well as (36),
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we have for all n ≥ 0,
‖u˜nh‖20 +
1
2
‖∇vnh‖20 ≤ (1 + 2k)−n
(
‖u˜0h‖20 +
1
2
‖∇v0h‖20
)
≤ C0
(
1− 2
1 + 2k
k
)n ≤ C0e− 21+2kkn, (49)
which implies (44). Moreover, taking v¯h = v˜nh := v
n
h − (m0)2 in (31), we can deduce
1
2
δt‖v˜nh‖20 + ‖v˜nh‖21 =
∫
Ω
((unh)
2 − (m0)2)v˜nh ,
which, using the Hölder and Young inequalities, implies that
(1 + k)‖v˜nh‖20 − ‖v˜n−1h ‖20 ≤ k‖unh +m0‖2L3‖unh −m0‖20. (50)
Then, multiplying (50) by (1 + k)n−1, summing from n = 1 to n = m and using (36) and (49),
we deduce
‖v˜mh ‖20 ≤ (1 + k)−m‖v˜0h‖20 + k(1 + k)−m
m∑
n=1
(1 + k)n−1‖unh −m0‖20‖unh +m0‖2L3
≤ C0(1 + k)−m + C0k(1 + k)−m
m∑
n=1
(1 + k)n−1(1 + 2k)−n‖unh +m0‖2L3
≤ C0(1 + k)−m
[
1 + k
m∑
n=1
‖∇unh‖20 +
k
1 + 2k
m∑
n=1
( 1 + k
1 + 2k
)n−1‖unh +m0‖20
]
≤ C0e−
1
1+k
km
[
1 + C0 + C0
k
1 + 2k
m∑
n=1
( 1 + k
1 + 2k
)n−1]
≤ C0e−
1
1+k
km
[
1 + C0 + C0
(
1−
( 1 + k
1 + 2k
)m)]
, ∀m ≥ 0,
from which we arrive at (45). Finally, from (44) and (47), we have that for all n ≥ 0,
k
∑
m>n
(
‖u˜mh ‖21 +
1
2
‖(Ah − I)vnh‖20 +
1
2
‖∇vnh‖20
)
≤ ‖(unh −m0,∇vnh)‖20 ≤ C0e−
2
1+2k
kn.
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3.2 Scheme US
The second scheme which will be analyzed has also been studied in [6], where the auxiliary
variable σ = ∇v is introduced, and the model (1) is rewritten as follows:
∂tu−∇ · (∇u) = ∇ · (uσ) in Ω, t > 0,
∂tσ −∇(∇ · σ) + σ + rot(rot σ) = ∇(u2) in Ω, t > 0,
∂u
∂n
= 0 on ∂Ω, t > 0,
σ · n = 0, [rot σ × n]tang = 0 on ∂Ω, t > 0,
u(x, 0) = u0(x) > 0, σ(x, 0) = ∇v0(x) in Ω.
(51)
In fact, (51)2 was obtained applying the gradient to equation (1)2 and adding the term rot(rot σ)
using the fact that rot σ = rot(∇v) = 0. Once solved (51), it is possible to recover v from u2
solving 
∂tv −∆v + v = u2 in Ω, t > 0,
∂v
∂n
= 0 on ∂Ω, t > 0,
v(x, 0) = v0(x) > 0 in Ω.
(52)
Based on the above decomposition, the scheme is obtained by using FE backward Euler for the
system (51)-(52) (again considered for simplicity on a uniform partition of [0, T ] with time step
k = T/N : (tn = nk)
n=N
n=0 ). Concerning the space discretization, we consider the triangulation
as in the scheme UV. We choose finite element spaces for u, σ and v, which we denote by
(Uh,Σh, Vh) ⊂ H1×H1σ ×W 1,6 generated by Pk,Pm,Pr-continuous FE, with k,m, r ≥ 1. Then,
we consider the following first order in time, nonlinear and coupled scheme (Scheme US, from
now on):
Initialization: Let (u0h,σ
0
h, v
0
h) ∈ Uh ×Σh × Vh be a suitable approximation of (u0,σ0, v0), as
h→ 0, with 1|Ω|
∫
Ω
u0h =
1
|Ω|
∫
Ω
u0 = m0.
Time step n: Given (un−1h ,σ
n−1
h ) ∈ Uh ×Σh, compute (unh,σnh) ∈ Uh ×Σh solving (δtunh, u¯h) + (∇unh,∇u¯h〉+ (unhσnh,∇u¯h) = 0, ∀u¯h ∈ Uh,(δtσnh, σ¯h) + (σnh, σ¯) + (∇ · σnh,∇ · σ¯) + (rot σnh, rot σ¯)− 2(unh∇unh, σ¯h) = 0, ∀σ¯h ∈ Σh.
(53)
Once solved (53), given vn−1h ∈ Vh we can recover vnh = vnh((unh)2) solving:
(δtv
n
h , v¯h) + (∇vnh ,∇v¯h) + (vnh , v¯h)− ((unh)2, v¯h) = 0, ∀v¯h ∈ Vh. (54)
16
3.2.1 Known results
The scheme US also conserves the total mass
∫
Ω u
n
h (satisfying (28)), and also has the behaviour
for
∫
Ω v
n
h given in (29). The existence of (u
n
h,σ
n
h) ∈ Uh × Σh solution of the scheme US, vnh
solution of (54), and the unconditional energy-stability of the scheme US was proved in [6]. In
fact, the following discrete energy law holds
δtE(unh,σnh)+
k
2
‖δtunh‖20 +
k
4
‖δtσnh‖20 + ‖∇unh‖20 +
1
2
‖σnh‖21 = 0, (55)
where E(unh,σnh) = 12‖unh‖20 + 14‖σnh‖20.
From the (local in time) discrete energy law (55), the following global in time weak estimates for
(unh,σ
n
h) are deduced in [6]:
‖(unh,σnh)‖20 + k2
n∑
m=1
‖(δtumh , δtσmh )‖20 + k
n∑
m=1
‖(∇umh ,σmh )‖2L2×H1 ≤ C0, ∀n ≥ 1,
k
n0+n∑
m=n0+1
‖umh ‖21 ≤ C0 + C1(nk), ∀n ≥ 1,
where n0 ≥ 0 is any integer and C0, C1 are positive constants depending on the data (Ω, u0,σ0),
but independent of (k, h) and (n, n0).
3.2.2 Large-time behavior of scheme US
Theorem 3.8. Let (unh,σ
n
h) be a solution of the schemeUS associated to an initial data (u
0
h,σ
0
h) ∈
Uh × Σh which is a suitable approximation of (u0,σ0) ∈ L2(Ω) × L2(Ω), as h → 0, with
1
|Ω|
∫
Ω
u0h =
1
|Ω|
∫
Ω
u0 = m0. Then,
‖(unh −m0,σnh)‖20 ≤ C0e−
2
1+2k
kn, ∀n ≥ 0, (56)
k
∑
m>n
(
‖u˜mh ‖21 +
1
2
‖σmh ‖21
)
≤ C0e−
2
1+2k
kn, ∀n ≥ 0, (57)
where C0 is a positive constant depending on the data (u0,σ0), but independent of (k, h) and n.
Proof. Taking u¯h = u˜nh := u
n
h −m0 in (53)1, σ¯h =
1
2
σnh in (54) and using (28), we obtain
δt
(1
2
‖u˜nh‖20 +
1
4
‖σnh‖20
)
+
k
2
‖δtu˜nh‖20 +
k
4
‖δtσnh‖20 + ‖u˜nh‖21 +
1
2
‖σnh‖21 = 0. (58)
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Then, from (58) we can obtain
(1 + 2k)
(
‖u˜nh‖20 +
1
2
‖σnh‖20
)
−
(
‖u˜n−1h ‖20 +
1
2
‖σn−1h ‖20
)
≤ 0. (59)
Then, applying Lemma 3.1 to (59), and proceeding as in (49), we arrive at (56). Finally, from
(56) and (58), we have that for all n ≥ 0,
k
∑
m>n
(
‖u˜mh ‖21 +
1
2
‖σmh ‖21
)
≤ ‖(unh −m0,σnh)‖20 ≤ C0e−
2
1+2k
kn.
Corollary 3.9. Let vnh = v
n
h((u
n
h)
2) be a solution of (54) associated to an initial data v0h ∈ Vh
which is a suitable approximation of v0 ∈ H1(Ω), as h→ 0. Then (45) holds.
Proof. The proof follows as in Theorem 3.7.
Now, in order to obtain more regular estimates, we consider the linear operators A˜h : Uh → Uh
and Bh : Σh → Σh defined as follows (A˜huh, u¯h) = (∇uh,∇u¯h) + (uh, u¯h), ∀u¯h ∈ Uh,(Bhσh, σ¯h) = (∇ · σh,∇ · σ¯h) + (rot σh, rot σ¯h) + (σh, σ¯h), ∀σ¯h ∈ Σh.
Then, we rewrite (53) as
 (δtunh, u¯h) + (A˜hunh, u¯h)− (unh, u¯h) + (unhσnh,∇u¯h) = 0, ∀u¯h ∈ Uh,(δtσnh, σ¯h) + (Bhσnh, σ¯h)− 2(unh∇unh, σ¯h) = 0, ∀σ¯h ∈ Σh. (60)
Moreover, the following estimates hold (see for instance, Lemma 3.1 in [6]):
‖uh‖W 1,6 ≤ C‖Ahuh‖0 ∀uh ∈ Uh, ‖σh‖W 1,6 ≤ C‖Bhσh‖0 ∀σh ∈ Σh.
Theorem 3.10. Under hypothesis of Theorem 3.8, the following estimate holds
k
∑
m>n
‖(A˜hu˜mh , Bhσmh )‖20 ≤ C
(
1
k
e−
2
1+2k
k(n−1) +
( 1
k2
e−
4
1+2k
k(n−1) + 1
)
e−
2
1+2k
kn
)
, ∀n ≥ 1, (61)
where C is a positive constant independent of (k, h) and n.
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Proof. We define Fn := ‖u˜nh‖21 + 12‖σnh‖21. Then, from (57) we have that
∑
m>n
Fm ≤ 1
k
C0e
− 2
1+2k
kn, ∀n ≥ 0,
which, taking into account that Fm ≥ 0 for all m ∈ N, implies that
Fn ≤ 1
k
C0e
− 2
1+2k
k(n−1), ∀n ≥ 1. (62)
Now, taking u¯h = A˜hu˜nh and σ¯h = Bhσ
n
h in (60), we have
1
2
δt
(
‖(u˜nh,σnh)‖21
)
+
k
2
‖(δtu˜nh, δtσnh)‖21 + ‖(A˜hu˜nh, Bhσnh)‖20 ≤ ‖u˜nh‖21 + τ‖(A˜hu˜nh, Bhσnh)‖20
+Cτ‖∇u˜nh‖2L3‖σnh‖2L6 + Cτ‖u˜nh‖2L6‖∇ · σnh‖2L3 + Cτ‖∇u˜nh‖2L3‖u˜nh‖2L6 + Cτ (m0)2‖(∇u˜nh,∇ · σnh)‖20
≤ ‖u˜nh‖21 + τ‖(A˜hu˜nh, Bhσnh)‖20 + τ‖(∇u˜nh,∇ · σnh)‖2L6 + Cτ‖u˜nh‖21‖σnh‖41 + Cτ‖u˜nh‖61
+Cτ‖σnh‖21‖u˜nh‖41 + Cτ (m0)2‖(u˜nh,σnh)‖21. (63)
Therefore, taking into account that ‖(uh,σh)‖2W 1,6 ≤ C‖(A˜huh, Bhσh)‖20 for all (uh,σh) ∈ Uh ×
Σh (see [6]), from (63) (choosing τ small enough) we deduce
δt
(
‖(u˜nh,σnh)‖21
)
+ ‖(A˜hu˜nh, Bhσnh)‖20 ≤ C1
(
‖(u˜nh,σnh)‖21
)3
+ C2‖(u˜nh,σnh)‖21. (64)
Then, from (64), taking into account (62) and (57), we deduce for all n ≥ 1,
k
∑
m>n
‖(A˜hu˜mh , Bhσmh )‖20 ≤ ‖(u˜nh,σnh)‖21 + (
1
k2
C20C1e
− 4
1+2k
k(n−1) + C2)k
∑
m>n
‖(u˜mh ,σmh )‖21
≤ 1
k
C0e
− 2
1+2k
k(n−1) +
(
C3
1
k2
e−
4
1+2k
k(n−1) + C4
)
e−
2
1+2k
kn,
from which we conclude (61).
Remark 3.11. In the case of the scheme UV it is not clear how to obtain one more regular
estimate equivalent to the obtained in Theorem 3.10 for the scheme US. In fact, a key step in
the proof of Theorem 3.10, is to integrate by parts in the term (unhσ
n
h,∇(A˜hu˜nh)) arriving at
(∇unh · σnh, A˜hu˜nh) + (unh∇ · σnh, A˜hu˜nh), which it is not possible for the scheme UV in the term
(unh∇vnh ,∇(A˜hu˜nh)), because unh∇vnh does not have a derivative in L2(Ω).
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4 Numerical Simulations
In this section we will compare the results of several numerical simulations that we have carried
out using the schemes studied in the paper. We are considering P1-continuous approximation
for unh, σ
n
h and P2-continuous approximation for vnh . Moreover, we have chosen the domain
Ω = [0, 2]2 using a structured mesh, and all the simulations are carried out using FreeFem++
software. The linear iterative method used to approach the nonlinear schemes US and UV is
the Newton Method, and in all the cases, the iterative method stops when the relative error in
L2-norm is less than ε = 10−6.
4.1 Positivity
The aim of this subsection is to compare the fully discrete schemes UV and US in terms of
positivity. Theoretically, for both schemes, is not clear the positivity of the variables unh and v
n
h .
In fact, in some simulations, we obtain numerical results in which unh is negative. For example,
choosing k = 10−5, the initial conditions (see Fig. 1):
u0=−10xy(2− x)(2− y)exp(−10(y − 1)2 − 10(x− 1)2) + 10.0001
and
v0=200xy(2− x)(2− y)exp(−30(y − 1)2 − 30(x− 1)2) + 0.0001,
and taking meshes in space increasingly thinner (h = 110 , h =
1
20 , h =
1
35 and h =
1
75), we obtain
(a) Initial cell density u0 (b) Initial chemical concentration v0
Figure 1 – Initial conditions.
that in both schemes, the discrete cell density unh takes negative values for some x ∈ Ω in some
times tn > 0 (see Figs. 2-5). Moreover, as h tends to 0, (a) the behaviour of both schemes is
20
increasingly similar, and (b) the negative values taken for unh in both schemes are closer to 0. This
is in accordance with [5], where it was proved that the only time-discrete schemes corresponding
to the schemes UV and US are equivalents and have nonnegative solution (un, vh).
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Figure 2 – Minimum values of unh, with h = 110 .
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Figure 3 – Minimum values of unh, with h = 120 .
Remark 4.1. In the computations, the execution time for the scheme UV is smaller than the
execution time for the scheme US. In fact, the scheme UV is twice faster than the scheme US.
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Figure 4 – Minimum values of unh, with h = 135 .
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Figure 5 – Minimum values of unh, with h = 175 .
On the other hand, with respect to the discrete chemical concentration vnh , we observe that the
same behavior is obtained for the minimum of vnh in both schemes. In fact, independently of h,
if v0 is positive, then vh also is positive (we show this behavior in Fig. 6 for the case h = 135 , but
the same holds for the cases h = 110 , h =
1
20 and h =
1
75).
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Figure 6 – Minimum values of vnh , with h = 135 .
4.2 Energy-Stability
In Subsection 3.1.1, Lemma 3.3, the unconditional energy-stability for the scheme UV with
respect to the energy E(u, v) was proved. In fact, if (unh, vnh) is any solution of the scheme UV,
the following relation holds
δtE(unh, vnh) + ‖∇unh‖20 +
1
2
‖(Ah − I)vnh‖20 +
1
2
‖∇vnh‖20 ≤ 0, ∀n.
On the other hand, in [6] the authors proved the unconditional energy-stability for the scheme
US for the modified energy E(u,σ). Even more, if (unh,σnh) is any solution of the scheme US, it
holds
δtE(unh,σnh) + ‖∇unh‖20 +
1
2
‖σnh‖21 ≤ 0, ∀n.
Then, the aim of this subsection is to compare numerically the energy-stability of the schemes
UV and US with respect to the energy E(u, v). Indeed, if we take k = 10−6, h = 125 and the
initial conditions
u0=−10xy(2− x)(2− y)exp(−10(y − 1)2 − 10(x− 1)2) + 10.0001
and
v0=20xy(2− x)(2− y)exp(−30(y − 1)2 − 30(x− 1)2) + 0.0001,
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we obtain that:
(a) The schemes UV and US satisfy the energy decreasing in time property for the energy
E(u, v), that is, E(unh, vnh) ≤ E(un−1h , vn−1h ) for all n, see Fig. 7.
(b) The schemes UV and US satisfy (see Fig. 8)
RE(unh, v
n
h) := δtE(unh, vnh) + ‖∇u
n− 1
2
h ‖20 +
1
2
‖(Ah − I)vn−
1
2
h ‖20 +
1
2
‖∇vn−
1
2
h ‖20 ≤ 0, ∀n,
where un−
1
2
h =
unh + u
n−1
h
2
and vn−
1
2
h =
vnh + v
n−1
h
2
.
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Figure 7 – Energy E(unh, vnh ) of schemes UV and US.
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