On the unit disk of the complex plane, a characterization for the membership of Bloch space and analytic Besov space is expressed extending known results.
Introduction
Let D = {z ∈ C: |z| < 1} be the unit disc in the complex plane C and let dA(z) = dx dy denote the Lebesgue area measure of C. For a ∈ D, the Möbius transformation ϕ a is defined by
The group of automorphisms of D will be denoted by M, which consists of rotations (around the origin) of ϕ a , a ∈ D. Among M invariant function spaces, the Bloch space B and the Besov space B p , 1 < p < ∞, are defined to consist of all holomorphic functions f on D for which E-mail address: egkwon@andong.ac.kr. 
Conditions (1.1) and (1.2) are quite apart in the form though they are equivalent. Our first goal of this note is to find a new condition interpolating these two conditions. We have
The left side quantity of
Cases α = p and α = 0 of (1.3) reduce to (1.1) and (1.2), respectively. Next, we pass to the limiting case, f ∈ B. Among various characterizations for the membership f ∈ B, we pay attention to the following. 
The left integral of
Comparing the similarity of the integrands in (1.1) and in (1.4), one may guess a parallel principle between characterizations of B and B p . Our next goal is to find a characterization of B in the same vein with (1.3). We have, as supposed to be,
Case α = p of (1.5) reduces to (1.4) and case α = 0 lies in a parallel line with (1.2) under the principle comparing (1.4) and (1.1).
Our proof of theorems heavily depends on the following lemma which seems to have an independent interest.
Lemma. Suppose that
Here and throughout "≈" means that the quotient of the left side and the right side lies between two positive constants unless both are zero or infinity.
We finally state another characterization of B which follows directly from Lemma by noting that f 
The left side integral of (1.7) is equivalent to f p B .
Theorem 3 extends Theorem B because case α = p of (1.7) reduces to (1.4). It also extends [7, Theorem 2] because case α = 2 of (1.7) reduces to the result. (1.7) also lies in a parallel line with (1.3) under our comparing principle.
The hypothesis p − α > −2 cannot be removed in our Lemma and theorems to guarantee the convergence of the involved integrals.
Lemma and theorems will be proved in Sections 2 and 3. In Section 4, the comparing principle will be remarked and slightly extended versions of Theorems 1-3 with symmetric integrand will be stated.
Proof of Lemma
For simplicity, let us denote for 0 p < ∞ that
Then (1.6) can be restated as
I (p, 0; F ) ≈ I (p, α; F ). (2.1)
In proving (2.1), it is assumed that 0 α < ∞, 0 < p < ∞, p − α > −2 and F is holomorphic on D with F (0) = 0, I (p, 0; F ) < ∞. Note that we may assume α = 0. We divide cases 0 < α 2 and 2 < α < ∞.
By the Hölder inequality, the last integral is bounded by
So, we obtain 
so that we obtain
by using the inequality |z| log 1 |z| 1 − |z| 2 with a simple change of variable. Hence we have
Conversely, by Hölder's inequality,
So we are sufficient to show that
In fact, Green's theorem gives that
So, taking the integration 1 0 r dr on both sides, 
By changing a variable and using monotone increasing property of 2π 0 |F (re iθ )| p dθ [3, Theorem 1.6], it is easy to see
Noting that
and finally via the arithmetic-geometric mean inequality have
(2.9) (2.8) and (2.9) completes the proof. 
