In this paper, we shall prove that if the domination number of G is at most 2, then P (G, ) is zero-free in the interval (1, ), where 
Introduction
It is well known that all chromatic polynomials are zero-free in the intervals (−∞, 0) and (0, 1) (see [2, 5] ). Jackson [3] proved that all chromatic polynomials are also zero-free in (1, 32 27 ], where the number 32 27 cannot be replaced by any larger number. Thomassen [8] showed that the zeros of the chromatic polynomials are dense over the interval ( 32 27 , +∞). Hence (−∞, 0), (0, 1) and (1, 32 27 ] are the only three zero-free intervals for the chromatic polynomials of graphs.
Let G be the family of all graphs. For any S ⊆ G, define (S) = sup{1 < t 2 : P (G, ) = 0 for all ∈ (1, t) and all G ∈ S}.
Thomassen [7] showed that if S is the family of graphs with a Hamiltonian path, then (S) = 
Jackson [3] conjectured that (S) = 2 if S is the family of 3-connected non-bipartite graphs. However, counterexamples to this conjecture are recently discovered by Royle [6] . For any graph G, let V (G) and E(G) be the set of vertices and the set of edges of G, respectively, and let v(G)=|V (G)| and e(G) = |E(G)|. For any T ⊆ V (G), define N(T ) = {x ∈ V (G)\T : xy ∈ E(G) for some y ∈ T }.
We call T a dominating set of G if N(T ) ∪ T = V (G). The domination number of G, denoted by (G), is defined as
(G) = min{|T | : T is a dominating set of G}.
For any positive integer k, let D k be the family of connected graphs G with (G) k.
Note that G ∈ D 1 if and only if G has a vertex x of degree v(G) − 1. If d(x) = v(G) − 1, then
and so P (G, ) = 0 for all ∈ (1, 2), since P (G − x, ) is zero-free in the interval (0, 1). Therefore, (D 1 ) = 2.
In this paper, we shall show that
In addition, we shall also consider the following subfamily of D 2 :
where (G) denotes the maximum degree of G, and show that (A) = 
Splitting-closed families
Let G be a connected graph and T a subset of V (G). Then T is called a cut-set of G if G − T is disconnected, where G − T is the graph obtained from G by deleting all vertices of T and all edges incident to T.
For u, v ∈ V (G) with uv / ∈ E(G), let G + uv and G · uv denote the graph obtained from G by adding a new edge uv and the graph obtained from G by contracting u and v and replacing parallel edges by single ones, respectively.
Let S be a family of connected graphs of order at least 2. We say that S is splitting-closed if the following two properties hold for each graph G ∈ S:
(i) if T is a complete cut-set of G with |T | 2, then S includes all T-bridges; (ii) if G is 2-connected and {u, v} is a cut-set of G with uv / ∈ E(G), then S includes all {u, v}-bridges of G + uv and all blocks of G · uv.
The above two properties will be referred to as splitting-closed conditions (i) and (ii), respectively. Note that splittingclosed condition (ii) does not imply that G + uv ∈ S or G · uv ∈ S.
It is clear that the family of connected graphs is splitting-closed. It was observed in [7] that the family of graphs having a Hamiltonian path is also splitting-closed. We shall show in Section 3 that D k is also splitting-closed for all k 1.
The concept of a splitting-closed family was indeed used by Jackson and Thomassen implicitly in tackling their problems in [3, 7] respectively. In what follows, we shall derive some of its general properties, which may be useful in investigating some other related problems.
For any connected graph G with v(G) 2, define the following graph-function: Let S be a splitting-closed family of connected graphs of order at least 2. For any graph G ∈ S, define
For any ∈ (1, 2), define
In what follows, we shall develop some structural properties of graphs in S( ) for some ∈ (1, 2). We first state the following result due to Zykov (see also [2, 4, 5] 
Proof. By Theorem 2.2,
.
where the last inequality follows from the given conditions and the fact that
The proof is thus complete.
By Lemma 2.1, the next result follows readily.
Lemma 2.2. Let S be a splitting-closed family. If G ∈ S(
) for some ∈ (1, 2), then G contains no complete cut-set T with |T | 2.
Proof. Suppose that T is a complete cut-set of
Since S is splitting-closed, we have G i ∈ S, and so (iii) Assume that k is even. As
Lemma 2.3. Let S be a splitting-closed family and G ∈ S( ) for some ∈ (1, 2). Assume that {u, v} is a cut-set of G and H is the subgraph of G induced by
, the number of components of G − {u, v} is odd.
Lemma 2.4. Let S be a splitting-closed family and G ∈ S( ) for some ∈ (1, 2). For any uv ∈ E(G), if G−uv ∈ S
and G · uv ∈ S, then G − uv has exactly two blocks.
Proof. Observe that
where
This shows that G − uv has even number of blocks. Since G is 2-connected, the block/cut-vertex tree of G − uv is a path, as shown in Fig. 1 . Let w 1 , w 2 , . . . , w t−1 be the cut-vertices of G − uv, where t is even. If t 4, then uw 2 / ∈ E(G) and G − u − w 2 has exactly two components, which contradicts Lemma 2.3. Hence t = 2, i.e., G − uv has exactly two blocks. (Fig. 2) .
Since G is 2-connected and V 1 and V 2 are the vertex sets of two components of G − u − v, G 0 must be connected. We first show that G 0 is not 2-connected.
If v(G 0 ) = 3, then G 0 is a path, and so G 0 is not 2-connected. Now consider the case that v(G 0 ) 4. Thus, Observe that
Thus,
We also have
Then, by (9), 
Q(H · uv, ) > 0 and Q(H + uv, ) > 0. Hence, by (11), Q(G, ) > 0, contradicting the assumption that G ∈ S( ).
As G 0 is not 2-connected, G − {u, v} contains exactly three components. The block/cut-vertex tree of G 0 must be a path. If G 0 has more than two blocks, then G has a cut-set {u, w} such that G − u − w has exactly two components, which contradicts Lemma 2. 3 . Hence G 0 has exactly two blocks. 
Lemma 2.6. Let S be a splitting-closed family and G ∈ S( ) for some ∈ (1, 2). Assume that both G − uv and G · uv belong to S, where uv ∈ E(G). (i) If v(G) 4, then uv is not on any 3-cycle. (ii) If d(u) 3 and d(v) 3, then uv is not on any 4-cycle.

Proof. (i) Suppose that v(G)
4
The family D k
We begin with the following observation.
Lemma 3.1. For any integer
, where x is any vertex in T. Hence G i ∈ D k , and so D k satisfies splitting-closed condition (i).
It is clear that D k satisfies the splitting-closed condition (ii), because for any two vertices u, v with uv / ∈ E(G), we have (G + uv) (G) and (G · uv) (G).
Hence D k is splitting-closed. 
As both H 0 and G − V 1 − V 2 belong to D k , by Lemma 2.5, G − u − v has exactly three components, and the subgraph of G induced by {u, v} ∪ V 3 is connected with exactly two blocks. Similarly, the subgraph of G induced by {u, v} ∪ V i is connected with exactly two blocks for i = 1, 2. Suppose that w 1 w 2 w 3 w 1 is a 3-cycle in G. Then there must be an edge, say w 1 w 2 , such that either {w 1 , w 2 } ⊆ D or {w 1 , w 2 } ∩ D = ∅. Thus, both G − w 1 w 2 and G · w 1 w 2 belong to D k . By Lemma 2.6, w 1 w 2 is not on any 3-cycle, a contradiction.
(ii) Suppose that uv is an edge in G such that d(u) 3, d(v) 3 and {u, v} ∩ D = ∅ for some dominating set D of G with |D| k. Then both G − uv and G · uv belong to D k , and by Lemma 2.6, uv is not contained in any 4-cycle.
The family D 2
In this section, we first study the structure of any graph G ∈ D 2 ( ) for some ∈ (1, 2), and then determine (D 2 ). Fig. 3 or can be obtained from a graph in Fig. 3 by adding the edge xy. Hence r = 2, and the result holds. 
Proof. It is clear v(G) 3. If v(G)
The polynomial (12) has only one zero in (1, 2) , i.e., We shall use the following Fundamental Reduction Theorem on chromatic polynomials in the proof of the main result in this section.
Theorem 4.1. Let G be any graph and xy / ∈ E(G) for distinct x, y ∈ V (G). Then
P (G, ) = P (G + xy, ) + P (G · xy, ).
We are now in a position to establish the main result of this paper.
Theorem 4.2.
(
Proof. Let Suppose that there exists a graph G in D 2 such that Q(G, ) 0 for some ∈ (1, ). We may assume that Q(H, ) > 0 for every graph
Let {x, y} be a dominating set of G. By Lemma 4.2, G[R ∪ {x, y}] either is a graph in Fig. 3 or can be obtained from a graph in Fig. 3 by adding the edge xy, where R is the vertex set of a component of G − x − y.
Let G 1 and G 2 denote the graphs in Fig. 3(b) and (c), respectively. Observe that
and
We complete the proof in two cases. Fig. 3(a) and 3 
A subfamily of D 2
In this final section, we shall consider the following subfamily of D 2 :
Observe that the complete bipartite graph K 2,2k+1 is a graph in A, and
The polynomial P (K 2,3 , ) has only one zero in the interval (1, 2), namely, 
We now have 
