With the advent of neuroimaging tools has come a surpassing concern for space and a corresponding disregard for time. The next century will see a newfound appreciation of the fact that, with respect to language, time is always of the essence.
tributed to (among other things) phonological processing, semantic processing, syntactic processing, working memory, and willed action. I propose that the critical constraint needed to definitively answer the what question is time. This follows from the observation that neural manifestations of these (or relevant correlated) processes are temporally distinct and transient events, as revealed by the excellent temporal resolution provided by eventrelated potentials (ERPs) and magnetoencephalography (MEG; cf. Osterhout, McLaughlin, & Bersick, 1997) . The problem is that the hemodynamic response to an event is delayed in onset and evolves over 10 to 12 s, which is an order of magnitude or two slower than the (phonological, syntactic, semantic, etc.) processes of interest. In other words, in imaging experiments all of these processes are represented in the time dimension by a single data point. This is as true for event-related fMRI designs (e.g., Burock et al., 1998) as it is for standard blocked-trial designs. By contrast, ERPs and MEG provide a sampling of activity every few milliseconds, thereby allowing discrimination between closely sequenced transient events.
The challenge facing us in the upcoming decades is to overcome this problem in imaging time. One approach already in use combines neuroimaging data with ERP or MEG data. Assuming that the neural generators of the ERP activity can be modeled as a small number of discrete dipole sources, the location of the ERP generators can be compared to the activated regions revealed by imaging (see, e.g., Heinze et al., 1994) . Moreover, ERP effects occurring at different times can be mapped onto different activations within a single map of activation (Snyder et al., 1995) . However, to help identify what is happening at a particular place, this approach requires knowledge about the functional significance of the corresponding ERP/MEG effect. The future must also bring with it a means for dealing with the (numerous) ERP sources that cannot be modeled as simple dipoles and, critically, a much better understanding of how rapid changes in electromagnetic activity relate to much slower changes in blood flow.
Another approach dispenses with imaging altogether. Recent evidence indicates that transient (ϳ50 msec) synchronization of neuronal discharges acts as an integrative mechanism to bind widely distributed neurons into a coherent ensemble (Rodriguez et al., 1999) . Different ensembles of synchronized neurons are claimed to represent different cognitive tasks or states. This transient activity, occurring in the gamma frequency range , is thought to reflect Hebbian associative learning (Pulvermüller, 1996) . Preliminary research indicates that some aspects of word processing can be characterized in these terms (Pulvermüller, 1996) . The next decades will reveal whether (and which) specific language processes are uniquely characterized spatially and temporally by such transient synchronizations (and, by inference, by associative processes).
In the next century, the prospects for learning more about how the brain enables language depend mostly on the successful introduction of the time dimension into the heretofore three-dimensional spatial maps of activation. Otherwise, the cognitive neuroscience of the future might quickly become a relic of the past.
