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a b s t r a c t
We analyze the influence of choice of boundary condition (no-slip and Navier’s slip
boundary conditions) on linear stability of Hagen–Poiseuille flow. Several heuristic
arguments based on detailed analysis of spectrum of the Stokes operator are given,
and it is concluded that Navier’s slip boundary condition should have a destabilizing
effect on the flow. Finally the linear stability problem is solved by numerical means, and
quantitative results confirming the heuristic prediction are obtained. It is shown that
the destabilization is not strong enough to maintain an unstable disturbance, and that
the significant destabilization effects of Navier’s slip boundary condition are restricted
to small values of the Reynolds number. As a byproduct we obtain explicit formulas for
eigenfunctions of the Stokes operator subject to Navier’s slip boundary condition.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
Hagen–Poiseuille flow is a flow of incompressible Newtonian fluid in a pipe of infinite length that is driven by the
pressure gradient in the direction of the pipe’s axis. The flow can be considered as the most simple model for many
practically important flows occurring in nature and engineering applications (blood flow in arteries, flowof liquid substances
in pipelines), and furthermore an experimental setting for measuring various characteristics of such a flow can be built
relatively easy—for these reasons Hagen–Poiseuille flow attracted the attention of theoreticians as well as experimentalists.
The present paper is focused on the stability of Hagen–Poiseuille flow with regard to choice of boundary condition.
Stability of the flow with no-slip boundary condition was already extensively studied, and in fact, pioneering experiments
on the stability of fluid flows performed by Reynolds [1] were done with Hagen–Poiseuille flow. After a thorough research
was done, it was found that the flow is linearly stable for all Reynolds numbers—for so-called nonaxisymmetric modes the
statement on the stability of the flow is based onnumerical calculations (see for example [2,3] or themost recent calculations
reported in [4]), while for axisymmetric modes there is a rigorous proof of stability that was worked out by Herron [5].
Although the linear stability theory works quite well for important problems such as plane Poiseuille flow (see for
example [6]) or Blasius boundary layer (see the well-known works of Tollmien [7] and Schlichting [8]), it fails to predict
instability in Hagen–Poiseuille flow, and other techniques should be used for the successful prediction of transition—namely
theory of exact coherent structures proposed by Waleffe [9] and further developed by Faisst and Eckhardt [10] and Wedin
and Kerswell [11]. This exceptional status of the Hagen–Poiseuille flow led researchers to consider various changes in the
Hagen–Poiseuille setting, and to effort to analyze the influence of these changes on the stability of the flow in order to
identify the factors that are essential for the linear stability of the flow. The influence of the shape of the pipe’s cross section
was investigated by Davey [12] and Davey and Salwen [13] who found that if the circular profile is replaced by an elliptical
profile (even with a very small eccentricity) then an instability can be predicted using the linear stability theory; another
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slight change in the Hagen–Poiseuille setting, namely small oscillations superposed to the stationary pressure gradient, was
studied by von Kerczek and Tozzi [14] who found that oscillations can have both stabilizing and destabilizing effects.
In the present paper the influence of the boundary condition on the stability of Hagen–Poiseuille flow is studied,
and differences in stability characteristics between pipe flow with the no-slip and Navier’s slip (originally proposed by
Navier [15]) boundary conditions are discussed. Although the no-slip boundary condition is almost accepted as an inevitable
part of fluid mechanics theory, it is possible to raise doubts about the status of the no-slip boundary condition—for example
one’s intuition can lead to the conclusion that the no-slip boundary condition is untenable for high pressure gradients driving
the flow (and consequently for high Reynolds numbers), because one can expect that the high pressure will force fluid
particles to move even in the neighborhood of the pipe’s wall. In fact, Stokes himself doubted on the validity of the no-slip
boundary condition (see for example [16] or a concise historical overview of the status of the no-slip boundary condition
in [17]), and the choice of the right boundary condition remains a subtle issue, especially in the mechanics of thin films,
rarefied fluids, fluids in contact with molecular-scale rough surfaces, to name a few examples.
Indeed, recent studies based on molecular dynamics simulations (see [18] or [19,20]) showed that the no-slip boundary
condition is in some cases not sufficient, and must be replaced by another type of boundary condition—namely by Navier’s
slip in the case of single-phase flow past a chemically patterned surface [18]. The problem of the boundary condition
also attracted mathematicians, and it was shown that Navier’s slip is an effective boundary condition for a flow past
an infinitesimally ribbed surface—see [21] for a precise mathematical formulation and for a short overview of various
mathematical aspects of the choice of a boundary condition. From the point of view of large data existence results for
general unsteady three-dimensional flows Bulíček et al. [22] observed that, in the context of weak solutions, Navier’s slip
at the boundary leads a priori to better mathematical properties of the pressure in comparison with the no-slip boundary
condition.
To conclude, Navier’s slip seems to be a relevant boundary condition and its influence on the stability of Hagen–Poiseuille
flow (and also to other general shear flows) is worthy of investigation.
2. Problem formulation
Governing equations for the incompressible Newtonian fluid are the well-known Navier–Stokes equations
∂u
∂t
+ [∇u] u = − 1
ρ
∇p+ ν1u,
div u = 0,
where the standard notation is used (u is the velocity, p is the pressure, ρ is the density, ν is the viscosity). However, the
boundary condition in the considered case set is to be
θu • t + (1− θ)γ Sn • t|r=R = 0,
where n in the normal vector to the boundary, t is arbitrary tangent vector to the boundary, S = 2νD (D denotes the
symmetric part of the velocity gradient), γ is a slip parameter and θ ∈ (0, 1] is a dimensionless weight. Furthermore it is
supposed that the pressure gradient driving the flow is constant, thus
∂p
∂z
= −∆s,
where∆s ∈ (0,+∞). The only difference between the standard Hagen–Poiseuille setting and the setting given above is in
the boundary condition. By the choice of weight θ it is possible to adjust the boundary condition from no-slip (θ = 1) to
Navier’s slip (θ = 12 ).
Having the governing equations it is easy to see that the velocity field that solves the problem has (in cylindrical
coordinates) nonzero component only in the direction of the pipe’s axis,1 and the nonzero component is given by the
following formula
uzˆ = ∆sR
2
4ρν
(
1−
( r
R
)2)+ ∆sR2
4ρν
(
4ν
R
γ
)
1− θ
θ
,
where R is the pipe’s radius. If the pipe’s radius R is chosen as the characteristic length L, ∆sR
2
4ρν as the characteristic velocity
U , then we can define the Reynolds number as
Re = LU
ν
,
and introduce another dimensionless parameter Γ describing ‘‘strength’’ of slip as
Γ = γ ν
R
.
1 Superscripts rˆ , ϕˆ, zˆ are used to denote the corresponding vector components in the cylindrical coordinates.
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The dimensionless form of the base flow is given by the formula
V zˆ = u
zˆ
U
= (1− r2)+ 41− θ
θ
Γ , (2.1)
where r ∈ [0, 1] now denotes the dimensionless pipe radius.2 An important feature of this scaling is that the
nonstandard boundary condition appears in the base flow velocity as a perturbation to the Hagen–Poiseuille velocity profile.
Henceforward only the dimensionless variables will be used.
Let us now consider a disturbance v to the base flow V given by (2.1). Using the standard approach of the linear stability
theory (for details see for example [23]) the following dimensionless system of governing equations for the disturbance v
can be easily derived:
∂v
∂t
+ [∇V ]v + [∇v]V = −∇p+ 1
Re
1v, (2.2)
div v = 0, (2.3)
v • n|r=1 = 0 (2.4)
θv • t + (1− θ)2Γ Dn • t|r=1 = 0 (2.5)
v|t=0 = v0. (2.6)
The question is whether there exists an initial disturbance v0, such that v(t)→+∞ for t →+∞, and (if it is the case) how
does the existence of such an unstable disturbance depend on the value of θ . All numerical simulations quoted above suggest
that in the framework of the linear stability theory there exists no unstable disturbance for the classical Hagen–Poiseuille
flow (θ = 1), but one can ask whether the same statement holds also for Hagen–Poiseuille flow with a slip boundary
condition.
As the linear stability theory dictates, the solution to the disturbance equations is sought in the form of spatial waves3
v(r, ϕ, z, t) = v˜(r, t)einϕ+iαz, (2.7)
where (α, n) ∈ R×Z is thewave vector of the disturbance and r ,ϕ, and z are the cylindrical coordinates. In this approach it is
of course tacitly assumed that the disturbance is localized in a section of thepipe that is boundedby twoplanes perpendicular
to the pipe’s axis and one wavelength in the direction of the pipe’s axis apart, or that the disturbance is spatially periodic in
the direction of the pipe’s axis.
Using the standard approach of the linear stability theory, let us now try to predict the impact of Navier’s slip boundary
condition on the stability of the flow. Concerning a norm of the disturbance, the norm induced by the natural scalar product
(integration is carried out over the section of the pipe)
〈v, u〉 =
∫ 1
r=0
∫ 2pi
ϕ=0
∫ 2pi
α
z=0
v˜ • u˜?rdrdϕdz = 4pi
2
α
∫ 1
r=0
v˜ • u˜?rdr
is a suitable choice. Multiplying (2.2) (in the scalar product introduced above) by the disturbance itself, the following
governing equation for the norm of the disturbance is obtained
1
2
d
dt
‖v˜‖2 = R
(〈
−∇p˜+ 1
Re
1v˜, v˜
〉
− 〈[∇V ]v˜, v˜〉− 〈[∇ v˜]V , v˜〉) , (2.8)
whereR denotes the real part.
3. Influence of the change in the base flow
The base flow velocity V zˆ can be divided into two parts, namely the classical part V zˆc = (1 − r2) and a shift due to the
boundary condition V zˆΓ = 4 1−θθ Γ . Using the governing equation for the disturbance norm, it is easy to see that the shift V zˆΓ
does not have an influence on stability, indeed〈[∇V ]v˜, v˜〉 = 〈[∇Vc]v˜, v˜〉+ 〈[∇VΓ ]v˜, v˜〉 = 〈[∇Vc]v˜, v˜〉 ,〈[∇ v˜]V , v˜〉 = 〈[∇ v˜]Vc, v˜〉+ 〈[∇ v˜]VΓ , v˜〉 = 〈[∇ v˜]Vc, v˜〉+ iα41− θ
θ
Γ
∥∥v˜∥∥2 ,
2 In fact the term 1−θ
θ
Γ is a new dimensionless parameter that should be used instead of using θ and Γ separately (for example θ = 12 , Γ = 10 and
θ = 14 , Γ = 53 will give the same results in all calculations). Nevertheless, θ and Γ are used in the text in order to keep a clear connection between the
original problem and the dimensionless problem.
3 This can be also interpreted as the Fourier transform in z variable and expansion to complex Fourier series in ϕ variable. If n = 0, then the disturbance
is denoted as an axisymmetric disturbance.
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and the only term that differs (2.8) with θ = 1 (classical Hagen–Poiseuille flow) from (2.8) with θ 6= 1 (Hagen–Poiseuille
flow with Navier’s slip boundary condition) is iα4 1−θ
θ
Γ
∥∥v˜∥∥2 that is purely imaginary, therefore the shift cannot affect the
growth of the disturbance norm, and consequently the difference in the base velocity does not play a role in the stability
problem—the only difference that can play a role is the difference in the boundary condition for the disturbances. This
difference, however, has a strong influence on the eigenvalues of the Stokes operator that represents a damping term in the
governing equation for the disturbances.
4. Influence of the change in the spectrum of the Stokes operator
The eigenvalue problem for the Stokes operator4 is the following well-known steady problem:
−∇p+ 1
Re
1v˜ = λv˜, (4.1)
div v˜ = 0, (4.2)
v˜ • n∣∣r=1 = 0, (4.3)
θ v˜ • t + (1− θ)2Γ Dn • t∣∣r=1 = 0. (4.4)
If {λk}k∈N is the set of all eigenvalues of the Stokes operator, then it is clear that the first term on the right-hand side of (2.8)
can be estimated as
R
(〈
−∇p˜+ 1
Re
1v˜, v˜
〉)
=
〈
−∇p˜+ 1
Re
1v˜, v˜
〉
≤ λ1 〈v, v〉 = λ1‖v˜‖2,
where λ1 is the greatest eigenvalue of the Stokes operator—it is well known that the eigenvalues of the Stokes operator
are negative, and therefore the term has a damping effect. The strength of the damping is closely linked with λ1, and the
value of λ1 is a function of Γ and weight θ , the question is whether the strength of the damping increases or decreases with
increasing/decreasing values of θ and Γ .
The eigenvalues of the Stokes operator can be found explicitly, indeed, a modification of the procedure used in [2,24] for
the no-slip boundary condition gives, after a lengthy computation, the following general formula for the eigenvalues
λk = − 1Re
(
α2 + β2k
)
, (4.5)
where βk are for α 6= 0 positive roots of the characteristic equation f (β) = 0where the characteristic function f (β) is given
by the formula5
f (β) = det

− 1
2
In+ (α) Jn+ (β) Jn− (β)
nIn (α)
(
1− 2 1− θ
θ
Γ
)
α
(
−Jn− (β)+ 2 1− θ
θ
Γ (βJn (β)+ Jn− (β))
)
αJn+ (β)
(
−1+ 2 1− θ
θ
Γ
)
αIn (α) α2
1− θ
θ
Γ Jn+ (β) 2βJn (β)+ 1− θ
θ
Γ
(
α2 + β2
)
Jn− (β)
 , (4.8)
where In+ (α) = In−1 (α) + In+1 (α) and Jn± (β) = Jn−1 (β) ± Jn+1 (β) denote combinations of the Bessel functions of the
first and second kind (see [25]). In the planar case α = 0, n 6= 0, the characteristic equation takes a different form, and βk
are in this case given positive roots of equation
Jn (β)+ 1− θ
θ
Γ (βJn−1 (β)− nJn (β)) = 0, (4.9)
or of equation
nJn+ (β)
(
1+ 21− θ
θ
Γ (|n| − 1)
)
− |n|
(
Jn− (β)+ 21− θ
θ
Γ (nJn+ (β)− Jn− (β)− βJn (β))
)
= 0. (4.10)
4 A solution is, in contrast to the standard setting in themathematical literature, already assumed in form (2.7), and all differential operators are properly
transformed to the Fourier space.
5 The characteristic equation in case n = 0 is greatly simplified, and splits into two independent equations, namely
J1 (β)+ 1− θ
θ
Γ (βJ0 (β)− 2J1 (β)) = 0, (4.6)
−I1 (α)
(
βJ0 (β)− 1− θ
θ
Γ
(
α2 + β2) J1 (β))+ αI0 (α) J1 (β) = 0. (4.7)
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(a) Axisymmetric mode, n = 0. (b) Nonaxisymmetric mode, n = 1.
Fig. 1. Plots of characteristic function f (β) given by (4.8) for various values of θ (for Γ = 1, α = 1).
In the singular case α = 0, n = 0, βk are positive roots of the following equations
J1 (β)+ 1− θ
θ
Γ (βJ0 (β)− 2J1 (β)) = 0, (4.11)
J0 (βk)− 1− θ
θ
Γ βJ1 (βk) = 0. (4.12)
The expressions for eigenvalues are complicated, nevertheless a general conclusion on dependence of λ1 on θ and Γ
can be made. Plots of functions f (β) in the non-planar case (α 6= 0) for nonaxisymmetric (n 6= 0) and axisymmetric
(n = 0) modes are shown in Fig. 1. The figure shows that the first positive root of the characteristic equation
f (β) = 0 is – with decreasing θ – moving towards the origin of the coordinate system, therefore λ1 given by (4.5) is
increasing and consequently the damping in (2.8) is weaker. This behaviour is generic and does not depend on particular
values of α and n, thus it is reasonable to expect that the flow will be destabilized by the decreasing values of θ and
vice versa.
A quantitative analysis of the impact of the change in the Stokes operator spectrum was performed by numerical
calculations, and is reported below. The numerical results are restricted to small values of α (at most of order one) and
n, since the similar procedure as in [26] leads to the conclusion, that the wavelengths of (possibly) unstable disturbances
should lie in this interval.
5. Numerical procedure
The disturbance in (2.2)–(2.6) is assumed in the form of a wave with (complex) phase speed c , and the r-dependent part
of velocity is discretized using an orthonormal system {vk(r)}+∞k=0
v(r, ϕ, z, t) = v˜(r)ei(nϕ+αz−ωt) = v˜(r)einϕeiα(z−ct)
=
+∞∑
k=0
akv˜k(r)einϕeiα(z−ct). (5.1)
The orthonormal system {vk(r)}+∞k=0 is formed by eigenfunctions of the appropriate (regarding the boundary condition)
Stokes operator—this is essentially the same approach as in [2], only the set of eigenfunctions is altered.
Eigenfunctions of the Stokes problem (4.1)–(4.4) can be found explicitly, and in the most general case α 6= 0, n 6= 0 the
eigenfunctions have the following form6
v˜k =

in+2α
(
(C+Jn+1 (βkr)+ C−Jn−1 (βkr))− C02 (In−1 (αr)+ In+1 (αr))
)
in+1α
(
(C+Jn+1 (βkr)− C−Jn−1 (βkr))+ C02 (In−1 (αr)− In+1 (αr))
)
in+1 (αC0In (αr)− βk (C+ − C−) Jn (βkr))
 ,
6 Vector components are in the column vectors ordered as follows v˜k =
[
v˜ rˆk v˜
ϕˆ
k v˜
zˆ
k
]T
.
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(a) α = 1, n = 0. (b) α = 0.5, n = 1.
Fig. 2. Comparison of the results with the results obtained by Schmid and Henningson [28], calculatedwith 30 functions in the Galerkin expansion,Γ = 1.
where βk are roots of the characteristic equation f (β) = 0, where f (β) is given by (4.8), C0 = 1, and C± solve the system of
linear equations Ax = b, where the matrix A is given by
A =
α
(
−Jn− (βk)+ 21− θ
θ
Γ (βkJn (βk)+ Jn− (βk))
)
αJn+ (βk)
(
−1+ 21− θ
θ
Γ
)
α2
1− θ
θ
Γ Jn+ (βk) 2βkJn (βk)+ 1− θ
θ
Γ
(
α2 + β2k
)
Jn− (βk)
 ,
and vectors b and x are given by
x =
C+ + C−2C− − C+
2
 , b = −Ia (α)
n(1− 21− θθ Γ
)
α
 .
For α 6= 0, n = 0 the eigenfunctions of the Stokes operator are
v˜k =

−α I1 (α)
J1 (βk)
J1 (βkr)+ αI1 (αr)
0
i
(
αI0 (αr)− βk I1 (α)J1 (βk) J0 (βkr)
)
 , or v˜k =
[ 0
2αJ1 (βkr)
0
]
,
depending on whether βk is a solution to (4.7) or (4.6) respectively. In the planar case α = 0, n 6= 0 the eigenfunctions are
v˜k =
[ 0
0
Jn (βkr)
]
, or v˜k =

|n|
(
− Jn+1 (βkr)+ Jn−1 (βkr)
Jn−1 (βk)+ Jn+1 (βk) + r
|n|−1
)
i
(
|n| Jn+1 (βkr)− Jn−1 (βkr)
Jn−1 (βk)+ Jn+1 (βk) + nr
|n|−1
)
0
 ,
again depending on whether βk is a solution to (4.9) or (4.10). Finally, in the singular case α = 0, n = 0 the eigenfunctions
are
v˜k =
[ 0
J1 (βkr)
0
]
, or v˜k =
[ 0
0
J0 (βkr)
]
,
where βk is a solution to (4.11) or (4.12) respectively.
The question of growth/decay of the disturbance in the form (5.1) is reduced to an algebraic eigenvalue problem
F(α, n, θ,Γ )a = ωa for ω, where a is the vector of coefficients coming from the discretization of v˜(r), and F(α, n, θ,Γ ) is
the discretized version of the operator in (2.2)–(2.6). Clearly, the disturbance is unstable if there exists an eigenvalueω = αc
such that its imaginary part =(ω) is positive (or equivalently =(c) > 0), otherwise it is stable.
6. Results
The numerical procedure briefly described above was implemented using the GNU Scientific Library [27], and for θ = 1
it was tested by comparison to already known results reported in [28]; results of the comparison for several values of α and
n are shown in Fig. 2.
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(a) n = 0. (b) n = 1.
Fig. 3. Dependence of stability characteristics on θ (α = 1, Γ = 1).
(a) n = 0. (b) n = 1.
Fig. 4. Dependence of stability characteristics on θ , high values of ‘‘strength’’ of slip Γ (α = 1, Γ = 10).
The agreement for values of the phase speed c = cr + ici for θ = 1 is obvious, and furthermore the calculation showed
that a relatively small amount of expansion functions v˜k is necessary to provide a sufficiently good numerical resolution
of the value of the most important phase speed (i.e. the phase speed with the greatest imaginary part). The need of small
amount of expansion functions is a consequence of the fact that the basis v˜k diagonalizes the Stokes operator, and therefore
the eigenvalue problem F(α, n, θ,Γ )a = ωa has also almost diagonal structure.
Fig. 2 also shows that the spectrum for the slip case is indeed different from the spectrum in the no-slip case, and that
with increasing value of θ the spectrum apparently moves in the horizontal direction—but this movement is not important
since for stability only movement in the vertical direction is relevant. The movement in the vertical direction that is not
very apparent in Fig. 2 is discussed below. To analyze the movement in the vertical direction, we define cmaxi = maxc∈σ {ci}
being the maximal imaginary part in the set of phase speeds given by the eigenvalues ω = cα of the stability operator
F(α, n, θ,Γ ). Plots of cmaxi for various values of dimensionless parameters are shown in Figs. 3–5. Clearly, the maximal
imaginary part cmaxi determines the slowest decay rate of disturbances.
Fig. 3 shows the dependence of cmaxi on the Reynolds number Re for the axisymmetric mode (n = 0) and the first
nonaxisymmetricmode (n = 1) atmoderate values ofα andΓ—the change of boundary condition from theno-slip boundary
condition θ = 1 to Navier’s slip boundary condition has (mainly) a destabilizing effect, and the destabilizing effect is the
most significant for small Reynolds numbers. However, the destabilizing effect is not strong enough to push cmaxi to positive
values. The same destabilizing effect can be observed also for other values of n (higher nonaxisymmetric modes), in this case
the destabilizing effect becomes weaker with increasing value of n.
Same plots as in Fig. 3 are shown in Fig. 4, but now the value of the parameter Γ is ten times greater. The destabilizing
effect is again significant only for small Reynolds numbers, and it seems that the destabilizing effect has a certain bound in
the sense that the destabilization does not grow infinitely with increasing values of effective slip strength 1−θ
θ
Γ , but instead
of infinite growth some type of limiting behaviour occurs. It is therefore possible to conclude that the values of cmaxi will
remain negative even for high values of Γ (tested up to Γ = 100).
Fig. 5 documents the influence of the spatial wavelength α on the size of destabilizing effect induced by the change
of the boundary condition. High values of α suppress the destabilizing effect, and the stability characteristics of the
Hagen–Poiseuille flow with the no-slip and Navier’s slip boundary condition are nearly the same (curves in the figures
closely overlap).
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(a) n = 0. (b) n = 1.
Fig. 5. Dependence of stability characteristics on θ , long spatial wavelength α in the z-axis direction (α = 10, Γ = 1).
The behaviour described and documented in Figs. 3–5 is generic, and the same conclusions hold also for other values of
dimensionless parameters (tested in the range n = 0, . . . , 5, wavelength α from 0.1 to 100, slip ‘‘strength’’ Γ from 1 to 100,
Reynolds number Re from 5 to 2000).
7. Conclusion
The influence of the boundary condition on the linear stability of Hagen–Poiseuille flow was investigated, whereas the
classical no-slip boundary conditionwas replaced by Navier’s slip boundary condition that seems to be the proper boundary
condition in many important situations (chemically patterned surfaces, molecular rough surfaces).
The detailed analysis of the stability problem and the spectrum of the Stokes operator led to a heuristic prediction that
the flow with Navier’s slip boundary condition will be less stable than the flow with the no-slip boundary condition. The
predictionwas tested by numerical calculations and itwas found that the change of the boundary condition really hasmainly
a destabilizing effect (although for some values of dimensionless parameters the flow is slightly stabilized by Navier’s slip
boundary condition). The destabilizing effect is, however, significant only for small values of the Reynolds number,moderate
wavelengths α and for the axisymmetric mode and for the first few nonaxisymmetric modes, for other choices of parameter
values the stability characteristics of the flow with the no-slip and Navier’s slip boundary condition are almost the same.
Furthermore, the destabilizing effect is not strong enough to maintain unstable disturbances even if the slip ‘‘strength’’ Γ is
high—the numerical calculation shows that the destabilizing effect does not grow infinitely with increasing Γ and its size
is bounded by a certain limiting value.
The calculations therefore revealed that Hagen–Poiseuille flow is, with a degree of certainty the numerical calculations
can give, on qualitative level (stability/instability) insensitive to the change of the boundary condition from the no-slip
to Navier’s slip. In this sense one can say that Hagen–Poiseuille flow is ‘‘structurally stable’’ with respect to the boundary
condition. This finding should be compared with the fact that the stability of Hagen–Poiseuille flow is according to [13]
extremely sensitive to the shape of the pipe’s cross section.
The choice of the boundary condition, that in fact represents the simplest description of fluid–solid interaction, was
nevertheless proved to have a significant influence on stability. Boundary condition therefore represents a factor that must
not be lost in sight of stability considerations, and should be carefully investigated in the future—there are plenty of boundary
conditions that are used in practical applications (see the list in [29]), that areworthy of further interest. The presented article
provided an attempt to start the study of the role of boundary conditions in stability theory by investigation of the influence
of Navier’s slip boundary condition that can be considered as the simplest nonstandard boundary condition.
Explicit formulas for eigenvalues and eigenfunctions of the Stokes operator with Navier’s slip boundary condition were
found as a byproduct of the numerical procedure. The formulas can be used in purely theoretical considerations as in [26]
to provide analytical bounds for monotone linear stability.
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