This paper considers the problem of aggregating several multicast sessions. A multicast session is defined as a subset of clients requiring the same information. Besides, each client can require several multicast sessions. A telecommunication network cannot manage many multicast sessions at the same time. It is hence necessary to group the sessions into a limited number of clusters. The problem then consists in aggregating the sessions into clusters to limit the number of unnecessary information sent to clients. The strong relationship of the problems with biclique problems in bipartite graph is established. We then model the problems using integer quadratic and linear programming formulations. We investigate some properties to strengthen the models. Several algorithms are provided and compared with a series of numerical experiments.
Introduction
The very fast evolution of telecommunication network technologies offers more and more flexibility for the telecommunication operators to deploy a wide variety of new services. However, it becomes more and more difficult to deploy and organize all these new services and their underlying network protocols in an efficient and optimized way. In this paper, we are concerned with special kinds of services interconnecting at the same time more than two entities (customers, computers or servers). In order to keep a general terminology, the interconnected entities will be called nodes. These services are called multicast services, as opposed to unicast services where only two nodes are communicating information from one to the other. Most "classic" telecommunication services are unicast: two people talking on the phone, one client connected to a server. Many of the new telecommunication services are multicast: several business sites linked through a video-conferencing service, sets of customers asking for the same TV channel,etc. As illustrated by these two examples, several types of multicast services can be distinguished. When any of the n nodes interconnected through the multicast service can send information to all n − 1 other nodes, the For instance, Fig. 1 shows two different solutions for a problem with 2 sessions. Node 1 only requires session 1, node 3 requires session 2 and node 2 requires both the sessions. If we decide to group both the sessions into a single tree (preferably a Steiner tree), all the nodes will hence receive the information data from both the sessions whereas node 1 did not require the data from session 2 and node 3 did not require the data from session 1. Bandwidth is hence wasted in the links b, c and e. This waste corresponds to useless information sent through the network, for instance, from the source to some nodes in the point-to-multipoint context. There are several ways to estimate this waste in order to translate it into an objective function for an optimization model. One can, for instance, take into account the length of the path (along the multicast tree) from a source node to a client node on which the unnecessary traffic is sent. A formulation of the problem using this objective is described in [6] . One can also take into account the specific capacity or available bandwidth of each link on which unnecessary traffic is sent and try to penalize more the links with very little available capacity. All these problems are very difficult problems, involving as a subproblem, the Steiner tree problem. For this reason, we have chosen somewhat approximately the effective bandwidth waste by counting only one unit each time the information of one session is sent to a client node which does not require this information. In Fig. 1 , an overcost of two units is paid when a single tree is used. This amounts to approximating the network structure by a simple star-network having the source as center. In this case, the optimal multicast tree for any set of client nodes becomes straightforward to construct. It suffices to select all the edges linking the source with these client nodes. However, we show in this paper, that the problem remains NP-hard.
The notations and a formal description of the problem are provided in Section 2. Relations with biclique problems in bipartite graphs are established. Section 3 is devoted to the complexity issues: it is proved that the problem is NPcomplete and a special case is shown to be polynomial. Mixed-integer linear and quadratic formulations are proposed in Section 4 along with some properties allowing to simplify or strengthen the formulations. Solution methods are proposed in Section 5 and the computational results are provided in Section 6.
Notations and problem statement
Assume that the set of client nodes is represented by the index set I = {1, . . . , n} and that the set of sessions is represented by the index set J = {1, . . . , m}. Denote by D ⊂ I × J the set of demands connecting a client i and a session j. Each demand (i, j) expresses the fact that a client i wants to be part of session j. A simpler way to express the relation between clients and sessions is given by a binary matrix D having one row per client node and one column per session. An entry or demand d i j = 1 at position (i, j) means that client i requires session j (or requires to receive the information associated with session j). All other entries in the matrix are 0.
The problem consists in defining p clusters T 1 , . . . , T p , where p ∈ {1, . . . , m − 1} is a parameter representing the number of clusters or multicast trees and each cluster T k is defined as a triplet (I k , J k , D k ) with I k ⊂ I and J k ⊂ J . The set D k = (I k × J k ) ∩ D is the subset of demands between I k and J k . The set of clusters is denoted by T and indexed by K = {1, . . . , p}. In the problem considered, the clusters should be defined in such a way that D 1 , . . . , D p is a partition of D. In a cluster T k , all demands D k are treated as a single multicast group, that is the information of each session of J k will be sent to each client of I k . If we assume that the information of each session is counted as one unit, the total amount of information units sent is |I k | × |J k |. However, each client only requires one unit from each session to which it belongs. As a consequence, the number of units needed by the clients of I k from the sessions of J k is equal to i∈I k , j∈J k d i j = |D k |. Thus |I k ||J k | − |D k | gives the amount of wasted information units in cluster T k . The Multicast Cover problem consists in finding p clusters T 1 , . . . , T p (where
is minimum. A variant of this problem, called Multicast Partition problem can be introduced when, in addition to the partition of D, we also require that the p clusters induce a partition of J , or, in other words, that each session belongs to exactly one J k . This variant consists in finding the partition of J using p clusters such that the amount of wasted information given by (1) is minimum.
These problems can also naturally be modeled using bipartite graphs. Indeed, the matrix D also describes the adjacency matrix of a bipartite graph G = (I ∪ J, E) where each edge e ∈ E corresponds to a demand (i, j) of D:
According to the previous definition, each cluster T k , for k = 1, . . . , p, is the subgraph of G induced by (I k , J k ). Therefore, the Multicast Cover problem (MC) can be formally redefined as follows: define a set E + of additional edges (E + ⊂ E c = (I × J )\ E) of minimum cardinality and such that each subgraph or cluster T k can be completed by edges of E + in order to form a complete bipartite subgraph or biclique. In other words, each subgraph in (G, E ∪ E + ) induced by (I k , J k ) is a biclique. Then, (MC) consists in building p clusters such that each edge belongs to exactly one cluster and the number of additional edges E + needed to transform the p clusters into bicliques is minimum. The Multicast Partition problem (MP) is the variant of problem (MC) where J 1 , . . . , J p must make a partition of J .
The bipartite graph representation is illustrated by Fig. 2 . The bipartite graph in (a) contains 4 sessions on the left and 5 clients on the right. An optimal solution of (MP) with p = 2 consists in partitioning the first two sessions in a same cluster and the last two sessions in an other cluster. The cost of this partition is equal to 4 (2 edges added for each cluster). This solution is represented in (b). The two clusters
) define an optimal solution of problem (MC) of cost equal to 3 (2 edges added to T 1 and one to T 2 ).
Note that in our model, when a session is sent unnecessarily to a client, only one unit of wasted information is counted. Such a cost definition reflects a "real" telecommunication network only if we assume that the core network is aggregated so that each customer is directly connected to the source node s of all multicast sessions. This is, for instance, the case of a radio access network where each base station transmits multicast sessions to clients. The problem can also be very easily adapted in the case where the bandwidth requirements differ from one multicast session to another. In this case, it suffices to add the bandwidth requirement as a weight for each variable in the objective function. In this case the objective function counts the effective amount of bandwidth wasted in the network. Taking into account the topology of the network in an exact way, for instance, to increase the impact of wasted bandwidth when the traffic is carried over longer paths, is much more complex. Such extensions are nice perspectives for future work. The special network that we consider in this paper is called a star-network. Consider the graph G where the star-node is s (the source of all multicast sessions) and each other node i ∈ I represents a client node. There is an edge {s, i} between the source node and each client node. The example of Fig. 2 is represented by a star-network on Fig. 3 . In this example, using two different clusters or trees induces a cost equal to 4 for problem (MP) and only 3 for problem (MC). (MP) solution is represented in (b) with one tree sending sessions j 1 , j 2 to i 1 , i 2 , i 3 , i 4 and an other tree sending sessions j 3 , j 4 to i 2 , i 3 , i 4 , i 5 . The two trees of the (MC) solution are represented in (c), one is sending j 1 , j 2 , j 3 to i 1 , i 2 , i 3 and the other is sending j 2 , j 3 , j 4 to i 4 , i 5 .
Biclique problems in bipartite graphs
In this section, the definition and the complexity of some fundamental biclique problems in bipartite graphs are first recalled. We then show that the new problems (MC) and (MP) are NP-hard.
Let G = (I ∪ J, E) be a bipartite graph. The pair {A, B}, where A ⊂ I and B ⊂ J , is a biclique if the subgraph of G induced by A ∪ B is complete. A biclique cover is a set of bicliques such that each edge e ∈ E belongs to at least one biclique.
The maximum edge biclique problem (MEB) consists in finding a biclique whose number of edges is maximum. (MEB) has been shown to be NP-complete in [14, 4] . The p-balanced biclique problem, which consists in finding a biclique {A, B} in G such that |A| = |B| = p, has also been shown to be NP-complete in [8] . However, the maximum vertex biclique problem, which consists in finding a biclique in G whose number of vertices is maximum, is polynomial [8] and so is its weighted version.
The minimum biclique cover problem (mBC), which consists in finding a biclique cover of minimum cardinality, is NP-hard [13] . Similarly the minimum biclique partition problem (mBP), which consists in finding a biclique partition of minimum cardinality, is also NP-hard [13] .
A bipartite graph G = (I ∪ J, E) is a bicluster graph if all its connected components are bicliques. The bicluster completion problem, which consists in finding the minimum number of edges to add so that the resulting graph is a bicluster graph which is a polynomial since it is only necessary to identify connected components and to add edges in each component to form a biclique. However, the bicluster deletion problem, which consists in finding the minimum number of edges to remove so that the resulting graph is a bicluster graph, is NP-complete [1] .
Complexity of (MC) and (MP)
Let us now show that (MC) and (MP) are NP-hard.
Theorem 1. (MC) is NP-complete.
Proof. We consider here the decision version of (MC): given G = (I ∪ J, E), a natural number p ∈ {2, . . . , m − 1} and a natural number N ≤ |I ∪ J | 2 , is it possible to add at most N edges to E so that the edges of the new bipartite graph can be partitioned into at most p bicliques?
The definition of (mBP) is: given a bipartite graph G and a natural number p ∈ {2, . . . , m − 1}, is it possible to find at most p bicliques partitioning the edges of G? We observe that (mBP) is simply the special case of (MC) where N = 0. So we get that (MC) is also NP-complete.
In order to prove that (MP) is NP-complete, we introduce a new problem, namely the Deletion Multicast Partition problem (DMP) which is close to (MP). (DMP) consists in finding the minimum number of edges to remove from G so that the edges of the resulting graph can be partitioned by a biclique cover
. . , p make a partition of I . In order to simplify the transformation from (DMP) to (MP), we slightly extend the definition of a biclique by considering that for any A ⊂ I , {A, ∅} is a biclique.
First, we prove that (DMP) polynomially reduces to (MP) and then, that (DMP) is NP-complete.
Lemma 1. (DMP) polynomially reduces to (MP).
Proof. The decision version of (MP) is: given a bipartite graph G = (I ∪ J, E), a natural number p ∈ {2, . . . , m − 1} and a natural number N ≤ |I ∪ J | 2 , is it possible to add at most N edges to E so that the resulting graph can be covered by at most p bicliques and the set of bicliques induces a partition of the vertices of I ? We observe that the decision version of (DMP) can be expressed similarly, the only difference being that at most N edges have to be removed from G.
We transform (DMP) to (MP). Let (G = (I ∪ J, E), p, N ) be an arbitrary instance of (DMP). Assume thatḠ = (I ∪ J,Ē) withĒ = (I × J ) \ E and consider the instance (Ḡ, p, N ) of (MP). This reduction, which is clearly polynomial, is described in Fig. 4 for a source instance with p = 2 and N = 1.
Let F be such that
. . , {A p , B p } inducing a partition of I and |F| = N ≤ N . Now letḠ be the graph (I ∪ J,Ē ∪ F). For any k ∈ {1, . . . , p }, letB k = J \ B k . Assume now that a ∈ A k and b ∈B k . If {a, b} ∈ E then we have {a, b} ∈ F since the only edges of E that do not belong to A k × B k are in F. So {a, b} is an edge ofḠ . If {a, b} ∈ E then we also have that {a, b} is an edge ofḠ . So {A k ,B k } is a biclique ofḠ . Now let {a, b} ∈Ē ∪ F, there is an index k such that a ∈ A k and we have b ∈B k since E \ F = ∪ k=1,..., p A k × B k . So by adding F to the edges ofĒ, we get that the resulting graph may be covered by the bicliques
Conversely, starting from a biclique cover
where |F| ≤ N , F ∩Ē = ∅ and the subsets A k , k = 1, . . . , p make a partition of I , we observe that in this casē
Now, we prove that (DMP) is NP-complete. Accordingly, we prove that (DMP) with at most 2 bicliques is NPcomplete with a reduction to the Maximum Edge Biclique (MEB).
Lemma 2. (DMP) is NP-complete (even if p = 2).
Proof. (DMP) is clearly in NP. We polynomially reduce (MEB), which is NP-complete [14] , to (DMP).
In its decision form, (MEB) can be expressed as follows: given a bipartite graph G = (I ∪ J, E) and a natural number K ≤ |E|, is there a biclique with at least K edges?
Let (G, K ) be an arbitrary instance of (MEB). We construct a new bipartite graph G by adding one vertex v to I without incident edges. An instance of (DMP) is defined by the bipartite graph G = (I ∪ J, E) where I = I ∪ {v} and by the integer N = |E| − K . This polynomial reduction is depicted in Fig. 5 for a source instance with K = 9. We complete the proof by showing that there exists a biclique in G with K ≥ K edges if and only if N (≤ N ) edges may be removed from G such that G can be covered by 2 bicliques inducing a partition of the vertices of I .
Let {A, B} be a biclique of G with K edges. {A, B} is also a biclique of G . Let F be the set of edges in G which are not edges of the biclique {A, B}. We clearly have |F| = |E| − K ≤ |E| − K = N and F ⊂ E. Let G = (I ∪ J, E \ F) be the bipartite graph obtained from G by removing |F| edges. {A, B} and {I \ A, ∅} form a biclique cover ofG that induces a partition of I .
Conversely, letG = (I ∪ J, E \ F) be the bipartite graph obtained from G by removing |F| = N ≤ N edges. The edges ofG are partitioned into the two bicliques {A 1 , B 1 } and {A 2 , B 2 } such that A 1 and A 2 form a partition of I . Assume that v ∈ A 2 . Then the biclique {A 2 , B 2 } has no edge and the biclique {A 1 , B 1 } ofG is also a biclique of
From Lemmas 1 and 2, we get:
A polynomial special case of (MP): (MP/S1)
We consider the special case of (MP) denoted by (MP/S1) where each client requires a single session. Let w j , j = 1, . . . , m be the number of clients who require session j. If J k , k = 1, . . . , p is a partition of the sessions into p clusters, the value of the objective function is:
We assume without loss of generality that
The next proposition gives a dominance property:
There is an optimal solution J 1 , . . . , J p such that |J k | > |J k | implies that for all j ∈ J k and for all j ∈ J k , w j ≤ w j .
The first term is the extra cost of the group of the l sessions m − j + 1, . . . , m − j + l. The second term corresponds to the minimum cost of grouping the j − l remaining sessions into q − 1 subsets given that the size of the smallest subset can move from l to ( j − l)/(q − 1) . The minimum cost of a solution is then given by the value:
Note that the recurrence may be started from the values f ( j, l, 2) since we have:
In the worst case, the algorithm computes all the values f ( j, l, q) where 2 ≤ j ≤ m, 2 ≤ q ≤ p and 1 ≤ l ≤ j/q . Since j/q is less than m/2, computing the minimum part of (4) takes O(m). Finally, the worst case complexity of this algorithm is in O( pm 3 ) time. The space complexity is in O( pm 2 ). A simple implementation of the dynamic programming algorithm can solve instances with 3000 sessions and 100 clusters in about 60 s on an Intel(R) Core(TM) 6700@2.66 GHz PC with 3.8 Gbyte RAM.
Linear and quadratic integer models
In this section, we propose quadratic and linear-programming-based formulations for the problems (MC) and (MP).
Recall that an instance of (MC) (or (MP)) is defined by a set of clients I with |I | = n, a set of sessions J with |J | = m, a subset E ⊂ I × J of edges representing the demands and a positive integer p < m. Also recall that problem (MC) consists in defining p subgraphs (called clusters) of graph G = (I ∪ J, E) inducing a partition of E and such that the set E + ⊂ E c = (I × J ) \ E of edges to add to E in order to make each subgraph a complete bipartite subgraph (or biclique) is of minimum cardinality. In problem (MC), the partition of G into clusters induces a cover of both I and J . In problem (MP), there is the additional requirement that each node in J must be covered by exactly one cluster, or, in other words, that the partition of G into clusters also induces a partition of J .
To model (MC) and (MP) we use two sets of binary variables, namely {x k i } i∈I,k∈K and {y k j } j∈J,k∈K , where K = {1, . . . , p} indexes the set of clusters. The variable x k i is equal to 1 if and only if node (client) i is covered by cluster k. Similarly, the variable y k j is equal to 1 if and only if node (session) j is covered by cluster k. Problems (MC) and (MP) are first modeled as quadratic 0/1 problems. We then use the usual linearization of the quadratic terms to get a 0/1 linear programming formulation. Focusing our attention on problem (MP), a compact formulation is then proposed. Several useful properties, which allow us to improve and strengthen the formulation, are also presented.
Quadratic formulations
Since an edge {i, j} is covered by a cluster k if and only if its two end-nodes are covered by cluster k, a first natural quadratic formulation for problem (MC) is easily derived:
subject to :
Constraints (8) are the partitioning constraints: each edge of E must be assigned to exactly one cluster. The objective function (7) ensures that the number of edges added to complete the p clusters is minimal. Since the objective function can be written as: 
its minimum value is obtained when the number of added edges E + ⊂ E c is minimum. So, from now on, we remove the constant part.
Problem (MP) can be formulated in the same way:
subject to:
The additional constraints (13) are the partitioning constraints on the nodes of J . Observe that, since each node of J and each edge of E is assigned to exactly one cluster, a node j must be assigned to the same cluster as all its adjacent edges in E:
As a consequence, problem (MP) can be reformulated by replacing constraints (12) by constraints (15).
Linear formulations
Standard linearization techniques applied on a quadratic formulation allow to derive linear formulations for (MC) and (MP): a set of variables {z k i j } i∈I, j∈J,k∈K is introduced to replace the product of variables x k i and y k j . The variable z k i j ∈ {0, 1} is equal to 1 if and only if the nodes i and j are both assigned to the cluster k. Since only the variables z k i j corresponding to edges in E c are present in the objective function, the required standard linearization constraints are:
Adding (15) translated into y k j = z k i j , {i, j} ∈ E, k ∈ K , the variables z k i j are only expressed when {i, j} ∈ E c and the set of constraints reduces to:
A linear formulation for (MP) is then easily derived:
subject to: In order to use the Dantzig-Wolfe decomposition, we introduce a second MIP formulation of the problem where the clusters are the basic combinatorial objects. Let T = {I t , J t } be the set of the clusters and let c(t) = |(I t × J t ) ∩ E c | denote the cost of the cluster t. Consider the 0/1 variables λ t , t ∈ T . The problem (MP) can then be reformulated as follows:
where a t j = 1 if j ∈ B t and 0 otherwise.
Integrality properties
Some integrality properties of the various formulations of problems (MC) and (MP) are now investigated.
Proposition 2. The continuous relaxation of problem (MP1) has an integer optimal solution.
Proof. Let D = (I, J, E, p) be an instance of (MP1) and assume that (x,ŷ) is a non-integer optimal solution of the continuous relaxation D R of D. We first observe that for any {i, j} ∈ E, ifŷ k j > 0 then we havex k i = 1 since otherwise k∈Kx k i ·ŷ k j < 1. We define for any j ∈ J , the set K ( j) = {k ∈ K |ŷ k j > 0} and for any i ∈ I , the set U (i) = ∪ {i, j}∈E K ( j). Now the objective function writes {i, j}∈E c k∈K ( j) x k i y k j . Let us first consider the vector (x ,ŷ ) defined as follows:ŷ =ŷ andx k i = 1 if k ∈ U (i) and 0 otherwise. (x ,ŷ ) which clearly satisfies (12) and (13), is a solution of D R . Moreover, sincex ≤x, (x ,ŷ ) is also an optimal solution of D R .
Assume now thatŷ m( j) j = min{ŷ k j |k ∈ K ( j)} and consider the vector (x ,ŷ ) defined as follows:x =x ; y m( j) j = 1;ŷ k j = 0 for k ∈ K ( j) \ {m( j)}. We first observe that for any {i 0 , j 0 } ∈ E, we have k∈Kx
is the cost of (x ,ŷ ) (resp. (x ,ŷ )), we get from the preceding expression of the objective function that
Since from the definition of m( j), each term of the sum is non-positive, we conclude that C − C ≤ 0. Thus, (x ,ŷ ) is an optimal solution of D.
As illustrated by the instanceD shown in Fig. 6 , the integrality property does not apply to the quadratic formulation of problem (MC1). For the instanceD of (MC1), we have |I | = |J | = 4, E is the set of plain edges and p = 3. It is easy to see thatD has no solution with cost 0. So the optimal value of the instance is 1. For instance, when edge {3, 2} is added, the 3 distinct bicliques {{1}, {1, 2, 3}}, {{2, 3}, {2, 3, 4}} and {{4}, {2, 4}} make a partition of E.
However, Fig. 6 shows a solution of the continuous relaxation ofD (the values (x 1 i , x 2 i , x 3 i ) (respectively (y 1 j , y 2 j , y 3 j )) are written close to node i of I (resp. j of J )) where we may observe that the only edges of E c with a non-zero cost is {2, 1} and whose cost is 0.5.
So the integrality property is not true for (MC1).
The following proposition shows that a partial integrality property is valid for (MP2). This result can easily be derived by considering the problem obtained when the y k j variables are fixed to integer values (either 0 or 1). The remaining problem then becomes straightforward since the constraint matrix is totally unimodular.
Breaking the symmetries
In problems (MP1) and (MP2), the sessions are assigned to clusters. Clusters are indexed by k ∈ {1, . . . , p} but exchanging the indexes of 2 clusters does not really change the solution. So the formulations (MP1) and (MP2) yield an unnecessary growth of the solution space. This bad effect may be reduced by forcing cluster 1 to have the largest number of sessions, cluster 2, the second one, etc. This leads to the following additional constraints:
Other valid constraints on the minimal size of the clusters may be added. Since, the largest cluster (the first one) must contain at least m p sessions, the two largest clusters at least 2m p sessions, the following constraints are valid:
. . .
In the definition of problems (MC) and (MP), a feasible solution is a partition with exactly p clusters. An interesting question is to know if a solution of lower cost can be achieved using less than p clusters. Let us denote by MC ≤ the variant of (MC) where the number of clusters in the partition of E must be at most p. The following monotonicity property shows that there is always an optimal solution using exactly p clusters. 
Let us denote by C 1 (respectively C 0 ) the cost of S 1 (resp. S 0 ). Since the cost of {J 1 p+1 , I 1 p+1 } is clearly null, we have: C 1 − C 0 is equal to the difference between the cost of {J 1
We thus have:
The above formula is also written as:
Proposition 4 holds also for problem (MP). The proof can easily be extended. Indeed, for problem (MP), the session j ⊂ J 0 k has all its adjacent nodes in I 0 k and so Ik(ĵ) ⊂ I 0 k . Due to this monotonicity property, we can reduce the solution space of an instance D = (I, J, E, p) of MC ≤ further by considering only solutions using exactly p clusters, or in other words, solutions where each of the p clusters is non-empty. The following constraint is hence added:
The ordering constraints (31) then ensure that each cluster is non-empty. Using this additional information, we can then derive the following upper-bounds on the sizes of the clusters:
Solution methods
In this section, two approaches for solving problem (MP) are presented. The first one is an exact method. It consists in applying a mixed-integer solver to the formulations based on model (MP2) with several of the additional features presented in Section 4. The second approach a heuristic based on model (MP3).
An exact method based on (MP2)
The method relies on a mixed-integer linear programming solver. It is well-known that the branch-and-cut methods used by these solvers are much more efficient when the dimension of the solution space is as small as possible and when the initial formulation is as tight as possible. Our contribution here consists in empirically finding a good combination of improvements to initiate the solution process. First, a preprocessing phase is applied to identify identical sessions and remove the associated variables. Indeed, if several sessions have exactly the same set of clients, we keep only one session and increase the cost coefficients (originally equal to 1) of this session by the number of identical sessions. The original formulation (MP2) is then improved in the following way:
• The integrality constraints on variables x and z are relaxed (Proposition 3).
• The ordering constraints (31) on the clusters are added.
• The upper-and lower-bounding constraints (32)- (34) and (37)- (40) on the size of the clusters are added.
The resulting formulation is then solved by a standard mixed-integer solver.
A heuristic method based on (MP3)
A complete enumeration of the set T in the formulation (MP3) is only possible when the number of sessions is small (in practice, up to nineteen sessions with Xpress-MP). For such small instances, submitting the formulation (MP3) to a mixed-integer solver allows to solve these instances to optimality. For larger sizes we derived a heuristic algorithm that performs the following three steps on an instance D of (MP3):
1. Select an initial subset T of clusters of D. 2. Solve the continuous relaxation to optimality using a standard column generation method. 3. Use a mixed-integer solver to find an exact solution.
In the first phase, we select a subset T of clusters of D. Then, to increase the set T of columns, the following pricing problem has to be solved iteratively to compute the minimal reduced cost:
where u j , j ∈ J and v denote the dual variables associated respectively with constraints (28) and (29) and c(t) − j∈J a t j u j + v is the reduced cost. The variable x i is equal to 1 if and only if client i is covered by the cluster. Similarly, y j is equal to 1 if and only if session j is covered by the cluster. The variable z i j corresponds to the additional cost generated when x i = y j = 1.
This subproblem turns out to be the minimum completion weighted vertex biclique (CWVB) which consists in finding a cluster {A, B} with minimum cost, when the cost is equal to the number of edges added to the subgraph associated with A ∪ B to get the biclique minus the sum of the weights of the nodes in A. This subproblem is proved to be NP-complete in the Appendix. It corresponds here to find the column (the group of nodes) with a minimal reduced cost. Indeed, u j and v are the dual variables obtained by solving the relaxed problem (27)-(29) on a subset of clusters T ⊂ T . An instance of (CWVB) is illustrated in Fig. 7 where the solution achieving the minimum cost is defined by the biclique {{1, 2}, {1, 2, 3}}. Since only one edge has to be added, the cost of that cluster is equal to
When no new column is found (all reduced costs are non-negative), the continuous relaxation of (MP3) is solved to optimality. The value of the objective function at this point gives us a lower-bound.
The integrality constraints are then restored and (MP3) is solved to optimality on the subset T . Since not all variables λ t have been generated and added to the MIP, this is hence a heuristic algorithm for solving problem (MP).
Computational experiments
The two solution approaches have been tested and compared on several instances of problem (MP). All the instances have been randomly generated. Each instance is first characterized by its size (|I |, |J |, p). Four classes of instances have been generated to measure the impact of the structure.
• Uniform sessions: given a density parameter d ∈ [0, 1], |J | sessions are generated. For each couple (i, j), the probability that a demand exists is equal to d.
• Scattered sessions: in this class, the first session is generated as in the uniform case, all others sessions are generated in a way to differ from at least two clients from all sessions previously defined. Finally, there are two sessions which do not have any clients in common.
• Close sessions: in this class, the first session is generated as in the uniform case. Each subsequent session has exactly the same clients as the first session except for one client (chosen for each session according to a uniform distribution). Therefore, any two sessions do not differ from more than two clients.
• Block sessions: in this class, the demand matrix D of the instance is made of several blocks, the sessions in each individual block being generated as in the "close" case. The blocks are either groups of independent sessions or groups of independent sessions and clients.
The computer used for the tests is an AMD Athlon XP 2800+ with 512 Mo of RAM. The mixed-integer linear programming solver used is XPRESS-MP 2005 [18] with default settings (presolve, automatic selection of the cut strategy, etc.).
In a first series of computational experiments, the first approach based on formulation (MP2) has been tested. The results are presented in Table 1 . The first two columns indicate the class and size of the instances. The remaining columns provide total computing times for a given choice of features added:
• (MP2): the original model based on constraints (22), (23) and (26).
• relaxation: the model (MP2) where the integrality constraints (26) are relaxed into:
• symmetry: the model (MP2) with the constraints (31) breaking the symmetry.
• bounds: the model (MP2) with the symmetry breaking constraints and the bound constraints (32)-(34), (37) and (38)-(40).
• all: all features are added.
The entries in this table are average computing times over ten randomly generated instances. The entry ">2 h" indicates that the instance could not be solved within two hours computing time.
We can see in Table 1 that model (MP2) can be solved in reasonable time only for the uniform and scattered instances with up to 10 sessions and up to 12 sessions for close and block instances. These two last structures of instances are easier to solve because they contain identical sessions which are removed during the preprocessing phase. Uniform structure is the hardest to solve (greatest computing times). By adding some features such as relaxation, symmetry or bounds, the execution time is decreased. In average it is divided by 3.7 with relaxation, by 12 with symmetry, by 160 with bounds and by 200 with all features added. The symmetry constraints allow to considerably reduce the size of the mathematical model. The bound constraints also reduce the size of the model by eliminating many impossible configurations. Since there is a large number of these bound constraints, their combined action is very effective. The addition of all the features allows us to solve to optimality all instances up to 12 sessions in less than 17 min.
The second solving approach has also been tested on randomly generated instances. Table 2 provides detailed results. Since the first approach allowed us to draw useful conclusions on the impact of the instance structure, we decided to test the second approach only on pure uniform random instances (without some special structure). Again, the first column indicates the size of the instances. The meaning of the remaining headings is the following: • (MP3) time: the complete model based on constraints (27)-(30), with all variables. In this case, the result provided is the exact integer solution but the model can only be solved to optimality for the small instances. The total computing time is provided.
• col-gen time: the instances are solved by the heuristic approach as described in the previous section. The total computing time is provided.
• sub-prob time: this column provides the average time spent solving one sub-problem in the column generation phase.
• sub-prob nb: this column provides the number of sub-problems solved in the column generation phase.
• % opt: indicates the percentage of instances solved to optimality (when the upper-and lower-bound are equal).
• deviation: indicates the average gap (between the upper-and lower-bound on the optimal value) for all instances.
• deviation max: indicates the maximum gap (between the upper-and lower-bound on the optimal value). The entries in this table are averages over ten randomly generated instances. The entry "-" indicates that the instance could not be solved because there is not enough memory.
We can see in Table 2 that the optimal solution is only possible for instances up to 19 sessions. Instances of larger size cannot be handled because there is not enough memory to store the 2 20 variables. The column-generation-based heuristic allows us to handle large size instances, up to 40 sessions instances. The number of instances solved to optimality is very high (from 70% to 100%) and in the non-optimal cases, the gap remains very small. As predictable, solving the NP-hard subproblems requires a very large amount of computing time. It would hence be reasonable to consider an approach where the subproblems are solved heuristically, at least in the first steps of the solving procedure.
The advantage of the column generation method is that it makes it possible to solve large size instances but it does not guarantee optimality.
Conclusions
In this paper, we have proposed a new problem in telecommunication networks where multicast sessions have to be grouped in order to fit into p clusters. We have analyzed this problem and formalized it as a new biclique problem in bipartite graphs. We have asserted its complexity. We have proposed several mixed-integer models, either with quadratic terms or pure linear models. We have investigated these formulations to derive strong models allowing the design of efficient solution methods. In particular, as it has already been observed in many other settings, reducing the size of a formulation by eliminating many symmetrical configurations is always very effective for the numerical computation of solutions. The proposed approaches already allow to solve some small size real instances, but are still insufficient for many real instances with hundreds of sessions and clients. There is certainly still room for much more improvements. The column generation approach seems very promising but many technical details should be addressed in order to solve much larger instances. Some of these improvements have already been partially investigated in [7] .
