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1 Anisotropic spinodal decomposition
In order to demonstrate an experimental route to exploiting self-assembly for the creation of our anisotropic architectures,
we here present a model that analytically describes the topology arising from anisotropic spinodal decomposition based on
a tensorial (direction-dependent) mobility in the underlying Cahn-Hilliard equation governing the phase separation process.
Interested readers are referred to Cahn1 for the analysis of the isotropic case.
Consider an initially homogeneous solution undergoing spinodal decomposition into an inhomogenous two-phase solution
within a domain Ω = [0,1]d ⊂ Rd . We define a phase field c(x, t) : Ω× t → R which describes the concentration of the
(arbitrarily chosen) phase 1 at point x ∈Ω and time t. During the early stage of phase separation, spatial fluctuations in c are
assumed to be small and mean-conserving, i.e.,
|c− c0|  1 and 1|Ω|
∫
Ω
c(x, t)dx = c0, (1)
where c0 is the concentration of phase 1 in the initially homogeneous solution, and |Ω| denotes the volume of Ω. The free
energy of the system is given by
F [c] =
∫
Ω
(
f (c)+κ‖∇c‖2) dx, (2)
where f (c) denotes the free energy density and κ‖∇c‖2 denotes the interface energy defined by a constant energy density κ > 0
(which also introduces a length scale). Note that unlike in ref.2, we here assume a constant, isotropic scalar interface energy
density κ .
Under the assumptions in (1), the free energy is classically approximated as (using a Taylor expansion up to second order)
F [c]≈
∫
Ω
(
f (c0)+ f ′(c− c0)+ f
′′
2
(c− c0)2+κ‖∇c‖2
)
dx with f ′ =
∂ f
∂c
(c0), f ′′ =
∂ 2 f
∂c2
(c0)
= F [c0]+
∫
Ω
(
f ′′
2
(c− c0)2+κ‖∇c‖2
)
dx,
(3)
where F [c0] is the initial free energy. The decomposition process is driven by the decrease in free energy, which is possible only
if f ′′ < 0. The chemical potential is computed as the functional derivative of the free energy with respect to the phase field:
µ =
δF
δc
=
∂ f
∂c
−κ d
dx
· ∂‖∇c‖
2
∂∇c
=
∂ f
∂c
−2κ∇2c. (4)
To describe the anisotropic evolution of the phase separation process, we define a mobility tensor M , whose components
form a symmetric, positive-definite matrix in Rd×d and which models the anisotropic diffusional flux according to j = M∇µ .
For M = MI with I denoting the identity, this model reduces to isotropic diffusion as in the case of the original Cahn-Hilliard
model1. Inserting the above ingredients into the diffusion equation yields
∂c
∂ t
= ∇ · j = ∇ ·M∇µ = ∇ ·M∇
(
∂ f
∂c
−2κ∇2c
)
=
∂ 2 f
∂c2
∇ ·M∇c−2∇ ·M∇(∇2c)+ ∂
3 f
∂c3
∇c ·M∇c. (5)
1
When we neglect the higher-order term under the assumption of small fluctuations, we obtain the following linear differential
equation governing the phase separation process:
∂c
∂ t
= f ′′∇ ·M∇c−2κ∇ ·M∇(∇2c). (6)
This admits solutions of the form
c(x, t) = c0+ ∑
β∈Rd
exp [R(β )t]A(β )cos [β · x+ γ(β )] , (7)
where R(β ), A(β ), and γ(β ) denote, respectively, the growth rate, initial amplitude, and phase of each wave vector β . Let
β = βn, where β = ‖β ‖ is the wavenumber and n ∈ Sd−1 is a unit vector (i.e., n ∈ Rd and ‖n‖= 1). Substituting (7) into (6)
yields the growth rate along each wave vector as
R(β ) = n2M
(− f ′′β 2−2κβ 4) , where nM =√n ·Mn. (8)
For decomposition to occur, these fluctuations must grow, i.e., the growth rate must be positive or
R(β )> 0 ⇒ β <
(
− f
′′
2κ
)
= βcrit, (9)
where βcrit is the critical wavenumber above which fluctuations vanish. Maximal growth rate is achieved at wavenumber βmax
given by
βmax = argmax
β
R(β ) =
1
2
√
− f
′′
κ
=
1√
2
βcrit. (10)
Interestingly, both βcrit and βmax are direction-independent irrespective of the anisotropy in the mobility tensor M . The
corresponding maximal growth rate in any direction n is obtained as
Rmax(n) = R(βmaxn) = κβ 4maxn
2
M . (11)
The term nM in the growth rate facilitates directional preference during spinodal decomposition. From (8) and (11) we see that
R(β )
Rmax(n)
=
2β 2maxβ 2−β 4
β 4max
. (12)
Cahn1 showed that the above quantity (which is the same as in the isotropic case) reaches an extremely sharp peak at β = βmax
since, owing to the exponentiation of the growth rate in (7), only fluctuations with β = βmax will be dominant while all other
wavenumbers have negligible influence. Hence, (7) reduces to
c(x, t) = c0+ ∑
n∈Sd−1
exp [Rmax(n)t]A(βmaxn)cos [βmaxn · x+ γ(βmaxn)] . (13)
Let us consider the three-dimensional case (d = 3) and assume that initial fluctuations at t = 0 are random, isotropic, and
homogeneous. In this case, we may further approximate the Fourier series in (13) as
c(x, t)≈ c0+
N1
∑
i=1
exp [Rmax(ni)t]Acos(βmaxni · x+ γi), (14)
where we define ni = (cosαi sinφi,sinαi sinφi,cosφi)T with spherical coordinates, γi,αi ∼ U ([0,2pi)) and φi ∼ U ([0,pi))
sampled from uniform distributions.
Without loss of generality, consider a tensorial mobility tensor whose components in the Cartesian reference frame are
M =
1 0 00 1 0
0 0 1+m
 , m≥ 0 (15)
Supplementary Figure 1 illustrates the Fourier transform of the resultant phase field described by (14) for different values of m.
When m = 0, the phase field is isotropic and the non-zero amplitudes in the frequency space correspond to a centered sphere of
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Supplementary Figure 1. Planar projections of a Fourier transform of the 3D phase field for different degrees of anisotropy,
m. The phase field (14) is evaluated at 100×100×100 resolution of a 1×1×1 unit cell. For this example, the following
parameters were chosen arbitrarily: βmax = 60, A = 1, and R0t = 1.
radius βmax/2pi . As we introduce anisotropy by increasing m > 0, wave vectors that are more closely aligned with the x3-axis
become dominant. Motivated by the structure of (14) and based on the observations in Supplementary Figure 1, we propose an
approximation of the phase field solution (14), based on a directional cutoff of the wave vectors:
c(x, t)≈ c0+
N1
∑
i=1
A˜(t)cos(βmaxni · x+ γi), γi,αi ∈U ([0,2pi)), φi ∈U ([0,θ ]∪ [pi−θ ,pi)), (16)
where we introduced the cone angle θ ≥ 0 as a tuning parameter which sets the level of anisotropy (and which is hence
indirectly related to m).
Note that in going from (14) to (16) we also approximated the amplitude’s dependence on anisotropy, exp [Rmax(ni)t]A, by
a constant A˜(t) within the directional cutoff. Since the time of observation (t) is arbitrary, we drop the time dependence and
define a normalized phase field ϕ(x) as
ϕ(x) =
√
2
N
c− c0
A˜
=
√
2
N
N1
∑
i=1
cos(βmaxni · x+ γi), γi,αi ∈U ([0,2pi)), φi ∈U ([0,θ ]∪ [pi−θ ,pi)). (17)
Since wave vectors and phase angles are independently sampled random variables, ϕ at a fixed point x is – by the central limit
theorem – a normally distributed random variable with zero mean and unit standard deviation, irrespective of the anisotropy.
Finally, when we drop the subscript of βmax in (17) for the sake of brevity, we recover Eq. (1) (for the lamellar case) of
the main article. In conclusion, the anisotropic architectures defined by Eqs. (1)-(3) of the main article may be interpreted
as approximate solutions of arrested phase separation by spinodal decomposition in the presence of an anisotropic diffusive
mobility. It is for this reason that we refer to spinodoid (spinodal-like) topologies.
While we only consider the Cahn-Hilliard model for spinodal decomposition as a means to obtain the topology in our
applications, we close by noting that the Cahn-Hilliard model itself has some limitations. (i) It is limited to the early stages of
spinodal decomposition and does not apply for long-term processes. (ii) Temperature fluctuations are ignored which, when
accounted for, gives rise to phase fields that are qualitatively similar but may bear quantitative differences in their topology3.
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There are improved versions of the Cahn-Hilliard model (e.g., the Cahn-Hilliard-Cook model4 that accounts for thermal
fluctuations via stochastic noise), which may offer an improved topological descriptions if the fabrication method of choice
involves self-assembly based on phase separation. However, if topologies are generated computationally for subsequent
fabrication based on methods of additive manufacturing5, then the accuracy of the model with respect to the physical process is
of low importance. For example, Portela et al.6 fabricated and studied experimentally spinodal metamaterials fabricated both
via self-assembly and additive manufacturing (in the latter case, topologies were generated by simulating the time evolution of
the Cahn-Hilliard model). For the scope of this paper we restrict ourselves to the classical Cahn-Hilliard model.
2 Computational homogenization details
For all finite element simulations, a cubic representative volume element (RVE) is discretized into a uniform simplicial
tetrahedral mesh (see Figure 1c of the main article), and the phase (solid or void) at each quadrature point is chosen according
to the level set in Eq. (3) of the main article. For the purpose of numerical stability, Young’s modulus in the void phase is
chosen small but non-zero (10−6Es with Es denoting Young’s modulus of the solid phase). Convergence studies revealed that
a mesh with 768,000 elements and 132,921 nodes is sufficient for computing the converged effective stiffness at the chosen
wavenumber β .
3 Effect of relative density on the effective elastic stiffness
Supplementary Figure 2 illustrates how the effective elastic surface of the spinodoid architectures changes with relative density
ρ for three different types of topologies, specifically showing the effective elastic surfaces of (a) lamellar, (b) columnar, and (c)
cubic architectures at four different values of the relative density ρ . In the limit ρ → 1, the elastic surface becomes a sphere of
radius E/Es = 1.
4 Spatially variant solids
Spatially variant architectures, such as the one shown in Figure 3 of the main article, are generated spatially by interpolating
two or more GRFs ϕi(x), i ∈ {1, . . . ,k}, each defined by Eq. (1) of the main article (along with an appropriate level set as
defined in Eq. (3) of the main article). A spatially variant GRF ϕ(x) is obtained from linear superposition of the constituent
GRFs, each weighted by, e.g., a radial basis function N(x,xi) centered at xi:
ϕ(x) =
k
∑
i=1
N(x,xi)ϕi(x) with N(x,xi) =
e−ζ‖x−xi‖2
∑kj=1 e−ζ‖x−x j‖
2 . (18)
Here, {xi, i= 1, . . . ,k} act as control points where the respective GRF parameters are defined, while ζ > 0 controls the thickness
of the transition layer between different topologies. The design parameters of the constituent GRFs may be chosen manually by
a designer or obtained as outputs of the i-NN in the inverse-design framework. In the latter case, the topology will exhibit the
designed anisotropic stiffnesses (queried to the i-NN) in the proximity of the respective control points. Supplementary Figure 3a
demonstrates a spatially variant solid merging four regions having columnar, lamellar, isotropic, and cubic topologies, as
indicated. Note that the topologies transition smoothly (with the transition layer width controlled by the choice of ζ ) without
introducing discontinuities that become regions of stress concentration and failure under loading (which is a major challenge in
designing spatially variant metamaterials based on periodic trusses, shells, and plates).
Specifically for Figure 3 in the main article, we chose the domain Ω = [0,5]× [0,1]× [0,1], and the control points:
x1 = (0,0.5,0.5)T , x2 = (5,0.5,0.5)T . In this case, (18) reduces to 1D superposition in the direction of x1 = x · eˆ1, based on
the smooth transition function λ (x1),
ϕ(x) = (1−λ (x1))ϕ1(x)+λ (x1)ϕ2(x), where λ (x1) = e
−ζ (x1−5)2
e−ζx21 + e−ζ (x1−5)2
. (19)
For this example, ζ = 0.5 and β = 10pi is chosen as an arbitrary design choice. Shown in Supplementary Figure 4 is λ (x1)
from (19) for x1 ∈ [0,5] (red line). Using FEM, we computed the nodal displacements in the x1-direction of all nodes of
the FEM-meshed architecture, when the body was subjected to 0.2% uniaxial compression along the length of the slab
(imposed by essential boundary conditions at the two opposite ends x1 = 0 and x1 = 5) with constrained lateral faces. Since
the deformation obtained from simulations includes full 3D nodal displacements with variations across the slab cross-section,
Supplementary Figure 4 illustrates as markers (open circles and stars) the nodal x1-displacement of each and every node in the
slab vs. their respective undeformed x1-position. For the spatially variant architecture (shown as black star markers), results
indicate that the left portion of the structure (composed of a columnar topology) shows vanishing displacements compared
4/13
(a) θ1 = 0◦,θ2 = 0◦,θ3 = 15◦ (b) θ1 = 15◦,θ2 = 15◦,θ3 = 0◦
(c) θ1 = 15◦,θ2 = 15◦,θ3 = 15◦
Supplementary Figure 2. Influence of the relative density ρ on the effective elastic surface of three different topologies
(cut sections of the elastic surfaces are shown for improved visibility). The elastic surfaces are illustrated by plotting the
normalized directional Young’s modulus (E(d)/ES)d for every direction d in the Cartesian reference frame defined by unit
vectors {eˆ1, eˆ2, eˆ3}. It is important to note that, as observed before5, 6, the level of anisotropy is preserved across wide ranges of
relative density (e.g., the elastic surfaces for ρ = 0.3 and 0.5 appear close to self-similar) despite significant changes in the
architecture with changing relative density.
to the strongly deforming right portion of the structure (composed of a lamellar topology), thus indicating the non-uniform
deformation that can be expected from the functionally graded architecture. For comparison, blue circular markers indicate the
analogous displacements obtained from a homogeneous (i.e., non-graded) columnar architectures, showing a close-to-linear
variation of the displacements along the length (as is expected from a homogeneous solid).
Since the spinodoid topology is generated based on the space-filling field defined in Eq. (1) of the main article, and more
generally (18) for spatially variant topologies, spinodoid solids can also be created in arbitrarily shaped domains. For example,
Supplementary Figure 3b demonstrates a hemispherical solid with lamellar and columnar topologies in the top and bottom
halves, respectively.
Finally, the constant wavenumber β in the GRF (see Eq. (1) of the main article) can be replaced by a field β : Ω→ R
ϕ(x) =
√
2
N
N
∑
i=1
cos(β (x)ni · x+ γi), (20)
in order to design topologies with a spatially variant microstructural length scale (see, e.g., Supplementary Figure 3c).
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(a)
(b)
(c)
Supplementary Figure 3. Spatially variant solids. (a) A spatially variant solid interpolating between columnar (orange;
θ1 = 15◦,θ2 = 0◦,θ3 = 15◦), lamellar (blue; θ1 = 0◦,θ2 = 30◦,θ3 = 0◦), isotropic (pink; θ1 = 0◦,θ2 = 0◦,θ3 = 90◦), and
cubic (green; θ1 = 15◦,θ2 = 15◦,θ3 = 15◦) topologies. The solid is generated in the domain Ω= [0,5]× [0,5]× [0,1] with the
control points xi placed at the four corners of the cross-sectional plane, for ζ = 0.5 and an average relative density ρ = 0.5. (b)
A spatially variant solid interpolating between lamellar (orange; θ1 = 0◦,θ2 = 0◦,θ3 = 30◦) and columnar (blue;
θ1 = 15◦,θ2 = 15◦,θ3 = 0◦) topologies in the hemispherical domain Ω= {x ∈ R3 : x3 ≥ 0, ‖x‖ ≤ 1}. The respective control
points are placed at the tip and center of the hemisphere, with ζ = 15 and an average relative density ρ = 0.5. Shown here is
the cross-sectional view of the 3D solid in the inset. (c) A solid with isotropic topology (θ1 = 0◦,θ2 = 0◦,θ3 = 90◦) and a
spatially varying microstructural length scale (characteristic of the pore size), obtained by linearly increasing the wavenumber
β from left to right. The solid is generated in the domain Ω= [0,5]× [0,1]× [0,1] with an average relative density ρ = 0.5.
5 Machine learning framework
5.1 Protocols for dataset generation
Our training dataset contains topology parameters Θ and their respective effective elastic stiffness components S. For each
topology Θi, the relative density is randomly sampled as ρ ∼U ([0.3,0.9]). For the dataset to represent the anisotropic design
space, 40%, 30%, and 30% of the samples in the dataset were generated with, respectively, one, two, and three non-zero angles
{θ1,θ2,θ3}. Each non-zero angle is sampled from [15◦,90◦] according to
θk = 15◦+75◦
(
1− cos
(piw
2
))
, where w∼U ([0,1]), k = 1,2,3. (21)
The sampling in (21) is biased deliberately towards smaller angles, since larger angles only yield close-to-isotropic topologies.
The biased sampling ensures a fair representation of anisotropic topologies in the generated dataset.
5.2 Feature normalization and shifting
To ensure faster convergence and an appropriate role of each feature during training, we normalize each topology parameter in
Θ to the range [0,1], i.e.,
ρ ← ρ−0.3
0.9−0.3 , θk←
θk−0◦
90◦−0◦ , k = 1,2,3. (22)
6/13
(a)
(b)
Supplementary Figure 4. Uniaxial compression of the spatially variant architecture illustrated in Figure 3 of the main
article. (a) Colors illustrate the computed displacement in the x1-direction at 0.2% applied axial compression. (b) The
displacements of all nodes are plotted along the length of the slab (in the x1-direction). Both (a) and (b) show that the lamellar
portion carries most of the compressive deformation. For comparative purpose, the nodal displacements for a homogeneous
columnar topology (i.e., λ (x1) = 0 for all x1) are also shown, along with the interpolation function (19).
Accordingly, the predicted design parameters Θ∗ obtained from the i-NN are unnormalized during post-processing and FEM
reconstruction.
The outputs of the i-NN may not lie within the domain of the design variables we have chosen, viz. ρ ∈ [0.3,0.9] and
θk ∈ {0◦}∪ [15◦,90◦]. However, we observe that very few i-NN predictions lie outside the domain and only by a small margin.
In those cases, we shift the predictions to the nearest point within the domain in the following manner:
ρ ←
{
0.3, if ρ < 0.3
0.9, if ρ > 0.9
, θk←

0◦, if θk ≤ 7.5◦
15◦, if θk ∈ (7.5◦,15◦)
90◦, if θk > 90◦
. (23)
Note that (23) is not applied during the training stage but limited only to post-processing.
5.3 Protocols for NN training
For each predicted topology, reconstruction of the effective stiffness can generally be carried out by either FEM-based
homogenization (yielding the exact stiffness) or using the f-NN as an approximator, as discussed in the main article. If
FEM-based homogenization was used for reconstruction, the sensitivity of the computed stiffness would need to be calculated
via FEM (perturbing the design parameters and re-calculating the effective stiffness for each perturbation), which further
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f-NN i-NN
Hidden layer dimensions 128,128,64,64,32,32 100,100,100,100,100,100
Activation functions ReLU7 ReLU7
Feature scaling min-max (see (22)) none
Optimization algorithm Adam8 Adam8
Learning rate 10−4 10−4
Batch size 64 64
Number of epochs 200 200
Dropout none none
Prediction loss coefficient (λ ) n.a. 0.5 for first 40 epochs, 0 otherwise
Supplementary Table 1. Training parameters for the optimized f-NN and i-NN.
(a) f-NN loss (b) i-NN reconstruction loss
Supplementary Figure 5. Loss curves for (a) f-NN and (b) i-NN training. The losses are evaluated on the entire training
and testing batch (i.e., without mini-batches). For (b), the reconstruction is computed via f-NN.
compounds the computational expenses. By contrast, the f-NN as an approximator not only provides an inexpensive means to
compute the reconstruction (see Section. 5.5), but it also provides gradients via the chain-rule:
∂ ‖Fω [Gτ [Si]]−Si‖2
∂τ
= 2(Fω [Gτ [Si]]−Si) ·F ′ω [Gτ [Si]] ·
∂Gτ [Si]
∂τ
. (24)
We used the PyTorch9 package throughout for implementation and training of the NNs and leveraged its automatic differentiation
engine, autograd, to automatically compute the gradients in (24) without manually performing the chain rule calculations.
We used 10% of the training set for hyper-parameter optimization of the NNs (viz., the number of hidden layers and nodes
in each layer, learning rates, etc.; see Table 1) as well as the identification of the prediction loss coefficient λ using a grid search
(λ = 0.5 yielded the fastest convergence). Each hidden layer performs a linear transformation followed by a rectified linear
unit7 (ReLU) as an activation function (e.g., ReLU(·) = max(0, ·)).
Supplementary Figure 5 shows the loss at every training epoch of the f-NN and the i-NN. For the i-NN, only the reconstruction
loss is evaluated as the prediction loss is deactivated after 40 epochs. Notably, the reconstruction loss initially decreases rapidly
and begins to stagnate around the 40th epoch, after which it drops again sharply as the prediction loss is deactivated. The
converged training and testing losses are both small and similar, indicating no under-fitting or over-fitting for both NNs.
5.4 Performance of the NNs
In the main article, we showed the reconstruction accuracy (via f-NN and FEM) of the i-NN predictions for only the C1111
stiffness component. Figures 6 and 7 show the analogous data for all stiffness components. Further, Figure 8 shows the
prediction accuracy of the i-NN for all components of Θ. Also shown are the prediction accuracies without shifting the design
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Task Software Parallelization & Hardware Runtime†
Solving the time-dependent Cahn-Hilliard
equation to generate a spinodal topology
In-house C++ FFT code 16 OpenMP threads? 6 hours
Generating spinodoid topology using GRF In-house C++ code 8 OpenMP threads§ 5 seconds
Stiffness computation using FEM In-house C++ FEM code 16 MPI cores§ 5 minutes
Stiffness computation using f-NN¶ PyTorch in Python CPU, no parallelization? 0.001 seconds
Topology prediction using i-NN¶ PyTorch in Python CPU, no parallelization? 0.001 seconds
Training f-NN PyTorch in Python CPU, no parallelization? 10 minutes
Training i-NN PyTorch in Python CPU, no parallelization? 15 minutes
Supplementary Table 2. Runtime, software, parallelization, and hardware resources used for different tasks. †Runtimes
reported are rough estimates only. ¶Runtimes for predictions via the NNs are reported for one sample (batch size equal to one).
§Tasks were performed on the Euler IV cluster of ETH Zürich, where each node consists of two 18-core 2.7 GHz Intel Xeon
Gold 6150 processors and 192 GB of DDR4 memory at 2666 MHz. ?Tasks were performed on four 12-core 2.2 GHz Intel
Xeon E5-2650 processors and 256 GB of DDR3 memory at 2500 MHz.
parameters as part of the post-processing step outlined in Sect. 5.2. The R2 values remain almost unchanged after shifting the
values to the nearest point in the parameter space. Nonetheless, as discussed in the main article, the prediction accuracy is
unimportant (due to multiple sets of design parameters yielding the same stiffness) as long as an acceptable reconstruction
accuracy is achieved.
5.5 Computing time and resource estimates
Table 2 lists the runtime and resources used for different tasks. The computing times are meant to provide only a qualitative
impression, as different software architectures and hardware environments were used for each task. Speedups by several orders
of magnitudes are observed for (i) the topology generation using the GRF approach presented here vs. the conventional way of
simulating the time-dependent Cahn-Hilliard equation2, and (ii) the stiffness computation using the f-NN vs. using FEM.
6 Experimental data of trabecular bone in bovine femurs
The anisotropic stiffness components and relative densities measured by Colabella et al.10 as well as the corresponding
predictions obtained from the inverse design (fed with the listed stiffness components) are listed in Table 3 (using the
conventional Voigt notation for the stiffness components in 3D). Young’s modulus of the isotropic bone tissue was determined10
as ES = 7.93±0.86 GPa.
Figure 5 of the main article illustrates the anistropic stiffness tensor components given by Table 3 graphically by projecting
the corresponding 3D elastic surfaces onto the eˆ1-eˆ3-, eˆ2-eˆ3-, and eˆ1-eˆ2-planes. We note that the measured stiffness tensors
(post-processed from measured stress and strain data) contain non-zero normal-shear coupling as well as shear-shear cross-
coupling components (i.e., the Ci4, Ci5, Ci6 components for i = 1,2,3 as well as the components Ci j if i, j > 3 and i 6= j).
These components are likely measurement artifacts (they are significantly smaller than the other components) and set to zero by
definition in our inverse design approach (cf. the tensors shown above for the inverse design). For a fair comparison in Figure 5
of the main article, we are showing both the projected elastic surfaces obtained from the originally measured stiffness tensors
reported above and from the same tensors with all normal-shear coupling and shear-shear cross-coupling components set to
zero (labeled the “adjusted” elastic surfaces in Figure 5 of the main article).
7 Inability of the prediction loss to solve the inverse problem
In the main article, we state that the naive approach to minimize ∑ni=1 ‖Gτ [Si]−Θi‖2 is ill-posed and that training the i-NN
simply based on this loss does not converge to a correct solution. For an intuitive understanding of why this happens, we
demonstrate a considerably simpler but analogous and instructive inverse problem. Consider the non-convex function
y : R→ R, y(x) = (x−1)2(x+1)2, (25)
which is plotted in Supplementary Figure 9a. Here, x and y are analogous to design parameters Θ and stiffness S, respectively.
Similar to the inverse design problem of spinodoids, we are interested in finding x∗ for a given y∗ such that y(x∗) = y∗. For
example, let us consider y∗= 0.5, for which there are four correct answers denoted by {x∗i , i= 1,2,3,4}= {±0.5412,±1.3066}
(see Supplementary Figure 9a). Consider the analogous prediction and reconstruction losses, LP and LR, respectively, computed
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Supplementary Figure 6. Reconstructed vs. true components of C in the test dataset. The reconstructed stiffness (i.e.,
stiffness of the topologies predicted by the i-NN) is computed using f-NN. All dashed lines represent the ideal line with
zero-intercept and unit-slope; the corresponding R2-deviations are indicated.
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Supplementary Figure 7. Reconstructed vs. true components of C in the test dataset. The reconstructed stiffness (i.e.,
stiffness of the topologies predicted by the i-NN) is computed using FEM. All dashed lines represent the ideal line with
zero-intercept and unit-slope; the corresponding R2-deviations are indicated.
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(a) With shifting
(b) Without shifting
Supplementary Figure 8. Predicted vs. true design parameters ρ , θ1, θ2, and θ3 in the test dataset (a) with and (b) without
shifting the design parameters as part of the post-processing step outlined in Sect. 5.2. All dashed lines represent the ideal line
with zero-intercept and unit-slope; the corresponding R2-deviations are indicated.
Measured by Colabella et al.10 Inverse design
Fig. 5a
Relative density (ρ) 0.38 0.34
(#2) Stiffness (C) [GPa]

0.306 0.152 0.199 0.06 −0.01 −0.01
0.152 1.202 0.421 −0.025 0.039 0.052
0.199 0.421 1.885 −0.04 0.067 0.007
0.06 −0.025 −0.04 0.461 −0.089 −0.149
−0.01 0.039 0.067 −0.089 0.268 0.064
−0.01 0.052 0.007 −0.149 0.064 0.256


0.385 0.132 0.193 0 0 0
0.132 1.103 0.326 0 0 0
0.193 0.326 1.784 0 0 0
0 0 0 0.466 0 0
0 0 0 0 0.241 0
0 0 0 0 0 0.171

Fig. 5b
Relative density (ρ) 0.30 0.31
(#3) Stiffness (C) [GPa]

0.573 0.234 0.219 −0.006 −0.015 0.004
0.234 0.64 0.253 −0.005 −0.016 0.006
0.219 0.253 1.26 −0.017 0.023 −0.003
−0.006 −0.005 −0.017 0.317 −0.017 −0.002
−0.015 −0.016 0.023 −0.017 0.246 0.052
0.004 0.006 −0.003 −0.002 0.052 0.224


0.578 0.138 0.225 0 0 0
0.138 0.593 0.186 0 0 0
0.225 0.186 1.229 0 0 0
0 0 0 0.291 0 0
0 0 0 0 0.301 0
0 0 0 0 0 0.193

Supplementary Table 3. Anisotropic elastic stiffness tensor components (using Voigt notation) and associated relative
density measurements of trabecular bone in bovine femurs, along with the predictions obtained from the inverse design
approach presented here – as appearing in Figure 5 of the main article.
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as
LP(x) =
4
∑
i=1
‖x− x∗i ‖2, LR(x) =
4
∑
i=1
‖y(x)− y(x∗i )‖2 =
4
∑
i=1
‖y(x)− y∗‖2, (26)
which are plotted in Figures 9b and 9c. Minimization of each loss with respect to x yields
argminLP(x) = 0
argminLR(x) = x∗i , i = 1,2,3,4.
(27)
Clearly, the prediction loss yields an incorrect solution, while the reconstruction loss gives one of the four correct solutions,
depending on the choice of numerical solver.
(a) y(x) = (x−1)2(x+1)2 (b) Prediction loss: LP(x) (c) Reconstruction loss: LR(x)
Supplementary Figure 9. Toy inverse problem (25) along with the prediction and reconstruction losses as defined in (26).
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