Abstract-Stochastic methods of analysis can be used to quantitatively characterize small-scale (< 100 km) seafloor morphology such as abyssal hills. We wish to employ these methods to delineate stochastic seafloor provinces, which in turn can be related to geological variables such as spreading rate and age. Such information will be useful for acoustic interaction problems as well as for studying the processes which shape the seafloor, including surface faulting, extrusive volcanics, and sedimentation. In this paper we explore the resolving power of a n inversion algorithm, developed in an earlier paper, which estimates five parameters of the seafloor covariance function from a single swath of multibeam echosounding data. The resolving power is evaluated as a function of the swath length, the orientation of ship track with respect to topographic grain, and the response width of the sounding system. The analysis is conducted by inverting sets of synthetic data with known statistics. The mean and standard deviation of the inverted parameters are directly compared with the input parameters and the standard errors output from the inversion. The experiments performed in this study show that resolution of the covariance parameters is strongly dependent on the number of characteristic lengths (defined by the width of the covariance function in the ship-track direction) which are sampled. Rms seafloor height can be estimated to within -15 percent, and anisotropic orientation to within -5" (for a strong lineation), using track lengths as short as 3 characteristic lengths ( -10-100 km), and characteristic lengths of seafloor topography can be estimated to within -25 percent using track lengths as short as 5 o r 6 characteristic lengths (-20-200 km). The number of characteristic lengths sampled by a ship track, and hence the accuracy of the estimation, is maximized when the ship track runs perpendicularly to abyssal hill lineation.
Abstract-Stochastic methods of analysis can be used to quantitatively characterize small-scale (< 100 km) seafloor morphology such as abyssal hills. We wish to employ these methods to delineate stochastic seafloor provinces, which in turn can be related to geological variables such as spreading rate and age. Such information will be useful for acoustic interaction problems as well as for studying the processes which shape the seafloor, including surface faulting, extrusive volcanics, and sedimentation. In this paper we explore the resolving power of a n inversion algorithm, developed in an earlier paper, which estimates five parameters of the seafloor covariance function from a single swath of multibeam echosounding data. The resolving power is evaluated as a function of the swath length, the orientation of ship track with respect to topographic grain, and the response width of the sounding system. The analysis is conducted by inverting sets of synthetic data with known statistics. The mean and standard deviation of the inverted parameters are directly compared with the input parameters and the standard errors output from the inversion. The experiments performed in this study show that resolution of the covariance parameters is strongly dependent on the number of characteristic lengths (defined by the width of the covariance function in the ship-track direction) which are sampled. Rms seafloor height can be estimated to within -15 percent, and anisotropic orientation to within -5" (for a strong lineation), using track lengths as short as I. INTRODUCTION BYSSAL hills are heated seafloor features formed on or A near mid-ocean ridge crests by volcanic processes and surface faulting and modified through time by sedimentation. This morphology dominates the world's ocean basins, covering about 80 percent of the seafloor [l] . Scales of roughness for this type of terrain range from about 100 km (the length of a large abyssal hill) to a meter (a basalt pillow) and shorter. A quantitative description of abyssal hill terrain is needed by both the marine geophysicist and acoustician: By the marine geophysicist in order to study the processes which form abyssal hills, and by the acoustician in order to model the interaction of acoustic signals with the sea bottom. There are Manuscript received January 24, 1989; revised May 17, 1989 . This work was supported by the Office of Naval Research under Grant N00014-86-K-0325.
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two approaches to morphological quantification: Deterministic and stochastic. The deterministic approach is to record the seafloor depth as a function of position (i.e., the bathymetric map). Although straightforward, this approach has drawbacks for both scientists. To model acoustic interaction at high frequencies (up to 100 kHz), the acoustician would require a seafloor description with an accuracy to horizontal scales on the order of 1 cm. This information is not economically feasible to obtain, nor will it be in the near future, for substantial tracts of the seafloor. Even if obtainable, this quantity of data would be nearly impossible to manage. For the marine geophysicist, a deterministic description, even if reasonable to obtain and manage, would have very limited usefulness; the study of the shape and size of one abyssal hill cannot tell very much about a process that formed many abyssal hills of varying shapes and sizes.
The stochastic approach is to characterize the bathymetry in terms of ensemble, or average, properties, such as average depth and variation of depth, characteristic lengths, average lineation, direction, etc. This approach has advantages to both the marine geophysicist and acoustician. For the marine geophysicist, average abyssal hill properties and their variabilities are likely to be the most relevant information concerning the processes that generate abyssal hills. For both a stochastic description of the seafloor reduces a very large deterministic data set to a very manageable number of parameters. The stochastic description also characterizes topographic roughness at all scales. Thus, if a stochastic model can be shown to be valid at a wide range of scales, it may be used to predict seafloor behavior in regions of sparse or no coverage and at scales smaller than sonar resolution. Although the stochastic approach always provides much less than a complete description of the seafloor, it is presently the most workable approach for marine geophysical problems concerning numerous smallscale features and acoustic interaction problems using highfrequency sound sources.
An inherent difficulty lies in any attempt to quantify stochastic observations. An estimate of a random parameter requires the averaging of many observations, and we can never be sure that our sample observations all have the same stochastic characteristics (stationary statistics). The stochastic character of the seafloor does change considerably (nonstationary statistics), and it is precisely the nature of this change that we wish to quantify; i.e., we would like to delineate stochastic provinces of the seafloor in order to identify 0364-9059/89/1OOO-0326$01.00 0 1989 IEEE acoustic domains and to relate the provinces to geologic variables such as spreading rate and age. It is therefore critical to address the question of how many data are needed to make a well-resolved stochastic characterization; i.e., when are the errors in the characterization sufficiently small to distinguish one terrain from another? This will tell us the minimum scale over which we can detect changes in stochastic behavior. We also must be content with our inability to detect changes at smaller scales. Fig. 1 , showing 9 h of Sea Beam data from the south Atlantic, is a clear example of a change in stochastic behavior; the topography before -1700 h is visually very different from the topography following that time. The clearest difference is that the amplitude of topographic variation is much greater after, than it is before, 1700 h. What is the quantitative expression of this difference? We should expect that something so easily seen by the eye will be easily resolved by stochastic modeling. Are there other differences which are not obvious to the eye? How well resolved might these differences be, given the quantity of data that we have? These are questions which must be addressed if we are to attempt to characterize seafloor terrains by stochastic methods. This paper is part of an ongoing effort to model stochastically the seafloor at horizontal scales up to a few 10's of kilometers (predominantly abyssal hill topography). Our initial paper [2] proposed a parameterized model for the stochastic description of the seafloor and developed a method for estimating these parameters from multibeam echo-sounding data such as is derived from a Sea Beam system. In this paper, we explore in detail the resolution capabilities of this inversion as a function of ship variables such as track length, the orientation of the ship track with respect to the topographic grain, and the finite beam-width response of the echo sounder. The primary purpose of this study will be to assess the performance of the inversion and to determine the scale at which changes in the stochastic behavior of the seafloor can be detected. The information we obtain should also prove valuable in efforts to design sea-going experiments.
This study employs space-domain techniques to characterize the stochastic behavior of the seafloor. Changes in stochastic 327 behavior are determined by resolvable changes in parameters describing the 2-point moment or covariance function. Other researchers have attempted to locate changes in stochastic behavior using parametric methods in the Fourier domain [3], [4] . The primary advantage of space-domain methods is that we can invert the data directly without having to regrid or interpolate them.
This analysis is made possible by our ability to synthesize realistic multibeam data sets from a stochastic description of the seafloor and a simple mathematical description of the Sea Beam system effects. This allows us to generate many independent data sets with identical statistics which can be inverted in the same manner as real data. The mean and standard deviation of the inverted parameters can then be computed from these Monte Carlo realizations and directly compared with the input parameters and the standard errors estimated from individual inversions.
COVARIANCE-PARAMETER ESTIMATION
We partition the bathymetry of the seafloor b ( x l ) at an arbitrary point x I into a deterministic part bo@,) and a stochastic part h ( x l ) :
(1) The deterministic part is considered to be "large-scale" bathymetry, including features such as subsidence curves and swells, which can easily be depicted on bathymetric maps.
Then, over the scale lengths represented by bo(xl), the mean of h ( x , ) , the ''small-scale'' stochastic component of the bathymetry, can be taken to be zero. Our basis for a stochastic description of small-scale seafloor topography is the 2-point moment or covariance function, where ( a ) is the expected value and x is the lag vector. We make three important simplifying assumptions regarding the modeling of the covariance function, all of which will ultimately need to be relaxed for an adequate stochastic description of the seafloor. First, we assume that the seafloor within a given sampling area is statistically homogeneous, or stationary; i.e., the depth distribution does not vary with location, which is inherent in the form of (2). This assumption is important for the problem of estimation; any stochastic estimation will involve an ensemble of data, and we must require that the data being combined be samples from the same distribution. The seafloor is, as we have already stressed, nonstationary; its stochastic character changes with position, sometimes quite rapidly with respect to characteristic length scales of topography. We must therefore address the question of how little data is required to estimate the covariance function with errors sufficiently small to resolve geologically interesting variations. The answer to this question will tell us at what scales nonstationarity itself will be resolvable.
Secondly, to generate synthetic topography and perform an error analysis, we assume that the joint probability distribution of depth is Gaussian. In this case, all higher moments of the distribution can be expressed in terms of the covariance function. Since the power spectral density and covariance functions are Fourier transforms of each other [5] , this assumption is equivalent to approximating the phase spectrum as one which is uniformly distributed on (0, 2n] [ 6 ] . Although the seafloor tends to fail the Kolmogorov-Smirnov test for acceptance of the Gaussian hypothesis [7] , the distribution of seafloor depths is nevertheless nearly Gaussian [ l ] ; i.e., the probability density function is peaked near the mean depth and decays to zero similarly in both positive and negative directions. Since we are only characterizing the distribution to second order, the Gaussian assumption is sufficient; the properties of any distribution to second order can be described by a Gaussian form with the same first-and second-order properties. The study of higher-order moments of the seafloor depth distribution will be an analysis of perturbations from the Gaussian form.
Finally, we assume that the covariance function itself can be well-characterized by a functional form which is dependent Decreasing the parameter v increases the roughness, with the limiting cases of unity and zero corresponding to a euclidean random field with a continuous derivative (D = 2 ) and one which is "space-filling" (D = 3), respectively. The Hausdorff dimension describes the scaling relationship at high wavenumbers and thus specifies the spectral slope at wavenumbers % k, .
Unlike more common fractal models [ 9 ] , random fields whose second-order properties are described by ( 
The scale matrix Q can be expressed in terms of its ordered eigenvalues k i 2 k,Z and its normalized eigenvectors e^, and
Q=k~e^,e^T+k~e^se^T.
Q provides information concerning the anisotropic nature of seafloor topography; i.e., the lineation of abyssal hills. Since the covariance decays least rapidly in the is direction, abyssal hills will tend to be heated in the is direction. There are thus five parameters that we will be estimating: The rms height H , the order parameter v , the eigenvalues (or scale parameters) k, and k,, and the orientation 8 of the eigenvectors with respect to a reference direction. The scale parameters define an aspect
The Hausdorff (fractal) dimension D of a topographic surface can be related to the asymptotic properties of the covariance function at small lag [8] . In [ 2 ] , it is shown that the Hausdorff dimension is
where Bp(x, t ) is the effective response of the pth beam subtending an area A , ( t ) , and n p ( t ) is the system noise. We assume that the noise samples a stationary Gaussian process with zero mean and covariance
where N p is the rms noise amplitude, S ( t ) is the Dirac delta function, and S , , , is the Kronecker delta function. We also assume that the noise samples are not correlated with the topography h ( x ) . The beam pattern is taken to be independent of time; i.e., B,,(x, t ) = B,( fig. 21 show that the main lobe of the beam pattern is given by a DolphTchebychev window. However, at the level of approximation assumed in this paper, the main lobe can be well represented by a cosine-squared function. We therefore approximate The assumptions concerning system effects are simplifications. First, the response function, which accounts for the interaction of the finite beam with the sea bottom, is not strictly linear. Addressing the full nonlinear problem, which is beyond the scope of the present paper, will require further work on the interactions of acoustic signals with stochastic surfaces and sea-going calibration experiments of the Sea Beam system itself. However, at the present level of stochastic description, the linear response function is found to be adequate [2] . Secondly, the beam function is not independent of time. Both the beam width and the center position of the beam will change with depth. These effects are not significant, however, as long as the rms height H is much less than the average depth, which is true for the profiles considered here. Thirdly, noise is not strictly white; i.e., its correlation function has a finite width. In practice, however, the correlation length of the noise is typically less than the along-track sampling, so that the white-noise model suffices. Finally, it was found in [2] that the rms noise amplitude is at least weakly correlated with topography. Since noise is relatively broadband, this fact does not affect the parameter estimation.
For notational simplicity, we assume that the ship maintains a constant ship velocity U (we can easily generalize to arbitrary ship velocity by rescaling). In this case, s,(t) will be a zeromean, stationary Gaussian process, and the statistical properties of the multichannel response {s,(t)} will be completely described by the cross-covariance functions C P , ( f ) = ( S p m 7 ( 7 + f ) ) .
( 1 1) The inverse problem is thus to determine the parameters of
Chh(x) from estimates of Cp,( t ) .
We choose a coordinate system x = [ x l , x21 such that the center beam along the (straight) ship track corresponds to the locus to(t) = [ u t , 01, where U is the (constant) ship speed ( . (13) Where the noise variance is zero and the response function can be represented by a 6 function (a perfect echo sounder), (12) reduces to
Equation (14) says that the cross-covariance function between two beams is given by the intersection of the two-dimensional autocovariance function with a vertical plane parallel to the x I axis.
Equation (12) represents the solution to the forward problem of computing the cross-covariance functions { C , , } for a multichannel echo sounder from the autocovariance function Chh of a statistically homogeneous seafloor. The inverse problem employs estimates of this function from discretely sampled points of the beam functions {s,(t)}.
Along with our other simplifying assumptions (constant ship velocity U and constant cross-track beam positions), we also assume that the ping rate is constant. In this ideal case, all the discrete data points are equally spaced along straight lines. (Inevitable minor variations in ship speed and direction and changes in the ping rate resulting from depth variation will cause variations of the data spacing and direction about average values. With care, data sets can be chosen in which variations in speed and direction are negligible and, as with the center position of the beam, changes in the ping rate will be insignificant as long as the rms height is much less than the average depth. Where the data spacing is significantly nonuniform, the following method for estimating the cross-covariances can easily be modified to take it into account.) We construct estimates of (12) from a finite sample of M equally
The inverse problem thus involves finding equations of the form (12) which best match the estimates calculated from (15). In setting up the inverse problem, we must account for the statistical variations imposed by the limited sampling. The variation about the expected value is measured by the which involves the fourth moments of (9). Because s p ( t ) is Gaussian, the fourth moment can be related to the second moments, yielding [2], Equation (18) assumes that xj is greater than or equal to x/. Typical values of H 2 and N2, range from 1000-15 000 m2 and 25-500 m2, respectively, and tend to be positively correlated [2] . In general, then, H 2 $-Nf, and we can disregard the contribution of system noise to the variation of the estimates.
The dimensionless factor k l X is typically greater than 10, so that the terms in (18) of order ( / C , X ) -~ may also be disregarded. These approximations simplify (1 8) to the following form:
The inversion algorithm consists of an iterative generalized between the crossleast-squares minimization of the The dependence of the estimation covariance on some of the covariance forms of (12) and the estimations of (15) and using the inverse of Vpq,(j, I ) as a weighting matrix. Standard impomnt in (19):
'PPPP(j9 '1 increases with the ms topographic height H , and data parameters is made decreases linearly with the inverse of length of data used in the estimation X , and decreases with increasing the along-track scale parameter kl . We can physically interpret these relationships in the following ways: The variability of the estimates (determined by the case j = / ) will increase with the variation of topography. Variability will decrease with the increased data length because more data will better constrain the estimate. However, H and X do not affect the correlation among estimates (correlation = covariance/variance) since lags k1 ' On the Other affects both the variability and the correlation of the estimates. Given two scale parameters where k; is larger *an kl~ A; will be errors are obtained as the square-roots of the diagonal elements of the parameter covariance matrix computed from the partial-derivative matrix and Vpqrs( j , / ) [2] .
COVARIANCE OF THE ESTIMATES
The function Vpqrs(j, I) expresses the covariance of the estimated seafloor covariance function or, more simply stated, the covariance of the estimates. It contains information regarding the variability or variance of the covariance estimate about the expected (model) value and the correlation they between two covariance estimates of different lag coordinates. Variability tells US how far off the estimation may reasonably be from the expected value. The correlation between estimates tells us to what precision we can predict the value of one less than '1' Thus, for a given data length, the characteristic length A; be more Often than A I * This covariance estimation, given another. In order to understand increase the amount Of independent information, and thus the behavior of the estimates and the way in which this better constrain the estimates and decrease their variability.
more rapidly and erratically than topography with the longer must understand the functional form of Vpq,(j, 1 ).
scale length XI. Hence the correlation among estimates will be integration, a simplifying case that can be approximated decreased for the shorter scale length (larger scale parameter).
analytically is sufficient to demonstrate its structure. Setting v These effects are Seen in Fig. 3 7 where two sets Of = 1/2 and B(x, t ) = 6(E(t)), we compute Vppp,,(j, I), the autocovariance estimates from 20 independently generated covariance of an estimated single-beam autocovariance func-synthetic profiles are plotted. The parameters used to generate the profiles were H = 55 m, v = 0.5, and kl = 1.0 h -1 tion, by approximating the summations in (17) by integrals.
We define beam lag distance by xi = ut,, and beam data length ( Fig. 3(a) ) and 0.5 k m -I (Fig. 3(b) ). Clearly, the variance of by X j = MjuAtj, which expresses the amount of data used in the estimates is greater for the smaller scale parameter kl = the autocovariance estimation at lagj. kl is the scale parameter 0.5 km-'. Also, the estimates tend to vary about the expected in the ship track (Z1) direction. For v = 1/2 (a good value more rapidly with lag for the larger scale parameter kl = 1.0 h-', indicating that the correlation among estimates is ( -Irl ), which greatly simplifies integration and yields less than where k1 = Oe5 km-l. The form of Vpppp( j , I ) is dependent upon a lag separation Vpppp(j, 1 ) (x, -XI) and a lag distance (xJ + xi)/2. Fig. 4 shows Vpppp(j, I ) as a function of lag distance for four different lag separations. kl is set to 1, H i s set to 55 m, X , is set to 200 km, and X , and X , decrease linearly with xJ and x/. Each of the curves in Fig. 4 initially decrease with lag distance, and eventually increase gradually at large lag distances as X j and X , decrease linearly. The lag distance at which these curves variability at the smallest lag. We might expect, then, that the weighting of the inversion will deemphasize the importance of small-lag estimations. However, the correlation among estimates is also greatest at small lags. Thus, while the variability of the estimates at small lag may be large, the shape of the estimated function is best constrained in this region. This phenomenon results from the fact that although we are sampling smaller lags more often than larger lags, and thus better constraining the shape of the autocovariance at small lags, the smaller features are superimposed on the larger ones so that the variance of the larger scales contributes to the total variance at smaller scales. These effects can also be seen in Fig. 3 . The dashed lines represent 95 percent confidence limits (1.96 times the square root of Vpppp(j, j ) ) on the variance of the estimates about the expected value. Thus we expect 1 estimate out of 20 to be outside of these limits at any lag. This is generally true in both of the cases shown in Fig. 3 . The variance does decrease with lag, but this effect is not clearly visible since the decrease is only -25 percent, and the curvature near zero lag gives the illusory appearance of a better vertical constraint. More easily seen is the stronger correlation near zero lag. The estimates more consistently follow the shape of the expected autocovariance form in this region. Since we are primarily interested in inverting for the form of the covariance function, the shape of the estimates at the smallest lags should receive the most weight, and this is indeed the case.
The full form V,,,(j, I ) is obviously more complicated than (19), but the principal points stated above are still valid. In the general case, we can identify scale parameters, lag distances, and lag separations that are directionally dependent and have the same effect on the behavior of the covariance of the estimates as in the one-dimensional case. The order parameter v, which is inversely proportional to roughness, also affects V,,,(j, I ) in an important way: The correlation of estimates near zero lag increase with v, because larger values of v imply smoother (i.e., more predictable) topography and hence greater correlation of the estimates.
IV. NUMERICAL EXPERIMENTS
The inversion algorithm provides estimates of the covariance parameters and their formal uncertainties, both assumed to be unbiased. However, complexities in the inversion, principally the nonlinearity of the problem, force us to question this assumption. In a linear inverse problem, a Gaussian distribution of data results in a Gaussian distribution of inverted parameters. In this case, the diagonals of the parameter covariance matrix are easily interpreted as the variances of the parameters. In the nonlinear problem, the error distribution of inverted parameters is non-Gaussian. However, since the solution is derived by an iterative, linearized process, the parameter covariance matrix assumes a Gaussian form for the distribution of parameters and thus does not express the true resolution of the problem. We therefore explore how well the linearized standard errors match the variations calculated in numerical experiments.
In our procedure, we generate several synthetic multibeam data sets with identical known statistics [ 2 ] . This is accomplished by first creating a topographic field, calculated by Fourier transforming the discrete model amplitude spectrum with uniform random phase, then sampling the field in a manner approximating the Sea Beam geometry (e.g., Fig. 2) , and finally applying a linear-response function and adding a white noise component to simulate the system effects. The synthetic data produced by this algorithm are Gaussian distributed. Each synthetic data set is then inverted as if its statistics were unknown. The mean and standard deviation of the output parameters from the inversion can be directly compared with the input parameters and the average linearized standard errors, respectively. In this section, we present the results of several such experiments conducted under a variety of circumstances. Our aims are twofold: 1) To determine how accurate the estimated parameters and their standard errors are, and 2 ) to investigate the resolution of parameters with respect to ship variables such as length of data, the angle with respect to the topographic grain, and the response width.
Initial experiments show that, while the estimates of H and the parameters of the scale matrix Q are generally robust with respect to the inversion procedure, the estimation of the Hausdorff dimension D is often not. The reasons for this behavior will be discussed in detail below. The robustness of the inversion algorithm can be strengthened and its convergence properties improved by sequencing it into two parts [2] : 1) Preliminary values of the rms heights H , the along-track scale parameter qll, and the Hausdorff dimension D are first estimated using several closely spaced points of each of several autocovariance estimates { C,,, } , and 2) D is then fixed and the estimates of H , the direction of topographic grain c,, and the principal scale parameters k, and k, are revised by the inversion of a more widely spaced sampling of the auto-and cross-covariance estimates { C,,} .
A . Estimation of Scale and Orientation Parameters
We begin with numerical tests of step 2 of this inversion algorithm. For the following experiments we set v = 1/2 (D = 5/2) for both synthesis of data and the inversion of the remaining parameters. This value of the fractal dimension is appropriate for rough, unsedimented seafloor terrain. (Although variations in v can compensate for variations in the scale parameters k, and k, [2] , this trade-off is largely described by (8) so that the characteristic lengths A, and A, are not strongly correlated with v.)
Figs. 5 and 6 show the results of numerical experiments conducted on synthetic Sea Beam data generated from surfaces with covariance parameters H = 65 m, k, = 0.48 h -I (A, = 5.9 km), and k, = 0.12 km-' (A, = 23.6 km), using a response width of 0.63 km and values for the rms noise ranging from 5 m at the center beam to 15 m on the outer beams. All subsequent experiments also use these noise values. 6' is defined as the angle between the ship track and the 8, (spreading) direction (Fig. 2) . These parameters, which were used to generate the topography shown in Fig. 2 , are typical of the seafloor in the northeast Pacific Ocean. Each data point plotted represents the average result of the inversion of 20 independent synthetic data sets. The solid bars represent their standard deviation, and the dashed bars represent the average of the 20 linearized standard errors from the inversion. Fig. 5 shows such results for four different track lengths, ranging from 300 to 75 km, with 8 = 0". In general, it is clear that we have succeeded in recovering the covariance parameters that were used to generate the synthetic surface; in all cases, the averages of the parameters estimated from the 20 inversions are within a small fraction of the observed deviation from the input parameters. The average linearized standard errors from the inversions are generally within -10-20 percent of the observed deviation of the inversion results. The principal exception is for the parameter 8, where the average linearized standard errors tend to overestimate the observed deviation by up to a factor of two, an effect probably ascribable to the linearization. The errors tend to increase with decreasing track length, as expected. We note that the relative errors for k, and k, are nearly identical. is better in the former cases are 1) that the shape of the covariance function is best constrained near zero lag, and 2) we are independently sampling that region more often because the characteristic length in the 8, direction is shorter.
Thus, the primary determinant of the resolution of all the covariance parameters is the number of characteristic lengths in the along-track profile.
Figs. 7 and 8 show results equivalent to Figs. 5 and 6, respectively, for numerical experiments conducted on synthetic Sea Beam data generated from surfaces with covariance parameters H = 63.2 m, k, = 1.7 km-' (A, = 1.7 km), and k, = 0.2 k n -I (A, = 14.1 km) and using a response width of 0.39 km. These parameters, which indicate shorter scale lengths and a greater aspect ratio (-twice as large) than the previous examples, are fairly typical of the seafloor near the Cocos-Pacific spreading region of the east Pacific rise. The results are similar to the previous experiments. However, since characteristic lengths are smaller, shorter sections of data are adequate to make good estimations. Where track lengths in Figs. 5 and 7 are similar in terms of the number of characteristic lengths sampled along-track, the relative errors in the scale parameters are nearly identical. The greater aspect ratio in the latter case improves the resolution of 8. However, it also causes the estimation errors to be a stronger function of ship direction.
The preceding experiments help us to determine what is well resolved in an absolute sense. The resolution of all parameters depends strongly on the number of characteristic lengths sampled by a Sea Beam track. The resolution of H is good in all cases, the worst being for 8 = 90" in Fig. 8 , where the error is less than 15 percent of the value of H and the number of characteristic lengths sampled is only 3.5. Thus we can obtain very good estimates of H with quite short track lengths, especially if the ship track runs across the topographic grain. 8 is also well estimated for all cases, with a maximum error of -5 " (Fig. 6) . However, resolution of 6 ' depends on the aspect ratio a. Aspect ratios as low as 2 have been observed [ 121, and in these cases the errors in 8 can be as great as 10". The scale parameter estimates have larger relative errors: -12 percent where the track lengths exceed 50 characteristic lengths (Figs. 5 and 7) , and up to -50 percent at 3.5 characteristic lengths (Fig. 8) . Fifty percent errors are generally too large to make quantitative geologically interesting statements about abyssal hill morphology. The errors remain below -25 percent until about 5 (Fig. 8) or 6 (Fig. 6) characteristic lengths, where they rise to -30 percent. As a general rule of thumb, we consider 5 or 6 characteristic lengths to be a minimum track length necessary to resolve the scale parameters. In evaluating the resolving power of a data set, important quantities to consider are the correlations between parameter estimation errors. The correlation coefficient between two parameters 1 and 2 is defined by the ratio of the covariance between parameters CI2 to the product of their standard deviations uI and u2: p l z = CI2/uluz ( -1 I p12 I 1). The parameter covariance matrix is readily obtained from the inversion, and thus the correlation coefficients can be calculated. In the numerical experiments shown in Figs. 5 and 6, H was found to be negatively correlated with k, and k, ( p z -0.75), k, and k, were highly correlated with each other ( p G +0.85), and 8 was poorly correlated with all the other parameters ( I p I < 0.03). Fig. 9 illustrates three of these correlations by plotting parameters derived from individual inversions for the case 8 = 0 and a track length of 75 km. Where the correlation is positive (k, versus ks), these points cluster about a line with positive slope; where the correlation is negative (H versus k,,) , they cluster about a line with negative slope; and where the correlation is near zero (H versus e), there is no discernible pattern. In each case, the 
B. Estimation of the Hausdorff Dimension
Experimentation has shown that step 2 of the inversion requires no more than about two dozen well-spaced covariance estimations from the cross-covariances of 3-4 widely spaced beams. Beyond this quantity of data, the errors in the estimated parameters do not appreciably decrease. This is a result of the strong covariance among estimates, which limits the amount of independent information available.
A different strategy is needed for optimizing step 1 of the inversion. The Hausdorff dimension is primarily dependent upon the shape and curvature of the covariance function near zero lag. The information constraining the Hausdorff dimension is not several single estimations at various lags, as in step 2, but rather the shapes produced by sets of estimations with closely spaced lag coordinates. In this case, it is necessary to take into account the strong correlation among nearby estimates for the inversion to work. Single-beam autocovariances are the only Sea Beam cross covariances which adequately constrain the shape of the two-dimensional covariance near zero lag (e.g., (14)). Thus, step 1 of the inversion must include many closely spaced points near the origin of these autocovariance functions.
Using closely spaced and highly correlated estimation points makes the inversion susceptible to small deviations from the expected form. This is particularly true for higher values of v and large response functions, since in these cases the correlation among estimates near zero lag is greater. Smallscale variations in the covariance due to noise, which are negligible in step 2, can be significant in step 1. We might expect to be able to solve this problem by including the contribution of noise in the covariance of the estimates. Unfortunately, this contributes to destabilization by reducing the correlation among estimates necessary for the inversion to work, and also biases the estimation of v.
We find that the convergence of step 1 is best when the covariances between single-beam autocovariance estimations are ignored; i.e., each beam is treated independently from all other beams. Because beams are widely separated from each other compared with the along-track sample spacing, the beams should be fairly independent of each other with respect to the Hausdorff dimension. We would expect the standard errors to be underestimated in such an inversion, since we are claiming more independent information than we actually have. However, in general we find that the theoretical standard errors on v tend to overestimate the observed variation (probably because of the nonlinearity of the estimation problem) so that the inversion of 2 or 3 autocovariances treated independently yields theoretical standard errors on the estimation of v which are close to the observed variation. Fig. 10 shows numerical tests of step 1 conducted on synthetic Sea Beam data generated from surfaces with covariance parameters H = 65 m and k, = k, = 0.5 km-', and using a response width of 0.5 km. Two different Hausdorff dimensions, four track lengths, data points from two autocovariance estimations were used in these inversions. The numerical results are quite consistent with the theoretical expectations; the averages of the 20 estimated values of v are well within the observed deviation of the input parameters, and the linearized standard errors are within -10-20 percent of the observed deviations. As expected, the errors increase with decreasing track length and tend to be slightly larger in the case of the lower Hausdorff dimension. There is also some evidence that at a low Hausdorff dimension, the estimation of the Hausdorff dimension becomes slightly biased toward larger values at shorter track lengths. This may result from the fact that v is constrained to be less than 1 and greater than 0; i.e., as the errors increase for the estimation of v close to 1, there is a greater likelihood of larger errors toward smaller values of v than toward larger values of v.
Resolution of the Hausdorff dimension is also heavily dependent on the width of the response function in relation to the characteristic length. Fig. 11 shows the numerical tests of step 1 conducted on synthetic Sea Beam data generated from surfaces with covariance parameters H = 65 m, k, = k, = 1.5 km-' and D = 2.5, a track length of 200 km, and echosounder response widths ranging from 0 (6 response) to 0.5 km. The characteristic length in this case (1.9 km) is three times shorter than for the D = 2.5 tests in Fig. 10 . The observed deviation is well constrained (< % 0.1) at short response widths but becomes quite large ( f 0.17) when the response function reaches 0.5 km. The linearized standard errors, which increase only modestly with increasing response width, do not match this behavior well. Failure to include the effects of system noise into the error calculations is a probable cause for this discrepancy.
Assuming an incorrect response width can have a drastic effect on the estimation of the Hausdorff dimension, Fig. 12 shows numerical tests of step 1 conducted on synthetic Sea Beam data generated from surfaces with covariance parameters H = 65 m, k, = k, = 1.5 km-' and D = 2.5, a track length of 200 km, and echo-sounder response width fixed at 0.3 km. The inversions were conducted assuming response widths ranging from 0 to 0.5 km. One hundred meter errors in the assumed response width result in errors in the estimation of D of between 0.1 and 0.2. Failure to consider at all the echosounder response results in errors greater than 0.2. This experiment clearly demonstrates the need for accurate calibration of the echo-sounding system.
V . RESOLVABILITY OF NONSTATIONARY BEHAVIOR
It is impossible to address the problem of what is well resolved with respect to nonstationarity without first identifying limitations on the detectability of stochastic changes. For example, we may wish to identify changes in stochastic character which occur over preset horizontal scales. This would require us to use data sets of a limited track length, which in turn limits the resolution of our parameters. Changes in stochastic character which are within this resolution will not be detected. On the other hand, we may wish to identify changes in stochastic character with a preset resolution. This would require us to use track lengths long enough to obtain this resolution. Changes in stochastic character on horizontal scale lengths shorter than such track lengths will also not be detected.
The Sea Beam data shown in Fig. 1 provides us with an interesting test case for investigating the resolution of nonstationary behavior. Table I shows the inversion results for the entire data set, for the data prior to 1700 h, and for the data after 1700 h. In this case, we are interested in determining what parameter changes can be detected given these constraints on data lengths. A difference in the rms heights of the two sections is evident in the raw data. The section after 1700 h exhibits nearly three times the variability of that prior to 1700 h. Less obvious, and perhaps more interesting, is the difference in the abyssal hill azimuths. The data prior to 1700 h, trending at -13 f 5 ' , are consistent with the trend of the mid-Atlantic ridge at this latitude (3.5" S), whereas the data after 1700 h, trending at 3" + 9 " , are not. The lineation difference A0 = 16" is resolved at 80 percent confidence, given the standard deviation uA0 = J(u: + ut) = 10". This difference is the sort of information that might shed light on the processes which shaped this terrain.
Neither the scale parameters nor the aspect ratios are resolvably different for this comparison. If there is a difference, then it is clear that longer data lengths will be needed to resolve it. We were also not able to distinguish the two data sets by a difference in the Hausdorff dimension. The inversion of the data before 1700 h for the Hausdorff dimension was very poorly constrained, tending to settle on a value of D E 2.1 f 0.3. Inverting the data after 1700 h produced an estimate of D = 2.30 f 0.14. For inverting the scale and orientation parameters of the data prior to 1700 h, we fixed D at 2.25 for better comparison with the other data sets. The inversion for the full data set, while tending to split the difference between the two subsets, is more consistent with the data set after 1700 h. This is to be expected since the much larger amplitude characteristics will tend to dominate the covariance.
An important means of subjectively assessing how well we are modeling the stochastic character of the data is to visually compare the data with a synthetic data set generated from the estimated model parameters. Figs. 13 and 14 are data- Fig. 1 prior to 1700 h with 4 h of synthetic data. The synthetic data was generated using the covariance model parameters (see Table I ) estimated from inverting this portion of the data, and using appropriate rms noise values and response functions. Fig. 1 after 1700 h with 5 h of synthetic data, The synthetic data was generated using the covariance model parameters (see Table I ) estimated from inverting this portion of the data, and using appropriated rms noise values and response functicns.
synthetic comparisons for the sea beam sections of Fig. 1 prior to and after 1700 h, respectively. The comparison for the former is quite good; the along-and across-track characteristic scales, the rms height, the direction of lineation, and the smallscale roughness all compare favorably. The primary difference is that the "valleys" of the real data set are rounded compared with the peaks, whereas no such difference exists in the synthetic data. This phenomenon is likely a result of sediment ponding and causes an asymmetric distribution of depth which cannot be characterized by the Gaussian model. The analysis of such asymmetries will require the use of nonGaussian random fields. It is also likely that the Hausdorff dimension differs between the valleys and peaks. If so, we will not be able to detect such differences because we must average over at least several characteristic lengths. The comparison for the data after 1700 h is less favorable; primarily, the cross-track characteristic lengths appear too short in the synthetic data. A value of k, which is more consistent with the earlier data set would be more appropriate, suggesting that a longer data set would not resolve any difference in this parameter for this particular comparison. This data set also displays some fairly exotic terrain, such as the big flat spot at 1900 h and laterally asymmetric, or tilted, abyssal hills between 2000 and 2200 h. As in the case of sediment ponding, abyssal hill tilting will require higher order (i.e., non-Gaussian) stochastic analysis.
VI. DISCUSSION
The inversion of Sea Beam cross-covariance estimates for the parameters of the seafloor covariance function provides an excellent means of quantitatively characterizing the smallscale (100's of m to 10's of km) stochastic behavior of the seafloor. The experiments performed in this study show that resolution of the covariance parameters is strongly dependent on the number of characteristic lengths which are sampled.
The rms seafloor height can be estimated to within -15 percent, and the anisotropic orientation to within -5" (for a strong lineation), using track lengths as short as 3 characteristic lengths (-10-100 km), and characteristic lengths of the seafloor topography can be estimated to within -25 percent using track lengths as short as 5 or 6 characteristic lengths (-20-200 km) . The number of characteristic lengths and hence the accuracy of the estimation is maximized when the ship track runs perpendicularly to the abyssal hill lineation. Ship surveys of abyssal hill terrain should therefore include many track lines running parallel to flow lines. The estimation of the Hausdorff dimension is more difficult with this method. The most stable and accurate estimation of D is obtained when only autocovariance estimations closely spaced near zero lag are used in the inversion. This inversion becomes increasingly unstable and inaccurate as the characteristic length is shortened with respect to either the response width or the data spacing, as the rms noise is increased, and as the order parameter v is increased.
The numerical experiments in this paper do not constitute a thorough test of actual conditions; in the real world, we are not guaranteed that the topography of the ocean floor is Gaussian distributed or that its covariance function conforms to the parameterized model. If the seafloor is significantly nonGaussian, our description of the correlation between estimates will be in error. This will obviously affect the way estimates are weighted. If the covariance deviates significantly from the parameterized model, the inversion will predominantly fit the form of the covariance near zero lag, since the estimates in that region receive the most weight. The covariance model formulated in (2) and applied here does appear to be a good description of the seafloor in many oceanic regions, at least in the scale range from tens of kilometers to a few hundred meters [12] . At this point its questionable whether this covariance model can be extended to smaller scales. Pillow basalts bear little resemblance to faulted abyssal hills. Extending this stochastic model to smaller scales may be possible if we allow for changes in the spectral roll-off rate [3] and azimuthal dependence with scale.
Uncertainties in the sonar characteristics also affect the inversion results. If the response characteristics are in error, the estimation of the Hausdorff dimension will be incorrect. For example, underestimating of the width of the response function will result in an underestimating of the Hausdorff dimension. Also, if the system noise is not white, as we have assumed, the Hausdorff dimension can be overestimated. These uncertainties underscore the need for calibration experiments to accurately determine the Sea Beam response to a rough ocean floor, and to properly model the system noise process, including the correlation between noise and seafloor characteristics. If the response and noise are properly calibrated, the Sea Beam system may prove useful for obtaining stochastic seafloor information at scales smaller than the deterministic resolution capabilities.
