Abstract Current commercial software tools for transmission and generation investment planning have limited stochastic modeling capabilities. Because of this limitation, electric power utilities generally rely on scenario planning heuristics to identify potentially robust and cost e↵ective investment plans for a broad range of system, economic, and policy conditions. Several research studies have shown that stochastic models perform significantly better than deterministic or heuristic approaches, in terms of overall costs. However, there is a lack of practical solution approaches to solve such models. In this paper we propose a scalable decomposition algorithm to solve stochastic transmission and generation planning problems, respectively considering discrete and continuous decision variables for transmission and generation investments. Given stochasticity restricted to loads and wind, solar, and hydro power output, we develop a simple scenario reduction framework based on a clustering algorithm, to yield a more tractable model. The resulting stochastic optimization model is decomposed on a scenario basis and solved using a variant of the Progressive Hedging (PH) algorithm. We perform numerical experiments using a 240-bus network representation of the Western Electricity Coordinating Council in the US. Although convergence of PH to an optimal solution is not guaranteed for mixed-integer linear optimization models, we find that it is possible to obtain solutions with acceptable optimality gaps for practical applications. Our numerical simulations are performed both on a commodity workstation and on Albuquerque, NM 87185-1318, USA E-mail: jwatson@sandia.gov 2 F r a n c i s c o D . M u n o z , J e a n -P a u l W a t s o n a high-performance cluster. The results indicate that large-scale problems can be solved to a high degree of accuracy in at most two hours of wall clock time.
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Introduction
The US electricity transmission grid is the world's largest machine. It is composed of 200,000 miles of high-voltage transmission lines that transport electricity from over 19,000 generators to 145 million customers, with annual revenues of $364 billion for the year 2012 [17] . Operations for this extremely complicated system are managed using advanced optimization techniques in both deregulated markets (e.g., California ISO, PJM, MISO, and ISO New England) and vertically integrated utilities (e.g., SPP and BPA). Advances in both mixed-integer optimization techniques and computing technologies have allowed utilities to more accurately represent the physical characteristics of power plants and obtain lower-cost operations plans, which have yielded cost savings of approximately $300 million per year [48] . New developments in stochastic unit commitment techniques are receiving increasing attention from academics, vendors, and the government, as they may further increase the economic e ciency of software for operations planning under increasing penetration of renewables [49] . In contrast, long-term planning tools -particularly for transmission investment -have received much less attention. Estimates indicate that the US electric power industry will require $2 trillion of investments in new transmission and generation infrastructure by 2030 in order to meet forecasted demand and policy objectives [14] . Nearly half of these anticipated investments correspond to upgrades of aging transmission and distribution systems.
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Optimal transmission investment planning is an extremely challenging problem that has been extensively studied [35] . Although some commercial tools are capable of optimizing transmission system topology in order to minimize system costs (e.g., NetPlan [1] ), most transmission planning studies employ heuristic decision rules. One standard approach is to use production cost simulation packages (e.g., PROMOD [3] and PLEXOS [2] ) to assess the performance of exogenously created -typically via domain experts -transmission and generation investment plans. Unfortunately, these simulation tools do not recommend potentially better investment alternatives than those being tested. Therefore, they can only be considered as screening tools [34, 47] .
Beyond the complex combinatorial structure of optimal transmission and generation investment planning problems, factors such as increased environmental concerns, rapidly changing economic conditions (e.g., due to shale gas extraction), and the increased penetration of variable generation from renewables introduce significant new risks for electric utilities. Planning under uncertainty requires identifying a single investment portfolio that would minimize a certain metric (e.g., expected cost or Conditional Value-at-Risk) when tested against a broad range of scenarios -which is significantly more complicated than planning for a single future. The price of disregarding uncertainty, e.g., by only planning for the most likely scenario, includes stranded or ine ciently sited transmission and generation assets, or higher-than-necessary future investment and operations costs.
In practice, planners account for uncertainty by performing scenario analysis, which involves finding an optimal (or near optimal) investment plan for each of a set of scenarios independently. These plans are combined using heuristic decision rules that result in a single, implementable investment recommendation. 2 However, investment plans that result from the application of these heuristics can perform significantly worse (e.g., in terms of high system costs and stranded assets) than truly stochastic approaches that seek to minimize the expected system cost [42] . Unfortunately, most stochastic-programming based implementations are only demonstrational due to their high computational complexity, and as a result have only been applied to small test systems.
In this paper, we develop a stochastic mixed-integer transmission and generation investment planning model that explicitly accounts for the variability of time-dependent parameters such as load and wind, solar, and hydro power. We propose a practical scenario reduction framework to select representative scenarios and an application of the Progressive Hedging algorithm to solve the resulting reduced stochastic optimization model. We compute a lower bound on the expected optimal system cost by solving a linear relaxation of the stochastic mixed-integer linear planning problem. An upper bound is then calculated by testing each trial investment plan against a large-scale simulation of the operations problem considering the full (sampled) distribution of stochastic parameters. Although convergence of the Progressive Hedging algorithm to a global optimum is not guaranteed in the mixed-integer case, we are able to find solutions with a 2.55% optimality gap for a 240-bus representation of the Western Electricity Coordinating Council (WECC) in the US.
The rest of this paper is structured as follows. In Section 2 we review the state-of-the-art in transmission and generation planning, together with algorithms to solve large-scale investment planning problems. In Section 3 we introduce a stochastic investment planning model that co-optimizes transmission and generation infrastructure investment decisions. In Section 4, we propose a scenario reduction framework based on the k-means clustering algorithm, to facilitate more tractable computation. Section 5 describes our implementation of the Progressive Hedging decomposition algorithm to solve our stochastic model, and discusses as a relaxation of the soft constraints that link variables across scenarios. Section 6 describes the WECC 240-bus test case and our as-2 A common rule is to recommend investments in transmission lines that are part of the optimal investment plan for most or all of the scenario-specific solutions [42] .
sumptions regarding transmission and generation build limits. In Section 7 we present results from di↵erent numerical experiments on the WECC-240 case. Finally, we conclude in Section 8 with a summary of our contributions.
Literature Review
Some of the earliest work on transmission investment planning was based on linear programming [22, 63] . Advances in branch-and-bound algorithms for mixed-integer linear programming allowed researchers to later model transmission investment options using discrete variables [6, 51, 58] . This represents an improvement over linear programming models because a) the modular or "lumpy" characteristic of transmission investment alternatives can only be accurately modeled using binary variables and b) Kirchho↵'s Voltage Law for candidate lines can be enforced using linear disjunctive instead of nonlinear constraints [24, 45] . Further advances in the formulation of investment planning problems account for linear [66] and piecewise linear losses [5] . A comprehensive summary of transmission planning models is provided in [35] .
Transmission planning models that explicitly account for uncertainty often rely on stochastic programming [4, 42-44, 50, 60, 66] or real options [27] . Some of the most common sources of uncertainty addressed in these models include demand growth, fuel prices, technology costs, regulatory conditions, and the quantities of time-dependent resources such as load and wind, solar, and hydro power. Although stochastic models are significantly more di cult to solve than their deterministic counterparts, modeling uncertainty explicitly in the decision process can yield significant cost savings. For example, [42] finds that by ignoring uncertainty (e.g., by using a standard deterministic planning model) one can increase total system cost relative to a stochastic model by more than the cost of the transmission lines themselves. However, due to computational limitations, solving such models directly (specifically, via direction solution of the extensive form or deterministic equivalent) for large-scale power systems can be extremely slow or even infeasible due to time and/or memory limits.
An alternative to directly solving a stochastic program is the application of decomposition algorithms. One of the first and most widely used decomposition strategies is based on Benders decomposition [7] . The specialization of this approach for stochastic programs is known as the L-shaped method [10] . The L-shaped algorithm separates the investment problem (i.e., the master problem) from the operations problems (i.e., subproblems), which is particularly advantageous for models that account for discrete investment alternatives through the use of binary decision variables. The quality of the trial investment solutions that are found in the master problem is progressively improved through the addition of Benders' cuts that are computed from the subproblems. Asymptotic convergence is guaranteed for subproblems that are convex with respect to the investment variables [23] . Examples of implementations of Benders decomposition to solve deterministic transmission planning problems include [9, 24, 56] . Stochastic applications include models that co-optimize transmission and generation investments simultaneously [15, 44] and formulations that focus solely on generation expansion planning [11, 12, 31, 33] .
Other decomposition approaches subdivide stochastic problems on a scenario basis, i.e., stochastic investment programs are divided into a collection of linked deterministic investment problems. Lagrangian relaxation [13] and Progressive Hedging [55] have been utilized to solve large-scale stochastic unit commitment [49, 57] and generation expansion planning [33] problems. To the best of our knowledge, only Progressive Hedging has been used to solve stochastic transmission planning problems [54] . However, this application was restricted to a 14-bus test case.
Researchers have also proposed heuristic algorithms to find high-quality solution to large-scale transmission investment problems. These include greedy randomized methods [8] , heuristic solutions to the investment master problem in Benders decomposition [46] , search algorithms based on sensitivity analysis [36] , genetic algorithms [59] , and sequential approximation approaches to account for wind and load variability [50] . Although some of these heuristics can obtain potentially good solutions, none of them provide a metric of solution quality, such as a bound on the optimal system cost.
Model Description
We now propose a stochastic investment planning model that co-optimizes transmission and generation investment portfolios. To maintain linearity of the operations model, we consider independent hourly economic dispatch models and ignore all ramping and unit commitment constraints, i.e., constraints that link operational hours across time and determine unit on/o↵ state. These relaxations could potentially yield solutions that over-estimate the flexibility of the corresponding candidate generation portfolio, and therefore yield higher production costs than those predicted by a full-fidelity operations model with commitment and dispatch. However, in practice the additional costs yielded by these relaxations represent only a small fraction of the total system cost. Thus, all variables are assumed to be continuous except for those used to capture transmission investment alternatives. We also assume that generation marginal costs are constant.
We now introduce the primary notation used to define our investment planning model. Additional parameters will be introduced subsequently as needed.
Sets and Indices
3 For instance, [32] reports that although the generation investments recommended by planning models with and without unit commitment are di↵erent, the generation fleet selected by a model based strictly on economic dispatch yields a total system cost that is only 0.02% higher than those resulting from a model based on unit commitment. The objective function in our model minimizes the sum of capital investment cost plus the present worth of expected operations cost for a 50-year horizon (T = 50). As in [42] , we assume that all new transmission and generation infrastructure has a 10-year permitting and construction lead time (LT = 10). 5 The transmission system is modeled using a linear DC power flow approximation, which is a standard assumption for long-term investment planning studies. 6 This formulation could be easily extended to account for linear [66] or quadratic [5] transmission losses, but at the expense of a more complex model. Costs in our model are formally defined as follows:
Present worth of operations cost for each dispatch scenario
The objective function is then formally given as:
The core model constraints are given as follows:
Installed reserves The installed capacity of renewable generation technologies is derated using E↵ective Load Carrying Capability (ELCC) factors based on historical data. 7 For simplicity, we enforce a single constraint on available reserves in the system. However, this basic construct could be easily enforced on subsets of buses (e.g., reliability regions), as is often done in large interconnected systems. The peak-load hour is denoted h
Renewable target per year This constraint imposes a minimum amount of power supplied from renewable generators, defined as a fraction of the supplied demand. For power systems that span across multiple jurisdictions (e.g., the WECC or MISO), renewable targets are enforced on a state-by-state basis (e.g., via state Renewable Portfolio Standards).
Kirchho↵ 's Voltage Law (KVL) for existing lines
Kirchho↵ 's Voltage Law for candidate lines We enforce KVL for candidate lines using a disjunctive formulation that allows us to maintain linearity. To avoid weaker than necessary relaxations, we use the minimum feasible values of M l such that the angle di↵erences are unconstrained if a line is not selected for construction (x l = 0).
7 In reality, the capacity value of some renewable resources decreases as the amount of installed capacity of the resource increases. For instance, in a system where most of the peak-load hours occur in the late afternoon, when the probabilities of lost load are highest and when solar resources are often fully available, the first few MWs of solar will directly reduce the need of power supply from peaking generation units. In that case, solar resources should be assigned a capacity value that is close to their rated capacity (i.e., ELCC ⇡ 1). However, higher penetrations levels of solar could result in a shift of peak net load hours to the early evening, when the resource is no longer available. In this second case, the marginal contribution of an additional MW of solar capacity towards a reduction of the peak net load (and a reduction of the probability of lost load) is nearly zero (i.e., ELCC ⇡ 0) [39] . In practice, electric power utilities rely on estimates of ELCC from historical data for new power plants. In some cases, these values are updated year by year based on the actual contribution of the resources towards reductions of peak net loads [40] .
Power flow limits for existing lines
Power flow limits for candidate lines
Maximum generation limits We assume that all generators are dispatchable.
In particular, this implies that renewables resources can be (partially) curtailed. Variability of renewable resources is modeled through coe cients W ih 2 [0, 1] based on historical or forecasted data. Coe cients W ih are set to 1 for all conventional generation technologies.
Interfaces Some system operators impose limits on the sum of power flows across group of lines (also known as flowgates). We assume that the interface limits correspond to a fixed fraction of the installed transmission capacity of the lines that belong to the interface.
Integrality and non-negativity
Scenario Reduction Framework
The investment planning model described in the previous section can result in an extremely large mixed-integer linear optimization problem, depending on the system size and the granularity of (e.g., number of hours represented in) the operations model. A common approximation to reduce the computational complexity of such large-scale stochastic programs involves the use of load duration curves, in which a small number of representative hours are selected across an entire year (e.g., peak, shoulder, and o↵-peak load hours) [28] . The papers by [18] and [49] describe more sophisticated scenario selection techniques applied to long and short-term power systems planning problems, respectively. Other generic scenario reduction frameworks include importance sampling [31] , latin hypercube sampling [61] , and moment matching [30] . Convergence of these methods to the optimal solution considering the full distribution of scenarios is guaranteed in the limit, for large sample sizes [16] . Unfortunately, these approaches do not provide bounds on the optimal system cost of the full-resolution problem.
Here we extend the clustering-based scenario reduction method developed in [44] , which can be used to both reduce the size of the stochastic investment planning problem and to derive bounds on the optimal system cost. Other researchers have applied this approach to reduce the computational complexity of large stochastic programs, but in the context of production cost models [19, 29, 67] and not investment planning.
In the remainder of this paper, we refer to representative hours h as scenarios s, making the connection to stochastic programming explicit. Note that in our planning problem all stochasticity is restricted to loads and wind, solar, and hydro power. We let the vector W(s) denote a realization of these parameters and denote the corresponding probability space by (P, ⌦), where s 2 ⌦. In practice, this probability space can be constructed using historical and forecasted observations of these time-dependent parameters, e.g., N = 8, 760 observations of loads and wind, solar, and hydro power from a representative year, in which case P s = 1/N 8s 2 ⌦. We partition the space ⌦ into k disjoint subsets S 1 , S 2 , ..., S k , attempting to minimize the sum of the square di↵er-ences between the elements and the mean of each subset using the k-means algorithm. We then construct the new sample space k , composed of k events 1 , 2 , ..., k , and denote a realization loads and wind, solar, and hydro power by W( i ) = E[W(s)|S i ] with probability P i = P Si 8i 2 {1, ..., k}. Thus, each vector W( i ) represents the average conditions of load and wind, solar, and hydro power within each partition S i . Minimization of this metric ensures that hours of similar characteristics are grouped into the same partition, e.g, low wind and low demand hours will be separated from high wind and peak load hours.
For k = 1 this method returns a single observation equal to the expected value of the stochastic parameters (W( ) = E[W(s)|⌦]) and the model described in Section 3 is equivalent to the expected value problem [10] . For small values of k (k > 1) the set W( 1 ), ..., W( k ) represents a coarse approximation of the full distribution of uncertain parameters and the investment planning problem becomes stochastic. Increasing the number of partitions improves the quality of the approximation of the stochastic parameters but at the expense of a larger and more di cult optimization model; in practice, there is an exponential relationship between the number of scenarios considered and solution time. In the limit, for k = N , the set of events 1 , ..., N becomes equivalent to the original sample space ⌦.
Previous numerical experiments with this method indicate that only a small number of clusters are required to capture a large percentage of the variance 8 present in the full dataset W(! 1 ), ..., W(! N ). The remaining fraction of variance converges to 1 asymptotically as the cluster count is increased [29, 44, 62] . Hobbs and Ji [29] also compare the performance of di↵erent hierarchical and non-hierarchical clustering algorithms for probabilistic production cost simulation and conclude that k-means yields the best clustering e ciency.
Potential extensions to this scenario reduction framework include consideration of other sources of uncertainties such as fuel prices, capital cost of transmission and generation, renewable targets, and emissions policies [42] . As in [29] , those stochastic parameters could be clustered separately from the space of load, wind, solar, and hydro observations. The main advantage of creating representative scenarios through a clustering algorithm compared to sampling approaches is the possibility of defining lower and upper bounds on the total system cost. We describe this property in the next section.
Scenario-Based Decomposition and Bounds Computation
In this section we describe our implementation of the Progressive Hedging decomposition algorithm to solve the stochastic MILP investment planning problem described in Section 3. We also propose a relaxation of the renewable target constraint, to make the problem separable on a per-scenario basis. In Section 5.2 we propose an approach to compute upper and lower bounds on the optimal system cost. We solve the MILP investment planning problem with clustered scenarios and find a trial investment plan using Progressive Hedging. We then compute lower bounds using a linear relaxation of the investment planning problem and upper bounds by testing the trial investment plan against an economic dispatch simulation using the full distribution of loads and wind, solar, and hydro output.
A Progressive Hedging Implementation
We solve our stochastic investment planning model using the Progressive Hedging (PH) algorithm proposed by Rockafellar and Wets [55] . Unlike Benders decomposition, which separates investments (represented in a master problem) from operations (represented in subproblems), PH decomposes the problem by scenario. Scenario-based decomposition is accomplished by introducing scenario-specific investment variables x s and initially relaxing the nonanticipativity restrictions, i.e., the constraints that require x s = x u 8s, u 2 ⌦. Non-anticipativity is then restored iteratively by penalizing deviations from the average "first-stage" or investment solution (i.e.,x = P s2S P s x s ). Thus, each sub-problem in PH corresponds to a deterministic version of the stochastic problem, with an penalty-augmented objective function -each of which can be solved independently. Although the PH decomposition framework results in several mixed-integer investment planing problems, these subproblems can be solved e ciently using o↵-the-shelf commercial solvers. Consequently, PH avoids the growth in size and complexity of the master problem commonly associated with Benders-based decomposition, which is often solved as a single large mixed-integer linear program [44] .
In order to apply PH to the investment planning problem defined in Section 3, we must first relax any constraints that link variables across scenarios, e.g., expected-value constraints. In our case, the renewable portfolio standard (RPS) target (Constraint (6)) couples economic dispatch variables from all hours within a sample year. In practice, RPS targets are considered soft constraints. Most RPSs allow electric utilities to violate a pre-specified target by imposing a fixed cost per MWh of energy not supplied from qualifying renewable resources. Further, utilities that generate more power from renewables than the minimum required per year can sell those renewable credits to utilities in other regions, or bank them for compliance in subsequent years. Using this economic interpretation of potential mismatches to the annual RPS target, we dualize Constraint (6) in the objective function as follows:
The parameter represents a price ceiling on the cost of meeting the RPS target. If the price ceiling is too low, the planning model will recommend meeting only fraction of the annual target ( P s2⌦ P i2GR g is ) and as a consequence will pay a non-compliance fine for the shortfall (i.e., RP S(
. If the price ceiling is too high, it becomes profitable to supply more power from renewables than the minimum required by the target. These additional revenues are expressed as a negative cost in the objective function of the planning problem (i.e., RP S(
. In our experiments, we estimate the value of that supports compliance with the renewable target by performing a sensitivity analysis on the LP relaxation of the investment planning problem. The extensive form of the LP relaxation can be easily solved using an o↵-the-shelf package and no decomposition is required. However, market-based values for from enacted renewable policies can also be used as an input to the model.
Using a more compact notation we define the investment planning problem as follows:
The vector x denotes the transmission (binary) and generation (continuous) investment variables and the vector e denotes capital costs associated with the investment alternatives. Constraint (18) is a vector form representation of generation build limits (Constraint 4) and installed reserves (Constraint 5). The function g s (x) denotes the operations problem for a given scenario s 2 ⌦ and is defined as follows:
The vector y s represents generation dispatch levels, phase angles, power flows, and demand curtailment. Constraints (7)- (13) and (15) can be written in vector form, abstracted in Constraint (21) . The vector of cost coe cients c s represents marginal costs, load curtailment penalties, and the terms associated with the dualization of Constraint (6) .
To
, subject to constraints (18) , (19) , (21), and (22), 8s 2 ⌦ 3: Aggregation:
Iteration v: (19) , (21), and (22), 8s 2 ⌦ 8: Repeat:
Go to Step 3.
The performance of PH in practice is strongly dependent on the value of the penalty parameter ⇢, used to update the multipliers w v s . For example, small ⇢ values can significantly delay convergence, as insu ciently large changes in the multipliers w v s will fail to yield perturbations to the first stage investment variables x v s . Similarly, large ⇢ values can cause "over-shooting" by inducing radical changes in x v s values, yielding oscillatory behavior in PH. A "costproportional" approach to setting ⇢ appears to be e↵ective in practice [64] , in which the value of a specific component of ⇢ is proportional to the coe cient of the corresponding variable in the objective function of the deterministic scenario optimization problem. We follow this approach and define values of ⇢ for transmission and generation investment variables equal to ⇢ l T = µ T LC l and ⇢ i G = µ G GC i , respectively. The parameters µ T and µ G are scaling factors over which we perform a sensitivity analysis, as described in Section 7.3.
While PH is provably convergent in the convex case [55] , the presence of discrete decision variables can lead to cyclic behavior that prevents termination of the algorithm. To detect the presence of such cycles, we analyze the history of the multiplier vectors w v s at each PH iteration, using computationally and memory-e cient techniques described in [64] . If cycles are of su cient length (as quantified in terms of the number of PH iterations between recurrent values of a multiplier), then a variable involved in the cycle is selected arbitrarily. The cycle is then broken by fixing the value of the corresponding variable in each scenario s 2 ⌦ to the largest observed value in any scenario. This strategy, referred to as "slamming", guarantees the feasibility of all sub-problems in socalled one-sided diet problems [21] -of which our investment planning problem is an instance. In our experiments, cycles are detected and broken on an infrequent basis. Although cycle detection and breaking (among other strategies) are e↵ective means to obtain a convergent PH algorithm for problems with discrete decision variables, no proof of optimality is available. Consequently, PH has historically been viewed as a heuristic in the mixed-integer case [37] . However, recent advances in PH have included general methods for computing rigorous bounds at any iteration of the algorithm [20] .
Another technique to accelerate PH involves the introduction of an optimality gap when solving scenario sub-problems. In particular, optimal solutions are not necessary during early PH iterations, where PH is attempting to establish reasonable approximations of the multipliers w v s . Then, as PH converges, the optimality gap can be incrementally reduced.
Finally, to accelerate convergence of the PH algorithm, we employ variable fixing. Our variable fixing strategy is based on the heuristic that if a variable's value is non-anticipative for a contiguous number of PH iterations, it is unlikely to change in subsequent iterations and can therefore be fixed at its present value. Variable fixing leads to smaller scenario sub-problems, which in turn leads to faster solve times.
Computation of Lower and Upper Bounds
We now describe a methodology to compute global lower and upper bounds on the optimal system cost of our stochastic mixed-integer investment planning problem. These bounds are applicable to planning problems with stochastic right-hand-sides or stochastic cost coe cients. Although we here we only deal with the former, Jensen's lower bound is also applicable to the latter class of problems by a simple transformation.
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For the development of a lower bound, we first note that the operations problem defined by the expression P s2⌦ P s g s (x) is a linear program with a stochastic right-hand-side (Constraints (21)). For a given trial investment plan x, the standard lower bound based on Jensen's inequality can be applied [10, 44] . Therefore, given a partition S 1 , ..., S k of the scenario space ⌦, and a set of representative scenarios
Note that the problem min P s2⌦ csxs, subject to xs 0 can be re-written as min P s2⌦ us, subject to us csxs and us, xs 0. Jensen's inequality is directly applicable to the latter.
E[W(s)|S
i ], the stochastic operations problem solved using clustered parameters ( P 2 k P g (x)) provides a lower bound on P s2⌦ P s g s (x). Furthermore, if a hierarchical partitioning algorithm is used, then the bound is a monotonically increasing function of the number of clusters (i.e., P 2 k P g (x)  P 2 k+1 P g (x)) [10] . The lower bound can also be extended to the mixed-integer linear investment problem, as in [44] . Let the vector x ⇤ denote the optimal solution to the investment planning problem T C(⌦). By applying Jensen's inequality to the operations problem, we obtain the following:
Let x ⇤ k denote an optimal solution to the investment planning problem T C( k ). The following inequality then holds for any investment plan x feasible to Constraints (18) and (19):
Combining inequalities (23) and (24), it follows that T C( k )  T C(⌦) 8k = 1, .., |⌦|. Consequently, the optimal objective function value of the investment planning problem solved using clustered data (T C( k )) provides a lower bound on the total system cost of the same problem considering the full distribution of stochastic parameters (T C(⌦)). Convergence of T C( k ) to T C(⌦) as the number of partitions is increased is discussed in [44] .
Note that because PH is a heuristic in the case of mixed-integer linear problems, we cannot guarantee of tightness of the lower bound T C( k ). However, we find that the linear relaxation T C LP ( k ) empirically provides a tight lower bound for our investment planning problem. Furthermore, because a linear relaxation of our investment planning problem can be solved to optimality using a barrier or simplex algorithm, the resulting objective function value provides a valid global lower bound on T C(⌦) (i.e., T C LP (
. The bound developed in [20] can be also utilized.
The inequalities described above also allow us to develop upper bounds on T C(⌦). Let x ⇤ k denote the solution to T C( k ) found using PH. From inequalities (23) and (24) it follows that e · x
is an upper bound on T C(⌦). Evaluating the expression e
only requires the solution of the operations problems g s (x ⇤ k ) 8s 2 ⌦. These sub-problem are both separable and linear, and could be solved in parallel if necessary. For extremely large sample spaces (|⌦| >> 1) it is also possible to approximate the expression P s2⌦ P s g s (x ⇤ k ) using a Monte Carlo simulation [52] . Given the results presented above, we progressively improve the solution quality of our investment planning problem as follows:
1. Initialize the iteration counter (k = 0),and set the initial bounds (LB 0 = 8 and UB 0 = + 8 ). 2. Set k = k + 1. 3. Compute a lower bound on T C(⌦) by solving the linear relaxation of the mixed-integer investment planning problem using clustered hours. Set LB k = T C LP ( k ). 4. Solve the mixed-integer investment planning problem with clustered hours (T C( k )) using PH. Denote the resulting trial investment plan by x k . 5. Compute an upper bound on T C(⌦). First, solve the operations problems g s (x k ) 8s 2 ⌦ and then compute the true system cost e · As discussed in [44] , increasing the number of partitions (i.e., increasing k) will reduce the optimality gap with respect to the objective function value of PH ((UB k T C P H ( k ))/U B k ). Although convergence of (UB k LB k )/U B k to zero as k is increased is not guaranteed in our case due to the duality gap, through numerical experiments we find that the optimality gap of the investment plans found using our methodology are acceptable for practical applications.
Test Case: WECC 240-bus System
Our numerical experiments are performed on a 240-bus representation of the Western Electricity Coordinating Council (WECC) in the US [53] . This test case was expanded in [42] to account for transmission and generation investment alternatives. The network is composed of 448 transmission elements and 157 aggregated generators. We assume two types of transmission investment alternatives: reinforcements to existing transmission backbones and new radial interconnections to renewable hubs. As in [42] , we allow for a maximum of two new 500kV circuits to reinforce existing transmission corridors and up to four new transmission lines to any identified renewable hub. For illustration purposes we enforce a 33% Renewable Portfolio Standard in all the US states that belong to the WECC, similar to the scenario of renewable targets studied in [38] . An extensive description of transmission and generation investment alternatives is provided in [41] , and the full instance can be obtained by contacting the authors. 
Numerical Experiments

Computational Environment
All models and algorithms were developed using the Coopr (https://software. sandia.gov/trac/coopr) open-source Python library for optimization, developed and maintained by Sandia National Laboratories. The core deterministic (individual scenario) optimization models are expressed in Coopr's Pyomo algebraic modeling language [25, 26] . We use Coopr's PySP library [65] to both model our stochastic investment planning problems and to solve them using PH. All data and models are available upon request. All customizations relating to ⇢ setting, variable fixing, cycle detection / breaking, and variable slamming are performed through a parameterization of PySP's WW extension module. All scenario solves were performed using IBM's CPLEX 12.6 mixed-integer solver.
Experimental trials were executed on a dedicated commodity 48-core Linux workstation with 512GB of RAM. The individual processors are dual quadcore, hyper-threaded Intel Xeon microprocessors, with a clock speed of 2.3GHz. Large experiments were executed on the Red Sky/Red Mesa high-performance computer, which consists of 1,920 nodes containing two quad-core 2.93 GHz Nehalem X5570 processors apiece. We used Coopr version 3.5, running Python 2.7.3.
Considering 8,736 scenarios in the planning problem results in a mixedinteger linear program with 15M variables (370 binaries for transmission) and 35M constraints. An attempt to solve the extensive form of the 100-scenario problem yielded no feasible solution after one day of wall clock time on the 48-core workstation.
Selection of the Price Ceiling of Renewable Energy Certificates ( )
We select the value of the price ceiling of Renewable Energy Certificates ( ) to enforce the renewable target constraint by performing a sensitivity analysis on a linear relaxation of the mixed-integer planning problem. To ensure that the variability of time-dependent resources is at least partially represented, we use 50 representative scenarios obtained using the clustering methodology described in Section 4. We enforce a 33% renewable target across all regions that belong to the WECC, which is analogous to one of the regulatory scenarios analyzed in [42] . As shown in Table 1 , not enforcing a renewable target ( = 0) would only result in a 7.5% of demand being supplied from renewables. Such investments occur for purely economic reasons and do not require additional revenue streams from the production of RECs to be cost-e↵ective. Raising the price ceiling naturally yields a monotonic increase in the penetration of renewables. We find that a price ceiling of $70 per MWh results in a 33.7% penetration of renewables (Table 1) , which meets the target. All of the remaining numerical experiments are run assuming = 70 [$/MWh]. The true amount of renewable supply per year is computed in the next section using a 52-week economic dispatch.
PH Configuration
For illustration purposes we limit the number of threads assigned to each PH subproblem to one. For larger problems, increasing the number of threads assigned to each subproblem could potentially reduce solution times or improve solution quality for mixed-integer linear programs that require solution of several nodes of the MILP branch and cut tree. In our case, the relaxation induced neighborhood search (RINS) heuristic 10 provided by CPLEX yields solutions within 1-2% of optimality at the root node. Therefore, the e ciency gains due to parallelization of the MILP branch and cut process are rather modest.
Additional options passed to the CPLEX solver include aggressive scaling and numerical emphasis.
Within PH we set the MILP gap tolerance for sub-problem solves at iterations 0 and 1 to 1%. This MILP gap is then progressively tightened to 0.001% as the first stage variables (investments) converge. PH is terminated once the convergence metric value is equal or below 0.0001.
As mentioned in Section 5, the selection of the ⇢ parameter, the delay used to fix variables that have converged, and the MILP optimality gap are all features that influence the convergence of PH. Here, we perform a sensitivity analysis with respect to subsets of these parameters based on our previous experience solving stochastic optimization problems using PH. As in Section 7.2, we use a 50-cluster investment planning problem to test di↵erent configurations of the PH algorithm. The optimal objective function value of the LP relaxation is $551.7B and provides a lower bound that we use to measure the quality of the investment plan from the mixed-integer linear problem found using PH. Table 2 shows the results of a sensitivity analysis with respect to di↵erent values of the ⇢ parameter. In the table, the columns "F.S. Cost" and "Sol. Time" respectively denote the total investment cost and the wall clock time required for PH to converge. We find that a common default value of the parameter (⇢ = 1 for all variables) forces a too-rapid convergence of the first stage variables, which yields an investment plan with a 23.8% optimality gap with respect to the LP relaxation. Defining variable-specific values of ⇢ in proportion to their objective function cost coe cients immediately results in an improved solution. However, the cost-proportional scaling parameter µ G on generation investment variables ultimately makes the largest di↵erence in solution quality.
In our formulation, transmission and generation infrastructure are mutually substitutable. Lack of generation capacity to meet demand in one region can be compensated by additional transmission infrastructure that allows for imports from a neighboring region and vice versa. In the WECC test case the capital costs per MW for transmission range from $400.8 (an extremely short line) to $1.8M (mean=$0.2M and standard deviation=$0.3M) and from $0.7M to $5.6M for generation (mean=$2.9M and standard deviation=$1.7M).
11 Ignoring geographical constraints, the addition of a new MW of generation costs between 1,000 to 10,000 times more than adding a MW of transmission capacity (the cheapest transmission alternative with respect to cheapest and average generation cost, respectively). Consequently, using cost proportional values of ⇢ directly in PH imposes a disproportionately large pressure on the convergence of generation investment variables. As shown in Table 2 , scaling the ⇢ parameters associated with transmission improves the solution quality significantly and reduces first stage investment costs. We find that the values of µ G that yield the lowest total costs (0.001 and 0.0001) are inversely propor- 
tional to the ratios between the cheapest and average generation alternatives and the cheapest transmission investment alternative per MW. Decreasing µ G below those values yields even lower investment costs, but results in higher total cost. Based on the results of this sensitivity analysis, all of our remaining experiments are conducted using cost proportional values of ⇢ with scaling factors µ T = 1 and µ G = 0.0001.
Data clustering and computation of lower bounds
We construct a sample space of load and wind, solar, and hydro output using 151 profiles and 8,736 observations from historical data [42] . Clustering of this data was performed using the Python SciPy package. Because loads and renewables data are supplied in di↵erent units, we normalize all profiles by subtracting the parameter mean and dividing by the standard deviation, yielding uniform weights for all parameters when executing k-means. User preferences can be supplied, in order to modify weights in situations where errors in some parameters (e.g., loads) are more important than in others (e.g., solar). However, implementation of a weighted k-means algorithm is beyond the scope of our research. Table 3 shows the fraction of variance present in the full dataset captured using cluster counts ranging from 1 to 1000. The table also shows the number of variables and constraints, total cost, and solution time of the LP relaxation of the planning problem formulated using the clustered data. Note that only 100 representative clusters are needed to capture 49.2% of the variance of all the stochastic parameters. Refining the number of partitions to 1000 increases the fraction of variance captured to 80.6%. As shown in Figure 2 , the asymptotic convergence of the fraction of variance captured to 100% (depicted by the blue line) -a standard behavior of clustering algorithms -is also mirrored in the improvement of the lower bound (depicted by the red line) as the cluster count is increased. Thus, even though the size of the problem and solution times scale linearly as a function of the number of clusters (see Table 3 ), the computational e↵ort required to improve the lower bound increases exponentially (i.e., improvement in lower bound or fraction of variance captured versus solution time).
Solution of the Stochastic MILP and Computation of Upper Bounds
For the computation of (primal) investment plans and upper bounds on total system cost we follow the procedure outlined in Section 5.2. Table 4 summarizes results for experiments considering between 1 and 500 representative scenarios created using our clustering-based scenario reduction framework. We compute the GAP LB (8th column) as the percentage di↵erence between the objective function value of the MILP investment problem solved using PH (2nd column) and the linear relaxation of the 1000-scenario problem. 12 This gap provides a representative metric of the relative quality of the solution found using PH with respect to the true optimal solution of the MILP problem (which cannot be computed exactly in tractable run times).
The GAP UB quantity measures the relative error associated with using a reduced number of clustered hours in the MILP problem with respect to the upper bound (UB). We compute the upper bound (7th column) by adding the first stage cost from the MILP problem (investment costs, 3rd column) and the operating costs that result from testing the performance of the trial investment plan against a 52-week economic dispatch simulation (6th column). The GAP quantity is then the optimality gap of the upper bound (UB) with respect to the objective function value of the linear relaxation of the 1000-scenario problem.
Although we cannot guarantee convergence of PH to the optimal solution of the full MILP investment planning problem considering all scenarios, we find that the total system costs increase monotonically as we increase the number of scenarios. Improving the resolution of the operations problem in the MILP planning problem yields lower investment costs (first stage costs) and reductions in operating costs. Both e↵ects combined are reflected in a reduction of the total optimality gap (GAP ). The single-cluster experiment (k = 1) corresponds to the expected-value problem and its optimality gap provides an upper bound on the value of the stochastic solution (VSS) [10, 44] . For our set of scenarios, an upper bound on VSS is 20.03% of the upper bound ($662.9B) or $132.8B. This quantity reflects the potential cost savings that would result from refining the partitioning of the space of loads and wind, solar, and hydro output observations.
Increasing the number of clusters from 1 to 50 reduces the optimality gap from 20.03% to 5.36%, but at the expense of an increase in solution time of the MILP problem from 15.1 seconds to 596.0 seconds. Further refinements of the number of partitions yield even tighter optimality gaps, but improvements beyond 50 scenarios (clusters) yields low marginal improvements. Increasing the number of scenarios to 500 reduces GAP UB to 0.02%, which indicates that the di↵erence between the predicted operating costs using clustered hours and the 52-week economic dispatch simulation is negligible. Note that the solution time for the 500-scenario problem is only 1.9 hours, which represents a significant reduction in solution time relative to our attempt to solve the extensive form of the smaller 100-scenario problem in 24 hours. As an additional experiment we also solved the larger problems (k 100) on our 48-core workstation. We find that solution times modestly increase, to 0.5 hours for the 100-scenario experiment and 8.7 hours for the 500-scenario instance. Thus, our solution framework can be used to obtain high-quality solutions to large-scale planning problems on either high-performance computers or a shared-memory commodity workstations. Next, we examine the impact of our dualization scheme for the RPS constraint. We find that our relaxation of the renewable target yields renewable penetration levels that range from 31.0% to 31.9%, with an average of 31.3% for all experiments listed in Table 4 . This implies that on average, only 1.7% of the 33.0% target is met using Renewable Energy Certificates capped at $70 per MWh. Achieving a smaller gap between the actual and target would require minor increases to this price ceiling and re-execution of our experiments; however, such analysis is beyond the present scope.
Finally, we analyze the duality gap for 100 di↵erent single-scenario investment planning problems, solved using CPLEX. We impose a 0.5% optimality gap and set a time limit of 1 hour. We find that the average gap with respect to the best incumbent solution from the MILP problems (upper bound) is 2.17% and with respect to the best lower bound is 1.39%. These results lead us to hypothesize that the quality of the solution found using PH is in practice far better than what is implied via the GAP LB quantities displayed in Table 4 . For instance, if these results held for multi-scenario problems, and the linear relaxation gap was 1.5% for the 500-scenario problem, the total optimality gap would be 0.81% instead of 2.55%. Therefore, the development of a tighter lower bound could directly improve our methodology. Nevertheless, we believe that a solution with an optimality gap of 2.55% provides invaluable insights to decision makers that rely on these tools for long-term investment planning.
Analysis of Primal Solutions
Finally, we study the nature of changes in the primal investment solutions as we increase the number of scenarios (clusters) in the MILP planning problem. In Table 5 , we show investments as a function of the number of clusters for a sample of four states in the WECC. We find that the expected-value problem (k = 1) underestimates transmission capacity by 4.7% and overestimates the need for generation by 6.9% with respect to the 500-scenario solution. Although the discrepancies are not large in magnitude at an aggregate, systemwide level, using a small number of representative scenarios can significantly bias the distribution of investments at the state level. For instance, the expected-value problem overestimates the need for transmission infrastructure by 398.6% and wind capacity by 223.4% in Wyoming. It also underestimates the need for new transmission by 57.7% and CT generation by 100% in Washington. Increasing the number of scenarios in the operations problem embedded in the MILP planning problem reduces the error with respect to the 500-scenario problem. However, we find that at least 400 scenarios are needed to obtain investment plans with an error below 10%.
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Although these results are not general, they highlight the importance of considering large samples of hourly observations of loads and wind, solar, and hydro output to capture the true economic value of these resources.
Conclusions
In this article we propose a practical and scalable solution framework for stochastic transmission and generation investment planning problems. We develop a simple stochastic investment planning problem assuming that uncer-tainty is restricted to load and wind, solar, and hydro power. To reduce the computational complexity of the problem, we utilize the k-means clustering algorithm as a scenario selection method. This algorithm automatically groups observations into clusters with similar characteristics (e.g., peak-load and lowwind or low-load and high-wind conditions) and returns one representative scenario from each cluster, the centroid. We solve the resulting stochastic mixed-integer linear program using Progressive Hedging, which decomposes the problem on a scenario basis.
Because all stochastic parameters of the planning model are right-handside components of constraints, we apply Jensen's inequality to compute a lower bound on the optimal system cost. Application of this lower bound requires dualizing the renewable target constraint that links variables across scenarios. This approximation yields policies that enforce renewable targets set price ceilings on the value of violating the renewable target constraint. Therefore, mismatches on the quantities of renewable power supplied per year with respect to the target have an economic interpretation and can be priced in the objective function. We approximate the value of the Lagrangian multiplier needed to attain the renewable target by performing a sensitivity analysis on the linear relaxation of the planning model.
For each trial investment plan found using PH, we compute an upper bound by testing its performance against a 52-week economic dispatch problem that can be solved in parallel. Although we cannot guarantee convergence of PH to the optimal solution of the mixed-integer investment problem, our numerical experiments suggest that careful configuration of the algorithm can yield highquality investment plans. We find that only 50 scenarios are needed to attain optimality gaps of 5.36% and refining the partitioning of the probability space to include up to 500 representative scenarios can reduce the gap to 2.55%. Solution times for the 500 scenario instance range from 1.9 hours on the Red Mesa high-performance computer to 8.7 hours on a 48-core commodity workstation. In contrast, an attempt to solve the extensive form of the 100-scenario problem resulted in no feasible solution after more than a day of wall clock time.
As mentioned in Section 4, here we only consider uncertainty associated with time-dependent parameters. A potential extension of our methodology is to account for long-term market and regulatory uncertainties, as in [42] . Such modeling would involve consideration of stochastic parameters that are not just on the right-hand-side of constraints, but also in the objective function. Through a simple transformation described in Section 4, one could still apply Jensen's inequality to compute a lower bound on the optimal system cost, but the bound would only be valid for continuous investment variables. Another important future research direction is the application of our methodology to solve multi-stage investment planning problems. All our results based on Jensen's inequality and PH are also applicable to multi-stage formulations. 
