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Resumo 
A transfonnação de Householder generalizada foi introduzida por LaBudde em 1963. 
A utilidade dessa transfonnação é poder reduzir uma matriz arbitrária a uma forma tridi-
agonaJ semelhante. Sua fonna otimizada, chamada de transfonnação de Householder 
generalizada ótima, introduzida por Golub, Yuan, Biloti e Ramos, minimiza o número de 
condição da transfonnação e possibilita a implementação do algoritmo de tridiagonaliza-
ção. 
Nessa dissertação apresentamos a análise de erro da transfonnação de Householder 
generalizada ótima e do processo da tridiagonalização. 
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Abstract 
The generalized Householder transforrnation, estabilished by LaBudde in 1963, is 
employed to reduce every given matrix to a similar tridiagonal matrix. Golub, Yuan, Biloti 
and Ramos deterrnined the optimal generalized Householder transforrnation conceming 
its condition number and proposed a tridiagonalization algorithm. 
In this work we develop the error analysis for the otimal generalized Householder 
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Os erros em cálculos computacionais matemáticos ocorrem por várias razões: 
• a descrição do problema matemático é incorreta, em particular, os dados iniciais 
com erros (por exemplo, de medição); 
• os métodos usados para resolução do problema não são precisos, por exemplo, para 
obter o resultado exato de algum problema é preciso realizar um número infinito ou 
não aceitável de operações aritméticas, por isso, em vez da solução exata o método 
obtém a solução aproximada; 
• durante a entrada dos dados, operações aritméticas e saída dos dados ocorrem erros 
de arredondamento. 
O erro de arredondamento depende de vários parâmetros: a representação dos números na 
máquina; tipo de aritmética implementada; como é realizado o próprio arredondamento, 
etc. Dependendo do computador, o erro para o mesmo procedimento aritmético pode ser 
maior ou menor (para maiores detalhes ver [1]). 
O primeiro estudo completo sobre o efeito do erro de arredondamento nos algoritmos 
numéricos foi feito pelo Wilkinson nos livros Rounding Errors in Algebraic Processes 
[12] e The Algebraic Eigenvalue Problem [13], publicados em 1963 e 1965, respectiva-
mente, e que se tornaram os livros clássicos da Análise Numérica e principalmente da 
Análise de En·o. 
Recentemente, em 2002, foi publicado a segunda edição do livro de Nicholas Higham, 
Accurancy and Stability of Numerical Algorithms [6], onde é dado um tratamento mod-
erno ao comportamento dos algoritmos numéricos em aritmética computacional. 
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o objetivo desta dissertação é realizar análise de erro da transfonnação de House-
holder generalizada ótima e do algoritmo de tridiagonalização introduzidos por Golub, 
Yuan, Biloti e Ramos em [4]. 
Análise de erro em problema de autovalores 
o problema de autovalores é um dos assuntos mais importantes no cálculo matricial. 
Apesar de teoricamente não ser complexo, numericamente encontram-se muitas dificul-
dades para resolvê-lo. Existem muitas maneiras de calcular autovalores de uma matriz. 
Um dos procedimentos mais utilizados é aplicar uma seqüência de transformações simi-
lares (por exemplo, eliminação de Gauss, rotações de Givens ou transfonnação de House-
holder) para reduzir a matriz dada a uma matriz de Hesseneberg superior, para qual os 
autovalores são detenninados mais facilmente, por meio de métodos iterativos (por exem-
plo, o método QR). 
Em um caso especial, quando a matriz é simétrica, a transformação de Householder 
pode ser utilizada para tridiagonalizar a matriz. A vantagem desse método está em sua 
boa estabilidade numérica, que é uma das importantes propriedades da transfonnação de 
Householder mostrada por Wilkinson [13]. Além de transformação de Householder a 
tridiagonalização de uma matriz simétrica pode ser feita utilizando método de Lanczos e 
rotação de Givens entre outros. 
Em 1963, LaBudde [10] introduziu uma nova transfonnação, que essencialmente é 
uma generalização da transfonnação de Householder, e que possibilita reduzir qualquer 
matriz real ou complexa a uma forma tridiagonal semelhante. Mas a desvantagem dessa 
transfonnação é que, a menos de um caso particular, quando a transfonnação é reduzida 
a transfonnação de Householder, ela não possui as propriedades de simetria e ortogonali-
dade. 
Em 2003, Golub, Yuan, Biloti e Ramos em [4] estudaram as propriedades espec-
trais, os autovalores e valores singulares da transfonnação de Householder generalizada e 
introduziram a transformação de Householder generalizada ótima. Utilizando essa trans-
formação, propuseram um algoritmo de tridiagonalização. 
Plano de apresentação da dissertação 
No Capítulo 2 expomos a base teórica para Análise de Erro. Primeiramente, introduz-
imos o conceito de sistema de ponto flutuante e definimos a aritmética utilizada. Depois 
3 
discutimos os conceitos de erro direto e erro reverso. A seguir apresentamos os erros das 
importantes operações da Análise Numérica e alguns lemas que facilitam a manipulação 
das expressões do erro. Terminamos o capítulo com a análise de erro da transformação 
de Householder. A finalidade dessa análise é, em primeiro lugar, apresentar uma análise 
relativamente simples e bem conhecida utilizando o conteúdo teórico exposto anterior-
mente, e, em segundo lugar, obter os resultados explícitos para depois compará-los com 
caso generalizado. 
No Capítulo 3 definimos a transformação de Householder generalizada. Expomos os 
algoritmos introduzidos por Golub, Yuan, Biloti e Ramos e realizamos a análise de erro 
desses algoritmos. 
Concluímos com comparações entre os erros da transformação de Housholder gener-
alizada ótima e da transformação de Householder (obtido no Capitulo 2). 
No Apêndice A falamos sobre o padrão IEEE-754, o qual especifica o sistema binário 
de ponto flutuante tomado como padrão para computadores a partir de 1985. No Apêndice 
B definimos as normas vetoriais e matriciais e expomos algumas propriedades importantes 
de normas utilizadas nos Capítulos 2 e 3. 
Capítulo 2 
Análise de erro 
2.1 Sistemas numéricos 
No computador cada número é armazenado numa posição de memória de tamanho 
fixo. Uma questão importante do projeto da arquitetura de um computador é como serão 
utilizados os dígitos usados para representar os números que compõe os sistemas numéri-
cos. 
Existem dois sistemas numéricos que são usados nos computadores digitais, o sistema 
de ponto fixo e o sistema de ponto flutuante. Cada um destes sistemas requer seu próprio 
conceito de aritmética computacional. No nosso estudo trabalharemos apenas com a arit-
mética de ponto flutuante, que é a usada de fato para realizar cálculos científicos. 
2.1.1 Sistema numérico de ponto flutuante 
o sistema numérico de ponto flutuante, denotado por F, é caracterizado pelos seguintes 
parâmetros: 
• base de máquina (3, 
• precisão t e 
• extensão exponenciaL ernin ::; e ::; e rnax . 
Um elemento de F é representado na forma 
y = ±m x (3e-t, (2.1 ) 
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onde a mantissa m é um número inteiro satisfazendo O :::; m :::; (3t - 1. Na memória do 
computador o número é representado como mostra a figura abaixo, onde s representa o 
sinal. 
I s e m 
Para garantir unicidade de representação para cada y E F assumimos que m ~ (3t-1 
se y =I O. A faixa dos números de ponto flutuante não nulos em F está contida em 
[(3em i n -1, (3ernax (1 - (3-t) J. 
Uma outra maneira para representar um elemento de F é 
(3e (d1 d2 dt ) d (3e y = ± 7i + (32 + ... + (3t = ±.d1 2··· dt x , 
onde cada digito di satisfaz O :::; di :::; (3 - 1, e para números nonnalizados dI =I O. 
Preferimos a representação mais concisa (2.1), com a qual é mais simples de trabalhar. 
Agora vamos ver como são feitas as operações aritméticas com números de ponto 
flutuante. 
2.1.2 Aritmética de ponto flutuante 
Definição 2.1. Seja G C IR o conjunto de todos os números da forma (2.1) sem restrição 
no expoente e. Se x E IR então fl(x) denota um elemento de G mais próximo a x e a 
transformação x t---7 f l (x) é chamada de arredondamento. 
Dizemos que fl(x) produz resultado overflow se Ifl(x)1 > max{lyl y E F} e 
underflow se O < Ifl(x)1 < min{lyl : O =I y E F}. 
o resultado a seguir mostra que todo número real x tal que min{lyl : y E F} < Ixl < 
max{lyl : y E F} pode ser aproximado por um elemento de F com erro relativo menor 
que 
(2.2) 
A quantidade u é chamada de unidade de arredondamento. 
Teorema 2.1. Seja x E IR tal que min{lyl : y E F} < Ixl < max{lyl : y E F} então 
fl(x) = x(l + J), 151:::; u. (2.3) 
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Demonstração. Podemos assumir, sem perda de generalidade, que x > O. Representando 
x da seguinte maneira 
vemos que x está entre dois números do ponto flutuante Yl = m x (3e-t e Y2 = M x (3e-t, 
onde m :s; f-L :s; M, ou seja, fl(x) = Yl ou fl(x) = Y2· Logo 
Ifl(x) - xl :s; /Y2 ; Yl/ < /M - ~ x (3e-t :s; (3~-t. 
Portanto 
/61 = I fl(x) - x I:s; ~(3e-t :s; ~(31-t = U. 
x f-L x (3e-t 2 
o 
o Teorema 2.1 afirma que fl(x) é igual a x vezes um fator muito próximo de 1. A 
representação 1 + 6 para esse fator é uma escolha comum, mas não é a única, como 
mostrado no teorema a seguir. 
Teorema 2.2. Seja x E IR tal que min{lyl : y E F} < Ixl < max{lyl : y E F} então 
x 
fl(x) = -5:' 
l+u 
151 :s; u. 
Demonstração. Seja x definido como no Teorema 2.1, relembrando que Yl :s; fl(x) :s; Y2 
e m 2: (3t-l temos 
151 = I x - fl(x) I < ~w-t < ~(31-t = U 
fl(x) - m x (3e-t - 2 
o 
Definição 2.2. Sejam x, y E F dois números de ponto flutuante e" op "qualquer uma das 
quatro operações aritméticas (+, -, x, ~). Então o resultado computacional de (x op y) 
é dado pelo seguinte modelo 
fl(x op y) = (x op y)(1 + 5), 151 :s; u. (2.4) 
Esse modelo diz que o valor obtido de (x op y) pela máquina é tão bom quanto 
aITedondar a resposta exata l , ou seja, o erro relativo é menor ou igual a unidade de 
I Existem algumas máquinas cujas operações aditivas do ponto flutuante satisfazem outro modelo arit-
mético dado por fl(x ± y) = x(l + 0:) ± y(l + (3) onde 10:1,1(31 ::; u (ver Higham (1996, pág. 48-50)). 
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arredondamento 11,. Também consideraremos o mesmo resultado para operação raiz quadrada 
fl( JX) = JX(1 + 6), (2.5) 
o padrão IEEE-754 (Apêndice A), seguido pela maioria dos processadores modernos 
da familia x86 (ver [8]), satisfaz esse modelo aritmético, inclusive para extração de raiz 
quadrada. Mais detalhes sobre padrão IEEE-754 e aritmética do ponto flutuante são dados 
em [7],[2] e [11]. 
Usando Teorema 2.2 podemos escrever (2.4) e (2.5) de outra maneira 
e 
(x op y) 
fl(x op y) = (1 + 6) , 
-IX 
fl( JX) = (1 + 6)' 
2.2 Erro direto e erro reverso 
161 ~ 11" 
161 ~ u. 
(2.6) 
(2.7) 
Suponhamos que fi é a aproximação de y = f(x) na aritmética de ponto flutuante, 
onde f é uma função real com variáveis reais. Formularemos a seguinte pergunta: como 
deveremos avaliar a "qualidade" da aproximação de fi? A resposta mais evidente é avaliar 
o erro absoluto (Iy - fil) ou erro relativo (Iy - VI/lyl) da solução fi· Mas também existe 
uma outra possibilidade. Em vez de concentrar-se no erro de fi, podemos procurar ~x tal 
que 
fi = f(x + ~x). (2.8) 
Em geral, podem existir muitos valores ~x satisfazendo (2.8), então devemos procurar o 
menor deles. 
Chamamos I~xl (ou min I~xl) de erro reverso (backward errar) e Iy - VI de erro 
direto (jorward errar). 
-~y 





o algoritmo para calcular y = f(x) chama-se reversamente estável (backward stable) 
se, para todo x, o erro reverso do resultado y é pequeno, ou seja, se y = f(x + .6.x) para 
algum .6.x pequeno (a definição de "pequeno" depende do contexto). E, analogamente, o 
algOlitmo chama-se estável (jorward stable), quando o erro direto é pequeno. 
2.3 Cancelamento catastrófico 
Cancelamento catastrófico é um fenômeno de perda de dígitos significativos que ocorre 
quando números pequenos são obtidos pela subtração de números grandes. Como exem-
plo calcularemos a menor raiz da equação y2 - 140y + 1, com base f3 = 10 e a precisão 
da mantissa t = 4. Temos 




Yl = 70 - V4899. 
Agora V4899 = 69.992857 ... , arredondando a mantissa para precisão t = 4 temos 
Yl = 70 - 69.99 = 0.01. 
Substituindo o valor de Y1 obtido na equação original 
0.01 2 - 140 * 0.01 + 1 = -0.3999 
vemos que o resultado está longe de O. Para melhorar a aproximação Y1 basta evitar a 
subtração 
= 70 _ J 4899 = (70 - J48§9)(70 + J48§9) = 1 . 
Yl 70 + J4899 70 + J4899 
Realizando os cálculos a partir dessa expressão temos 
70 + J4889 ~ 140.0, 1 140.0 = 0.00714285 ... , 
portanto 
Yl = 0.007143. 
Substituindo novamente o valor de fJI obtido na equação original 
0.0071432 - 140 * 0.007143 + 1 = 3.102244 * 10-5 
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vemos que fh = 0.007143 está muito próximo a raiz exata. 
Nas próximas seções calcularemos o erro cometido em operações comuns em Álgebra 
Linear Numérica, que serão úteis pata a análise que se segue. 
2.4 Produto interno 
Consideremos o produto interno 8n = xT y, onde x, y E ]Rn, calculado pelo seguinte 
algoritmo 
Algoritmo 2.1. Produto Interno entre x e y 
1. 8 = O 
2. Para k = 1 : n 
2.1. 8 = 8 + XkYk 
Denotemos ap-ésima soma 2..:f=1 XiYi por 8p e seja 8p = fl(8 p ). Então 81 = x1Yl(1 + 
6d com 16d :::; 'U e para p = 2 : n, 
Ou seja, S2 é dado por 
82 = [81 + x2Y2(1 + 62)](1 + E2) 
= XIY1(1 + 61)(1 + (2) + x2Y2(1 + 62)(1 + E2). 
A próxima soma, 83, é dada por 
83 = [82 + x3Y3(1 + 63)](1 + E3) 
= [X1Yl(1 + 6r)(1 + E2) + x2Y2(1 + 62)(1 + E2) + x3Y3](1 + t3) 
3 3 
= XIYl(l + 6r) II (1 + Ek) + x2Y2(1 + 62) II (1 + Ed + x3Y3(1 + 63)(1 + E3). 
k=2 k=2 
Prosseguindo dessa forma, obtemos a expressão de 8n 
n n 
8n = XIYl (1 + 6r) II (1 + Ek) + x2Y2(1 + 62) II (1 + Ed + ... + x nYn(l + 6n)(1 + En), 
k=2 k=2 
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o resultado computacional de produto interno, usando a última expressão, pode ser 
representado na seguinte forma 
n 




(l+ci) = (l+Ói)II(1+éj) 
j=i 
com él = O. O próximo Lema mostra como essa expressão pode ser simplificada. 
Definição 2.3. Seja r : {x E IR : o ~ xu < I} ---+ IR uma função real dada por 
r(x) = xu . 
1- xu 
Definimos 8[x] como uma quantidade numérica tal que 
18[x]1 ~ r(x). 
Lema 2.3. Se IÓil ~ U, Pi = ±1 para i = 1 : n, e nu < 1, temos que 
n 





Observação: r e 8 definidos por (2.10) e (2.11), respectivamente, serão usados em 
todos os cálculos futuros que envolvem produto interno. 






Assim como 1 + x ~ eX para x 2 O, temos que (1 + ut < enu . Expandindo enu em serie 
de Taylor e lembrando que nu < 1, obtemos 
n (nu)2 (nu)3 
(1 + u) - 1 < nu + -,- + -3'- + ... 
2. . 




Ur + (~Ur + ... ) 
1 
= nu . 
1 - nu/2 
(2.12) 
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Agora, voltando à hipótese Pi = ±1 para i = 1 : n, e notando que podemos escrever 
rr
n 
(1 + fJ)Pi = I1f=l (1 + 5d 
z I1 q (1 fJ )' 
i=l i=l + Ini 
temos 
I1f=l(l + fJI;) _ 1 < (1 + u)P _ 1 
I1f=l (1 + fJmJ - (1 - u)q . 
Usando relação (1 - u)q ~ (1 - qu) e (2.12) tem-se 
(1 + u)P _ 1 = [(1 + u)P - lJ + qu 
(1 - qu) (1 - qu) . 
I i=l 
< [pu/(1 - pu/2)J + qu) (p + q)u - pqu2/2 
1 - qu (1- pu/2)(1 - qu) 
< (p + q)u < (p + q)u 
1- (~+q)u+pqu2/2 1- (~+q)u 
< (p + q)u nu 
1 - (p + q)u 1 - nu 
Ou seja, 18[nJI = Ifl~=l(1 + fJi)Pi - 11:::; r(n). O 
Aplicando o Lema 2.3 à (2.9) obtemos o erro reverso para o cálculo do produto interno 
pelo algoritmo 2.1 
fl(xT y) = X1Y1(1 + 8'(n]) +x2Y2(1 + 8[n]) +X3Y3(1 + 8[n -1]) + ... +xnYn(1 + 8(2]). 
(2.13) 
Definindo Ixl como um vetor cujos elementos são IXil, ou seja, 
Ixl = 
a representação mais concisa do elTO reverso é dada por 
fl(xT y) = (x + ,6. x f Y = xT(y + ,6.y), l,6.xl:::; r(n)lxl, l,6.yl:::; r(n)IYI· (2.14) 
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o majorante para o erro direto segue imediatamente de (2.14): 
n 
IfI(xT y) - xT y/ :::; r(n) L /XiYi/ = r(n)/x/T/y/ (2.15) 
i=l 
Note que se /xT yl « IxlTlyl, então nada garante que o erro relativo em fl(xT y) seja 
pequeno. 
Para simplificar a análise envolvendo erro relativo, quando xT y =f=. O usaremos o 
seguinte resultado. 
Lema 2.4. Se xT y =f=. O e nu :::; 1, então 
fl(x
T y) = xT Y (1 + e[nl/~~~I) (2.16) 
Demonstração. A demonstração é imediata, segue da equação (2.15) e Lema anterior. 
D 
2.4.1 Acumulação do produto interno 
Existem computadores com possibilidade de acumular produto interno usando o dobro 
da precisão nos cálculos intermediários. Ou seja, se x e y são dois vetores cujos elementos 
são números de ponto flutuante e o tamanho de mantissa é t, então o produto possui a 
mantissa de 2t - 1 ou de 2t dígitos, portanto pode ser represado exatamente com mantissa 
de 2t dígitos. Nessa situação o acumulo computacional do produto interno tem um erro 
relativo muito bom, isto é, fl(xT y) = xT y(l + <5) onde 1<51 ~ u. 2 
Uma outra possibilidade para reduzir o erro é implementar um outro tipo do so-
matório, onde o erro não depende da dimensão do vetor. Para maiores detalhes ver [9], 
§4.2.2 ou [5]. 
2.4.2 Multiplicação matricial 
Sejam A E ]R1TLxn, X E ]Rn e y = Ax. O vetor y pode ser representadO como m 
produtos internos, Yi = ar x, i = 1 : m, onde ar é a i-ésima linha de A. Usando (2.14) 
temos 
2Quando não especificarmos a forma como o cálculo do produto interno é feito, consideraremos que o 
produto interno é acumulado pelo Algoritmo 2.1 com erro dado por (2.15). 
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Com isso o erro reverso é dado por 
fi = (A + ~A)x, I~AI :s r(n)IAI (2.17) 
e um majorante para o erro direto é 
/Y - fi/ :s r(n)/Allx/. (2.18) 
o erro normalizado segue diretamente da definição de norma (Apêndice B, Sessões 
B.3 e B.4). Por exemplo, na norma-1 e 00 
p = 1,00, 
e para norma 2 
De fato, 
( 
m ) 1/2 ( m ) 1/2 
lIy - fill2 = ~ IYi - fiil 2 ::; r(n) ~(IA(i, :)lIxl)2 
( 
m ) 1/2 ( m ) 1/2 
::; r(n) ~(IIA(il :)lbllxI12)2 ::; r(n)llxI12 ~(IIA(il :)lb)2 
( 
m ( n )) 1/2 
= r(n)llxI12 ~ f;A(i,j? = r(n)llxI121IAIIF 
::; vposto(A)r(n)lIxlbIlAII2 
Agora consideremos a multiplicação matricial: C = AB, onde A E ]Rmxn e B E 
]R71xk. A j-ésima coluna de C é dada por Cj = Abj , onde Cj = C(:, j) e bj = B(:, j). De 
(2.14 ), 
Dai temos o majorante para erro direto 
IC - êl ::; r(n)IAIIBI 
o majorante normalizado para norma-I, 00 e F correspondente a 
p = 1,00, F. 
e para norma-2 a 
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2.4.3 Notação em Análise de Erro 
Em análises mais complexas baseados no Lema 2.3 é necessário manipular os termos 
1 + 8[k] e r(k). O lema a seguir simplifica algumas das combinações mais usadas. 
Lema 2.5. Seja 18[kJI :::; r(k) = ku/(l - ku) para qualquer inteiro positivo k. As 
seguintes relações são satisfeitas 
(i) (1 + 8[k]) (1 + 8[jJ) = 1 + 8[k + j], 
.. (1 + 8[k]) {I + 8[k + j] j :::; k, 
(ll) (1 + 8[j]) = 1 + 8[k + 2j] j > k, 
(iii) r(k) + u :::; r(k + 1), 
(iv) ir(k) :::; r(ik), 
(v) r(k) + r(j) + r(k)f(j) :::; r(k + j). 
Demonstração. (i) é conseqüência direta de (v), pois 
(1 + 8[k))(1 + 8[j)) = 1 + 8[k] + 8[j] + 8[k]8[j] 
onde, por hipótese 
18[k] + 8[j] + 8[kJ8[j]1 :::; r(k) + r(j) + r(k)r(j). 
Para provar (iii), (iv) e (v) basta aplicar a definição: 
~ _ ku _ (k + l)u - ku2 < (k + l)u _ r(k 1 
r( k) + u - 1 _ ku + u - 1 _ ku - 1 - (k + 1 )u - +), 
iku iku 
ir(k) = < = f(ik) 
1- ku - 1 - iku 
e 
. . ku jv, kju 2 
r(k) + r(J) + r(k)rCJ) = 1- ku + 1- ju + (1- ku)(l- ju) 
ku(l - ju) + ju(l - ku) + kju2 
(1 - ku) (1 - j u ) 
_ (k + j)u - kju2 < (k + j)u = r(k + j). 
1 - (k + j)u + kju 2 - 1 - (k + j)u 
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Para provar (ii), observemos primeiro que 
(1 + 8[k]) 8[kJ - 8[jJ 
--'-----_----'----.:.C- = 1 + ------'----'---------=----=-
(1 + 8[j]) 1 + 8[jJ 
Portanto 
[
8[kJ - 8[j] [ ~ + ~ = (k + j)u - 2kju2 
1 + e(j] ::; 1 + l~~u (1- 2ju)(1 - ku)' 
Sej:::; k, 
(k + j)u - 2kju2 (k + j)u r . -'-----'--'---'---- < = (k + ) ) 
(1 - 2 j u ) (1 - ku) - 1 - (k + j) u ' 
senão, 
(k + j)u - 2kju2 (k + j)u - 2kju2 
-'--_-C..-_--'-_ < _~---=-~ _ ___=_ _ 
(1 - 2ju)(1 - ku) - 1 - (2j + k)u + 2kju2 
(k + 2j)u . 
:::; 1 - (k + 2j)u = r(k + 2)). 
o 
o próximo lema mostra como majorar o efeito de perturbação no produto matricial. 
Lema 2.6. Seja X j + .6.Xj E }Rnxn. Se para uma norma consistente tem-se II.6.Xj II :::; 
6j IIXj II para todo j, então 
Demonstração. Procederemos por indução em m. Para m = O a condição evidentemente 
é satisfeita. Suponhamos que a hipótese vale para m = k, então 
k+l k+l k k+l 
II (Xj + .6.Xj ) - rr X j = (Xk+1 + .6.Xk+d II (Xj + .6.Xj ) - Xk+l II X j 
j=O j=O j=O j=O 
k k k 
:::; IIXk+111 II(Xj + .6.Xj ) - II X j + II.6.Xk+1 11 II(Xj + .6.Xj ) 
j=O j=O j=O 
:s (g (l + Oj) - 1) Ü IIXj ll-t- Ok+1I1Xk /111 TI (Xj + L'lXj ) . 
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Notando que IITI~=o(Xj + 6Xj )11 :s; IITI~=o(Xj + 6Xj ) - TI;=oXjll + IlTI~=oXjll e 
aplicando hipótese de indução temos 
E finalmente obtemos 
k+l k+l 
fI(Xj + 6Xj ) - fI X j 
j=O j=O 
o 
o próximo lema é uma variação do Lema 2.6, com uma demonstração análoga, uti-
lizando o fato de que IIABIIF :s; IIAII211BIIF para quaisquer matrizes A e B. 
Lema 2.7. Seja Xj + 6..Xj E ]Rnxn. Se para uma norma consistente tem-se 116XjllF :s; 
6j IIXj 112 para todo j, então 
Como exemplo, vamos agora fazer análise de erro da transformação de Householder. 
Nessa análise utilizaremos a maioria dos resultados teóricos expostos acima. 
2.5 Transformação de Householder 
Uma matriz P E ]Rnxn da forma 
2 T 
P= 1- -vv 
vTv 
(2.20) 
é chamada de transformação de Householder e possui as propriedades de simetria e ortog-
onalidade. Quando um vetor x é multiplicado por P, sua imagem é refletida no hiperplano 
span{ v }J... A transformação de Householder é 'muito usada para zerar elementos de um 
vetor. Em particular, dado um x E ]Rn não nulo, é simples encontrar um vetor vem (2.20) 




ou seja, para que Px pertença a span{ er}, devemos ter v E span{ x, er}. Colocando 
v = x + ael obtemos 
e substituindo em (2.21) 
Para que o coeficiente de x seja nulo, a deve ser igual a ±lIxI12' Ou seja, se v = 
x ± Ilxll2el, então Px = =t=lIxIl2el' Para garantir a estabilidade numérica queremos que 
IIvl12 ~ IIxlb logo escolhemos a = sign(xd Ilxlb. 
Usando as observações acima podemos construir um algoritmo para determinar a ma-
triz P = I - f3vvT , com f3 = 2/vT v, tal que Px = ael, onde x E jRn é um vetor 
arbitrário. 
Algoritmo 2.2. Transformação de Householder 
1. v=x 
2. a=O 
3. Para i = 1 : n 
3.1. a = a + x2 t 
4. cp = sign(xlh/li 
5. VI = VI + cp 
6. f3 = l/(XICP + a) 
2.5.1 Tridiagonalização 
Podemos usar as transformações de Householder para reduzir uma matriz simétrica 
qualquer a uma matriz tridiagonal semelhante. De fato, seja A E jRnxn uma matriz 
simétrica e Pr E jR(n-l)X(n-l), a transformação de Householder tal que, 
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onde e7- 1 = (1, O, ... , O? E ]Rn-l. Se 
então 
sendo P e A matrizes simétricas, (A(1, 2: n)Plf = P1A(2 : n, 1) = ale7-
1 e 
O 
onde A(n-l] = P1A(2 : n,2 : n)Pl' Agora definindo P2 E JR(n-2)x(n-2) por 
e7-2 = (1, O, ... ,of E JRn-2, e 
obtemos 
o O 
onde An-2 = P2A[n- 1l (2 : n - 1,2 : n - 1)P2 . Continuando dessa forma, obtemos a 
matriz tridiagonal T dada por 
T = Qn-2 ... QlAQl ... Qn-2 (2.22) 
onde 
i = 1 ... n - 2, (2.23) 
e Pi são a transformações de Householder. 
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2.5.2 Análise de erro da transformação de Householder 
Lema 2.8. Seja x E IRn. Então (3 e v obtidos pelo Algoritmo 2.2 satisfazem 
í3 = (3(1 + 8[2n + 6]), { ~:.: :~~n + 8[n + 2]) 
E se para b E IRn, y = Pb = b - 2(3vvTb, então fi satisfaz 
fi = (P + t:lP)b, IJt:lPIIF = IIt:lPlb :::; f(10n + 27). (2.24) 
Demonstração. Seguindo os passos do Algoritmo 2.2, primeiramente, calculamos pro-
dutôiniemoâ = fl(xTx) = xi(1+8'[n])+x~(1+8[n])+ ... +x~(1+8[2]) = xTx(l+ 
8[n]). Depois extraímos a raiz, obtendo fl(llxI12) = J fl(xTx)(l + o), onde 101 < u. 
Para facilitar as contas consideremos (1 + 0)(1 + 8[n])I/21Ixlb = (1 + 8[n + 1])llxI12' e 
portanto temos ;j; = (,b(1 + 8[n + 1]). 
Conseqüentemente, 
~ ( 1 ) (1 + 0)2 
(3 = fl XI;j; + â = (1 + o')xI(,b(1 + 8[n + 1]) + ex(1 + 8[n]) 
(1 + 0)2 
- ( )( 8[ ]) = (3(1 + 8[2n + 6]). Xl (,b + ex 1 + - n + 2 
Agora, nomeando w = í3v(vT b), temos 
De onde segue que 
fl(w) = (1 + 8[2])(1 + 8[2n + 6])(1 + 8[n + 2])2(3V[vT(b + t:lb)] 
= (1 + 8[4n + 12])(3vvT (b + t:lb), 
com It:lbl :::; r(n)lbl. Ou seja, 
e 
fl(w) = (3v(vTb) + t:lw 
It:lwl = 18[4n + 12](3vvT(b + t:lb) + (3vvT t:lbl 
:::; f(4n + 12)I(3vvTbl + f(n)l(3vvTllbl + f(4n + 12)f(n)l(3vvTllbl 




1 - 6.w + 6.Yll :::; l6.w l + I6.Yll :::; r(5n + 12) l;3vvTllbl + ulb - &::;1 
:::; r(5n + 12)I;3vvTllbJ + uJbJ + uJ;3v(vTb) 1 + ur(5n + 12)I;3vvTllbl 
:::; r(5n + 13)J;3vvTIJbl + ulbl· 
Usando (2.19), o erro na norma 2 é dado por 
11- 6.w + 6.Yl112 :::; r(5n + 13)Jposto(;3vvT)II;3vvTI121IbI12 + ullbl1 2 
= r(5n + 13) II;3vv
T
l121lblb + ullbl1 2 = (r(10n + 26) + u) Ilb11 2. 
Portanto fi = Pb + 6.y, onde I16.Y112 :::; r(lOn + 27) Ilblb, lembrando que II;3vvT I12 = 2. 
Agora, queremos descobrir 6.P tal que fi = (P + 6.P)b. De onde 6.P = 6.ybT /bTb e, 
conseqüentemente, II6.PIIF = II6.PI12 = II6.ylb/llbI1 2 :::; r(10n + 27). 
o 
o Lema 2.8 mostra o erro direto (6.y) e o erro reverso (6.P) da aplicação da transfor-
mação de Householder, obtida pelo Algoritmo 2.2, a um vetor b E ]Rn qualquer. 
Agora vamos analisar o erro direto e o erro reverso do processo da tridiagonalização. 
Lema 2.9. Considere a seqüencia de transfomzações 
onde AI = A E ]Rnxn e Qk é uma matriz da forma (2.23). Então 
II6.AIIF :::; r(20kn + 54k)JIAjjF. (2.25) 
Demonstração. Seja Bk+1 = Qk ... QIA. Então a j-ésima coluna de Bk+1 é dada por 
b~+1 = Qk ... QIaj. Pelo Lema 2.8 temos 
71+ 1 = (Qk + 6.Qd· .. (Ql + 6.Qdaj, 
onde cada 6.Qi, parai = 1: k,satisfaz II6.Qillp = II6.Pi ll p :::; r(10n+27),comp = 2,F. 
Pelo Lema 2.6, obtemos 
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com 
IIt.ajll, ~ g Qk+1-i (g(Qi + t.Q;)a.j - g Qiaj ) 2 
k k 
< I1(Qi + 6Qi) - II Qi IIaj1l2 
i=1 i=1 2 
k 
::; ((1 + r(10n + 27))k - 1) II IIQdl2l1 ajll2. 
i=1 
Dado que IIQil1z = II Pil12 = 1 para todo i, então 
Pelo Lema 2.5, (1 + r(10n + 27))k - 1 ::; r(10kn + 27k). Portanto, 
Conseqüentemente, Êk+l = Qk'" Ql(A + 6Ã), onde 
116ÃIIF ::; r(10kn + 27k)IIAIIF' 
Se (6b;+1 f é j-ésima linha de 6Bk+l e (~+I)T é j-ésima linha da matriz Êk+l então 
de onde 
Agora 
Âk+l = (Qk ... Ql (A + 6Ã) + l:::.Bk+l) Ql ... Qk 
= Qk ... Ql (A + 6Ã + (Ql ... Qk)l:::.Bk+1) Ql .,. Qb 
ou seja, l:::.A = l:::.Ã + (Ql ... Qk)6Bk+l. Mas 
k 
IIl:::.AIIF::; 11 l:::.ÃII F + rr IIQII211l:::.Bk+1IlF = IIl:::.ÃIIF + IIl:::.Bk+l11F' 
i=l 
de onde, lembrando que Êk+l = Qk ... QI (A + b.Ã), 
IIb.AIIF ~ IIb.ÃIIF + r(lOkn + 27k)IIÊk+IIIF 
~ IIb.ÃIIF + r(lOkn + 27k) (IIAIIF + IIb.ÃIIF) 
~ (2r(lOkn + 27k) + (f(10kn + 27k))2) IIAIIF 
~ r(20kn + 54k)IIAIIF. 
Lema 2.10. Seja Ak+1 definida como no lema anterior, então 




onde cada b.Qi, para i = 1 : k, satisfaz IIb.Qillp = IIb.Pillp ~ f(lOn + 27), com p = 2, 
F. Dado que IIQil12 = IIPilb = 1 para todo i, então, usando Lema 2.6, 
k k 
Ilb~+l - b~+llb ~ II (Qi + b.Qi) - II Qi Ilaj 112 
i=l i=l 2 




II Âk+l - Ak+lll ~IIÊk+lIIF II(Qk-i+1 + b.Qk-i+d - II Qk-i+l 
i=1 i=l F 
k 
+ IIÊk+l - Bk+lIIF II IIQillF 
i=l 
~r(lOkn + 27k)IIÊk+lIIF + r(lOkn + 27k)IIAIIF. 
~ -
Usando expressão Bk+l = Qk··· Ql(A + ~A) obtida no Lema anterior, onde 
II~Ãllp :S f(lOkn + 27k)IIA// p , 
temos 
IIÂk+l - Ak+lll :S f(lOkn + 27k) (1lAllp + I/~Ãllp) + f(lOkn + 27k)IIAllp 
:S r(20kn + 54k)IIAllp· 
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o 
Observamos que o erro reverso e o erro direto fornecidos pelos Lemas 2.9 e 2.10, 
respectivamente, possuem a mesma majoração, e no (n - 2)-ésimo passo, quando An-l 
se torna matriz tridiagonal, são dados por 
~ 2 
I/An-l - An-lllP :S r(20n + 14n - 54)IIAllp, 
II~Allp :S f(20n2 + 14n - 54)I/Al/p. (2.27) 
Capítulo 3 
Análise de erro da transformação de 
Householder generalizada 
Nesse capítulo faremos a análise de erro direto e reverso da transformação de House-
holder generalizada ótima e do algoritmo de tridiagonalização usando essa transformação. 
Na primeira sessão definimos a transformação de Householder generalizada e o algo-
ritmo da transformação de Householder generalizada ótima introduzido por Golub, Yuan, 
Biloti e Ramos em [4]. Na segunda seção expomos o algoritmo de tridiagonalização. E 
na terceira realizaremos a análise de erro direto e 'reverso. 
3.1 Transformação de Householder generalizada 
Em seu artigo [10] publicado em 1963, LaBudde estabeleceu um algoritmo para re-
duzir uma matriz arbitrária a uma matriz tridiagonal semelhante através da transformação 
definida por 
(3.1) 




-- = -w v. 
ab 
(3.3) 
Tomando a = b = -2/wT w e v = w pode ser facilmente visto que a transformação de 
Householder generalizada se reduz a transformação de Householder. 
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Um estudo detalhado sobre transformação de Householder generalizada e suas pro-
priedades foi feito por Golub, Yuan, Biloti e Ramos em 2002 [4]. A seguir expomos um 
breve resumo desse trabalho omitindo as demonstrações. 
Teorema 3.1. Seja P transformação de Householder generalizada com v e w linearmente 
independentes. Então os valores singulares de P são crI, 1 e cr2, satisfazendo crI 2': 1 > 
cr2 > 1 para a =1= -+., onde v w 
crI = 
e 
Esse teorema garante que a norma 2 da transformação de Householder generalizada é 
sempre maior ou igual a 1. 
Teorema 3.2. Seja vT w =1= 0, então o número de condição na norma 2 da transformação 
de Householder generalizada P atinge o seu mínimo quando a = - )'v' 
Note que quando v T w =1= ° temos a = b = - w~v' pois -wT u = a:t 
Agora suponhamos que a matriz dada A tem a seguinte forma 
(, yT) A = x An-I . 
Para transformar A em uma matriz tridiagonal semelhante, a transformação de House-
holder generalizada deve satisfazer as seguintes condições: 
e 
Pelo Teorema 3.2, a opção ótima de a e b, em relação ao número de condição na norma 
2, é a = b = - +.. Denotamos a transformação de Householder generalizada com opção 
w v 
ótima de a como a transformação de Householder generalizada ótima e temos o seguinte 
resultado. 
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Teorema 3.3. Dados os vetores x e Y tais que XIYIXT Y > O, então a tran.~formação de 
Householder generalizada ótima é dada por 
v = x - k1el, 
w = Y - k2el, 
k1 = - sign(Yl) sign( xT y) V Xl xT Y, YI 
k2 = - sign(xd sign(xT y)V~~ xTy, 
1 
a = b = - -=--------:~-----:-;=.=::::::::;:;::= 
xTy + sign(xTY)VXlYlxTy 
Observação 3.1. Pelo Teorema 3.3, vT w -=J. O implica em opção ótima a = b = -+ w v 
que leva a XIYIXT Y > O. 
Utilizando a observação acima obtemos o seguinte lema. 
Lema 3.4. Dados x e y, vT w = O sempre que XIYIXT Y < O. 
Teorema 3.5. Dados os vetores x e Y tais que XIYIXT Y < O, então a transformação de 
Householder generalizada ótima é dada por 
v = x - k1el, 
w = Y - k2el, 
k . ( ) . (T )lxTYI + Vl
xTYI2 + IXIYlllxTyl 
1 = slgn Yl slgn x Y IYll ' 
k2 = -sign(xl)sign(xTy) IYl(xTY)1 
I T I vi T 12 I II TI' x Y + x Y + XIYl X Y 
a = -b = sign(x
T 
y) 
VlxTYI2 + IXIYll1xTYI 
Dos Teoremas 3.3 e 3.5 segue o algoritmo da transformação de Householder general-
izada ótima. 
Algoritmo 3.1. Transformação de Householder generalizada ótima e sua Inversa 
1. Dados x e Y tais que (xT Y)XIYl -=J. O; 
2. Se (XTY)XIYl > O 
então 
k1 = - sign(Yl) sign(xT y) VIl xTy, YI 
k2 = - sign(xr) sign(xT Y)j;;;xTy, 
a = b = - (xT Y + sign(xT Y)JX 1Y1 XTy) -1; 
senão 
k . ( ) . (T) Ix
T YI+VlxTYI2+lxIYdlxT yl 
"1 = slgn Y1 slgn x y IYII ' 
k2 = - sign(xd sign(xT y) IYl(xTY)1 , IxT YI+VlxT YI2+l xIYlllxT yl 
a = -b = sign(xT y) ( JlxTyl2 + IX1YlllxTYI) -1; 
4. P = I + awvT e p-1 = I + bwvT ; 
3.2 Tridiagonalização 
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No capítulo anterior (Seção 2.5.1) mostramos como pode ser feita a tridiagonalização 
de uma matriz simétrica aplicando as transformações de Householder. No caso das trans-
formações de Householder generalizadas podemos tridiagonalizar uma matriz qualquer, 
aplicando procedimento similar. 
Seja A E ]Rnxn. Definimos a seguinte seqüencía de matrizes 
(3.4) 
onde Ai = A, 
( h O) Qk = O Pk ' (3.5) 
e Pk, Pk-
1 E ]R(n-k)x(n-k) são matrizes de Householder generalizadas ótimas definidas 
na seção anterior. LaBudde [lO] mostrou que após n - 2 passos obtemos uma matriz 
ttidiagonal semelhante à matriz A. 
De fato, suponhamos 
O 
(3.6) 
O .. , x A[n-kJ 
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onde A[n-kJ = Ak(k + 1 n, k + 1 n). Sejam Pk e Pk- 1 tais que Pkx 
Pk- 1y = k2el,então 
° 
(3.7) 
e de (3.1) e (3.2) segue que 
Logo após n - 2 passos a matriz An-l é uma matriz tridiagonal. 
Pelo fato da transformação de Householder generalizada não funcionar quando xT y = 
° ou XlYl = 0, (ver Algoritmo 3.1) é introduzida uma correção do Break-Down [4], para 
evitar essa situação. 
Algoritmo 3.2. Tridiagonalização pela transformação de Householder generalizada 
ótima 
1. Para i = 1 : n - 2 
1.1. x = A(i + 1 : n, i), y = A(i, i + 1 : n); 
1.2. Seja J C {i + 1, ... ,n} o conjunto de índices para quais é satisfeita a 
condição xT y i=- 0, trocando as colunas i e j E {i + I, ... ,n}, e linhas i 
e J; 
1.3. Se J é vazio, então chama Algoritmo 3.3 e redefina J como em 1.2; 
1.4. Seja J seja o índice tal que 
IA(J, i) . A(i, J)I = maxjE.J{IA(j, i) . A(i,j)I}; 
1.5. Trocar colunas i + 1 e J, e linhas i + 1 e J; 
1.6. Chamar Algoritmo 3.1; 
1.7. t = A (i + 1 : n, i + 1 : n f v, 
p = A(i + 1 : n, i + 1 : n)w, 
cP = vT p; 
1.8. Parak=i+1:n 
f-L = Wk a, 
LI = (Pk + WP)b; 
Para }=i+ l:n 
A(k, j) = A(k, j) + f-Ltj + LlVj; 
1.9. A(i + 1, i) = kl , 
A( i, i + 1) = k2, 
A(i,i +2: n) = A(i+2: n,i) = O. 
Algoritmo 3.3. Correção do Break-Down 
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1. Achar j tal que 8 = rTw =I- 0, rI =I- ° e WI =I- 0, onde r = A(i + 1 n,j) e 
W = A (j, i + 1 : n); 
2. Escolher o: grande suficiente de tal forma que 0:8 + xT W - rT y =I- 0, Xl + o:rl =I- ° 
e YI - O:WI =I- O; 
3. A(i: n,i + 1) = A(i: n,i + 1) + o:A(i: n,j), 
A(i + 1,i: n) = A(i + 1,i: n) - o:A(j, i : n); 
4. X = A(i + 1 : n, i), Y = A(i, i + 1 : n). 
3.3 Alguns resultados teóricos 
Expomos a seguir alguns resultados envolvendo produto interno que serão usados nos 
cálculos posteriores. 
Observação: Consideraremos zu ::; 1 para qualquer coeficiente de erro z encontrado 
a partir dessa seção. 
Lema 3.6. Sejam x, y vetores de IRn e xT y > ° o produto interno obtido pelo Algoritmo 
2.1. Se 8 = ..;;yy então 
s= fl(8) = 8(1 + 8[n + lllxl~lyl). 
X y 
(3.9) 
Demonstração. Usando (2.5) podemos escrever 
fl( v;;ry) = (1 + J)j fl(xTy), IJI ::; u. 




Ifl( vxrY) - vxrYl (1 + 6) 1 + 8[njIXITIYI - 1 
JxTy xTy 
::; (1 + u) (1 + r(n) IXI~lyl) - 1 ::; IXI~lyl (r(n) + u + ur(n)) 
x y x y 




Lema 3.7. Sejam x, y vetores de IRn e xT y > O calculado pelo Algoritmo 2.1 Se t = ~, 
então 
t = fl(t) = t(1 + 8[(a + 1)(n + 1)]), 
onde a = IxITIYI. 
IxTyl 
Demonstração. Aplicando modelo (2.6), t pode ser escrito como 
~ (1) 1 1 
t = fi xTy = fl(xTy) (1 + 6)' 161 ::; u. 
Interpretando fl(xT y) pela equação (2.13) obtemos 
l6.yl ::; r(n + 1)lyl· 
Logo, 
Lembrando que, por hipótese, xT y > O, temos 
r( n + 1) I~;~I 
< ------"-,=--
- 1 - r(n + 1) IxlTlyl xTy 
1 1 
ar(n + 1) 
1- ar(n+ 1)" 
(3.10) 
Agora, 
ctr(n + 1) 
1- ctr(n+ 1) 
o:(n+l)u 
l-(n+l)u _ ct(n + 1)11, < (ct + l)(n + 1)11, 
1- o:(n+l)u 1-(a+l)(n+1)u -l-(a+l)(n+l)u 
l-(n+l)u 
= r((ct + 1)(n + 1)), 
It - ti -Itl- ::; r((ct + 1)(n + 1)). 
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o 
Note que o Lema 2.5 também é válido para índices reais, portanto usando a relação 
(iv) no Lema 3.6 podemos escrever a equação (3.9) na seguinte forma 
fl( JxTy) = JxTY(1 + 8[ctn + 1]), (3.11) 
3.4 Análise de erro da transformação de Householder gen-
eralizada 
Nessa seção faremos a análise de erro da transformação de Householder generalizada 
ótima. As demonstrações por extenso serão feitas apenas para P, pois os resultados obti-
dos se aplicam também a p-l. De fato, no caso quando (xT Y)XIYI > O, P e p-l são 
simplesmente iguais, e quando (xT Y )XIYl < O a diferença está apenas no sinal dos coefi-
cientes a e b (a = -b) o que não afeta a análise. 
Primeiramente, analisaremos o erro quando (xT Y)XIYI > O. 
Lema 3.8. Sejam x, Y E ]R" vetores tais que (xT Y)XIYl > O. Então os coeficientes kl , 
~, â e b e os vetores we V, obtidos pelo Algoritmo 3.1, são dados por 
kl = k1 (1 + 8[an + 3]), 
k2 = k2 (1 + 8[ctn + 3]), 
â = b = a(1 + 8[(a + l)(n + 5)]), 
w = w(1 + 8[ctn + 4]), 







Demonstração. As relações (3.12) e (3.13) são imediatas, basta notar que 
fi(V:~xTy) =(1+6). :;xT(y+~y), 161 :::; u, I~yl :::; r(n + 2). 
e aplicar equação 3.11. 
Para mostrar relação (3.14), em primeiro lugar, vamos escrever â na seguinte forma: 
â = - fi ( (XT Y + sign(xT Y)JX1Y1XTy) -1) 
= - ((1 + 61)(1 + 62) [fi(xT y) + sign(xT y)fi ( J X1Y1XTy)]) -1 , 
onde 161!, 1621 :::; u. Usando equações (2.13), (2.16) e Lema 3.6 temos 
(1 + 61)(1 + 62)fl(xT y) = xT Y (1 + e[n + 2] I~~~~I) , 
e 
(1 + 61)(1 + 62)fl( J X1Y1XTy) = J X1Y1XTy (1 + e[n + 5] I~;~~I) . 
Assim como (xTy) e (sign(xTy) J X1Y1 XT y) possuem o mesmo sinal, temos 
â ~ - ((1+ e[n + 511~~~1) [xTy + Sign(xTylJxJYJXTy])J 
Repetindo os passos da demonstração do Lema 3.7 obtemos 
â = a(l + e[(a + l)(n + 5)]). 
Por fim, como sign(xd = - sign(k1), tem-se 
W1 = (Xl - kd(l + 6) = (Xl - k1)(1 + e[an + 3])(1 + 6) 
= w1(1 + e[an + 4]), 
o mesmo vale para VI. 
161:::; u. 
o 
o próximo resultado descreve o erro relacionado à aplicação da transformação de 
Householder generalizada a um vetor. 
Lema 3.9. Sejam z E ]Rn e y = pz = (I + awvT)z = z + au(vT z). Então 
y= fl(z+âw(vTz)) = (P+~P)z, 
II~Pllp:::; r((6a + 4)n + 22a + 19)IIPII2, p = 2, F. (3.17) 
onde â, w e v são dados pelo Lema anterior. 
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Demonstração. A demonstração é análoga a que foi feita na segunda parte do Lema 2.8. 
Definindo w = âiJJ('VT z) e usando Lema 2.5 temos 
w = (1 + 61)(1 + 62)(1 + 8[(a + 1)(n + 5)])(1 + 8[an + 4])2au(vT(z + .6.z)) 
= (1 + 8[(3a + l)n + 5a + 13])au(vT(z + .6.z)), l.6.zl :s; r(n)lzi. 
Ou seja, 
onde 
w = a wvT z + .6.w, 
l.6.wl =lawvT 6z + 8[(3a + l)n + 5a + 13]awvT(z + .6.z)1 
:S;r(n)lawvTllzl + r((3a + l)n + 5a + 13)lawvT zl 
+ r(n)r((3a + l)n + 5a + 13)lawvTllzl 
:S;r( (3a + 2)n + 5a + 13) lawvTIIzi. 
Usando (2.19) e o fato de que posto(awvT) = 1, o erro na norma 2 é dado por 
II.6.wl12 :s; r((3a + 2)n + 5a + 13)llawvT11211z112 
:s; r((3a + 2)n + 5a + 13)(IIPlb + 1)llz)b· 
Pelo Teorema 3.1 o maior valor singular (J1 da transformação de Householder gen-
eralizada é maior ou igual a 1, quando a i= - w~ v' Assim como a transformação de 
Householder generalizada ótima satisfaz essa hipótese, //P// 2 = (J1 2: 1. Portanto 
/I.6.w/b :s; 2r((3a + 2)n + 5a + 13)IIPlb/l zI12 
:s; r((6a + 4)n + lOa + 26)IIPII21Izl/2. 
Voltando à expressão de y temos 
fi = f l (z + w) = (P z - .6.w) (1 + 6) = y + .6. y 
onde 
/I.6.y1l2 :S;1I5Pz - .6.w + 6.6.w//2 
:s;ullpzl12 + r((6a + 4)n + 10a + 26)IIP11211z112 
+ ur((6a + 4)n + 10a + 26)IIP11211zlb 
:s; (u + r((6a + 4)n + lOa + 26) + ur((6a + 4)n + lOa + 26)) I/P//21/z//2 
:s;r((6a + 4)n + 10a + 27)IIPlbllzIl2. 
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Agora, queremos achar l:1P tal que fi = (P + l:1P)z. Então tomando l:1P = l:1yzT / zT Z 
tem-se IIl:1PIIF = IIl:1PI/2 = 1/l:1yIl2///Z//2 :::; r((6a + 4)n + lOa + 27)IIP/12 O 
Assim como P = p- l , o resultado do Lema se aplica também a y = (P- 1 f Z, ou 
seja, 
onde p = 2,F. 
o próximo passo é analisar o erro no processo de tridiagonalização. 
Lema 3.10. Considere a seqüencia de transformações 
(3.19) 
onde AI = A E jRnxn, 
(3.20) 
e pk,Pk-
1 E jR(n-k)x(n-k) são transformações de Householder generalizadas ótimas com 
(XTY)XIYl > O. Então 
(3.21) 
onde 
Demonstração. Seja Bk+l = Qk ... QIA. Então j-ésima coluna de Bk+l é dada por 
b~+l = Qk . .. Qlaj. Pelo Lema 3.9 temos 
b~+l = (Qk + l:1Qk)· .. (Ql + l:1Qdaj, 
onde cada l:1Qi, para i = 1 : k, satisfaz IIl:1Qillp = IIl:1Pi llp :::; r((6ai + 4)n + 10ai + 
27)IIPdb, com p = 2, F. Dado que IIPilb 2: 1, tem-se IIQil12 = IIPilb para todo i e 
usando Lema 2.6 obtemos 
com 
IIllÕjll2 ~ g Qk~H (g (Qi + llQ;)aJ - g QiOj ) 2 
k k k ::; rr IIQ;1112 rr (Qi + 6Qi) - rr Qi Ilaj 112 
i=l i=l i=l 2 
:::; (g (1 + r((6"i + 4)n + 10"i + 27)) - 1) g IIQ;-'II, rr IIQdl211ajlk 
Aplicando o Lema 2.5 a TI7=1 (1 + r((6O:i + 4)n + 10O:i + 27)) temos 
g(1 + f((6"i + 4)n + lO"i + 27)) :::; 1 + r (t[(6"i + 4)n + lO"i + 271) 
~ 1 + r ( (6 t "i + 4k) n + 10 t "i + 27 k) . 
Para facilitar a leitura consideremos 
Então, 
k 
116âj l1 2 ::; r(x) rr Ilpi - 111211 Pi11211 aj112 
i=l 
k 
= r(X) rr !i;2(Pi )llajlb, 
i=l 
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onde, !i;2(Pi ) é número de condição de Pio Conseqüentemente Êk+1 = Qk··· Q1(A + 
6Ã), onde 
k 
116ÃIIF ::; r(X) IIAIIF rr !i;2(Pi ). 
i=l 
~ ~ -1-1 
Ak+1 = (Bk+1 + 6Bk +dQ1 ... Qk . 
Se (6b;+1)T é j-ésima linha da matriz 6Bk+1 e (t;;+1 f é j-ésima linha da matriz Êk+1' 
então 
k 




II.6.Bk+lIIF S; r(X)IIÊk+lI1F II f);2(Pi ). 
i=1 
Agora 
Âk+l = ( Qk ... Ql (A + .6.Ã) + .6.Bk+l) Q11 ... Q;;1 
= Qk' .. Ql (A +.6.Ã + (Q1 1 •.. Q;;1 ).6.Bk+1) Q11 ... Q;;l, 
ou seja,.6.A =.6.Ã + (Q1 1 ... Q;;l).6.Bk+l' Utilizando o fato de que 
temos 
k 
II.6.AIIF S; II.6.ÃIIF + II !I~-l!l211.6.Bk+lI1F. 
i=1 
Lembrando agora que Êk+l = Qk ... Ql (A + .6.Ã), tem-se 
IIMIIF slIL'>ÃIIF + g IlPi'lJ, (r(X)IIÊk+lIlF g I<'(P;)) 
SlIllÃIIF (1 + r(X) g ",(Pi)') + r(X)IIAIIF g "'(P;)' 
Sr(X)IIAIIF g ",(P;) (1 + r(X) D ",(Pi)' + g I<,(P;)) 
k 
S;r(2x)IIAIIF II f);2(Pi f 
i=1 
Lema 3.11. Seja Ak+l definida no lema anterior, então 




Demonstração. Como no Lema anterior seja Bk+1 = Qk ... Q1A. Então j-ésima coluna 
de Bk+1 é dada por b;+l = Qk ... Q1aj. Pelo Lema 3.9 temos 
onde cada f:lQi' para i = 1 : k, satisfaz 
para p = 2, F. Pelo fato de que IIPi ll 2 2: 1, tem-se IIQil12 = IIPi l12 para todo i = 1 : k. 
Usando Lema 2.6 obtemos 
111}+l - b;+ % ~ (g (Qi + LlQi)a; - g Qiaj ) 2 
<: (g (1 + r((6fri +4)n + lOfri + 27)) - 1) g IIQill2 lia; 112 
Como já foi mostrado no lema anterior, 
k 








IIÂk+l - Ãk+lIIF::; IIÊk+11IF II(Q;;-2i+1 + f:lQ;;-2i+1) - II Q;;-2i+1 
;=1 i=l F 
i=l 
Substituindo a expressão de Bk+1 obtida no lema anterior temos 
k 




11 6 ÃI1F ~ r(x)IIAIIF II K'2(Pi ). 
i=l 
Por outro lado 
Portanto, 
IIÃk+l - Ak+lll F ~11(Êk+l - Bk+l)(Q11 ... Qk"1)IIF 
k k 
~r(X) II II Pil1211AIIF TI IIQ;1112 
i=1 i=l 
k 
=r(X) IIAIIF TI K;2(Pi ). 
i=1 
Ij Âk+l - Ak+l1IF ~IIÂk+l - Ãk+lIIF + IIÃk+l - Ak+l1IF 
k 




Os Lemas 3.10 e 3.11 mostram o erro reverso e o erro direto da tridiagonalização no 
(k + l)-ésimo passo, respectivamente. 
Toda análise acima foi feita supondo que (xT Y )XIY1 > O (primeira parte do Algoritmo 
3.1). Agora vamos realizar a mesma análise para o caso quando (xT Y)X1Y1 < O. 
Lema 3.12. Sejam x, Y E lR.n vetores tais que (xT Y)XIYl < O. Então os coeficientes k1, 
k2, â e b e os vetores we V, obtidos pelo Algoritmo 3.1, são dados por 
k1 = k1 (1 + 8[o:n + 4]), 
k2 = k2 (1 + 8[(20: + l)(n + 4)]), 
â = -b = a(l + 8[(20: + l)n + 40: + 51), 
w = w(l + 8[o:n + 5]), 







Demonstração. A demonstração é feita utilizando as relações do Lema 2.5 e Lema 3.6. 
Para demonstrar (3.23) e (3.24) primeiro vamos analisar JlxTYI2 + IX1Y11IxTyl. Uti-
lizando o Lema 2.5 e a equação (3.11) temos 
fl ( JlxTYI2 + IX1Y1I1xTYI) 
=(1 + 5)JlxTYI2(1 + 8[an + 1])2 + IXIYll1xTyl(l + 8[an + 3]) 
=(1 + 5)J(1 + 8[an + 3])2(lxTYI2 + IXIY1I1xTyl) 
=(1 + 8[an + 4])JlxTYI2 + IX1Y1I1xTyl· 
Por outro lado, 
fl ( JlxTYI2 + IX1Y1I1xTYI) 
=(1 + 5)JlxTYI2(1 + 8[n + l]a)2 + IX1Y1I1xTyl(1 + 8[n + 3Ja) 
=(1 + Ó)J(l + 8[n + 3]a)2(lxTYI2 + IX1Y1I1xTyl) 
=(1 + 8[n + 4]a)JlxTyI 2 + IX1Y11IxTyl. 
~ 
Agora o primeiro resultado utilizamos para calcular k1, 
Com segundo resultado é simples calcular a inversa, como já foi mostrado no Lema 3.7, 
fl ( JlxTyI2 + IX1Yl11xTyI 1) 
= [(1 + 8[n + 4]a)JlxTYI2 + IX1Y11IxTYI] -1 
=(1 + 8[(a + l)(n + 4)])JlxTYI2 + IX1Y111xTyI 
~ 
De onde obtemos k2 , 
k2 = ((1 + 8[(2a + l)n + 4a + 5])k2 , 
e os coeficientes â e b 
â = -b = (1 + 8[(a + l)(n + 4)]). 
Os vetores w e v são calculados do mesmo modo do Lema 3.8. o 
As demonstrações dos três lemas a seguir são iguais aos Lemas 3.9, 3.10 e 3.11, 
respecti vamente. 
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Lema 3.13. Sejam z E jRn e Y = pz = (I + awvT)z = z + au(vT z). Então 
fi = fl(z + âiiJ('i;T z)) = (P + D,.P)z, 
IID,.Pllp ::; r((10a + 6)n + 16a + 37)IIPI12, p = 2, F. (3.28) 
onde â, iiJ e v são dados pelo lema anterior. 
o resultado do Lema se aplica também a y = (P- 1 f y, ou seja, 
ondep = 2, F. 




1 E jR(n-k)x(n-k) são transformações de Householder generalizadas ótimas com 




IID,.AIIF ::; r(2X) IIAIIF II ~2(~)3, 
i=l 
~2(Pi) é número de condição de Pi e 
Lema 3.15. Seja Ak+l definida no lema anterior, então 
onde ~2(~) é número de condição de Pi e 
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ObsenJação: É razoável supor que r(X) I17=1 KdPi ) :s; 1, logo o erro dos Lemas 3.11 
3.15 pode ser dado por 
k 
IIÂk+1 - Ak+111F :s; 3r(x)IIAIIF I1 f'i,2(Pi ), 
i=l 
onde X é dado em cada um dos Lemas. 
Os Lemas 3.14 e 3.15 mostram o erro reverso e o erro direto da tridiagonalização no 
(k + l)-ésimo passo, respectivamente. 
Capítulo 4 
Conclusão 
Apresentamos no Capítulo 3 a análise de erro do algoritmo da tridiagonalização pelas 
transformações de Householder generalizadas ótimas. No caso particular da matriz A 
ser simétrica, a transformação de Householder generalizada ótima é reduzida a trans-
formação de Housholder e, conseqüentemente, os erros da tridiagonalização devem ser 
iguais para os dois algoritmos descritos em Seções 2.4.1 e 3.2. De fato, lembrando que 
se A é simétrica então ~2(Pi) = 1, ai = 1, para todo i = 1 : k, e os coeficientes k1, k2, 
a, b e os vetores w, v são obtidos pelo Algoritmo 3.1 para o caso quando (xT Y)XIYl > O, 
o erro reverso e o erro direto pela transformação de Householder generalizada ótima são 
dados pelas Lemas 3.10 e 3.11: 
II.6.AIIF S r(20n2 + 34n - 148)!fAIIF, 
IIÂk+l - Ak+l1IF S r(20n2 + 34n - 148)IIAIIF, 
enquanto os erros reverso e direto da tridiagonalização pelas transformações de House-
holder são dados pelos Lemas 2.9 e 2.10: 
II.6.AIIF S r(20n2 + 14n - 108) IIAIIF, 
IIÂn-l - An-l1IF S r(20n2 + 14n - 108)IIAIIF. 
Como podemos ver a diferença entre os dois resultados, dada devido a diferença nas im-
plementações dos Algoritmos 2.2 e 3.1, é desprezível quando n é razoavelmente grande. 
Para o caso de matriz A ter todos os elementos com o mesmo sinal (essa possibilidade 
não é única), o erro reverso é dado pelo Lema 3.10 e o erro direto é dado pelo Lema 3.11, 
com k = (n - 2). 
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No caso geral o erro reverso e o erro direto são estimados pelos Lemas 3.14 e 3.15, 
respectivamente, com k = (n - 2). 
Comparando os dois erros, reverso e direto, vemos que o erro reverso depende de 
I1 /"l,2(Pd 3 , enquanto o erro direto de I1/"l,2(Pi ). Ou seja, se as matrizes Pi forem mal 
condicionadas, o erro reverso é muito pior que o erro direto. 
Nesse trabalho não realizamos os testes numéricos por causa da dificuldade de imple-
mentação. Para poder avaliar o erro trabalhando com precisão dupla, dada uma matriz A 
qualquer, precisaríamos saber qual seria a matriz tridiagonal exata obtida pelo Algoritmo 
3.2, sem os erros numéricos. Uma solução seria implementar os Algoritmos 3.1 e 3.2 
em duas precisões diferentes, com condição de que a mantissa de uma precisão fosse o 
dobro da outra, por exemplo precisão dupla e precisão dupla estendida. Então, a matriz 
tridiagonal resultante, calculada na precisão dupla estendida, seria igual a matriz tridiago-
nal exata arredondada para precisão dupla (Seção 2.3.1). Mas nos computadores pessoais 
(baseados nos processadores com arquitetura x86) a mantissa da precisão dupla possui 
53 bits e a mantissa da precisão dupla estendida apenas 64 bits, o que toma inviável essa 
comparação. Existem supercomputadores nos quais a precisão dupla estendida possui a 
mantissa com 105 bits. Mas atualmente não temos acesso a nenhuma dessas máquinas. 
Apêndice A 
Padrão IEEE-754 
Quando se quer falar de um sistema de ponto flutuante ou, quando se quer caracterizá-
lo, é necessário especificar: a base numérica do sistema; o número de dígitos da mantissa; 
o intervalo de abrangência do expoente da base e como é feita a representação destes 
números; como é feito o tratamento de underflow e overflow; como são efetuados as op-
erações aritméticas e os tipos de arredondamentos disponíveis e utilizados nas operações, 
pois isto influenciará a análise e quantificação dos erros que cálculos efetuados neste sis-
tema terão. 
A.I Objetivos e especificações 
Em 1985 o IEEE (Institute of Electral and Eletronics Engineers) publicou o padrão 
754 [7], que define a aritmética binária de ponto flutuante e como tratar os casos especiais 
que ocorrem durante a resolução de um determinado cálculo ou problema. 
o padrão IEEE-754 especifica: 
1. formato do número de ponto flutuante estendido e simples; 
2. operações de adição, subtração, multiplicação, divisão, raiz quadrada, resto e oper-
ações de comparação; 
3. conversão entre inteiros e formatos de ponto flutuante; 
4. conversão entre diferentes formatos de ponto flutuante; 
5. conversão entre números em ponto flutuante simples e strings decimais; 
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6. exceções em ponto flutuante e suas manipulações, incluindo "não-número"(NaNs). 
A.2 Definições 
• "Biased"expoente: a soma de uma constante (bias) ao expoente, de forma que o 
expoente não seja nunca negativo, facilitando a representação. É uma mudança de 
escala. Ex: Cray. 
• Número binário em ponto flutuante: um cadeia de bits é caracterizado por três 
componentes. São eles um sinal, um expoente sinalizado, uma mantissa. O valor 
numérico, se existir, é o produto sinalizado da mantissa e da base binária elevado à 
potência do expoente. Neste padrão nem sempre é possível distinguir um cadeia de 
bits do número que ela representa. 
• Número desnormalizado: um número não nulo em ponto flutuante cujo expoente 
tem um valor reservado, usualmente o formato mínimo e cujo o primeiro bit da 
mantissa é zero. É útil para representar números menores do que o menor número 
de máquina do padrão normalizado. 
• Destino: a posição do resultado de uma operação binária ou unária. O destino 
pode ser explicitamente especificado pelo usuário ou implicitamente suprido pelo 
sistema (por exemplo, resultados intermediários em sub-expressões ou argumentos 
de procedimentos). Algumas linguagens colocam os resultados intermediários de 
cálculos em destinos fora do controle do usuário. Este padrão define o resultado de 
uma operação em termos do formato do destino e dos valores dos operandos. 
• Expoente: o número 2 é elevado a este componente do número binário de ponto 
flutuante. Ocasionalmente, o expoente é chamado de "expoente sinalizado"ou "un-
biased expoente". 
• Fração: o campo da mantissa que fica do lado direito do ponto binário implícito. 
• Modo: uma variável que um usuário pode marcar, salvar e restaurar para controle 
de execução de uma operação aritmética subseqüente. O modo "default"é aquele 
que está ativo no programa, a menos que uma declaração contrária explícita seja 
incluída no programa ou em suas especificações. O seguinte modo deve ser imple-
mentado: arredondamento, para controlar a direção dos erros de arredondamento. 
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Em certas implementações, a precisão do aJTedondamento pode ser necessária, para 
encurtar a precisão do resultado. O implementador pode, se quiser, implementar os 
seguintes modos: "traps"habilitados/desabilitados, para o tratamento de exceções. 
• NaNs: não-número. É um código de uma entidade simbólica no formato de ponto 
flutuante. Sua finalidade é não interromper o cálculo em situações tais como O/O e 
raiz de um número negativo, permitindo que a computação continue, mas indicando 
que houve algum cálculo inválido. Existem dois tipos de NaNs: 
a) NaNs sinalizados: indicam exceção de operação inválida, quando as oper-
ações aparecem como operandos. 
b) NaNs quietos: se: propagam através de quase todas as operações aritméticas, 
sem sinalizar exceções. 
• Resultado: é uma cadeia de bits (geralmente representando um número) que é 
entregue a um destino. 
• Mantissa: um componente de um número binário em ponto flutuante que consiste 
de um explícito ou implícito primeiro bit à esquerda do ponto e o campo de fração 
à direita. 
• Deve: quando esta palavra aparecer no texto significa que o que está sendo referido 
deve constar em qualquer implementação. 
• Deveria: o uso desta palavra "deveria"significa que é fortemente recomendado, ou 
seja, está mais de acordo com o padrão; porém a arquitetura da máquina ou out-
ros impedimentos podem tornar impraticável a implementação conforme o padrão 
sugere. 
• Flags de estados: uma variável que pode tomar dois estados, ligado/desligado. O 
usuário pode desligar o flag, copiar, restaurar o estado anterior. Quando ligado, o 
estado do flag pode conter informações adicionais do sistema, possivelmente in-
acessíveis a alguns dos usuários. As operações desse padrão podem ligar, como um 
efeito colateral, alguns dos seguintes flags: 




d) divisão por zero 
e) operação inválida 
• Usuário: qualquer pessoa, hardware ou programa não especificado pelo padrão, e 
que tenha acesso e controle às operações do ambiente de programação especificado 
neste padrão. 
A.3 Formatos 
Esse padrão define 4 formatos de ponto flutuante divididos em dois grupos, simples 
e estendido, cuja precisão é simples e dupla. O nível de implementação deste padrão é 
caracterizado pela combinação dos formatos suportados. 
A.4 Conjunto de Valores 
Esta seção diz respeito somente à representação dos valores numéricos representados 
dentro do formato, não à codificação. Os únicos valores representáveis num determinado 
formato são aqueles especificados pelos três parâmetros inteiros que seguem: 
p - número de bits da mantissa (precisão), 
e max - expoente máximo e 
emin - expoente mínimo. 
A tabela a seguir resume os parâmetros dos formatos de ponto flutuante. 
Formato 
Parâmetro Simples Simples Duplo Dupla 
Estendido Estendido 
]J 24 2:: 32 53 2:: 64 
e max +127 2:: +1023 +1023 2:: +16383 
emin -126 ::; -1022 -1022 ::; -16382 
bits do expoente 8 2::11 11 2:: 15 
total em bits 32 2:: 43 64 2:: 79 
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A.5 Formato simples 
o formato simples é constituído de 32 bits, distribuídos como mostra a figura 
1 8 23 
s I e m 
A.6 Formato duplo 
o formato duplo é constituído de 64 bits, como mostra a figura 
1 11 52 
I s e m 
A.7 Formato estendido 
Os formatos simples estendido e duplo estendido são codificados de acordo com as re-
strições da tabela acima. Este padrão permite na implementação codificar alguns valores 
redundantemente. Esta redundância tem que ser transparente para o usuário nos seguintes 
aspectos: ou a implementação codifica cada valor não nulo de uma forma única, ou in-
terpreta os valores não nulos redundantes como um mesmo valor. Uma implementação 
pode também reservar alguns bits para propósitos que vão além do escopo deste padrão. 
Quando esses bits reservados aparecem como operandos o resultado não é especificado. 
Numa implementação não deve ser assumido que o formato simples estendido possua um 
intervalo maior do que o formato duplo. 
A.8 Combinação de formatos 
Toda a implementação conforme este padrão deverá suportar o formato simples. Uma 
implementação deveria suportar o formato estendido correspondente ao formato básico 
suportado, não necessitando suportar qualquer outro formato estendido. 
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A.9 Arredondamento 
o arredondamento toma um número com precisão infinita e, se necessário, o modifica 
para poder coloca-lo no destino, sinalizando a exceção de inexatidão. Exceto para conver-
são binário-decimal, todas as operações especificadas acima devem ser executadas como 
se o primeiro resultado intermediário correto tivesse precisão infinita e intervalo ilimitado 
e então o resultado é arredondado de acordo com um dos quatro modos de arredonda-
mento (arredondamento para o número mais próximo de máquina, arredondamento para 
+00, arredondamento para -00 e arredondamento para O).Os modos de arredondamento 
afetam todas as operações aritméticas com exceção da comparação e do resto. Os modos 
de arredondamento podem afetar o sinal da soma de zeros. Quando ocorre o arredonda-
mento e se está muito perto de situações de overflow e underflow essas situações podem 
ser sinalizadas. 
A.lO Operações 
Todas as implementações que estão de acordo com este padrão devem prover oper-
ações de: 
• adição, sub.rração, multiplicação, divisão, 
• extração da raiz quadrada, 
• encontrar o resto, 
• passar de/para número em formato de ponto flutuante para formato inteiro, 
• conversão entre diferentes formatos de ponto flutuante, 
• arredondar de número em formato de ponto flutuante para inteiro, 
• conversão binária-decimal, 
• comparação. 
É uma opção de implementação considerar a cópia sem mudança de formato como 
uma operação. Exceto para conversão binária-decimal, todas as operações devem ser 
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feitas considerando o primeiro resultado correto intermediário com precisão infinita e 
intervalo ilimitado, e então adequar este resultado intermediário no formato do destino. 
Apêndice B 
Normas 
B.l Normas vetoriais 
Uma norma vetorial em lRn é uma função II . II : lRn ~ lR que satisfaz as seguintes 
propri edades: 
1. Ilxll 2: O para todo x E lRn , e Ilxll = O <=? X = O, 
2. Iletxll = letlllxll para todo et E IR, x E IRn, 
3. Ilx + yll :S Ilxll + Ilyll para todo x, y E IRn. 
Uma classe usual de normas vetoriais são as p-normas (ou normas de Holder), definidas 
por 
P2:l. 




n ) 1/2 
IIxl12 = 81xil2 = (xT X)1/2, 
IIxll oo = max IXil. l::;t::;n 
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B.2 Algumas propriedades das normas vetoriais 






Um caso especial muito importante decorrente de (B.I) é desigualdade de Cauchy-Schwarl::': 
(B.2) 
Todas as normas em lRn são equivalentes, isto é, se II . 1100 e 1\ . 11/3 são normas em Jf~", 
então existem constantes positivas a e b tais que 
para todo x E lRn . 
Para normas 1,2 e 00, se x E lRn , temos as seguintes relações: 
Veja, por exemplo, [3] ou [6]. 
Ilxlb :s; IlxllI :s; v'nllxI12' 
Ilxll oo :s; IIxl12 :s; v'nllxll oo , 
Ilxll oo :s; II xiII :s; nllxll oo . 




Uma norma matricial é uma função 11 . II lRmxn ---t lR que satisfaz as seguintes 
propri edades: 
1. IIAII ~ O para todo A E lRmxn , e IIAII = O <=> A = O. 
2. IIO'AII = IO'IIIAII para todo O' E IR, A E lRmxn . 
3. liA + BII :s; IIAII + IIBII para todo A, B E lRmxn . 
As normas matriciais mais usadas em análise de erro são as p-normas 
IIAxllp 
IIAllp = sup 11 11 
x;;iO x p 
(B.6) 
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e a norma de Frobenius 
1n n 
IIAIIF = L L laijl2. (B.7) 
i=l j=l 
B.4 Algumas propriedades das normas matriciais 
Dizemos que a norma 11 . 11 é consistente se para quaisquer matrizes A E ]Rmxn e 
B E ]Rnxq tem-se 
IIABII ::; IIAIIIIBII· 
A norma de Frobenius e as p-normas (especialmente p = 1,2, (0) satisfazem algumas 
desigualdades importantes expostas a seguir. Seja A E ]Rmxn então tem-se 
Ver [3] ou [6]. 
n 
IIAll1 = max L laijl, 
l<J<n 
- - i=l 
n 
IIAlloo = max ""' laij I, l<,<n~ 
- - j=l 
IIAI12 ::; IIAIIF ::; Jposto(A) IIAlb, 
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