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Abstract
We prove the existence and uniqueness of Levi-Civita connections for a noncommutative pseudo-
Riemannian metric on a class of centered bimodule of one forms. As an application, we compute the Ricci
and scalar curvature for a general conformal perturbation of the canonical metric on the noncommutative
2-torus as well as for a natural metric on the quantum Heisenberg manifold. For the latter, the scalar
curvature turns out to be a negative constant.
1 Introduction
We continue our study of Levi-Civita connections on noncommutative manifolds initiated in [5]. In [5], the
existence and uniqueness of Levi-Civita connections for bilinear metrics on a class of spectral triples was
proven. The set up of this article is as follows:
suppose A is a ( possibly noncommutative ) complex algebra equipped with a differential calculus
(Ω·(A), d) and g is a pseudo-Riemannian metric on Ω1(A) which is not necessarily bilinear. For the definition
of pseudo-Riemannian metric, we refer to Definition 2.7.
We provide a set of sufficient conditions on the differential calculus and g which guarantees the existence
and uniqueness of a torsion-less connection on Ω1(A) which is compatible with g. Our definition of metric
compatibility is the one adopted in [5]. When the differential calculus comes from a spectral triple and
g is bilinear, then our result recovers the results of [5] as a particular case. Recently, the computation of
curvature for conformal perturbation of the canonical metric on the noncommutative tori attracted a lot
of attention ( [12], [14], [15], [16], [17], [18], [11], [24], [25], [13], [19] etc. ). It a is natural question to
compute the curvature from the Levi-Civita connection ( if it exists ). However, the question of existence of
Levi-civita connection for conformally deformed metric was out of the scope of [5] since it only dealt with
bilinear metrics. Our result in this article proves the existence and uniqueness of Levi-Civita connections
for conformally deformed metric on the noncommutative torus and many other noncommutative manifolds
which are Rieffel deformations of classical manifolds.
Our set up is also useful to derive formulas for Ricci and scalar curvature of the Levi-Civita connection
and thus we compute the Ricci and scalar curvatures for the conformal perturbation of the canonical metric
on the noncommutative 2-torus. It is interesting to note that most of the examples considered in [25]
on Rieffel-deformation of classical manifolds also belong to the class for which our existence-uniqueness
result applies, hence one can compute the scalar curvature of the Levi-Civita connection obtained from
our approach. This leads to an important open question, which we plan to investigate in future: do the
scalar curvatures computed from our Levi-Civita connection agree with the one obtained in [25] through an
asymptotic expansion?
Let us discuss the plan of the article. We begin ( from [5] ) by recalling the notion of metric compatibility of
a connection on a class of centered bimodule of one forms satisfying some natural assumptions (Assumption
I - IV ). Then we state and prove the main result giving the existence and uniqueness of the Levi-Civita
connection in Section 3. In the last section, we define and compute the Ricci and scalar curvatures for some
examples including an arbitrary ‘conformal deformation’ of the canonical metric on the noncommutative
2-torus as well as a bilinear metric on quantum Heisenberg manifolds.
We fix some notations which we will follow. Throughout the article, A will denote a complex algebra and
Z(A) will denote its center. For a subset S of a right A-module E , SA will denote span{sa : s ∈ S, a ∈ A}.
For right A modules E and F , HomA(E ,F) will denote the set of all right A-linear maps from E to F . We
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will use the notations EndA(E) and E∗A for HomA(E , E) and HomA(E ,A) respectively. The tensor product
over the complex numbers C is denoted by ⊗C while the notation ⊗A will denote the tensor product over
the algebra A.
If E and F are bimodules, HomA(E ,F) has a left A-module structures given by left multiplication by
elements of A, i.e, for elements a in A, e in E and T in HomA(E ,F), (aT )(e) := aT (e) ∈ F . The right A
module structure on HomA(E ,F) is given by Ta(e) = T (ae). Lastly, for a linear map T between suitable
modules, Ran(T ) will denote the Range of T.
We will say that a subset S of a right A-module E is right A-total in E if the right A-linear span of S
equals E . The following elementary fact will be used throughout the article without mentioning.
Proposition 1.1 1. Let S be a right A-total subset of a right A-module E . If T1 and T2 are two right A
linear maps from E to another right A-module F such that they agree on S, then they agree everywhere on
E .
2. Let E and F be A − A-bimodules which are finitely generated and projective as both left and right
A-modules. Then for elements ei ∈ E , f ∈ F and φi ∈ F∗A, the map ζE,F : E ⊗A F∗ → HomA(F , E) defined
by ζE,F (
∑
i ei ⊗A φi)(f) =
∑
i eiφi(f) defines an isomorphism of A-bimodules.
The center of an A − A-bimodule E is defined to be the set Z(E) = {e ∈ E : ea = ae ∀ a ∈ A}. It is
easy to see that Z(E) is a Z(A)-bimodule. E is called centered if Z(E) is right A-total in E , i.e, the right
A-linear span of Z(E) equals E .
2 Differential calculus and connections on one-forms
In this section, we recall the definition of connections on the space of one-forms coming from a differential
calculus. Then we define the notion of pseudo-Riemannian metric and compatibility of a connection on one
forms under some assumptions on the differential calculus and the pseudo-Riemannian metric. In fact, it can
be easily seen that the definition of metric compatibility of a connection as introduced in [5] can be easily
adapted to the bimodules and the pseudo-Riemannian metric satisfying our assumptions.
Definition 2.1 Suppose A is an algebra over C. A differential calculus on A is a pair (Ω(A), d) such that
the following conditions hold:
1. Ω(A) is an A−A-bimodule,
2. Ω(A) = ⊕i≥0Ωi(A), where Ω0(A) = A and Ωi(A) are A−A-bimodules.
3. We have a bimodule map m : Ω(A)⊗A Ω(A)→ Ω(A) such that
m(Ωi(A) ⊗A Ωj(A)) ⊆ Ωi+j(A),
4. We have a map d : Ωi(A)→ Ωi+1(A) such that
d2 = 0 and d(ω.η) = dω.η + (−1)deg(ω)ω.dη,
5. Ωi(A) is spanned by elements of the form da0da1 · · · daiai+1.
Example 2.2 Suppose (A,H, D) be a spectral triple on A ( [7] ). Then the pair (⊕k≥0ΩkD(A), d) of Sub-
section 2.1.2 in [20] is an example of a differential calculus on A.
Definition 2.3 ( [20], [7] ) Suppose (Ω(A), d) be a differential calculus on A. A (right) connection on Ω1(A)
is a C-linear map ∇ : Ω1(A)→ Ω1(A)⊗A Ω1(A) satisfying
∇(ωa) = ∇(ω)a+ ω ⊗A da.
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2.1 A class of centered bimodules
We will denote Ω1(A) by the symbol E from now on. We will need to make some assumptions (Assumption
I, II, III, IV ) for defining the metric compatibility of a connection. We introduce them one by one.
Assumption I: E is finitely generated and projective as a right A-module. Moreover, the map uE :
Z(E)⊗Z(A) A → E defined by
uE
(∑
i
e′i ⊗Z(A) ai
)
=
∑
i
e′iai
is an isomorphism of vector spaces.
Assumption II: The A −A bimodule E ⊗A E admits a splitting as a direct sum of right A modules :
Ker(m)⊕F , where F ∼= Im(m).
Assumption III: If ω, η are in Z(E), then σ(ω ⊗A η) = η ⊗A ω.
Assumption IV: There exists a nondegenerate pseudo-Riemannian bilinear metric ( see Definition 2.7
) g0 on E .
Let us discuss the motivation and some consequences of these assumptions.
Definition 2.4 We will denote Ker(m) by the symbol E ⊗symA E . Psym will denote the unique idempotent on
E ⊗A E with range E ⊗symA E and kernel F . Moreover, σ will denote the map 2Psym − 1 and E ⊗symA E will
denote Ker(m).
Assumption II is motivated by the decomposition Ω1(A)⊗AΩ1(A) = Ker(m)⊕Ω2(A) if A = C∞(M) and
(Ω(A), d) is the calculus of differential forms. In fact, if σ denotes the canonical flip on Ω1(A) ⊗A Ω1(A),
then Ker(m) = Ker(1 − σ) and F = Ker(1 + σ). Moreover, in this case, E ⊗symA E coincides with the usual
symmetric tensor product of one forms on M and for ω, η ∈ Ω1(M), Psym(ω ⊗A η) = 12 (ω ⊗A η + η ⊗A ω).
Let us collect the following useful facts:
Lemma 2.5 ( [5] ) Suppose E satisfies Assumption I - III. Then we have the following:
1. E is a centered bimodule.
2. E ⊗symA E and Im(m) are A−A bimodules.
3. Psym and hence σ is an A−A bimodule maps. Moreover, P 2sym = Psym and σ2 = id.
4. The map
(Psym)23 : (E ⊗symA E)⊗A E → E ⊗A (E ⊗symA E)
is an isomorphism of right A-modules.
Proof: The first assertion was observed in Proposition 2.4 of [5]. For 2, let us note that m is an A − A-
bilinear map in our set-up so that we can apply Theorem 2.5 of [5]. The third assertion follows from the
same result in [5]. Since σ is an A −A-bilinear by 3. and P 2sym = Psym and σ2 = id, we can directly apply
Lemma 2.8 of [5] to deduce the isomorphism of part 4. ✷
We have the following set of examples of (Ω(A), d) where some or all of our assumptions are satisfied.
Example 2.6 (i) Assumptions I - IV are satisfied for classical manifolds: here, Z(E) = Ω1(M), Z(A) =
A = C∞(M).
(ii) All the examples studied in [5] also satisfy Assumption I - IV. These are the space of one forms
on the fuzzy sphere, quantum Heisenberg manifold and the Rieffel deformations of a classical compact Rie-
mannian manifold by an isometric and free toral action. For the proofs, we need to refer to Theorem 5.4,
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Theorem 6.4 and Theorem 7.1 of [5]. Indeed, the proof of these results contain the fact that the bimodule of
one forms for each of these examples satisfy the hypothesis of Theorem 4.1 of [5]. However, the hypothesis of
Theorem 4.1 of [5] are nothing but Assumption I -III of this article. Finally, Proposition 5.3, Proposition
6.3 and Proposition 7.26 of [5] provide the existence of a pseudo-Riemannian bilinear metric on the space of
one forms for our examples and therefore, Assumption IV is satisfied.
2.2 Pseudo-Riemannian metrics
Definition 2.7 ( [5] ) Suppose E := Ω1(A) satisfies Assumption I - III. A pseudo-Riemannian metric g
on E is an element of HomA(E ⊗A E ,A) such that
(i) g is symmetric, i.e. gσ = g,
(ii) g is non-degenerate, i.e, the right A-linear map Vg : E → E∗ defined by Vg(ω)(η) = g(ω ⊗A η) is an
isomorphism of right A-modules.
We will say that a pseudo-Riemannian metric g is a pseudo-Riemannian bilinear metric if in addition,
g is a A-A bimodule map.
We note the following results for future use.
Lemma 2.8 1. If either ω or η belongs to Z(E), we have
g(ω ⊗A η) = g(η ⊗A ω). (1)
2. If g0 is a pseudo-Riemannian bilinear metric, then g0(ω ⊗A η) ∈ Z(A) if ω, η belong to Z(E).
3. If g and g0 are pseudo-Riemannian metrics, then V
−1
g Vg0(Z(E)) is right A-total in E .
4. Let S be a subset of Z(E) which is right A-total in E . If g is a pseudo-Riemannian metric then
g(β ⊗A η) = 0 for all η ∈ S if and only if β = 0. The same conclusion holds if g(η ⊗A β) = 0 for all η ∈ S.
5. Vg is left Z(A)-linear.
Proof: As observed in Lemma 2.6 of [5], by virtue of of Assumption III, we have
σ(ω ⊗A e) = e ⊗A ω, σ(e ⊗A ω) = ω ⊗A e (2)
for all ω ∈ Z(E) and e ∈ E . The first assertion follows as a trivial consequence of (2) and the relation gσ = g.
The second assertion was already proved in Lemma 3.5 of [5]. For part 3, we see that
V −1g Vg0 (Z(E))A = V −1g (Vg0 (Z(E))A) = V −1g (Vg0 (Z(E)A)) = V −1g (Vg0 (E)) = V −1g (E∗) = E .
Now we prove the fourth assertion. The equation g(β ⊗A η) = 0 implies Vg(β)(η) = 0. Since this holds for
all η in S which is right A-total, we have Vg(β)(E) = 0 by right A-linearity of Vg. Thus Vg(β) = 0 and thus
β = 0 by non-degeneracy of g. The second claim in 4. follows by observing that g(η⊗A β) = g(β⊗A η) since
η ∈ S ⊆ Z(E), gσ = g and then applying (1).
For proving 5., let a′ ∈ Z(A), ξ, η ∈ Z(E).
We have Vg(a
′ξ)(η) = g(a′ξ ⊗A η) = g(ξa′ ⊗A η) = g(ξ ⊗A a′η)
= g(ξ ⊗A ηa′) = g(ξ ⊗A η)a′ = a′g(ξ ⊗A η)
= a′Vg(ξ)(η),
where we have used the fact that a′ ∈ Z(A). As Z(E) is right A-total, 4. follows. ✷
We end this subsection by recalling the following result from [5]:
Lemma 2.9 ( Lemma 4.15, [5] ) Suppose g0 is a pseudo-Riemannian bilinear metric on E . Then the set
{L ∈ HomA(E , E ⊗A E) : ζ−1E⊗AE,E(L) = ω ⊗A η ⊗A Vg0 (ω′) for some ω, η, ω′ ∈ Z(E)}
is right A-total in HomA(E , E ⊗A E).
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2.3 The torsion and metric compatibility of a connection
Definition 2.10 The torsion of a connection ∇ : E ⊗A E ⊗A E is the right A-linear map T∇ := m ◦ ∇+ d.
A connection ∇ is called torsion-less if T∇ = 0.
Before going into the definition of metric compatibility of a connection, let us recall the following result from
[5].
Lemma 2.11 If (Ω(A), d) satisfies Assumption II, E admits a torsion-less connection.
For the rest of the subsection, we will assume that E satisfies Assumption I - IV. Now we recall from
[5] the notion of metric compatibility of a connection ∇ on E . As observed in Remark 4.14 of [5], the proof
of the following proposition works for any pseudo-Riemannian metric ( which is not necessarily bilinear ).
Proposition 2.12 ( Subsection 4.1, [5] ) For a pseudo-Riemannian metric on E , let us define Π0g(∇) :
Z(E)⊗C Z(E)→ E as the map given by
Π0g(∇)(ω ⊗C η) = (g ⊗A id)σ23(∇(ω)⊗A η +∇(η)⊗A ω).
Then Π0g extends to a well defined map from E ⊗A E to E to be denoted by Πg(∇).
Definition 2.13 Suppose E satisfies Assumption I - IV and g is a pseudo-Riemannian metric on E . A
connection ∇ on E is said to be compatible with g if Πg(∇) = dg.
The following theorem gives a sufficient condition for the existence and uniqueness of Levi-Civita con-
nections.
Theorem 2.14 ( Theorem 4.13, [5] )
Let Φg : HomA(E , E ⊗symA E)→ HomA(E ⊗symA E , E) be defined by :
Φg(L) = (g ⊗A id)σ23(L ⊗A id)(1 + σ)|E⊗sym
A
E .
Then Φg is right A-linear. Moreover, if Φg : HomA(E , E ⊗symA E)→ HomA(E ⊗symA E , E) is an isomorphism
of right A-modules, then there exists a unique connection ∇ on E which is torsion-less and compatible with
g. Moreover, ∇ is given by the following equation:
∇ = ∇0 +Φ−1g (dg −Πg(∇0)). (3)
The proof of this theorem works for any pseudo-Riemannian metric. The formula (3) follows from the
proof of Theorem 4.13 of [5]. We only need to remark that the proof of Theorem 4.13 of [5] uses the existence
of a torsion-less connection on E . In our case, this condition is satisfied by virtue of Lemma 2.11.
3 Existence and uniqueness of Levi-Civita connection
In this section, we prove that Assumptions I - IV suffice for existence of a unique Levi-Civita connection.
We continue to denote Ω1(A) by the symbol E , i.e, we prove that the map
Φg : HomA(E , E ⊗symA E)→ HomA(E ⊗symA E , E)
is an isomorphism of right A-modules. Throughout this section, we will assume that E satisfiesAssumption
I - IV. We begin with the following observation:
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Proposition 3.1 1. There exists a right A-linear map ·̂ : HomA(E , E) → HomA(E ⊗A E ,A) by B 7→ B̂,
where B̂ is defined by:
B̂(ω ⊗A η) = g(B(ω)⊗A η).
2. There exists a right A-linear map ∪ from HomA(E ⊗A E ,A)→ HomA(E , E) defined by C 7→ C∪ where
C∪(ω) is defined to be the unique element in E satisfying the equation
g(C∪(ω)⊗A η) = C(ω ⊗A η).
3. The maps ̂ and ∪ are inverses of one another.
4. The maps ̂ and ∪ are left Z(A) linear.
Proof: It is easy to see that C∪(ω) is nothing but V −1g applied on the element C(ω, ·) ∈ E∗. By applying
4. of Lemma 2.8, it follows that C∪ is well-defined. The rest can be verified by straightforward and direct
computations. ✷
Lemma 3.2 We define the map
Γ : E ⊗A E∗ → HomA(E ⊗A E ,A) by Γ = ̂ ◦ ζE,E .
Then Γ is a left Z(A)-linear map and a right A-linear isomorphism.
Proof: The map Γ is left Z(A)-linear as both ζE,E and ̂ are so. Γ is an isomorphism since it is a
composition of two isomorphisms. ✷
Lemma 3.3 Let E be as above and F be another A−A-bimodule. Then the map TLE,F := ((uE)−1 ⊗A idF )
defines a right A-module isomorphism from E ⊗A F to Z(E)⊗Z(A) F , which is also left Z(A)-linear.
Definition 3.4 We define τ : E ⊗A E∗ → E ⊗A E and ξ : HomA(E , E ⊗A E)→ E ⊗A E ⊗A E by the following
formulas:
τ := (TLE,E)
−1(idZ(E) ⊗Z(A) V −1g )TLE,E∗,
ξ = (TLE,E⊗AE)
−1(idZ(E) ⊗Z(A) τ)TLE,E⊗AE∗ζ−1E⊗AE,E .
We remark that the map idZ(E) ⊗Z(A) V −1g : Z(E) ⊗Z(A) E∗ makes sense by virtue of 5. of Lemma 2.8.
We have the following proposition.
Proposition 3.5 τ : E ⊗A E∗ → E ⊗A E defines an isomorphism, which is left Z(A) and right A linear.
Moreover, ξ also defines an Z(A)-A bimodule isomorphism from HomA(E , E ⊗A E) to E ⊗A E ⊗A E.
Proof: It is clear from the observation that each of the constituent maps in the definition of τ and ξ is
Z(A)−A-linear isomorphism. ✷
Lemma 3.6 Let σL ∈ HomA(E , E ⊗A E) be defined by (σL)(e) = σ(L(e)). Then we have
ξ(σL) = σ12ξ(L). (4)
In particular,
if L = σL, thenξ(L) = σ12ξ(L). (5)
Proof: Let g0 be the pseudo-Riemannian bilinear metric of Assumption IV. Let L ∈ HomA(E , E ⊗A E)
be such that ζ−1E⊗AE,E(L) = ω ⊗A η ⊗A Vg0 (ω′) for some ω, η, ω′ in Z(E). Then for all e ∈ E ,
L(e) = ζE⊗AE,E(ω ⊗A η ⊗A Vg0(ω′))(e) = ω ⊗A ηg0(ω′ ⊗A e).
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Therefore,
σL(e) = σ(ω ⊗A η)g0(ω′ ⊗A e)
= η ⊗A ωg0(ω′ ⊗A e)
= ζE⊗AE,E(η ⊗A ω ⊗A Vg0(ω′))(e).
Hence, σL = ζE⊗AE,E(η ⊗A ω ⊗A Vg0(ω′)) so that
ζ−1E⊗AE,E(σL) = η ⊗A ω ⊗A Vg0 (ω′). (6)
Moreover, we have
τ(ω ⊗A Vg0 (ω′)) = (TLE,E)−1(idZ(E) ⊗Z(A) V −1g )(ω ⊗Z(A) Vg0 (ω′))
= (TLE,E)
−1(ω ⊗Z(A) V −1g Vg0(ω′))
= ω ⊗A V −1g Vg0(ω′).
Hence, by using (6), we have
ξ(σL) = (TLE,E)
−1(idZ(E)⊗Z(A) τ)TLE,E⊗AE∗ζ−1E⊗AE,E(σL)
= (TLE,E)
−1(idZ(E)⊗Z(A) τ)TLE,E⊗AE∗(η ⊗A ω ⊗A Vg0(ω′))
= (TLE,E)
−1(idZ(E)⊗Z(A) τ)(η ⊗Z(A) ω ⊗A Vg0(ω′))
= (TLE,E)
−1(η ⊗Z(A) ω ⊗A V −1g Vg0 (ω′))
= η ⊗A ω ⊗A V −1g Vg0 (ω′).
Similarly, we have
ξ(L) = ω ⊗A η ⊗A V −1g Vg0(ω′).
Thus, (4) holds for all L ∈ HomA(E , E ⊗A E) such that ζ−1E⊗AE,E(L) = ω ⊗A η⊗A Vg0(ω′) for some ω, η, ω′ inZ(E).
If L′ ∈ HomA(E , E ⊗A E) satisfies (4) and a ∈ A, then
ξ(σ(L′a)) = ξ((σL′)a) = ξ(σL′)a = (σ12ξ(L
′))a
= σ12(ξ(L
′)a) = σ12ξ(L
′a),
where we have used that σ(La) = (σL)a and the right A-linearity of the maps σ12 and ξ.
Hence, if L′ ∈ HomA(E , E ⊗A E) satisfies (4), so does the element L′a. Since we have already proved that
the equation (4) holds for elements L of the form ζE⊗AE,E(ω ⊗A η ⊗A Vg0(ω′)) ( ω, η, ω′ ∈ Z(E) ), by
applying Lemma 2.9, we get that (4) holds for all L ∈ HomA(E , E ⊗A E). ✷
Corollary 3.7 The map ξ restricts to an isomorphism
ξ : HomA(E , E ⊗symA E)→ (E ⊗symA E)⊗A E .
Proof: Suppose L ∈ HomA(E , E ⊗symA E). Then L is an element of HomA(E , E ⊗A E) such that σL = L.
Hence, by (5), we have ξ(L) = σ12ξ(L). Thus, (Psym)12ξ(L) = ξ(L) and hence ξ(L) ∈ (E ⊗symA E)⊗A E .
Next, we observe that ξ|HomA(E,E⊗symA E) is one-one since ξ is so. Finally, if T ∈ (E ⊗
sym
A E) ⊗A E ⊆
E ⊗A E ⊗A E , there exists a unique L′ ∈ HomA(E , E ⊗A E) such that ξ(L′) = T. Since (Psym)12T = T, we
have
ξ(L′) = σ12ξ(L
′) = ξ(σL′)
by virtue of (4). Since ξ is an isomorphism, we conclude that L′ = σL′, i.e, L′ ∈ HomA(E , E ⊗symA E). This
proves that ξ|HomA(E,E⊗symA E) is onto (E ⊗
sym
A E)⊗A E . ✷
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Definition 3.8 Let g0 be the pseudo-Riemannian bilinear metric of Assumption IV. We will denote
V −1g Vg0 by the symbol pig,g0 . Next, Ψg : HomA(E , E ⊗A E)→ HomA(E ⊗A E , E) is defined by
Ψg := ζE,E⊗AE(T
L
E,HomA(E⊗AE,A)
)−1(idZ(E) ⊗Z(A) Γ)TLE,E⊗AE∗ζ−1E⊗AE,E .
We have used the fact that the map Γ is left Z(A)-linear ( Lemma 3.2 ). It easily follows that Ψg is an
Z(A)-A bimodule isomorphism. We also denote by Θg the inverse of the isomorphism Ψg.
Lemma 3.9 Let ω1, ω2, ω3 ∈ Z(E). Then we have:
ΨgζE⊗AE,E(ω1 ⊗A ω2 ⊗A Vg(pig,g0 (ω3))) ◦ σ = ΨgζE⊗AE,E(ω1 ⊗A pig,g0 (ω3)⊗A Vg(ω2)).
Proof: Let ω, η ∈ Z(E). Then
ΨgζE⊗AE,E(ω1 ⊗A ω2 ⊗A Vg(pig,g0(ω3)))(σ(ω ⊗A η))
= ΨgζE⊗AE,E(ω1 ⊗A ω2 ⊗A Vg(pig,g0(ω3)))(η ⊗A ω)
= ζE,E⊗AE(T
L
E,HomA(E⊗AE,A)
)−1(idZ(E) ⊗Z(A) Γ)TLE,E⊗AE∗(ω1 ⊗A ω2 ⊗A Vg(pig,g0(ω3)))(η ⊗A ω)
= ζE,E⊗AE(T
L
E,HomA(E⊗AE,A)
)−1(ω1 ⊗Z(A) Γ(ω2 ⊗A Vg(pig,g0 (ω3))))(η ⊗A ω)
= ζE,E⊗AE(ω1 ⊗A Γ(ω2 ⊗A Vg(pig,g0(ω3))))(η ⊗A ω)
= ω1Γ(ω2 ⊗A Vg(pig,g0 (ω3)))(η ⊗A ω)
= ω1(̂ ζE,E)(ω2 ⊗A Vg(pig,g0 (ω3)))(η ⊗A ω)
= ω1g(ζE,E(ω2 ⊗A Vg(pig,g0 (ω3)))(η) ⊗A ω)
= ω1g(ω2g(pig,g0(ω3)⊗A η)⊗A ω).
A similar computation yields for all ω1, ω2, ω3,
ΨgζE⊗AE,E(ω1 ⊗A pig,g0(ω3)⊗A Vg(ω2))(ω ⊗A η) = ω1g(pig,g0 (ω3)⊗A g(ω2 ⊗A ω)η). (7)
Hence,
ΨgζE⊗AE,E(ω1 ⊗A ω2 ⊗A Vg(pig,g0(ω3)))(σ(ω ⊗A η))
= ω1g(ω2g0(ω3 ⊗A η)⊗A ω)
= ω1g(ω2 ⊗A ω)g0(ω3 ⊗A η)
= ω1g0(ω3 ⊗A η)g(ω2 ⊗A ω)
= ω1g(pig,g0(ω3)⊗A η)g(ω2 ⊗A ω)
= ω1g(pig,g0(ω3)⊗A g(ω2 ⊗A ω)η)
= ΨgζE⊗AE,E(ω1 ⊗A pig,g0(ω3)⊗A Vg(ω2))(ω ⊗A η) ( by (7) ).
Here we have used the fact that g0(ω2 ⊗A ω) is in the center of the algebra A by part 2. of Lemma 2.8.
Since {ω ⊗A η : ω, η ∈ Z(E)} is right A-total in E ⊗A E , the proof is complete. ✷
Lemma 3.10 Let L ∈ HomA(E , E ⊗A E). Then
ξ(Θg(Ψg(L) ◦ σ)) = σ23ξ(L). (8)
Proof: We begin by claiming that it is enough to prove (8) for L such that L = ζE⊗AE,E(ω⊗Aη⊗AVgpig,g0 (η′))
for ω, η, η′ ∈ Z(E).
Indeed, the set {ω ⊗A η ⊗A Vg(pig,g0 (η′)) : ω, η, η′ ∈ Z(E)} = {ω ⊗A η ⊗A Vg0(η′) : ω, η, η′ ∈ Z(E)}
is right A-total in E ⊗A E ⊗A E∗ since Vg0 is A − A-bilinear. If L ∈ HomA(E , E ⊗A E) satisfies (8) and la
denotes the left multiplication by the element a, then by using the right A-linearity of σ, ξ,Θg,Ψg and the
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left A-linearity of σ ( Lemma 2.5 ), we have:
σ23ξ(La)
= (σ23ξ(L))a
= ξ(Θg(Ψg(L) ◦ σ))a
= ξ(Θg(Ψg(L) ◦ σ)a)
= ξ(Θg(Ψg(L) ◦ σ ◦ la))
= ξ(Θg(Ψg(L) ◦ la ◦ σ))
= ξ(Θg(Ψg(La) ◦ σ)),
i.e, La also satisfies (8).
For η, η′ in Z(E), we have
τ(η ⊗A Vg(pig,g0(η′))
= (TLE,E)
−1(idZ(E) ⊗Z(A) V −1g )(η ⊗Z(A) Vgpig,g0 (η′))
= (TLE,E)
−1(η ⊗Z(A) pig,g0(η′))
= η ⊗A pig,g0(η′).
Therefore, for ω, η, η′ ∈ Z(E), we have
ξζE⊗AE,E(ω ⊗A η ⊗A Vgpig,g0 (η′))
= (TLE,E⊗AE)
−1(idZ(E)⊗Z(A) τ)TLE,E⊗AE∗(ω ⊗A η ⊗A Vgpig,g0(η′))
= (TLE,E⊗AE)
−1(idZ(E)⊗Z(A) τ)(ω ⊗Z(A) η ⊗A Vgpig,g0(η′))
= (TLE,E⊗AE)
−1(ω ⊗Z(A) pig,g0(η′))
= ω ⊗A η ⊗A pig,g0(η′).
As the maps ξ and ζE⊗AE,E are right A-linear and the set {ω⊗A η⊗A Vg(pig,g0(η′)) : ω, η, η′ ∈ Z(E)} is right
A-total in E ⊗A E ⊗A E∗ ( as observed above ), the following equation holds for all ω, η, η′ ∈ E :
ξζE⊗AE,E(ω ⊗A η ⊗A Vg(η′)) = ω ⊗A η ⊗A η′. (9)
Let L = ζE⊗AE,E(ω⊗A η⊗A Vgpig,g0(η′)) for some ω, η, η′ ∈ Z(E) and ω1, ω2, ω3 ∈ Z(E). Then by Lemma
3.9, we have,
ξ(Θg(ΨgζE⊗AE,E(ω1 ⊗A ω2 ⊗A Vg(pig,g0(ω3))) ◦ σ))
= ξ(ΘgΨgζE⊗AE,E(ω1 ⊗A pig,g0 (ω3)⊗A Vg(ω2)))
= ξζE⊗AE,E(ω1 ⊗A pig,g0(ω3)⊗A Vg(ω2))
= ω1 ⊗A pig,g0(ω3)⊗A ω2 ( by (9) )
= σ23(ω1 ⊗A ω2 ⊗A pig,g0(ω3))
= σ23ξ(L). ( by (9) )
✷
Lemma 3.11 For L ∈ HomA(E , E ⊗symA E), we have
Φg(L) = (Ψg(L) ◦ (1 + σ))|E⊗sym
A
E . (10)
Proof: Indeed, as in the proof of Lemma 3.10, it is enough to check this for L of the form ζE⊗AE,E(ω1 ⊗A
ω2 ⊗A Vg(pig,g0 (ω3))), where ω1, ω2, ω3 ∈ Z(E). It is easy to check that for such an L,
σL = ζE⊗AE,E(ω2 ⊗A ω1 ⊗A Vg(pig,g0 (ω3)))
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Following the lines of computations of the proof of Lemma 3.9, we have
Ψg(σL)(ω ⊗A η) = ω2g(ω1 ⊗A η)g0(ω3 ⊗A ω),
for all ω, η ∈ Z(E). On the other hand, we have
(g ⊗A id)σ23(L(ω)⊗A η)
= g(ω1 ⊗A η)g0(ω3 ⊗A ω)ω2
= ω2g(ω1 ⊗A η)g0(ω3 ⊗A ω),
as ω2 is in Z(E). By the right linearity of the maps involved, this proves
Ψg(σL) = (g ⊗A id)σ23(L⊗A id).
If L ∈ HomA(E , E ⊗symA E), σL = L and thus we have proved (10). ✷
We are now in a position to prove the main result.
Theorem 3.12 Under the Assumptions I - IV, the map Φg is an isomorphism of right A modules, hence
a unique Levi-Civita connection exists.
Proof: Let L′ ∈ HomA(E , E ⊗symA E) be such that Φg(L′) = 0. Then by applying (10), it is easy to see that
Ψg(L
′)(1 + σ) = 0.
Moreover, (8) implies that
Ψg(L
′) ◦ σ = Ψg(ξ−1σ23ξ(L′)). (11)
Therefore, we have
0 = Ψg(L
′) + Ψg(L
′) ◦ σ
= Ψg(L
′) + Ψg(ξ
−1σ23ξ(L
′)) ( by (11) )
= Ψgξ
−1((1 + σ)23ξ(L
′))
= 2Ψgξ
−1(Psym)23ξ(L
′).
Since Ψg and ξ are isomorphisms, this implies
(Psym)23ξ(L
′) = 0.
As ξ(L′) ∈ (E ⊗symA E)⊗A E by Corollary 3.7, therefore part 4. of Lemma 2.5 implies that ξ(L′) = 0 so that
L′ = 0 since ξ is an isomorphism. Therefore, Φg is one-one.
Before we pass to the proof of the fact that Φg is onto, let us note that the above computation yields for
all L ∈ HomA(E , E ⊗symA E) the following equation:
Φg(L) = (2Ψgξ
−1(Psym)23ξ(L))|E⊗sym
A
E . (12)
To prove that Φg in onto, let T be an element of HomA(E ⊗symA E , E). Let us define T˜ ∈ HomA(E ⊗A E , E)
by the formula
T˜ = T ◦ Psym.
We claim that
L :=
1
2
ξ−1(Psym)
−1
23 ξΘg(T˜ )
is well defined, belongs to HomA(E , E ⊗symA E) ( i.e, Ran(L) ⊆ E ⊗symA E ) and Φg(L) = T.
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There exists a unique W ∈ HomA(E , E ⊗A E) such that Ψg(W ) = T˜ . Therefore,
ξ(Θg(Ψg(W ) ◦ σ)) = ξ(Θg(T˜ ◦ σ))
= ξ(Θg(T˜ )) ( since T˜ = T ◦ Psym )
= ξ(ΘgΨg(W ))
= ξ(W ).
Hence, by (8), we have ξ(W ) = σ23ξ(W ) and thus,
ξ(W ) = (Psym)23ξ(W ).
Consequently, ξΘg(T˜ ) belongs to Ran((Psym)23) and so by part 4. of Lemma 2.5, (Psym)
−1
23 (ξΘg(T˜ )) exists
and belongs to (E ⊗symA E)⊗A E . Hence, L = 12ξ−1(Psym)−123 (ξΘg(T˜ )) belongs to HomA(E , E ⊗symA E).
Finally, (12) shows that Φg(L) = T˜ |E⊗sym
A
E = T. Hence, Φg is onto. ✷
4 Computation of the Ricci and scalar curvature
In this section, we apply the theory developed so far for computing the curvature of the Levi Civita connection
of a conformally deformed metric. In the next subsection, we will derive a general formula for the Christoffel
symbols ( see Definition 4.6 ) of the Levi Civita connection for such a metric on a class of free modules. This
will be used to compute the Ricci and scalar curvature for the module of one forms for the canonical spectral
triple on the noncommutative torus. The last subsection will deal with the computation of the curvature for
the space of one forms on the quantum Heisenberg manifold studied in [6].
Let us start by defining the notions of Ricci and scalar curvature underAssumption I−Assumption IV.
For this, we need a few more definitions.
Lemma 4.1 Let Q : Im(1− Psym)→ Im(m) ∼= Ω˜2(A) be the isomorphism from Assumption II. Then the
map
E ⊗C E → E ⊗A E ⊗A E defined by ω ⊗C η 7→ (1− Psym)23(∇ω ⊗A η) + ω ⊗A Q−1(dη)
descends to a map from E ⊗A E to E ⊗A E ⊗A E . We will denote this map by the symbol H.
Proof: By the definition of Q, we have Q(1− Psym)(da⊗A η) = da.η for all a ∈ A, η ∈ E , so that we have
Q−1(da.η) = (1− Psym)(da⊗A η).
Therefore, for ω, η ∈ E and a ∈ A, we can write
H(ω ⊗C aη) = (1− Psym)23(∇(ω)⊗A aη) + ω ⊗A [(1− Psym)(da⊗A η +Q−1(adη))
= (1− Psym)23(∇(ω)⊗A aη) + ω ⊗A Q−1(da.η + a.dη)
= (1− Psym)23(∇(ω)⊗A aη) + ω ⊗A Q−1(adη) + ω ⊗A (1− Psym)(da⊗A η)
= (1− Psym)23(∇(ω)a⊗A η) + ωa⊗A Q−1(dη) + ω ⊗A (1− Psym)(da⊗A η)
= (1− Psym)23((∇(ω)a+ ω ⊗A da)⊗A η) + ωa⊗A Q−1(dη)
= (1− Psym)23(∇(ωa)⊗A η) + ωa⊗A Q−1(dη)
= H(ωa⊗C η),
where we have used the fact that Q−1 is left A-linear ( since Psym is so ). ✷
Lemma 4.2
Let us define R(∇) := H ◦ ∇ : E → E ⊗A E ⊗A E .
Then R(∇) is a right A-linear map.
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Proof: Let e ∈ E and a ∈ A. We will use the Sweedler-type notation ∇(e) = e(1) ⊗A e(2). It follows that
R(∇)(e) = (1− Psym)23(∇(e(1))⊗A e(2)) + e(1) ⊗A Q−1(d(e(2))).
Therefore, it is easy to see that
R(∇)(ea) = (1− Psym)23(∇(e(1))⊗A e(2)a) + e(1) ⊗A Q−1(d(e(2)a)) + (1 − Psym)23(∇(e) ⊗A da)
= (1− Psym)23(∇(e(1))⊗A e(2))a+ e(1) ⊗A [Q−1(d(e(2))a− e(2).da) + (1− Psym)(e(2) ⊗A da)]
= (1− Psym)23(∇(e(1))⊗A e(2))a+ e(1) ⊗A Q−1(d(e(2)))a
= R(∇)(e)a.
✷
Then as in [6] and references therein, we define the “curvature operator” as follows:
Θ := (σ23 ⊗A idE∗)ζ−1E,E⊗AE⊗AER(∇) ∈ E ⊗A E ⊗A E ⊗A E∗,
where σ23 = idE ⊗A σ : E ⊗A E ⊗A E → E ⊗A E ⊗A E .
For the definition of the Ricci curvature, we need to recall some more results from [5]:
Proposition 4.3 The map vE : A⊗Z(A) Z(E)→ E defined by
vE
(∑
i
ai ⊗Z(A) e′i
)
=
∑
i
aie
′
i
is left A-linear, right Z(A)-linear and invertible. Thus, the map TRE,F := ((vE )−1 ⊗Z(A) idF) defines a left
A, right Z(A)-linear isomorphism from F ⊗A E to F ⊗Z(A) Z(E).
Proof: The properties of the map vE are derived in the proof of Proposition 2.4 of [5]. The second assertion
is a straightforward consequence of these properties. ✷We consider the following map:
ρ : E ⊗A E∗ → E∗ ⊗A E defined by ρ := (TRE,E∗)−1 flip TLE,E∗ ,
where flip : Z(E) ⊗Z(A) E∗ → E∗ ⊗Z(A) Z(E) is the map given by flip (e′ ⊗Z(A) φ) = φ ⊗Z(A) e′ which is
clearly well defined and a right Z(A)-linear isomorphism.
Definition 4.4 The Ricci curvature Ric is defined as the element in E ⊗A E given by
Ric := (idE⊗AE ⊗A ev ◦ ρ)(Θ), (13)
where ev : E∗ ⊗A E → A is the A−A-bilinear map sending e∗ ⊗A f to e∗(f) for all e∗ ∈ E∗ and f ∈ E .
The scalar curvature Scal is defined as:
Scal := ev(Vg ⊗A idE)(Ric) ∈ A. (14)
Remark 4.5 It is easy to see that in the classical case, i.e, when E = Ω1(A) and A = C∞(M), the above
definitions of Ricci and Scalar curvature do coincide with the usual notions.
In case our module E is free, one can make the following definition:
Definition 4.6 Suppose that E is a free module with a basis {e1, e2, · · · en} ∈ Z(E) and ∇ is a connection
on E . Then we can define the “Christoffel symbols” Γijk ∈ A as follows:
∇(ei) =
∑
j,k
ej ⊗A ekΓijk. (15)
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Then we have the following result which will be used in the next subsections.
Proposition 4.7 If E is a free module with a basis {e1, e2, · · · en} ∈ Z(E) satisfying Assumption I− IV
such that d(ei) = 0 for all i = 1, 2, · · ·n, then we have the following:
1. There exist derivations ∂j : E → A, j = 1, 2, · · ·n, such that
da =
∑
j
ej∂j(a). (16)
2. Q−1m(ei⊗A ej) = 12 (ei ⊗A ej − ej ⊗A ei). Moreover, the Christoffel symbols of a torsion-less connection
satisfy
Γpkl = Γ
p
lk. (17)
3. The curvature operator, Ricci tensor and the scalar curvature of a torsion-less connection ∇ are given
by:
R(∇)(ei) =
∑
j,k,l
ej ⊗A ek ⊗A elrijkl where rijkl =
1
2
∑
p
[(ΓpjkΓ
i
pl − ΓpjlΓipk)− ∂l(Γijk) + ∂k(Γijl)].
The Ricci tensor Ric is given by Ric =
∑
j,l ej ⊗A elRic(ej , el) where
Ric(ej , el) =
1
2
∑
i
[
∑
p
(ΓpjiΓ
i
pl − ΓpjlΓipi)− ∂l(Γiji) + ∂i(Γijl)].
The Scalar curvature is given by Scal =
∑
j,l g(ej ⊗A el)Ric(ej , el).
Proof: The first assertion follows by using the fact that the operator d is a derivation and the basis
elements ei belong to Z(E). For the proof of the second assertion, we use the fact that σ(ei⊗A ej) = ej⊗A ei
by Assumption III so that
Q−1m(ei ⊗A ej) = 1
2
(ei ⊗A ej − ej ⊗A ei).
In particular, this proves that m(ei ⊗A ej) = −m(ej ⊗A ei). Since ∇ is torsion-less, we have
m∇(ei) = −d(ei) and hence∑
j,k,j<k
m(ej ⊗A ek)(Γijk − Γikj) = 0.
Thus, the proof of part 2. will be complete once we prove that {m(ej ⊗A ek) : j, k, j < k} is a linearly
independent set. Since Ker(m) = Ran(1 + σ), {ei ⊗A ej + ej ⊗A ei : i, j} is a basis of Ker(m). Therefore,
the set F as in Assumption II has as basis the set {ei ⊗A ej − ej ⊗A ei : i < j}. Since m : F → Im(m) is
an isomorphism, we see that {m(ej ⊗A ek) : j, k, j < k} are linearly independent.
The third assertion can now be proved by simple computations using (17) and the equations (15), (16).
✷
4.1 The Christoffel symbols for the conformal deformation of a bilinear metric
on a class of free modules
Let E be an A − A bimodule such that Assumption I − Assumption IV of Section 2 are satisfied. In
particular, we have a pseudo-Riemannian bilinear metric g0 and by Theorem 3.12, g0 admits a unique Levi-
Civita connection which we will denote by ∇0. Let us recall the map Πg0 as introduced in Subsection 2.3.
Since ∇0 is compatible with g0, we get
dg0 = Πg0(∇0). (18)
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Now let k be an invertible element of A and g = kg0 be the conformally deformed metric. We want to
compute the curvature tensor of the Levi Civita connection ∇ for the metric g.
At this point, let us recall that for A − A bimodules E and F , HomA(E ,F) is an A − A bimodule via
the following formulas:
(a.T )(e) = a.T (e), (T.a)(e) = T (ae) for all a ∈ A, e ∈ E , T ∈ HomA(E ,F).
With this convention, consider the map
Lk : HomA(E , E ⊗symA E)→ HomA(E , E ⊗symA E)
obtained by left multiplication by the element k. Then we have the following:
Proposition 4.8 ∇ = ∇0 +Φ−1g0 L−1k (dk.g0).
Proof: To begin with, we observe that g = kg0 implies that
Φg = LkΦg0 . Thus Φ
−1
g = Φ
−1
g0
L−1k = Φ
−1
g0
Lk−1 .
Then from (3), we have
∇ = ∇0 +Φ−1g0 L−1k (dk.g0 + k.dg0 − LkΠg0(∇0)),
where we have used Leibniz rule and the observation Πg = LkΠg0(∇0). However, (18) implies that
∇ = ∇0 +Φ−1g0 Lk−1(dk.g0).
Let us remark that we have viewed dk.g0 as an element of HomA(E⊗AE , E) via the equation dk.g0(ω⊗Aη) =
dk.g0(ω ⊗A η). ✷
In order to compute the curvature tensor, we need a better understanding of the map Φ−1g0 . This will be
achieved in Lemma 4.14. Before that, we will need the following definition ( from [5] ) and the subsequent
results ( Lemma 4.13 in particular ) for the proof of Lemma 4.14.
Definition 4.9 Let g0 be a pseudo-Riemannian bilinear metric on E . Then we define a map
g
(2)
0 : (E ⊗A E)⊗A (E ⊗A E)→ A by the formula g(2)0 ((ω ⊗A η)⊗A (ω′ ⊗A η′)) = g0(ωg0(η ⊗A ω′)⊗A η′).
The following observation is going to be useful for us.
Lemma 4.10 1. g
(2)
0 is an A-bilinear map.
2. g
(2)
0 (θ ⊗A θ′) = 0 ∀ θ′ implies that θ = 0.
3. For all ω, η, ω′, η′ in E , we have g(2)0 (σ(ω ⊗A η)⊗A (ω′ ⊗A η′)) = g(2)0 ((ω ⊗A η)⊗A σ(ω′ ⊗A η′)).
Proof: The first assertion is trivial to see and hence we omit its proof. For the second assertion, we
refer to Proposition 3.7 of [5]. Now we come to the proof of 3. We begin by observing that the set
{ω ⊗A η : ω, η ∈ Z(E)} is both left and right A-total in E ⊗A E . Since g(2)0 is A−A-bilinear by part 1., it is
enough to prove the equality for ω, η, ω′, η′ ∈ Z(E). But this follows from a simple computation since
g
(2)
0 (σ(ω ⊗A η)⊗A (ω′ ⊗A η′)) = g0(ηg0(ω ⊗A ω′)⊗A η′)
= g0(ω ⊗A ω′)g0(η ⊗A η′)
= g0(ωg0(η ⊗A η′)⊗A ω′)
= g
(2)
0 ((ω ⊗A η)⊗A σ(ω′ ⊗A η′)).
✷
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Definition 4.11 For a pseudo-Riemannian bilinear metric g0, we define an element Ωg0 ∈ E ⊗A E by
Ωg0 = (idE ⊗A V −1g0 )ζ−1E,E(idE).
Note that the map (idE ⊗A V −1g0 ) used in the above Definition is well defined since Vg0 is bilinear and so
left A-linear in particular.
Lemma 4.12 Ωg0 is an element of E ⊗symA E .
Proof: We need to prove that σΩg0 = Ωg0 . To this end, we observe that by virtue of part 2. of Lemma
4.10 and the right A-totality of the set {ω ⊗A η : ω, η ∈ Z(E)} in E ⊗A E , it is enough to prove that for all
ω′, η′ ∈ Z(E),
g
(2)
0 (σΩg0 ⊗A (ω′ ⊗A η′)) = g(2)0 (Ωg0 ⊗A (ω′ ⊗A η′)).
Now, the definition of Ωg0 implies that for all ω in E ,
(ζE,E(idE ⊗A Vg0 )Ωg0)(ω) = ω.
Let us write Ωg0 =
∑
i vi⊗Awiai for some vi ∈ E , wi ∈ Z(E) and ei ∈ E . Then the above equation translates
to ∑
i
vig0(wiai ⊗A ω) = ω. (19)
If ω′, η′ ∈ Z(E), part 3. of Lemma 4.10 implies that
g
(2)
0 (σΩg0 ⊗A (ω′ ⊗A η′)) = g(2)0 (Ωg0 ⊗A (η′ ⊗A ω′))
= g
(2)
0 (
∑
i
(vi ⊗A wiai)⊗A (η′ ⊗A ω′))
= g0(
∑
i
vig0(wiai ⊗A η′)⊗A ω′)
= g0(η
′ ⊗A ω′)
= g0(ω
′ ⊗A η′)
= g0(
∑
i
vig0(wiai ⊗A ω′)⊗A η′)
= g
(2)
0 (Ωg0 ⊗A (ω′ ⊗A η′)),
where we have used (19) twice. This finishes the proof. ✷
Lemma 4.13
We have (g0 ⊗A id)σ23(Ωg0 ⊗A η) = η.
Proof: Let us continue writing Ωg0 as
∑
i vi⊗Awiai ( finitely many terms ) for some vi ∈ E , wi ∈ Z(E) and
ai ∈ A so that the relation σΩg0 = Ωg0 ( as obtained from Lemma 4.12 ) implies that∑
i
vi ⊗A wiai =
∑
i
wi ⊗A viai. (20)
Now, for η in Z(E), we see that
(g0 ⊗A id)σ23(Ωg0 ⊗A η) = (g0 ⊗A id)(
∑
i
vi ⊗A η ⊗A wiai) =
∑
i
g0(vi ⊗A η)wiai.
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Therefore, for all η ∈ Z(E) and η′ in E , we have
g0((g0 ⊗A id)σ23(Ωg0 ⊗A η)⊗A η′) = g0(
∑
i
g0(vi ⊗A η)wiai ⊗A η′)
= g0(
∑
i
g0(vi ⊗A η)wi ⊗A aiη′)
= g0(
∑
i
wig0(vi ⊗A η)⊗A aiη′)
= g
(2)
0 (
∑
i
(wi ⊗A vi)⊗A (η ⊗A aiη′))
= g
(2)
0 (
∑
i
(wi ⊗A vi)ai ⊗A (η ⊗A η′))
= g
(2)
0 (
∑
i
(vi ⊗A wiai)⊗A (η ⊗A η′)) (by (20))
= g0(
∑
i
vig0(wiai ⊗A η)⊗A η′)
= g0(η ⊗A η′) (by (19)).
Hence, for all η in Z(E) and for all η′ in E , we get
g0((g0 ⊗A id)σ23(Ωg0 ⊗A η)⊗A η′) = g0(η ⊗A η′).
By the nondegeneracy of g0, we can conclude that for all η in Z(E),
(g0 ⊗A id)σ23(Ωg0 ⊗A η) = η.
Since Z(E) is right A-total in E , this finishes the proof for all η in E . ✷
Having obtained the above results, we are now in a position to prove the following lemma.
Lemma 4.14 For a pseudo-Riemannian bilinear metric g0 and an element β in E , let us define the map
T˜β : E ⊗A E → E by T˜β(ω ⊗A η) = βg0(ω ⊗A η).
If Tβ denotes the restriction of T˜β on E ⊗symA E , then the following equation holds:
(Φ−1g0 (Tβ))(ω) = Psym(β ⊗A ω)−
1
2
Ωg0g0(β ⊗A ω).
Proof: For a fixed β ∈ E , let us define L1β ∈ HomA(E , E ⊗symA E) as
L1β(ω) = Psym(β ⊗A ω)−
1
2
Ωg0g0(β ⊗A ω).
Since Ωg0 belongs to E ⊗symA E by Lemma 4.12, L1β(ω) indeed belongs to E ⊗symA E .
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We want to prove Φg0L
1
β = Tβ. So for ω, η ∈ Z(E), we compute
Φg0L
1
β(ω ⊗A η) = (g0 ⊗A id)σ23(L1β ⊗A id)(ω ⊗A η + η ⊗A ω)
= (g0 ⊗A id)σ23(L1β(ω)⊗A η + L1β(η)⊗A ω)
= (g0 ⊗A id)σ23(Psym(β ⊗A ω)⊗A η − 1
2
Ωg0g0(β ⊗A ω)⊗A η
+Psym(β ⊗A η)⊗A ω − 1
2
Ωg0g0(β ⊗A η)⊗A ω)
=
1
2
(g0 ⊗A id)σ23(β ⊗A ω ⊗A η + ω ⊗A β ⊗A η
+ β ⊗A η ⊗A ω + η ⊗A β ⊗A ω − Ωg0g0(β ⊗A ω)⊗A η
− Ωg0g0(β ⊗A η)⊗A ω)
=
1
2
[g0(β ⊗A η)ω + g0(ω ⊗A η)β + g0(β ⊗A ω)η
+ g0(η ⊗A ω)β − (g0 ⊗A id)σ23(Ωg0 ⊗A η)g0(β ⊗A ω)
− (g0 ⊗A id)σ23(Ωg0 ⊗A ω)g0(β ⊗A η)].
Now using Lemma 4.13 and the fact that ω, η ∈ Z(E), the expression reduces to 2g0(η ⊗A ω)β. However,
since g0 is a bilinear metric and ω, η ∈ Z(E), by part 1 of Lemma 2.8, g0(η ⊗A ω)β = βg0(η ⊗A ω). Hence
for all ω, η ∈ Z(E),
Φg0(L
1
β)(ω ⊗A η) = Tβ(ω ⊗A η).
Since the set {ω ⊗A η : ω, η ∈ Z(E)} is right A-total in E ⊗A E , this finishes the proof. ✷
As an immediate corollary, we have:
Proposition 4.15
∇(ω) = ∇0(ω) + k−1Psym(dk ⊗A ω)− 1
2
k−1Ωg0g0(dk ⊗A ω).
Proof: The result follows by combining Lemma 4.14 with Proposition 4.8. Indeed, we observe that the map
Φg0 is left A-linear since g0 is so. Therefore,
Φ−1g0 (k
−1dk.g0)(ω)
= k−1Φ−1g0 (dk.g0)(ω)
= k−1(Psym(dk ⊗A ω)− 1
2
Ωg0g0(dk ⊗A ω))
so that by Proposition 4.8,
∇(ω) = ∇0(ω) + k−1Psym(dk ⊗A ω)− 1
2
k−1Ωg0g0(dk ⊗A ω).
✷
Now we are prepared to state and prove the the main result of this subsection:
Proposition 4.16 If E = Ω1(A) is a free module with a basis {e1, e2, · · · en} ∈ Z(E) satisfying Assumption
I - IV such that d(ei) = 0 for all i = 1, 2, · · ·n, ∇0(ei) = 0 for all i = 1, 2, · · ·n. Suppose that g0 is a pseudo-
Riemannian bilinear metric on E such that g0(ei ⊗A ej) = δij1A and consider the conformally deformed
metric g := kg0 where k is an invertible element in A. Then the Christoffel symbols of the Levi-Civita
connection are given by:
Γijl =
1
2
(δilk
−1∂j(k) + δijk
−1∂l(k)− δjlk−1∂i(k)). (21)
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Proof: To begin with, we claim that under our assumptions, Ωg0 =
∑
i ei ⊗A ei. Indeed, for a fixed k0, if
we let Ωg0 to be
∑
i,j ei ⊗A ejaij for some aij in A, then
(g0 ⊗A id)σ23(Ωg0 ⊗A ek0) = (g0 ⊗A id)(
∑
i,j
ei ⊗A ek0 ⊗A ejaij) =
∑
j
ejak0j ,
and thus by Lemma 4.13, we deduce that ak0k0 = 1 and ak0j = 0 if j 6= k0. This proves the claim.
Now we apply Proposition 4.15, Proposition 4.7, ∇0(ei) = 0, the bilinearity of g0 and the fact that
ei ∈ Z(E) to deduce that
∇(ei) = 1
2
k−1dk ⊗A ei + 1
2
k−1ei ⊗A dk − 1
2
Ωg0k
−1g0(dk ⊗A ei)
=
1
2
k−1dk ⊗A ei + 1
2
k−1ei ⊗A dk − 1
2
∑
l
el ⊗A elg0(k−1dk ⊗A ei)
=
1
2
(
∑
j
k−1ej∂j(k)⊗A ei +
∑
j
ei ⊗A k−1ej∂j(k))− 1
2
(
∑
l
el ⊗A elg0(k−1(
∑
j
ej∂j(k)) ⊗A ei))
=
∑
j,l
ej ⊗A el(1
2
δilk
−1∂j(k) +
1
2
δijk
−1∂l(k)− 1
2
δjlk
−1∂i(k)).
✷
4.2 Computation of curvature for the conformally deformed metric on the non-
commutative torus
We recall that the noncommutative 2-torus C(T2θ) is the universal C
∗ algebra generated by two unitaries U
and V satisfying UV = e2piiθV U where θ is a number in [0, 1]. The ∗- subalgebra A(T2θ) of C(T2θ) generated
by U and V will be denoted by A.
We have the following concrete description of the spectral geometry of A: ( see [10] ): there are two
derivations d1 and d2 on A obtained by extending linearly the rule:
d1(U) = U, d1(V ) = 0, d2(U) = 0, d2(V ) = V.
There is a faithful trace on A defined as follows:
τ(
∑
m,n
amnU
mV n) = a00, where the sum runs over a finite subset of Z× Z.
Let H = L2(C(T2θ), τ)⊕ L2(C(T2θ), τ) where L2(C(T2θ), τ) denotes the GNS Hilbert space of A with respect
to the state τ. We note that A is embedded as a subalgebra of B(H) by a 7→
(
a 0
0 a
)
. The Dirac operator
on H is defined by
D =
(
0 d1 +
√−1d2
d1 −
√−1d2 0
)
.
Then, (A,H, D) is a spectral triple of compact type. In particular, for θ = 0, this coincides with the classical
spectral triple on T2.
Let γ1 =
(
0 1
1 0
)
and γ2 =
(
0
√−1
−√−1 0
)
. The de-Rham differential d := dD : A → E := Ω1(A)
is defined by
d(a) =
√−1[D, a].
We have the following result:
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Proposition 4.17 The module E is freely generated by the central elements
e1 = 1⊗C γ1, e2 = 1⊗C γ2.
The space of two forms is a rank one free module generated by e1.e2. The module E satisfies Assumption
I - IV. Moreover, we have
d(e1) = d(e2) = 0. (22)
Proof: The structure of the space of one forms and two forms is well known. It is also clear that e1 and e2
are elements of Z(E) and hence E is centered. Clearly, Assumption I is satisfied. Since γ1.γ2 = −γ2.γ1, we
have e1.e2 = −e2.e1. Let F = Span{e1 ⊗A e2a− e2 ⊗A e1a : a ∈ A}. Then
F ⊕ Span{ei ⊗A eja+ ej ⊗A eia : a ∈ A, i, j = 1, 2} = E ⊗A E ,
Span{ei⊗A eja+ej⊗A eia : a ∈ A, i, j = 1, 2} ⊆ Ker(m) and F ∩Ker(m) = 0. Thus, E ⊗A E = Ker(m)⊕F .
Therefore, Assumption II is satisfied.
Since Ker(m) = Span{e1 ⊗A e2a + e2 ⊗A e1a : a ∈ A}, the map Psym is given by Psym(ei ⊗A ej) =
1
2 (ei⊗A ej + ej ⊗A ei) for all i, j = 1, 2 and hence Assumption III is satisfied. Finally, (23) shows that the
pseudo-Riemannian metric g0 of Definition 4.19 is indeed bilinear since e1, e2are elements of Z(E).
Thus, we are left with proving (22). We will use that m(ei ⊗A ei) = 0 for i = 1, 2. It is easy to see that
dU =
√−1e1U, dV =
√−1e2V . By Leibniz rule, we have
0 = d2U = d(e1).U − e1.dU = d(e1)U −
√−1m(e1 ⊗A e1)U,
so that d(e1)U = 0 and hence d(e1) = 0 since U is invertible. Similarly, d(e2) = 0. ✷
Remark 4.18 From the equalities dU =
√−1e1U, dV =
√−1e2V, it follows that the derivations ∂1 and ∂2
as in part 1. of Proposition 4.7 are given by the following formulas:
∂1(U) =
√−1U, ∂1(V ) = 0, ∂2(U) = 0, ∂2(V ) =
√−1V.
From these formulas, it can be easily checked that ∂1 and ∂2 commute.
The following bilinear metric on A is defined by identifying E as a subset of A⊗C M2(C).
Definition 4.19 Let g0 be the metric on E defined by g0(ω ⊗A η) = (τ ⊗C TrM2(C))(ωη).
It is easy to see that
g0(ei ⊗A ej) = δij1A. (23)
For the choice of the connection ∇0, we take ∇0 = Q−1d, where Q is the isomorphism defined in Lemma
4.1. In particular,
∇0(ei) = 0 since d(ei) = 0 by Proposition 4.17. (24)
Theorem 4.20 Let k be an invertible element of A. Then the Ricci and the scalar curvatures of the Levi-
Civita connection for the pseudo-Riemannian metric kg0 are as follows:
Ric(e1, e1) = Ric(e2, e2) = −1
2
(k−1(∂21 + ∂
2
2)(k) + ∂1(k
−1)∂1(k) + ∂2(k
−1)∂2(k)).
Ric(e1, e2) = −Ric(e2, e1) = 1
2
(∂1(k
−1)∂2(k)− ∂2(k−1)∂1(k)).
Scal = −(∂21 + ∂22)(k)− k(∂2(k−1)∂2(k)− k∂1(k−1)∂1(k)).
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Proof: Due to Proposition 4.17, we can apply Proposition 4.7 and hence R(∇)(ei), Ricci curvature and
scalar curvature are as in 3. of that Proposition. Moreover, by (24), the Christoffel symbols are as in (21).
Thus, we have:
Γ111 =
1
2
k−1∂1(k), Γ
1
22 = −
1
2
k−1∂1(k), Γ
1
12 = Γ
1
21 =
1
2
k−1∂2(k),
Γ211 = −
1
2
k−1∂2(k), Γ
2
22 =
1
2
k−1∂2(k), Γ
2
12 = Γ
2
21 =
1
2
k−1∂1(k),
and we have used (17).
Using these formulas for Christoffel symbols, we can compute ( using 3. of Proposition 4.7 ),
Ric(e1, e1) =
2∑
i,p=1
(Γp1iΓ
i
p1 − Γp11Γipi)−
2∑
i=1
(∂1(Γ
i
1i)− ∂i(Γi11))
= Γ112Γ
2
11 − Γ111Γ212 + Γ212Γ221 − Γ211Γ222 −
1
2
(∂1(k
−1∂1(k)) + ∂2(k
−1∂2(k)))
= 0− 1
2
∂1(k
−1)∂1(k)− 1
2
k−1∂21(k)−
1
2
∂2(k
−1)∂2(k)− 1
2
k−1∂22(k)
= −1
2
(k−1(∂21 + ∂
2
2)(k) + ∂1(k
−1)∂1(k) + ∂2(k
−1)∂2(k)).
The computations for Ric(e2, e2), Ric(e1, e2) and Ric(e2, e1) are similar and hence omitted. The only extra
ingredient in the computation of Ric(e1, e2) and Ric(e2, e1) is that the derivations ∂1 and ∂2 commute as
was remarked in Remark 4.18.
Finally, using the formula of the scalar curvature in 3. of Proposition 4.7 and the equation (23), we get
that
Scal =
∑
j,l
kg0(ej ⊗A el)Ric(ej , el)
=
∑
j
kRic(ej , ej)
= −k(k−1(∂21 + ∂22)(k) + ∂2(k−1)∂2(k) + ∂1(k−1)∂1(k))
= −(∂21 + ∂22)(k)− k(∂2(k−1)∂2(k)− k∂1(k−1)∂1(k)).
✷
4.3 Computation of the curvature for the example of the quantum Heisenberg
manifold
In this subsection, we compute the curvature of the Levi Civita connection for a certain metric on the space
of one-forms of the quantum Heisenberg manifold. The differential calculus comes from a spectral triple
constructed in [6]. The authors of [6] proved that there exists a pseudo-Riemannian metric on the space of
one forms for which there is no torsion-less connection which is also metric compatible in the sense of [20].
However, using our definition of metric compatibility of a connection, it has been proved in [5] ( Theorem
6.4 ) that there exists a unique Levi-Civita connection for any pseudo-Riemannian bilinear metric. Our first
observation is the following:
Theorem 4.21 Let E be the space of one-forms for the spectral triple on the quantum Heisenberg manifold.
Then there exists a unique Levi-Civita connection for any pseudo-Riemannian metric on E .
Proof: In Theorem 6.4 of [5], the statement has already been proved for pseudo-Riemannian bilinear metrics.
The proof followed by verifying the assumptions of Theorem 4.1 of [5]. Hence, by using (ii) of Example 2.6,
we can conclude the existence and uniqueness of the Levi-Civita connection for any pseudo-Riemannian
metric. ✷
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In the rest of this subsection, we will be using the notations of Section 6 of [5]. Since E := Ω1(A) is a free
module with generators e1, e2, e3, any connection on E is determined by its action on e1, e2, e3. Our choice
of the torsion-less connection ∇0 is given by the following:
∇0(ej) = 0 for j = 1, 2;∇0(e3) = −e1 ⊗A e2. (25)
The proof of the following proposition is a verbatim adaptation of the proof of Proposition 31 of [6] with
the only difference that we use right connections instead of left connections.
Proposition 4.22 ∇0 is a torsion-less connection on E .
The next lemma will be needed in the proof of Theorem 4.24.
Lemma 4.23 Let g be the metric defined on E by the formula g(ei⊗A ej) = δij . Then we have the following:
Πg(∇0)(ei ⊗A ej) = −
∑
m
emT
m
ij ,
where, T 213 = T
2
31 = 1 and T
m
ij = 0 otherwise.
Proof: Since e1, e2, e3 ∈ Z(E), we get
Πg(∇0)(ei ⊗A ej) = Π0g(∇0)(ei ⊗A ej) = (g ⊗A id)σ23(∇0(ei)⊗A ej +∇0(ej)⊗A ei).
Clearly, Tmij = T
m
ji . (26)
From (25), it is immediate that for all i, j ∈ {1, 2},
Πg(∇0)(ei ⊗A ej) = 0.
Moreover,
Πg(∇0)(e1 ⊗A e3) = (g ⊗A id)σ23(∇0(e1)⊗A e3 +∇0(e3)⊗A e1)
= −(g ⊗A id)σ23((e1 ⊗A e2)⊗A e1)
= −(g ⊗A id)(e1 ⊗A e1 ⊗A e2)
= −e2.
Thus,
T 213 = 1, T
1
13 = T
3
13 = 0.
Next,
Πg(∇0)(e3 ⊗A e2) = (g ⊗A id)σ23(∇0(e2)⊗A e3 +∇0(e3)⊗A e2)
= −(g ⊗A id)σ23((e1 ⊗A e2)⊗A e2)
= 0.
Thus, for all m = 1, 2, 3, Tm32 = 0. The rest of the T
m
ij can be computed by using (26). ✷
Now, we are ready to compute the explicit form of the Levi-Civita connection for the metric g on the
module E .
Theorem 4.24 Let E = Ω1(A) be the module of one forms for the quantum Heisenberg manifold A with
generators e1, e2, e3 as above. Let us consider the metric g on E determined by g(ei⊗A ej) = δij . Then there
exists a unique Levi-Civita connection ∇ on E given by
∇ = ∇0 + L,
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where ∇0 is the torsion-less connection on E as in (25), L : E → E ⊗A E is defined by
L(ej) =
∑
i,m
ei ⊗A emLjim,
L
j
im =
1
2
(Tmij + T
i
jm − T jmi), (27)
where the elements {Tmij : i, j,m = 1, 2, 3} are as in Lemma 4.23.
More precisely, the non zero Ljim are as follows:
L123 = L
1
32 = 0.5, L
2
13 = L
2
31 = −0.5, L312 = L321 = 0.5,
where we have denoted λ1A simply by λ. If ∇ is given by
∇(ei) =
∑
j,k
ej ⊗A ekΓijk, (28)
then the non zero Γijk are as follows:
Γ112 = 1,Γ
1
23 = Γ
1
32 = 0.5,Γ
2
12 = 1,Γ
2
13 = −0.5,Γ231 = −0.5,Γ312 = 1.5,Γ321 = 0.5.
Proof: The proof is a consequence of the defining conditions of the Levi-Civita connection:
Φg(L)(ei ⊗A ej) = dg(ei ⊗A ej)−Πg(∇0)(ei ⊗A ej), (29)
mL(ei) = 0. (30)
The equation (29) follows from (3) while the equation (30) holds since
mL(ei) = m∇(ei)−m∇0(ei) = −d(ei) + d(ei) = 0,
as∇ and∇0 are both torsion-less connections. Now, as σ(ei⊗Aej) = ej⊗Aei and L(ej) =
∑
i,m ei⊗AemLjim,
we conclude that
L
j
im = L
j
mi ∀i, j,m. (31)
Next, by virtue of the relation g(ei ⊗A ej) = δij1A, (29) is equivalent to
Φg(L)(ei ⊗A ej) = −Πg(∇0)(ei ⊗A ej) =
∑
m
emT
m
ij .
Since Φg(L)(ei ⊗A ej) =
∑
y
ey(L
i
j,y + L
j
i,y),
in the notation of Lemma 4.23, we have
Lij,m + L
j
i,m = T
m
ij . (32)
Interchanging (i, j,m) with (j,m, i) and (m, i, j), we have respectively:
L
j
m,i + L
m
j,i = T
i
j,m, (33)
Lmi,j + L
i
m,j = T
j
m,i. (34)
Now, by (32) + (33) - (34) and (31), we have
L
j
i,m =
1
2
(Tmij + T
i
jm − T jmi),
which proves (27). The numerical expressions for Lij,m and Γ
i
jk follow from (27) and (28). ✷
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Theorem 4.25 Let ∇ denote the Levi-Civita connection for the metric g on the module E of one forms over
the quantum Heisenberg manifold A. The the Ricci and scalar curvature of ∇ are as follows:
Ric(e1, e1) = −1, Ric(e2, e2) = 1,Ric(e1, e3) = Ric(e3, e3) = −0.5,Ric(e2, e3) = −0.5,
Ric(e1, e2) = Ric(e2, e1) = Ric(e3, e1) = Ric(e3, e2) = 0.
Scal = −0.125.
Proof: The proof follows by a direct computation using Theorem 4.24 and the formulas of Ric(ej , el)
and Scal in Proposition 4.7. ✷
Remark 4.26 We note that the quantum Heisenberg manifold has a constant negative scalar curvature and
moreover, the curvature is independent of the choice of the parameter α used to define the Dirac operator.
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