Abstract. We consider expansion and property testing in the language of incidence geometry, covering both simplicial and cubical complexes in any dimension. We develop a general method for passing from an explicit description of the cohomology group, which need not be trivial, to a testability proof. The method is demonstrated by testing functions on 2-cells in cubical complexes to be induced from the edges.
Introduction
Property testing is a key concept in randomized algorithms and algorithms of sublinear complexity [2] . To demonstrate this notion, consider symmetric functions f : V × V →{1, −1} where V is a finite set. Say that such a function is "special" if it has the form f ij = α i α j for α : V →{1, −1}. To efficiently test f for being special, one verifies that f ij f jk f ki = 1 for random indices i, j, k. A special function will always pass the test. It is also the case that if the probability of success is close to 1, then f can be well-approximated by some special function.
This example is given in [6] , where the authors made the significant observation that expansion in simplicial complexes (introduced in [5] and [3] ) is a form of property testing. Indeed, the product along edges of the triangle {i, j, k} is an entry of the differential δ 1 f associated to the complete simplicial complex.
A somewhat weaker property, that a symmetric function has the form f ij = ±α i α j for a fixed sign, is tested by the product along the square, f ij f jk f kℓ f ℓi = 1, see [1] . One is thus led to study expansion in cubical complexes . In this paper we consider this situation in higher dimension, testing functions defined on squares for being approximated by functions defined on edges, by taking the product along the faces of a cube (see Section 2) .
We cast property testing and expansion into the general framework of incidence geometry, which covers both simplicial and cubical complexes Date: September 28, 2018. UV is partially supported by Israeli Science Foundation grant #1623/16. in any dimension. One of the key points is that existing definitions of the expansion constant, generalizing the Cheeger constant of a graph, only make sense when the cohomology group is trivial, and are sometimes conceived as a finer measure of the vanishing cohomology. But the first and second cohomology of the complete cubical complex are not trivial, as we show in Section 5 and Section 6, respectively, by a delicate analysis of non-symmetric functions on the edges.
We thus propose a more general setup, which allows one to define and prove expansion as long as the cohomology group is explicitly understood, see Definitions 3.2 and 3.5.
We prove testability for functions on edges in Section 8, and testability for functions on squares in Section 9. Finally in Section 10 we outline a proof for testability which should deal with the analogous statements in any dimension.
We thank Roy Meshulam for his helpful comments.
Testing functions on 2-cells
This section describes our main application in simple terms. Let V be a finite set. We consider functions from V × V × V × V to µ 2 = {1, −1}. Can such a function g be written in the form (1) g ijkℓ = ±f ij f kj f kℓ f iℓ , where f : V × V →µ 2 (in this order of the indices)? An obvious necessary condition for (1) is that g be symmetric under the action of the Klein four group on the indices. A necessary condition for (1) to hold for a symmetric function f is that g is symmetric under the action of the dihedral group D 4 on the indices. Namely, such functions are defined on squares over V .
It is not hard to see that if g is defined on squares, and has the form (1), then the product of the values of g over the faces of any cube is 1. We call this the cube condition. In Corollary 6.10 we show that every function g satisfying the cube condition (for all cubes) is of the form (1) for some f . Theorem 2.1. The cube condition tests a function g defined on squares for being of the form (1).
In other words there is a constant r such that if a function g on the squares fails the cube condition in probability at most p, then g can be approximated by a function of the form (1), with an error rate of at most rp.
Insisting on f being symmetric poses a problem, because not every function satisfying the cube condition is of the form (1) with f symmetric. However, in Subsection 6.5 we define a function [−1] (which equals −1 for exactly 2 3 of the squares), and then we have: Theorem 2.2. Let g be a function defined on squares. The cube condition on g tests for the property that g or [−1]g are of the form (1) with f symmetric.
Based on the description of B 2 ( X) in Section 6, both theorems follow from Corollary 9.4.
Expansion and property testing
We phrase the notions of expansion and property testing in the language of incidence geometry [8] . Recall that a pre-geometry is a set of elements with prescribed types, with an incidence relation which is a reflexive and symmetric (!) relation such that distinct elements of the same type are not incident in each other. A set of elements incident in each other is a flag. A flag with one element of every type is a chamber. A geometry is a pre-geometry in which every flag is contained in a chamber.
Let G be an incidence geometry with three types, say 0, 1 and 2.
where G i is the set of elements of type i. Diverging a bit from standard terminology, we say that G is thin if every flag of type {0, 2} is contained in precisely two chambers.
We denote µ 2 = {1, −1}. As usual,
is the space of functions G i →µ 2 , which is a group under pointwise multiplication. The constant functions, in any dimension, will be denoted 1 and −1. For i = 0, 1 we define the differentials δ i :
for every y ∈ G i+1 , where the product is over
and we assume G is thin, we have
The cohomology of a thin geometry G is the quotient group
Example 3.1. Let X be a simplicial complex. For a fixed d ≥ 0, the d th incidence geometry of X is the geometry G in which G i is the set of (d − 1 + i)-cells of X (i = 0, 1, 2), with (symmetrized) inclusion as the incidence relation. This is a thin geometry. The cohomology H 1 (G) is then the simplicial cohomology group H d (X).
Taking X to be a cubical complex (see Section 4 below) works just as well.
The following standard notation will be used to define both testing and expansion.
where x ∈ G i is chosen uniformly at random.
The degree of z ∈ G 2 is the number of y ∈ G 1 incident to z. Most often, G represents an infinite series of geometries, and is not a fixed object. We say that G is bounded if there is some fixed q such that deg(z) ≤ q for all z ∈ G 2 (so, for example, "the" complete 2-dimensional simplicial complex on n vertices, for arbitrary n, "is" bounded with q = 3 because every triangle has three edges). Under this assumption, the computation of each entry of δ 1 g requires a bounded number of queries on g.
Since the coefficients are in a field, the short exact sequence
is an injection. Let G be a bounded thin incidence geometry on the three types 0, 1, 2.
for some (typically small) constant ω > 0. When this is the case, we say that B 1 (G) + H is testable (with respect to ω).
(Although involving H, it is clear that the condition only depends on the sum B 1 (G) + H.) In other words, δ 1 tests the space B 1 (G) + H if whenever δ 1 g is nearly 1, the function g can be "corrected" by an element of H so that it is nearly of the form δ 0 f for some f ∈ C 0 (G). From an algorithmic perspective, this means that after testing the equality (δ 1 g) x = 1 for a relatively small number of cells x ∈ G 2 , we may conclude that up to H, g can be well-approximated in the form δ 0 f , where the quality of the approximation improves as ω increases. The correction by an element of H is necessary precisely because not every element of (2), satisfies ||[g · α]|| = 0, so the requirement in Definition 3.3 holds trivially for such g.
In the case when
This is essentially the definition of membership testability in [6, Defn. 3] , where we consider the number of errors in the function δ 1 g rather than the probability of a q-query algorithm to fail to recognize that g ∈ B 1 (G).
Definition 3.5. The expansion constant of G with respect to an independent subspace
where the external minimum is taken over all functions g ∈ C 1 (G) for which g ∈ Z 1 (G).
Again, when H 1 (G) = 0,
is the coboundary expansion constant as defined in [6, Defn. 1] (and the references therein). On the other hand when H ∼ = H 1 (G), we obtain the cosystolic expansion constant appearing in [3] (called F 2 -cocycle expansion in [7, Defn. 1.4] ). We comment that in this case the expansion constant can also be viewed as the operator norm of the inverse map (
The following proposition, that expansion implies testability, generalizes [6, Thm. 8] (where it is proved for H = 0). Theorem 3.6. Let H ≤ Z 1 (G) be an independent space as above. Let ω H (G) be the expansion constant of G with respect to H. Let ω > 0 be a constant. Then δ 1 tests the space B 1 (G) + H with respect to the constant ω, if and only if ω ≤ ω H (G).
Proof. By Remark 3.4, δ 1 tests the space B 1 (G) + H with respect to the constant ω if for every g ∈ C 1 (G)−Z 1 (G) there is some α ∈ H for which ω ≤ ; but this condition is equivalent to ω ≤ ω H (G).
For example, we obtain a counterpart to [7, Theorem 1.8 
]:
Corollary 3.7. Let B =Ã 3 (F ) be the 3-dimensional Bruhat-Tits building associated with PGL 4 (F ), where F is a local field. Let X be a nonpartite quotient of B which is a Ramanujan (simplicial) complex. Then
The expansion constant of the hypercube was computed by Gromov [3] , also see [4, Section 4].
Cubical complexes
This section briefly presents cubical complexes. Fix a vertex set V . The cohomology we consider on X is with coefficients in the group µ 2 = {1, −1} of two elements. Let C d (X) be the functions from X d to µ 2 . The differential map
ranging over the 2d walls of c (there are 4 walls if d = 2, and so on). For example (δ 0 α) ij = α i α j for α ∈ C 0 (X). A face of co-dimension 2 is a wall in exactly two walls, and so δ d+1 δ d = 0. Example 3.1 connects this setup to incidence geometry in the obvious manner.
As usual, we set
, and the cubical cohomology is the quotient
, because the (d+1)-cube has an even number of faces.
The complete cubical complex of dimension d is the cubical complex in which every subset of 2
In dimension 1 this is the complete graph. The complete 2-dimensional complex on {1, 2, 3, 4} has three 2-cells, corresponding to the enumerations of the vertex set as vertices of a square. We compute the first and second cohomology groups of a complete cubical complex in Sections 5 and 6, respectively.
Although functions on cells are most natural to consider, we will occasionally need functions on arbitrary tuples of vertices.
Definition 4.1. We denote by X
[k] the set of k-tuples with distinct entries in the vertex set of X, and by F k (X) the set of functions
For example
, with proper inclusion for d > 0 due to the symmetry of cells in the left-hand side.
The first cohomology of the complete cubical complex
Let X be the complete cubical complex of dimension 2, on at least three vertices. We define a function ∆ :
Proof. First assume f ij f jk f ki is independent of the triple. For any square (ijkℓ) we have that
so that f ∈ Z 1 (X). On the other hand, let f ∈ Z 1 (X). Clearly, (∆f ) ijk does not depend on the order of the indices. For distinct i, j, k, ℓ we have that
but one can get from a fixed triple to any triple by changing one entry at a time, proving that θ = (∆f ) ijk is a constant.
We can now describe the functions in Z 1 (X).
Theorem 5.2. Let f ∈ C 1 (X). Then f ∈ Z 1 (X) if and only if there are a constant θ ∈ µ 2 and a function α ∈ C 0 (X) such that
Now assume f ∈ C 1 (X) is in the kernel of δ 1 . By Lemma 5.1, θ = f ij f jk f ki is a constant. Fix some vertex i 0 . Choose α i 0 ∈ µ 2 arbitrarily, and let α j = θα i 0 f i 0 j for every j = i 0 . This solves (4) 
Following Lemma 5.1 we define (5) ∆ :
This map is onto, because the constant function (−1) ij = −1 maps to −1.
More explicitly, in the presentation (4) we have that θ = ∆f .
Proof.
6. The second cohomology of the complete cubical complex
In this section we consider the complete cubical complex X of dimension 3. In Theorem 6.12 we prove that H 2 (X) = µ 2 ×µ 2 , obtaining along the way a detailed description of key subgroups of Z 2 (X). The description of functions with vanishing δ 2 requires extending C d (X) to functions which are not necessarily symmetric. Once developed, the same technique characterizes a somewhat more general set of functions, as we will see below.
6.1. Generalized differentials. Let X be a cubical complex. For ev-
The number of d ′ -cells which are faces of a given d ′′ -cell and containing a given d-cell is
. Therefore,
where
is taken modulo 2.
In particular, since δ 01 = δ 0 and δ
6.2. Asymmetric functions. This subsection, as well as Subsections 6.3 and 6.4, develop the relations exhibited in Figure 1 . Let C 1 ( X) denote the space of functions on the directed underlying graph of X, with values in µ 2 . There is a norm function
defined by (Nf ) ij = f ij f ji . There is also an embedding C 1 (X)֒→C 1 ( X), defined by inducing a function from the undirected graph X 1 to the directed graph X 1 by forgetting directions. Under this embedding,
Similarly, we set
Remark 6.2. We may extend δ 1 :
(in this particular order of the arrows, depicting the directed graph K 2,2 ). Under this definition, C 1 ( X) ′ is the space of functions f for which δ 1 f ∈ C 2 (X), namely for which δ 1 f is symmetric under the action of the dihedral group D 4 . Indeed, δ 1 f is a-priory symmetric with respect to the Klein four group, so full symmetry is attained when
We thus define
Proof. The left inclusion is obvious because the restriction of δ 1 to
The functions in
Define the head and tail functions η h , η t :
Proof. Let α ∈ C 0 (X). By (8) and the definition, η h α ∈ C 1 ( X) ′′ . This proves the inclusion ⊇. On the other hand, if f ∈ C 1 ( X) ′′ then Nf = δ 0 α for some α ∈ C 0 (X), and then
Let a = i, j, k be a fourth vertex. We have that
since the edges from i, j, k to a cancel. (This computation is formalized in Remark 6.18). By Proposition 5.3, Nf ∈ B 1 (X), and thus f ∈ C 1 ( X) ′′ .
Proof. First assume f ∈ C 1 ( X) ′′ . We apply Proposition 6.4: Up to an element of C 1 (X), whose image under δ 1 is clearly in B 2 (X), we may assume f = η h α for α ∈ C 0 (X). Now
′′ by Proposition 6.5.
6.4. The second differential. Our goal here is to describe Z 2 (X), namely those functions g ∈ C 2 (X) for which δ 2 g = 1. Slightly more generally, we consider functions g ∈ C 2 (X) for which there is α ∈ C 0 (X) such that δ 2 g = δ 03 α. Explicitly, this condition holds if for every cube, denoting the vertices in a disjoint pair of faces by [ijkℓ] and
, we have that
We assume |X 0 | ≥ 10, so there are sufficiently many 3-cells to play with.
Proposition 6.7. Let g ∈ C 2 (X). Assume δ 2 g ∈ Im(δ 03 ). Then for every distinct a, b, i, i ′ , j, j ′ we have that
Proof. Let s, t, s ′ , t ′ be distinct vertices, disjoint from a, b, i, i ′ , j, j ′ . Consider the following four 3-cells, in which identical faces are denoted by the same circled number:
The product of (δ 2 g) c ranging over the four 3-cells is 1 by assumption, because each vertex appears an even number of times. But this product is the left-hand side of (9), because all the other faces, including [sts
For a subgroup A ⊆ C 2 (X), we let ±A denote the subgroup −1, A generated by A and the constant function −1. Theorem 6.8. We have that
Proof. Following Proposition 6.3 the inclusion ⊇ is clear because −1 ∈ Z 2 (X). For vertices a, b, let X ab denote the cubical complex obtained from X by removing the vertices a, b and every cell passing through either of them. Let g ∈ Z 2 (X). Abusing notation, we define f ab ∈ C 1 (X ab ) and f ij ∈ C 1 (X ij ) by f ab ij = g aibj . By Proposition 6.7 we have that δ 1 (f ab ) = 1. Therefore, by Theorem 5.2, there are θ ab ∈ µ 2 and α ab ∈ C 0 (X ab ) such that
for every i, j. Since f ab = f ba , we may assume θ ba = θ ab and α ba = α ab as well. In particular we may view θ as an element of C 1 (X). By Proposition 5.3, θ ab = ∆(f ab ), which we may calculate by fixing distinct i, j, k as f
which by applying Proposition 6.7 thrice is equal to 1. So θ ∈ Z 1 (X). Therefore, by Theorem 5.2, there are θ ′ ∈ µ 2 and β ∈ C 0 (X) such that
for all a and b. Substituting (11) in (10) we again have
; substituting this and (11) back in (10), we get that
This shows that in fact δ 1 p is a well-defined element of C 2 (X), proving by Remark 6.2 that p ∈ C 1 ( X) ′ and g ∈ ± Im(δ 02 )B 2 ( X).
Proof. Let α ∈ C 0 (X), and assume δ 02 α ∈ Z 2 (X). By (6), δ 03 α = δ 2 δ 02 α = 1. Applying this equality to arbitrary pairs of 3-cells with 7 joint vertices, we conclude that α is a constant, and then δ 02 α = α 4 = 1.
Proof. Recall that the lattice of subgroups in an abelian group is modular. Notice that −1 ∈ Z 2 (X). Now
It remains to show that −1 ∈ B 2 ( X). Otherwise, −1 = δ 1 f for some f ∈ C 1 ( X) ′ . Let a, b, i, j, k be distinct vertices, and consider the three 2-cells (aibj), (aibk), (ajbk): by assumption we have that
but multiplication results in a contradiction. We also tautologically set [+1] c = +1. Let ψ ∈ C 1 ( X) ′ be the order function associated to <, defined by ψ ij = +1 if i < j and ψ ij = −1 otherwise. Clearly Nψ = −1. 
Proof. We first show that B 2 ( X)/B 2 (X) ∼ = µ 2 . The argument will be easier to follow using Figure 1 . By definition of C 1 ( X) ′′ , the induced norm map N :
is a well-defined embedding into H 1 (X) = µ 2 (Corollary 5.4). Similarly, by the definition of B 2 ( X) and Proposition 6.6,
To conclude the proof, we will show that
, and the index [Z 2 (X) : B 2 (X)] is equal to 4, but the quotient is a group of exponent 2, so it equals µ 2 × µ 2 . Corollary 6.13. Let g ∈ Z 2 (X). Then there are unique θ, π ∈ µ 2 , and some f ∈ B 2 (X), such that
Remark 6.14. Let < and < ′ be two linear orders on the set of vertices.
′ be the corresponding functions as defined above. By Theorem 6.12,
, which we now demonstrate explicitly. Let ψ and ψ ′ be the order functions associated to the order relations. Since Nψ = Nψ ′ = −1, N(ψψ ′ ) = 1, so that ψψ ′ ∈ C 1 (X), and as computed in Remark 6.11, δ 1 (ψψ
6.6. Detecting maps. We define ∆ ′ , ∆ ′′ : Z 2 (X)→µ 2 by setting
where the vertices are arbitrary.
Proposition 6.15. The maps ∆ ′ and ∆ ′′ are well-defined on Z 2 (X).
Proof. Applying Corollary 6.13, we need to verify the claim for three types of functions. More explicitly, we have
for every f ∈ C 1 (X).
(1) g ∈ B 2 ( X) if and only if ∆ ′′ (g) = 1, and
Moreover, in the presentation (13),
Although unnecessary in this section, we record an explicit proof for the fact that ∆ ′ is well-defined on Z 2 (X).
is a product of three entries of δ 2 g.
Proof. Take the product of δ 2 g over the three cubes on the vertices i, j, k, ℓ, i ′ , j ′ , k ′ , ℓ ′ depicted below. The "side" faces cancel, and only the product of the top and bottom faces remain, which is equal to +1 by assumption.
and arbitrary vertices i, j, k, ℓ,
Similarity of functions
The elementary observations of this section will be repeatedly used in the testability proofs in the coming sections. We adopt the following notation, motivated by topological uniformity. Recall Definition 4.1 for X [k] and F k (X).
where the probability is taken by letting the vector x ∈ X
[k] be uniformly random. The same notation is used for functions in C d (X) and function
We freely use the facts that f ∼ p f ′ if and only if f f ′ ∼ p 1, and that
Proof. Let p ′ = Pr {(f × f ) x,y = 1} and p = Pr {f x = θ} where θ is the majority vote on the values of f , so that p ≤ . Since p ′ = 2p(1 − p), we have that p ≤ (
. These inequalities imply (2), (2) ⇒ (3) and (1), respectively. Every formula of the form (say) g ijk = (δ 0 α) ij (δ 0 α) jk proves that if δ 0 α = 1 then g = 1. This formula also shows that if δ 0 α ∼ p 1 then g ∼ 2p 1, which is the kind of argument we will repeatedly need below. Indeed, when (ijk) ∈ X [3] is uniformly distributed, so are (ij), (jk) ∈ X [2] . However, if a is a fixed vertex and g ijk = (δ 0 α) ia (δ 0 α) ja , the first implication remains, but the probabilistic one breaks down, for (δ 0 α) * a need not be close to 1 ∈ C 0 (X) even when δ 0 α ∼ 1 ∈ C 1 (X), since errors may congregate around a. We thus need a way to describe connections of the former type. (The name "formal" is a compromise between "formulaic" for the defining formula (15), and "formational" for the formation of u 1 , . . . , u ℓ on the given vertices.) Definition 7.3. Let X be a (simplicial or cubical) complex.
(
for the permutations σ of the vertex set X 0 , extended in the obvious manner to act on all vectors.
, of length ℓ, if φf is formal in φ ′ f via the same formula of length ℓ.
Proof. For a uniformly random vector (σ(v 1 ), . . . , σ(v k )) ∈ X
[k] , each σ(u i ) is uniformly random, and therefore Pr g σ(u i ) = 1 = p.
The notion of formality is mostly suitable for complete complexes. Indeed, the assumption that some operator is formal in δ d implicitly assume that X is complete in dimension d + 1 (because the (d + 1)-cells uniformly participate in the product).
In the next section we will need a probabilistic analog of Proposition 5.3: Proposition 7.5. The differential δ 1 is formal of length 2 in ∆.
Applying Corollary 7.4 to Proposition 7.5 we get:
We use asterisks to denote entries in a function f ∈ F k (X). Replacing an asterisk by a specific value defines a function in F k−1 (X). For example, if f ∈ F 4 (X), then f a * * * , f * a * * ∈ F 3 (X).
Lemma 7.7. Suppose f i ∈ F k i (X) for i = 1, . . . , N are given functions such that f i ∼ p 1 for each i, where p is fixed. Let s > N be a real number. If X is large enough, then there is a vertex a ∈ X 0 for which f i * ··· * a * ··· * ∼ sp 1 for each i. (Prior to the statement, the fixed vertex can be placed arbitrarily for each i).
Proof. For each i, the proportion of a ∈ X 0 for which f i * ··· * a * ··· * ∼ sp 1 does not hold is at most s −1 , so the proportion of vertices for which at least one of the conditions fail is at most Ns −1 < 1.
The result below is proved in [6, Subsection 7.2]. We prove it here in order to demonstrate the usage of ∆, anticipating the more complicated proof in the next section. Let X be a complete 2-dimensional cubical complex.
Let p > 0 be a constant.
Proof. Recall from (3) of Section 5 the function ∆ : C 1 (X)→F 3 (X) defined by (∆f ) ijk = f ij f jk f ki . In Lemma 5.1 we proved that ∆f is a constant if and only if f ∈ Z 1 (X). Moreover, if i, j, k and i ′ , j ′ , k ′ are distinct, the proof of Lemma 5.1 shows that
so that ∆f × ∆f is formal of length 3 in δ 1 f . (The case when {i, j, k} and {i
In the terminology of Section 3, we proved: Corollary 8.2. The expansion constant of the 1 st incidence geometry of X (composed of vertices, edges and squares), with respect to the complement −1 , is at most ω = In this section we prove that δ 2 tests f ∈ C 2 (X) for being in B 2 (X). Following Subsection 6.6, let ∆ ′ : C 2 (X)→F 4 (X) and ∆ ′′ : C 2 (X)→F 5 (X) be defined (for arbitrary g ∈ C 2 (X)) by
Proof. In Lemma 6.17 we show that 
′ is a product of 3 · 4 = 12 entries of δ 2 g, but since the four 3-cells participating in the computation in Proposition 6.7 only depend on i, j, k, ℓ through the same two entries, six of those cancel in pairs, and we get ∆ ′′ g × ∆ ′′ g ∼ 6p 1. The proof concludes as above.
We now prove the testability version of Corollary 6.13. Let p > 0 be a constant.
Theorem 9.2. Let g ∈ C 2 (X). If δ 2 g ∼ p 1, then there are θ, π ∈ µ 2 and f ∈ C 1 (X) such that g ∼ rp θ[π] · δ 1 f for a constant r < 1504.
Proof. By Lemma 9.1, there are θ, π ∈ µ 2 such that ∆ ′ g ∼ 3p θ and ∆ ′′ g ∼ 6p π. Replacing g by θ[π]g and applying Corollary 6.16, we may from now on assume ∆ ′ g ∼ 3p 1 and ∆ ′′ g ∼ 6p 1. Fix a real number s > 3. By Lemma 7.7 there is a vertex a 0 for which (∆ ′ g) a 0 * * * ∼ 3sp 1, (∆ ′′ g) a 0 * ; * * * ∼ 6sp 1, (∆ ′′ g) * * ;a 0 * * ∼ 6sp 1.
Again by Lemma 7.7, building on the first two statements, there is a vertex b 0 for which (∆ ′ g) a 0 * b 0 * ∼ 3s 2 p 1, (∆ ′′ g) a 0 b 0 ; * * * ∼ 6s 2 p 1, (∆ ′′ g) a 0 * ;b 0 * * ∼ 6s 2 p 1.
Define h ij = g a 0 ib 0 j , which is symmetric because g ∈ C 2 (X), so that h ∈ C 1 (X a 0 b 0 ). Now ∆h = (∆ ′′ g) a 0 b 0 ; * * * ∼ 6s 2 p 1, so by Proposition 7.5 δ 1 h ∼ 12s 2 p 1. By Theorem 8.1, and using again the fact that ∆h ∼ 6s 2 p 1, there is β ∈ C 0 (X) such that h ∼ 36s 2 p δ 0 β. We now define f ′ ∈ C 1 ( X) by taking f ji and fixing the value 1 at the other entries, we obtain f ∈ C 1 (X) such that f ′ ∼ 39s 2 p f . Using the symmetry of f , and applying ∆ ′′ twice, we now have that . Corollary 9.4. Let X be a complete 3-dimensional cubical complex. Then the differential δ 2 : C 2 (X)→B 3 (X) tests Z 2 (X) (each entry of the test requires 6 queries).
Since Z 2 (X) = ±B 2 ( X) = ±1, [±1], B 2 (X) , this corollary proves Theorems 2.1 and 2.2.
Proving testability in general
The explicit constant in Theorem 9.2 relies on Lemma 9.1, which requires combinatorial analysis special to that particular case. A soft version, without an explicit constant, can be proved through a lemma on formal functions (Definition 7.3).
Lemma 10.1. Assume that φ : C d (X)→F k (X) is formal in the identity operator C d (X)→C d (X). Assume φf = 1 for every f ∈ Z d (X). Then φ is formal in δ d .
