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Predicting the dispersal of an invasive species over a heterogeneous region is
a difficult yet important task, since these predictions can inform biosecurity
efforts and threatened industries. A spatially-discrete population model of the
citrus pest and disease vector Diaphorina citri is developed. The population
is stratified by life cycle and sex, allowing phenological processes and second
order interactions to be modelled effectively. The model is formalised as a con-
tinuous time Markov jump process and simulated using a τ -leaping algorithm.
The model introduces several unknown parameters which are related to mat-
ing, trapping, density dependence, and dispersal. The dispersal kernel incor-
porates both natural and human mediated dispersal; the latter uses a gravity
model. Three example parameter estimation problems are presented which
use both real and simulated data. Response surface optimisation techniques
and bootstrap confidence intervals were used to estimate the parameters.
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Citrus greening disease, or Huanglongbing, is a pernicious disease of citrus
crops around the world. As such, understanding and combating this disease is
the subject of intense interdisciplinary research [20,45]. The disease is primar-
ily spread by the insect vector Diaphorina citri, which is also known as the
Asian citrus psyllid. While D. citri has not been observed in New Zealand, the
threat that it could invade—and bring the pathogen for Huanglongbing with
it—is genuine. Based on the well documented impact overseas, the results of
this would be devastating to New Zealand’s citrus industry.
In the event of an invasion, mathematical models can offer important in-
formation to biosecurity experts. Many models of D. citri to date have fo-
cused on predicting the long term distribution based on analysing the psyllid’s
niche [2, 40, 43, 44, 59]. While these models can predict which regions will be
susceptible to invasion, they cannot predict how quickly an invasion happens.
Kobori et al. [32] developed an individual-based model of D. citri dispersal,
focusing on dispersal between trees in an orchard. Such models have limited
utility on the larger geographic scales we are interested in. The demographic
model developed by Udell et al. predicts when individuals will disperse [56].
However, as this model has no spatial component, it cannot predict dispersal
patterns. In this thesis we present a model of D. citri dispersal over New
Zealand. It is (to our knowledge) the first spatio-temporal dispersal model of
D. citri which has been developed anywhere, and could be used to predict the
dispersal rate and to inform targeted prevention strategies.
1.2 Thesis Summary
In chapter 2 we introduce Markov jump processes. We then discuss com-
partmental models, and present a range of stochastic simulation algorithms
including τ -leaping.
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In chapter 3, we build up the spatially varying components of our model.
We introduce a discretisation, and show how certain quantities such as tem-
perature and the presence of commercial citrus trees can be transformed onto
our discretisation.
In chapter 4, we introduce the model itself. We model how quickly psyllids
develop throughout their life cycle from eggs to adults. The processes of mor-
tality and reproduction are also modelled, as is the trapping of psyllids for data
collection. We introduce the dispersal kernel, which includes wind-assisted and
human-mediated dispersal.
In chapter 5, we discuss statistical techniques to estimate unknown param-
eters from data. Using simulation studies, we present different aspects of our
model in the context of three parameter estimation tasks.





The purpose of this chapter is to provide the mathematical and computational
background for the modelling undertaken in this thesis. In the first two sec-
tions, we introduce Markov jump processes over finite state spaces, and show
that these processes can be understood by solving a system of differential
equations. Next, we discuss a general compartmental model, which forms the
conceptual underpinning for our model. In the last three sections, we intro-
duce some Monte Carlo algorithms in order to approximate the solution to the
underlying differential equation.
2.1 Basic Definitions
Definition 2.1.1 (Stochastic Process). A stochastic process is a collection of
random variables {X(t) ⊂ S : t ∈ T }. We call S the state space of the system,
and T the index set. A stochastic process is discrete if T is finite or countable.
If T is an interval of the real numbers, we say it is a continuous time stochastic
process.
In this thesis we are particularly concerned with jump processes. These
are continuous time stochastic processes X(t) over a finite state space S. In a
jump process, a system occupying a state i ∈ S transitions to a different state
j ∈ S with probability qij. We specify that transitions only occur between
distinct states, thus qii = 0. Clearly, for all i ∈ S we must have:∑
j∈S
qij = 1. (2.1)
The transitions occur at discrete times T1, T2, T3, . . . , where the so called
waiting times τk = Tk − Tk−1 are random. We have adopted the convention
that T0 = 0 for convenience, although it should be noted that no transition
occurs here.
We remark that any realisation of a jump process can be completely charac-
terised by the sequence of two-tuples ((Xn, Tn))n∈N, where we have introduced
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the notation Xn = X(Tn). The sequence (Xn)n∈N is known as the embedded
chain of the jump process.
2.2 Markov Jump Processes
In this section we explore Markov jump processes, which are a stricter class of
jump processes with useful properties. The discussion in this chapter is based
on [3].




Pi(Tn =∞) = 1. (2.2)
This condition always holds for finite state spaces.
A non-explosive jump process is Markovian if it satisfies the following three
conditions:
• Independence of jump times and transitions, that is:
Pi(τ1 < t,X1 = j) = Fi(t)qij ∀i, j ∈ S, (2.3)
• The renewal assumption, which we define as:
Pi(τ1 > t+ s|τ1 > s) = Pi(τ1 > t) ∀s, t ≥ 0 and i ∈ S, (2.4)
• and time homogeneity, or:
P(X(t+ s) = j|X(t) = i) = Pi(X(s) = j) ∀s, t ≥ 0 and i, j ∈ S.
(2.5)
Suppose a state i ∈ S is non-absorbing, that is, qij > 0 for some j 6= i.
Then (2.3) and (2.4) imply that:
1− Fi(s+ t)
1− Fi(s)
= 1− Fi(t). (2.6)
Since 1− Fi(t) ∈ [0, 1] for all t ≥ 0, Cauchy’s lemma [3] implies that:
1− Fi(t) = (1− Fi(1))t. (2.7)
Let λi := − ln(1 − Fi(1)). Then Fi(t) = 1 − exp(λit), which means that the
waiting times are exponentially distributed with rate parameter λi. We call
the quantity aij = λiqij the propensity of the transition from state i to state
j. Often, it is more convenient to formulate a Markov jump process in terms
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of propensities rather than transition probabilities and transition rates. These









The units of propensities are per unit time, so it is natural to ask if we can
think of them as the rate of a given transition. As a simple example, consider
the radioactive decay of a population of atoms. If the starting population N0





N(0) = N0 ∈ R+, (2.11)
where β > 0 is the decay constant, and the solution is, of course, N(t) =
N0 exp(−βt). We could also formulate this problem as a Markov jump process
X over the state space {0, 1, 2, . . . , N0} and index set [0,∞). At every N ∈ N,
the only transition with non-zero probability is the one to N − 1, and that
occurs with propensity βN . In this case, the modelling task is to find the
probabilities:
P(X(t) = N |X(0) = N0). (2.12)
It so happens that the mean of this stochastic process as a function of time
is equal to the solution of the differential equation, but this does not hold in
general. Thomas Kurtz has written extensively on this topic [34]. Since we
merely intend to use the differential equation as a way to understand certain
parameters, we will not discuss this any further.
In a general setting, we define the discrete density Pij as the probability
that the system is in state j at time t ≥ 0, conditional on it being in state i
at time 0, that is:
Pij(t) = P(X(t) = j|X(0) = i). (2.13)
The discrete density gives a complete understanding of how the system evolves.
We can think of the discrete densities as a family of matrices P (t) whose entries
are Pij(t). Let u be a row vector defining the initial distribution, that is:
ui = P(X(0) = i) ∀i ∈ S. (2.14)
Each P (t) maps this initial distribution to the distribution at time t by
multiplication on the right. We will now show that these matrices—when
thought of as linear maps on R|S|—have a useful structure.
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Lemma 2.2.1. The family of matrices {P (t)|t ∈ [0,∞)} is a one-parameter
semigroup on R|S| with respect to the 1-norm.
Proof. Since each matrix P (t) is a bounded linear operator on R|S|, we must
show that the following hold:
1. P (0) = I, where I is the identity matrix,
2. P (t+ s) = P (t)P (s) for all t, s ∈ [0,∞),
3. limt→0 ‖uP (t)− u‖ = 0 for all u ∈ R|S|.
To show 1), observe that for all i, j ∈ S we have:
Pij(0) = P(X(0) = j|X(0) = i) (2.15)
= δij, (2.16)
so evidently P (0) = I. To show 2), fix t, s > 0. Then:













or, in terms of the discrete density operator, P (s + t) = P (s)P (t). This
expression is known as the Chapman-Kolmogorov equation. Instead of showing
3), we will prove a stronger condition, namely:
lim
t→0
‖P (t)− I‖ = 0. (2.21)
We first require two key facts. The first is that for all t ≥ 0 and i, j ∈ S with
i 6= j, we have:
Pij(t) ≤ Pi(τ1 ≤ t) = 1− e−λit, (2.22)
that is, the probability of being in a different state from the initial state is less
than the probability that the first jump has occurred. Similarly, the second
fact is:
Pjj(t) ≥ Pj(τ1 > t) = e−λjt. (2.23)
In other words, the probability of being in the same state as the initial state
is as least as large as the probability of there having been no transition. This
is because the system can return to state j if it leaves at some intermediate
7





















|ui| (1− e−λit) (2.27)
→ 0, (2.28)
as t→ 0. Finally, we compute:
lim
t→0

































where we have defined Qε =
1
ε
(uP (ε)− u). Since (2.21) holds, the above limit
exists for all u ∈ R|S|—see theorem 13.36 in [52]. Q is also known as the rate
matrix in some sources.
Theorem 2.2.2. Let {P (t)|t ∈ [0,∞)} be a family of discrete density operators
on R|S|. Then the following hold:
1. For all u ∈ R|S|, the map [0,∞)→ R|S|, t 7→ uP (t) is continuous,
2. For all u ∈ R|S|, we have:
d
dt
uP (t) = uP (t)Q. (2.34)
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These results hold for all semigroups, and the proof is omitted here. A full
proof is available in [52]. In the general context of Markov Jump processes,
(2.34) is known as the Kolmogorov forward equation, whereas in chemical kinet-
ics it is often refered to as the master equation. The solution to this equation
can be written as [52]:
uP (t) = lim
ε→0
(u exp(tQε)) (2.35)
This cannot be computed for most problems, especially as S becomes large.
In later sections, we will show how the solution can be approximated using
Monte Carlo techniques.
2.3 Compartmental Models
The framework we have introduced so far is too abstract for our purposes,
so to proceed we will narrow our focus to generalised compartmental models.
The best known example of these is probably the SIR model, which is used to
model the spread of infectious diseases in a population. In the SIR model, the
population is divided into mutually exclusive subsets of susceptible, infectious
and recovered individuals. By using some assumptions about how an indi-
vidual’s disease status changes over time, we can—under a range of modelling
paradigms—study how a disease spreads throughout a population [30]. Models
of chemical reactions are also compartmental models. In this case, each species
in a system is represented by a compartment, while the possible transitions
correspond to the reactions being modelled.
For a general compartmental model, let N be the number of compartments
and M be the number of possible transitions. The possible transitions are
also known as reaction channels in some sources. We define the stoichiometry
matrix V as the N × M matrix of integers, whose entries dictate how the
populations of each compartment change after each type of reaction occurs.
More precisely, for every i = 1, . . . , N and j = 1, . . . ,M , the population in
compartment i changes by vij after the j
th transition occurs once.
When treated as a Markov jump process, the natural setting for compart-
mental models would be NN , where N denotes the natural numbers including
zero. However, our previous construction called for a finite state space. Pick
a large L ∈ N and let N = {0, 1, 2, . . . , L}. We then define our state space
to be the Cartesian product NN , which is finite. In theory we need to define
transitions for when the population of one compartment becomes L, but this
should not be required in practice.
We denote the propensity function corresponding to the mth transition (for
each m = 1, . . . ,M) as am : S → [0,∞). The propensities can in general be
arbitrary functions, but we will be quite restrictive here. Namely, we consider
propensity functions of the following forms:
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• first order in one reactant:
am(x) = κxk, (2.36)
• second order in two different reactants:
am(x) = κxkxl, (2.37)
• or second order between two identical reactants:
am(x) = κxk(xk − 1). (2.38)
In the above, k 6= l are integers between 1 and N . The number κ is called
the rate constant. The rationale behind the (xk − 1) factor in equation (2.38)
is combinatoric. To take an example from chemical kinetics, molecules react
through collisions and cannot collide with themselves.
2.4 Exact Stochastic Simulation
Monte Carlo methods are a natural way to approximate solutions to (2.34).
There are two main divisions of stochastic simulation algorithm (SSAs). Exact
SSAs proceed one jump at a time, using pseudorandom numbers to determine
the waiting time and to select the next state from their appropriate distri-
butions. These will be discussed in this section. In the next section we will
turn our attention to Approximate SSAs, in particular to τ -leaping algorithms,
which can proceed multiple jumps at a time.
The first exact SSA we will discuss is the direct method developed by Daniel
Gillespie [18]. This is probably the most straightforward implementation of a
Monte Carlo method to a Markov jump process. The pseudocode for the
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algorithm is stated below.
Result: Returns an array X and a vector t, representing the states of
the system and the jump times respectively.
Initialize t← 0, and set the end time Tmax. Input the initial state of
the system X. Set the iteration counter for the embedded chain
n← 0.
while true do
Calculate the propensity functions a1, . . . , aM at X;
if
∑M
j=1 aj = 0 then
break;
else
Calculate the waiting time rate parameter λi from equation
(2.8);
Select τ by sampling from an exponential distribution with rate
parameter λi;
Set t← t+ τ ;
if t > Tmax then
break;
else
Calculate the transition probabilities q1, . . . , qM using (2.9);
Select the next state j by sampling from the set {1, . . . ,M}
weighted by the transition probabilities;
Set X ← j and n← n+ 1;




One of the main drawbacks of this algorithm is computation time. Indeed,
in systems where the population is large, the jump time parameters λi also
become large. This means that the expected lengths of the waiting times
become small, and it can take a large number of iterations to cover a small
time interval.
Gibson and Bruck developed a faster exact SSA [17]. To understand this
algorithm, we need the following two well known lemmas:
Lemma 2.4.1. Suppose that X and Y are independent and exponentially dis-
tributed random variables with rate parameters α and β respectively. Then the





Proof. By integrating over the joint probability density function, we get:














































Lemma 2.4.2. Let i ∈ S and suppose that τ1, . . . , τM are independent, ex-
ponentially distributed random variables with rate parameters λiqj for j =
1, . . . ,M . We also suppose that
∑M
j=1 qj = 1. Then:
1. The time until the first jump occurs is an exponentially distributed ran-
dom variable τ with rate parameter λi,
2. For each k = 1, . . .M , the probability that τ = τk is qk.
Proof. To show the first statement, we calculate:
Pi( min
j=1,...,M
τj ≤ t) = 1− Pi( min
j=1,...,M









= 1− e−λit (2.50)
= Pi(τ ≤ t). (2.51)
For the second statement, think of the two transitions i → {k} and i →
∪j 6=k{j} as being in competition with one another. When posed in this way,
we want to find the probability that τk is less than minj 6=k τj. By adapting
statement 1), minj 6=k τj is exponentially distributed with rate parameter λi(1−
qk). Statement 2) follows by substituting β = −λiqk and α = λi(1 − qk) into
equation (2.39).
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In Gibson and Bruck’s next reaction algorithm, the time until the next
firing of each reaction channel is stored as τ1, . . . , τM , and the simulation is




The populations are then updated according to that reaction, but only those
propensities which depend on compartment populations that have changed
must be recalculated. Further, only the times corresponding to these reactions
must be regenerated. For unaffected reactions we simply subtract δt from
the next firing time. This significantly reduces the time per iteration at the
expense of higher memory usage, which for most problems is negligible on
modern computers. We will not present the pseudocode of this algorithm. As
we shall see, even greater improvements are possible if we are willing to relax
the algorithm’s adherence to the specified Markov jump process.
2.5 Approximate Stochastic Simulation
First, consider the following. Let (τi)i∈N be a sequence of exponentially dis-
tributed random variables with rate parameter λ. It is well known that the
the largest integer k so that the sum of the first k entries of the series is less














This fact is the key principle behind a family of stochastic simulation algo-
rithms known as τ -leaping algorithms. Over some small interval [t, t+ τ ], the
changes in the propensities of the system are likely to be small. We can bound
these changes by making sure that the leap size τ satisfies some condition,
which we will discuss later. Then the number of firings of each reaction chan-
nel over that interval is approximately Poisson distributed. After generating
Poisson random variables for each of the M reaction channels, the iteration is
completed updating the population of each species accordingly, and advance t
by τ .
We will now give a more detailed discussion centred around the algorithm
developed by Yang Cao et al. [8]. This algorithm addresses two of the main
problems with τ -leaping. The first problem occurs because some reactions
decrease the populations of some compartments; if those reactions occur too
often in the interval [t, t + τ ], those populations can become negative. Since
this should not be allowed, Cao et al. defined critical reactions to be any
j ∈ {1, . . . ,M} such that there is an i ∈ {1, . . . , N} with vij < 0 and Xi(t) <
nc. Typically nc ∈ [2, 20]. The set of critical reactions—denoted Jcr—are
then advanced using exact stochastic simulation, while the set of non-critical
reactions—denoted Jncr—are advanced using τ -leaping.
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The second problem is that the state can change unrealistically if τ poorly
chosen. This is akin to solving an initial value problem using Euler’s method
with too large a step size. We define the quantities:
∆τXi := Xi(t+ τ)−Xi(t) (2.54)
∆τaj := aj(X(t+ τ))− aj(X(t)). (2.55)
In this algorithm, the condition on the size of the leap is given by:
∆τXi ≤ max{εiXi(t), 1} ∀i ∈ Irs, (2.56)
which enforces that each Xi must change by at least 1. The set Irs—which
is called the set of reacting species—is defined as the subset of compartments
which appear in the argument of the propensity function of a non-critical
reaction. That is, for each i ∈ Irs there is some j ∈ Jncr so that aj depends on
xi.
To see how large τ can be without violating (2.56), we consider the different















Thus, if we bound the relative change in Xi by some ε, the relative change in
aj will also be bounded by ε. With respect to (2.56), this equates to setting
εi = ε if compartment i is only involved in first order reactions. Using certain
approximations, values for εi can also be found for compartments that are
involved in second order reactions [8]. These will not be discussed here.
Since each ∆τXi is a random variable, we need to be more specific about
the meaning of the inequality in (2.56). Cao et al. chose the largest τ so that
for each i ∈ Irs, both the absolute value of the mean and the standard deviation
of ∆τXi would be less than max{εiXi(t), 1}. We can find this value from the



















We note that the τ -leap is typically rejected if τ < 10
∑M
j=1 aj(X(t)) which
is simply 10 times the expected value of the waiting time. In these cases, an
exact stochastic simulation method is used. We can now state the τ -leaping
algorithm:
Result: Returns an array X and a vector t, representing the states of
the system and the jump times respectively.
Initialize t← 0, and set the end time Tmax. Input the initial state of
the system X. Set the stoichiometry matrix V . Set ε and nc.
while true do




if a0 = 0 then
break;
else
Determine which reactions are critical by comparing each Xi
with nc;
Compute εi for i = 1, . . . , N using expressions from [8];
Compute τ from equation (2.62);
if τ < 10
a0
then
We reject the τ -leap. Pick τdirect to be an exponentially
distributed random variable with rate parameter 1
a0
;
Let τ ← τdirect;
Randomly sample a transition k using the weights
{a1, . . . , aM};
Pick u to be the M × 1 vector whose jth entry is δjk;
else
The τ -leap is accepted. Compute ac =
∑
j∈Jcr aj;
Pick τcritical to be an exponentially distributed random
variable with rate parameter 1
ac
;
Let u be a M × 1 vector of zeros;
if τcritical < τ then
Set τ ← τcritical;
Randomly sample a critical reaction k using the weights
{aj|j ∈ Jcr};
Set uk ← 1;
end
For each j ∈ Jncr, let uj be a Poisson distributed random
variable with parameter ajτ .
end
Update t← t+ τ and X ← X + V u;




One detail that we have omitted is that usually when the τ -leap is rejected,
a predetermined number of iterations using the direct method are carried out
before τ is recalculated. In contrast, we just compute one iteration, which
is required for the generalisation of τ -leaping we will see in the next section.
There, we will explore a natural way to simulate a compartmental jump process
occurring simultaneously in several connected but separate cells.
2.6 The τ-DPP Algorithm
Compartmental models—which we introduced in section 2.3—are a tool for
studying how the structure of a population changes over time as a conse-
quence of transitions made by individuals. We now want to introduce a spa-
tial component. Suppose that in our system, individuals belong to one of N
compartments but also exist in one of nv cells. In addition to transitioning
between different compartments in the same cell, individuals can now move
between cells. We need a way to simulate these kinds of systems.
Certainly, by thinking of the above as a compartmental model, we could
directly use one of the algorithms we have already discussed. Such a model
would have N × nv compartments, M × nv internal transitions, and up to
N × n2v inter-cell transitions1. Evidently, this formulation can become un-
manageable very quickly for large nv. In particular, the stoichiometry matrix
V becomes very large. Furthermore, it can be difficult keeping track of the
indices governing the state vectors and the propensity functions.
Instead, we used the so called τ -DPP algorithm developed by Cazzaniga et
al. [11]. The algorithm is an application of the τ -leaping algorithm of Cao et
al. to dynamical probabilistic P systems (DPPs). In turn, DPPs are discrete
stochastic models equipped with certain evolution rules that were inspired by
the workings of biological cells [50].
Essentially, the τ -DPP algorithm proceeds as follows. In each of the nv
cells, we use the criteria from [8] to pick how to advance that cell and to
suggest how far we can evolve in time. Namely, we use either the direct SSA,
τ -leaping over non-critical reactions only, or τ -leaping with a critical reaction,
to advance each cell. After this has been computed for all cells, we evolve
by the smallest suggested time, and process each cell given this time and the
chosen algorithm. Lastly, any inter-cell transitions are implemented.
In this summary we have omitted some important nuances of the algorithm.
It is discussed in much more depth in [4,11]. In lieu of presenting this algorithm
in pseudocode, the MATLAB code we used to run our simulations is presented
in appendix B.
1These are transitions where a compartment j in some cell v decreases by 1, and simul-
taneously the same compartment j in a different cell w increases by 1.
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Chapter 3
Spatial Discretisation and Data
Processing Techniques
Following the discussion in the previous chapter concerning general mathemat-
ical details and algorithms, we can now begin to introduce specific components
of our model. We expect the landscape to play a pivotal role in any D. citri
invasion. Indeed, models which consider interactions between the invader and
the relevant habitat have more immediate applications to biosecurity [12, 51].
To incorporate the landscape, we first discretise a region into a regular array
of uniform cells. Secondly, we want to associate to each cell values corre-
sponding to certain features we deem important extrinsic drivers of D. citri
populations. We suppose that some of these features—such as temperature—
are smoothly varying over the region. Since measurements of these quantities
are only available at a scattered collection of weather stations, we use thin
plate splines to predict the temperature across the region. Other important
landscape features—such as the human population density—are interpreted as
piecewise constant functions. We use a 2-dimensional quadrature method to
transfer this information into our discretisation.
3.1 Spatial Discretisation
Data describing the landscape we want to investigate in our model is obtained
as a collection of shapefiles—data structures which store vector coordinates
representing geographical features [15]. We are only interested in land area in
the construction of this model. With respect to the data listed in appendix
A, this means that we include the set of points enclosed by the coastline of
New Zealand, including offshore islands and excluding lakes. The data is then
projected from the WGS84 ellipsoid onto R2 using an appropriate universal
transverse Mercator (UTM) projection. After some optional further trunca-
tions, we obtain a closed and bounded region which we denote Ω ⊂ R2
This region is then discretised as a uniform tiling of regular polygons. We
require that the tiling is uniform and regular so that we can more meaning-
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fully compare certain model parameters. It is well known that such a tiling
must consist of either equilateral triangles, squares or regular hexagons [21].
Of the three, square grids are the most popular in ecological models since they
are easy to work with. However, hexagonal grids have some advantages. For
example, nearest neighbour dispersal1 has a clearer definition on a hexagonal
grid [6]. We opted against using nearest neighbour dispersal kernels in our
model since it is a fairly limited mode of dispersal—our choice of dispersal ker-
nels will be discussed in section 4.5. We did not find any significant difference
between hexagonal and square discretisations with respect to these kernels
in preliminary numerical tests of our model. We decided to use a hexagonal
discretisation anyway—this decision was largely for aesthetic purposes. The
discretisation procedure is summarised in figure 3.1. We call the number of
cells in our discretisation nv, and index the midpoints of each cell as zv ∈ Ω
for v = 1, . . . , nv. In addition, we let Hv refer to the vth hexagon as a subset
of R2.
























Figure 3.1: A polygon corresponding to the Auckland region was obtained
by projecting data from the sources in appendix A onto the universal trans-
verse Mercator (left). That polygon was then discretised into a regular grid of
hexagonal cells (right). Here, each hexagon has an area of 2km2.
3.2 Meteorological Model
As we will see in chapter 4, temperature is one of the most important extrinsic
drivers of D. citri populations. Incorporating spatially heterogeneous and time
varying temperature data into the model should increase its ability to make
1This is a dispersal mode in which an individual can move between two sites if and only
if they are adjacent.
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relevant predictions. Temperature, however, is typically only measured at a set
of locations that is much more diffuse than our discretisation. Some method
of interpolation or regression is required if we are to find how the temperature
varies between sites.
One option is to use thin plate splines—there is a precedent for this in
the literature. Jarvis and Collier demonstrated that thin plate splines were
superior to Voronoi (nearest point) interpolation in predicting phenological
quantities in three insect species [28]. This result is probably unsurprising; a
more interesting comparison would include other predictive methods, including
mesh based polynomial interpolants and various kriging methods. Having said
that, we decided to use thin plate splines.
One year’s worth of daily maximum and minimum temperature measure-
ments were obtained from a total of n weather station over the region Ω. We
then suppose that on any given day the daily midpoint temperatures at each
station were generated from the model:
yi = f(xi) + εi ∀i = 1, . . . , n, (3.1)
where f : R3 → R is smooth and εi are randomly drawn from a normal dis-
tribution. We have chosen f as a map from R3 so that both of the UTM
coordinates and altitude can act as predictors for our model. Altitude was
interpolated linearly from a high resolution dataset (the temperature and al-
titude data we used is tabulated in appendix A).
The following discussion is based on [58]. For each λ ∈ [0,∞), the thin





(g(xi)− yi)2 + λJ(g). (3.2)
Here, χ is the set of smooth functions whose partial derivatives up to total
order 2 are in L2(R3). This can be formalised as a Beppo-Levi space [42]. The

















where ⊕ refers to addition modulo 3. The parameter λ controls the importance
of the roughness penalty. When λ = 0 the penalty term clearly vanishes, and
the spline interpolates each data point. When λ grows towards infinity, the
penalty term dominates. In this limit, the functional in 3.2 approaches a linear
regression problem, since first order polynomials lie in the kernel of J .




‖x− xi‖ . (3.4)
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It turns out that the minimiser to (3.2) can be expressed as linear combination








The coefficients can subsequently be computed from a linear system of equa-
tions [58].
We must be precise when choosing λ, as different values give different
splines. We adopted the popular approach of minimising the leave-one-out
cross validation error.
We index time as l = 1, . . . , D, where D is the length of the year. On each
day l, we define Jl ⊂ {1, . . . , n} to be the set of weather stations at which data
is available. We assume that Jl 6= ∅ for all l = 1, . . . , D. Our observations
change with time, so if a measurement at time l and at station i exists we will
denote it by yi,l.
For all j ∈ Jl let g[j]l (·;λ) : R3 → R be the thin plate spline generated from
the dataset {(xi, yi,l)|i = 1, . . . , n, i 6= j} using the smoothing parameter λ.
The expression we want to minimise is the annual root mean square error [28],


















See figure 3.2 for an example of a plot of the annual root mean square error
E as a function of λ. If λTPS is the value which minimises E, we define the




The first two entries of the vectors z∗v ∈ R3 are the appropriately scaled cen-
troids of the vth cell, while the third entry is the interpolated altitude. While
wind-assisted dispersal is not explored in the results chapter of this thesis, vec-
tor fields can also be interpolated using thin plate splines. We would denote
the two dimensional average wind vector on day tl at cell v by av,l
We remark that the temperature model that we used to produce the results
in sections 5.4 and 5.5 were not generated directly from real observations.
Certainly, we do not have temperature records up to the year 2022 at the time
of writing! For simplicity at this stage of the modelling process, we modelled
the temperature at each weather station j = 1, . . . , n as:







where ai, bi and ci are fitted from historic data. The noise term εi is the i
th
component of the vector εl ∈ Rn, which is drawn from a multivariate Gaussian
with zero mean and whose covariance is computed from historic data.
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Figure 3.2: Plot of the annual root mean square error E as a function of the
smoothing parameter λ. The data used to generate this plot was taken from
23 weather stations in the Auckland and Northland regions of New Zealand
for the year beginning on the first of October 2018. The minimum of E is also
marked, and for this region we select λTPS = 2.46.
3.3 Quadrature of Geographic Features
Smooth interpolation methods fail to capture the inherent roughness of certain
geographical features. Instead, some geospatial data can be best interpreted
as piecewise constant functions which vary over small distances. This arises











where 1citrus is the indicator function for the set of points covered by orchards.
Secondly, let ρ be a function that maps a point x ∈ Ω to the human population






These integrals could be calculated precisely by employing a series of compu-
tational geometry programs. For the sake of simplicity and faster evaluation,
we will estimate these integrals using a family of quadrature rules which apply
to regularly triangulated hexagons. Numerical quadrature over triangulations
is presented in greater generality in [36].
Any given hexagon Hv with a side length of r can be divided into six equi-
lateral triangles meeting at the centroid. We call this the triangulation of order
1. Next, each of these triangles can be further divided into four equilateral
triangles by connecting the midpoints of each side of these triangles. This gives
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us a triangulation of order 2. This process can be repeated indefinitely in or-
der to obtain as fine of a triangulation as we need—see figure 3.3 for a visual
description of this process. In general, it is easy to show that a triangulation
of order n consists of 3
2
· 4n triangles.
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Figure 3.3: Plots showing triangulations of increasing order. Plot (a) is a first
order triangulation, plot (b) is a second order triangulation and so on. The
hexagons have been scaled and shifted with respect to the test problem.
We index the Np nodes of the triangulation as {1, . . . , Np}. On each triangle







The functions nK uniquely specify the triangle K by mapping a number in
{1, 2, 3} to a node in {1, . . . , Np}.
















We obtain our final approximation by summing over all K. Writing this in







1 ·M f . (3.13)
Here, 1 is a row vector of ones of length 3
2
· 4n, and the vector f contains the




and Np columns, and its entries are defined as:
Mij =
{
1 if node j is a corner of triangle i
0 otherwise.
(3.14)
We remark that these quadrature methods are exact for constant functions.
To evaluate their performance over a more varied input, consider the in-
put presented in figure 3.4. This snapshot is representative of the level of
variability we want to capture. Our goal is to approximate the proportion of
the total area which is covered by host material. Figure 3.5 shows that the
estimate of the proportion of host material converges to a value near 0.3, and
the absolute error is less 0.015 when the quadrature is of order 4. We consider
this to be sufficient for our purposes. Finally, examples of the output from our
quadrature techniques are given in figures C.1 and C.2.
3.4 Domestic Citrus Trees and Flush Timing
The host plants of D. citri appear to be limited to members of the Rutacea
family [62]. Moreover, the presence of seasonally available flush is required
for oviposition and nymph development [57]. To model the presence of host
material, we consider both commercial citrus plots and domestic, or ‘back-
yard’, citrus plants. Since the precise locations of New Zealand commercial
citrus plots are unavailable due to privacy considerations, we use the following
method to approximate their distribution:
• A shapefile of pip and stone fruit vegetation was downloaded from Land
Information New Zealand—see appendix A.
• The area of citrus planted in hectares for each local government region
was obtained from Plant and Food research [1].
• For each region, polygons from the shapefile were randomly assigned
until the required number of hectares was reached.
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Figure 3.4: Visual description of the example integration problem from section
3.3. The task is to approximate what proportion of the hexagonal cell is covered
by host material. This particular pattern was taken from our approximation of
the distribution of commercial orchards at a site near Gisborne, over a hexagon
with an area of 2km2.
• The total orchard area within each hexagonal cell of the grid was esti-
mated using hexagonal quadrature.
We assume that the number of backyard plants in a given cell is pro-
portional to the human population of that cell. To do this, we introduce a
parameter ε which could be interpreted as the planted area of domestic citrus
plant per capita. This means that for each cell, the total citrus coverage is
given by:
hv + εPv. (3.15)
The young leaves of citrus plants known as flush is an important driver for
D. citri populations which is not available year-round. For most citrus varieties
in New Zealand, two flushes are typically observed—one in spring and the other
in autumn. Lemons trees have three flushes—one each in spring, summer and
autumn [53]. The relative proportion of lemon trees to other varieties was
taken to be 0.2, as lemons make up 15.5% of citrus planted area and 20.5% of
citrus crop volume in New Zealand [1]. We model the annual flush availability
as a quarter-yearly periodic function F—see figure 3.6.
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Figure 3.5: Value obtained through quadrature as a function of the order of
the triangulation. We see that the coverage h converges to approximately 0.3.
3.5 Introduced Quantities from Chapter 3
To assist the reader, quantities which were introduced in this chapter which
will be important later in this thesis are summarised in the table below.
Name Description:
nv Number of hexagonal cells
zv Vectorised coordinates of midpoints of each hexagonal cell
tl Time index which increases in units of one day
uv,l Daily midpoint temperature in cell v and at time tl
av,l Average wind vector in cell v and at time tl
hv Proportion of each cell covered by commercial citrus orchards
Pv Human population of each cell
ε Domestic citrus proportionality constant
fflush(t) Citrus flush value as a function of time
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Figure 3.6: The yearly flush availability is modelled as a cosine function with
a quarter-year period. The relative height of each peak is determined from the




Having built a spatially inhomogeneous region from geographical data, the
stage is now set to populate this region with D. citri. To this end, we will
build a compartmental model describing the pest’s biology and behaviour. We
model the processes of oviposition, maturation and mortality using parameters
deduced from the literature, and we treat these as first order transitions. Our
model would be incomplete without allowing for interactions between psyllids,
so second order interactions such as mating and competition are included. See
figure 4.1 for an overview of how the life cycle is modelled. Lastly, we model
the dispersal behaviours of D. citri over the landscape.
4.1 Development
The basic features of the life cycle of D. citri are well established in the ento-
mological literature [41,48]. We aim to conform our model to this literature as
much as possible. Eggs hatch into nymphs, and the development from nymphs
to adults can be broken down into five successive stages called instars. Liu
and Tsai have investigated in depth the rates at which these developmental
transitions occur, and found a strong temperature dependence which is typical
of arthropods [38]. In that paper, they found a strong agreement between the
developmental rate and the modified Logan model [35]. This model predicts
that the developmental rate r̃ is maximal at some temperature, and vanishes
above the upper threshold u2. The full expression of this model is:
r̃(u) = exp(p1u)− exp(p1u2 − p2(u2 − u)) + p0 (4.1)
where p0, p1 and p2 are parameters and u2 is also inferred from the model.
The lower threshold u1 is usually inferred using a linear model. We instead
decided to use the so called performance model of development. The model was
first stated by Huey and Stevenson, and was later derived from principles of
biochemistry by Shi et al. [27, 54]. The model allows simultaneous estimation
















Figure 4.1: Flow chart describing how the different classes of D. citri, here
represented using rectangles with rounded corners, are connected via biological
transitions—rectangles with square corners—in our model. Classes in blue are
also subject to mortality, although this is not shown here. Solid lines represent
the movement of individuals, whereas dashed lines indicate that an individual
is involved in a transition but is not itself transformed. To make the model
more realistic, we specify that the class ‘trapped adults’ (indicated by a green
box) is the only class we are able to observe. The remaining components of the
model would be hidden from us. Given the importance of multiple mating for
female reproductive output, mating is modelled as a reversible process. This
is discussed in more detail in the text.
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rate r can be stated as:
r(u) = p0(1− exp(−p1(u− u1)))(1− exp(p2(u− u2))), (4.2)
where p0, p1 and p2 are fitted parameters unrelated to those defined for the
modified Logan model. It should be noted that in both the modified Logan
model and the performance model, negative development rates are replaced
with zero, giving both functions bounded support. These models are con-
trasted in figure 4.2.











Figure 4.2: Comparison between three models for the temperature dependence
of the hatching rate r of D. citri eggs. The R2 values are 0.97 for the linear
model, 0.90 for the modified Logan model and 0.87 for the performance model.
An important problem with this discussion is that the data concerns insects
developing at constant temperatures, while we want to predict the development
rate when temperature varies in time. If u is time dependent, there is evidence
that the deterministic development time tD can be modelled using rate sum-
mation [39]. Based on this method, tD can be expressed as the solution to:∫ tD
0
r(u(t))dt = 1. (4.3)
For convenience, we use the following approximation of this integral to in-
corporate the development rates into our model. On day tl, we calculate the




j=0 uv,l. Subsequently, the develop-
ment rate in cell v and at time tl is calculated as r(ūv,l). This may seem crude,
but we can provide some justification by noting that the performance model
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is approximately equal to some first order polynomial for much of its support.
Indeed, if we take the first order Taylor series for the fitted performance model
in figure 4.2 about the point u = 12, the error theorem tells us that we can
bound the error by 0.008 on the interval [4, 20]. This way, we are approxi-
mately incorporating rate summation when we use the average temperature,













= b+ aūv,l. (4.4)
We decided to use 5 days to calculate the mean as this is a representative
duration of typical D. citri developmental processes. Eggs and nymphs do not
have an associated sex, but fifth instar nymphs can develop into either adult
males or adult females. These two development processes do not occur with
equal probability—we will discuss this in the following section.
4.2 Mortality
All life stages of D. citri can die in our model, and the rate at which this hap-
pens requires consideration. We make a distinction between intrinsic mortality
and competitive mortality. Here, intrinsic mortality refers to the mortality
rate that would be experienced by a psyllid removed from the population—
conditions which we assume are comparable to certain experiments in the
literature. Since we assume that populations cannot increase without bound,
competitive mortality is included as a density dependent effect that increases
as populations grow.
4.2.1 Immature Mortality
To model the intrinsic mortality rate for eggs and nymphs at temperatures
where the development rate is non-zero, we use the temperature dependent
survivorship probabilities estimated by Liu and Tsai [38]. By thinking of
mortality and development as two concurrent processes, the probability that
the development event happens before mortality occurs must agree with the
survivorship probability.
Suppose at some stage of the life cycle and at some fixed temperature, the
survivorship probability is p and the development rate is λ. To calculate the




=⇒ µ = λ1− p
p
, (4.5)
where we have applied lemma 2.4.1. Qualitatively, this has the expected de-
pendence on p.
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So far we have said nothing about what happens outside the interval of
development. If we were to replace λ in the above by r(u) and extrapolate
p, then we would predict the mortality rate to vanish outside of this interval.
The mortality percentage for insects is commonly thought to have a ‘U-shaped’
temperature dependence across the developmental interval, so this would sug-
gest that the mortality rate increases up to the edges of the interval only to
become zero [39]. This seems unlikely. While to our knowledge there has been
no research into the tolerance of D. citri to high temperatures, for the lower
threshold we refer to the cold-hardiness experiments performed by David Hall
et al. [25].
In that experiment, D. citri eggs and nymphs were exposed to short freeze
events for fixed durations. The proportion which had died was then recorded.
To infer mortality rates, suppose that at a given temperature the proportion
of psyllids which die after t days is p. Then by assuming the time until death
is exponentially distributed with rate parameter µ, we get:
p = 1− exp(−µt) =⇒ µ = − ln(1− p)
t
. (4.6)
Lastly, we fit a curve to the points obtained from both the survivorship
argument and the cold-hardiness argument to understand how the mortality
rate changes across a range of temperatures. Unlike development, as far as
we are aware there is no widely applicable model of the temperature depen-
dence of mortality rate in the literature. Thus, we decided to fit these points
using a smoothing spline—see figure 4.3 for an example. To preserve positiv-
ity, we took the logarithm of these points prior to fitting, then returned the
exponential of the smoothing spline.
4.2.2 Adult Longevity
Liu and Tsai found that adult females live longer lives at colder temperatures
[38]. We used a decaying exponential function to model this dependence.
Nava et al. found that adult males have a lifespan which is approximately
30% shorter than that of females, but that the ratio of males in a population
is about 50% [46]. Pande also found evidence that females live longer [48]. To
account for these observations, we hypothesize that the proportion of nymphs
which develop into males must be higher than 50%. To find exactly how much
higher this proportion should be, we consider a system of differential equations.
Let N(t), M(t) and F (t) be functions representing the populations of fifth
instar nymphs, adult males and adult females. We suppose that the rate that
fifth instar nymphs enter the population, k, is constant. The three functions
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Figure 4.3: A smoothing spline was fitted to the immature mortality rate
data from two sources. This figure shows the temperature dependence of the




= k − (λI5 + µI5)N(t), (4.7)
dM
dt
= pλI5N(t)− µMM(t), (4.8)
dF
dt
= (1− p)λI5N(t)− µFF (t), (4.9)
where λI5 is the total development rate of fifth instar nymphs, µI5, µM and
µF are the mortality rates of fifth instar nymphs and adult males and females
respectively. The unknown is p; the proportion of fifth instar nymphs which
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We calculate that p = 10
17
≈ 0.59 by using the fact that that µM = (0.7)−1µF .
Finally, by applying lemma 2.4.1 the rates nymphs develop into males and
females are λI5p and λI5(1− p).
Experimental data Wenninger and Hall supports this conclusion. In that
experiment, a cohort of eggs was generated by placing 300 adult D. citri in a
chamber and removing them three days later. Subsequently, the adult males
and females which later emerged were counted on a daily basis. In total, 229
males and 179 females emerged, giving a total of 408 psyllids.
If the number of males is binomial with n = 408 and with the value for p
given above, then the mean number of males would be 240. As a consequence,
a sample from this distribution outside the interval [230, 250] would be con-
sidered as or more extreme than the data. Because obtaining a sample in the
set [0, 229] ∪ [251, 408] from this binomial occurs with a probability of 0.29,
(i.e. the p-value of the binomial test is 0.29) the data fails to reject the null




To prevent the population of D. citri from growing without bound, we must
introduce a density dependent mortality effect. An important concept in pop-
ulation ecology is the carrying capacity [49]. This is an attempt to quantify the
largest population of some species that an environment can support—usually
denoted K. Readers may be familiar with the logistic growth equation for a









Solutions increase towards K for initial data N(0) ∈ [0, K), whereas solutions
decay towards K whenever N(0) > K. This equation imposes a predetermined
carrying capacity on the model. In contrast, our approach is to model the
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underlying mechanisms which result in density dependence. This can help us
to make hypotheses about how the density dependence might change across
habitats.
Speculatively, competitive mortality could have many causes such as the
build up of waste products or violence amongst adults. Here, we will focus on
competition between nymphs for the limited resource of flush leaves. While
adults feed on young stems and all leaves of the host plants, nymphs only feed
on the young stems and young leaves or flushes [24]. Based on our understand-
ing, this is the most tangible way to incorporate competitive mortality.
This effect is modelled as a second order reaction between all nymphs. The
competitive mortality rate takes the form of equation (2.38) for nymphs within
the same instar classification. Additionally, it takes the form of equation (2.37)
between nymphs of different instars. In either case, we use the same second
order rate constant. We argue that the associated rate parameter should be
inversely proportional to both the number of host plants in the psyllid’s habitat




where ν1 and nu2 are unknown parameters. We include the parameter ν2 to
avoid dividing by zero if either Cv or f(tl) vanish. However, ν2 should remain
small so that the mortality rate of nymphs becomes large in these situations.
4.3 Mating and Oviposition
So far we have discussed the developmental and mortality rates of the imma-
ture and adult classes of D. citri, but our population model remains incomplete
without a description of reproduction. Our description consists of three pro-
cesses.
Firstly, females require multiple mating for sustained reproductive output
over periods longer than nine days [61]. For this reason, we keep track of the
number of both mated and non-mated females, and say that the rate that




Secondly, the temperature dependence of the number of eggs produced
over two days by a mated female can be modelled using a concave quadratic
over the interval [16.0◦C, 41.6◦C] [25]. This quadratic—which we denote g—is
maximal at 29.6◦C. Furthermore, young flush is required for egg laying [57],
so we hypothesize that the oviposition rate must also be proportional to our
flush function f . Taking all of this into account, oviposition is modelled as a
first order reaction in the number of mated females, where the rate constant




Lastly, we need to model mating. This is difficult because we need to
consider the various mechanisms at play. To do this, we must make some
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assumptions; ours are similar to those made by Eizi Kuno [33], namely:
• Males and females occupy a habitat with a finite area,
• Males search for females within the habitat independently of one another,
• The proportion of the total area searched in a day by a male is given by
the parameter a ∈ [0, 1],
• Females are stationary within the habitat
• Each mating event is a Bernoulli trial with success rate b.
• The proportion of area that must be searched to find each female is
independent and identically (uniformly) distributed with support [0, 1].
These are randomised after each mating event, successful or not
These assumptions are not perfect. Indeed female D. citri probably ag-
gregate around host plants rather than being uniformly distributed. That
way, males who find one female are likely to find more, which can break the
independence assumption. We have neglected daily variation in the mating
rate—certainly, D. citri appear to mate almost exclusively during the day-
time [60]. It is not straightforward to incorporate these details. The following
construction should therefore be considered as a simplification of a more com-
plex process.
We begin by supposing that a single male is searching for a mate across
the habitat. After one day of searching, the proportion of the habitat’s area
covered by the searching male is simply a. On the second day, the proportion
he searches is also a, but a of that was covered on the first day. Thus after
two days of searching the proportion of area he has covered is a+ a(1− a). If
he continues searching for t days (where t is a non-negative integer) then the
total area he has covered is:
A(t) = a+ a(1− a) + a(1− a)2 + · · ·+ a(1− a)t−1, (4.16)
which follows from an inductive argument. This is just the partial sum of the
first t terms of a geometric series, so we can simplify it to get:
A(t) = 1− (1− a)t. (4.17)
It is easy to extend this formula. If instead M ∈ N males are searching for a
mate, the area they cover in one day must by independence be the same as
the area one male covers in M days. Extending this geometrically, in t days
the proportion that they search in t days is:
AM(t) = 1− (1− a)Mt. (4.18)
Next, we consider M males to searching for a period of t days, where t is
now any non-negative real number. We do not need to modify (4.18), since as
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a function of t it already has all the properties that we would like. Namely, it
is consistent with the above formulation for non-negative integers, smooth and
monotone increasing. We would now like to know how the number of females
plays into this, which requires the following lemma.
Lemma 4.3.1. Let X1, . . . , Xn be a collection of independent and identically
distributed uniform random variables on the interval [a, b], where a < b. Then
if we define the random variable Y := min{Xi : i = 1, . . . , n}, then Y has the
cumulative distribution function:






Proof. We compute the tail of the distribution of Y :
P(Y > y) = P(min{Xi : i = 1, . . . , n} > y) (4.20)

















Thus the cumulative distribution of Y has the required form.
We now consider how the amount of time before a male finds a female is
distributed—let this time be given by the random variable T . We previously
assumed that the proportions of the area that must be searched to find each
female are uniformly distributed. Therefore, suppose that for F non-mated
females these proportions are a1, . . . , aF . By using lemma 4.3.1 we have:
P(T ≤ t) = P(min{a1, . . . , aF} ≤ A(Mt)) (4.25)
= 1− (1− A(Mt))F (4.26)
= 1− (1− (1− (1− a)Mt))F (4.27)
= 1− (1− a)MFt. (4.28)
This is equivalent to an exponential distribution function with rate parameter
−MF ln(1− a).
We also want to consider how often mating will be successful. Male and
female psyllids reach reproductive maturity 2–3 days after they become mor-
phological adults, and mating does not tend to produce eggs before this age.
Mating success can also be affected by copulation duration [60]. Since copula-
tion takes place on tender shoots, the mating success parameter b could vary
seasonally as the host plant changes. To proceed we need the following lemma.
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Lemma 4.3.2. Let K be a geometric random variable with parameter p ∈
(0, 1]. For all k ∈ N, let Tk be a collection of Erlang random variables with
rate parameter λ and shape parameter k + 1. Then if T is a random variable
satisfying:
P(T ≤ t) =
∞∑
k=0
P(K = k, Tk ≤ t), (4.29)
then T is exponentially distributed with rate parameter λp.
Proof. We calculate:
P(T ≤ t) =
∞∑
k=0













































= peλt(1− p)k, (4.32)
and that the series
∑∞
k=0 pe
λt(1 − p)k is absolutely convergent. Therefore, by
using the comparison test, equation 4.30 also converges absolutely, and we can
safely rearrange the terms. One rearrangement gives:





































= 1− e−λteλt(1−p) (4.37)
= 1− e−λpt, (4.38)
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where we have applied the formula for the partial sum of a geometric series.
As was required, the last equation is the cumulative distribution function of
the exponential distribution with the required rate parameter.
Following an unsuccessful mating, the number of non-mated females is un-
changed. The positions of the females is then randomised, and the males must
continue searching from zero. The time required for k successful searches is
Erlang distributed with shape k and rate −MF ln(1 − a). Thus by applying
lemma 4.3.2, the time until the first successful mating is exponentially dis-
tributed with rate parameter η := −b ln(1 − a). This model of mating can
therefore be included in a compartmental Markov jump process, where the
rate non-mated females become mated is a second order transition with rate
parameter η. Note that we have ignored any time dependence in b.
4.4 Trapping
The population of wild D. citri populations can never be known exactly. Re-
searchers who wish to estimate nearby psyllid populations have limited means
at their disposal. One possibility is the use of yellow sticky card traps, which
have received significant attention in the literature [16,22,23]. D. citri adults
are attracted to these traps, and the number of trapped individuals can be
counted at regular intervals. While in principle we can always know the strat-
ified population in every cell and at ever time in our model, it is useful to
presume ignorance to these in order to compare outputs with data.
We model the process of trapping as first order transitions for males, non-
mated females and mated females. The trapped psyllid compartment contains
no information about sex or mated state. In [23], the difference in trap counts
between males and females was not found to be significant, so we assume that
the detection rate constant dv is the same for the three groups. In section
5.5, we assume that traps will only be placed in commercial citrus orchards or
suburban areas with high populations. Thus, we set:
dv =
{
d if hv > 0 or if Pv > 5000
0 otherwise.
(4.39)
It is easy to make the sites where dv is non zero conform to any given data
set. We remark that solar radiation, air temperature and the number of traps
per tree each had an effect on the number of captures in [22], but we did not
explore these effects further.
4.5 Dispersal Effects
To model the dispersal of D. citri across the defined region, we must define how
psyllids move between the cells of our discretisation. Specifically, we aim to
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define the propensity by which an psyllid inhabiting a particular site jumps to
a different site. While early instar ACP are ‘docile’, older nymphs and adults
are more mobile [24, 55]. For simplicity, we assume that only adults disperse.
We consider two dispersal mechanisms: natural dispersal and human mediated
dispersal.
4.5.1 Natural Dispersal
Natural dispersal is the way a population spreads in the absence of human
activity. We used a natural dispersal kernel that allows transitions between all
possible grid points within a given region. On day tl, this kernel is the nv×nv
matrix KNaturall with zeros on the diagonal. An off-diagonal entry (K
Natural
l )vw
is the propensity that a psyllid in cell v moves to cell w.
The propensity of these transitions should decay as the distance between
two sites increases. We model this decay as an exponential function, although
inverse power law decay kernels are also commonly used [9, 47].
There is disagreement in the literature as to whether the wind plays a
role in the dispersal of D. citri [24]. Although Lewis-Rosenblum et al. [37]
found the wind direction to be uncorrelated with the recapture location of
psyllids in artificial release experiments, Kobori et al. did find evidence that
psyllids moved with the wind [31]. We allow for the possibility of wind-assisted
dispersal by making a modification to the distance term. The off-diagonal
entries of KNaturall are of the form:
(KNaturall )vw ∝ exp(−γ1 ‖zv + ξav,l − zw‖) ∀v 6= w, (4.40)
where γ1 > 0 is the decay parameter, and ξ ≥ 0 determines the importance of
wind assisted dispersal. We use proportionality rather than equality in (4.40)
so that we can normalise the dispersal kernel later without having to redefine
any terms.
4.5.2 Human Mediated Dispersal
We also consider the effects of the human population on the dispersal processes
of D. citri. Human mediated dispersal has been critical in the introduction
of a range of invasive insect species globally, and the underlying mechanisms
can be categorised into three pathways: contamination, hitch-hiking and har-
vesting [19]. The contamination pathway is defined as the transport of a com-
modity infested by insects, the hitch-hiking pathway as the active attachment
by insects to vehicles, and the harvesting pathway as the intentional capture
of insects and their subsequent escape or release. It is not obvious how this
third pathway should be included in our model, so we will only consider the
first two. It seems perfectly reasonable that a psyllid could by chance become
trapped in a car or truck, or be transported unwittingly with plant material
to or from a nursery.
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To incorporate human mediated dispersal, we use a population based grav-
ity model. In essence, this means that the propensity that D. citri adults
are transported from one cell to another is proportional to the product of the
human populations of the two cells, divided by the distance between the cells
raised to some power. This is somewhat analogous to Newtonian gravity and
has been used by several authors to model this phenomenon in a range of dif-
ferent species [7,10]. The off diagonal entries of the human mediated dispersal




∀v 6= w. (4.41)
The exponent γ2 ≥ 0 determines how rapidly this effect decays with distance.
The coefficients of proportionality for these two modes are determined so
that the maximum row sum of the matrices KNatural and KGravity are equal.
This way, the relative importance of these two modes can be compared. We





4.6 Revisiting Markov Jump Processes
The model we have described has the potential to violate the assumptions
made in chapter 2 in two aspects. We will address these concerns now.
Firstly, we assumed that the state space was finite, which would hold if
we could bound the population of each class of psyllid by a large number
L. This should always be true provided the rate constant for competitive
mortality is non-zero. To see this, let n be the number of adult D. citri
occupying some cell under good conditions. Then the number of eggs entering
the population will essentially be be proportional to n, as will the number
of nymphs. However, since competitive mortality was modelled as a second
order reaction, the propensity of competitive mortality will increase like n2.
By considering equation (2.9), we see that mortality will dominate for large
n. Specifically, the probability that the next transition is the mortality of a
nymph in one of the instar compartments will approach 1 for large n. Thus,
we should always be able to find a (possibly very large) L to bound the size of
each compartment.
Secondly, in chapter 2 we specified that the propensities would only depend
on the state and not explicitly on the time of the system. However, many of
the propensities we have introduced depend on either temperature, wind or the
flush value, all of which vary in time. Our solution is to treat these quantities
as being piecewise constant between integer days. This means that beginning
at a time tl, we simulate our model as a Markov jump process with constant
rate parameters up until time tl+1. The rate parameters can then be updated
before simulating over the period [tl+1, tl+2). Algorithmically, this means that
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we impose that the the jump or leap duration τ can not exceed dte − t, and
the rate parameters are updated when dte = t.
4.7 Introduced Quantities from Chapter 4
As before, quantities introduced in this chapter which will be important later
in this thesis are summarised in the table below.
Name Description:
ν1, ν2 The competitive mortality rate parameters
η The mating rate parameter
d The trapping rate
α The normalised natural dispersal rate
β The normalised human-mediated dispersal rate
γ1 The rate that natural dispersal decays with distance
γ2 The rate that the population gravity effect decays with distance




It is impossible to assess how well our model predicts an invasion of D. citri
without an appropriate dataset. This would ideally be a list of the number
of trapped psyllids indexed by date and location, recorded over several years
and on a large geographical region. For reasons outside of our control, we
were unable to obtain access to such a dataset. Nevertheless, we still want
to show the range of possible outcomes that our model can predict. More
importantly, given some data, we need to be able to find parameters that can
reproduce it to a good degree. This should demonstrate that if we were to get
access to data from an historical invasion of D. citri, we could use that data to
infer parameters for our model. Subsequently, those parameters could be used
to make predictions about a future D. citri invasion on previously unaffected
regions, or be used in the simulation studies of any proposed control measures.
We will now present our plan for this chapter. First, we briefly introduce
the parameter estimation techniques that we used, namely response surface
optimisation and bootstrapping. Second, we use a small dataset from the
literature to test the performance of our model for the development rate of
immature psyllids. This illustrates an inherent problem with exponentially
distributed waiting times, and we discuss possible solutions. Next, we simulate
data for a non-spatial population process with fixed parameters, which we then
use to re-estimate those parameters. Finally, we repeat this process for an
invasion event over an urban landscape.
5.1 Optimisation Procedure
Suppose a model has p unknown parameters which we want to estimate. Let
X be a vector space equipped with the metric d, and define E ⊂ Rp to be the
feasible set of parameters. The data is some element y ∈ X, and for every
θ ∈ E we can obtain ns simulations si(θ) ∈ X using the model, where ns is
fixed and i = 1, . . . , ns. Because simulations are stochastic, ns will need to be









We remark that µ is also stochastic, but converges towards a deterministic
function of θ by the law of large numbers as ns →∞. For our parameter esti-
mation, we define the objective function J : E → R as the squared difference
to the mean:
J(θ) = d(y, µ(θ))2. (5.2)




To estimate the solution to this optimisation problem, we decided to use a
response surface method1. These are a family of methods which fit a hyper-
surface through values of the objective function evaluated on a set of points,
then find the global optimum of the surface. Our method is as follows:
1. Define a uniform grid of points ϑw ∈ E for w = 1, . . . ,W .
2. At each of these points, compute J(ϑw).
3. Using a predetermined tolerance, fit a smoothing spline using the MAT-
LAB function spaps through the points (ϑw, J(ϑw)) ∈ E×R. We denote
this surface f : E → R.




which is an estimate for (5.3). This optimisation is computed numeri-
cally over the feasible set E using the MATLAB constrained optimiser
fmincon.
Our procedure is more simple than those popular in the literature [26, 29].
While we optimise the surface after step 3, a common approach is to itera-
tively calculate the objective function at points where it is likely that it is
lower than the current minimum. These points are usually determined using
a so called expected improvement function. Despite this, we were still able
to get good results. Although this method was described with respect to an
arbitrary metric space, the choice of metric is clearly important for obtaining
good estimates. From now on, X will be a space of real valued vectors or
matrices, and we will always use some variation of the Euclidean distance.
1Other sources refer to these as simulation metamodels.
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Our optimisation approach is efficient because after we have found θ̂0, the
values µ(ϑw) can be reused to estimate parameters for some other data ỹ ∈ X.
Iterative methods which approximate the derivative of J—including stochastic
gradient descent and simultaneous perturbation stochastic approximation—
could probably estimate θ̂0 just as well. However, these methods compute µ
over a sequence of points which is specific to the choice of data y. This means
these computations cannot be reused in a straightforward way for parameter
estimation from ỹ. This aspect makes our method useful for implementing
bootstrapping, which we will discuss next.
5.2 An Overview of Bootstrap Confidence In-
tervals
So far we have described how to obtain a point estimate for our parameters
that we denoted θ̂0 given some data y. However, y is not some determin-
istic outcome, but the realisation of a random process. We can think of y
as being drawn from some unknown distribution Fθ over X, where θ is the
unknown ‘true’ parameter. Since different values of y can give different pa-
rameter estimates, the uncertainty in θ̂0 depends on Fθ. An understanding of
this distribution can help to quantify the error in our estimate.
The problem is that in most cases Fθ is unknown. The bootstrap principle
[14] argues that the next best thing we can do is to simulate data from our
model using the point estimate θ̂0. This can be thought of sampling from Fθ̂0 .
Let B ∈ N be some large number and simulate y1, . . . , yB ∈ X from our
stochastic model with θ̂0. We will use these to approximate Fθ̂0 . For each
b = 1, . . . , B, we can use our optimisation procedure to find which parameter
θ̂b ∈ E best explains yb. Lastly, we can use quantiles on the set θ̂1, . . . , θ̂B
to derive a confidence region for our point estimate θ̂0. The meaning of this
confidence region is that it either contains θ, something very unlikely happened,
or our model is wrong. We summarise the bootstrap procedure in figure 5.1.
5.3 A Comparison with Cohort Development
Data
As a simple test of our model, we will compare it with cohort development data
recorded by Erik Wenninger and David Hall [60]. This data was previously
discussed in section 4.2.2. Here, instead of just looking at the total number of
males and females which emerged, we will also consider when they emerged.
In that experiment, Wenninger and Hall placed 300 adults in a small cage,
and removed them three days later. We assume that the number of females
in this group was binomially distributed with p = 0.5. Given the size of the











Figure 5.1: A schematic of the bootstrap procedure used in this thesis. The
method takes the data y as an input, which may or may not be simulated from
the model using some parameter θ. The data y is then used to estimate the
best parameter θ̂0. The parent distribution of y is then approximated by the
bootstrap principle from B simulations y1, . . . , yB ∈ X from our model using
θ̂0. We can in turn approximate the distribution of θ̂0 by inputting each yb into
our optimisation procedure. Finally, this can be used to estimate a confidence
region for θ̂0.
days—refer to the argument in section 4.3 and consider the limit as a → 1.
We also assume that flush was abundant throughout the experiment, hence we
set ν1 = 0 and replace the function fflush with the constant 1. The duration of
the experiment was 39 days.
The data from this experiment takes some value y ∈ X, where X is the
space of real valued 2 × 39 matrices. The first row of y is the number of
male psyllids which emerged each day; the second row is the number of female
psyllids which emerged each day. We use the element-wise Euclidean metric









∀y, ỹ ∈ X. (5.5)
Because we have ignored density dependent mortality, all of the intermediate
steps between oviposition and development into adults were determined using
parameters from the literature. As these parameters depend on the temper-
ature, the only unknown with respect to our model is the temperature. We
assume that the unknown temperature was fixed for the duration of the ex-
periment. Our goal is now to estimate this value using the techniques in the
previous two sections.
Since this problem is relatively manageable, µ can be computed quickly.
That means we can compute J over a fine grid, so there is no need for response
surface methods. We define the feasible set E to be the interval [16, 20]. The
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objective function J as a function of temperature is then plotted in figure 5.2.
We find that the objective function J is minimised for u = 17.71◦C.












Figure 5.2: Plot of the natural logarithm of the objective function J against
temperature. This is in regards to the problem of estimating the temperature
from cohort development data.
The next step is to approximate the distribution of possible outcomes from
the experiment by using simulations from our model. We take 1000 bootstrap
samples y1, . . . , y1000. We obtain temperature estimates from each sample as
u1, . . . , u1000. Lastly, by using the quantiles of these estimates, we state that
[17.67, 17.75] is a 95% confidence interval for the point estimate.
These statements do not tell the whole story. Indeed, as we remarked in
section 5.2, we also need to consider the case that the model might be wrong.
To visualise the bootstrap distribution, we project the 78 dimensional samples
y1, . . . , y1000 onto their first and second principal components. This is plotted
in figure 5.3. The original data y appears to be an outlier with respect to these
axes.
As a second test, in figure 5.4 we plot the mean of the bootstrap samples
against time; this seems to illustrate the problem. While Wenninger and Hall
observed the first emergence of an adult on the 17th day, our model assigns
a non-negligible probability to faster development times. To investigate this
further, we tabulated the first day an adult of either sex emerged in each of
our bootstrap simulations. We found that this value had a mean of 6.5 and
a standard deviation of 1.2. Hence our model is not a good predictor for the
development times.
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Figure 5.3: Bootstrap samples obtained from the point estimate θ̂0 are pro-
jected onto their first two principal components. The projected data has been
centred at the mean and scaled by the standard deviation.
To improve the predictions, a simplistic approach would be to treat de-
velopment either deterministically or as a discrete time stochastic process.
This would have to take place outside of the Markov jump process, and we
would have to make a number of assumptions to make these two compartments
compatible—we found this approach to be unsatisfying.
A more nuanced alternative, which is popular in the epidemiological litera-
ture, is to modify the number of intermediate compartments between egg and
adult in order to tune the distribution of the overall development time [13,30].
To understand this adjustment, note that this problem ultimately stems
from the fact that exponential distributions have a single parameter λ, which
uniquely determines the mean and variance to be λ−1 and λ−2 respectively.
This adjustment introduces k intermediate compartments and supposes that
the time for individuals to progress through each compartment is exponentially
distributed with parameter kλ. It is well known that the sum of these times is
Erlang distributed with the same mean as the original exponential distribution,
but the variance becomes 1
kλ2
. This way, by increasing k, we can reduce the
variance of the overall transition as much as we like.
Recall that we currently include six compartments from eggs to adults,
namely eggs themselves and the five instars. By using Wenninger and Hall’s
data, we estimate that the optimal number of compartments would be around
26—the details are not shown here. Ultimately, we decided not to add addi-
tional compartments to our model for two reasons. First, while instars are a
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Figure 5.4: The mean of the bootstrap simulations is plotted against time.
meaningful way to classify insects, these artificial compartments would have
no meaning outside our model. This is important if we want to present our
model to an interdisciplinary audience. Second, each increase to the number
of compartments increases the amount of computer time per simulation.
5.4 Parameter Estimates for the Population
Model
We could at this stage continue to compare our model to data from the lit-
erature. In particular, the papers [16, 23]—which were mentioned in section
4.4—contain time series of detections at a selection of infested orchards and
groves. It would be interesting to try to estimate the mating rate, trapping
rate, and the density dependent mortality parameters from this data. How-
ever, these experiments were not well contained spatially, which would make it
difficult to distinguish between mortality and emigration. Furthermore, some
of these parameters are likely to depend on the area of the cells of our dis-
cretisation. For example, this was a key part of our construction of the second
order mating rate in section 4.3.
To simplify matters, we will instead analyse the population model by at-
tempting to estimate the mating rate η and the mortality parameter ν1 from
data generated from our model. We conduct a numerical experiment in one cell
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with h1 = 1 and P1 = 0. We simulated temperature data from measurements
taken near Gisborne, New Zealand using the model (3.8). Our experiment
begins on the first of January 2018 when a population of 10 adults is released.
The probability that each adult is male is 0.5 and the simulation begins with all
of the females non-mated. The experiment has a duration of 48 × 30 = 1440
days, and the number of detected psyllids are reported every 30 days. Our
simulations will therefore take values in X = R48, where each entry contains
the number of psyllids that were trapped during the preceding 30 day period.
We will use the Euclidean metric on X to define our objective function.
We fix d = 0.005 and ν2 = 5×10−3. Note that dispersal is clearly irrelevant
to this experiment; the model only has one cell so there is nowhere for psyllids












With these values, we simulate a data vector y ∈ X. This is displayed in
figure 5.5. Surprisingly, we see that the simulated number of trapped psyl-
lids is maximal in winter, while there is agreement in the literature that this
number should peak in spring and summer [16, 23]. Currently, the number
of detections is proportional to the population of adults, which should peak
after the autumn flush. This explains the timing of the peak detections in
the simulated data. Our model could be improved by making the detection
parameter d proportional to temperature or solar radiation; this was observed
by David Hall [22].
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Figure 5.5: Plot of the simulated data y against time. We will use this data
to infer the population parameters η and ν1.
Next, we suppose that we want to estimate η and ν1 from y assuming
that everything else is known. We take the feasible set E to be the Cartesian
product [0, 0.04] × [2 × 10−5, 2 × 10−4]. We compute the simulation means
µ over a 11 × 10 grid and with the number of simulations ns = 100. Then
by using a smoothing spline response surface, we obtain the following point







Plots relevant to this estimation procedure are given in figure 5.6.
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Figure 5.6: Plot (a) shows the contour plot of the log of the objective function
over the feasible set. The original parameter θ and the global minimum of the
constrained problem, θ̂0, are also marked. Plot (b) shows the smoothing spline
fitted to the values of the objective function with normalised coordinates. This
is the function that we actually minimise.
By using our point estimate, we will now apply the bootstrap principle to
approximate the distribution from which y was drawn—see figure 5.7. Inter-
estingly, we observe that the samples form three main clusters on X, which
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is indicative of some divergent behaviour. To investigate this further, plots of
the means of each cluster against time are given in figure 5.8. We interpret
the qualitative meaning of the different clusters as follows:
• Cluster 1 contains outcomes where the population of D. citri survives
for two years before becoming locally extinct,
• Cluster 2 contains outcomes where the population dies out over the first
winter,
• Cluster 3 contains outcomes where the population survives the duration
of the experiment. This is by far the dominant outcome.
Some of the simulations belonging to cluster 2 can probably be attributed to
highly skewed initial sex ratios, since the initial distribution of males and fe-
males was binomial. We did not observe any simulations where the populations
became locally extinct after either one or three years.












Figure 5.7: Data vectors obtained from 1000 bootstrap simulations from the
point estimate θ̂0 are projected onto their first two principal components. The
projected data has been centred and scaled by the standard deviation. The
clusters were separated by using the MATLAB hierarchical clustering algo-
rithm clusterdata.
Finally, we will use our bootstrap samples to find confidence intervals for
our point estimate θ̂0. The parameter estimates for each of our bootstrap
samples were found using the response surface method and plotted over the
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Figure 5.8: Plot of the mean monthly detections of simulations in cluster 1
and cluster 2 against time.
feasible set E in figure 5.9. Since each cluster contains data with similar
outcomes, we expect some of that structure to be preserved by the parameter
estimation process. This is what we see. With 95% confidence, we report that:
η ∈ [0.009, 0.033] and ν1 ∈ [0.85× 10−4, 1.15× 10−4]. (5.8)
This confidence region only contains estimates obtained from simulations in
cluster 3.
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Figure 5.9: Parameter estimates for each of the bootstrap simulations. As
before, we have also marked the original parameter θ and the global minimum
of the constrained problem, θ̂0.
5.5 Dispersal Parameter Estimation
We will now consider the spatial component of our model. Our approach
here will be very similar to that in the previous section, except now there
are multiple cells and the dispersal kernel becomes important. We suppose
that 300 adult psyllids are released in central Auckland on the first of January
2018. As before, their sex is determined randomly. We assume that yellow
sticky card traps are set up in accordance with equation (4.39). Using the
region and hexagonal discretisation in figure 3.1, there are a total of 148 sites
where collect data is collected. As before, we take measurements every 30 days
for 1440 days. Thus, we define our space X to be the set of 148×48 real valued
matrices and use the element-wise Euclidean metric.
We will now list the fixed parameters in this simulation study. We set
the mating rate η to be 0.03, and the trapping rate to be 0.005. The density
dependent mortality parameters ν1 and ν2 are fixed as 1× 10−4 and 5× 10−3
respectively. We picked a decay rate for natural dispersal so that the size
of these jumps is of the order of magnitude we expect from mark-recapture
experiments [37]. Specifically, γ1 = 2.5 × 10−3. The decay rate for human
mediated dispersal, γ2, was chosen to be
1
2
. We ignore the possibility of wind-
assisted dispersal by setting ξ = 0.
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Recall that α is the rate parameter for natural dispersal and β is the rate
parameter for human mediated dispersal. With this information we generate
a simulation y—this is presented in figures C.3 to C.6. In these figures, we
observe that D. citri initially becomes widespread, before nearly dying out
towards the end of the simulation. In fact, only 2 psyllids were trapped over
the last 180 days of this simulation.
We now task ourselves with estimating α and β from y. We take our feasible
set E to be the region [0, 0.02]× [0, 0.01], and compute the sample means with
ns = 100 on a 6× 11 grid over E. Thus, we calculate the objective function J
at each of these points, which gives us the contour plot in figure 5.10. In that
figure, we also show the smoothing spline response surface used to estimate θ̂0.
































Figure 5.10: Plot (a) shows the contour plot of the log of the objective function
over the feasible set. We have marked the original parameter θ and the global
minimum of the constrained problem, θ̂0. Plot(b) shows the smoothing spline
response surface which was minimised to find θ̂0. As before, the coordinates
for the spline were normalised.
As before, we want to use this point estimate to approximate the distri-
bution that y was drawn from by the bootstrap principle. Thus, we simulate
1000 invasions using θ̂0. These simulations are plotted against their principal
components in figure 5.11. Despite there not being any visible clustering in
this figure, we still would like to investigate the trends at play. Motivated by
the fact that the intensity of the invasion in our simulation y decreases in time,
the color points in figure 5.11 is graded by the total number of trapped psyllids
over the final 180 days of each simulation.
Observe that there are a low number of detections over the last 180 days
for a majority of the bootstrap simulations. We speculate that this is because
the propensity for dispersal is too high, and as a result individuals become too
scattered to reproduce optimally. This is analogous to stochastic fadeout in
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epidemiological models [30]. Thus, the parameters we have chosen probably
do not represent a worst case scenario, and an area for future research could
be to investigate which parameters lead to the worst invasions.






















Figure 5.11: Data arrays obtained from 1000 bootstrap simulations using the
point estimate θ̂0 are projected onto their first two principal components. The
projected data is centred and scaled by the standard deviation. The color scale
of the points represents the total number of trapped psyllids over the final 180
days of each simulation. The projection of the original data y is also marked.
Lastly, we compute the parameter estimate from each of the bootstrap sim-
ulations, which are plotted in figure 5.5. This time the bootstrap parameter
estimates are scattered across the parameter space. A confidence region would
exclude parameters with α < 0.07, but offer no refinement for β. This indicates
that there could be issues with inferring these parameters from the simulated
data. Since many of the estimates lie on the boundary of the feasible set, we
have likely been unnecessarily restrictive in our definition of E. More fun-
damentally, we introduced human mediated dispersal largely as a mechanism
for dispersal between cities, rather than within a city. Since this experiment
contains only one city, the effects of the two dispersal modes are likely to be
less distinguishable. Increasing the size of our region could make it easier to
separate the effect of α and β.
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Figure 5.12: Scatter plot of the parameter estimates obtained from the boot-






In this thesis we have attempted to construct a spatio-temporal model of a
D. citri invasion. The model has the potential to be a useful biosecurity tool
which can help the citrus industry to plan for the threat of Huanglongbing.
Although our model is not yet application-ready, the work presented here is
an important step in the modelling process.
In chapter 2, we built up some of the theoretical foundations, in particu-
lar looking at Markov jump processes. By assuming a finite state space, we
showed some mathematical results which eventually led to us obtaining the
Kolmogorov forward equation. This was too abstract for direct application,
thus we introduced compartmental models, which formed the backbone of our
modelling efforts. We also discussed Monte Carlo algorithms for approximating
solutions to the forward equation.
In chapter 3 we tied in a range of important extrinsic factors which could
be decisive—one way or another—in an invasion of D. citri. We defined a
spatial discretisation in order to represent the geographic region of interest.
Subsequently, we introduced thin plate splines as a method for interpolating
temperature as well as a two-dimensional quadrature technique. Lastly, we
briefly discussed how we modelled the host plant’s distribution and seasonality.
Chapter 4 was where we actually constructed our model. This included
all of the processes that we thought would be important, including hatching
and development of nymphs, mortality, and reproduction. We also included
trapping to enable the connection between actual field data and model outputs.
We included a multi-parameter dispersal kernel which captures the movement
patterns of D. citri, specifically, natural and human-mediated dispersal.
In chapter 5, we briefly examined some parameter estimation techniques,
before turning to three simulation studies. The first was based on real data,
and uncovered some issues with the way we modelled the development of im-
mature psyllids. In the next two studies, we used simulated data in order to
explore some of the complexity of our model. The second simulation study
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focused on estimating two unknown population parameters, which led us to
investigate the clustering of different outcomes. We looked into two of the key
dispersal parameters in the third simulation study. In particular, we looked
at the stochastic fadeout of invading populations, which had implications for
worst case scenario predictions.
6.2 Contributions, Limitations and Future
Work
In addition to being the first spatio-temporal model for D. citri invasion, we
will make a brief mention of some other things we did that were novel. While
the sex ratio of D. citri has been well known for some time [46], we do not
know of any prior investigation into the underlying dynamics. In section 4.2.2,
we were able to give support for the theory that the longer lifespans of females
is counteracted by more males emerging from the immature stages, so that
overall, males and females are found in equal numbers.
Secondly, we think that ours is the first application of the τ -DPP algo-
rithm to a real ecological system. While Besozzi et al. [5] applied the model to
Lotka-Volterra dynamics on certain networks, their focus was more theoreti-
cal. Most modellers interested in invasive species use discrete time stochastic
models, which can be simulated much faster at the expense of perhaps being
less realistic at a fundamental level. It will be interesting to observe trends in
the field as more powerful computers become increasingly available.
Ultimately, it is difficult to assess how accurate the predictions of the model
are without being able to compare it to a matching dataset. In particular, we
wanted to use data from the invasion of D. citri in California. Despite our
efforts we were unable to obtain access to this data, although we hope this will
change in the future. Until then, the best we can do is to predict realistic worst
case scenario outcomes. In this regard, some of the literature on trapping and
dispersal which we discussed in sections 4.4 and 4.5 may be informative.
We predict that future problems will arise when estimating a larger num-
ber of parameters from real data. The data will likely have been collected
in the presence of control measures, which would need to be mirrored within
the model. As we saw in section 5.5, the data can be highly variable, which
can lead to difficulties in quantifying the uncertainties in parameter estimates.
From a statistical perspective, Bayesian methods such as approximate Bayesian
computing could be applied here, but this will likely introduce additional com-
plexity to what is already a computationally strenuous task.
Some parts of our model could use further development. We have provided
no distinction between suburban areas and intensely developed districts with
regards to domestic citrus trees—there is likely to be more structure here.
We argued in section 5.4 that incorporating temperature dependence into the
trapping rate is likely to lead to better predictions of the timings of annual de-
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tection peaks. As we discussed in section 5.3, adding additional compartments
between eggs and adults may make predictions for the development times more
accurate. While wind-assisted dispersal was included in the model, we have
not yet investigated its effect in simulation studies.
The model we have presented here can therefore be viewed as a foundation,







































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































% theta is the parameter vector
% KN is the normalised natural dispersal kernel matrix
% KG is the human mediated dispersal kernel matrix
% host is the vector of the commercial citrus coverage of each cell
% Pop is the array of the human population
% U_array is the temperature at each of the weather stations on each day
% Uavg_array is the 5-day average temperature at each weatherstation
% P is the UTM coordinates of the centroid of each cell
% P_stat is the UTM coordinates of each weather station
% U_discrete is a list of temperatures
% Lambda_T and Mu_T are the development and mortality rates pre-calculated
% at each of the temperatures in U_discrete
% Lambda_TPS is the optimised roughness parameter for the thin plate spline
% Boolean array true for cells that are being monitored
ID = or(host>0,Pop>5000);
% Extracting parameters from theta
eta1 = theta(1); % Mating rate
d = theta(2)*double(ID)’; % Detection coefficient
nu1 = theta(3); % Density dependent mortality parameters
nu2 = theta(4);
alpha = theta(5); % Natural dispersal parameter
beta = theta(6); % Human mediated dispersal parameter
ep = theta(7); % Importance of domestic citrus plants
num_adults = theta(8); % Used for initial state of the system
j0 = theta(9); % Index of the site where the invasion begins
% Established parameters
eta2 = 1/9; % Rate mated females become non-mated
% Combined commercial and domestic coverage
C = zeros(size(host));





K = alpha*KN+beta*KG; % Combined dispersal kernel
nv = size(K,1); % Number of cells
IV=1:nv; % Cells index
sK=full(sum(K,2))’; % Row sums of dispersal kernel
Tmax = size(U_array,2)-1; % Ending time of simulation


















V2 = V.^2; % Element-wise square of stoichiometry matrix
M = size(V,2); % Number of reaction channels
% tau-leaping parameters
epsilon = 0.03; % Bound for relative change in propensities





% Preallocating output array
s = zeros(sum(ID),floor(Tmax/30));
t = 0; % Starting time for simulation
flag1 = ones(1,nv); % Categorical array of the algorithm in each
% cell. 1:exact SSA 2:tau-leaping and 1
% critical reaction, 3:tau-leaping only
tau = zeros(nv,1); %initialising time stepping vector
A = zeros(M,nv); % Preallocating propensity array
A0 = zeros(1,nv); % Column sums of propensity array
isCritical = false(M,nv); % Boolean array, true for critical reactions




if t==floor(t) % Checks if t is an integer
if mod(floor(t),30)==0 && t>0 % If the ’month’ is an integer,
s(:,floor(t)/30) = x(10,ID)’; % detected psyllid counts are
x(10,:)=0; % stored in s then set to zero.
end
% Termination criteria
if t>=Tmax || sum(sum(x(1:9,:)))==0
break
end
% Boolean array determining which propensities need to be
% recalculated
flag2 = sum(x(1:9,:))>0;
% Daily and 5-day temperatures of each cell are calculated using
% thin plate splines
U=tps(P_stat,U_array(:,t+1),Lambda_TPS(1),P).’;
Uavg=tps(P_stat,Uavg_array(:,t+1),Lambda_TPS(2),P).’;
Mu =zeros(9,nv); % Mortality rates






% Calculating citrus flush value
nn = mod(floor(8*t/365.25),8);
if nn==0 || nn==7 % Only lemons contribute in
% summer
flush = 0.2*0.5*(1+cos(8*pi*t/365.25));
elseif nn==3 || nn==4
flush = 0; % No flush in winter




% Calculating oviposition rate
lambda0 = 0.5 * (-0.55*U.^2 + 32.6*U - 401.1);
lambda0(lambda0<0)=0;
% Density dependent mortality rate
mu_d = nu1./(C’*flush+nu2);
end













flag3 = A0==0; % Boolean array determines which cells
% have zero propensity
flag2(flag3) = false; % These don’t need to be recomputed
tau(flag3) = realmax;
flag1(flag3) = 1; % These use the exact SSA





















t1 = min([max([epsilon*x(1:9,vv)./g, ones(9,1)],[],2)./abs(Mu_LC)...
;max([epsilon*x(1:9,vv)./g, ones(9,1)],[],2).^2./Var_LC]);
if t1<10/A0(vv) % tau leap is rejected, cell uses exact SSA
tau(vv) = exprnd(1/A0(vv));
flag1(vv) = 1;
else % tau leap is accepted
ac0 = sum(A(IC,vv));
t2 = exprnd(1/ac0);










% The global time can now be advanced by the smallest tau from all
% cells. t can not advance beyond its ceiling since temperature and
% flush can change at integer times
tmin = min(tau);









% Psyllids which disperse will be stored in this array. Rows correspond
% to males, non-mated females and mated females, columns correspond to
% the destination cells.
Coms = zeros(3,nv);
% This loop advances each cell based on the algorithm chosed during




if flag1(vv) == 1 % Exact SSA
if tau(vv) > tmin % There is not enough time for the
% reaction to occur
tau(vv) = tau(vv) - tmin;
flag2(vv) = false; % Nothing has happened, so the
% propensity will not need to be
% recalculated unless an arrival occurs
else % There is enough time
ii = randsample(M,1,true,A(:,vv));
x(:,vv) = x(:,vv) + V(:,ii);





% Dispersing psyllids need to be
% processed separately
end
% Propensities need to be recalculate if any psyllid
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if flag1(vv) == 2 && tau(vv)==tmin
kk = randsample(M,1,true,isCritical(:,vv).*A(:,vv));
N(kk) = 1; % There is enough time for one critical








x(:,vv) = x(:,vv) + V*N;
if size(sK,2)>=2










% Updating x with dispersing psyllids
x(7:9,:) = x(7:9,:) + Coms;






















Figure C.1: Cells with at least some commercial citrus coverage, i.e. where
hv > 0, are marked in yellow.
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Figure C.2: The human population of each cell is plotted with a continuum
color-scale.
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Figure C.3: Simulated data from the dispersal experiment in section 5.5. Sites
where at least one psyllid was trapped over the first 360 days are marked in
yellow, while monitored sites where no psyllids were trapped are marked in
blue.
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Figure C.4: Simulated data from the dispersal experiment in section 5.5. Sites
where at least one psyllid was trapped between days 360 and 720 are marked
in yellow, while monitored sites where no psyllids were trapped are marked in
blue.
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Figure C.5: Simulated data from the dispersal experiment in section 5.5. Sites
where at least one psyllid was trapped between days 720 and 1080 are marked
in yellow, while monitored sites where no psyllids were trapped are marked in
blue.
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Figure C.6: Simulated data from the dispersal experiment in section 5.5. Sites
where at least one psyllid was trapped between days 1080 and 1440 are marked
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