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Abstract
The time complexities of two algorithms for the calculation of the finitistic dimension of
monomial algebras are analyzed and compared.
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1. Introduction
A finite dimensional monomial relations algebra is a finite dimensional algebra over a
field k of the form Λ = kΓ/I , where Γ is a quiver and I an ideal generated by a set of
paths in the path algebra kΓ ; for brevity, we call Λ a monomial algebra. In Bass (1960),
two finitistic dimension conjectures were raised, the first of which asserts that the left little
finitistic dimension, .fin.dim.(A), of any finite dimensional algebra A is equal to the left
big finitistic dimension, .Fin.dim.(A). Here .fin.dim.(A) will stand for the supremum
of the projective dimensions of those finitely generated left A-modules which have finite
projective dimension, whereas .Fin.dim.(A) will denote the supremum of the projective
dimensions of all left A-modules that have finite projective dimension. According to the
second finitistic dimension conjecture these suprema are always finite. Interest in these
invariants is prompted by the fact that the infinite global dimension often does not reveal
much about the homological complexity of the algebra at hand; the finitistic dimensions
are far more revealing measures of that complexity.
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For monomial algebras, the second of the above conjectures was confirmed by
Green et al. (1991) (also see Huisgen-Zimmermann, 1991); concerning the relationship
of the little to the big finitistic dimensions, it is shown in Huisgen-Zimmermann (1991)
that for a monomial algebra the little and big finitistic dimensions differ by at most 1.
Additionally, an economical algorithm for computing the finitistic dimension is also
included in Huisgen-Zimmermann (1991).
In Shi (2001), we express the minimal projective resolution of any cyclic module Λp
generated by some non-zero path p in Λ as a combinatorial object—dimension tree. As
an application of this idea, we derive two algorithms for computing finitistic dimensions:
the “bottom up” algorithm—computing only finite dimension trees during its execution,
and the “top-down” algorithm—computing all dimension trees. The main objective of this
paper is to present the two algorithms with a concentration on the implementation aspect,
the analysis and comparison of their time complexities.
We begin with some notation and terminology which we keep throughout the paper.
A quiver is a directed graph that contains vertices and edges. We always use Γ to denote a
finite quiver and k to denote a fixed field. Let B(Γ ) denote the set of all paths in Γ with each
vertex of Γ being considered to be a path of length zero. Given a path p in Γ , we denote by
S(p) and E(p) its starting point and end point, respectively. The path algebra of a quiver Γ
over k, denoted kΓ , is the k-vector space with basis the set B(Γ ) and multiplication given
by: for p, q ∈ B(Γ ) put p · q = pq if E(q) = S(p) and p · q = 0 otherwise, and extend
bilinearly over kΓ . We will reserve J (Λ) for the Jacobson radical of a finite dimensional
monomial relations algebra Λ. That is, Λ is a finite dimensional algebra over the field k
of the form Λ = kΓ/I , where I is an ideal of kΓ generated by a set of paths (of length
at least 2) in the path algebra kΓ . Given a left Λ-module M , we write l.proj.dim.(M) for
the projective dimension of M . If the canonical image in Λ of a path p ∈ Γ of length l is
nonzero, we identify this image with p and call it a nonzero path of length l in Λ and we
still denote the length by l(p). In particular, we identify the paths e1, . . . , ev of length zero
corresponding to the v vertices of Γ with the primitive idempotents of Λ.
2. Dimension tree
We give the definition of dimension tree here, but only restate some results related to
the two algorithms without presenting the proofs. We refer interested readers to Shi (2001)
for details.
Definition 2.1. Let p be a nonzero path; if a = p is an initial segment of p, we say p is
divisible by a and denote by a | p; otherwise, if a is not an initial segment of p, we say p
is not divisible by a and denote this by a  p.
Definition 2.2. The minimal left path annihilator of the path p is the set: {path α = 0 |
S(α) = E(p), αp = 0; α′ p = 0, ∀α′ | α}, and is written min.l.p.ann.(p).
Definition 2.3. We say a path p is left path regular if for any nonzero path α = 0 with
S(α) = E(p) there holds αp = 0.
Similarly, we can define the minimal right path annihilator, respectively.
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Fig. 1. A block of a dimension tree.
From these definitions, the next corollary follows easily.
Corollary 2.1. A path p is left path regular min.l.p.ann.(p) = ∅.
For a graphical description of the finitistic dimension of a monomial algebra, first we
introduce the concept of a dimension tree.
Definition 2.4. A rooted directed tree is a directed graph ∆ that contains a distinguished
vertex (the root) such that, for every vertex ν in ∆, there is a unique directed path from
the root to ν. The height of a vertex ν is defined as the length of the path from the root
to ν. In particular, the root has height zero. If ∆ is finite, the height of ∆ is defined as the
maximum height of any vertex in ∆.
If ν is any vertex other than the root in the rooted directed tree∆, then there is a unique
edge coming into ν, and we will denote this edge by pν . The set of edges coming out of
ν will be denoted by Tν . pv determines the unique “block” of the tree, written (pv, Tv)
shown as in Fig. 1, where pv and Tv are called the “top” and respectively the “tail”, of the
“block”.
Definition 2.5. Suppose Γ is a quiver, and Λ = kΓ/I is a monomial algebra. The
dimension tree associated with a path p in Λ is a rooted directed tree ∆(p) that satisfies
the following extra properties:
(1) There is a map from the vertex set of∆(p) to the vertex set of Γ . We will denote the
image of ν ∈ V (∆(p)) under this map as ν ∈ V (Γ ).
(2) There is a map from the edge set of ∆(p) to the set of directed paths in Γ . We will
denote the image of α ∈ E(∆(p)) as α.
(3) There is at most one edge α out of the root vertex such that α = p, S(α) = S(p),
and E(α) = E(p).
(4) If α is an edge in ∆(p) from ν1 to ν2, then α is a directed path in Γ from ν1 to ν2.
(5) The map in (3) from the edges of ∆(p) to directed paths in Γ is one-to-one when
restricted to Tν for any ν ∈ V (∆(p)). When there is no risk of confusion, we will
identify the edge α in ∆(p) with the directed path α in Γ .
(6) For any vertex ν other than the root, Tν = min.l.p.ann.(pν).
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The path p determines the dimension tree ∆(p) uniquely, and will be called the signature
of the dimension tree.
An easy consequence of part (6) of this definition is that for any vertex ν, if ν is a leaf
(i.e., has no child vertex), then Tν = ∅ and so pν is left path regular. We often abuse
notation, and identify the vertices ν in ∆(p) with their images ν in Γ .
We construct the following easy example to illustrate dimension trees and the related
concepts.
Example 2.1. Suppose the quiver Γ is as shown below. Let Λ = kΓ/I , where the relation
ideal I = 〈ε2, αε, βε, γ α〉.
There are four distinct nonzero paths in Λ: α, β, γ , and ε which determine four nontriv-
ial dimension trees:∆(α),∆(β),∆(γ ), and∆(ε), respectively. If we abuse notation a little
bit, we actually could write ∆(α) = 1 α→ 2 γ→ 3, ∆(β) = 1 β→ 3 and ∆(γ ) = 2 γ→ 4,
which are all finite and actually are also the “blocks” determined by paths α, β and γ ,
respectively. As for ∆(ε), since the “block” determined by ε has “tail” = {ε, α, β} which
contains the path ε itself, ∆(ε) is infinite. Finally there are four trivial dimension trees
(of height 0!) determined by the four nonzero paths in Λ of length 0. Usually we will
ignore such a case in the following discussion.
The following result in Shi (2001) justifies the nomenclature of dimension tree in the
above definition.
Theorem 2.1. The following hold for any monomial algebra Λ:
(a) A dimension tree ∆(α) of height h ≥ 1 determines a projective resolution for a left
Λ-module Λα for some path α such that l.proj.dim.(Λα) = h − 1. Conversely, a
path α with l.proj.dim.(Λα) = h − 1 has a projective resolution that determines a
dimension tree ∆(α) of height h.
(b) The existence of a dimension tree of height h ≥ 0 implies .fin.dim.(Λ) ≥ h.
(c) h + 1 ≥ .Fin.dim.(Λ) ≥ .fin.dim.(Λ) ≥ h, where h = the height of the tallest finite
dimension tree or 0 if no finite dimension trees exist at all.
The above result relates the finitistic dimension to the height of the dimension trees.
By finding the highest dimension tree, we can pin down the finitistic dimension of Λ to
within 1. The following simple observations are useful in the following analysis of the
algorithms. In the following, V (Γ ) denotes the set of vertices in the given quiver Γ .
Proposition 2.1. If a dimension tree∆(p) of Λ under construction contains a path q with
length l(q) > dimk(Λ) − |V (Γ )|, then this dimension tree must be infinite.
Proof. By the “pigeon hole” principle, at least one edge, say α, of the path q , repeated
itself in this path. Thus the image α of this repeated edge α determines a dimension tree
∆(α) that contains itself as a sub-tree. This can only occur when the dimension tree ∆(α)
is infinite. And ∆(p) is thus infinite, too. 
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An immediate consequence of Proposition 2.1 is the following.
Corollary 2.2. Let h be the height of the highest finite dimension tree, then
h ≤ dimk(Λ) − |V (Γ )| and .fin.dim.(Λ) ≤ dimk(Λ) − |V (Γ )| + 1.
3. The algorithms and their complexities
From its definition, each dimension tree of Λ is built with its “blocks”, as shown
in Fig. 1, either of height 1 if its “tail” Tv is empty or 2 otherwise. Approximating
.fin.dim.(Λ) is involved in building the highest dimension tree. It is natural to conjecture
a dimension tree may be built with such “blocks” either “top-down” or “bottom up”. In the
following, we will present both of the algorithms, respectively.
The input for the algorithms is: the quiver Γ and the minimal generator min.gen.(I ) of
the relation ideal I . Γ is uniquely determined by all its edges, and each edge is uniquely
decided by its two vertices and one distinguishable label. We use |Γ | to denote the size
of the quiver Γ , that is the number of edges it contains. The min.gen.(I ) consists of some
nonzero paths from kΓ , each of which is uniquely defined by all edges in Γ over which
it traverses. The size of min.gen.(I ) is the number of paths it contains and is denoted
|min.gen.(I )|.
The output is: the height of the highest dimension tree. In practice, the output could
be more. For example, our program written in Java also outputs all the highest dimension
trees, etc.
In the following, we always let |Γ | = n and |min.gen.(I )| = m, and denote the length
of the longest nonzero paths in Λ by N . Both N and dimk J (Λ) = dimk(Λ) − |V (Γ )|
are calculated in Lemma 3.1 with the assumed input. Assume a path may be implemented
as object of a linked list. Since all the algorithms are mainly involved in searching and
comparing the edges, the running time will be expressed in terms of the edge-to-edge
comparisons in Γ .
The algorithms can be outlined as follows:
Step 1. Find all nonzero paths in Λ of nonzero length and N as well as dimk J (Λ).
Step 2. Find all “blocks”.
Step 3. Construct dimension trees “bottom up” or “top-down” to compute the finitistic
dimension.
So, the total time for computing the finitistic dimension should be the sum of the time
spent on each of the three.
We first approximate the computation time for finding all nonzero paths with length
greater than or equal to 1. The result is given in Lemma 3.1.
Lemma 3.1. All nonzero paths in Λ of length ≥ 1 and also dimk J (Λ) and N can be found
in O(N2|min.gen.(I )||Γ |N+2) in the worst case.
Proof. We use a counter l to count the length of the longest path in Λ. Now, find nonzero
paths in Λ of length 1, 2, and so forth, recursively. A counter is enough for counting
dimk J (Λ) and thus is omitted here.
Step 1. Set counter l = 1.
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Step i (i ≥ 2). Start with each of the at most ni−1 paths of length i − 1, respectively, at
most ni nonzero paths of length i can be found. For each of those paths just found, check it
against the m paths in min.gen.(I ) to see if it is zero—at most taking (i +1)m edge-to-edge
comparisons, so, finishing the total ni checks takes (i + 1)mni edge-to-edge comparisons.
Increase counter l by 1, set i to i + 1 and return to Step i if at least one path of length i is
found, else return l and all paths found.
Step i must stop at the (N + 1)th step for some N stored in l. The time for updating l,
etc., can be reasonably ignored. So, if we denote by T the time for finding all nonzero paths
in Λ, then
T ≤ n
N+1∑
i=2
(i + 1)mni
=
{
nm
(N+2)nN+3−(N+3)nN+2−2n3+3n2
(1−n)2 if n = 1
N(N+1)
2 if n = 1
≤ O(N2|min.gen.(I )||Γ |N+2)
in the worst case. 
Remark 3.1. If N is supplied by a user, then the (N + 1)th step cannot be reached.
Therefore replacing N + 1 by N in the above computation gives rise to T ≤
O(N2|min.gen.(I )||Γ |N+1) in the worst case.
Now we turn our attention to the analysis of the computation time for finding the “block”
defined by a path pv ∈ Λ. Finding such a block means to determine its “tail” Tv . The worst
case occurs when l(pv) = 1, and the best case is for l(pv) = N − 1 if N > 2. The worst
case will be our primary concern in the following.
Lemma 3.2. Given a path pv ∈ Λ with l(pv) ≥ 1, the “block” defined by it can be found
in O(N3|min.gen.(I )||Γ |N ) in the worst case.
Proof. The algorithm—finds the minimal left path annihilator of pv: min.l.p.ann.(pv)—
should be clear from the definition of the “block”:
Step 1. Check if any of the n paths of length 1 in Λ left annihilates pv, put them into Tv
if any. Update the empty holder Av by those not annihilating pv .
Step i. If Av found in Step i–1 is empty, return “block”, else for any path q ∈ Av , check
if any path a of the n paths of length 1 in Λ can be joined to q to form a nonzero path
aq . Put any above nonzero path aq which left annihilates pv into Tv , and use the rest to
update Av , i.e., replace all paths in Av with those new nonzero paths aq that do not left
annihilate pv .
Finally, set i to i + 1.
Repeat Step i.
The algorithm finds recursively all the shortest nonzero paths of length i (N ≥ i ≥ 1)
which left annihilate pv . So, the time essentially consists of two parts—the time in
checking if any path found is nonzero and the time in checking if any nonzero path found
left annihilates pv . Note that any path of length ≥ N + 1 must be zero. A similar analysis
to that for Lemma 3.1 shows that the total time in checking for nonzero paths is at most
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∑N
i=2(i + 1)mni N and in checking for annihilation is at most
∑N
i=2(i + 1)mni−1 N .
Consequently, if T denotes the time to find Tv or the “block”, we then have
T ≤ (1 + n−1)m N
N∑
i=2
(i + 1)ni
=
{
m(n−1 + 1)N (N+1)nN+2−(N+2)nN+1−2n3+3n2
(1−n)2 if n = 1
m(n−1 + 1)N (N−1)(N+4)2 if n = 1
≤ O(N3|min.gen.(I )||Γ |N )
in the worst case. 
Lemma 3.3. All blocks can be found in O(N4|min.gen.(I )||Γ |2N+1) in the worst case.
Proof. Since
dimk J (Λ) ≤
{
n(nN −1)
n−1 if n > 1
N if n = 1
denote the time to find all “blocks” by T , by Lemmas 3.1 and 3.2, we then have
T ≤ O(N3|min.gen.(I )||Γ |N ) dimk J (Λ) + O(N2|min.gen.(I )||Γ |N+2)
≤ O(N3 · max(nN (|min.gen.(I )||Γ |N , N)) + O(N2|min.gen.(I )||Γ |N+2)
≤ O(N4|min.gen.(I )||Γ |2N+1)
in the worst case. 
Now, we are in a position to describe how to build the highest dimension tree with these
“blocks” (pv, Tv) found above. For convenience, if the “tail” Tv of a “block” (pv, Tv) is
empty, which is to say that the path pv ∈ Λ is left path regular, then the “block” is called
the “bottom”. “Bottoms” can be found easily.
Theorem 3.1 (“Bottom-up” Algorithm). All the highest finite dimension trees can be
found in O(max(N4|min.gen.(I )||Γ |2N+1, N |Γ |4N , N5)) in the worst case.
Proof. Let S denote the set of the signatures of all highest dimension trees found so far, h
denote their height and B denote the collection of all non-bottom “blocks”. Assume D and
H are two temporary holders.
The “bottom-up” algorithm:
Step 1. Initialization: h ← 0; D ← bottoms; and S ← bottoms. If S = ∅, return h
(and S), else h ← 1, and go to step 2.
Step i (i ≥ 2). Set H to null: H ← ∅. For any “block” (pv, Tv) ∈ B , check if its “tail”
Tv is included in D—if it is, add its “top” pv to both D and H , respectively; finally, if H is
not empty, then save the variables for output or update the variables for the next operation:
h ← h + 1, S ← H and i ← i + 1, and return to Step i, else return h and S.
Corollary 2.2 guarantees Step i can be repeated at most dimk J (Λ)−1 times in the worst
case. For one block, at most (dimk J (Λ) − 1) dimk J (Λ) path-to-path comparisons could
be needed to check if its tail is included in D. So, for one level, at most (dimk J (Λ) −
1)(dimk J (Λ))2 path-to-path comparisons could be needed. Therefore for all the possible
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levels at most (dimk J (Λ) − 1)2(dimk J (Λ))2 path-to-path comparisons could be needed.
Note that
dimk J (Λ) ≤
{
n(nN −1)
n−1 if n > 1
N if n = 1,
so, by Lemma 3.3, the time for finding all the finite dimension trees in terms of edge-to-
edge comparison in Γ :
T ≤ N(dimk J (Λ) − 1)2(dimk J (Λ))2 + O(N4|min.gen.(I )||Γ |2N+1)
≤ N · max(n4N , N4) + O(N4|min.gen.(I )||Γ |2N+1)
≤ O(max(N4|min.gen.(I )||Γ |2N+1, N |Γ |4N , N5))
in the worst case. 
Remark 3.2. From the above proof, it is clear that if all “blocks” are given, then with the
“bottom up” algorithm, all the finite dimension trees can be found in O(max(N |Γ |4N , N5))
in the worst case.
Corollary 3.1. All the finite dimension trees can be found in the worst case in
O(max(N4(|min.gen.(I )| + |Γ |)2N+1, N |Γ |4N , N5)).
Proof. Since |min.gen.(I )||Γ |2N+1 ≤ (|min.gen.(I )|+|Γ |)2N+1, the result is immediately
from Theorem 3.1. 
The “bottom-up” algorithm builds the dimension trees upward from the bottom. On the
contrary, the following “top-down” algorithm will build a dimension tree downward from
the top, level by level, starting with its first level consisting of only the signature of the
dimension tree.
Since an infinite dimension tree contributes nothing to the finitistic dimension of the
monomial algebra under discussion, to implement the “top-down” algorithm, we need a
mechanism to determine what “block” leads to such a dimension tree in finite steps. This
is one cause for the increase of the computation time and complexity in implementation,
and also for some additional storage, when this algorithm is used to compute the finitistic
dimension.
Theorem 3.2 (“Top-down” Algorithm). All dimension trees, thus the finitistic dimension
up to an error of at most 1, can be found in O(N4 K K+1) in the worst case.
Proof. The “top-down” algorithm:
The procedure for building the dimension tree starting with a given “Block” (pv, Tv):
Let h be the height, and Li be the i th level of the tree under construction.
Step 1. Set L1 to pv and h to 1: L1← pv , h ← 1. Get “tail” Tv . If Tv = ∅, return h, else
go to the next step.
Step 2. Set L2 to Tv and h to 2: L2← Tv , h ← 2. Go to the next step.
Step i (i ≥ 3). For each path q ∈ Li−1, get the block (qE(q), TE(q)) determined by path
qE(q) = q and then get the tail TE(q). Let U = ⋃q∈Li−1 TE(q). Set Li to U : Li ← U .
If Li = ∅, return h (finite tree is found), else if h ≥ dimk(Λ) − |V (Γ )|, return “infinity”
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(infinite tree is hit) else update the variables for the next operation: i ← i + 1, h ← i , and
return to Step i.
Proposition 2.1 asserts the correctness of the above “top-down” algorithm. To find the
height of the highest finite dimension tree, call the procedure and store the height of the
finite dimension tree found in H , then find the maximum.
Let K = dimk(Λ) − |V (Γ )|. Whether a dimension tree is finite or infinite can be
determined within K + 1 levels in the worst case. Constructing level Li from level
Li−1 takes at most K · K i−1 N edge-to-edge comparisons, where i ranges over 3 to K .
So, building one dimension tree with the given block in the worst case will take time:∑K
i=3 K i N = N K
3(K K−2−1)
K−1 . Note K := f (m, n) ≥ n, is a function of m and n, so,
finding all dimension trees needs time
T ≤ K N K
3(K K−2 − 1)
K − 1 + O(N
4|min.gen.(I )||Γ |2N+1) ≤ O(N4 K K+1)
in the worst case. 
In conclusion, in addition to its other virtues, the “bottom-up” algorithm is generally
much more effective than the “top-down” algorithm. The following two examples illustrate
this scenario further.
4. Examples
Example 4.1. Suppose the quiver Γ is given as below, and I = 〈γ 2, α1γ, αiαi−1; 1 <
i ≤ n〉. Λ = kΓ/I .
For the “top-down” algorithm, direct computation gives rise to the following: the time
for finding all nonzero paths in Λ and the time for all “blocks” are the same, both need
2(n + 1)3 edge-to-edge comparisons in Γ ; and the time for finding the dimension tree
∆(αi ) and∆(γ ) is (n − i +1)(n +1) and (n +1)(2+3+· · ·+n +2) = (n +1) (n+1)(n+4)2 ,
respectively. Consequently, given the above “blocks”, finding all the highest dimension
trees and thus the finitistic dimension up to an error of at most 1, needs at most time
T ≤
n∑
i=1
(n − i + 1)(n + 1) + (n + 1)
2(n + 4)
2
= O(n3)
when n is sufficiently large. For the “bottom-up” algorithm, the time for finding all
nonzero paths respectively for all “blocks” remains the same as above. There is only
one bottom: αn , so the time for finding all the highest dimension trees in this case is
n + (n − 1) · 2 + (n − 1) · 3 + · · · + (n − 1) · n = O(n3) when n is sufficiently large.
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This example particularly favors the “top-down” algorithm because there is just one
infinite among the many dimension trees and on the other hand, the height of the highest
one is large. The following example is on the contrary.
Example 4.2. Suppose the quiver Γ is given as below, and I = 〈γ 2, αnγ, αiαi−1; 1 <
i ≤ n〉. Λ = kΓ/I .
By similar analysis to the above, we see, with the found “blocks”, the highest dimension
tree can be found using the “top-down” algorithm in O(n3), but can be found using the
“bottom-up” algorithm in O(n), when n is sufficiently large.
Remark 4.1. Since the quivers and monomial relations in both examples are very simple,
they are definitely not in the worst case. Therefore it is not surprising to see that the result
for the two examples is not exactly the same as given in the theorems obtained before. It is
also worthwhile to mention that for the “top down” algorithm, if we are interested only in
whether a dimension tree under construction is infinite or not (this is enough for computing
finitistic dimension), we should also check for other break condition, for example, any
repetition of an edge in some path in the tree, etc., before going to deeper levels. In the
current version of this algorithm, we only check the depth of the level because when that
deepest level is reached we not only can determine if the tree is infinite but also have
enough information for constructing the minimal projective resolution corresponding to
this tree.
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