Understanding the limits of a design is an important
Introduction
Many engineering design problems can be described parametrically using equations and inequalities that model, among other things, the physical behavior, feasibility and acceptability of that design. In general, three distinct subsets of the product parameters can be identified: design variables X = {x 1 , x 2 ,...x n } , performance parameters P = {p 1 , p 2 ,...p m }, and noise variables [1] . We can then define the design space, performance space, noise space, and concept space as follows (from Otto and Wood [1] ):
• The design space, D ⊂  n is the set of considered possible alternative configurations (possibly empty), described using design variables, over which we have direct control. By definition, all points within the design space satisfy all constraints imposed on the design.
• The corresponding set of values of the performance parameters is called the performance space, P ⊂  m of the concept. Formal models ( Μ : D → P ) map each design point d ∈ D to M (d ) ∈ P .
• The noise space, N ⊂  l , is the set of possible configurations described using noise variables required to evaluate any point in D , which we do not have direct choice over.
The design space can be empty, finite, or infinite. An empty design space signifies an infeasible or unacceptable design. Loosely speaking, the equality constraints in the model map a point in the design space onto a point in the performance space. Inequality constraints, including the bounds on the design variables, form the boundary of the design space (see Figure 1 ). Any point outside this design space is, by definition, infeasible. When a new system concept is composed of two or more different sub-system concepts (shortened to sub-concepts), more constraints are introduced to describe the compatibility among the subconcepts. These constraints connect parameters of the subconcepts as well as parameters that describe overall concept. To obtain a feasible design of the system, these constraints as well as those within each sub-concept have to be solved simultaneously.
Designers explore several 'what-if' scenarios to understand the design space and evaluate tradeoffs within the design. Design exploration involves changing the original problem and evaluating the effect of this change on the feasible design and performance spaces. Assigning values to certain design variables, modifying existing constraints (relaxing/tightening), adding new constraints, or removing existing constraints are some of the tasks performed by the user during exploration.
The fundamental issues in such design exploration are (1) the need for a compact representation of the design space and (2) efficient methods for creating such descriptions. Except for simple design problems, obtaining an exact representation of the design space is not tractable. However, if approximations are sufficient then computational methods can be developed to address these issues. When a design concept is described mathematically, the design problem can be posed as a constraint satisfaction problem and all the solutions to the constraint satisfaction problem constitute the design space of the original design problem.
In this paper, we use polytopes to represent design spaces; we then develop a consistency method to construct the approximation using computational geometric approach.
Related Work
Exploration of the design space is typically performed by sampling the mathematical model of the design at a finite set of design points and testing the points for feasibility. Design of experiments (DOE) and methods such as genetic algorithms have been used extensively for such sampling (Figure 2a ). These are sometimes called "pointbased design" methods. An extensive review of sampling strategies is available in [2] . These sample points are then filtered during the exploration process by modifying the constraints on the original design. Due to the computational cost of obtaining each feasible point, such point-based methods are either confined to a small region within the design space or provide a sparse sampling of the entire design space. Moreover, these samples do not lie on the boundary of the design space. Nevertheless, these points are then visualized using parallel coordinates, glyph plots and histograms among others [3] .
When continuous design spaces are to be represented, constraint-programming techniques have been applied to obtain those design sets. Earliest among such methods is presented by Ward [4] (e) -tree approximation (e.g. [9, 10] ) (f) Parallelepiped approximation (e.g. [11] ).
(g) Convex approximations using Simplices (e.g. [12] ) / Zonotopes (e.g. [13] ) (h) Polytope approximation (our approach) constraint interval representation of design solutions ( Figure 2b ). Extending simple intervals to interval hulls [5] ( Figure 2c ) and interval boxes allow approximation of solution sets using orthogonal polyhedra such as hulls of boxes and -trees. Yannou et al. [6] use RealPaver [7] , an interval-based constraint solver, to generate a set of boxes that span the design space ( Figure 2d ). The algorithm continuously restricts the domain of the variables until a tight bounding box is reached. The algorithm then selects a variable (using round-robin policy) and partitions the current box in to n boxes along that variable axis. At each box, interval arithmetic is used to determine whether the entire box is feasible, infeasible or unknown. Unknown boxes are processed recursively until the required precision is obtained. Consistency methods such as hull-, and boxconsistency are used to reduce the domain and obtain the solution space of the entire c-CSP. Fünfzig et al. [8] use Linear Programming (LP) reductions on Bernstein polytopes instead of interval techniques to reduce the range of constraints and the domains of variables in order to compute the solution space of a finite set of non-linear constraints.
Sam-Haroud and Faltings [9] and subsequent work by Lottaz [10] use -trees ( Figure 2e ) to represent solution spaces of a continuous constraint satisfaction problem (c-CSP). The motivation for using -trees is cited as lack of algorithms using polyhedral data structures [14] . Sincetrees are prohibitively expensive for higher dimensions, the n-ary 1 algebraic constraints are first transformed into a set of ternary constraints by introducing auxiliary variables. The solution space for each of these ternary constraints are constructed and stored as -trees. They use a pre-defined maximum tree depth for each problem. To construct the initial -tree ( k = 3 as all constraints are now ternary) for each constraint, it is necessary to evaluate the feasibility of a constraint within the 3-block. Sam-Haroud and Faltings [9] use the gridding method described in [15] where each face of the block is partitioned into a grid and the constraint is evaluated at each grid point. The intersection of the constraint surface with the face of the block is determined and used for further partitioning. Lottaz [10] uses interval analysis to identify whether a block is feasible, infeasible or unknown. Only the blocks with "unknown" labeling are split recursively. Vu et al. [16] improve the efficiency of the algorithm by considering the complementary box and checking for infeasibility.
Compression in representation of
-trees is also provided by considering extreme vertices in orthogonal polyhedra.
Recently, Goldsztein and Granvilleirs [11] present a global constraint contraction technique using parallelepipeds (Figure 2f ) rather than orthogonal polyhedra for constraints that are manifolds (i.e., the constraints do not have 'sharp' corners or they do not selfintersect).
When the design space is convex (i.e., constraints are convex), Goyal [12] presents a "simplicial" approximation (a geometry where each face is a simplex) to represent the limits of feasible space (Figure 2g ). Notions of inner and outer approximations are used to identify the operating envelope (design space) of a chemical process, i.e., the largest convex hull that can be inscribed within the feasible space. The inner approximation is any convex-hull that can be inscribed within the feasible space, and the outer approximation is the polytope formed by the tangent planes at the vertices of the inner approximation. The inner approximation is improved iteratively by comparing with the outer approximation. Zonotopes, a special case of convex polytopes constructed as the Minkowski sum of finite line segments, have also been used to obtain a convex bounding for the solution space of a constraint set [13] .
Yan and Sawada [17] present a design exploration tool based on symbolic methods, namely Grübner bases and quantifier elimination (QE).
Although the method presented does not compute the entire solution space, it does provide lower dimensional basis polynomials that can be plotted and the solution space can be identified. Since QE and Grübner bases are applicable only to polynomial constraints, transformations have also been suggested to generate polynomial approximations. Still, the computational complexity of QE and Grübner bases are doubly exponential in number of variables, i.e. O(e e n ) , and therefore can only be used for small problems.
In this work, we describe a geometric procedure for creating polytope approximations of the design spaces. It is conceivable that interval techniques are used to restrict the domain sufficiently prior to the construction of the polytope approximation; however, we assume that the domain is sufficiently narrowed before constructing an approximation of the design space using our method. 3 Creating Polytope Representation using Constraint Satisfaction Method
Constraint satisfaction problems
Constraint satisfaction problems (CSPs) are a class of problems designed to address systems that are primarily concerned with constraints. CSPs are modeled as constraint networks. A constraint network consists of a finite set of variables
. Constraints restrict the values that can be taken by the variables. These values belong to the domain of that variable. A numeric CSP is a special CSP where the domain for each variable is a subset of reals . Constraints can be specified explicitly as enumeration of valid combinations or in general as mathematical expressions.
These constraint expressions can be equalities or inequalities, and can involve any number of variables.
The arity of a constraint is the number of variables involved in that constraint. For example, a unary constraint involves only one variable, binary constraint involves two variables and a ternary constraint involves three variables.
The objective of solving CSPs is to find a valid instantiation of the variables that does not violate any constraint. Solving a CSP, in general, is NP-Hard [18] ; however, in certain special cases or when approximations are tolerated these methods become tractable.
The solution techniques for CSPs fall into two broad categories -Search and Filtering. The focus of search is on obtaining a single feasible (and possibly optimal) instantiation. Examples of search techniques include backtracking, branch and bound, and non-linear programming. Filtering or consistency involves identifying (to a certain extent, depending upon the actual algorithm) whether a CSP is feasible and to possibly obtain the set of all possible solutions, i.e., the solution set. Arc-consistency, path-consistency, box-consistency, and the (3,2)-relational consistency used here are examples of local consistency techniques for filtering. Arc-and path-consistency techniques are used for discrete problems where the domain is finite. Consistency methods guarantee that if they result in a null assignment (i.e., no solution) then the given problem does not have a solution. However, if no such conclusion is obtained then these methods do not guarantee that there is a solution to the given problem. For a detailed study of constraint processing techniques and their applications, the reader is referred to [18] and [19] .
Under strong assumptions, global consistency techniques overcome such limitations. When the solution is globally consistent, then the variables of the problem can be assigned values from the solution set in a backtrack-free manner [18] . The (3,2)-relational consistency, for example, can guarantee global consistency when the solution spaces for the constraints are directionally convex. This condition is explained in Section 3.3.2.
Using polytopes to represent design space
As mentioned earlier, we assume that the design problem is represented using design variables, performance parameters, their domain and constraints between them. To construct the design space, we first construct the solution space for each constraint separately and then prune (filter) these solution spaces using a consistency technique to obtain the reduced labels for the constraints. Since the filtering algorithm guarantees that any point outside a label is infeasible, the resultant set of labels approximates the design space of the product concept.
A constraint of arity-k defines a set of points, called the solution space L ⊂  k , where this constraint is satisfied. If the constraint is an equality constraint, then these points lie on a hyper-surface in k-dimensional space. Similarly, an inequality constraint gives rise to regions (without regard to its connectivity) in k-dimensional space. Additionally, if the variables are bounded, i.e., their domain is prescribed using lower and upper bounds, then these surfaces and regions are bounded as well. L is also called the label corresponding to the k variables.
Since a design space is a region in n-dimensions, geometric data-structures can be used to represent such spaces. Although, the memory requirements and time complexity for representing and manipulating ndimensional geometric objects increases exponentially with n [20] , a n-dimensional region can be reduced to a collection of n'(>n) three-dimensional geometric objects. This is because any algebraic expression involving k variables can be rewritten as a finite set of ternary expressions with an equivalent solution space [9] . As a simple example, consider the following expression of arity 4:
This constraint can be re-written as four ternary constraints with the addition of two new variables {x 5 , x 6 } as
It is clear that any solution of eq. (1) is also a solution of the constraint set in eq. (2) and vice versa. In general, several intermediate variables may be required depending upon the coupling among the k variables in the original constraints. Lottaz et al. [21] present a method for introducing a minimal number of intermediate variables during the ternarization process. The consequence of restricting the maximum arity to three is that consistency needs to be maintained among additional 3-dimensional labelings. Consistency is maintained by iteratively pruning infeasible regions from the feasible space of individual constraints using a consistency algorithm until no further reduction is possible. The solution space of the entire CSP is the set of consistent labelings of each constraint.
In this work, we use the term "polytope" to include: 2D polygonal region, 2D & 3D line segments, 3D polyhedral surface and 3D polyhedron as shown in Table 1 .
Constructing the polytope approximation
The overall procedure for constructing the polytope approximation is:
1. Formulate the design problem as a numeric CSP 2. Transform all constraints into ternary constraints 3. Create the solution space for each constraint. 4. Use consistency to prune the solution space to obtain the design space.
Creating the initial solution space for each constraint
Given a (ternary) constraint C ijk involving variables { x i , , } and an initial feasible starting point , we
construct the solution space around this point using the procedure shown in Figure 3 . The basic idea here is to start with a small facet polyhedron (sphere in line 1) around the start point and iteratively "push" its vertices along the direction of the outward normal till the constraint boundary is reached (lines 4 and 5). Whenever a facet size exceeds a pre-set limit ( ), the facet is subdivided introducing new vertices (see Figure 4) . A similar procedure is used for other polytopes. Figure 5 illustrates the filling process.
The function check-feasibility is used in line 4 to test the feasibility of a point P = (α i ,α j ,α k ) by evaluating the constraint C ijk . A control parameter λ , represents the maximum length allowed for a facet.
Complexity of procedure generate-label
Without loss of generality, we can assume that the design variables are suitably scaled such that the domain is a box of unit length. We estimate the computational complexity by assuming that the 3D space consists of points that are exactly λ apart -there are 
Pruning the solution space to obtain design space
Once the individual solution spaces are constructed, the (3,2)-consistency algorithm [9] is used to remove infeasible points from the solution space of infeasible points. The function init initializes the queue Q with permutations of 5 variables and L with the initial labels of all triplets of variables.
The main idea in ( Convolution, also called external join, is the operation a space of higher dimension from those of lower dimensions using common dimensions. Figure 8 illustrates the convolution operation in three dimensions. More precisely, convolution is defined as:
Step 1 of (3,2)-revise implicitly creates a temporary 5-dimensional geometric object in {x
) . This extended convolution operation (convolution followed by projection) reduces the original label L ijk to ′ L ijk . To propagate this change, other constraints that share a common variable are then added to the queue for revision by related-5tuples.
However, ′ L ijk can also be constructed geometrically using the procedure generate-label by suitably modifying the check-feasibility function as follows: From eq. (4), it can be deduced that a point P = (α
and L kuv respectively. Therefore, in order to check the feasibility of a point P , it is sufficient to check if 
Convexity considerations for (3,2) -relational consistency
As mentioned in Section 3.1, the (3,2)-relational consistency algorithm used here, computes a globally consistent solution when the constraints are directionally convex. A set in  n is convex if its intersection with every straight line is connected or empty [22] . This condition is relaxed for directional-convexity, where only lines parallel to a given set of lines are considered [23] . A special case of directional convexity is called ortho-convexity [23] where the lines are parallel to the axes. 
Complexity of function (3,2) -revise
Since the same generate-label procedure is used to compute the extended convolution of three constraints, O(d 4 ) is also upper bound for the number of times the convolution condition (eq. 5) is checked. However, since this condition is checked geometrically using planepolyhedron intersection (O(d 3 ) [20] ) followed by polygon intersection (O(d  2 ) , [20] ), the complexity of calculating the extended convolution is O(d 7 ).
3.3.3
Checking feasibility of a design point The design space approximation constructed can be used to check the feasibility of a design point. Assigning values to a set of design variables may specify the design point. Such assignments are considered as additional constraints that are added to the original problem. For example, if x i = α i is an assignment, then the constraint C iuv and its corresponding label L iuv involving variables Figure 9 ). Therefore, a 3D polytope is reduced to a 2D polygon or a set of points; a 2D polygon is reduced to a line segment or a set of points.
This change is then propagated to all other labels using the (3,2)-consistency algorithm described in Section 3.3.2. The point is infeasible when a null label is obtained, and therefore does not belong in the design space.
Example: Fingernail Clipper Design
Consider the design of fingernail clipper from Otto and Wood [1] . The main customer requirements on the clipper are: (1) easy to use, (b) should be compact, and (c) should have a long life. Figure 11 shows one of the many concepts developed to satisfy these customer requirements. The user applies a force on the pads that cause the arm to pivot about the end. The blades on the other end of the clipper shear the nail. The requirements are translated into constraints on the finger force, material stress, and overall dimensions.
Formulate the design problem as a numeric CSP
The mathematical model of this design concept is 
The maximum normal stress in the arm is given by:
Finally, the geometry of the concept gives rise to the following relations:
The complete mathematical model of this design concept is developed considering the behavior and structure (geometry of the design) is given by
The constraints on the design concept are
The five design variables in this problem are We eliminate unnecessary intermediate variables using eq. (11) to obtain the following set of constraints involving design variables and constants.
Clearly, the design space is a region in  5 . For sake of clarity, we denote the design variables by
To explore this 5-dimensional design space, we create a set of 3-dimensional projections and maintain consistency among these projections based on the geometry of the design space.
Transform all constraints into ternary constraints
We notice that the constraint 4x 
we can rewrite the original problem as:
Now, all the constraints have arity of three or less, i.e., involve three or fewer variables each.
Create the solution space for each constraint
Next, we construct the solution space for each of these constraints (initial labelings) using the procedure given in respectively. The lambda value was kept at 0.05 for all the solution spaces. Figures 15 and 16 show the labeling created after applying the consistency algorithm on the individual solution spaces. These together represent the design space of the fingernail clipper concept.
Use consistency to prune the solution space to obtain the design space

Exploration of the design space by modifying f max
The labeling of the constraint C 134 , is modified by changing the upper bound of , i.e.,
. Whenever a particular constraint labeling is modified, the change is propagated to other labelings to maintain consistency. The resulting labelings involving (x 3 , x 4 , x 6 ) , i.e., are shown in Figures 17 and 18 . We note that when is reduced beyond (approximately) 1.8lbs, the labelings reduce to an empty set, i.e., 1.8lbs is a lower bound for the maximum force. This result agrees with that from [1] where the minimum value of f max is obtained at around 2 lbs. , x} .
Validation of design space Approximation
The accuracy of any approximation technique used in multi-disciplinary optimization (such as Response Surfaces or Kriging) is assessed using the following error measures [25] :
1. Trust-region calculations 2. Hypothesis-testing methods such as ANOVA 3. Loss-function methods, and 4. Cross-validation methods. The above measures cannot be applied to the design space approximation as it is a binary predictor: given a point in the space of design variables, the approximation predicts whether that point belongs to the design space or not. Counting the number of correct and incorrect predictions for a finite set of known samples and calculating metrics using those counts have been used to estimate the accuracy of binary predictors in the field of data-mining [26] . In order to assess the quality of the approximation, we generated a random set of points in the space of design variables whose inclusion in the original design space is checked by evaluating the algebraic constraints. The prediction computed by the design space approximation was then be classified as one of: 
2. The correlation coefficient (C) measures how much the predictions agree with the actual values. A correlation of -1 indicates total disagreement, +1 indicates total agreement and a zero correlation indicates a random prediction [26] . This number compares the prediction algorithm to a random assignment of positive and negative values to the sample points.
We also applied the same metrics to solution spaces obtained using a simple implementation of 2 k -tree representation (k≤3), convex approximations, and finite set of interval boxes [6] using Realpaver v 1.0 [7] . Only the "unknown" boxes whose edge length exceed λ were partitioned into smaller boxes. The convex approximation was constructed using the procedure described in [12] and the maximum facet length was restricted to λ . Table 2 summarizes the results of the study. It is evident that decreasing the λ value produces better approximations, irrespective of the representation used. Since the design space of the fingernail clipper is convex, both the convex and the polytope approximations are indistinguishable. Both the 2 k -tree and box representations have no false negatives but more false positives for the same resolution ( λ -value). This is consistent with the intent of those representations, i.e., not to exclude any feasible solution.
Discussion
A key feature of the proposed consistency method is that it requires only the ability to check feasibility of a point with respect to the constraint, i.e., no secondary information like gradients are necessary. Additionally, unlike methods proposed by Sam-Haroud and Faltings [9] and Lottaz [10] , the method presented here approximates equality relationships using surfaces as opposed to regions. Although the objective in [9, 10] is to obtain tighter bounds for the solution space, our objective here is to obtain a tighter approximation of the design space.
Although analytical constraints are used in the illustrative example, this method can be extended to other causal models such as Finite Element Analysis by using appropriate surrogate models such as response surfaces. The choice of meta-models is expected to determine the quality of approximation obtained because of couplings among variables similar to interval techniques [6] .
During the course of the case study, limitations of the proposed technique were identified. These limitations deals with the quality of approximation generated. Trivially, an approximation can be improved by decreasing the values of the tuning parameter λ -at the cost of memory and speed.
Firstly, during the construction of solution spaces, several attempts were needed before an acceptable value of λ could be chosen. This problem is not unique to the approach presented here; indeed, all approximation methods use sampling, and the sampling size determines the quality of the resulting approximation.
Second aspect, what we call 'edge-effect' wherein saw-tooth like surface is encountered around a limit state, results in a poor approximation by increasing both FP and FN. This effect is clearly visible in Figure 17 , when the size of the labeling is comparable to λ . This was overcome in Figure 18 by using a smaller value of λ . Third, although this was not observed for the case study, geometric cases can exist where large portions of the design space are ignored by the approximation method. Figure 19 illustrates one such case.
Fourth, since the solution space is generated with a single seed point, only the connected region around this point is explored. If the solution space consists of multiple regions, then the technique presented in this article may incorrectly predict infeasibility.
Concluding Remarks
The key idea in this work is leveraging computationalgeometric algorithms for constraint processing by using equivalent geometric operations for constraint processing. We have described, in this article, a geometric algorithm for constructing a polytope approximation of the design space. The approach involves transforming a parametric design problem into a geometry problem and thereby using computational geometry algorithms to support design exploration. Here, the parametric design problem is first transformed into a ternary-constraint satisfaction problem; then, the solution space of each of the constraints is created using a "filling" procedure. The initial solution spaces so created are subsequently pruned using a consistency technique. Future work for improving the technique will include developing an adaptive mesh generation strategy to reduce the number of facets needed to approximate the design space without compromising accuracy. An interactive visualization and exploration tool is also needed for enhancing the utility of the proposed technique in design. Another future direction is also to use the Geometric Processing Unit (GPU) to increase the speed of constraint operations for design space exploration.
