The orientation of remote object can be easily measured optically and very accurately using optical technologies. In this paper, we address the accuracy of a roll angle estimation technique that is based on the estimation of the polarization of a retro-reflected beam and is applied in a long range measurement task. Over long transmission ranges, the optical power decreases significantly leading to severe signal to noise ratio (SNR) deterioration. As a result, the measurement accuracy decreases. In this study, the estimation is carried out using a maximum-likelihood estimator (MLE) and its performance is evaluated using the analytical Cramer-Rao bound (CRB).
Introduction
Exact orientation measurement plays a crucial role in various applications, such as navigation and communication. Among available technologies, optical based techniques afford high accuracy measurements. The optical measurement of the orientation of a remote object involves six degrees of freedom (DOF): three-dimensional spatial coordinates (x, y, z) and three angular position coordinates (pitch, yaw and roll angles) (Fig. 1 ).
Various DOF measurement techniques are available. The most popular techniques for x, y and z coordinates have been reviewed by Besl [1] and include triangulation, frequency or amplitude modulation methods and time of flight (TOF) measurements. All these techniques assume isotropic Lambertian scattering [2] and introduce a major intensity loss. A setup that is capable of measuring five DOF, (x, y, z) coordinates and two angles (pitch and yaw) was proposed by Gilbreath [3] . The setup includes eight different retro-reflectors (RRs) placed in pre-calculated positions to enable the acquisition of the data. The three-dimensional spatial coordinates are calculated based on the TOF technique. The calculation of pitch and yaw angles was based on the intensities of the light that was reflected by the RRs. The authors propose to integrate visual observation in the short-range to further increase the accuracy and to obtain the roll angle. Rahneberg [4] proposed a setup to acquire three DOF, roll angle and two-dimensional spatial position. Rahneberg's setup relied on two RRs and measured the displacement of the RRs from a reference plane. The roll angle was calculated from the magnitude of the displacement. An additional setup, by Zhai [5] , was based on a rectangular prism and concentrated on finding the roll angle. Zhai suggested placing a beam splitter film on part of the rectangular prism itself. The displacement of the reflected and the transmitted beams was measured. The change in the displacements facilitates roll angle calculation. A setup relying on a change in the polarization of the transmitted beam was proposed by Shi [6] . The beam's polarization was altered by a half-wave plate (HWP). Knowing the initial polarization, the measured polarization produced data for calculating the roll angle.
The above publications on DOF measurements [3-6] tend to focus on optical measurement principles and their corresponding optical designs. An optical design is mainly influenced by axial misalignments, optical element impairment and physical effects, such as dispersion and birefringence. These influences are systematic and, therefore, can be either part of a system model or compensated for by preliminary calibration.
The techniques described above provide some analysis of optical-related measurement errors, but do not pay attention to signal processing issues. In the case of long distance measurements, the signal to noise ratio (SNR) decreases significantly. Thus, the internal system noise can considerably affect the measurement results. Previous works assume sufficient power to neglect the different noise sources. However, in the proposed scenario the noise can significantly deteriorate the results. This paper addresses the signal processing aspects of analysis of the roll angle measurement setup proposed by Shi [6] . We briefly review the measurement setup and evaluate the setup-related power and noise of a received signal in Section 2. Then, in Section 3, we derive the maximumlikelihood estimator (MLE) of the roll angle and give its corresponding Cramer-Rao bound (CRB) for the estimation error. We prove that a "straightforward" estimator [6, Eq. (7)] is actually the MLE and expand it to a multiple samples model. We then illustrate the performance of the MLE, compared to CRB, in Section 4. We conclude, in Section 5, that the measurement error of MLE asymptotically converges to zero given enough samples and discuss the results.
Angle Measurement Model 2.A. Optical Concept
The optical design [6] is depicted in Fig. 2 . The laser source transmits a wave with a known polarization angle. The beam is incident on the RR, which alters the wave polarization, and returns to the transceiver. At the transceiver module, the beam is split to its p and s components by a polarizing beam-splitter (PBS). These two components are then measured by two separate detectors. The measured intensities are used to calculate the roll angle. In order to obtain an expression for the measured components, the laser beam is tracked along its path through the optical components comprising the system. The PBS splits the incident beam into two orthogonally polarized components.
According to Shi [6] the currents at the detectors are
where θ is the roll angle from the fast axis of the HWP and i sig [measured in A] is given by
where R is the detector responsivity and P R is the received optical power. The multiplication factor of the angle (4 × θ) is the result of the beam tracking, which was performed using Jones matrices [7] .
2.B. Link Budget
As mentioned, the received signal power, P R , at the detectors is used for the roll angle evaluation. In this subsection, we evaluate P R by a corresponding link budget equation. The beam travels to the RR, and then part of the beam is reflected back towards the transceiver. The link budget of such a system is given by [8, 9 ]
where:
We assume that the system is intended to be deployed in Space, so the atmospheric transmission T atm = 1. The RR's gain is slightly different from the usual telescope gain, since it serves both as a receiver and as a transmitter at the same time [9] , thus:
where S is Strehl ratio, D RR is the aperture diameter of the RR and λ is the wavelength of the beam. The free space loss is given by:
where D is the measurement range and λ is the wavelength of the beam. L RR represents the losses from the other optical elements in the system and can be calculated using Fresnel equations. In our system, light travels through three optical components HWP, PBS and RR. These components are bound into one element and then added to (3), leading us to
where L RR relates to the RR itself.
2.C. Expression for Measured Signals
In order to obtain the final expression for the measured components at the detectors, the noise has to be added to each detector, leading to signals s and p that are given by
where n p and n s are noise at the detectors. The noise variance at the detectors is given by
where σ th is thermal noise, σ sh is shot noise and σ DC is dark current noise [10] . Estimation of the different noises in the considered operation mode reveals that the detector noise is dominated by thermal noise, which is given by
where K B is the Boltzman constant, T is the temperature, B is the bandwidth and R sh is the shunt resistance.
ML Estimation
The estimation problem is defined by the expression for the measured signals in (7), where i sig and θ are deterministic unknown variables and the noise variance, σ 2 , is assumed to be a deterministic known variable. We use a log-likelihood function for the measurement signals to analytically derive the maximum-likelihood estimator (MLE) of θ. We then derive the unbiased Cramer-Rao bound (CRB) and briefly discuss the estimation-related issues.
3.A. Log-likelihood Function
The distributions of optical samples, s and p, are conditionally independent Gaussian distributions given by
(10) Therefore, the joint distribution of N samples of
where
The corresponding log-likelihood function L(θ, i sig |s, p) is given by
and is used for a further estimation process.
3.B. Maximum-Likelihood Estimators
The MLE of the unknown deterministic parameters i sig and θ is found by parametric maximization of log-likelihood function
where ϑ = [i sig , θ] T is the vector of estimated parameters. This maximization is calculated by vector notation differentiation and by solving the system of equations
for i sig and θ.
3.B.1. i sig estimation The resulting ML estimator of i sig is given bŷ
and the operator E stands for expectation value. This estimator is a variation of the sample mean estimator of Gaussian variables which is known to be unbiased and efficient (i.e. reaches CRB) [11] .
3.B.2. θ estimation
The resulting ML estimator of θ is given bŷ
and it is similar to the expression given by Shi [6, Eq. (7)] for a single sample (N = 1). For brevity, additional trigonometric forms of this estimator are not presented. This estimator is asymptoticly unbiased, since
and, therefore,
by substitution of the expressions for µ s and µ p from (12) . The derived MLE includes a trigonometric function of a ratio of two Gaussian-distributed variables; therefore, an analytical variance evaluation of this estimator is very complicated. The numerical variance analysis is presented in the simulation section.
3.C. Cramer-Rao Bound
To evaluate the CRB, we start with the Fisher Information Matrix (FIM) and then proceed to the CRB, which is the inverse of the FIM.
3.C.1. Fisher information matrix
The distribution of single sample pair, (s, p) can be addressed as a 2D Gaussian with the mean value µ = [µ s µ p ] T and covariance matrix C = σ 2 1 2×2 (where 1 is the identity matrix). The general expression for the FIM in this case is given by
and is evaluated by the substitution of µ and C values [11] . By using
the resulting FIM is
Given N samples (i.e.s,p instead of s, p) this matrix is simply multiplied by N because of the multiple samples property of the FIM [11] .
3.C.2. Cramer-Rao bound
The CRB is defined by using the inverse of the FIM
(24) The result of interest is theθ estimation bound, which is given by (2,2) element of I −1 and is
and is actually a function of all conditioned parameters. The bound depends on the value of θ itself and shows asymptotic divergence at θ = ±π/16. This result is congruent with signal functions (1) that bounds the estimation for θ ∈ (−π/16, π/16).
The CRB expression (25) includes a i 2 sig /σ 2 term. The physical meaning of this term is signal-tonoise ratio (SNR). Consequently, it is dimensionless, since both i 2 sig and σ 2 are measured in A 2 . For simplicity, the notation
is used throughout the rest of this paper.
3.D. Detection
Under the given conditions the presence of the signal is doubtful. Hence, the signal presence may be formulated as a decision problem with the following two hypotheses:
where H 1 corresponds to the presence of signal vectors s and p (signal plus noise hypothesis), and H 0 corresponds to the presence of noise vectors n s and n p (noise only hypothesis). A log-likelihood ratio test (LRT) to decide between the two hypotheses is given by
where thr is the predefined threshold value. That is, the presence of the signal is decided by comparing SNR-like expression to a predefined threshold. Moreover, the probabilities of false alarm and detection error, given the decision threshold, can be analyzed [12] . Another interesting possible form of LRT is based on the use ofs ,p (defined in (29)) instead ofs,p. Throughout the rest of the paper the presence of a signal is assumed.
3.E. Additional Notes
Before concluding this section we would like to add a few important remarks.
3.E.1. Tracking/Prediction
During the angle evaluation we assumed that the angle value is static during the set of measurement samples. This assumption holds when the sample rate is significantly higher then the angular velocity. However, in cases where this assumption does not hold, tracking of the form
Another interesting case is when the angle measurement is used for command and control (C&C) purposes, and high-accuracy time-prediction of the formθ N +1 = f (s 1 , . . . , s N , p 1 , . . . , p N ) is needed. In both cases, the tracking and/or prediction may be enhanced by statistical or analytical studies of angular speed distribution and angular acceleration distribution values. These statistics may also be applied directly onto log-likelihood function L(θ,î sig |s, p) values (instead onθ) to refine the results.
3.E.2. Negative samples
The values ofs < 0 orp < 0 are physically meaningless because of optical detector response properties. Formally, the estimatorθ M L (s ,p ) is modified withs
and is a small numerical value to prevent the situation of division by zero. If both (s < 0) and (p < 0), then an estimation result cannot be generated.
3.E.3. Constant i sig
In some circumstances, the value of i sig ∼ = const can be practically assumed. In this case, a higher number of samples is used to improve the accuracy ofî sig . Consequently, the MLE of θ is evaluated by minimization of the log-likelihood function (14) for θ, followed by substitution of a more accurate value ofî sig . The resulting estimator in this case is given byθ
3.E.4. Different expression for measured signals
The practical value of i sig at s and p can slightly differ, typically because of the non-uniformity in photo-detector parameters. These differences result in changes in the optical signals expression, and can be overcome by modified MLE (either analytical or numerical). For example, some impairment in optical design may be described by the modified set of equations
where κ = 1. In this case, the corresponding MLE is given byθ
and for κ = 1 this expression reduces to (18).
Simulation Results
A simulation was used for the evaluation of the bias and the variance of the angle estimation errors and was carried out using the parameters listed in Table  1 . The choice of parameters relies on the fact that the measurement system is a part of a hybrid orientation/communication system [13] , thus having The performance of the estimator is dependent on the SNR and on θ, as predicted by the CRB expression (25). At high SNR values the variance of the estimator is slightly lower than for the CRB; this is the result of the bias presence. When |θ| approaches π/16, the MLE performance is better than the CRB because of the use of physical-based non-negative signal restrictions (29). At low SNRs (SNR 50) there is significant MLE performance degradation as compared to the CRB. sented in Fig. 6 . The std of the estimator is higher than the CRB because of the presence of an empirical bias. The general performance of the MLE is close to the CRB and, according to these results this estimator is asymptotically efficient. Namely, it achieves the CRB at the limit of N → ∞. At the same time it converges to a negligible bias. This simulation actually shows that angle evaluation error can be arbitrary small, given enough samples.
Discussion & Conclusions
A scenario describing the roll angle measurement has been analyzed. Through this analysis we show the influence of the emitted optical power and the number of measurement samples on estimation accuracy. The major finding that emerges from this study is that an arbitrarily small estimation error can be achieved with enough measurement samples. Therefore, the angle evaluation accuracy is limited only by mechanical calibration. The issues concerning calibration errors have already been reviewed [6] , and for that reason are not discussed in this paper. It is anticipated that the proposed system will be integrated into a navigation and optical wireless communication network [13] . 
