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0. INTRODUCTION 
We begin with a brief orientation. Definitions will be found in Section 0.3, 
which the reader may consult when reading Section 0.1. 
0.1 Orientation 
From the work of Hunt [l, 21, Doob [3], and others on potential theory 
for transient Markov processes there recently has branched out a new line 
of investigation, so called potential theory for recurrent Markov chains. 
This development was initiated independently in a series of papers by 
F. Spitzer [4-61, and Kemeny and Snell [7-12l.l In both cases the authors 
defined a certain matrix A in terms of the transition probability matrix P 
of the underlying chain. They call -A the potential kerne12, and when 
g = -Af they say g is the potential of the charge f. It turns out that one can 
derive analogues of classical potential theoretic principles. Indeed one gets 
counterparts to most classical principles of logarithmic potential theory in 
the case considered by Spitzer (sums of independent identically distributed 
random variables). Kemeny and Snell consider a rather wide class of recurrent 
chains, so called normal ones, and associate with each such chain two matrices, 
G and C. Without some additional assumptions the analogy to the classical 
case is rather limited. Nevertheless these matrices have interesting properties. 
Kemeny and Snell show that if G = C, which is the case in Spitzer’s work, 
many results of Spitzer are obtainable [ 111. 
Rather than investigate some particular matrix A associated with a recurrent 
chain we begin by asking what conditions a Green function or potential 
operator should satisfy. We then seek to construct all matrices satisfying 
* This research was supported in part by the Air Force Office of Scientific Research 
and in part by a National Science Foundation Senior Postdoctoral Fellowship. 
1 The work of Hoeffding [13] is also closely related. 
s Actually Spitzer calls A rather than --A a potential kernel. 
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these conditions. It is natural to ask whether these operators satisfy “classical” 
potential principles; and if they do not, perhaps they satisfy different relations 
intrinsically connected with the underlying Markov chain. In particular, is 
there any reason to restrict attention to normal chains, and even within this 
class of chains, what is special about the kernel G used by Spitzer and 
Kemeny and Snell ?3 
Since (P - I) is the analogue of the Laplacian in potential theory it 
seems reasonable to require 
(i) (P -1)A =I 
which, modulo a constant factor, can be taken as Poisson’s relation. This is 
indeed satisfied in Spitzer’s case: but clearly it cannot be satisfied when P 
is finite dimensional, for instance. Taking our cue from Kemeny and Snell 
(who took theirs from Frostman) we consider the weaker condition 
(i)w (P - I) /lf =f for each null charge f, 
where null charge is defined precisely below. It soon turns out that we need 
also 
(ii) Af is bounded for each null charge f. 
We can now explain the plan of the paper. In Section 1 we consider A 
satisfying (iw) and (ii). In Section 1.1 we show that such A always exist and 
show how to construct the most general A of this kind. In Section 1.2 we 
show that many results proved in [8] for G and normal chains have analogues 
for A satisfying (i) and (i,J. The results in this section are all concerned 
with potentials of null charges, hence we call them weak potential principles. 
Section 1.3 is concerned with potential principles, that is, the restriction to 
null charges is abandoned. 
In Section 2 we introduce a Martin boundary for recurrent chains. Regular 
and minimal boundary points are defined. In Section 3 we associate with 
each regular boundary point x a matrix A, and we show that 
A(j, i) = / A,fj, i) pCi’(dx) iES,jES 
with p(i) a probability measure on the boundary assigning all its weight to 
the minimal points, gives the most general A satisfying (i) and the following 
two conditions: 
(+) 4, j) > 0 f or i E S and j E S, (#) A(i, i) = 0, i E S. 
Considering only those A for which CL(~) = ,.L for all i E S (i.e., pii) does not 
depend on i) leads to a subclass A. We show in Section 3.1 that every A E A 
3 It is known that not all recurrent chains are normal. See [14,9]. 
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satisfies (ii) and in Section 3.2 that every A satisfying (i), (ii), (+), and 
(#) is in A. Finally we establish some properties of A E A. As far as classical 
potential principles go these A will satisfy them under certain additional 
assumptions: otherwise they may violate them. However these A are very 
naturally connected with the given Markov chain and it might well be that 
their behavior gives important information about the chain. 
0.2 Acknowledgement 
This work was originally inspired by the papers of Spitzer [4-61. However 
as we became acquainted with the work of Kemeny and Snell our point of 
view shifted, and the present paper derives a great deal from them. Our 
approach in Section 1 was suggested by [ll]. The work on boundary theory, 
Section 2, was largely completed before we became aware of the related 
work [.12]. On the other hand our original attempt to prove the representa- 
tion theorem in Section 3.2 was unsuccessful, and the proof presented here 
owes key ideas to the work [12]. 0 ur work in Sections 2 and 3 depends of 
course on Doob [3] and Hunt [2]. On the other hand the influence of Hunt [l] 
may not be as apparent as it should be, since it is less direct. 
We wish to extend our particular thanks to Spitzer, and to Kemeny and 
Snell for making speedily available to us new results well in advance of 
publication. 
0.3 Notation 
For the convenience of readers we have made some effort to adapt our 
notation to that of Kemeny and Snell. However we cater to certain of our own 
notational preferences and the reader familiar with the work of Kemeny 
and Snell will note several differences in conventions. One of these is that we 
denote a typical element of a matrix Q by Q(i, j) (not Qii), and similarly for 
vectors. 
We will consider Markov chains with state space S, where S is a denumer- 
able (possibly finite) set. We index our states by nonnegative integers and 
sometimes identify the former with the latter. A matrix is a real-valued 
function defined as S x S. We use small Roman (Greek) letters for column 
(row) vectors. A vector is nonnegative if each component is nonnegative; if in 
addition at least one component is positive the vector is positive. Since matrix 
multiplication is not necessarily associative we write products Q1 . Q2 * Qa 
without parentheses only when the product is associative. We say f is 
bounded (p is bounded) if f(i) < M < m (p(i) < M < -) holds for some 
M and all i E S. 
Henceforth P is the transition probability matrix of a recurrent irreducible 
Markov chain with state space S. 
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In the following definitions Q is an arbitrary matrix. {Xc’, n = 0, 1, ...> 
or simply {Xc)} is a Markov chain with transition probability matrix P and 
initial distribution concentrated on i. E is a subset of S. 
01 
F 
;E 
r” 
I$ 
Q" 
HE 
PE 
EP 
EP 
A stationary measure: 01 > 0 and OQ = 01. 
REMARK: 01 is unique up to scalar multiple, see Section 0.4. 
The set of all finite nonvoid subsets of S. 
The identity matrix. 
Q restricted to E x E. 
/3 restricted to E. 
f restricted to E. 
IE(i, j) = I(i, j) (0)for (i, j) E E x E ((i, j) 6 E x E). 
Q” = I; any matrix raised to the power 0 is interpreted as I. 
The hitting probability matrix: HE(i, j) is the probability that 
Xc: = j, where no is the least nonnegative n such that X2) E E. 
REMARK: Kemeny and Snell denote this by “BE.” Note (HE)E = IE. 
P”(i, j) = 0 if (i, j) $ E x E 
P”(i, j) is 
n such 
REMARK: 
EP(i, j> 
EW, 8 
REMARK: 
m 
EG = z(EP) 
?L=O 
EG = ~$(EP) 
n=o 
REMARK: 
the probability that X$i = j, where n1 is the least positive 
that X2) E E, if (i, j) E E x E. 
Kemeny and Snell write “PE” for (p)E. (PE)E is some- 
times called the transition probability matrix of the 
process on E. 
= P(i, j) j $ E 
= 0 jEE I 
= P(i, j) i c$ E 
= 0 iEE I 
For E nonvoid EP and EP will be transient processes, 
in which absorption after a finite number of steps is 
certain. 
Clearly EG &G) is the Green function associated with 
=' (EP)* 
1 The column vector with all components equal to 1. 
EK 
.EK 
>if) = EG(i,i>/4i> 
1, = EG(i, i>bti> 
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EU EW, i> = EG(i, j)lEG(j, j) 
REMARK: “U(i, j) is the probability that {X@} 1z reaches j at some 
time n, such that X2) $ E for 0 < m < n,. 
EU EU(i, j) = EG(i, j)iEGo’, j) 
REMARK: &(i, j) is the probability that {Xc)} reaches j at some 
time n,, such that X$ $ E for 0 < m < no. 
In case an E of the form {i} appears as a left affix we may drop the braces: 
thus we write iU for jijU. 
ON ON(i, j) = OG(i, j) (1 - Su) (1 - sjo) 
Occasionally we write Qz for (Q’),. 
The space of null charges: {f: af = 0 and f vanishes outside some 
finite set} 
REMARK: Note that unlike Kemeny and Snell we demand that 
null charges vanish outside some finite set. 
ME Charges with support in E: {f : f(i) = 0 for i .$ E} 
M Charges with finite support: {f : f  E ME for some E E F} 
NE MEnN 
n 
N(n) = 
2 
pm 
m=0 
Kemeny and Snell call a Markov chain normal if the following two matrices, 
defined in terms of P, are well defined: 
G G(i, j) = lim+,, [Ntn) (i, i) +)/a(i) - NC”) (i, j)] 
c C(i, j) = lim,,, [NC”) (j, j) - Ncn) (i, j)] 
For normal chains they show that PnHE converges as n --f ~0 for a class 
of E including F. The limiting matrix has identical rows, each row being 
denoted by AE. 
To each concept obtained by considering P as acting on column vectors 
there is a dual one, obtained by considering P as operating on row vectors. 
We use an asterisk for the dual. For example: 
N* The space of left null charges; {/3 : /31 = 0 and p vanishes outside 
a finite set}. 
Formally one passes from a concept to its dual as follows: let ” be a trans- 
formation mapping matrices onto matrices and column (row) vectors onto 
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row (column) vectors such that 
8% j) = 4j>Qo’, Wi) 
f”(i) = f(i)fx(i) 
B’(i) = BW4) 
(This transformation is denoted by an asterisk in [S]). For a class C write 
C’ for {C”: C E C}. Suppose C is a class defined in terms of P, so that more 
explicitly C = C(P). Write [Cl” or C for C(P”). Note {P}^ = (P’}. Let 
us write fj for P’; p is the transition probability matrix for the reversed 
chain. Finally and formally then C* = [Cl’. Note [Cl” = [Cl”. In case 
C = C(P) is an object (a matrix, or a measure, or a function) instead of a 
class let C’(P) = {C(P)}. Then C’* will also be a class containing one element, 
and this is taken to be C*. Considering HE as a mapping from sets into 
matrices defined in terms of P we obtain 
H*E H*E(i, j) = 0 if i $ E, H*E(i, j) = ‘G(i, j) if i E E. 
Like previous authors we will exploit the fact that every theorem has its 
dual. We will not usually stop to state duals of theorems: we refer to the 
dual of a formula or theorem by the number of the original formula or theorem 
succeeded by an asterisk. 
We summarize some terminology and notation used in connection with 
our potential kernels A. The following conditions will occur: 
(i) (Inverse condition) (P - I)A = I. 
(iw) (Weak inverse condition) (P - I)& = f for all f E N. 
(ii) (Boundedness) Af is bounded for every f E N. 
(+) (Positivity) A(i,j) >, 0, (i,j) E S X S. 
(t) (Death on diagonal) A(& z) = 0, i E S. 
If g = -Af we call g the potential of the charge f. Generally our charges 
will have finite support, so that the potential is at least well defined. 
If (Q - I)h(i) = 0 for all i in some set E we say h is harmonic for Q in E, 
or h is Q-harmonic in E. When E = S we say simply that h is harmonic for Q. 
When Q = P we will refer to a function which is Q-harmonic (in E) simply 
as a function which is harmonic (in E). In case Q is the transition probability 
matrix of a transient chain the matrix z: p is known as the Green function 
of the Markov chain. 
0.4 Background 
Derman [15] showed that up to constant multiple there is a unique (Y > 0 
satisfying aP = 01. Let E YZ S, E nonvoid, BE > 0, fiE(PE - IE)E = 0 and 
4j) = SE )BWWA j E S. (0.3.1) 
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Then a’P = 01’. For E = {zJ this is due to Derman [15], for general E it 
follows from Harris [16]. We call this fact Derman’s relation or the De-rman- 
Harris relation. The important thing for us is that it shows that UP = OL 
implies 
+(PE), = Q. (0.3.2) 
The dual to the fact that there is a unique positive left invariant vector is 
that there is a unique (up to constant multiple) positive right invariant vector. 
A trivial extension shows us that if Pf = f, f bounded below, then f = c 1, 
where c is a sculur. This fact will be used frequently. 
In Sections 2 and 3 we use boundary theory for transient Markov chains. 
For an account see [3], or, particularly well adapted for our purpose [2]. 
In Section 3 we use crucially a result of [12], but knowledge of that paper is 
not assumed. 
I. WEAK INVERSES 
In this section we investigate A satisfying the weak inverse condition 
(iw); for much of the time we also impose the boundedness condition (ii). 
In Section 1.1 we show how to construct all A satisfying (iw) and (ii). In 
Section 1.2 we consider -A, with A satisfying (iw) and (ii) as a potential 
operator operating on null charges: we call this the weak potential theory 
associated with A. We relate our results to those of Kemeny and Snell. An 
interesting fact is that a certain convergence property holds if and only if the 
underlying Markov chain is normal and Af = Gf for all f E N (see Theorem 
1.2.5 and subsequent discussion). Section 1.3 considers - A as potential 
operator on arbitrary charges with finite support. 
We see very soon (see (1.1.3) below) that every A satisfying (im) and (ii) 
is associated with a family {wx}, E E F, such that w”(i) = 0 for i 4 E and 
Xi w”(i) = 1. (We shall in fact see exactly what families of vectors arise via 
(1.1.3) with A of the prescribed sort.) It will be seen that when dealing 
with normal chains and using G for A the vector X* of Kemeny and Snell 
corresponds to our mE. Formula (1.1.3) should be compared with (1.9) 
of [6]; we see that the presence of w * in this context is a distinguishing 
feature of potential theory for recurrent Markov chains. 
1 .l Construction 
The simple but important relation 
PHE -HE=p*-~* (1.1.1) 
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holding for any E 5 5’ will be much used by us, as it was by Spiker [6]. We 
set for E E F 
WE = HE - A(p” - IE) (1.1.2) 
so that WE depends on A. 
THEOREM 1.1.1. Let A satisfy (Q, (P - I) g = f, f  E N. Then P(g - Af) = 
g - 4 
PROOF: By hypothesis (P - 1) Af = f  = (P - 1) g, and the theorem 
follows on transposing terms. 
COROLLARY. Let A satisfy (iw), E E F. Then WE = PWE. 
PROOF: Each column of PE - IE E N, by 0.3.2. Hence, using (1.1.1) 
and (1.1.2) the corollary follows from the theorem by letting g be a column 
of HE and f the corresponding column of PE - IE. 
THEOREM 1.1.2. Let E E F and let A satisfy (iw). Then W”(i,j) = 0 
for j 4 E and zjeE W”(i, j) = 1 for every i E S. 
PROOF: The first assertion is evident from (1.1.2). So is the second 
if one remembers that each row of PE - IE belongs to N*. 
THEOREM 1.1.3. Let A satisfy (iuI) and (ii), E E F. Then WE = 1~~. 
PROOF: According to Theorem 1.1.1 each column of WE is P-harmonic 
(i.e., each column h satisfies h = Ph). It follows from the fact that A satisfies 
(ii) that each column of WE is a bounded P-harmonic function, hence constant. 
Note that if the hypotheses of Theorem 1 .1.3 hold we can write 
for E EF. 
A(PE -I”) = HE - lwE (1.1.3) 
Let E, ={O,k}, k =O, 1, .... Let e,(.) = (PEk - IEh) (., 0) that is . ek 
is the column of PEa - IE* corresponding to the index zero. Let 
E = {ek: k = 1, 2, . ..}. 
The proof of the following lemma is obvious. 
LEMMA 1.1. Let f E NE, E E F. Then there exists a unique sequence of 
real numbers {c,}, k = 1, 2, ... such that f = xF=‘=, c,e,; furthermore clc = 0 
for k$E. 
I f  XEk is a matrix for k = 0, 1, ... we write 8 for the matrix defined by 
x(i, k) = XEk(i, 0). W e a so 1 set FE = PE - IE. Thus ek is the kth column 
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of F. Note Pw = wand m(*, 0) = 1. In case WEk = lwE* for all k we write 
w(K) for us(O) so that w = lw. 
It follows from Lemma 1.1 that for every E E F there exists a unique 
matrix RE such that RE(O, j) = 0 for all j E S and 
FE = FRE, (1.1.4) 
for the jth column of FE is, for each j, a member of NE and RE(k, j) is simply 
the coefficient ck in the expansion of the lemma. 
The succeeding theorems show that A satisfying (ieo) and (ii) always exist, 
and allow us to construct all A satisfying (iJ (and (ii)). In particular we may 
choose the zeroth row and column arbitrarily: it is then possible to fill in 
the remaining entries in exactly one way so as to make A satisfy (iw) and (ii). 
THEOREM 1.1.4. Let V be any matrix satisfving PV = V and V(i, 0) = 1. 
Then there exists a unique linear transformation A of N into itself suck that 
(i,J holds and w = V, where WE is de$ned in (1.1.2). The transformation A 
will satisfy (ii) if and only if V has constant columns. 
REMARK. The letter A is now used as a linear transformation on N; 
there may of course be distinct matrices A, and A, inducing the same trans- 
formation A on N. Note however that property (iw) and the definition of 
WE, hence of r, depend only on A. 
PROOF. Set 
Ae, = R(., k) - V(., k), k = 0, 1, -9.. (1.1.5) 
Note that the right side of (1.1.5) vanishes when R = 0. According to the 
lemma the elements of E are linearly independent and span N, so that 
(1.1.5) can be extended by linearity to all of N in exactly one way. We may 
write (1.1.5) more compactly as 
Note 
AP==R-- V. (1.1.6) 
(P-l)(AP)=(P-I)(#?- V)=F (1.1.7) 
since PV = V by hypothesis and (P - I) n = P by (1 .l.l). Hence by 
linearity (P - I) Af = f f  or every f E N, that is, (i,J holds. The uniqueness 
assertion of the theorem is clear, for the condition w = V implies (1.1.6), 
which in turn, as we noted, determines the transformation on N. 
If  the transformation A satisfies (ii) W will have constant columns by 
Theorem 1.1.3, hence W aiso will have constant column. Conversely if W, 
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alias V, has constant columnsAe, is bounded for every e E E, and so it follows 
from Lemma 1.1 that A satisfies (ii). 
We have for E E F and any A satisfying (iw) 
WE = HE - A(PE - IE) = HE - A(FRE) = HE - (AE)RE 
= HE - (I? - w)R” (1.1.8) 
where the first equality is (1.1.2), the second is (1.1.4), the third is true 
because RE(k, j) = 0 for K $ E and E is finite, and the last equality is (1.1.6) 
since w = V. We have proved the 
COROLLARY. A family of matrices {WE}, E E F, corresponds to a matrix A 
satisfying (iw) wia (1.1.2) if and only if (1.1.8) is satisjed, Pw = w and 
W(i, 0) = 1 for all i E S. 
Let ON(i, j) = OG(i, j) [(l - Sio) (1 - Sjo)] for i E S, j E S, where the S 
is the Kronecker delta. 
THEOREM 1.1.5.4 The matrix A satisjes (i,J and (ii) if and only iffcrr some 
function h and some measure r~ 
A = - ON + hoi + In. (1.1.9) 
PROOF: We first show that A satisfying (1.1.9) satisfy (iw) and (ii). It 
is almost immediate that this follows from the special case in which h and r 
are identically zero, that is A = ---ON. Property (ii) is easily seen to hold 
for ON and (iw) was established in [8, p. 2321. Both properties also follow 
easily from the representation 
[-ON(PE - IE)] (i, j) = HE(i, j) - HE(O, j) (1.1.10) 
which can be established by a counting argument like that used in the proof 
of Theorem 3 in [8]. Note that (1.1.10) is an instance of (1.1.3). 
Let A satisfy (iw) and (ii). We must show it has a representation in the form 
(1.1.9). According to Theorem 1.1.5 there exists an w such that w = V = lw. 
It is clear that for any numbers ah, h = 0, 1, ..., b,, k = 1, 2, ... there is a 
unique measure w and a unique matrix A such that Eqs. (1.1.5) are satisfied, 
A(O,h)=a,,h=O,l;.*, A(K,O)=b,,K=1,2;.., and V=lw.Since 
(1.1.9) allows us to choose the elements A(0, K), A@, 0) arbitrarily by 
suitably choosing h and w the theorem is proved. 
4 We are indebted to J. G. Kemeny for suggesting this theorem; it takes the place 
of a less concise result. 
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1.2 Weak potential principles 
We start with two known theorems. Both Theorems 1.2.1 and 1.2.2 are 
stated and proved in Spitzer [5,6]. In fact the short proof of Theorem 1.2.1 
below is that of Spitzer [6], reproduced for the convenience of the reader. 
THEOREM 1.2.1. Let (P - I)g vanish outside E, E c S, and let g(i) 2 0 
for all i E S. Then g(i) 2 inf$,,g(j). 
PROOF (Spitzer): Let Q(i, j) = P(i, j) when both i E S - E, j E S - E, 
Q(i, j) = 0 otherwise. For i E S - E, one has 
g(i) - 2 Q(i, 4g(k) =z P(i, 4g(k). 
k&Y-E kcE 
Iterating Q gives 
&I - keg, 8% 4 g(k) =z z ( $ Pm) (6 4 P(k, I')go') 
jeE k&-E m=O 
and thus 
g(i) > lim 2 2 ( $8”) (i, k) W.i)gti) = 2 fW,j) g(i) 3 $$go’)- 
nso jEE k&S-E m-0 jeE 
COROLLARY. Let (P - I)g vanish outside E, E G S, g(i) > - M > - m 
for all i E S (g(i) < M < 00 for all i E S). Then g(i) > inf,,,g(j) (g(i) < 
SUPjeE g(i)>* 
PROOF: Ifg is bounded below (above) by -M (M) theng + M (-g + M) 
satisfies the condition of the theorem. 
THEOREM 1.2.2. Let E E F. Let f  be a function dejined on E. Then H”f 
is the only bounded solution of the Dirichlet problem 
(P-I)g(i)=O, iES-E 
g(i) =f(i), i E E. 
PROOF: Since HE reduces to the identity on E the fact that H”f is a bounded 
solution is immediate from (1.1.1). I f  there were another such solution g, 
H”f -g would be a function harmonic outside E, bounded above and 
below vanishing on E: by the corollary to Theorem 1.2.1 H”f - g vanishes 
everywhere. 
One evidently has for j E S - E and i E E 
HE(i, ) = x EG(j, k) W, 4 
k&-E 
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where according to our definitions E G is the Green function of the exterior 
domain S - E. This relation is the analogue of the classical one expressing 
the harmonic measure as a normal derivative of the Green function, cf. 
[5, Theorem 7.2 and preceding]. 
Our next theorem, the decomposition theorem was suggested by Theorem IV 
of [Ill. 
THEOREM 1.2.3. Let A satisfy (iW) and (ii), E E F. There exists a function 
cE and a matrix ME such that c”(i) = 0 for i E E, ME(i, j) = 0 if i E E, or 
j E E and 
A = HEA - ME + cEol. (1.2.1) 
PROOF: For the moment only let I’ = A - HEA. Let f E NE, g = Af. 
Then Vf = g - HEg. Since A satisfies (iW) and (ii) g is bounded and P-har- 
monic outside E, so that the corollary to Theorem 1.2.1 shows g - HEg 
is identically zero. That is, Vf vanishes for every f E NE. Considering f E NE 
vanishing for all but two points it becomes clear that for fixed i V(i, .) must 
be a constant multiple of a(.) on E. The constant of proportionality we call 
s(i), so that V(i, j) = cE(i) a(j) for all i E S and all j E E. Note that c(i) = 0 
for i E E since then A(i, j) = HEA(i, j) for all j E S. Finally define ME by 
Eq. (1.2.1); from the above ME(i, j) = 0 for i E E or j E E follows. 
Formula (1.2.1) corresponds to Theorem IV of [ll], ME and L? corre- 
sponding to EN and Ed respectively. The quantities EN and Ed have probabil- 
istic interpretations which ensure their positivity. On the other hand ME 
and p may not be positive, a fact which will be of some significance. 
The next theorem and corollary are analogues of Theorems 17, 18, and 
corollary of [8]; our results do not quite include those of [8] as a special case 
because we work with finite sets whereas Kemeny and Snell use “small” 
sets. 
THEOREM 1.2.4. Let A satisfy (iW) and (ii), E E F. Then g is the potential 
of an f E NE if and only if g is bounded and harmonic outside E and w”g = 0. 
PROOF: Let f  E NE. Since A satisfies (iW) - Af is harmonic outside E. 
Let the cardinality of E be n. 
Let N, = {fE : f  E NE). Let A,, be the linear transformation with domain NE 
such that A,,f = A& for f E NE. Clearly NE is (n - 1)-dimensional. The set 
of columns of (P” - ZE)E is included in N, and this set contains n - 1 
linearly independent functions since j3(Z’” - ZE)x = 0 if and only if /3 is a 
scalar multiple of +. Thus the columns of (P” - ZE)E span NE. Now 
c&A,f = 0 whenever f is a column of (P” - ZE)E, as can be seen from (1.1.3) 
and Theorem (1.1.2). Therefore ~2 = 0 for all g in the range of A,. To 
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conclude conversely that any function g on E such that w:g = 0 is in the 
range of A,, we need only show that the range is (n - I)-dimensional. 
By (1.1.3) again the range includes all columns of (HE - 1~~)~ and, using 
Theorem 1.1.3, we see p(HE - ImE) = 0 if and only if j3 is a scalar multiple 
of WE: so the columns of (HE - 1~~) span an (n - 1)-dimensional space. 
Finally let g be regular and bounded outside E, w”g = 0. According to the 
preceding paragraph there exists an f E NE such that g, = (Af)E. Thus 
Af - g is regular and bounded outside E and vanishes on E. By the corollary 
to Theorem 1.2.1 Af - g vanishes. 
COROLLARY. Let A satisfy (iJ and (ii), E E F. Let h be harmonic and bounded 
outside E. Then (h - lwEh) is the potential of some f E NE, and it is the only 
such potential with support in E d#ering from h by a constant. 
PROOF: The only thing not immediately evident is that h - lwEh is the 
only potential of a charge in NE differing from h by a constant. Suppose g 
were another such potential. Then [h - lwEh -g] would be constant 
and different from zero, and this constant function would also be the potential 
of a charge in NE. According to Theorem 1.2.4 this constant function, 
cl say, must satisfy wE(cl) = 0. But this is impossible for c # 0 because 
~~1 = 1 by Theorem 1.1.2. 
In [S] Kemeny and Snell show G is well defined if and only if P”HE 
converges for every E E F, and they establish a dual fact for C. When both 
G and C exist the chain is normal; we might call it right normal when G 
exists. Using -G as their potential operator they show that for normal chains 
P”g converges to zero coordinatewise when g is the potential of a charge 
in N. The next theorem gives some further insight into right normality. 
Converge of a sequence of vectors means componentwise convergence, 
and the same applies for matrices. 
THEOREM 1.2.5. Let E E F. Let A satisfy (iw). P*Af converges as n -+ 03 
for every f E NE if and only a$ PnHE converges as n -+ 00. P”Af will converge 
to the zero vector for all f E NE $ and only ~3 WE = limla+oc, PmHE. 
PROOF: The implication from left to right follows by applying Pn to 
(1.1.2) and letting n tend to infinity, remembering that the columns of 
PE - IE belong to NE, and that PWE = WE. To prove the reverse implica- 
tion reverse the argument and remember that the columns of PE - IE 
span NE. The last assertion of the theorem is also evident. 
The theorem shows that in case the chain is not right-normal Peg will 
not converge for all g which are potentials of charges in N no matter how 
the potential operator A is chosen, assuming only it satisfies (iw): in the 
POTENTIAL KERNELSFORRECURRENT MARKOV CHAINS 117 
right normal case we will always have convergence: but convergence to 
zero holds if and only if WE = IA”. 
If A satisfies (iw), f~ N, g = Af, (X,} is a Markov chain with transition 
probabilities P and if Y, = g(X,) - xi-‘f(Xj), the sum being interpreted 
as zero when n = 0, then {Y,, n = 0, 1, ...} is a martingale, and the mean 
of Y, equals the mean of g(X,), n = 0, 1, ‘... We see that the expected value 
of g(X,) will tend to a limit as n approaches infinity if and only if the expected 
value of C,“-‘f(X,) d oes. Note that the convergence of the last named 
expectation for all f  E N with two point support is equivalent to the existence 
of G. So on applying Theorem 1.2.5 we obtain a new proof for the equivalence 
of the existence of G and the existence of the limits PnHE as n tends to 
infinity, E E F. 
1.3. Potential Principles 
We shall be considering potentials of the form g = -Af where f  E M, 
that is, f is an arbitrary charge with finite support, and A satisfies (i,J and 
(ii). Since both (iw) and (ii) involve only null-charges one should not expect 
to be able to obtain results without some additional hypotheses. The results 
of this section and the approach were motivated by Kemeny and Snell [Ill, 
in which it was shown that many of the results of Spitzer [5] can be proved 
for normal chains for which C = G. 
THEOREM 1.3.1. (Maximum principle) Let A satisfy (iv) and (ii), and 
Let E E F, cE 3 0. Let f  E ME, af > 0 and g = -Af. Then g(i) < max,,,g(j) 
for all i E S. 
PROOF: Multiplying (1.2.1) by -f on the right we obtain 
g = HEg - (uf) cE 
from which the theorem follows at once. 
(1.3.1) 
Let A satisfy (iw) and (ii), E E F. From Theorem 1.1.2 and (1.1.3) it is 
clear that pEAE(PE - lE)E = 0 if and only if BE is a scalar multiple of WE. 
Since only scalar multiples of cyE are stationary measures of Pg one sees that 
(w~A)~ = k(E) . ccE, the constant k(E) being uniquely determined, and UJ~ 
is the only vector /? such that /l(i) = 0 for i 6 E, /31 = 1, and (PA), is a scalar 
multiple of 01~. In particular A, is singular if and only if k(E) = 0. If k(E) # 0 
there exist a unique function v E in ME and a unique scalar k*(E) such that 
a@ = 1, (AvE), = k*(E) . 1,. If k(E) = 0 there again exists a unique 
vE in ME such that orvE = 1 and AvE vanishes on E; in this case we set 
k*(E) = 0. In fact K*(E) = K(E). This is obvious when k(E) = 0; and when 
k(E) # 0 it follows from k(E) = wE(A),vE = ~~(Ati)~ = k*(E). The 
function 8 is called the equilibrium charge, -AvE the equilibrium potential. 
118 OREY 
Spitzer, and Kemeny and Snell call R(E) the capacity of E, though (as pointed 
out in [5]) k(E) is actually the analogue of Robin’s constant and ek(s) would 
correspond to the classical definition of logarithmic capacity. 
THEOREM 1.3.2. Let A satisfy (iw) and (ii) and let ce > 0, uE 3 0 for 
every E E F. Let E1 E E, E F, E1 non-void. Then k(E,) < k(E,). 
PROOF: Let lf~si = -AvE’, i = 1,2. Writing (1.3.1) for f  = &I and 
f=mE 2 subtracting and transposing terms we obtain 
(8 - 8) = (mew - mEl) + (k(E,) - k(E,))l. (1.3.2) 
Therefore (Pi - cEz) differs by the constant k(E,) - k(E,) from the potential 
of a charge in NE; but the Corollary to Theorem 1.2.4 specifies this constant 
as UJ~~(& - ?z), so that 
k(E,) - k(E,) = &(8 - pa). (1.3.3) 
The right side of (1.3.3) actually reduces to (w~~)~,-~,(&)~,-~, which is 
nonnegative by our hypotheses. 
There is a dual theory to the one we have been discussing. If A satisfies 
(iz) and (ii*) one has for instance 
(PE -I”) A = H*E - *a. (1.1.3)* 
The vE defined by (1.1.3)* will satisfy vE E ME, avE = 1. Here we have 
deliberately employed the notation vE used before, because A# will be 
constant on E (see the dual argument above). In particular, if A satisfies 
both (Q, (ii) and (iz), (ii*) vE will be the right equilibrium charge, wE the 
left equilibrium charge. The question arises, what can be said about A if 
it satisfies all these conditions (our analogue of C = G in [l l]).” We mention, 
for instance, the Principle of Balayage: if f  E M, f  > 0, g = -Af, E E F, 
k(E) # 0, then there exists an f~ ME such thatf 3 0 and g = -Af satisfies 
(a)g,=gE(b)gdg,(c)“lf~orf.c onsider also the Principle of Domination: 
if EEF, k(E)>O, f>O,f>O, fEME, fEM, g=-Af, g=-Af, 
& >g, then (a)g >g, (b) d< cd. 
THEOREM 1.3.3. Let A satisfy (iJ, (ii), (iz) and (ii*). If ME > 0, cE 3 0, 
ctE > 0 for all E E F balayage holds; if in addition uE > 0 for all E E F 
the domination principle holds. 
We refer the reader to [ll] for further discussion of balayage and of the 
domination principle in suitable form for our context. Indeed the proof of 
5 The results of [I 11 are subsumed in those of A new potential operator for recurrent 
Markoa chains by the same authors, to appear shortly. 
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Theorem 1.3.3 consists of the observation that our hypotheses suffice for the 
arguments of Kemeny and Snell [ll, Theorem 11 and 121, to go through 
with only obvious modifications. Theorem 1.3.1 will not be needed below. 
2. Boundary Theory 
In this section we introduce a boundary for recurrent chains with tran- 
sition probability matrix P. This boundary is simply the Martin exit boundary 
for the transient process iP, as defined in [3], [17], or [2], with suitable choice 
of reference measure, in the terminology of [2]. Naturally we must show 
that different i lead to the same boundary, and this we do. 
Kemeny and Snell[12] independently defined the boundary of a recurrent 
chain as the boundary of the transient process iP, showing that this does not 
depend on i. We show that iP and iP have the same boundary, so that the 
boundary of [12] agrees with ours.‘j 
Although the results of this section were largely completed before we 
became aware of the fact that Kemeny and Snell had related results we did 
make modifications after studying [12].’ In particular, our original results 
showed only that the boundaries obtained by using different i’s were topolog- 
ically equivalent, whereas in fact they are “algebraically” equivalent in a 
sense explained below. 
It seems curious that the fact that the exit boundary of iP does not depend 
on i is a special case of the fact that for E E F the boundary of EP does not 
depend on E, but the corresponding statement for EP is not always true. 
If E is a nonvoid subset of S, EP is the transition probability matrix of 
a transient Markov chain. According to [3 and 171 the Martin exit space for 
EP is constructed by introducing a metric p on S and completing the resulting 
metric space. According to the definition of EK and the Derman-Harris 
relation we have 
EG(i, j) EK(i, j) = - = EW, i) 
4) &E. a(c) EGz ’ 
iES,jES 
so that our kernel EK is essentially that of Doob [3], or rather it is the kernel 
used in Hunt [2] with reference measure y given by y(i) = a(i) if i E E, 
y(i) = 0 for i $ E. Hunt assumes y(i) > 0 for all i E S, which is not true in 
our case; however rG(i) > 0 for all i E S and that is all that is essential. 
Let us note 
6 More precisely, what we call the boundary of P is called the dual boundary of P in 
[ 121, and what we call the entrance boundary of P is called boundary of P in [ 121. 
’ Originally we introduced the boundary in order to carry out the construction of A 
satisfying (i), see Section 3. One could also base the construction of Section 3 on [12], 
without making use of the fact that the boundary of [12] agrees with ours. 
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LEMMA 2.1. Let EEF, in E, h E S, j E S. EK(h,j) < iK(k,j) < 
[a(i) i U(i, k)]“. 
PROOF: Note “U(i, i) = 1, and for K # i iU(i, K) is the probability 
that a Markov chain with transition probability matrix P and starting in i 
reaches li before returning to i. Therefore iG(i, j) > iU(i, k)iG(K, j), and 
by Derman’s relation 
iG(ki> 
=K(k j) < fK(k,j) = T G 
iG(i, j) dye I 
CL(j) W(i, k) = a(j) W&T) = a(i) W(i, h) * 
Let E E F and let {c&} be a sequence of positive constants such that 
EK(j, i) dj < 2-j for all i E S, j E S. The existence of such a sequence follows 
from Lemma 2.1. Let p,,(i, k) be a metric on S such that {in} is a Cauchy 
sequence if and only if it is ultimately constant or diverges to infinity. Let 
Ep(i, A) = 2 I EK(j, i) - EK(j, A) I dj + p&, A). 
jeS 
Clearly “p is a metric. Completing the metric space the (Martin) exit space 
fat =P is obtained. The set of limit points is known as the (Martin) exit 
boundary for EP. Note that a sequence {A,} of points of S is a Cauchy sequence 
in this topology if and only if it is Cauchy for the ps-metric and {EK(j, h,)} 
is a Cauchy sequence of real numbers for each j E S. We show now that all 
E E F lead to the same exit boundary. 
For E E F E F, E nonvoid, the following relation is useful: 
EG(j, i) = FG(j, i) + 2 [EG(j, h) - I(j, R)] FG(h, i). 
kcF 
(2.1) 
This formula is obtained by decomposing the visits to i preceding the first 
exit from E according to the last state K in F visited before i, the first term 
taking care of visits to i preceding visits to F. 
LEMMA 2.2, Let E E F E F, E nonvoid. Let {in} be a sequence of elements 
of S which is a Cauchy sequence in the exit space for FP. Then {in} is a Cauchy 
sequence in the exit space for =P. 
PROOF: In (2.1) replace i by i,, and divide by cz(i,J. By hypothesis then as 
n approaches infinity the first term on the right and each term in the finite 
sum on the right converges. Therefore the left side also converges, which 
proves the lemma. 
LEMMA 2.3. Let E 5 FE F, E nonvoid. Let {in} be a sequence of elements 
of S which is a Cauchy sequence in the exit space for EP. Then {in} is a Cauchy 
sequence in the exit space for FP. 
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PROOF: Again write i, for i in (2.1) and divide by my(&). It follows that 
‘G(j, i,J/ol(i,J converges for all j E S if it does for all j E F. Suppose on the 
contrary that there exist two subsequences {Q} and {i:} of {in} such that 
‘K(k, i;) converges to CL, FK(k, i:) converges to ci as 71 tends to infinity, 
for every k E F, and CL # &’ for some k E F. Note that for j E F (2.1) reduces 
to 
EG(j, i) = c EGCj, h) FG(h, i). 
keF 
Writing this relation for ih in place of i, dividing by a($), passing to the 
limit as n approaches infinity, doing the same for i:, and subtracting the 
results we obtain 
0 = 2 EG(j, h)(cL - cc). 
kEF 
Since this relation holds for every j E F (EG)F is singular. However, 
if the Green function of a transient process is restricted to a nonvoid subset 
F of S it becomes the Green function of the “process on F” (i.e., the process 
obtained from the original one by observing it only when it is in F). Hence, 
when F E F we obtain a nonsingular matrix. This contradicts the assertion 
that (EG)F is singular and establishes the lemma. 
THEOREM 2.1. Let E, and E, be two jinite nonvoid subsets of S. The exit 
spaces for SP and EaP are homeomorphic. 
PROOF: Let FE F be such that El s F, E, g F and apply Lemma 2.2 
and Lemma 2.3. 
For E E F, the exit space for EP is topologically independent of E. We 
call this topological space the exit space for P and denote it by S. We call 
3 - S the exit boundary for P and denote it by 8s; sometimes we will refer 
to &!? more briefly as the boundary. Since EK(i, j) converges as j approaches 
a boundary point one can extend EK(i, *) to a function on S by continuity, 
and we shall do so. 
We use the following terminology, introduced by Doob [3]: if Q is a tran- 
sient chain and K the kernel in terms of which the metric is defined a bound- 
ary point x is called a reguZar boundary point if K(., x) (defined as above 
by continuity) is a harmonic function on S; the point is called minimal if 
K(., x) is a minimal harmonic function, where a function g(s) is minimal 
if it is a nonnegative harmonic function such that every nonnegative harmonic 
function f satisfying g 2 f is a constant multiple of g. 
Kemeny and Snell [12] independently defined the exit boundary for P 
in a rather similar way. They proved Theorem 2.1 for the special case that 
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El and Ez are one point sets. Furthermore they proved that the boundaries 
of iP and iP are equivalent not only topologically but “algebraically”, a 
point x being minimal for iP if and only if it is for jP. The reason we say an 
algebraic equivalence is that the Martin representation theorem given in 
[3] or [2] establishes a 1 - 1 correspondence between positive Bore1 measures 
of total mass b concentrated on the minimal points of iP (jP) and positive 
iP-harmonic (jP-harmonic) functions f with iPf(i) = b (jPf0’) = b), and by 
letting each iP-harmonic function map onto the ?P-harmonic function corre- 
sponding to the same measure we obtain a mapping which preserves linear 
and lattice relations. 
The entrance space (boundary) f or EP can be defined as the exit space 
(boundary) of “(18) or d’ erectly as in [3] by introducing a metric by means of 
the kernel BG(i,j), so that {in} is a Cauchy sequence if and only if {in} is 
constant from some point on or i, approaches infinity with n and {kG(&, j)} 
is a Cauchy sequence of real numbers for each j E S, and completing the 
metric space. It is an appropriate extension of our terminology to call the 
entrance space (boundary) of EP dual to the exit space (boundary) of EP so 
that the fact that the entrance space of EP is independent of E, for E E F, 
which is evident from the first given definition of entrance boundary and 
Theorem 2.1, can be considered the dual of Theorem 2.1. 
We now consider the exit space of EP, E E F, E nonvoid. This is defined 
in the same way that the exit space of EP was defined, using now & instead 
of EK. We should however note that in the denominator of &(i, j) we have 
a(j) and, again by the Derman-Harris relation 
c-0) = cs 44 E%j) = c; c; 44 P(c, 4 .W, 4 
kcS CEE 
so that our definition of the Martin boundary here is like that of Hunt [2], 
the reference measure y being defined by 
y(k) =c; “(C) P(ct 4. 
CGE 
(2.2) 
In [2] Hunt assumes that the reference measure assigns positive weight 
to each i E S, a condition which our y may violate. However the measure 
YG(.) will assign positive weight to all points of S and that suffices for the 
arguments of [2]. 
The exit boundary for EP may depend on E, so that the analogue of Theorem 
2.1 is not true; this is shown in the following example. 
Example 2.1. Let P(n, 0) = P(n, 1) = Q, n = 2, 3, 4, .... P(0, n) = p(n), 
PU, n) = r(n), where @(So> and M-)) are arbitrary probability distributions 
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about which we assume only that r(n)/@(n) + /I(n)) does not converge as n 
approaches infinity. Taking E to be (0, l} we obtain a single boundary 
point for EP; but the boundary of ,,P contains at least two points. 
Let in S, k E S and observe iG(j, K) = iG(j, K) for j E S - {i} and 
k E S - {i} ; on the other hand for k # i iG(i, k) = 0 and iG(i, 12) = a(k), 
by Derman’s relation: thus a sequence {K,) of elements of S is a Cauchy 
sequence for the iP-exit metric if and only if it is for the <P-exit metric, and 
we have 
THEOREM 2.2. Let i E S, j E S. The exit spaces for <P, iP, jP, jP are all 
homeomorphic. 
PROOF: That the exit spaces of iP and jP are homeomorphic to the exit 
spaces of iP, jP respectively follows from the argument preceding the Theo- 
rem. The proof is concluded by applying Theorem 2.1. 
Let us observe that 
2 P(j, h) ,K(h, c) = &(j, c) + 4j, c), i E 8, j E S - {i>, c E s. W,,,,) 
kcS 
C P(i, k) ,K(k, c) = --& , i 6 S, c E S (2.4k) 
kEY 
the last relation following from Derman’s relation. It is clear that a boundary 
point x is regular for iP if and only if as c approaches x in the exit topology 
the limit can be interchanged with the sum on the left-hand side of (2.3,,,,,) 
for each j E S - {i}. Let us call a point x that is regular for iP fully regular 
for iP if as c approaches x the limit and sum in (2.4,,,) can also be interchanged. 
The Hunt [7] version of the Martin representation theorem applied 
to iP with the reference measure y defined in (2.2), E being {i}, tells us that 
there is a one-one correspondence between ,P-harmonic positive functions 
h satisfying 
s 
S 
W = 2 h(j) r(j) = 2 h(j) W, j)= 1 
jES jSS 
(2.5) 
and positive Bore1 measures p on S of total mass one which concentrate 
their mass on the set of boundary points which are minimal for iP and fully 
regular for iP; the correspondence is given by 
(2.6) 
One can now proceed as in [12] to show that x is ,P-minimal and fully regular 
for $P for some i E S only ;f it is so for every i E S. We prefer to reduce this 
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result to that of [12] which states that x is minimal for all iP af it is so for 
some iP, by showing that x is minimal and fully regular for <P sf and only if 
it is minimal for iP. Note that 
iK(j, x) = “K(j, x) - I(j, i), i E S,j E S, x E S-{i}. (2.7) 
We noted above that x is (fully) regular for iP if and only if summation 
and limit could be interchanged in a certain system of relations. Obviously 
points which are regular for iP can be characterized in a similar manner, and 
on noting (2.7) we see that x is regular for iP if and only zf it is fully regular for 
iP. Let x be minimal for iP. Then x is fully regular for $P and if h = iK(*, x) 
h is a positive iP harmonic function satisfying (2.5). Therefore (2.6) holds, 
with p of the prescribed kind. If TV is concentrated on {x} x is minimal for 
iP; if ~1 is not concentrated on (x> the function iK(., x), which satisfies 
“KC., 4 = j$T. Y> d!y) w3) 
in view of (2.7) is not minimal for iP, as is easily seen from (2.8) if one remem- 
bers “K(i, y) = iK(i, x) for ,u-almost all y, and this contradicts our assump- 
tion. Conversely, one shows by a similar argument that every x that is minimal 
and fully regular for iP must be minimal for iP. 
We see then that the jP-harmonic positive functions which are finite at j 
(hence everywhere) are isomorphic as a linear-lattice structure to the positive 
,P-harmonic functions integrable with respect to the relevant reference measure 
for every i E S, and j E S. 
We define a regular (minimal) point of the Martin exit boundary as a point 
x which is fully regular (and minimal) for some, and therefore all, iP, i E S.8 
We make the following observations without supplying the (easy) proofs. 
It is possible that iK(‘, x) vanishes identically on S for some i E S. Also, it 
can occur that for some i there exist no positive ,P-harmonic functions 
while for another j positive iP-harmonic functions do exist. This does not 
contradict our results above, but merely shows that these ,P-harmonic 
functions must fail to be integrable with respect to the relevant reference 
measure; 
III. INVERSES 
In this section we consider A satisfying (i). We obtain a representation 
for all A satisfying (i) and also the following conditions: (+) A(i, j) > 0, 
* Therefore x is a regular (minimal) boundary point of P if and only if it is regular 
(minimal) for some, and hence every 'P; that is, x is a regular (minimal) point of the 
“dual boundary” in the terminology of [12]. 
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i E S, j E S, (t) (A(i, i) = 0, i E S. Restricting ourselves to those A for 
which the representation takes on an especially simple form we obtain a 
class A, and it is shown that this is exactly the class of A satisfying (ii) in 
addition to (i), (+) and (t). The proof utilizes the following result, which 
seems of independent interest: if A satisfies (i) and (ii) it satisfies (iz) and (ii*). 
In Section 3.3 we note some facts about the potential theories corresponding 
to AEA. 
3.1. Construction 
Observe that A satisfies (i) and (t) [and (+)] if and only if the function 
h defined by 
h(j) = A(j, i) 
is a [positive] $-harmonic function satisfying (2.5). Using the Martin 
representation theorem (see (2.6)) we see that ifp(i) is for each i E S a positiwe 
measure of total mass one assigning its entire weight to minimal points then 
A(j, i) = a(i) 1,&j, x) pIi) 
determines a matrix satisfying (i), (t), and (+), and conversely, every matrix 
satisfying (i), (t), and (+) is of this form. 
Our concern is to obtain A which satisfy (ii). Defining A,(j, i) to equal 
or(i)&(j, x) for i E S, j E S, x a regular point, we can write (3.1) as 
A(j, i) = s, A,(j, i) P(dx). 
We will show that if p(i) does not depend on i then A will satisfy (ii). We 
write A for the class of all A representable in the form (3.1.2) with p(i) 
as above and with p(i) independent of i. In the next section we will show 
that A contains all A satisfying (i), (ii), (t), and (+). 
Naturally if x is a regular boundary point A, E A. One may note 
G(j, 4 A,(j, i) = lim 7 
c’5 “?(i, c) 
where i E S, j E S, x a regular boundary point, and the limit is in the exit 
topology. 
Let us now note a useful relation (which actually can be considred as a 
special case of the dual of (2.1)), 
G(j, 4 = {i,k}G(j, 4 + JJ(j, k)[,G(k, 4 - I@, 41 (3.1.3) 
which holds for any i, j, c, k E S. 
126 OREY 
LEMMA 3.1. For every i and k in S there exists a constant Mi, such that 
1 &(j, x) - &j, x) ( < Mi, for all j E S and x E 3. 
PROOF: Let i, k, j, c E S. Using (3.1.3) we obtain 
~,K0’,c)-*K($c)~ = ppy] 
= 
1 
(i.dG, C) + (UU, k)[,G(k, C) - I(k, c)] 
44 
_ c.J$U c) + dJti, i)W(i, c) - I@, c)] 
44 
= 
I 
iU(i, k)LW, C) - 4k, c>J _ IPO’, i)LS(i, c> - Qt 41 
44 44 
< 
1 
c+)iU(i, k)+ cu(k) L+ 
1 1 
Lu(k)kU(k, i) + 3 
where the last inequality is obtained by replacing both iUu, k) and kU(j, i) 
by one, and noting that one has (cf. Lemma 2.1) 
,G(k, 4 1 
~ = ,K(k, C) ~ I “u(i, k) , 
&(i, 4 - = &(i, c) < ~ 
1 
44 “(4 U(k, i) a(k) - 
Since $(j, .) and &(j, *) are continuous on S the lemma follows. 
THEOREM 3.1.1. Let A EA. Then A satisjes (i), (ii), (t) and (+). 
PROOF: We first consider A of the form A,, x regular, since the general 
case easily reduces to this. According to the remarks at the beginning of this 
section we have (i), (t), and (+), so that only (ii) needs to be established. 
To show that Af is bounded for every f E N it suffices again to prove that 
Af is bounded for every f E N with two point support; indeed, according 
to Lemma 1.1 we need consider only f of the form ek, k = I,2 *... Now for 
f  c N{i*d the boundedness of Af reduces to Lemma 3.1. In fact we see that 
for f E N AJ(i) < M, where M is a constant which will depend on f but not 
on i or x. This makes it clear that any A E A satisfies the conclusions of the 
theorem. 
The condition (t) was introduced because it enabled us to connect the 
search for potential operators with the theory of ,P-harmonic functions. 
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3.2 Consequences of (i) and Representation Theorem 
Let A satisfy (i) and (ii). Multiply (1.2.1) by P on the left to obtain for 
EGF 
PA = P(HEA) + P(c%) - PlV. (3.2.1) 
Now P(HEA) = (PHE)A, the implied interchange of order of summation 
being clearly justified since one of the sums is effectively finite. By (1.1.1) 
then PHEA = [(PE - IE) + HE]A. Making this substitution in (3.2.1) and 
remembering (i) we obtain 
PA = A + I = [(P” - IE) + HE] A + P(c%) - PW. (3.2.2) 
Transposing terms and restricting attention to E gives us 
A, = @-‘“A), + (P(cE4)E - I, (3.2.3) 
since ME(i, j) = 0 when j E E and (HE - lE)E vanishes. Since Ps and IE 
vanish off E one can rewrite (3.2.3) as 
(P” - &AE = I, - (PS),ol,. (3.2.4) 
For any matrix Q the notation Qg is written for (QF)s. Multiply (3.2.4) on the 
right by (PE - IE) to obtain 
(P” - IE),A,(pE, - IE) = e - IE 
since CY~ is an invariant measure for Pg. In other words 
BEAE(E - G) = PE (3.2.5) 
whenever fiE is a row of (Z’g - IE). Since the rows of Pg - IE span the 
space {Is, : /3 E NE} (i.e., the space of vectors obtained from left null-charges 
with support in E by restricting them to E) (3.2.5) holds for every pE in that 
space. That is, A, satisfies (iz) with PE for P; condition (ii*) with PE for P 
is trivially satisfied by A, since the state space E is finite. Let F be a nonvoid 
subset of E and consider Eq. (1.1.3*) written with PE for P and F for E. 
On the right side of (1.1.3*) appears the matrix H*F which is defined in 
terms of P, H*F(i, j) = h(P, F, i, j) say. Observe that h(Pg,F, i, j) = 
h(P, F, i, j) provided i E E and j e E. Also (PE)” = Pg. We have therefore 
(Pi - I,“) A, = H*,” - vEsFm, (3.2.6) 
where vEsF is a function on E such that #q”(i) = 0 for i E E -F and 
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OL E oE,F = 1. If we evaluate the relation (3.2.6) at some point (i, j) the values 
of the term on the left and the first term on the right do not depend on E, 
provided only FE E, i E E, j E E. It follows that the value of 8*“(i) also 
does not depend on E, forFc E, i E E. Noting that PF(i, j) = 0, IF(i, j) = 0, 
H*F(i,j) =Oifi$F we can write (3.2.6) as 
(P” - I”) A = H*F - VFol (3.2.7) 
where g(i) is defined to be zero if i $ F and v”(i) = w”*“(i) for i E F, where 
E is an arbitrary member of F containing F. Relation (3.2.7) holds for every 
F E F. Note that gF vanishes outside F and da = 1. Comparing (3.2.7) 
with (3.2.4) we see that, since (N*E), = IE, 
rg = (P&. 
Since (3.2.7) is (1.1.3*) we conclude 
(3.2.8) 
THEOREM 3.2.1. If A satisJes (i) and (ii) it also satisfies (iz) and (ii*). 
We have also 
THEOREM 3.2.2. If A sutis$es (i) and (ii) and E E F the right equilibrium 
distribution for E, denoted by vE, sutisjies (3.2.8). 
PROOF: That vE is the right equilibrium charge was noted in Section 1.3; 
see the remarks preceding Theorem 1.3.3. 
We now prove a representation theorem for A satisfying (i), (ii), (+), (t). 
The argument was suggested by and is similar to a proof of an integral 
representation for G given by Kemeny and Snell [12]. 
THEOREM 3.2.3. Let A sutisfi (i), (ii), (+), and (t). Then A E A. 
PROOF: Let c E 5’ and let h be a positive function satisfying 
[(P - I) h](i) = I(i, c) 
for all i E 5’. For E E F define wf by 
[(P” - IE) h](i) = IE(i, c) - a(c) v:(i). 
If /!l( -) is a continuous function on s define 
(3.2.9) 
(3.2.10) 
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It is shown by Kemeny and Snell [12, Section 5 and Theorem 6.11 that 
there exists a measure oh on 3 such that for any sequence {E,} of elements 
of F converging to S as n approaches infinity VP converges to vh weakly 
as n approaches infinity, i.e., for every continuous /I on s 
The limiting measure oh is the canonical measure of the Martin integral 
representation of the z-harmonic function h, that is, 
The measure vls satisfies 
h(i) = a(i) 1, ,K(i, x) o&(dx) (3.2. 11) 
and 
vh(S) = 1, support of vh E minimal points. 
Relations (3.2.11) and (3.2.12) determine vh. 
(3.2. 12) 
Let h be the cth column of A. Since A satisfies (i) h will satisfy (3.2.9). 
By Theorem 3.2.1 A satisfies (iz) and (ii*), and thus, by (1.1.3*) 
[(P” - 1-y A](i, c) = ff*yi, c) - v”(i) a(c). (3.2.13) 
However for E big enough i E E and c E E and H*E(i, c) = IE(i, c), and then 
we see from (3.2.10) that vf = #. We have then 
A(i, c) = a(i) p(i, x) v(dx), igS,ceS 
where v is the weak limit of vE as E - S through elements of F, and v 
satisfies all the conditions claimed in the theorem. 
3.3 Potential Principles for Members of A 
We first get some information about the elements C? and ME associated 
with an A in A by (1.2.1) and about the equilibrium charge vE. For simpli- 
city we state our theorem for A of the form A,. 
THEOREM 3.1.1. Let A = A, where x is a regular boundary point of 27. 
Thenfor E EF. 
c”(i) = &Y(i, x), i E S. (3.3.1) 
ME@, j) 2 0, iES,jES. (3.3.2) 
vyi) = EK(i, x), i E E. (3.3.3) 
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PROOF: Let E E F, Let {Xc)}, 12 = 0, 1, ... be a Markov chain with 
transition probability matrix P and initial probability distribution concen- 
trated on i. Let G(i, j 1 k) equal the mean number of times {X$‘> visits j 
before entering E given that {Xz’} first enters E at K. Defining M(i, k, j) by 
kG(i,j) = 2 iP(i, t)[,G(t,j) + G(i,j / t)] - M(i, k, j) (3.3.4) 
tEE 
one sees that M(i, k, j) = 0 when k E E and in any case M(i, k, j) 2 0. 
Dividing (3.3.4) by a(j) and letting j approach x in the exit topology we 
obtain 
$j-$ = r) HE(i, t) w + &(i, x) - M(i, k, x) (3.3.5) 
GE 
where the last term is the limit of M(i, k, j) as j approaches X, the limit 
existing since all other terms in the equation converge. Finally we obtain 
A(i, k) = HEA(i, k) + a(k) EK(i, x) - cu(k) M(i, k, x) (3.3.6) 
which proves (3.3.1) and (3.32) when we set ME(i, k) = ar(k)M(i, k, x). 
Relation (3.2.8) tells us that w”(i) = (P&) (i, x) for i E E. For i E E, 
j E S - E (P,K) (i, j) = EK(i, j). To conclude (3.3.3) we need 
9-9 (PEW, i> = (PEW, 4 
where the limit is in the exit topology and i E E. This follows from 
- 
F-l,!% &P(i, k) ,K(k, j) < $n+l~~ 2 P(i, k) ,K(k, j) = 0 
b=N 
the last relation being an easy consequence of the fact that x is fully regular 
for i. 
THEOREM 3.3.2. Let A = A,, x a regular boundary point of s. Let wE > 0 
for every E E F. Tken k(.) is a monotone increasing set fun+ion on F satisbing 
for each n the Choquet inequality 
k(E, n Ez n .-- n En) < 2 WA) - 2 4% u 4) 
i i#i 
+ --- (-l)n k(E, u E, u ..* u En). (3.3.7) 
PROOF: The monotonicity of k(a) was proved in Theorem 1.3.2. As in 
the proof of Theorem 1.3.2 one proceeds to establish (3.3.7) by reducing 
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the desired inequality for A(.) to the corresponding one for -c.(i). That 
-c,(i) satisfies the inequality for every i E S is due to the fact that, according 
to (3.3.1) c”(.) is the G reen function of the exterior domain S - E. The 
situation is analogous to the classical case, see [15]; for an elegant proof 
that the exterior Green’s function is well behaved, adapted to the present 
context, see Lemma 1 of [l I]. 
It is not the case that for A E A mE > 0 always, and K( .) can fail to be 
monotone. 
Example. Let P(n, 12 + 1) = P(n, 1z - 1) = i, n = 4, 5,6, “‘; P(3,4) = 8, 
P(3, 2) = 3/8, P(3, 1) = P(3, 0) = l/16, P(l, 3) = P(0, 3) = P(2, 3) = 1, 
P(i, j) = 0 otherwise. The reader may verify that K({l, 2,O)) < K({l, 0)). 
In case A satisfies (i*) as well as (i), (ii) (note (ii*) is automatic) we will 
of course have Theorem 3.3.1*. In that case one will get most potential 
principles discussed by Kemeny and Snell [ll] for A. This was the situation 
for Spitzer [4-61, but we do not know of other examples in which (i*), (i) and 
(ii) all hold. 
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