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Abstract
We construct some N = 1 supersymmetric three-family SU(5) Grand Unified
Models from type IIA orientifolds on T6/(Z2 × Z2) with D6-branes inter-
secting at general angles. These constructions are supersymmetric only for
special choices of untwisted moduli. We show that within the above class of
constructions there are no supersymmetric three-family models with 3 copies
of 10-plets unless there are simultaneously some 15-plets. We systematically
analyze the construction of such models and their spectra. The M-theory lifts
of these brane constructions become purely geometrical backgrounds: they are
singular G2 manifolds where the Grand Unified gauge symmetries and three
families of chiral fermions are localized at codimension 4 and codimension 7
singularities respectively. We also study some preliminary phenomenological
features of the models.
∗On Sabbatic Leave from the University of Pennsylvania
†Exchange Scholar from the University of Pennsylvania
I. INTRODUCTION
Grand unification [1] is an attractive possibility of physics beyond the Standard Model,
as it provides a natural explanation for the unification of strong and electro-weak forces at
an energy scale of the order of 1015−16 GeV. Over the years, many Grand Unified Theories
(GUTs) have been proposed and their phenomenological features have been thoroughly
analyzed. The fact that the GUT scale is remarkably close to the Planck (or string) scale
is tantalizing as it suggests that in addition to the elementary particle forces, unification
may include also naturally gravity. It is therefore a relevant question as to whether grand
unification is realized in string theory, and if so, in what way does the GUT symmetry arise.
It is difficult to address these questions without some concrete models at hand. To
make progress, it is important to develop techniques of constructing GUT models (as well
as other extensions of the Standard Model) from string theory. With the insights gained
from studying some concrete models, we can then examine whether string theory could shed
new light on some of the long-standing problems in grand unification. Furthermore, we
can contrast these constructions with string models that exhibit the Standard Model gauge
symmetry at the string scale to understand what are the advantages and shortcomings of
GUTs in the framework of string theory.
These issues surrounding grand unification have been explored extensively in the context
of weakly coupled heterotic string [2]. In recent years, however, the emergence of M theory
has opened up many new avenues for the construction of consistent string models. In
particular, the advent of D-branes has allowed us to construct open string models that are
non-perturbative from the dual heterotic string description [3]. The techniques of conformal
field theory in describing D-branes and orientifold planes in exactly solvable backgrounds
(especially orbifolds) have played a key role in the construction of four-dimensional chiral
models withN = 1 supersymmetry. There are two broad ways in which chiral theories can be
constructed from D-branes. In the Type II orientifold models of Refs. [4–15], chiral fermions
appear on the worldvolume of D-branes when the branes are located at singularities. In this
context, an example of a three-family SU(5) GUT model was constructed in [9]. However,
in this model there are no Higgs fields either to break the SU(5) gauge symmetry or to
give rise to the SU(2) Higgs doublets of the Standard Model. Hence the model is not fully
realistic for futher phenomenological studies.
Another context in which chiral fermions arise is when D-branes intersect at angles [16].
The spectrum of open strings stretched between the intersecting D-branes contains chiral
fermions which are localized at the intersection. This fact was employed in [23–27] (and
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subsequently in [28–31]) in the construction of non-supersymmetric brane world models. In
particular, numerous examples of three-family Standard-like models as well as GUT models
were obtained. However, the dynamics to determine the stability of non-supersymmetric
models are not well understood, especially when the string scale is close to the Planck scale
(since the non-supersymmetric models are subject to large quantum corrections). Typically,
the models are unstable when D-branes are intersecting at angles (since supersymmetry is
generically broken). Nevertheless, supersymmetric orientifold models with branes at angles
have been constructed [17–19], resulting in the first examples of N = 1 supersymmetric
four-dimensional models with the quasi-realistic features of the Standard Model in this
context. Subesequently, the phenomenological features of this class of models were explored
in [20–22]. In addition to the Standard-like Models, an example of a superymmetric SU(5)
GUT model with four families of quarks and leptons (i.e., a net number of four 10-plets and
four 5¯-plets) was presented in [18]. The purpose of this paper is to extend this analysis and
further explore the possibilities of constructing more realistic supersymmetric SU(5) models
in this framework 1.
Just like the models in [17–19], the supersymmetric orientifold models considered here
correspond in the strong coupling limit to compactifications of M theory on certain singular
G2 manifolds. As discussed in [19], the D-brane picture provides a simple desciption of
how chiral fermions arise from singularities of G2 compactifications [35–37,17,18]. More
recently, there have been some interests in exploring the phenomenological properties (e.g.,
the problem of doublet-triplet splitting, threshold corrections, and proton decay) of GUT
models derived from G2 compactifications [38,39]. It is therefore interesting to explore if the
features suggested in [38,39] apply to this class of orientifold models.
The purpose of this paper is few-fold. We shall systematize the techniques of orientifold
constructions with intersecting branes to facilate the search for realistic models. We consider
the most general intersecting D6-brane configurations that are compatible with supersym-
metry. We then perform a systematic search for three-family SU(5) GUT models within
this framework for the case of T 6/Z2 × Z2, and show that in this construction there are
no three-family models (i.e., models containing three copies of 10-plets) unless some 15-
plets are present. We therefore relax our criteria by allowing for the appearance of 15-plets
and systematically construct some three-family GUT models. We also briefly explore the
1Recently, a supersymmetric three-family left-right symmetric model based on T6/Z4 orientifold
was constructed [32].
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phenomenological features of these constructions.
This paper is organized as follows. In Section 2 we briefly summarize the constraints
in constructing supersymmetric orientifold models with branes at angles. We have changed
our notation slightly from [17,18] in order to simplify the consistency conditions (tadpole
cancellations) and supersymmetry constraints. In Section 3, we classify the brane configu-
rations that preserve supersymmetry. In Section 4, we discuss in detail how to perform a
systematic search for the three-family SU(5) models. The spectra of some of these models
are tabulated in the appendix. In Section 5 we conclude and briefly discuss some physics
implications as well as potential phenomenological difficulties of these models.
II. Z2 × Z2 ORIENTIFOLD MODELS WITH BRANES AT ANGLES
The rules to construct supersymmetric type IIA orientifolds on T6/(Z2 × Z2) with D6-
branes at generic angles, and to obtain the spectrum of massless states were discussed in
[18]. In this section we recall the essential points of the construction and emphasize some
changes in notation which could greatly simplify the systematic search for consistent models.
We start with type IIA theory on T6/(Z2 × Z2), where the orbifold group generators θ,
ω act on the complexified coordinates on T6 as
θ : (z1, z2, z3)→ (−z1,−z2, z3)
ω : (z1, z2, z3)→ (z1,−z2,−z3). (1)
We assume T6 can be written as a product of three two-tori.
We implement an orientifold projection by ΩR, where Ω is world-sheet parity, and R
acts as
R : (z1, z2, z3)→ (z1, z2, z3). (2)
There are then four kinds of orientifold 6-planes (O6-planes), associated with the actions of
ΩR, ΩRθ, ΩRω, and ΩRθω, as shown in Figure 1.
The orientifold group acts on the Chan-Paton indices of the branes by the following
actions
γθ,a = diag (i1Na/2,−i1Na/2 ;−i1Na/2, i1Na/2)
γω,a = diag
[(
0 1Na/2
−1Na/2 0
)
;
(
0 1Na/2
−1Na/2 0
)]
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ΩR ΩRθ
ΩRω ΩRθω
a) b)
c) d)
FIG. 1. O6-planes in the orientifold of T6/(Z2 × Z2).
γΩR,a =


1Na/2 0
0 1Na/2
1Na/2 0
0 1Na/2

 (3)
The actions for the orbifold group form a projective representation as explained in [18].
To cancel the RR charge of the O6-planes, we introduce D6-branes wrapped on three-
cycles that are products of one-cycles in each of the three two-tori (Figure 2). Let [ai],
[bi], i = 1, 2, 3, be a canonical basis of homology cycles. We consider K stacks of Na D6-
branes, a = 1, . . . , K, wrapped on the nia[ai]+m
i
a[bi] cycle in the i
th two-torus. The complex
structure of the tori is arbitrary but it should be consistent with the orientifold projection.
The only allowed possibilities then are shown in Figure 2. We can either have a rectangular
torus (a) or a tilted torus (b) for which the lattice vectors are e′1 = e1 + e2/2, e
′
2 = e2. If
the above homology basis refers to a rectangular torus, the cycle [a] + 1
2
[b] is not closed for
a rectangular torus (Figure 3 (i)). However, it becomes closed for a tilted torus because the
complex structure compensates for the offset (Figure 3 (ii)). Therefore, a generic one-cycle
on a rectangular torus takes the form nia[ai] + m
i
a[bi], where n
i
a, m
i
a are integers, while
on a tilted torus it takes the form nia[a
′
i] + m
i
a[bi], where n
i
a, m
i
a are again integers but
[a′i] = [ai] +
1
2
[bi] in terms of the rectangular torus cycles. So the one-cycles on tilted tori
can be written as nia[ai]+ m˜
i
a[bi], where m˜
i
a = m
i
a+n
i
a/2 is a half integer. It is convenient to
describe rectangular and tilted tori cycles in a common notation and to this end we introduce
lia ≡ m
i
a, rectangular, l
i
a ≡ 2m˜
i
a = 2m
i
a + n
i
a, tilted. (4)
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R2
R1
θ
R2
R1
θ
(a) (b)
L
L
e1’
e2’
e1
e2
FIG. 2. The D6-branes wrap one-cycles on each two-torus. The one-cycles make an angle θ
with the ΩR orientifold plane which lies along the R1-axis on all three two-tori. The tori can be
rectangular (a) or tilted (b).
C
C
 [a]
[b]
(ii)(i)
FIG. 3. The cycle [a]+ 12 [b], depicted as cycle C, is not closed for an untilted torus (i). However,
for a tilted torus (ii) the complex structure makes C a closed cycle [a′].
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With this definition we can label a generic one-cycle on either a rectangular or a tilted
torus by (nia, l
i
a). Note that for a tilted torus l− n is necessarily even. In addition, to avoid
multiply wrapped branes we require that m and n are relatively coprime, for both tilted and
untilted tori. Under an ΩR reflection a cycle (nia, l
i
a) is mapped to (n
i
a,−l
i
a). So, in order to
implement the orientifold projection at the level of the spectrum, for a stack of Na D6-branes
along cycle (nia, l
i
a) we also need to include their images with wrapping numbers (n
i
a,−l
i
a).
For branes on top of the O6-planes we also count branes and their images independently.
As discussed above, the homology three-cycles for stack a of Na D6-branes and its ori-
entifold image a′ are given by
[Πa] =
3∏
i=1
(
nia[ai] + 2
−βilia[bi]
)
, [Πa′ ] =
3∏
i=1
(
nia[ai]− 2
−βilia[bi]
)
(5)
where βi = 0 if the ith torus is not tilted and βi = 1 if it is tilted. The homology three-cycles
wrapped by the four orientifold planes are
ΩR : [Π1] = 8[a1]× [a2]× [a3], ΩRω : [Π2] = −23−β2−β3[a1]× [b2]× [b3]
ΩRθω : [Π3] = −23−β1−β3[b1]× [a2]× [b3], ΩRθ : [Π4] = −23−β1−β2[b1]× [b2]× [a3]
(6)
and we define [ΠO6] = [Π1] + [Π2] + [Π3] + [Π4]. The intersection numbers of the various
homology cycles are easily computed using the fact that the canonical homology one-cycles
obey the Grassmann algebra [ai][bj ] = −[bj ][ai] = δij , [ai][aj ] = [bi][bj ] = 0. One finds
Iab = [Πa][Πb] = 2
−k
∏3
i=1(n
i
al
i
b − n
i
bl
i
a), Iab′ = [Πa] [Πb′ ] = −2
−k
∏3
i=1(n
i
al
i
b + n
i
bl
i
a)
Iaa′ = [Πa] [Πa′ ] = −2
3−k
∏3
i=1(n
i
al
i
a),
IaO6 = [Πa][ΠO6] = 2
3−k(−l1al
2
al
3
a + l
1
an
2
an
3
a + n
1
al
2
an
3
a + n
1
an
2
al
3
a)
(7)
where k = β1 + β2 + β3 is the total number of tilted tori.
As is shown in Figure 1 there are two orientifold planes that wrap around each of the
two non-contractible cycles in a rectangular torus. So, if all tori are rectangular there are
eight orientifold planes of each type. For a tilted torus, however, one of the two possible
positions for the [b]-cycle is lost (fig. 4). So, depending on how many and which tori are
tilted, there could be less than eight orientifold planes of the types ΩRθ, ΩRω, and ΩRθω.
Equation 6 gives exactly the homology three-cycle of the four types of orientifold planes
times their multiplicity for an arbitrary number of tilted tori. Note that this normalization
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ΩR ΩRθ
ΩRω ΩRθω
a) b)
c) d)
FIG. 4. O6-planes in the orientifold of T6/(Z2 × Z2) where the third two-tori is tilted.
is different from that used in [18], where the multiplicity of the planes was not included
in this definition of the cycles. The new definition allows the tadpole cancellation and
supersymmetry conditions to be expressed in a form that is independent of the number of
tilted tori. The results, of course, are insensitive to which convention one uses.
The open string spectrum of these constructions for branes at generic angles was discussed
in detail in [18]. We summarize the results in table I.2 Notice that because of the change
of notation from [17,18], the multiplicities of and in the aa′ + a′a sector have slightly
different expressions.
A. Tadpole conditions
Cancellation of the Ramond-Ramond charge requires that the total homology cycle,
weighted by the D6-brane and O6-plane (-4 in D6-brane units) charge, vanishes. That is
∑
a
Na[Πa] +
∑
a
Na [Πa′ ]− 4[ΠO6] = 0. (8)
It is useful to introduce the products of wrapping numbers
Aa = −n1an
2
an
3
a Ba = n
1
al
2
al
3
a Ca = l
1
an
2
al
3
a Da = l
1
al
2
an
3
a
A˜a = −l1al
2
al
3
a B˜a = l
1
an
2
an
3
a C˜a = n
1
al
2
an
3
a D˜a = n
1
an
2
al
3
a
(9)
It is then straightforward to rewrite this as the set of equations
2See Note Added at the end of the paper.
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Sector Representation
aa U(Na/2) vector multiplet
3 Adj. chiral multiplets
ab+ ba Iab ( a, b) fermions
ab′ + b′a Iab′ ( a, b) fermions
aa′ + a′a −12(Iaa′ −
1
2Ia,O6) fermions
−12(Iaa′ +
1
2Ia,O6) fermions
TABLE I. General spectrum on D6-branes at generic angles (namely, not parallel to any
O6-plane in all three tori). The spectrum is valid for both tilted and untilted tori. The mod-
els may contain additional non-chiral pieces in the aa′ sector and in ab, ab′ sectors with zero
intersection, if the relevant branes overlap. In supersymmetric situations, scalars combine with the
fermions given above to form chiral supermultiplets.
∑
a
NaAa =
∑
a
NaBa =
∑
a
NaCa =
∑
a
NaDa = −16. (10)
At this point we can introduce an arbitrary number of branes wrapping cycles along the
orientifold planes, so called ‘filler branes’, which contribute to the tadpole conditions but
trivially satisfy the supersymmetry conditions as we shall see below. Table II shows the
wrapping numbers of the four O6-planes. Each of the O6-planes has only one of A, B, C, D
equal to −2k and the rest are zero. So, if we consider N (1) branes wrapped along the first
orientifold plane, N (2) along the second and so on, the tadpole conditions are modified to
−2kN (1) +
∑
a
NaAa = −2
kN (2) +
∑
a
NaBa =
−2kN (3) +
∑
a
NaCa = −2
kN (4) +
∑
a
NaDa = −16. (11)
Note that the tadpole conditions are symmetric in A, B, C and D.
B. Conditions for supersymmetric brane configuration
The condition for preserving N = 1, D=4 supersymmetry is that the angle of rotation
of any D-brane with respect to the orientifold plane is an element of SU(3), i.e., the matrix
9
(n1, l1)× (n2, l2)× (n3, l3)
ΩR (2β1 , 0)× (2β2 , 0) × (2β3 , 0)
ΩRω (2β1 , 0) × (0, 2β2)× (0,−2β3)
ΩRθω (0, 2β1)× (2β2 , 0)× (0,−2β3)
ΩRθ (0, 2β1)× (0,−2β2)× (2β1 , 0)
TABLE II. Wrapping numbers of the four O6-planes.
of rotation acting on the complexified compact coordinates has unit determinant. In other
words we require that θ1 + θ2 + θ3 = 0 mod 2pi where θi is the angle with the R-invariant
axis of the ith torus as shown in Figure 2. This is equivalent to sin(θ1 + θ2 + θ3) = 0, and
cos(θ1+ θ2+ θ3) > 0. We can easily express the angles θi in terms of the one-cycle wrapping
numbers on the ith torus as
sin θi =
2−βiliRi2
Li(ni, li)
, cos θi =
niRi1
Li(ni, li)
, (12)
where Li(ni, li) =
√
(2−βiliRi2)
2 + (niRi1)
2 is the length of the one-cycle wrapping the ith
torus. Now one can formulate the supersymmetry conditions in terms of the variables
introduced in equation (9). We obtain
xAA˜a + xBB˜a + xCC˜a + xDD˜a = 0
Aa/xA +Ba/xB + Ca/xC +Da/xD < 0 (13)
where xA = λ, xB = λ2
β2+β3/χ2χ3, xC = λ2
β1+β3/χ1χ3, xD = λ2
β1+β2/χ1χ2 and χi =
(R2/R1)i are the complex structure moduli. The positive parameter λ has been introduced
to put all the variables A, B, C, D on an equal footing. However, among the xi only
three of them are independent and in the end of the calculation we should express three
of them in terms of the fourth. In contrast to the tadpole conditions, supersymmetry
constrains each stack of branes individually and can therefore be used to classify all possible
brane configurations that preserve supersymmetry. The problem of model building is then
enormously simplified since there is only a finite number of building blocks one can possibly
combine to construct consistent models.
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We have seen that neither the tadpole nor the supersymmetry conditions differentiate
among A, B, C or D. Equivalence of B, C and D simply follows from the equivalence
of the three tori. The equivalence between A and the rest three variables is related to
the configuration of the orientifold planes. One can interchange A with one of the other
variables by exchanging l with n for one torus and simultaneously replacing l with−n and
n with −l for a second torus. Indeed this is precisely the transformation that exchanges
the ΩR-plane with one of the other three orientifold planes. Moreover, it is the presence of
the orientifold planes that breaks the symmetry between the two axes of the two-tori and
hence differentiates A, B, C and D from A˜, B˜, C˜ and D˜. It is therefore clear that the
symmetries between these variables will be different for different orbifold groups and can
generically be determined from the configuration of orientifold planes.
III. CLASSIFICATION OF SUPERSYMMETRIC BRANE CONFIGURATIONS
Since at most one of l or n can be zero for each torus any brane configuration belongs
to one of four possible classes. It can have a zero wrapping number in all three, two, one or
none of the tori. We examine each case separately.
I Three zeros
Supersymmetry requires that at least one of A, B, C or D be non-zero, in fact
negative. So either all l’s are zero or two n’s and an l are zero. The value of the
non-zero wrapping numbers is ±1 for a non-tilted torus and ±2 for a tilted torus as
required to avoid multiply wrapped cycles. Their relative sign is such that the non-
vanishing product, A, B, C or D, is negative. We then find exactly four possible
brane configurations, namely one of the orientifold planes and its three images under
the other three orientifold planes. Therefore, up to O6-plane reflections there are
just four inequivalent brane configurations, each one parallel to one of the orientifold
planes. These are precisely the ‘filler’ branes which, as advertised, do not constrain
the moduli and we have already included the effect of an arbitrary number of each of
them in the tadpole conditions.
II Two zeros
Each wrapping number enters in two of the products A, B, C and D and two of
A˜, B˜, C˜ and D˜. Since not both l and n can be zero for a given torus we necessarily
have one and only one of A, B, C or D and one of A˜, B˜, C˜ or D˜ non-vanishing. But
11
then, supersymmetry requires that the latter vanishes and hence there is a third zero
which contradicts the hypothesis of two zero wrapping numbers. Therefore there are
no supersymmetric configurations with two zero wrapping numbers.
III One zero
Here precisely two of A, B, C and D and two of A˜, B˜, C˜ and D˜ are zero. There are
six cases depending on which wrapping number we choose to be zero. As an example
let n1 = 0 so that A = B = C˜ = D˜ = 0. The identity CD = −A˜B˜ together with the
supersymmetry conditions then imply that
C < 0, D < 0, A˜B˜ < 0, xA/xB = −B˜/A˜. (14)
We refer to this type of supersymmetric brane configuration as ‘type III’.
IV No zeros
Since no wrapping number is zero here we have AA˜ = BB˜ = CC˜ = DD˜ = constant 6=
0. The supersymmetry conditions then require that one and only one of A, B, C or
D is positive and
xA/A+ xB/B + xC/C + xD/D = 0. (15)
We refer to this type of supersymmetric configuration as ‘type IV’.
We are now in a position to start looking for consistent models by combining stacks of
type III and type IV branes such that the tadpole conditions, as well as the supersymmetry
conditions for the moduli are satisfied. Before proceeding however it is instructive to think
about the compatibility of different type III and type IV configurations. Consider first two
stacks of type IV, one with, say, A1 > 0 and one with B2 > 0. Each of them gives an
equation for the moduli which can only have common solution provided
A1B2 < B1A2. (16)
The case A1 > 0, A2 > 0 requires that two of |B1/A1|, |C1/A1|, |D1/A1| are smaller than
their counterparts for the second stack and the third is bigger, or vice versa. Next consider
one stack of type IV with A1 > 0 and a second one of type III. These two configurations
are always compatible unless the type III configuration has A2 = B2 = 0 in which case
xA/xB = −B˜2/A˜2 and a common solution is only possible if
|A1/B1| < −B˜2/A˜2. (17)
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Finally consider two stacks of type III. These are generically compatible unless they fix the
same moduli ratio, say xA/xB, to different values.
We could go on and consider general compatibility conditions among three stacks of
branes and so on but the number of cases to be considered increases considerably and it
seems more economical to examine case by case as it arises. However it is important to
realize at this point that generically three stacks of type III and/or type IV configurations
completely fix the three moduli and so there is no freedom of adding a fourth stack of branes.
We therefore consider only configurations of up to three stacks of type III and/or type IV
branes. Nevertheless, one could imagine the possibility of a consistent model with more
than three stacks of branes not parallel to the orientifold planes and with subsets of these
stacks giving the same equations for the moduli. A special case of this possibility is realized
when a single stack of branes is split into two parallel stacks by moving the position of the
three-cycle in one or more of the tori. This special case is taken into account by simply
treating the number of branes in each stack as an arbitrary parameter to be fixed by the
tadpole conditions as we do in the analysis below. However, since all images of a given brane
configuration under the O6-planes contribute in exactly the same way in the tadpole and
supersymmetry conditions (any O6-plane reflection leaves A, B, C and D invariant and
changes the sign of A˜, B˜, C˜ and D˜), our analysis automatically accounts for this slightly
more general case as well, which cannot be obtained by the splitting mechanism described
above. To completely exclude the possibility of more than three stacks not parallel to the
orientifold planes one needs to show that a fourth stack necessarily gives a moduli equation
that cannot be written as a linear combination of those of the first three stacks.
IV. SEARCH FOR SUPERSYMMETRIC THREE-FAMILY SU(5) GUTS
In the standard SU(5) GUT, the quarks and leptons are embedded in the 10 and 5 of
SU(5). We are therefore interested in models containing a stack with at least five branes
which has three copies of antisymmetric matter, i.e. n = ±3. Let us investigate the
consequences of this constraint. From Table I and Equation (7) one sees that
n = 21−k[(2A− 1)A˜− B˜ − C˜ − D˜], n = 21−k[(2A+ 1)A˜+ B˜ + C˜ + D˜] (18)
These are symmetric in A, B, C and D due to the identity AA˜ = BB˜ = CC˜ = DD˜. For a
filler brane both these expressions vanish identically and so the U(5) stack of branes must
be either type III or type IV. We examine the latter case first.
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A. Type IV brane
Without loss of generality we take A > 0, A˜ > 0. Then,
n = 21−k[(2|A| − 1)|A˜|+ |B˜|+ |C˜|+ |D˜|] ≥ 23−k. (19)
We immediately conclude that k = 2 or k = 3.
k=2 Here (2|A| − 1)|A˜|+ |B˜|+ |C˜|+ |D˜| = 6 and we need to consider the four-partitions of
6. There are just two, 6=3+1+1+1=2+2+1+1. We identify the following inequivalent
possibilities
(i) (2|A| − 1)|A˜| = 3, |B˜| = |C˜| = |D˜| = 1
(ii) (2|A| − 1)|A˜| = 1, |B˜| = 3, |C˜| = |D˜| = 1
(iii) (2|A| − 1)|A˜| = |D˜| = 1, |B˜| = |C˜| = 2
(iv) (2|A| − 1)|A˜| = |B˜| = 2, |C˜| = |D˜| = 1
The first three possibilities are trivially excluded since any non-trivial factor must ap-
pear simultaneously in two of the products A, B, C and D and in two of A˜, B˜, C˜
and D˜. However, the last possibility passes this elementary test with the solu-
tion (n1, l1) × (n2, l2) × (n3, l3) = (−1,−2) × (−1,−1) × (−1,−1) or (A,B,C,D) =
(1,−1,−2,−2) and (A˜, B˜, C˜, D˜) = (2,−2,−1,−1). Since for a tilted torus n − l is
even we see that the second and third tori are tilted while the first is not. Next we
consider the tadpole conditions. To obtain a U(5) gauge group we need a stack of at
least 10 coincident branes but we could have more and then separate the additional
branes by the splitting mechanism discussed above. Allowing for N extra branes we
obtain
∑
a
NaAa = 2(−13−N/2− 2N
(1)),
∑
a
NaBa = 2(−3 +N/2 + 2N
(2)),
∑
a
NaCa = 2(2 +N + 2N
(3)) > 0,
∑
a
NaDa = 2(2 +N + 2N
(4)) > 0. (20)
The only way to satisfy the last two conditions is to add at least two extra stacks
of type IV, one with C1 > 0 and a second with D2 > 0. As we have seen above
this can only be consistent provided C1D2 < D1C2. We have now increased the total
number of non-trivial stacks to three and so we assume we cannot obtain a solution by
adding more stacks. The last two tadpole conditions then imply C1D2 > D1C2 which
contradicts the above inequality. Therefore there is no solution for k=2.
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k=3 Here (2|A| − 1)|A˜|+ |B˜|+ |C˜|+ |D˜| = 12 and we need to consider the four-partitions
of 12. There are fifteen such partitions but since all tori are tilted only parti-
tions with all terms either even or odd must be kept. There are just five of those,
12=7+3+1+1=4+4+2+2= 3+3+3+3=5+5+1+1=5+3+3+1. The first three can eas-
ily be excluded since they cannot be realized by the coefficients A˜, B˜, C˜ and D˜. Each
of the last two partitions gives a unique solution as follows
(i) (A,B,C,D) = (1,−1,−5,−5), (A˜, B˜, C˜, D˜) = (5,−5,−1,−1)
(ii) (A,B,C,D) = (3,−3,−1,−1), (A˜, B˜, C˜, D˜) = (1,−1,−3,−3)
The first case can be shown to be impossible by an argument similar to that used to
exclude case (iv) for k=2 above. The key property is that the tadpole conditions again
require the addition of two stacks of type IV which cannot satisfy simultaneously the
tadpole and supersymmetry conditions.
The second case however is much more interesting. Remarkably enough it is the only
possible configuration that has simultaneously 3 antisymmetric (10) and no symmetric
(15) multiplets and therefore comes closer to a realistic SU(5) GUT. Unfortunately it
turns out, after considerably more effort than in the previous cases, that again there
is no solution, at least with up to three non-trivial stacks of branes. The tadpole
conditions in this case are
∑
a
NaAa = −2(23 + 3N/2− 4N
(1)),
∑
a
NaBa = 2(7 + 3N/2 + 4N
(2)) > 0,
∑
a
NaCa = −2(3−N/2− 4N
(3)),
∑
a
NaDa = −2(3−N/2− 4N
(4)). (21)
The second condition requires the addition of a second stack of type IV with B1 > 0.
Compatibility with the U(5) stack then implies |B1| < |A1|. Moreover, the last two
tadpole conditions require N (3) = N (4) = 0 and N = 0, 2, 4. Inserting then the first
two tadpole conditions into the above inequality one obtains 4 − N (1) − N (2) > 0.
That is either both N (1) and N (2) are zero or one of them is zero and the other 2.
Considering then the cases N = 0, 2, 4 separately one easily sees that there is no
solution with just two non-trivial stacks unless we are willing to accept the limiting
case |B1| = |A1| corresponding to setting two of the moduli to zero. A similar analysis
can then be repeated for three non-trivial stacks. There are quite a few cases one
needs to consider since the third brane is not constrained a priori and can be either
type III or type IV. In either case the supersymmetry conditions from all three stacks
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become very constraining and one can systematically show that there is no solution,
except for limiting cases similar to the one mentioned above. We have therefore shown
that there is no three-family U(5) model from type IV configurations. We turn next
to the alternative case of type III configurations.
B. Type III brane
Without loss of generality we take A = B = C˜ = D˜ = 0 i.e. n1 = 0. Then
n = −n = ±21−k(|A˜| − |B˜|) (22)
and so we need |A˜| − |B˜| = ±3 × 2k−1. Hence k ≥ 1. Note that for type III brane we
necessarily have the same number of symmetric and antisymmetric multiplets which means
that any model we construct in this categoty will have three copies of 15-plets. The tadpole
conditions are
−2kN (1) +
∑
a
NaAa = 0, −2
kN (2) +
∑
a
NaBa = 0,
−2kN (3) +
∑
a
NaCa = (10 +N)|C| − 16, −2
kN (4) +
∑
a
NaDa = (10 +N)|D| − 16. (23)
If |C| = |D| = 1 then |A˜| = |B˜| = 1 as well which violates the three families condition.
Therefore at least one of |C| and |D| is greater than zero. There are two cases
(i) |C| > 1 and |D| > 1
(ii) |C| = 1 and |D| > 1
For the first case the tadpole conditions force us to add two stacks of type IV branes, one
with C1 > 0 and one with D2 > 0. One easily concludes then that this case is impossible
following an argument similar to the ones used to exclude case (iv), k=2 and case (i), k=3 in
the previous section. For the second case we first note that |C| = 1 implies |l1| = 1 and since
n1 = 0 we conclude that the first torus cannot be tilted. Hence, either k=1 or k=2. The
tadpole conditions require that we add a second stack of type IV branes with D1 > 0 and
we may add a third stack which must necessarily have C2 ≤ 0. C2 > 0 is excluded for the
same reason as case (i). In any case one finds |A˜| = |l2|, |B˜| = |n3|, |D| = |l2n3|. The three
families condition then implies |D| = m(m + 3 × 2k−1) ≥ 4, where m is a positive integer.
At this point one can start a systematic search for solutions by first looking at the case
of two stacks of non-trivial branes and then considering all possibilities for a third stack.
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We have performed such a systematic search and we list all the models found, together
with their spectra, in the appendix. We have found all 10 possible solutions for the case of
two stacks of non-trivial branes (models I) and all 149 solutions with a third stack of type
III (modes II, III and IV). We also list one solution with a third stack of type IV (model
V). It is in general much harder to systematically look for solutions of this class mainly
because there are more variables to be fixed and the supersymmetry conditions, although
more constraining, are harder to implement as a useful criterion to be used in the search and
must instead be checked in the end. Finally, we would like to mention that models I differ
qualitatively from the rest in that they have one modulus free. All other models completely
fix all three moduli.
V. CONCLUSIONS
In this paper, we have explored the possibility of constructing realistic SU(5) Grand Uni-
fied string models from Type IIA orientifolds on T 6/Z2×Z2. Due to the strong constraints
from supersymmetry and tadpole cancellations, we found that within this construction there
are no three-family supersymmetric SU(5) models that are free of 15-plets. We then relax
our criteria by allowing the appearance of 15-plets and systemically study the three-family
supersymmetric SU(5) models constructed in this framework. The models are not fully
realistic as there are a number of phenomenological challenges that they have to face. First
of all, under SU(3)× SU(2)× U(1)Y , the 15 representation decomposes as follows:
SU(5) ⊃ SU(3)× SU(2)× U(1)Y
15 = (6, 1)(−
2
3
) + (1, 3)(+1) + (3, 2)(+
1
6
) (24)
Therefore, the models we consider here contain in addition to the Standard Model particles
some exotic chiral matter fields. Furthermore, in the brane construction, the Standard
Model particles are not only charged under the SU(5) gauge group but also an additional
U(1) which is the center of mass motion of the stack of five D-branes (so the gauge group is
actually U(5)). In the minimal SU(5) model3 in which the only Higgs fields are in the 24
and 5 representations, the fermion masses come from the Yukawa couplings: 10 10 5H and
3In models with Higgs fields transforming in higher dimensional reps. of SU(5) such as 45 rep.,
the fermion masses can come from operators other than 10 10 5H and 5 10 5H . However, the
perturbative open string sector does not give rise to such higher dimensional representations.
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5 10 5H where the subscript H stands for the Higgs fields. While the operator 5 10 5H is
allowed by U(1) charge conservation, the U(1) charge carried by 10 10 5H is non-zero and
hence forbidden4.
One of the motivations for constructing GUT models in the framework of intersecting
D-branes is to explore if there are some novel ways of solving some of the long-standing
problems in GUTs, e.g., the doublet-triplet splitting problem [40]. The orientifold models
considered here when lifted to M theory correspond to G2 compactifications. Therefore,
it would be interesting to see if the mechanism suggested in [38] can be applied to these
models. The basic idea in [38] is that the GUT symmetry can be broken by Wilson lines
in such a way that the doublet and the triplet have different discrete quantum numbers.
The discrete symmetry forbid a mass term for the doublet whereas the mass term for the
triplet is allowed. Therefore, the doublet could remain light even though the triplet receives
a GUT scale mass. However, the Wilson lines in the present context are continuous rather
than discrete. Only for some special choice of the continuous parameters of the Wilson lines
do we obtain the aforementioned discrete quantum numbers.
Although the models we presented are not fully realistic, the techniques that we devel-
oped in analyzing the supersymmetric constraints and tadpole cancellations could easily be
applied to the search for realistic models in other orientifold constructions (e.g., T 6/Γ where
Γ is a discrete symmetry of SU(3) other than Z2 × Z2). The fact that we treat the tilted
and rectangular tori in a symmetric manner greatly simplifies the search for solutions to
the constraints. For simplicity, in the search for Standard-like models in [17–19], we assume
that the angles that the D6-branes are rotated with respect to the orientifold plane take the
form of (θ1, θ2, 0), (0, θ2, θ3) or (θ1, 0, θ3). It would be interesting to explore other realistic
Standard-like models from more general D6-brane configurations. We hope to return to
these problems in the future.
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Note Added
After this article was published we noticed that the sign of the multiplicities of the
symmetric and antisymmetric representations in Table 1 should be reversed. That is there
are 1
2
(Iaa′ −
1
2
Ia,O6) fermions and
1
2
(Iaa′ +
1
2
Ia,O6) fermions in the aa
′ + a′a sector.
As a consequence, the sign of the multiplicities of the symmetric and antisymmetric repre-
sentations should be reversed for all models in the Appendix, but all models remain valid
solutions to the constraints we imposed.
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Appendix
In the following, we tabulate all the models we have found together with their spectra.
a, b, c denote the stacks of D-branes not parallel to the orientifold planes, giving U(Na/2)
gauge group, while a′, b′, c′ denote their ΩR image. 1,2,3,4 denote filler branes respectively
along the ΩR, ΩRω, ΩRθω and ΩRθ orientifold plane, resulting in a USp(N (i)) gauge group.
N is the number of branes in each stack. The third column shows the wrapping number
of the various branes. Although we do not specify in each model how many and which
tori are tilted, this can be seen most easily from the wrapping numbers of the O6-planes.
(2, 0) or (0, 2) signify a tilted torus (see Table II). For the very few cases where there are
no filler branes (e.g. model II.1.1) we remind the reader that at least one torus is tilted
for all these models and for a tilted torus n and l are either both odd or both even. The
intersection numbers between the various stacks are given in the remaining columns to the
right. For example, the intersection number Iac between stacks a and c is found in row
a column c. For convenience we also list the relation among the moduli imposed by the
supersymmetry conditions, as well as the gauge group for each model. The numbering of
the models reflects the order in which they were found in a systematic search and, to the
extent this was possible, how closely the various models are related to one another. In
particular, models I have two stacks of branes not parallel to the orientifold planes, models
II, III and IV have a third stack of type III branes and model V has a third stack of type IV
branes. In some cases (e.g. for models III.4.1-56) we have parametrized a number of closely
related models (56 in this case) with one or more non-negative integers which must satisfy
definite constraints, e.g. l1c l
2
c = 24−N
(4) in this example. These constraints are also shown
in the tables.
model I.1 U(5)× U(1)× USp(6)
stack N (n1, l1)× (n2, l2)× (n3, l3) n n b b′ 1
a 10 (0,−1)× (1, 4) × (1, 1) 3 -3 0 0 4
b 2 (−2, 3)× (−1, 4)× (1, 1) 27 69 - - -12
1 6 (1, 0)× (1, 0)× (2, 0) xB = 4xA, xA + xC/3 = xD/12
model I.2 U(5)× U(1) × USp(4)× USp(2)× USp(6)
stack N (n1, l1)× (n2, l2)× (n3, l3) n n b b′ 1 2 4
a 10 (0,−1)× (1, 1) × (4, 1) -3 3 -8 -12 1 -4 0
b 2 (−2, 3)× (−1, 3)× (2, 1) 47 97 - - -9 -6 2
1 4 (1, 0)× (2, 0)× (1, 0) xA = 4xB, 7xB + 2xC = xD/3
2 2 (1, 0) × (0, 2) × (0,−1)
4 6 (0, 1) × (0,−2) × (1, 0)
model I.3 U(5)× U(1)× USp(2)× USp(2)
stack N (n1, l1)× (n2, l2)× (n3, l3) n n b b′ 1 2
a 10 (0,−1)× (1, 7) × (1, 1) 3 -3 10 8 7 -1
b 2 (−2, 3)× (−1, 3)× (3, 1) 37 71 - - -9 -9
1 2 (1, 0)× (2, 0)× (2, 0) xB = 7xA, 4xA + xC = xD/9
2 2 (1, 0) × (0, 2) × (0,−2)
23
model I.4 U(5)× U(1)× USp(2)× USp(24)
stack N (n1, l1)× (n2, l2)× (n3, l3) n n b b′ 1 4
a 10 (0,−1)× (1, 4) × (1, 1) 3 -3 16 0 4 0
b 2 (−2, 3)× (−1, 4)× (3, 1) 101 187 - - -12 2
1 2 (1, 0)× (1, 0)× (2, 0) xB = 4xA, 2xA + xC = xD/18
4 24 (0, 1) × (0,−1) × (2, 0)
model I.5 U(5)× U(1) × U(2) × USp(2)× USp(2)
stack N (n1, l1) × (n2, l2)× (n3, l3) n n b b′ 1 2
a 10+2 (0,−1) × (1, 4) × (1, 1) 3 -3 7 2 4 -1
b 4 (−1, 1)× (−1, 3)× (3, 1) 4 32 - - -3 -3
1 2 (1, 0)× (1, 0)× (2, 0) xB = 4xA, 5xA + 3xC = xD/3
2 2 (1, 0) × (0, 1) × (0,−2)
model I.6 U(5) × U(1) × U(2) × USp(24)× USp(8)
stack N (n1, l1) × (n2, l2)× (n3, l3) n n b b′ 1 4
a 10+2 (0,−1) × (1, 4) × (1, 1) 3 -3 8 0 4 0
b 4 (−1, 1)× (−1, 4)× (3, 1) 6 42 - - -4 1
1 2 (1, 0)× (1, 0)× (2, 0) xB = 4xA, 4xA + 3xC = xD/4
4 8 (0, 1) × (0,−1) × (2, 0)
model I.7 U(5)× U(1) × U(1) × USp(4)
stack N (n1, l1) × (n2, l2)× (n3, l3) n n b b′ 1
a 10+2 (0,−1) × (1, 1) × (4, 1) -3 3 -10 -18 1
b 2 (−1, 1)× (−2, 8)× (2, 1) 38 90 - - -8
1 4 (1, 0)× (2, 0)× (1, 0) xA = 4xB, 9xB + 4xC = xD/2
model I.8 U(5)× U(1) × U(1) × USp(4)
stack N (n1, l1) × (n2, l2)× (n3, l3) n n b b′ 1
a 10+2 (0,−1) × (1, 4) × (1, 1) 3 -3 8 0 4
b 2 (−1, 1)× (−1, 4)× (4, 2) 38 90 - - -8
1 4 (1, 0)× (1, 0)× (2, 0) xB = 4xA, 9xB + 4xC = xD/2
model I.9 U(5) × U(1) × U(1) × USp(2)× USp(8)
stack N (n1, l1) × (n2, l2)× (n3, l3) n n b b′ 1 4
a 10+2 (0,−1) × (1, 1) × (4, 1) -3 3 -5 -21 1 0
b 2 (−1, 1)× (−2, 8)× (3, 1) 60 132 - - -8 2
1 2 (1, 0)× (2, 0)× (1, 0) xA = 4xB, 19xB + 12xC = xD
4 8 (0, 1) × (0,−2) × (1, 0)
model I.10 U(5) × U(1) × U(1)× USp(16)
stack N (n1, l1)× (n2, l2)× (n3, l3) n n b b′ 1
a 10+2 (0,−1)× (1, 1)× (4, 1) -3 3 0 -24 0
b 2 (−1, 1)× (−2, 8)× (4, 1) 82 174 - - 2
4 16 (0, 1)× (0,−2)× (1, 0) xA = 4xB , 5xB + 4xC = xD/4
24
model II.1.1 U(5)× U(1) × U(1)
stack N (n1, l1) × (n2, l2)× (n3, l3) n n b c b′ c′
a 10 (0,−1) × (1, 4) × (1, 1) 3 -3 0 24 0 0
b 2 (−1, 3)× (−1, 4)× (1, 1) 6 42 - 0 - -96
c 2 (−1, 0)× (−1, 4)× (7, 1) -27 27 - - - -
xB = 4xA = 4xC
model II.1.2 U(5)× U(1) × U(1) × USp(2)
stack N (n1, l1) × (n2, l2)× (n3, l3) n n b c b′ c′ 1
a 10 (0,−1) × (1, 4) × (1, 1) 3 -3 0 16 0 0 4
b 2 (−1, 3)× (−1, 4)× (1, 1) 6 42 - 0 - -72 -12
c 2 (−1, 0)× (−1, 4)× (5, 1) -19 19 - - - - 0
1 2 (1, 0)× (1, 0)× (2, 0) 3xB = 12xA = 8xC
model II.1.3 U(5) × U(1) × U(1)× USp(4)
stack N (n1, l1) × (n2, l2)× (n3, l3) n n b c b′ c′ 1
a 10 (0,−1) × (1, 4) × (1, 1) 3 -3 0 8 0 0 4
b 2 (−1, 3)× (−1, 4)× (1, 1) 6 42 - 0 - -48 -12
c 2 (−1, 0)× (−1, 4)× (3, 1) -11 11 - - - - 0
1 4 (1, 0)× (1, 0)× (2, 0) 3xB = 12xA = 4xC
model II.1.4 U(5)× U(1) × U(1) × USp(2)
stack N (n1, l1) × (n2, l2)× (n3, l3) n n b c b′ c′ 2
a 10 (0,−1) × (1, 4) × (1, 1) 3 -3 0 18 0 8 -1
b 2 (−1, 3)× (−1, 4)× (1, 1) 6 42 - -18 - -72 -3
c 2 (−1, 0)× (−1, 2)× (7, 1) -13 13 - - - - 0
2 2 (1, 0) × (0, 1) × (0,−2) 7xB = 28xA = 20xC
model II.1.5 U(5)× U(1) × U(1) × USp(2)× USp(2)
stack N (n1, l1) × (n2, l2)× (n3, l3) n n b c b′ c′ 1 2
a 10 (0,−1) × (1, 4) × (1, 1) 3 -3 0 12 0 6 4 -1
b 2 (−1, 3)× (−1, 4)× (1, 1) 6 42 - -12 - -54 -12 -3
c 2 (−1, 0)× (−1, 2)× (5, 1) -9 9 - - - - 0 0
1 2 (1, 0)× (1, 0)× (2, 0) xB = 4xA = xC
2 2 (1, 0) × (0, 1) × (0,−2)
model II.1.6 U(5) × U(1)× U(1) × USp(4)× USp(2)
stack N (n1, l1) × (n2, l2)× (n3, l3) n n b c b′ c′ 1 2
a 10 (0,−1) × (1, 4) × (1, 1) 3 -3 0 6 0 4 4 -1
b 2 (−1, 3)× (−1, 4)× (1, 1) 6 42 - -6 - 12 -36 -3
c 2 (−1, 0)× (−1, 2)× (3, 1) -5 5 - - - - 0 0
1 4 (1, 0)× (1, 0)× (2, 0) 3xB = 12xA = xC
2 2 (1, 0) × (0, 1) × (0,−2)
25
model II.2.1 U(5) × U(1) × U(1)× USp(6)
stack N (n1, l1) × (n2, l2)× (n3, l3) n n b c b′ c′ 4
a 10 (0,−1) × (1, 4) × (1, 1) 3 -3 0 18 -2 8 0
b 2 (−1, 3)× (−1, 6)× (1, 1) 10 62 - -36 - -96 1
c 2 (−1, 0)× (−1, 2)× (7, 1) -13 13 - - - - 1
4 6 (0, 1) × (0,−1) × (2, 0) 15xB = 60xA = 16xC
model II.2.2 U(5) × U(1) × U(1) × USp(2)× USp(6)
stack N (n1, l1) × (n2, l2)× (n3, l3) n n b c b′ c′ 1 4
a 10 (0,−1) × (1, 4) × (1, 1) 3 -3 0 12 -2 6 4 0
b 2 (−1, 3)× (−1, 6)× (1, 1) 10 62 - -24 - -72 -18 1
c 2 (−1, 0)× (−1, 2)× (5, 1) -9 9 - - - - 0 -1
1 2 (1, 0)× (1, 0)× (2, 0) 15xB = 60xA = 8xC
4 6 (0, 1) × (0,−1) × (2, 0)
model II.3.1 U(5) × U(1) × U(1)× USp(6)
stack N (n1, l1) × (n2, l2)× (n3, l3) n n b c b′ c′ 4
a 10 (0,−1) × (1, 1) × (4, 1) -3 3 -4 6 -6 -20 0
b 2 (−1, 3)× (−1, 3)× (2, 1) 16 56 - 12 - -96 1
c 2 (−1, 0)× (−1, 5)× (6, 1) -29 29 - - - - 1
4 6 (0, 1) × (0,−2) × (1, 0) xA = 4xB = 16xC
model II.3.2 U(5) × U(1) × U(1) × USp(2)× USp(6)
stack N (n1, l1) × (n2, l2)× (n3, l3) n n b c b′ c′ 2 4
a 10 (0,−1) × (1, 1) × (4, 1) -3 3 -4 4 -6 -10 -4 0
b 2 (−1, 3)× (−1, 3)× (2, 1) 16 56 - 0 - -72 -6 1
c 2 (−1, 0)× (−1, 3)× (6, 1) -17 17 - - - - 0 1
2 2 (1, 0) × (0, 2) × (0,−1) xA = 4xB = 8xC
4 6 (0, 1) × (0,−2) × (1, 0)
model II.3.3 U(5) × U(1) × U(1) × USp(2)× USp(6)
stack N (n1, l1) × (n2, l2)× (n3, l3) n n b c b′ c′ 1 4
a 10 (0,−1) × (1, 1) × (4, 1) -3 3 -4 0 -6 -16 1 0
b 2 (−1, 3)× (−1, 3)× (2, 1) 16 56 - 6 - -72 -9 1
c 2 (−1, 0)× (−1, 5)× (4, 1) -19 19 - - - - 0 1
1 2 (1, 0)× (2, 0)× (1, 0) 3xA = 12xB = 28xC
4 6 (0, 1) × (0,−2) × (1, 0)
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model II.3.4 U(5) × U(1) × U(1) × USp(2)× USp(2)× USp(6)
stack N (n1, l1) × (n2, l2)× (n3, l3) n n b c b′ c′ 1 2 4
a 10 (0,−1) × (1, 1) × (4, 1) -3 3 -4 0 -6 -8 1 -4 0
b 2 (−1, 3)× (−1, 3)× (2, 1) 16 56 - 0 - -54 -9 -6 1
c 2 (−1, 0)× (−1, 3)× (4, 1) -11 11 - - - - 0 0 -1
1 2 (1, 0)× (2, 0)× (1, 0) xA = 4xB = 4xC
2 2 (1, 0) × (0, 2) × (0,−1)
4 6 (0, 1) × (0,−2) × (1, 0)
model II.3.5 U(5)× U(1) × U(1) × USp(4)× USp(6)
stack N (n1, l1) × (n2, l2)× (n3, l3) n n b c b′ c′ 1 4
a 10 (0,−1) × (1, 1) × (4, 1) -3 3 -4 -6 -6 -12 1 0
b 2 (−1, 3)× (−1, 3)× (2, 1) 16 56 - 0 - -48 -9 1
c 2 (−1, 0)× (−1, 5)× (2, 1) -9 9 - - - - 0 1
1 4 (1, 0)× (2, 0)× (1, 0) 3xA = 12xB = 8xC
4 6 (0, 1) × (0,−2) × (1, 0)
model II.4.1 U(5) × U(1) × U(1) × USp(18)
stack N (n1, l1) × (n2, l2)× (n3, l3) n n b c b′ c′ 4
a 10 (0,−1) × (1, 1) × (4, 1) -3 3 -6 4 -12 -10 0
b 2 (−1, 3)× (−1, 5)× (2, 1) 30 90 - -12 - -96 1
c 2 (−1, 0)× (−1, 3)× (6, 1) -17 17 - - - - 1
4 18 (0, 1) × (0,−2) × (1, 0) 33xA = 132xB = 16xC
model II.4.2 U(5) × U(1) × U(1)× USp(2)× USp(18)
stack N (n1, l1) × (n2, l2)× (n3, l3) n n b c b′ c′ 1 4
a 10 (0,−1) × (1, 1) × (4, 1) -3 3 -6 0 -12 -8 1 0
b 2 (−1, 3)× (−1, 5)× (2, 1) 30 90 - -6 - -72 -15 1
c 2 (−1, 0)× (−1, 3)× (4, 1) -11 11 - - - - 0 1
1 2 (1, 0)× (2, 0)× (1, 0) 33xA = 132xB = 4xC
4 18 (0, 1) × (0,−2) × (1, 0)
model II.5 U(5) × U(1) × U(1)
stack N (n1, l1)× (n2, l2)× (n3, l3) n n b c b′ c′
a 10 (0,−1)× (1, 7) × (1, 1) 3 -3 5 12 4 3
b 2 (−1, 3)× (−1, 3)× (3, 1) 14 40 - 3 - -48
c 2 (−1, 0)× (−1, 5)× (5, 1) -12 12 - - - -
9xB = 63xA = 14xC
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model II.6 U(5)× U(1)× U(1) × USp(24)
stack N (n1, l1)× (n2, l2)× (n3, l3) n n b c b′ c′ 4
a 10 (0,−1)× (1, 4) × (1, 1) 3 -3 8 16 0 0 0
b 2 (−1, 3)× (−1, 4)× (3, 1) 40 104 - 0 - -96 1
c 2 (−1, 0)× (−1, 4)× (5, 1) -19 19 - - - - 1
4 24 (0, 1)× (0,−1)× (2, 0) 3xB = 12xA = 2xC
model II.7.1 U(5) × U(1) × U(1) × USp(4)
stack N (n1, l1) × (n2, l2)× (n3, l3) n n b c b′ c′ 4
a 10 (0,−1) × (1, 1) × (4, 1) -3 3 -6 4 -12 -10 0
b 2 (−1, 2)× (−1, 5)× (2, 1) 17 63 - -8 - -64 1
c 2 (−1, 0)× (−1, 3)× (6, 1) -17 17 - - - - 1
4 4 (0, 1) × (0,−2) × (1, 0) 11xA = 44xB = 8xC
model II.7.2 U(5) × U(1) × U(1) × USp(2)× USp(4)
stack N (n1, l1) × (n2, l2)× (n3, l3) n n b c b′ c′ 1 4
a 10 (0,−1) × (1, 1) × (4, 1) -3 3 -6 0 -12 -8 1 0
b 2 (−1, 2)× (−1, 5)× (2, 1) 17 63 - -4 - -48 -10 1
c 2 (−1, 0)× (−1, 3)× (4, 1) -11 11 - - - - 0 1
1 2 (1, 0)× (2, 0)× (1, 0) 11xA = 44xB = 2xC
4 4 (0, 1) × (0,−2) × (1, 0)
model III.1.1 U(5) × U(1) × U(4) × USp(2)× USp(2)
stack N (n1, l1)× (n2, l2)× (n3, l3) n n b c b′ c′ 2 4
a 10 (0,−1)× (1, 1)× (4, 1) -3 3 -8 1 -12 0 -4 0
b 2 (−2, 3) × (−1, 3) × (2, 1) 47 97 - -5 - -2 -6 2
c 8 (1, 1) × (−1, 1) × (−1, 0) 0 0 - - - - 1 0
2 2 (1, 0)× (0, 2)× (0,−1) xA = 4xB = 4xC
4 2 (0, 1)× (0,−2)× (1, 0)
model III.1.2 U(5) × U(1)× U(2)× USp(2)
stack N (n1, l1)× (n2, l2)× (n3, l3) n n b c b′ c′ 2
a 10 (0,−1)× (1, 1)× (4, 1) -3 3 -8 4 -12 -2 -4
b 2 (−2, 3) × (−1, 3) × (2, 1) 47 97 - 0 - -12 -6
c 4 (2, 1) × (−1, 3) × (−1, 0) -5 5 - - - - 1
2 2 (1, 0)× (0, 2)× (0,−1) xA = 4xB = 24xC
model III.1.3 U(5) × U(1) × U(2)× USp(2)
stack N (n1, l1)× (n2, l2)× (n3, l3) n n b c b′ c′ 2
a 10 (0,−1)× (1, 1)× (4, 1) -3 3 -8 2 -12 0 -4
b 2 (−2, 3) × (−1, 3) × (2, 1) 47 97 - -12 - 0 -6
c 4 (2, 3) × (−1, 1) × (−1, 0) -1 1 - - - - 3
2 2 (1, 0)× (0, 2)× (0,−1) 3xA = 12xB = 8xC
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model III.1.4 U(5) × U(1) × U(2) × USp(2)× USp(4)
stack N (n1, l1)× (n2, l2)× (n3, l3) n n b c b′ c′ 2 4
a 10 (0,−1)× (1, 1)× (4, 1) -3 3 -8 2 -12 0 -4 0
b 2 (−2, 3) × (−1, 3) × (2, 1) 47 97 - -8 - -8 -6 2
c 4 (2, 1) × (−1, 1) × (−1, 0) -1 1 - - - - 1 0
2 2 (1, 0)× (0, 2)× (0,−1) xA = 4xB = 8xC
4 4 (0, 1)× (0,−2)× (1, 0)
model III.1.5 U(5) × U(1) × U(2) × USp(2)× USp(2)
stack N (n1, l1)× (n2, l2)× (n3, l3) n n b c b′ c′ 1 2
a 10 (0,−1)× (1, 1)× (4, 1) -3 3 -8 2 -12 -1 1 -4
b 2 (−2, 3) × (−1, 3) × (2, 1) 47 97 - 0 - -3 -9 -6
c 4 (1, 1) × (−1, 3) × (−1, 0) -2 2 - - - - 0 1
1 2 (1, 0) × (2, 0) × (1, 0) xA = 4xB = 12xC
2 2 (1, 0)× (0, 2)× (0,−1)
model III.1.6 U(5)× U(1) × U(2) × USp(2)× USp(2)
stack N (n1, l1)× (n2, l2)× (n3, l3) n n b c b′ c′ 1 2
a 10 (0,−1)× (1, 1)× (4, 1) -3 3 -8 1 -12 0 1 -4
b 2 (−2, 3) × (−1, 3) × (2, 1) 47 97 - -9 - 6 -9 -6
c 4 (1, 3) × (−1, 1) × (−1, 0) 2 -2 - - - - 0 3
1 2 (1, 0) × (2, 0) × (1, 0) 3xA = 12xB = 4xC
2 2 (1, 0)× (0, 2)× (0,−1)
model III.1.7 U(5) × U(1)× U(2) × USp(2)× USp(2)× USp(2)
stack N (n1, l1)× (n2, l2)× (n3, l3) n n b c b′ c′ 1 2 4
a 10 (0,−1)× (1, 1)× (4, 1) -3 3 -8 1 -12 0 1 -4 0
b 2 (−2, 3) × (−1, 3) × (2, 1) 47 97 - -7 - 2 -9 -6 2
c 4 (1, 2) × (−1, 1) × (−1, 0) -1 1 - - - - 0 2 0
1 2 (1, 0) × (2, 0) × (1, 0) xA = 4xB = 2xC
2 2 (1, 0)× (0, 2)× (0,−1)
4 2 (0, 1)× (0,−2)× (1, 0)
model III.1.8 U(5) × U(1)× U(2)× USp(2)× USp(2)× USp(4)
stack N (n1, l1)× (n2, l2)× (n3, l3) n n b c b′ c′ 1 2 4
a 10 (0,−1)× (1, 1)× (4, 1) -3 3 -8 1 -12 0 1 -4 0
b 2 (−2, 3) × (−1, 3) × (2, 1) 47 97 - -5 - -2 -9 -6 2
c 4 (1, 1) × (−1, 1) × (−1, 0) 0 0 - - - - 0 1 0
1 2 (1, 0) × (2, 0) × (1, 0) xA = 4xB = 4xC
2 2 (1, 0)× (0, 2)× (0,−1)
4 4 (0, 1)× (0,−2)× (1, 0)
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model III.1.9 U(5) × U(1) × U(1) × USp(2)
stack N (n1, l1)× (n2, l2)× (n3, l3) n n b c b′ c′ 2
a 10 (0,−1)× (1, 1)× (4, 1) -3 3 -8 3 -12 1 -4
b 2 (−2, 3) × (−1, 3) × (2, 1) 47 97 - -45 - 21 -6
c 2 (1, 3) × (−4, 2) × (−1, 0) 10 -10 - - - - 12
2 2 (1, 0)× (0, 2)× (0,−1) 3xA = 12xB = 2xC
model III.1.10 U(5) × U(1)× U(1) × USp(2)
stack N (n1, l1)× (n2, l2)× (n3, l3) n n b c b′ c′ 2
a 10 (0,−1)× (1, 1)× (4, 1) -3 3 -8 5 -12 -1 -4
b 2 (−2, 3)× (−1, 3) × (2, 1) 47 97 - -15 - -9 -6
c 2 (1, 1)× (−4, 6)× (−1, 0) -2 2 - - - - 4
2 2 (1, 0)× (0, 2) × (0,−1) xA = 4xB = 6xC
model III.1.11 U(5) × U(1) × U(1) × USp(2)× USp(4)
stack N (n1, l1)× (n2, l2)× (n3, l3) n n b c b′ c′ 2 4
a 10 (0,−1)× (1, 1)× (4, 1) -3 3 -8 3 -12 1 -4 0
b 2 (−2, 3)× (−1, 3) × (2, 1) 47 97 - -25 - -7 -6 2
c 2 (1, 1)× (−4, 2)× (−1, 0) -2 2 - - - - 4 0
2 2 (1, 0)× (0, 2) × (0,−1) xA = 4xB = 2xC
4 4 (0, 1)× (0,−2)× (1, 0)
model III.1.12 U(5)× U(1)× U(1) × USp(2)× USp(2)× USp(2)
stack N (n1, l1)× (n2, l2)× (n3, l3) n n b c b′ c′ 1 2 4
a 10 (0,−1)× (1, 1)× (4, 1) -3 3 -8 3 -12 -1 1 -4 0
b 2 (−2, 3)× (−1, 3) × (2, 1) 47 97 - -5 - -5 -9 -6 2
c 2 (1, 1)× (−2, 4)× (−1, 0) -2 2 - - - - 0 2 0
1 2 (1, 0)× (2, 0)× (1, 0) xA = 4xB = 8xC
2 2 (1, 0)× (0, 2) × (0,−1)
4 2 (0, 1)× (0,−2)× (1, 0)
model III.2.1 U(5)× U(1) × U(1) × USp(4)
stack N (n1, l1)× (n2, l2)× (n3, l3) n n b c b′ c′ 2
a 10 (0,−1)× (1, 4)× (1, 1) 3 -3 12 7 8 1 -1
b 2 (−2, 3) × (−1, 2) × (3, 1) 47 97 - 5 - -5 -9
c 2 (1, 1) × (−1, 3) × (−2, 0) -4 4 - - - - 2
2 4 (1, 0)× (0, 1)× (0,−2) 3xB = 12xA = xC
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model III.2.2 U(5)× U(1) × U(1) × USp(4)
stack N (n1, l1)× (n2, l2)× (n3, l3) n n b c b′ c′ 2
a 10 (0,−1)× (1, 4)× (1, 1) 3 -3 12 5 8 3 -1
b 2 (−2, 3) × (−1, 2) × (3, 1) 47 97 - -9 - 9 -9
c 2 (1, 3) × (−1, 1) × (−2, 0) 4 -4 - - - - 6
2 4 (1, 0)× (0, 1)× (0,−2) xB = 4xA = 3xC
model III.2.3 U(5) × U(1)× U(1)× USp(4)× USp(2)
stack N (n1, l1)× (n2, l2)× (n3, l3) n n b c b′ c′ 2 4
a 10 (0,−1)× (1, 4)× (1, 1) 3 -3 12 6 8 2 -1 0
b 2 (−2, 3) × (−1, 2) × (3, 1) 47 97 - 0 - -4 -9 2
c 2 (1, 1) × (−1, 2) × (−2, 0) -2 2 - - - - 2 0
2 4 (1, 0)× (0, 1)× (0,−2) 2xB = 8xA = xC
4 2 (0, 1)× (0,−1)× (2, 0)
model III.2.4 U(5) × U(1) × U(1)× USp(4)× USp(2)
stack N (n1, l1)× (n2, l2)× (n3, l3) n n b c b′ c′ 2 4
a 10 (0,−1)× (1, 4)× (1, 1) 3 -3 12 5 8 3 -1 0
b 2 (−2, 3) × (−1, 2) × (3, 1) 47 97 - -7 - 3 -9 2
c 2 (1, 2) × (−1, 1) × (−2, 0) 2 -2 - - - - 4 0
2 4 (1, 0)× (0, 1)× (0,−2) xB = 4xA = 2xC
4 2 (0, 1)× (0,−1)× (2, 0)
model III.2.5 U(5) × U(1) × U(1)× USp(4)× USp(4)
stack N (n1, l1)× (n2, l2)× (n3, l3) n n b c b′ c′ 2 4
a 10 (0,−1)× (1, 4)× (1, 1) 3 -3 12 5 8 3 -1 0
b 2 (−2, 3) × (−1, 2) × (3, 1) 47 97 - -5 - -3 -9 2
c 2 (1, 1) × (−1, 1) × (−2, 0) 0 0 - - - - 2 0
2 4 (1, 0)× (0, 1)× (0,−2) xB = 4xA = xC
4 4 (0, 1)× (0,−1)× (2, 0)
model III.3.1 U(5) × U(1) × U(1)× USp(2)
stack N (n1, l1)× (n2, l2)× (n3, l3) n n b c b′ c′ 2
a 10 (0,−1)× (1, 1)× (4, 1) -3 3 -4 6 -14 -4 -4
b 2 (−2, 3) × (−1, 3) × (3, 1) 74 142 - 12 - 0 -9
c 2 (2, 3) × (−1, 5) × (−1, 0) -7 7 - - - - 3
2 2 (1, 0)× (0, 2)× (0,−1) 3xA = 12xB = 40xC
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model III.3.2 U(5) × U(1) × U(1)× USp(2)
stack N (n1, l1)× (n2, l2)× (n3, l3) n n b c b′ c′ 2
a 10 (0,−1)× (1, 1)× (4, 1) -3 3 -4 2 -14 -4 -4
b 2 (−2, 3) × (−1, 3) × (3, 1) 74 142 - 48 - 0 -9
c 2 (2, 5) × (−1, 3) × (−1, 0) -1 1 - - - - 5
2 2 (1, 0)× (0, 2)× (0,−1) 5xA = 20xB = 24xC
model III.3.3 U(5)× U(1) × U(1) × USp(2)
stack N (n1, l1)× (n2, l2)× (n3, l3) n n b c b′ c′ 2
a 10 (0,−1)× (1, 1)× (4, 1) -3 3 -4 16 -14 -14 -4
b 2 (−2, 3) × (−1, 3) × (3, 1) 74 142 - 48 - -36 -9
c 2 (2, 1)× (−1, 15)× (−1, 0) -29 29 - - - - 1
2 2 (1, 0)× (0, 2)× (0,−1) xA = 4xB = 120xC
model III.3.4 U(5)× U(1) × U(1) × USp(2)
stack N (n1, l1)× (n2, l2)× (n3, l3) n n b c b′ c′ 2
a 10 (0,−1)× (1, 1)× (4, 1) -3 3 -4 2 -14 0 -4
b 2 (−2, 3) × (−1, 3) × (3, 1) 74 142 - -36 - 48 -9
c 2 (2, 15)× (−1, 1)× (−1, 0) 13 -13 - - - - 15
2 2 (1, 0)× (0, 2)× (0,−1) 15xA = 60xB = 4xC
model III.3.5 U(5) × U(1) × U(1)× USp(2)× USp(14)
stack N (n1, l1)× (n2, l2)× (n3, l3) n n b c b′ c′ 2 4
a 10 (0,−1)× (1, 1)× (4, 1) 3 -3 -4 2 -14 0 -4 0
b 2 (−2, 3) × (−1, 3) × (3, 1) 74 142 - -8 - -8 -9 2
c 2 (2, 1) × (−1, 1) × (−1, 0) -1 1 - - - - 1 0
2 2 (1, 0)× (0, 2)× (0,−1) xA = 4xB = 8xC
4 14 (0, 1)× (0,−2)× (1, 0)
model III.3.6 U(5) × U(1) × U(1) × USp(2)× USp(6)
stack N (n1, l1)× (n2, l2)× (n3, l3) n n b c b′ c′ 2 4
a 10 (0,−1)× (1, 1)× (4, 1) 3 -3 -4 4 -14 -2 -4 0
b 2 (−2, 3) × (−1, 3) × (3, 1) 74 142 - 0 - 0 -9 2
c 2 (2, 1) × (−1, 1) × (−1, 0) -3 3 - - - - 3 0
2 2 (1, 0)× (0, 2)× (0,−1) xA = 4xB = 8xC
4 6 (0, 1)× (0,−2)× (1, 0)
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model III.3.7 U(5) × U(1) × U(1) × USp(2)× USp(12)
stack N (n1, l1)× (n2, l2)× (n3, l3) n n b c b′ c′ 2 4
a 10 (0,−1)× (1, 1)× (4, 1) 3 -3 -4 4 -14 -2 -4 0
b 2 (−2, 3) × (−1, 3) × (3, 1) 74 142 - 0 - -12 -9 2
c 2 (2, 1) × (−1, 3) × (−1, 0) -5 5 - - - - 1 0
2 2 (1, 0)× (0, 2)× (0,−1) xA = 4xB = 24xC
4 12 (0, 1)× (0,−2)× (1, 0)
model III.3.8 U(5) × U(1) × U(1) × USp(2)× USp(12)
stack N (n1, l1)× (n2, l2)× (n3, l3) n n b c b′ c′ 2 4
a 10 (0,−1)× (1, 1)× (4, 1) 3 -3 -4 2 -14 0 -4 0
b 2 (−2, 3) × (−1, 3) × (3, 1) 74 142 - -12 - 0 -9 2
c 2 (2, 3) × (−1, 1) × (−1, 0) 1 -1 - - - - 3 0
2 2 (1, 0)× (0, 2)× (0,−1) 3xA = 12xB = 8xC
4 12 (0, 1)× (0,−2)× (1, 0)
model III.3.9 U(5) × U(1) × U(1) × USp(2)× USp(10)
stack N (n1, l1)× (n2, l2)× (n3, l3) n n b c b′ c′ 2 4
a 10 (0,−1)× (1, 1)× (4, 1) 3 -3 -4 6 -14 -4 -4 0
b 2 (−2, 3) × (−1, 3) × (3, 1) 74 142 - 8 - -16 -9 2
c 2 (2, 1) × (−1, 5) × (−1, 0) -9 9 - - - - 1 0
2 2 (1, 0)× (0, 2)× (0,−1) xA = 4xB = 40xC
4 10 (0, 1)× (0,−2)× (1, 0)
model III.3.10 U(5) × U(1) × U(1)× USp(2)× USp(10)
stack N (n1, l1)× (n2, l2)× (n3, l3) n n b c b′ c′ 2 4
a 10 (0,−1)× (1, 1)× (4, 1) 3 -3 -4 2 -14 0 -4 0
b 2 (−2, 3)× (−1, 3) × (3, 1) 74 142 - -16 - 8 -9 2
c 2 (2, 5)× (−1, 1)× (−1, 0) 3 -3 - - - - 5 0
2 2 (1, 0)× (0, 2) × (0,−1) 5xA = 20xB = 40xC
4 10 (0, 1)× (0,−2)× (1, 0)
model III.3.11 U(5)× U(1)× U(1) × USp(2)× USp(8)
stack N (n1, l1)× (n2, l2)× (n3, l3) n n b c b′ c′ 2 4
a 10 (0,−1)× (1, 1)× (4, 1) 3 -3 -4 8 -14 -6 -4 0
b 2 (−2, 3)× (−1, 3) × (3, 1) 74 142 - 16 - -20 -9 2
c 2 (2, 1)× (−1, 7)× (−1, 0) -13 13 - - - - 1 0
2 2 (1, 0)× (0, 2) × (0,−1) xA = 4xB = 56xC
4 8 (0, 1)× (0,−2)× (1, 0)
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model III.3.12 U(5)× U(1)× U(1) × USp(2)× USp(8)
stack N (n1, l1)× (n2, l2)× (n3, l3) n n b c b′ c′ 2 4
a 10 (0,−1)× (1, 1)× (4, 1) 3 -3 -4 2 -14 0 -4 0
b 2 (−2, 3)× (−1, 3) × (3, 1) 74 142 - -20 - 16 -9 2
c 2 (2, 7)× (−1, 1)× (−1, 0) 5 -5 - - - - 7 0
2 2 (1, 0)× (0, 2) × (0,−1) 7xA = 28xB = 8xC
4 8 (0, 1)× (0,−2)× (1, 0)
model III.3.13 U(5)× U(1)× U(1) × USp(2)× USp(6)
stack N (n1, l1)× (n2, l2)× (n3, l3) n n b c b′ c′ 2 4
a 10 (0,−1)× (1, 1)× (4, 1) 3 -3 -4 10 -14 -8 -4 0
b 2 (−2, 3)× (−1, 3) × (3, 1) 74 142 - 24 - -24 -9 2
c 2 (2, 1)× (−1, 9)× (−1, 0) -17 17 - - - - 1 0
2 2 (1, 0)× (0, 2) × (0,−1) xA = 4xB = 72xC
4 6 (0, 1)× (0,−2)× (1, 0)
model III.3.14 U(5)× U(1)× U(1) × USp(2)× USp(6)
stack N (n1, l1)× (n2, l2)× (n3, l3) n n b c b′ c′ 2 4
a 10 (0,−1)× (1, 1)× (4, 1) 3 -3 -4 2 -14 0 -4 0
b 2 (−2, 3)× (−1, 3) × (3, 1) 74 142 - -24 - 24 -9 2
c 2 (2, 9)× (−1, 1)× (−1, 0) 7 -7 - - - - 9 0
2 2 (1, 0)× (0, 2) × (0,−1) 9xA = 36xB = 8xC
4 6 (0, 1)× (0,−2)× (1, 0)
model III.3.15 U(5)× U(1)× U(1) × USp(2)× USp(4)
stack N (n1, l1)× (n2, l2)× (n3, l3) n n b c b′ c′ 2 4
a 10 (0,−1)× (1, 1)× (4, 1) 3 -3 -4 12 -14 -10 -4 0
b 2 (−2, 3)× (−1, 3) × (3, 1) 74 142 - 32 - -28 -9 2
c 2 (2, 1)× (−1, 11) × (−1, 0) -21 21 - - - - 1 0
2 2 (1, 0)× (0, 2) × (0,−1) xA = 4xB = 88xC
4 4 (0, 1)× (0,−2)× (1, 0)
model III.3.16 U(5) × U(1)× U(1) × USp(2)× USp(4)
stack N (n1, l1)× (n2, l2)× (n3, l3) n n b c b′ c′ 2 4
a 10 (0,−1)× (1, 1)× (4, 1) 3 -3 -4 2 -14 0 -4 0
b 2 (−2, 3)× (−1, 3) × (3, 1) 74 142 - -28 - 32 -9 2
c 2 (2, 11) × (−1, 1) × (−1, 0) 9 -9 - - - - 11 0
2 2 (1, 0)× (0, 2) × (0,−1) 11xA = 44xB = 8xC
4 4 (0, 1)× (0,−2)× (1, 0)
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model III.3.17 U(5)× U(1)× U(1) × USp(2)× USp(2)
stack N (n1, l1)× (n2, l2)× (n3, l3) n n b c b′ c′ 2 4
a 10 (0,−1)× (1, 1)× (4, 1) 3 -3 -4 14 -14 -12 -4 0
b 2 (−2, 3)× (−1, 3) × (3, 1) 74 142 - 40 - -32 -9 2
c 2 (2, 1)× (−1, 13) × (−1, 0) -25 25 - - - - 1 0
2 2 (1, 0)× (0, 2) × (0,−1) xA = 4xB = 104xC
4 2 (0, 1)× (0,−2)× (1, 0)
model III.3.18 U(5) × U(1)× U(1) × USp(2)× USp(2)
stack N (n1, l1)× (n2, l2)× (n3, l3) n n b c b′ c′ 2 4
a 10 (0,−1)× (1, 1)× (4, 1) 3 -3 -4 2 -14 0 -4 0
b 2 (−2, 3)× (−1, 3) × (3, 1) 74 142 - -32 - 40 -9 2
c 2 (2, 13) × (−1, 1) × (−1, 0) 11 -11 - - - - 13 0
2 2 (1, 0)× (0, 2) × (0,−1) 13xA = 52xB = 8xC
4 2 (0, 1)× (0,−2)× (1, 0)
model U(5)× U(1) × U(1) × USp(N(4))
III.4.1-56
stack N (n1, l1)× (n2, l2)× (n3, l3) n n b c b′ c′ 4
a 10 (0,−1) × (1, 4) × (1, 1) 3 -3 16 4 + l2c 0 4− l
2
c 0
b 2 (−2, 3)× (−1, 4)× (3, 1) 101 187 - 36 − 2N(4) - 36− 2N(4) 2
+3l2c − 8l
1
c −3l
2
c + 8l
1
c
c 2 (1, l1c)× (−1, l
2
c)× (−2, 0) 2l
1
c −2l
1
c - - - - 0
−2l2c +2l
2
c
4 N(4) (0, 1) × (0,−1) × (2, 0) xB = 4xA = l
2
cxC/l
1
c , l
1
c l
2
c = 24−N
(4)
model U(5)× U(2)× U(1) × USp(N(4))
III.5.1-13
stack N (n1, l1)× (n2, l2)× (n3, l3) n n b c b′ c′ 4
a 10 (0,−1) × (1, 4) × (1, 1) 3 -3 8 4 + l2c 0 4− l
2
c 0
b 4 (−1, 1)× (−1, 4)× (3, 1) 6 42 - 4−N(4) - 4−N(4) 1
+l2c − 4l
1
c −l
2
c + 4l
1
c
c 2 (1, l1c)× (−1, l
2
c)× (−2, 0) 2l
1
c −2l
1
c - - - - 0
−2l2c +2l
2
c
4 N(4) (0, 1) × (0,−1) × (2, 0) xB = 4xA = l
2
cxC/l
1
c , l
1
c l
2
c = 8−N
(4)
model III.6.1 U(5) × U(2) × U(2) × USp(2)
stack N (n1, l1)× (n2, l2)× (n3, l3) n n b c b′ c′ 2
a 10 (0,−1)× (1, 1)× (4, 1) -3 3 -2 1 -7 0 -4
b 4 (−1, 1) × (−1, 3) × (3, 1) 4 32 - -2 - 0 -3
c 4 (1, 1) × (−1, 1) × (−1, 0) 0 0 - - - - 1
2 2 (1, 0)× (0, 2)× (0,−1) xA = 4xB = 4xC
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model III.6.2 U(5) × U(2) × U(1) × USp(2)
stack N (n1, l1)× (n2, l2)× (n3, l3) n n b c b′ c′ 2
a 10 (0,−1)× (1, 4)× (1, 1) 3 -3 7 5 2 3 -1
b 4 (−1, 1) × (−1, 3) × (3, 1) 4 32 - -4 - 0 -3
c 2 (1, 1) × (−1, 1) × (−2, 0) 0 0 - - - - 2
2 2 (1, 0)× (0, 1)× (0,−2) xB = 4xA = xC
model U(5)× U(1)× U(1) × USp(2)× USp(N(4))
III.7.1-5
stack N (n1, l1)× (n2, l2)× (n3, l3) n n b c b′ c′ 2 4
a 10 (0,−1)× (1, 1)× (4, 1) -3 3 -2 (1 + l2c)/2 -15 (1− l
2
c)/2 -4 0
b 2 (−1, 1) × (−1, 3) × (7, 2) 52 116 - 2−N(4) - 2−N(4) -7 2
+l2c − 3l
1
c −l
2
c + 3l
1
c
c 2 (1, l1c)× (−1, l
2
c)× (−1, 0) l
1
c −l
1
c - - - - l
1
c 0
−l2c +l
2
c
2 2 (1, 0)× (0, 2)× (0,−1) xA = 4xB = 4l
2
cxC/l
1
c , l
1
c l
2
c = 5−N
(4)
4 N(4) (0, 1)× (0,−2)× (1, 0)
model U(5) × U(1) × U(2) × USp(N(4))
III.8.1-6
stack N (n1, l1)× (n2, l2)× (n3, l3) n n b c b′ c′ 4
a 10 (0,−1)× (1, 1)× (4, 1) -3 3 -5 (1 + l2c)/2 -21 (1− l
2
c)/2 0
b 2 (−1, 1) × (−2, 8) × (3, 1) 60 132 - −N(4)/2 - −N(4)/2 2
+l2c − 4l
1
c −l
2
c + 4l
1
c
c 4 (1, l1c)× (−1, l
2
c)× (−1, 0) l
1
c −l
1
c - - - - 0
−l2c +l
2
c
4 N(4) (0, 1)× (0,−2)× (1, 0) xA = 4xB = 4l
2
cxC/l
1
c , l
1
c l
2
c = 4−N
(4)/2
model III.9.1 U(5) × U(1) × U(1)
stack N (n1, l1)× (n2, l2)× (n3, l3) n n b c b′ c′
a 10 (0,−1)× (1, 1)× (4, 1) -3 3 -5 5 -21 -3
b 2 (−1, 1) × (−2, 8) × (3, 1) 60 132 - 0 - 0
c 2 (1, 1) × (−2, 8) × (−1, 0) -6 6 - - - -
xA = 4xB = 32xC
model III.9.2 U(5) × U(1)× U(1) × USp(4)
stack N (n1, l1)× (n2, l2)× (n3, l3) n n b c b′ c′ 4
a 10 (0,−1)× (1, 1)× (4, 1) -3 3 -5 3 -21 -1 0
b 2 (−1, 1) × (−2, 8) × (3, 1) 60 132 - -8 - 0 2
c 2 (1, 1) × (−2, 4) × (−1, 0) -2 2 - - - - 0
4 4 (0, 1)× (0,−2)× (1, 0) xA = 4xB = 16xC
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model IV.1.1 U(5)× U(1)× U(1) × USp(4)
stack N (n1, l1)× (n2, l2)× (n3, l3) n n b c b′ c′ 2
a 10 (0,−1)× (1, 4)× (1, 1) 3 -3 8 8 0 12 -1
b 2 (−1, 1) × (−1, 4) × (3, 1) 6 42 - 4 - -48 -3
c 2 (−1, 2) × (−1, 0) × (5, 1) -9 9 - - - - -10
2 4 (1, 0)× (0, 1)× (0,−2) 10xB = 40xA = xD
model IV.1.2 U(5) × U(1) × U(1)× USp(2)× USp(4)
stack N (n1, l1)× (n2, l2)× (n3, l3) n n b c b′ c′ 1 2
a 10 (0,−1)× (1, 4)× (1, 1) 3 -3 8 4 0 8 4 -1
b 2 (−1, 1) × (−1, 4) × (3, 1) 6 42 - 0 - -36 -4 -3
c 2 (−1, 2) × (−1, 0) × (3, 1) -5 5 - - - - 0 -6
1 2 (1, 0) × (1, 0) × (2, 0) 6xB = 24xA = xD
2 4 (1, 0)× (0, 1)× (0,−2)
model IV.2.1 U(5) × U(1) × U(1) × USp(2)× USp(6)
stack N (n1, l1)× (n2, l2)× (n3, l3) n n b c b′ c′ 2 4
a 10 (0,−1)× (1, 4)× (1, 1) 3 -3 10 8 -4 12 -1 0
b 2 (−1, 1) × (−1, 6) × (3, 1) 10 62 - 6 - -72 -3 1
c 2 (−1, 2) × (−1, 0) × (5, 1) -9 9 - - - - -10 1
2 2 (1, 0)× (0, 1)× (0,−2) 10xB = 40xA = xD
4 6 (0, 1)× (0,−1)× (2, 0)
model IV.2.2 U(5)× U(1)× U(1) × USp(2)× USp(2)× USp(6)
stack N (n1, l1)× (n2, l2)× (n3, l3) n n b c b′ c′ 1 2 4
a 10 (0,−1)× (1, 4)× (1, 1) 3 -3 10 4 -4 8 4 -1 0
b 2 (−1, 1) × (−1, 6) × (3, 1) 10 62 - 0 - -54 -6 -3 1
c 2 (−1, 2) × (−1, 0) × (3, 1) -5 5 - - - - 0 -6 1
1 2 (1, 0) × (1, 0) × (2, 0) 6xB = 24xA = xD
2 2 (1, 0)× (0, 1)× (0,−2)
4 6 (0, 1)× (0,−1)× (2, 0)
model IV.3.1 U(5) × U(1) × U(1) × USp(12)
stack N (n1, l1)× (n2, l2)× (n3, l3) n n b c b′ c′ 4
a 10 (0,−1)× (1, 4)× (1, 1) 3 -3 16 8 -16 12 0
b 2 (−1, 1) × (−1, 8) × (3, 1) 22 122 - 12 - -144 1
c 2 (−1, 2) × (−1, 0) × (5, 1) -9 9 - - - - 1
4 12 (0, 1)× (0,−1)× (2, 0) 10xB = 40xA = xD
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model IV.3.2 U(5) × U(1)× U(1)× USp(2)× USp(12)
stack N (n1, l1)× (n2, l2)× (n3, l3) n n b c b′ c′ 1 4
a 10 (0,−1)× (1, 4)× (1, 1) 3 -3 16 8 -16 12 4 0
b 2 (−1, 1) × (−1, 6) × (3, 1) 22 122 - 0 - -108 -12 1
c 2 (−1, 2) × (−1, 0) × (5, 1) -5 5 - - - - 0 1
1 2 (1, 0) × (1, 0) × (2, 0) 6xB = 24xA = xD
4 12 (0, 1)× (0,−1)× (2, 0)
model IV.4.1 U(5) × U(1)× U(1) × USp(28)
stack N (n1, l1)× (n2, l2)× (n3, l3) n n b c b′ c′ 4
a 10 (0,−1)× (1, 4)× (1, 1) 3 -3 24 4 -12 8 0
b 2 (−1, 1) × (−1, 8) × (5, 1) 28 132 - -8 - -96 1
c 2 (−1, 2) × (−1, 0) × (3, 1) -5 5 - - - - 1
4 28 (0, 1)× (0,−1)× (2, 0) 6xB = 24xA = xD
model IV.4.2 U(5) × U(1) × U(1)× USp(2)× USp(18)
stack N (n1, l1)× (n2, l2)× (n3, l3) n n b c b′ c′ 2 4
a 10 (0,−1)× (1, 4)× (1, 1) 3 -3 20 4 -6 8 -1 0
b 2 (−1, 1) × (−1, 6) × (5, 1) 20 100 - -6 - -72 -5 1
c 2 (−1, 2) × (−1, 0) × (3, 1) -9 9 - - - - -6 1
2 2 (1, 0)× (0, 1)× (0,−2) 6xB = 24xA = xD
4 18 (0, 1)× (0,−1)× (2, 0)
model IV.4.3 U(5) × U(1) × U(1) × USp(2)× USp(8)
stack N (n1, l1)× (n2, l2)× (n3, l3) n n b c b′ c′ 2 4
a 10 (0,−1)× (1, 4)× (1, 1) 3 -3 16 4 0 8 -1 0
b 2 (−1, 1) × (−1, 6) × (5, 1) 12 68 - -4 - -48 -5 1
c 2 (−1, 2) × (−1, 0) × (3, 1) -9 9 - - - - -6 1
2 2 (1, 0)× (0, 1)× (0,−2) 6xB = 24xA = xD
4 8 (0, 1)× (0,−1)× (2, 0)
model IV.5.1 U(5) × U(2)× U(1) × U(1) × USp(8)
stack N (n1, l1)× (n2, l2)× (n3, l3) n n b c b′ c′ 4
a 10+2 (0,−1)× (1, 4)× (1, 1) 3 -3 12 8 -8 12 0
b 2 (−1, 1)× (−1, 8) × (3, 1) 14 82 - 0 - -64 1
c 2 (−1, 1)× (−1, 0) × (5, 1) -4 4 - - - - 1
4 8 (0, 1)× (0,−1)× (2, 0) 5xB = 20xA = xD
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model IV.5.2 U(5)× U(2) × U(1) × U(1) × USp(2)× USp(2)
stack N (n1, l1)× (n2, l2)× (n3, l3) n n b c b′ c′ 2 4
a 10+2 (0,−1)× (1, 4)× (1, 1) 3 -3 10 8 -4 12 -1 0
b 2 (−1, 1)× (−1, 6) × (3, 1) 10 62 - 0 - -48 -3 1
c 2 (−1, 1)× (−1, 0) × (5, 1) -4 4 - - - - -5 1
2 2 (1, 0)× (0, 1) × (0,−2) 5xB = 20xA = xD
4 2 (0, 1)× (0,−1)× (2, 0)
model V U(5) × U(1) × U(1) × USp(2)× USp(2)
stack N (n1, l1)× (n2, l2)× (n3, l3) n n b c b′ c′ 1 4
a 10 (0,−1)× (1, 1)× (4, 1) -3 3 8 -24 -12 -6 1 0
b 2 (−1, 2) × (−1, 1) × (8, 1) 88 200 - -40 - -120 -9 1
c 2 (1,−1)× (−1, 7)× (2,−1) -18 -38 - - - - -7 1
1 2 (1, 0) × (2, 0) × (1, 0) xA = 4xB = 44xC
4 2 (0, 1)× (0,−2)× (1, 0)
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