A new family of F q 2 -maximal curves is presented and some of their properties are investigated.
Introduction
Let q be a power of a prime number p. A maximal curve defined over a finite field F q 2 with q 2 elements, briefly an F q 2 -maximal curve, is a projective, geometrically irreducible, non-singular algebraic curve defined over F q 2 whose number of F q 2 -rational points attains the famous Hasse-Weil upper bound q 2 + 1 + 2gq where g is the genus of the curve. Maximal curves have also been investigated for their applications in Coding theory. Surveys on maximal curves are found in [11, 14, 12, 13, 36, 37] , see also [10, 9, 31, 35] .
By a result of Serre, see Lachaud [27, Proposition 6] , any non-singular curve which is F q 2 -covered by an F q 2 -maximal curve is also F q 2 -maximal. Apparently, the known maximal curves are all Galois F q 2 -covered by one of the curves below, see [1, 2, 3, 4, 5, 6, 7, 8, 15, 16, 17, 18, 19, 20, 21, 22, 28, 29] .
(A) for every q, the Hermitian curve over F q 2 ; (B) for every q = 2q 2 0 with q 0 = 2 h , h ≥ 1, the DLS curve (the DeligneLusztig curve associated with the Suzuki group) over F q 4 ;
Construction
Throughout this paper, p is a prime, n = p h and q = n 3 with h ≥ 1. We will need some identities in F n 2 [X] concerning the polynomial
Lemma 2.1.
and X n 3 + X − (X n + X) n 2 −n+1 = (X n + X)h(X) n+1 ,
Proof. A straightforward computation shows (2) . Also,
Now, choose ρ ∈ F q 2 with ρ n = −ρ and replace X by ρX. From (4),
Since ρ n 2 = ρ and ρ n 3 = −ρ, the assertion (3) follows.
In the three-dimensional projective space PG(3, q 2 ) over F q 2 , consider the algebraic curve X defined to be the complete intersection of the surface Σ with affine equation
and the Hermitian cone C with affine equation
Note that X is defined over F q 2 but it is viewed as a curve over the algebraic closure K of F q 2 . Moreover, X has degree n 3 + 1 and possesses a unique infinite point, namely the infinite point X ∞ of the X-axis.
A treatise on Hermitian surfaces over a finite field is found in [24, 32] . Our aim is to prove the following theorem.
Theorem 2.2. X is an F q 2 -maximal curve.
To do this, it is enough to show the following two lemmas, see [26] .
Lemma 2.3. The curve X lies on the Hermitian surface H with affine equation
Proof. Clearly, X ∞ ∈ H. Let P = (x, y, z) be any affine point of X . From (5), z n 3 +1 = y n+1 h(x) n+1 . On the other hand, (3) together with (6) imply that y n+1 h(x) n+1 = x n 3 + x − y n 3 +1 . This proves the assertion.
Lemma 2.4. The curve X is irreducible over K.
be the function field of Y. Let x, y, z, t ∈ K(Y) be the coordinate functions of the embedding of Y in PG(3, K). Since Y lies on H,
Take a non-singular affine point P = (x P , y P , z P ) on Y, and let ξ = x − x P , η = y − y P , ζ = z − z P . From (7), ξ − ηy
where, as usual, v P (u) with u ∈ K(X ) \ 0 stands for the valuation of u at P . Since the tangent plane π P to H at P has equation
Since the equation of π P may also be written as X − y
and x
implies that x
we see that the point, the so-called Frobenius image of P ,
also lies on π P . Now, in the former case, X splits into Y and a line. In particular, Y is defined over F q 2 . Now, if the above point is not defined over F q 2 , that is P ∈ Y but P ∈ PG(3, K) \ PG(3, F q 2 ), then the point ϕ(P ) of Y is distinct from P . Also, π P contains ϕ(P ). From this, the intersection divisor of Y cut out by π has degree bigger than n 3 ; a contradiction with deg Y = n 3 . It remains to consider the case where Y lies on π for every non-singular affine point P . Since the tangent planes to H at distinct points of X are distinct, Y must be a line lying on H. But this contradicts the fact that the lines of C contain the vertex of C which is a point outside H.
From [26] and Theorem 2.2, X is a non-singular curve, and the linear series |qP + ϕ(P )| with P ∈ X is cut out by the planes of PG(3, K).
Proof. Every linear collineation (X, Y, Z) → (X, Y, λ Z) with λ n 2 −n+1 = 1 preserves both Σ and C. For λ = 1, the fixed points of such a collineation g λ are exactly the points of the plane π 0 with equation Z = 0. Since π 0 contains no tangent to X , the number of fixed points of g λ with λ = 1 is independent from λ and equal to n 3 + 1. The above collineation g λ defines an automorphism of X . Let Λ be the group consisting of all these automorphisms. Since p ∤ |Λ|, the Hurwitz genus formula gives
whereḡ is the genus of the quotient curve Y = X /Λ. From the definition of X and Λ, this quotient curve Y is the complete intersection of C and the rational surface of equation
. This shows that Y is birationally equivalent to the Hermitian curve of equation
Since the latter curve has genus
(n 2 − n). Now, from the above equation, 2g − 2 = (n 3 + 1)(n 2 − 2) whence the assertion follows.
F q 2-coverings of the Hermitian curves
We show that if q > 8 then X is not F q 2 -covered by any of the curves (A),(B),(C),(D). Actually, this holds trivially for (B),(C),(D), as the genus of each of the latter three curves is smaller than the genus of X . Therefore, we only need to prove the following result.
Proof. Assume on the contrary that X is F q 2 -covered by the Hermitian curve H q over F q 2 . Let m denote the degree of such a covering ϕ. Since H q has genus
, the Hurwitz genus formula applied to ϕ gives:
This yields that m ≤ n for n > 2.
On the other hand, each of the q 3 + 1 = n 9 + 1 F q 2 -rational point of H q lies over an F q 2 -rational point of X and the number of F q 2 -rational points of H q lying over a given F q 2 -rational points of X is at most m. Since X has exactly n 8 − n 6 + n 3 + 1 F q 2 -rational points, this gives:
For this m > n, a contradiction.
4 Automorphism group over F q 2
Let Aut(X ) be the F q 2 -automorphism group of X . In terms of the associated function field, Aut(X ) is the group of all automorphisms of K(X ) which fixes every element in the subfield F q 2 of K.
First we point out that Aut(X ) contains a subgroup isomorphic to the special unitary group SU(3, n). This requires to lift SU(3, n) to a collineation group of PG(3, q 2 ). If the non-degenerate Hermitian form in the three dimensional vector space V (3, n 2 ) over F n 2 is given by X n T + XT n − Y n+1 then SU(3, n) is represented by the matrix group of order (n 3 + 1)n 3 (n 2 − 1) generated by the following matrices:
For a, b ∈ F n 2 such that a n + a − b n+1 = 0, and for k ∈ F n 2 , k = 0,
The subgroup of SU(3, n) consisting of its scalar matrices λI, with λ ∈ F n 2 is either trivial or has order 3 according as gcd(3, n + 1) is either 1 or 3. From each of the above matrices a 4 × 4-matrix arises by adding 0, 0, 1, 0 as a third row and as a third column. IfQ (a,b) ,H k ,W are the 4 × 4 matrices obtained in this way, the matrix group T generated by them is isomorphic to SU(3, n).
By the same lifting procedure, each 3 × 3 diagonal matrix λI defines a 4 × 4 diagonal matrixD λ with diagonal [λ, λ, 1, λ]. If λ ranges over the set of all (n 2 −n+1)-st roots of unity, the matricesD λ form a cyclic group C n 2 −n+1 . Obviously,D λ commutes with every matrix in T , and hence the group M generated by T and C n 2 −n+1 is T C n 2 −n+1 . Here, T ∩ C n 2 −n+1 is either trivial or a subgroup of order 3, according as gcd(3, n + 1) = 1 or gcd(3, n + 1) = 3. In the latter case, let C (n 2 −n+1)/3 be the subgroup of C n 2 −n+1 of index 3. Note that if gcd(3, n + 1) = 3 then 9 ∤ (n 2 − n + 1). Therefore, M can be written as a direct product, namely M = T × C n 2 −n+1 when gcd(3, n + 1) = 1; T × C (n 2 −n+1)/3 when gcd(3, n + 1) = 3.
In PG(3, q 2 ) equipped with homogeneous coordinates (X, Y, Z, T ), every regular 4×4 matrix defines a linear collineation, and two such matrices define the same linear collineation if and only if one is a multiple of the other. Since both third row and column in each of the above matrices is 0, 0, 1, 0, the group M can be viewed as a collineation group of PG(3, q 2 ). Our aim is to prove that M preserves X . This will be done in two steps.
Lemma 4.1. The group T preserves X .
Proof. Let P = (x, y, z, 1) ∈ X . The image of P underQ (a,b) is (x 1 , y 1 , z, 1) with
Furthermore, if x n + x = 0, then by (2)
Since b ∈ F n 2 , this implies that yh(x) = y 1 (y
. On the other hand, from (10) , y
Since x n + x = 0 only holds for finitely many of points of X , and the same holds for x n 1 + x 1 = 0, this implies thatQ (a,b) ∈ Aut(X ). Similar calculation works forH k showing thatH k ∈ Aut(X ). To deal withW , homogeneous coordinates are needed. Note that (6) reads X n T + XT n = Y n+1 in homogeneous coordinates. Let P = (x, y, z, t) be a point of X . Then the image of P is the point P ′ = (t, −y, z, x). Since x n t+ xt n = t n x+ tx n and x n t+ xt n −y n+1 = 0, we have that P ′ ∈ C. Further, if x n + xt n−1 = 0 and t = 0, then
From thisW ∈ Aut(X ), as x n + xt n−1 = 0 and t = 0 only hold for finitely many points of X . 
Actually, Aut(X ) = M when gcd(3, n + 1) = 1, but Aut(X ) is a bit larger when gcd(3, n + 1) = 3. To show this, the following bound on |Aut(X )| will be useful.
Proof. From the remark before Theorem 2.5, Aut(X ) is linear, that is, it consists of all linear collineations of PG(3, K) preserving X . Obviously, Aut(X ) fixes Z ∞ , the vertex of C. Further, Aut(X ) preserves H as X lies on H, and Aut(X ) is a subgroup of PGU(4, q 2 ), see [26, Theorem 3.7] . Also, Aut(X ) must preserve the plane π 0 of equation Z = 0, as π 0 is the polar plane of Z ∞ under the unitary polarity arising from H. Therefore, Aut(X ) induces a collineation group S of π 0 preserving the Hermitian curve of π 0 of equation (6) . Hence, S is isomorphic to a subgroup of PGU(3, n). In particular, |S| ≤ (n 3 + 1)n 3 (n 2 − 1). The subgroup U of Aut(X ) fixing π 0 pointwise preserves every line through Z ∞ . From (5), all, but finitely many, lines through Z ∞ meeting X contain each exactly n 2 − n + 1 pairwise distinct common points from X . Therefore, |U| ≤ n 2 − n + 1. Since |Aut(X )| = |S||U|, the assertion follows.
For gcd(3, n + 1) = 1, Theorem 4.3 together with Lemma 4.4 determine Aut(X ). Theorem 4.5. If gcd(3, n + 1) = 1, then Aut(X ) ∼ = SU(3, n) × C n 2 −n+1 . In particular, |Aut(X )| = n 3 (n 3 + 1)(n 2 − 1)(n 2 − n + 1). Furthermore, Aut(X ) is defined over F q 2 but it contains a subgroup isomorphic to SU(3, n) defined over F n 2 .
For gcd(3, n + 1) = 3, we exhibit one more linear collineation preserving X . To do this choose a primitive n 3 + 1 roots of unity in F q 2 , say ρ, and defineẼ to be the diagonal matrix
It is straightforward to check that the associated linear collineation of PG(3, q 2 ) preserves X , and that it induces on π 0 the collineation α associated to the diagonal matrix [1, ρ n 2 −n+1 , 1]. In π 0 , the Hermitian curve H 0 of equation (6) is preserved by α which also fixes every common point point of H 0 and the line of equation Y = 0. Since α has order n + 1 but the stabiliser of three collinear points of H 0 has order (n + 1)/3 when gcd(3, n + 1) = 3, it turns out that α ∈ PGU(3, n) \ PSU(3, n). Therefore, the group generated by M together withẼ is larger than M and, when viewed as a collineation group of PG(3, q 2 ), it preserves X . This together with Theorem 4.3 and Lemma 4.4 give the following result. Theorem 4.6. Let gcd(3, n + 1) = 3. Then Aut(X ) has a normal subgroup C n 2 −n+1 such that Aut(X )/C n 2 −n+1 ∼ = PGU(3, n). In particular, |Aut(X )| = n 3 (n 3 +1)(n 2 −1)(n 2 −n+1). Also, Aut(X ) is defined over F q 2 but it contains a subgroup isomorphic to SU(3, n) defined over F n 2 . Furthermore, Aut(X ) has a subgroup M index 3 such that M ∼ = SU(3, n) × C (n 2 −n+1)/3 .
Some quotient curves with very large automorphism group
Since Aut(X ) is large, X produces plenty of quotient curves. Here we limit ourselves to point out that some of these curves X 1 have very large automorphism groups, that is, |Aut(X 1 )| > 24g 2 1 where g 1 is the genus of X 1 . For a divisor d of n 2 − n + 1, the group C n 2 −n+1 contains a subgroup C d of order d. Let X 1 = X /C d the quotient curve of X with respect to C d . Since C d fixes exactly n 3 + 1 points of X , and C d is tame, the Hurwitz genus formula gives
Furthermore, since C d is a normal subgroup of Aut(X ), see Theorems 4.5 and 4.6, Aut(X )/C d is a subgroup G 1 of Aut(X 1 ) such that
Comparing
6 The Weierstrass semigroup at an F q 2-rational place
As we observed in Section 2, X ∞ = (1, 0, 0, 0) is the unique infinite point of X . Our aim is to compute the Weierstrass semigroup H(X ∞ ) of X at X ∞ . For this purpose, certain divisors on X are to consider. From Section 2, the function field K(X ) of X is K(x, y, z) with z n 2 −n+1 = yL(x), x n + x = y n+1 . Let (ξ) denote the principal divisor of ξ ∈ K(X ), ξ = 0. Note that
whence (z) ∞ = n 3 X ∞ . A useful tool for the study of H(X ∞ ) is the concept of a telescopic semigroup, see [25, Section 5.4] . Let (a 1 , . . . , a k ) be a sequence of positive integers with greatest common divisor 1. Define
and
belongs to the semigroup generated by A i−1 for i = 2, . . . , k, then the sequence (a 1 , . . . , a k ) is said to be telescopic. A semigroup is called telescopic if it is generated by a telescopic sequence.
Recall that the genus of a numerical semigroup Λ is defined as the size of N 0 \ Λ. By Proposition 5.35 in [25] , the genus of a semigroup Λ generated by a telescopic sequence (a 1 , . . . , a k ) is
Lemma 6.1. The genus of the numerical semigroup generated by the three integers n 3 − n 2 + n, n 3 , n 3 + 1 is (n 3 + 1)(n 2 − 2)
Proof. The sequence (n 3 − n 2 + n, n 3 , n 3 + 1) is telescopic. Then (11) applies, and the claim follows from straightforward computation.
Proposition 6.2. The Weierstrass semigroup of F at X ∞ is the subgroup generated by n 3 − n 2 + n, n 3 , n 3 + 1.
Proof. The numerical semigroup Λ generated by n 3 − n 2 + n, n 3 , n 3 + 1 is clearly contained in H(X ∞ ). As g(H(X ∞ )) = g(Λ), the claim follows.
As a corollary, we have the following result. Proposition 6.3. The order sequence of X at X ∞ is (0, 1, n 2 −n+ 1, n 3 + 1).
Lemma 5.34 in [25] enables us to compute a basis of the linear space L(mX ∞ ) for every positive integer m. Lemma 6.4 (Lemma 5.34 in [25] ). If (a 1 , . . . , a k ) is telescopic, then for every m in the semigroup generated by a 1 , . . . , a k there exist uniquely determined non-negative integers j 1 , . . . , j k such that 0 ≤ j i < Proposition 6.5. For a positive integer m, a basis of the linear space L(mX ∞ ) is {y j 1 z j 2 x j 3 | j 1 (n 3 −n 2 +n)+j 2 n 3 +j 3 (n 3 +1) ≤ m, j i ≥ 0, j 2 ≤ n 2 −n, j 3 ≤ n−1}.
Proof. The result is an immediate consequence of Lemma 6.4.
