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ABSTRACT 
An m-by-n matrix has a nontrivial kernel if m < n. When the entries of the matrix 
are rational functions of a complex parameter, then there is a minimal polynomial basis 
for the continuously varying part of the kernel. We present a formula for a polynomial 
basis for the continuous kernel of a nonsquare rational matrix function, and discuss the 
minimality of this basis. 
PRELIMINARIES 
We will investigate some of the properties of a rational matrix-valued 
function, an m x n matrix whose entries are rational functions of a complex 
parameter h. In particular, we will analyze the relationship between sets 
of spectral (zero and pole) data and a minimal realization for a rational 
matrix-valued function. 
Transfer Function and Minimal Realization 
Consider the following linear dynamical system: 
k(t) = Ax(t) + h(t), 
y(t) = C+) + Du(t), 
where A, B, C, and D are constant complex matrices of appropriate sizes 
(in particular, the matrix A is square). By applying a Laplace transform to 
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this system written in the time domain, we can rewrite it as a system in 
the frequency domain: 
XP = Af + Bii, 
ij=m+Dii. 
We can now solve for the transform 3 of the state-space variable x, 
i = (A - A)-hi, 
which allows us to reduce the above system to one equation directly relating 
the transforms of the input and output variables u and y: 
fj= [D+C(h-A)-‘+. 
The transfer function 
W(h) = D + C(X - A)-?3 
is a rational matrix-valued function that is proper, i.e., analytic at infinity. We 
note that W(X) is the Schur complement of A - X in the corresponding 
system matrix 
A-h B 
I C D’ 
This example is completely generic in that any proper rational matrix-valued 
function W(X) can be written in the above realization form, 
W(h) = D + C(h - A)-‘B, 
for some appropriate matrices A, B, C, and D. In fact, we will approach most 
of the properties of rational matrix-valued functions through the use of the 
system matrix. 
For a given transfer function W(X), we would like to find a realization 
D + C( h - A)- ‘B for which the size of the state-space operator A is as small 
as possible. Of course, the exterd operator D must be the same size as W(A). 
The definitions that follow are formulated in terms of parts of the system 
matrix 
A-h B 1 C D’ 
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DEFINITION 1. The matrix pair (C, A) is observable if 
has maximal rank for all h. The matrix pair (A, B) is controllable if 
[A-X B] 
has maximal rank for all X. 
We remark that definitions for observability and controllability occurring 
commonly in the literature (e.g., [4, p. 821) are equivalent to Definition 1 via 
the Huutus test (cf [4, p. 821). Th e f ormulations given in Definition 1 are more 
useful in the techniques of proof used at various places in the paper. 
DEFINITION 2. The realization D + C( X - A)- ‘B is minimal if the pair 
(C, A) is observable and the pair ( A, B) is controllable. 
The conditions of these definitions guarantee that the size of the matrix A 
will be minimal [8, Theorem 7.1.51. 
THEOREM 1 [4, Theorem 3.21. Every proper rational matrix-valued 
function W(X) has a minimal realization 
W(X) = D + C(X - A)% 
Much of the literature on rational transfer functions is concerned with 
regular functions, i.e., those which are square and have determinant not 
identically equal to zero. As the determinant of a square rational matrix-valued 
function is a rational scalar-valued function, we see that a regular rational 
matrix-valued function will be invertible at all but finitely many points in the 
complex plane. 
We now recall the types of spectral data that we will use in our investiga- 
tion of a rational matrix-valued function. 
Discrete Pole and Null Data 
Pole data for a regular rational matrix-valued function W(X) are commonly 
described in terms of null data for the inverse W(X)- ‘. Since the inverse is not 
generally available to us, we give direct descriptions for pole data that in the 
regular case are equivalent to the usual definitions. 
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DEFINITION 3. The triple (C, A, B) is a local pole triple for the rational 
matrix-valued function W(h) at X, if 
(1) the pair (C, A) is observable, 
(2) the pair (A, B) is controllable, and 
(3) W(X) - C( X - A)- ‘B is analytic at &. 
The pair (C, A) is a local right pole pair for W(X) at X, if there is a matrix 
l? such that (C, A, i) is a local pole triple for W(X) at &,. The pair (A, B) 
is a local Zef pole pair for W(X) at X, if there is a matrix 6 such that (C, A, 
B) is a local pole triple for W(X) at &. 
DEFINITION 4. The rational matrix-valued function W(X) has the matrix 
triple (C, A, B) as a pole triple if 
(1) the pair (C, A) is observable, 
(2) the pair (A, B) is controllable, and 
(3) the function W(X) - C(X - A)-‘B is analytic throughout the complex 
plane. 
A pair C, A) is a right pole pair of W( ix) if it is part of a pole triple (C, A, i) of 
W(X) for some matrix g. Analogously, a pair ( A, B) is a lef pole pair for W(X) 
if it is part of some pole triple (6, A, B) of W(X) for some matrix C. 
It is evident that the poles of W(X) are the eigenvalues of A and that 
(C, A, B) is part of a minimal realization for W(X). As a broad measure of the 
pole data, we give the following. 
DEFINITION 5. The pole degree of W(X), 6,, is the size of the matrix A 
from a pole triple (C, A, B) of W(X). 
At almost all points in the complex plane, the m x rz rational matrix-valued 
function W(A) has some constant rank r < min(m, n), which is called the 
rwrmal rank of W(X). The rational matrix-valued function W(X) has a zero at 
X, if 
rank W( &,) < r. 
Alternatively, we say that h, is a zero of W(X) if it is a zero of some invariant 
polynomial of the Smith canonical form of W(X) (cf [9]). The multiplicities of 
& as a zero of some of the invariant polynomials are called the partial 
multiplicities of the zero &, of W(X). 
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DEFINITION 6. The zero degree, 6,, of W(X) is the sum of all the partial 
multiplicities of W(h) over all zeros in the (extended) complex plane. 
Continuous Kernel 
When the m x n rational matrix-valued function W(X) is not regular, its 
null data are not restricted to isolated points in the complex plane. For 
example, if the normal rank r is less than n, then at each h there will be a 
nontrivial kernel when multiplying on the right. 
DEFINITION 7 [lo, 111. The continuous right kernel of W(X) is the 
set N,.(W(X)) of rational (column) vector-valued functions u(X) such that 
W(X)u(X) = 0. Th e continuous left kernel is the set NL(W(X)) of rational (row) 
vector-valued functions u(X) such that u(X)W(X) = 0. 
When W(X) is m x n with normal rank r, these kernels, when considered 
as vector spaces over the field of rational functions, have dimensions 
dim iVr(W(X)) = n - r 
and 
dim &(W(X)) = m - r. 
Given an arbitrary rational vector space S of dimension s over the field of 
rational functions, there exists a polynomial basis { pi(h), . . , p,(A)) of S [6]. 
The polynomial degree of this basis is the sum of the maximum polynomial 
degrees occurring in each of the p,(X). A minimal polynomial basis for S is 
one having minimal polynomial degree over all polynomial bases for S. An 
equivalent condition for a minimal polynomial basis is that for each X, the 
vectors pi(&) remain linearly independent. A minimal polynomial basis 
matrix P(h) is a matrix whose columns form a minimal polynomial basis for S. 
If we consider the values of P(X) pointwise as matrices over the field of 
complex scalars, then rank P(A) = s. When S is the continuous kernel of a 
transfer function W(X), P(A) is called a minimal kernel basis polynomial. 
EXAMPLE 1. The transfer function 
&?- lSP?+9X+6 -12X2+9X+6 4X2--61- 12 
w(x) = 
X2(X- 2) P(X-2) P(x- 2) 
16x2- 12X- 8 X3+ 12X2- 12X- 8 -6X2+ 8X+ 16 
X7x-2) P(h- 2) P(x- 2) 
I 
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has a continuous right kernel with minimal kernel basis polynomial 
-4X + 26 
P(X) = 
i 1 6X-34 . x2 - 3x- 4 
In comparison with the pole and zero degrees of W(X), we offer the 
following broad measure of the continuous spectral data. 
DEFINITION 8. The right minimal degree, 6,, of a transfer function W(X) is 
the polynomial degree of a minimal polynomial basis for the continuous right 
kernel of W(X). The hfi minimal degree, al, is the polynomial degree of a 
minimal polynomial basis for the continuous left kernel of W(h). 
The various degrees defined give a “complete” measure of the sets of 
spectral data, in the following sense. 
THEOREM 2 [lo, Theorem 1.21. The relationship among the degrees of 
Definitions 5, 6, and 8 is 
6, = 6, + 6, + 6,. 
RESULTS 
We will assume throughout that W(X) is given by a minimal realization 
W(h) = D + C(X - A)-%. 
If the external operator D does not have full rank, then W(X) has a zero at 
X = 00. Equivalently, if D does have full rank, then all zeros will be confined 
to the finite complex plane. We may assume, by a linear fractional transforma- 
tion if necessary, that all zeros of W(X) occur in the finite complex plane, and 
thus that the external operator D has full rank. This full-rank condition will 
guarantee one-sided invertibility. We will assume that the external operator is 
invertible on the right. The case of a left-invertible external operator may be 
treated by duality. Right-invertibility guarantees that the transfer function has 
no continuous left kernel. Thus the pole degree 6, is the sum of the zero 
degree 6, and the right minimal degree 6,. 
We may further assume, by a strict equivalence on the right, that the 
external operator has the form [D 01, where D is now a (square) invertible 
matrix. Let us apply the same strict equivalence to obtain the block decompo- 
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sition B = [I?, B,], so that we may write 
W(X) = [D O] + C(X- A)-‘[B, Ba]. 
We let m be the size of D, r be the size of A, and k be the number 




A - h B, B, 
I C D 0’ 
We now present a kernel polynomial that provides a basis for the continu- 
ous right kernel of W(h) except at finitely many (perhaps zero) points in the 
spectrum of A - BID-‘C. In general this kernel polynomial is not minimal 
(there is some difficulty associated with finding a minimal polynomial basis 
[I, 61). 
THEOREM 3. Given the transfer function 
W(X) = [D 0] +C(X-A)-‘[B, Bs], 
where D is invertible, let 
Q(h) = 
-D-‘Cadj(X-A+BrD-‘C)Ba 
det(h - A + B,D-‘C) Z 1 ’ 
where Z is th  identity matrix of size k equal to the number of columns of B,. 
Then Q(A) is a polynomial matrix whose columns form a ( possibly nonminimal) 
basis fm the continuous right kernel of W( 1). The columns of Q(X) are linearly 
independent at all values of X except possibly on the spectrum of A - B, D- ‘C. 
Proof. Let us first note that the dimension of the continuous right kernel 
is equal to the number of columns of Bs, and that the columns of Q(x) are 
clearly linearly independent for values of X outside of the spectrum of 
A - B, D- ‘C. Hence Q(X) generally provides a basis for a subspace of the 
correct size for the continuous right kernel. We now check that the image of 
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Q(h) is contained in the right kernel of W(h): 
W(X)Q(X) = [ D+C(h-A)-‘BI C(h-A)-‘B,] 
X 
-D-‘Cadj(X- A+ B,D-‘C)B, 
det( h - A + B,D-‘C) Z 1 
= -Cadj(h-A+BID-‘C)B, 
- C( h - A)-lB,D-‘Cadj (X - A + B,D-‘C) B, 
+ det( X - A + B,D-‘C) C( X - A)-‘B, 
= det(h - A + BID-‘C) 
x[-C(h-A+B,D-‘C)-‘B2 
-C(X - A)-‘BID-%(X - A + B,D-‘C)B2 
+C(X - A)-‘B,] 
= det( X - A + B,D-‘C) 
x[-C(h-A)-‘(h-A)(X-A+R,D-‘C)-‘B, 
-C(h-A)-lBID-lC(X-A+B,D-‘C)B, 
+C(X - A)-‘B,] 
= det( X - A + BID-‘C) 
x[-C(h-A)-‘(A-A+B,D-‘C)(h-A+B,D-’C)-’B, 
+C(X - A)-‘B,] 
= det( X - A + BIDplC) [ -C( X - A)-‘B, + C( X - A)-‘B,] 
= 0. 
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We conclude that the columns of Q(X) form a polynomial basis for the 
continuous right kernel of W(X). n 
We now consider circumstances under which the polynomial matrix Q(x) 
in Theorem 3 can be a minimal polynomial basis for the continuous right 
kernel of W(X). S’ mce A is of size r, we see that det( X - A + B, D- ‘C) is a 
polynomial of degree r. The matrix Q(A) has k columns, so the polynomial 
degree of Q(h) is kr. If Q(k) 1s minimal, then this polynomial degree must be 
equal to the right minimal degree, 6, = kr, so that 
6, = lit + kr. 
Now we observe that r > 6, [equality occurring when the realization of W(h) 
is minimal] and that k 2 1, whence kr 2 6,. Consequently, the minimality of 
the polynomial basis Q(x) can occur only if the realization W(X) = [D 0] + 
C(X - A)- ‘[ B, B,] is minimal, the number k of columns in B, is one, and the 
zero degree 6, is zero. 
These conditions are sufficient as well, since 6, = 6, + 6, would imply 
r = 6,. Now we have already assumed the minimality of the realization of 
W(l), and one can easily determine if the number k of columns of B, is equal 
to one. What remains is a quick method to test whether the zero degree 6, of 
W(X) is zero. 
The following theorem determines the dimension of the total kernel of 
W(X) at a fixed point &,,, where we now are considering W(X) pointwise as an 
operator over the field of complex scalars. It does not assume the minimality 
of the realization W(X) = [D 0] + C( h - A)- ‘[B, B,], but it does require the 
invertibility of the external operator D. 
THEOREM 4. Given 
W(x) = [D 0] + C(h-A)-‘[B, B2], 
let r be the size of A, and k the number of columns of B,. Then for each X, not 
in the spectrum of A, 
dimkerW(&,)=k+r-rank[A-BrD-‘C-&, Bz]. 
Proof. Let m be the number of columns of B,, i.e., the size of D. Then 
dimker[ D + c(& - A)-‘B, c(& - A)-‘B,] 
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=m+k-rank[D+C(&-A)-‘Bl C()b-A)-‘B,] 
= m + k + r - rank 4 
-(a - A)-‘B, -(&, - A)-?$ 
0 D + C(& - A)-‘B, C(& - A)-‘B, I 
= m + k + r - rank 
z 0 I 1 c 1 
X 
1, -(A,, - A)-‘B, -(a - A)-‘B, 
0 D+C(X,-A)??, C(h,-A)-$ 1 
= m + k + r - rank 1 ; -(a -DA)-‘B, -(a -A)-‘& 
0 I 
= m + k + r - rank A - x, 4 4 
C D 0 I 
A - h, 4 B2 
I 0 0 
= m + k + r - rank 
C DO 
-D-‘C I 0 
0 0 I 1 
= m + k + r - rank A-BID-%-h, B, B, 
0 D 0 I 
= k + r - rank A - B,D-‘C - x, B, 
0 0 I 
=k+r-rank[A-B,D-‘C-It,, B2]. n 
In fact, an analogous result relates the dimension of the kernel of the 
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system matrix 
szp) = 
A - h B, B, 
C DO I 
to the rank of the matrix [A - B, D-‘C - X B,] for all values of h. Following 
a correspondence between the null data of the transfer function W(X) and the 
null data of the system matrix S,(X) established in [6, 51, we state that 
the zeros of W(X) coincide with the zeros of S,(X), and hence can occur only 
at the values X, such that [A - B, D- ‘C - X, B,] fails to have maximal rank. 
The condition that the zero degree 6, of W(X) is zero, i.e., W(X) has no 
zeros, is thus equivalent to the controllability of the pair (A - B, D-‘C, B,). 
We summarize as follows. 
THEOREM 5. Let W(X) = [D 0] + C( h - A)-‘[ B, B,], where D is inuert- 
ible and B, has only one column. Suppose that the pair ( A - B, D- ‘C, B,) is 
controllable. Then W(X) h as no zeros, and a minimal right kernel basis 
polynomial for W(X) is given by 
P(X) = Q(h) = 
-D-‘Cadj(h- A+ B,D-‘C)B,] 
det( X - A + B, I>-‘C) I‘ 
Let us give a brief demonstration. 
EXAMPLE 2. Consider the transfer function 
r x3 - 16X2+9X+6 -12X2+9X+6 
w(x) = 
P(X - 2) xz(x - 2) 
16x2 - 12X - 8 g-12X2-12X-8 
18 - 7X 
x2 - 2h 
10h - 24 
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The matrix 
[A-B,D-‘C-h Bz] = 1: 
I 
1 0 3 
-x-2 0 0 
0 0 4-h -1 I 
has maximal rank for X in the spectrum of A - BID- ‘C-in particular, for 
X = - 1,4. Therefore, by Theorem 5, W(X) has no zeros, and a minimal right 
kernel basis polynomial for W(X) is given by 
-D-‘Cadj (A - A + B,D-‘C)B, 7x2 - 40h - 2 
P(X) = 
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