In this paper, we present a unified framework to reconstruct images for both fan beam and cone beam projections. The important feature of our theoretical framework is that it does not depend on the classical concept of the Radon transform at all. This property allows us to directly generalize the ideas and techniques developed in this paper to the cone beam reconstruction problem. In this paper, we extract such a framework from developing a new image reconstruction scheme from fan beam projections. Our new scheme also provides us new understanding of fan beam reconstruction problem. Our main results for the fan beam reconstruction are the following: First, we derive a general reconstruction scheme, in which the data sufficiency condition is transparently revealed by the reconstruction formula. Specifically, the data sufficiency condition for an accurate reconstruction of a region of interest ͑ROI͒ is that all the lines passing through the ROI must intersect the source trajectory at least once. Second, we further simplify the general reconstruction scheme by following three major steps of our new framework: ͑i͒ using symmetries of intermediate function; ͑ii͒ handling the data redundancy; ͑iii͒ changing discrete summation over the possible focal points into an integral along the source trajectory. After these steps, we obtain a new filtered backprojection algorithm. The key characteristic of this new algorithm is to take derivative of measured data with respect to the trajectory parameter. In practice, we can trade this derivative to some other continuous functions. In the configuration of a circular source trajectory with a third generation arc/collinear detector, we demonstrate how to remove the undesirable derivative of measured projection data. It results in a new algorithm for the sequential reconstruction of a ROI with a general normalized weighting function.
I. INTRODUCTION
Since the birth of the first computed tomography ͑CT͒ scanner in 1972, CT has been widely used in clinical diagnosis and industrial applications ͑one such example is baggage search at airports͒. The wide uses of CT also generate great impetus for CT research. Since 1972, CT research has experienced several significant stages, from pencil beam in 1970, to the third generation fan beam in 1976, the fourth generation fan beam in 1978, and finally spiral CT in 1989 ͑for a detailed historical review, we direct readers to Kalender 1 ͒. In the past decade, CT research has mainly focused on spiral CT, from single slice to multiple-slice. 1 With increasing the number of slices, the cone angle has increased and we are eventually led to the concept of the cone-beam CT or volumetric CT.
For most of the commercially used CT scanners in the current market, the foundation of the image reconstruction is the concepts of Radon space and the Radon transform. 2 For pencil beam case, the data are automatically acquired in Radon space. Therefore, Fourier transform can directly and beautifully solve the image reconstruction problem by employing the well-known Fourier-slice theorem. Such an image reconstruction procedure is called filtered backprojection ͑FBP͒. The success of FBP reconstruction is profoundly due to the translational and rotational symmetry of the problem. 3 In other words, in the parallel beam, the projection data are invariant under a translation and/or a rotation of the object to be imaged. For the fan beam case, one can solve the image reconstruction problem in a similar fashion. The basic idea is to rebin fan beam data into parallel beam data. It is worth noting that such a success actually lies in the fact that the Radon transform is same, in two dimensions, as the x-ray projection transform up to a coordinate rotation. The success of the concepts of Radon space and the Radon transform in the two-dimensional case gives them a paramount position in tomographic image reconstruction. Actually, the Radon transform becomes the first thing to learn when one enters this field. In passing, we would like to emphasize that we used Radon transform and Radon space in the classical sense throughout the paper. That is, we call a line integral in any spatial dimension as an x-ray projection/transform. In contrast, a Radon transform in R n is an integral over a (nϪ1)-dimensional hypersurface.
In this paper, we present a new framework to derive a shift-invariant filtered backprojection algorithm for the fan beam projections. The main idea is to derive a twodimensional analog of cone beam Tuy's algorithm. 4 After we rewrite the weighted summation over the redundant data into an integral along the source trajectory, we obtain a shiftinvariant filtered backprojection. The theoretical significance of this framework is twofold: First, we formulate the fan beam data sufficiency condition in a way parallel to that of cone beam Tuy's condition. Second, the procedure to derive the shift-invariant backprojection is general and can be used in cone beam case.
Upon the completion of our work, we went to the 2002 IEEE Medical Imaging Conference at Norfolk. During the conference, we became aware of the interesting work on fan beam reconstruction by Noo, Defrise, and their collaborators. 5 There is some overlap between their work and the present paper. First, data sufficiency conditions in the two works are similar to each other in the sense that both data sufficiency conditions allow to use even shorter scan path ͑super-short scan͒ than the standard short-scan path 6 for a specific region of interest ͑ROI͒. However, our formula ͑24͒ and final algorithms ͑40͒ and ͑45͒ allow us to further relax the data sufficiency condition as: any straight line passing through the ROI intersects the source trajectory at least once. The nontangential and nonended point conditions are relaxed. We will discuss this result further in Sec. III and after the text followed the above mentioned formulas. Second, our formula ͑40͒ essentially coincides with Eqs. ͑33͒ and ͑34͒ in Ref. 6 . However, our final reconstruction algorithms-Eq. ͑42͒ for curved detector and Eq. ͑45͒ for collinear detector-are new results. They have been formulated in a derivative-free manner for the measured data and thus we can reconstruct the image in a sequential manner. Furthermore, their work is based on the Radon inversion and a data rebinning strategy, while ours is based on a new framework without invoking the Radon inversion. We believe that both frameworks are complementary to each other and are helpful for a better understanding of the fan beam reconstruction problem.
The organization of the paper is the following: In Sec. II, we derive a general inversion formula for the fan beam projections. We also set up the mathematical notations and conventions for later use. In Sec. III, we revisit the data sufficiency condition for an accurate reconstruction of a ROI which is dictated by our inversion scheme. Section IV is devoted to reformulating the algorithm into a new FBP reconstruction formula for the general source trajectory. In Sec. V, we apply our general FBP formula to the circular trajectory with a third generation arc detector. In this section, we also illustrate the idea how to remove the derivatives of measured projection data. The reconstruction formulas for the circular trajectory with a third generation collinear detector are presented in Sec. VI. Finally, Sec. VII is for the conclusions and discussion.
II. GENERAL INVERSION FORMULA FROM FAN BEAM PROJECTIONS
In this section, we explore a new image reconstruction scheme from fan-beam projections. We first define fan-beam projections g(r,y) by a focal point vector y and a ray vector r ͑see Fig. 1͒ .
where the focal point vector y(t) is parametrized by a single scalar parameter t. Image function f (x) is assumed to have a compact support ⍀. Using this definition, we can check that the fan-beam projection g(r,y) has an important scaling property
where we decompose a vector into its magnitude and a unit vector which is denoted by a caret throughout this paper, e.g., rϭrr .
In the theoretical framework we are developing in this paper, instead of using the two-dimensional Radon inversion formula, we propose to use the Fourier transform and the inverse Fourier transform of image functions f (x). However, for the divergent beam problem, we lose the translational symmetry of the parallel beam problem. Therefore, we need an intermediate function to connect the projections g(r,y) defined in the Eq. ͑1͒ with the Fourier transform of the image function f (x). To accomplish this goal, we now define the intermediate function G 2 (k,y) by taking a partial Fourier transform for the vector r in fan beam projections g(r,y),
In the last two lines, we introduced a new variable z and Fourier transform for object function f (x) as zϭyϩsr, ͑4͒
.
͑5͒
In passing, we would like to point out that the scaling property ͑2͒ of fan beam projections is nicely preserved in G 2 (k,y). That is, 
To further simplify Eq. ͑3͒, we change variables from s to through ϭk/s. One obtains
where ϭk has been introduced. A comparison of Eq. ͑7͒ with Eq. ͑6͒ gives
The current form of G 2 function is suggestive. It is reminiscent of an inverse Fourier transform of object function f (x) in a polar coordinate system. To make things more transparent, we take the partial derivative with respect to the source trajectory parameter t for both sides of Eq. ͑8͒,
We now can see that the right-hand side of the equation is exactly the radial part of an inverse Fourier transform of the image function. The next step is to integrate the abovementioned equation over the polar angle k of unit vector k , that is
The left-hand side of the above equation defines the inversion of the image function if we impose the following condition:
on source trajectory for each point x within the ROI and an arbitrary unit vector k . The implication of this formula will be discussed in detail in Sec. III. Therefore, we obtain the following general inversion formula for the fan beam projections:
͑12͒
This inversion formula is the first of our main results in this paper. 
III. DATA SUFFICIENCY CONDITION FOR FAN BEAM RECONSTRUCTION
In this section, we analyze the data sufficiency condition dictated by our inversion formula ͑12͒. We first specify a region of interest ͑ROI͒ for the object to be imaged. The ROI may be part of the function support ⍀ ͓Fig. 2͑a͔͒. Or it may also be a part of the function support ⍀ ͓Fig. 2͑b͔͒.
To define an intermediate function G 2 ͓k,y(t)͔ for a specific point y(t) on the source trajectory, as shown in Eq. ͑3͒, we need to know all the projections g͓r,y(t)͔. Therefore, to make sense of inversion formula ͑12͒, the acquired data are not allowed to be truncated. That is, we need to know all the line integrals in a fan containing the whole object.
The second question is: How long is the scan path for an accurate reconstruction of the ROI? For a specific point x within the ROI, we can use Eq. ͑10͒ to calculate f (x) provided the following mathematical conditions are satisfied:
Condition 1: For every point x within the ROI and an arbitrary direction k , we need at least one focal position y(t) to satisfy Eq. ͑11͒; Condition 2: For the above direction k and focal point y, the product k "yЈ(t) should be nonzero.
We would like to first elaborate more on the second condition. Naively, one might think that the condition k "yЈ(t) ϭ0 is a hard constraint on the source trajectory. However, one should also note that we have an integral over k . Therefore, the real question here is to ask whether we can properly regularize the integral. If we have a proper way to regularize the integral, the condition k "yЈ(t)ϭ0 should not be a real problem in practice. In Sec. IV C, we will show how this singularity can be appropriately regularized by a sign function sgn͓k "yЈ(t)͔ ͓also see the discussion following Eq. ͑24͔͒. Therefore, we can formulate our statement for the fan beam data sufficient condition as follows:
To accurately reconstruct an image for a given ROI, we require that any straight line passing through the ROI should intersect the source trajectory at least once.
Throughout the paper, we will call such a source trajectory a complete trajectory ⌳.
In the current form of reconstruction formula, we need to calculate the derivative of intermediate function G 2 ͓k ,y(t)͔ with respect to source parameter t. Therefore, we also need to take care of the derivative at the end points. If the scanning path is slightly longer than that determined by the condition ͑11͒, we have a proper derivative definition at the end points. However, we can also rewrite the reconstruction formulas in a derivative-free manner by performing integration by parts ͓see our final formulas ͑40͒ and ͑45͔͒ and thus this non-ended point restriction on the source trajectory can also be relaxed.
It is interesting that such data sufficiency condition is less restrictive than that implied by the old FBP reconstruction base on the inverse Radon transform. Literally, the abovementioned condition is analogous to Tuy's 4 data sufficiency condition for cone beam reconstruction. This similarity does not seem to surprise us at all since we used the same idea as that in Tuy's cone beam reconstruction scheme. The surprise might be that this condition for fan beam reconstruction has eluded the community for so many years. 5 A similar data sufficiency condition for the fan beam case is also independently discovered recently by Noo et al., 5 although they come to this conclusion from a data rebinning scheme. Comparing our results with Ref. 5 by Noo et al., it seems that they somehow missed the important factor sgn͓k "yЈ(t)͔ in their formulation and also their reconstruction formula is not in the derivative-free form. Thus they imposed nontangential and nonended restrictions on the source trajectory.
If we consider a circular source trajectory with radius R, the ROI consists of a concentric disc region with radius r ϽR, see Fig. 2͑a͒ , then the data sufficiency condition, Eq. ͑11͒, requires that the trajectory is the bigger arc (AM B ) of the circle. It is easy to see that the corresponding angle for this arc is ϩ2 arcsin(r/R), this is Parker's short scan condition. 6 If the ROI is only a part of the disc region, as shown in Fig. 2͑b͒ , we require shorter scan path ͑arc CM D ) than the short scan path ͑arc AM B ).
IV. NEW FBP FAN BEAM RECONSTRUCTION FORMULA
In the following, we will try to reformulate the inversion formula ͑10͒ into a new version with transparent FBP structure. To highlight the major techniques used in our derivation, we separate the presentation into several subsections.
A. Symmetry property of G 2 "k ,y…
First of all, we are going to take a close look at the intermediate function G 2 (k ,y). The main goal is to reduce the twofold integral in Eq. ͑3͒ to a single integral. To do so, we choose to work in a polar coordinate system in which vector r is decomposed into rϭ(r, r )ϭrr . Thus the function G 2 (k ,y) could be calculated in the following way:
where u(r) is the step function. From the second line to the third line we used the scaling property ͑2͒. The inner integral in the last line of Eq. ͑13͒ is the Fourier transform of the step function. That is,
Note that both ␦(k •r ) and 1/k •r are the degree Ϫ1 homogeneous functions and thus consistent with the scaling symmetry of G 2 (k ,y) in Eq. ͑6͒. The further simplification lies in the following key observation: The first term is even under the transformation k →Ϫk , but the second term is odd. We should also recognize that the factor k "yЈ(t) in the inversion formula Eq. ͑12͒ is odd under the above-given parity transformation on k . Since the integration over k is on a unit circle, we conclude that the contribution of the delta function term in the inversion formula ͑12͒ vanishes due to this parity symmetry on k . Therefore, we only need to keep the second term in Eq. ͑14͒ for the inversion formula ͑12͒. That is,
We emphasize again that the above-mentioned equation is valid up to nonvanishing contribution in the inversion formula ͑12͒.
B. Handling of data redundancy
If we ponder upon our general inversion formula ͑12͒, one will find out that there is a subtle point there. For a specific point x in the ROI and a specific unit vector k , it is possible that there are several points t i (iϭ1,2, . . . ) along the source trajectory satisfying Eq. ͑11͒. The question is the following: Which t i should we use in Eq. ͑12͒? Or we can put it this way: How should we weight all possible solutions? In principle, any t i could be used in Eq. ͑12͒. Namely we can use only one of them and discard all others. However, such a naive weighting scheme might not be the optimal solution in practice. The reason is that the different choice of the weighting function may cause different noise level in a reconstructed image. 6 The question of how to optimize the choice of the weighting function is an important topic, but it is beyond the scope of the present paper. Here we would like to keep a general functional form with all the possible parameters for the weighting function. Since the possible solutions of Eq. ͑11͒ strongly depend on x and k , a general form of the weighting function should be w(x,k ;t i ). Note that such a general form of weighting function was also assumed to handle cone beam data redundancy. 7 Physically, we impose the following normalization condition on w(x,k ;t i ):
where n(x,k ) is the total number of solutions for Eq. ͑11͒. After taking this data redundancy into account, the general inversion formula ͑12͒ is modified into
͑17͒
Compared with formula ͑12͒, Eq. ͑17͒ amounts to taking the average over contributions from all the focal points that satisfy Eq. ͑11͒, not simply taking one and discarding others as implied in Eq. ͑12͒.
C. From discrete summation to an integral along the source trajectory
Though formula ͑17͒ is interesting, it is still not convenient in practice since the summation procedure is not always a desirable one. We can get rid of the summation by using a trick widely used in physics 8 and signal processing. The basic idea is to change a summation over discrete points into an integral over a continuous variable. That is:
where t i (iϭ1,2, . . . ) are the roots of equation g(t)ϭ0. This is the well-known identity of Dirac delta function. 8, 9 After we set function f (t) and g(t) as
g͑t ͒ϭk "͓xϪy͑t ͔͒, ͑20͒
using Eq. ͑18͒, the summation in Eq. ͑17͒ can be written into an integral over the parameter t of the source trajectory, i.e.,
Here we used a simple relation ͉x͉ϭsgn(x)x. The unit vector ␤ in Eq. ͑21͒ is defined as
From the first line to the second line in Eq. ͑21͒, we used the scaling property of Dirac delta function ␦(ax)ϭ␦(x)/͉a͉. Due to the Dirac delta function ␦(k •␤ ), the integral over unit vector k can now be easily performed. The result is
where ␤ Ќ is a unit vector perpendicular to ␤ . With Eq. ͑23͒ and Eq. ͑15͒ in hand, we put all the things together to obtain the following fan beam reconstruction formula
Therefore, after we replace the summation over the redundant data by the integral along the source trajectory, we obtain the reconstruction formula ͑24͒. This reconstruction formula is general because we did not specify any trajectory and any detector configurations. As soon as the trajectory satisfies the data sufficiency condition in Sec. III, inversion formula ͑24͒ should give us an accurate reconstruction. In passing, two more comments are given here to elaborate on the implications of formula ͑24͒: First, we would like to give a geometrical interpretation of the derivative along the trajectory in Eq. ͑24͒. Here we take the derivative with respect to the trajectory parameter t under the constraint that the projection direction r is fixed. The geometrical meaning is illustrated in Fig. 3 , where one direction r is highlighted by thick lines (S 1 D 1 and S 2 D 2 ) for two nearest focal points. Second, we would like to emphasize the role played by the factor sgn͓k "yЈ(t)͔ in Eq. ͑21͒ or consequently sgn͓␤ Ќ "yЈ(t)͔ in Eq. ͑24͒. In the original reconstruction formula ͑12͒, k "yЈ(t)ϭ0 might appear in the denominator and thus we need to exclude it by imposing a ''nontangential'' condition on the source trajectory. This condition is also necessary to make sense of the identity ͑18͒. Consequently, in
Eq. ͑21͒, the values of the factor sgn͓k "yЈ(t)͔ would be Ϯ1. However, the conventional definition of the sign function sgn(x) takes the value zero at xϭ0. Therefore, we can view Eq. ͑21͒ as a regularized version of Eq. ͑12͒. In other words, using Eq. ͑21͒, we can relax the data sufficiency condition to include k "yЈ(t)ϭ0 since the definition of the function sgn(x) will enforce it to take value zero at k "yЈ(t)ϭ0.
Therefore, our general reconstruction formula (24) dictates that we can actually relax the ''nontangential'' restriction on the source trajectory.
To see the FBP structure in formula ͑24͒, we note that, in an arbitrary polar coordinate system, we have
where ␤ Ќ and r are the polar angle of the corresponding unit vectors ␤ Ќ , r respectively. Therefore, the implementation of Eq. ͑24͒ contains the following steps:
Step 1: Taking the derivative along the trajectory for all the projections;
Step 2: Convolving the derivative data with the kernel function 1/␤ Ќ •r ;
Step 3: Backprojection with weight w(␤ Ќ ,x;t)sgn͓␤ Ќ "yЈ(t)͔/͉xϪy(t)͉.
V. ONE EXAMPLE: CIRCULAR TRAJECTORY WITH A THIRD GENERATION EQUIANGULAR ARC DETECTOR
In the following, we study one standard scanning configuration:
2 a circular source trajectory with radius R and a third generation arc detector ͑see Fig. 4͒ .
A. Coordinate system
In the Cartesian coordinate system shown in Fig. 4 , the point x of the image and focal point y(t) can be written as:
xϭ͑x,y ͒, y͑t ͒ϭR͑ cos t,sin t ͒. ͑26͒
Similarly, ␤ and ␤ Ќ are represented by
Here we specify one direction from two possible orientations for ␤ Ќ as shown in Fig. 5 . For a specific point x in the ROI and a specific focal point t on the source trajectory, the polar angle ␤ Ќ is determined by tan ␤ Ќ ϭ xϪR cos t R sin tϪy . ͑29͒
In reality, the ROI is completely inside the gantry. Thus, for any point x of the ROI, we have x cos tϩy sin tϽR, sgn͑x cos tϩy sin tϪR ͒ϵϪ1, ͑30͒ for any value of t. Therefore, a straightforward calculation gives sgn͓␤ Ќ "yЈ͑t ͔͒ϭϪsgn͑ xϪR cos t ͒. ͑31͒
Therefore, Eq. ͑24͒ is represented by
Here we denote the weighting function as w(x,t) ϭw(x,␤ Ќ ;t).
B. Data rebinning equation
In the process of data acquisition, it is more convenient to define a projection ͑measured data͒ by one point on the detector and the other point on the source trajectory. We denote the measured data as g m (␥,t) with ␥ labeling the position of the point on the detector ͑see Fig. 6͒ . Therefore, we need a data rebinning equation to connect g m (␥,t) with g( r ,t). This relation can be easily established by observing the geometry in Fig. 6 :
where ␥ m is the total fan angle. Using this relation, we immediately have an analytical understanding of taking the derivative with respect to the source trajectory. To facilitate the discussion, we use the simplest central difference to approximate the derivative. That is,
where ⌬t is the angular distance of two nearest focal points. This understanding is consistent with our pictorial understanding shown in Fig. 3 . In the numerical implementation, the values of g m (␥Ϫ⌬t,tϩ⌬t) and g m (␥ϩ⌬t,tϪ⌬t) could be obtained by linear interpolation.
C. How to avoid the differentiation along the source trajectory?
In the numerical implementation, it is desirable to avoid taking the derivative of the measured data with respect to any variable whenever it is possible. In particular, the derivative with respect to source trajectory parameter is not favorable. In this section, we want to do two things: First, we change variables of integration in Eq. ͑32͒. That is, from independent variables r and t to the new independent variables ␥ and t. Second, we want to move the differentiation on the projection data to somewhere else.
We actually can accomplish these goals by using rebinning Eqs. ͑33͒ and ͑34͒ again. In terms of variables r and t, Eqs. ͑33͒ and ͑34͒ can be rewritten as
Using the chain rule of differentiation, we obtain
It is important to note the following facts: Data are nontruncated and the image function f (x) has a compact support. These two facts allow us to determine the integral interval for the new variable ␥ to be ͓0,␥ m ͔. After taking into account the unit Jacobian for the variable changing from ( r ,t) to (␥,t), we can rewrite Eq. ͑32͒ as Using the property derived in Appendix B, we can write Eq. ͑39͒ in a way to show the FBP structure transparently. That is,
͑40͒
Here variable depends on the parameter t. As shown in Appendix A, it is defined by tan ϭ y cos tϪx sin t x cos tϩy sin tϪR . ͑41͒
To avoid the differentiation of the measured data in Eq. ͑41͒, a standard practice is to perform integration by parts so that we can trade the derivatives to the prefactors which can be calculated analytically before we digitally implement the algorithm. 2, 10 This analytical operation leads us to a new reconstruction algorithm. As shown in Appendix A, the integration by parts yields the following reconstruction formula:
͑42͒
Equations ͑42͒ and ͑41͒ are our final algorithm for an accurate reconstruction of the ROI from the fan beam projections provided that the source trajectory satisfies the data sufficiency condition ͑11͒. In Eq. ͑42͒, the integral over t⌳ is implied. Compared with Eq. ͑39͒, this new algorithm allows us to reconstruct the image sequentially. Furthermore, since we have avoided taking the derivative of measured data with respect to source parameter t, the end points of the source trajectory will not cause any problem. In Eq. ͑42͒, the first term is the contribution from the end points (tϭt i ,t f ) of the source trajectory when we choose short scan mode. For the complete 2 scan mode or an appropriate choice of w(x,t), this contribution could be zero. The example for such a choice is Parker-type weight 5, 6 which vanishes at the ends of the short scan path.
The second and third terms represent the filtered backprojection of the projection data g m (␥,t). However, these two terms are significantly different from each other. Different filters and backprojection weights are used.
D. Consistency check of new algorithm
For a circular source trajectory with a third generation arc detector scan configuration, Eq. ͑42͒ gives the exact reconstruction formula for the sufficient trajectory from fan beam reconstructions. It contains three terms for a general weighting function w(x,t). Such a formula is different from that contained in the textbook by Kak and Slaney. 2 Although we emphasize that the data sufficiency condition is relaxed in our reconstruction scheme, consequently the reconstruction formula is not necessarily the same. However, the answer to the following question can be a key to check the correctness of our general algorithm. That is: Can we reduce our general reconstruction formula ͑42͒ to the familiar one in the textbook 2 provided that we choose 2 over-scan mode? Our answer is ''Yes.'' To see this result, we first note that the boundary contribution vanishes because two end points coincide (t i ϭt f ). Second, in the 2 over-scan mode, all the lines passing through the ROI exactly intersect with the source trajectory twice. So we follow Kak and Slaney to choose weighting function to be w(x,t)ϭ1/2. In this case, the second term in Eq. ͑42͒ also vanishes since the derivative of the weight function with respect to trajectory parameter t is zero. Therefore, only the third term is left. That is,
where is given by Eq. ͑41͒. This is exactly the same formula given by Kak and Slaney ͓Chap. 3, Eqs. ͑88͒ and ͑89͔͒.
VI. THE SECOND EXAMPLE: CIRCULAR TRAJECTORY WITH A THIRD GENERATION EQUALLY-SPACED COLLINEAR DETECTOR
In the preceding section, an equiangular third generation arc detector is used. In this section, we discuss the image reconstruction from fan beam projections for a circular trajectory with a third generation equally spaced collinear detector. The scanning geometry is shown in Fig. 7 . From Fig.  7 where h H (x) and h R (x) are Hilbert filter and Ramp filter defined as follows:
In practice, we need to regularize the above-mentioned filters by apodizing them at the Nyquist frequency. We also introduced a new variable s, which is defined by sϭ2R tan ϭ2R
x sin tϪy cos t x cos tϩy sin tϪR . ͑48͒
In addition, the g (s,t) is the rescaled projection data, it is given by
Once again, in the case of the 2 over-scan mode and equal weight for each projection, the first two terms vanish and we are left with the third term. The third term is exactly Eqs. ͑116͒ and ͑117͒ ͑Chap. 3͒ in the textbook by Kak and Slaney.
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VII. DISCUSSIONS AND CONCLUSIONS
In this paper, a new framework of the image reconstruction from fan beam projections is presented. In our new formulation, Radon space and the Radon transform have not been used. However, we managed to derive a new algorithm with FBP structure.
Our new framework includes the following ingredients.
Step 1: We essentially modified Tuy's idea for the image reconstruction from cone-beam projections to the fan beam case. From this modification, we naturally derived the data sufficiency condition for the fan beam reconstruction. That is, for an accurate reconstruction of a ROI within a field of view, we only require the straight lines passing through the ROI to intersect the source trajectory at least once. This condition is less restrictive than the generally accepted condition for the short-scan mode in CT. There we require that all the lines passing through the support of the object, not only the ROI, should intersect the source trajectory at least once. Such a relaxation of the data sufficiency condition provides us a new opportunity to choose a shorter scan path for an accurate reconstruction of the ROI. Consequently, it can help to further reduce the x-ray doses in some clinical applications.
Step 2: The following three important properties are used to further simplify the above Tuy-type inversion formula.
͑i͒ We decompose the intermediate function G 2 (k ,y) into even and odd symmetric parts under the parity operation k →Ϫk . This decomposition is inspired by the scaling symmetry Eq. ͑6͒ of the intermediate function. Since G 2 is a degree (Ϫ1) homogeneous function, it should have a representation in terms of the standard degree (Ϫ1) homogeneous functions ␦(x) and 1/x. We have shown in Sec. IV A how this intuition can be explicitly demonstrated.
͑ii͒ We take an average over the redundant data by using a weighting function w(x,k ;t).
͑iii͒ The key step that allows us to obtain a filtered backprojection reconstruction is the property ͑18͒ of the Dirac delta function. Using this property, we manage to change the summation over discrete solutions of data sufficiency condition Eq. ͑11͒ into an integral along the source trajectory.
After the above-mentioned procedure, we obtain a general FBP reconstruction scheme Eq. ͑24͒. It is general in the sense that it gives mathematically exact reconstruction for any differentiable planar source trajectory and any detector configuration. We summarize the above-given general procedure in Fig. 8 . This flow chart shows the structure of our new framework.
An important feature of our new framework is that we do not need to introduce the concept of Radon space and the Radon inversion. Thus the notorious difference between the two-dimensional Radon inversion and the three-dimensional Radon inversion does not appear. As a matter of fact, the only difference of our fan beam Tuy-type inversion formula ͑12͒ and the genuine cone beam Tuy's inversion 4 lies in the integral over unit vector k . In the fan beam case, we need to integrate over a unit circle. In contrast, the integral is over a unit sphere. However, the intermediate steps to simplify our Tuy-type formula do not intrinsically depend on the spatial dimensions. This feature allows us to directly apply it to the cone-beam reconstruction problem. This will be further elaborated in our second paper of this serial work.
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Generally speaking, the derivatives of measured data with respect to any variable will produce numerical errors and consequently the artifacts in the images. Therefore, whenever it is possible, it is desirable to trade the derivative of measured data to some other continuous functions. We illustrate how to achieve this goal for a circular source trajectory with a third generation arc detector and collinear detector. Since these two scan configurations are generally used in practice, the resultant reconstruction algorithm is important. The results are shown in Eqs. ͑42͒ and ͑45͒. These formulas have the following important properties: ͑1͒ they are mathematically exact; ͑2͒ they are valid for a very general choice of weighting functions; ͑3͒ they are derivative-free for the measured data; ͑4͒ the image reconstruction can be performed sequentially; ͑5͒ comparing with the standard reconstruction formula for the short-scan path in CT, 2 our new formulas allow us to use super-short scan path. The reason for this new possibility lies in the fact that there are two more extra terms ͑the first and second term͒ in Eq. ͑42͒ and Eq. ͑45͒.
Since the main focus of our paper is to extract the theoretical structure of our new image reconstruction strategy, we do not present our numerical simulations of Eq. ͑42͒ in this paper. Rather a consistency check of our Eq. ͑42͒ is presented in Sec. V D. Namely we manage to recover the standard reconstruction formula for the 2 over-scan mode. However, a comprehensive evaluation of the new algorithm using both computer simulations and experimental data will be published somewhere else.
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APPENDIX A
In this appendix, we derive reconstruction formula ͑42͒. Using Eqs. ͑27͒, ͑28͒ and ͑31͒, we obtain sgn͑xϪR cos t ͒ 
