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a b s t r a c t
The main purpose of this article is considering whether or not the feedback controls have
an influence on a non-autonomous predator–prey Lotka–Volterra type system. General
criteria on permanence are established, which is described by an integral form and
independent of some feedback controls. By constructing suitable Lyapunov functionals, a
set of easily verifiable sufficient conditions are derived for the global stability of anypositive
solution to the model.
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1. Introduction
Traditional two species autonomous or non-autonomous predator–prey Lotka–Volterra systems take the form
dx1(t)
dt
= x1(t)
[
b1(t)− a11(t)x1(t)− a12(t)x2(t)
]
,
dx2(t)
dt
= x2(t)
[−b2(t)+ a21(t)x1(t)− a22(t)x2(t)], (1.1)
where x1(t) is the prey population density and x2(t) is the predator population density, b1(t), a11(t), the intrinsic growth rate
and density-dependent coefficient of the prey, respectively; b2(t), a22(t), the intrinsic growth rate and density-dependent
coefficient of the predator, respectively; a12(t) the capturing rate of the predator and a21(t) the rate of conversion of
nutrients into the reproduction of the predator.
In the last decades, system (1.1) has been studied extensively, for example [1–9] and the references therein. Some
sufficient conditions are obtained for the permanence, existence and uniqueness, and asymptotic stability of periodic
solution for system (1.1).
However,wenote that ecosystems in the realworld are continuously distributed byunpredictable forceswhich can result
in changes in the biological parameters such as survival rates. In ecology, we know that the practical question of interest
is just whether or not an ecosystem can withstand those unpredictable disturbances which persist for a finite period of
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time. In the language of control variables, we call the disturbance functions control variables. Whereas, the control variables
discussed in much of the literature are constants or time dependent [10–12].
Recently, many scholars have done works on the ecosystem with feedback controls (see [13–20] and the references
cited therein). In particular, Gopalsamy and Weng [21] discussed the asymptotic behavior of solutions in Logistic systems
with feedback controls, Weng [22] considered a class of periodic integro-differential systems with feedback controls,
Xiao [23] considered a two species competitive system with feedback controls, Chen [24] considered a non-autonomous
Lotka–Volterra competitive system with feedback controls. These motivate us to consider the following non-autonomous
predator–prey Lotka–Volterra system with feedback controls
dx1(t)
dt
= x1(t)
[
b1(t)− a11(t)x1(t)− a12(t)x2(t)+ c1(t)u1(t)
]
dx2(t)
dt
= x2(t)
[−b2(t)+ a21(t)x1(t)− a22(t)x2(t)− c2(t)u2(t)]
du1(t)
dt
= f1(t)− e1(t)u1(t)− d1(t)x1(t)
du2(t)
dt
= −e2(t)u2(t)+ d2(t)x2(t).
(1.2)
In this paper, we study whether or not the feedback controls have an influence on the permanence of a positive
solution of the general non-autonomous predator–prey Lotka–Volterra type systems, and establish the general criteria on
the permanence of system (1.2), which is independent of some feedback controls. In additional, by constructing a suitable
Lyapunov function, some sufficient conditions are obtained for the global stability of any positive solution to system (1.2).
This paper is organized as follows. In the next section, two useful lemmas, several basic assumptions for system (1.2) and
the definitions of permanence are presented. We state and prove the sufficient conditions on the ultimately bounded and
permanence of positive solutions for system (1.2), which is described by integrable form and independent of some feedback
controls in Section 3. In the last section, a set of easily verifiable sufficient conditions are derived for the global stability of
any positive solution of system (1.2).
2. Preliminaries
Let R+ = (0,∞) and R+0 = [0,∞). In this section, we consider the following first order linear differential equations
with a parameter
dv(t)
dt
= g(t, β)− d(t)v(t), (2.1)
where g(t, β) is a continuous function defined on (t, β) ∈ R+0 × [0, β0] and β0 is a constant, d(t) is a continuous function
defined on R+0. For system (2.1) we introduce the following assumptions.
(A1) Function g(t, β) is a non-negative bounded on R+0 × [0, β0] and satisfies the Lipschitz condition with β ∈ [0, β0],
i.e., there is a constant L = L(β0) > 0 such that |g(t, β1)− g(t, β2)| ≤ L |β1 − β2| for all t ∈ R, β1, β2 ∈ [0, β0].
(A2) Function d(t) is non-negative bounded on R+0 and there is a constant ω1 > 0 such that lim inft→∞
∫ t+ω1
t d(s) ds > 0.
From assumptions (A1) and (A2), it is easy to proved that for any (t0, v0) ∈ R+0 × R+ and β ∈ [0, β0], system (2.1) has a
unique solution vβ(t) satisfying vβ(t0) = v0.
In system (2.1), when parameter β = 0 we obtain the following system
dv(t)
dt
= g(t, 0)− d(t)v(t). (2.2)
Let v∗β(t) be a fixed solution of system (2.1) defined on R+0. We say that v∗β(t) is globally uniformly attractive on R+0, if for
any constants η > 1 and ε > 0 there is a constant T = T (η, ε) > 0 such that for t0 ∈ R+0 and any solution vβ(t) of system
(2.1) with vβ(t0) ∈ [η−1, η], one has |vβ(t)− v∗β(t)| < ε for all t ≥ t0 + T . By Lemma 4 given in [1], we have
Lemma 2.1. Suppose that assumptions (A1) and (A2) hold. Then,
(a) there is a constant M > 0 such that lim supt→∞ vβ(t) ≤ M for any positive solution vβ(t) of system (2.1).
(b) each fixed solution u∗β(t) of system (2.1) is globally uniformly attractive on R+0.
(c) if there is a constant ω2 > 0 such that lim inft→∞
∫ t+ω2
t g(s, β) ds > 0 for all β ∈ [0, β0], then there is a constant η > 1
such that η−1 ≤ lim inft→∞ vβ(t) ≤ lim supt→∞ vβ(t) ≤ η for any solution vβ(t) of system (2.1).
Let v0 ∈ R+, t0 ∈ R+0 and β ∈ [0, β0], and vβ(t), v0(t) be the solutions of systems (2.1) and (2.2) with initial values
vβ(t0) = v0 and v0(t0) = u0, respectively. We can get the following result.
Lemma 2.2. Suppose that assumptions (A1) and (A2) hold, then vβ(t) converges to v0(t) uniformly for t ∈ [t0,∞) as β → 0.
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The proof of Lemma 2.2 is similar to that of Lemma 2.3 in [20], we therefore omit it here.
Remark 2.1. In system (2.2), if function g(t, 0) ≡ 0, then system (2.2) has a trivial equilibrium E = 0, and E is globally
asymptotically stable. For any Γ > 1 and t0 ∈ R+0, let β ∈ [0, β0], and vβ(t) be the positive solution of systems (2.1) with
initial value |vβ(t0)| ≤ Γ . By Lemmas 2.1 and 2.2, we further have the result: the solution vβ(t) converges to 0, as β → 0
and t →∞, i.e., for any ε > 0, there are positive constants T = T (ε,Γ ) and δ = δ(ε) such that vβ(t) < ε for all t ≥ t0+ T
and β < δ.
For system (1.2), we first introduce the basic assumptions.
(H1) Functions f1(t), bi(t), ci(t), di(t), ei(t) and aij(t) are bounded and continuous on R+0, and f1(t) ≥ 0, b2(t) ≥ 0 ci(t) ≥ 0,
di(t) ≥ 0, ei(t) ≥ 0 and aij(t) ≥ 0 for all t ∈ R+0, i, j = 1, 2.
(H2) There is a constant λi > 0 such that lim inft→∞
∫ t+λi
t aii(s) ds > 0 (i = 1, 2).
(H3) There is a constant γi > 0 such that lim inft→∞
∫ t+γi
t ei(s) ds > 0 (i = 1, 2).
For the convenience of statements in this paper, we introduce the following definition on permanence.
Definition 2.1. System (1.2) is said to be permanent, if for any positive solution (x1(t), x2(t), u1(t), u2(t)) of system (1.2),
there are positive constantsm andM such that
m ≤ lim inf
t→∞ xi(t) ≤ lim supt→∞ xi(t) ≤ M (i = 1, 2).
Remark 2.2. In system (1.2),u1(t) andu2(t) are control variables, sowedonot consider the permanence of control variables.
3. Permanence
Let R4+ = {(x1, x2, x3, x4) : xi > 0, i = 1, 2, 3, 4.}. For any (t0, X0) ∈ R+0 × R4+, it is well known by the fundamental
theory of differential equations that system (1.2) has a unique solution X(t) = (x1(t), x2(t), u1(t), u2(t)), which is through
(t0, X0) and continuous. If x1(t) > 0 and x2(t) > 0 on the interval of existence, then (x1(t), x2(t), u1(t), u2(t)) is said to be
a positive solution. It is easy to verify that solutions of system (1.2) are defined on [0,∞) and remain positive for all t ≥ 0
if the initial value (x1(0), x2(0)) ∈ R2+.
First, on the ultimate boundedness of positive solution of system (1.2), we get the theorem.
Theorem 3.1. Suppose that assumptions (H1)–(H3) hold, then system (1.2) is ultimately bounded, in the sense that there are
positive constants M and T such that if t > T , then xi(t) ≤ M and |ui(t)| ≤ M (i = 1, 2) for all positive solutions
(x1(t), x2(t), u1(t), u2(t)) of system (1.2).
Proof. Let X(t) = (x1(t), x2(t), u1(t), u2(t)) be any positive solution of system (1.2). We first prove that the component u1
of system (1.2) is ultimately bounded. From assumption (H1) and the third equation of system (1.2) we have
du1(t)
dt
≤ f1(t)− e1(t)u1(t).
From (H1) and (H3), it is easy to verify that the comparison equation dx(t)/dt = f1(t) − e1(t)x(t) satisfies all conditions
of Lemma 2.1. So, by the comparison theorem and Lemma 2.1, we obtain there is a constant M1 such that for any positive
solution X(t) of system (1.2), there is a T1 > 0 such that u1(t) < M1 for all t ≥ T1. Further, from assumption (H1) and the
first equation of system (1.2) we have
dx1(t)
dt
≤ x1(t)[b1(t)− a11(t)x1(t)+ d1(t)M1]
for all t ≥ T1. It is proved inmany papers, for example, see [9,25], that under assumptions (H1) and (H2) any positive solution
x(t) of the following non-autonomous logistic equation
dx(t)
dt
= x(t)[b1(t)− a11(t)x(t)+ d1(t)M1]
is ultimately bounded on R+0. Hence, using the comparison theorem, we further can obtain that there is a constantM2 > 0
such that for any positive solution X(t) of system (1.2) there is a T2 ≥ T1 such that x1(t) < M2 for all t ≥ T2. Further, from
assumption (H1) and the third equation of system (1.2) we have that
du1(t)
dt
≥ f1(t)− e1(t)u1(t)− d1(t)M1.
It is easy verify that there are positive constantM2, T3 and T3 ≥ T2 such that u1(t) > −M2 for all t ≥ T3.
From assumption (H1) and the second equation of system (1.2) we have
dx2(t)
dt
≤ x2(t)[b2(t)+ a12(t)M2 − a22(t)x2(t)]
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for all t ≥ T3. Similar the above, we further can obtain that there is a constant M4 > 0 such that for any positive solution
X(t) of system (1.2) there is a T4 ≥ T3 such that x2(t) < M4 for all t ≥ T4. Therefore, from assumption (H1) and the fourth
equation of system (1.2) we have
du2(t)
dt
≤ −e2(t)u2(t)+ d1(t)M3
for all t ≥ T4. Similarly, using the comparison theorem and Lemma 2.1, we can obtain that there is a constantM5 > 0 such
that for any positive solution X(t) of system (1.2) there is a T5 ≥ T4 such that 0 < u2(t) < M4 for all t ≥ T5.
Now, we letM = max{M1,M1,M3,M4,M5}, then for all t ≥ T5
xi(t) ≤ M, |ui(t)| ≤ M, i = 1, 2.
Therefore, the solution X(t) is ultimately bounded. We complete the proof. 
Next, we consider the auxiliary system
du1(t)
dt
= f1(t)− e1(t)u1(t). (3.1)
By assumptions (H1) and (H3), we note that system (3.1) satisfies all conditions of the (a) and (b) of Lemma 2.1. Then each
positive solution of system (3.1) is globally uniformly attractive. Let u10(t) be some fixed positive solution of system (3.1),
we assume that
(H4) There is a constant λ3 > 0 such that
lim inf
t→∞
∫ t+λ3
t
[
b1(s)+ c1(s)u10(s)
]
ds > 0.
Remark 3.1. If function fi(t) ≡ 0, then system (3.1) has a trivial equilibrium E = 0, and E is globally asymptotically stable.
In this case, we choose u10(t) = 0.
On the the permanence of component x1 of system (1.2), we can get:
Theorem 3.2. Suppose that assumptions (H1)–(H4) hold, then component x1 of system (1.2) is permanent.
Proof. In fact, by assumptions (H1), (H2) and (H4), we can choose positive constants ε1, ε2, δ1 and T0 such that for any
continuous function u(t) defined on R+0, satisfying |u(t)− u10(t)| < ε1, we have∫ t+λ3
t
[
b1(s)− a11(s)ε1 − a12(s)ε2 exp(θ1λ2)+ c1(s)u(s)
]
ds > δ1 (3.2)
and ∫ t+λ2
t
[−b2(s)+ a21(s)ε1 − a22(s)ε2] ds < −δ1 (3.3)
for all t ≥ T0, where θ1 = supt≥0{b2(t)+ a21(t)ε1}.
For any t0, t∗ and t∗ ≥ t0 ≥ 0, integrating directly with system (1.2) we have
x1(t∗) = x1(t0) exp
∫ t∗
t0
[
b1(t)− a11(t)x1(t)− a12(t)x2(t)+ c1(t)u1(t)
]
dt (3.4)
and
x2(t∗) = x2(t0) exp
∫ t∗
t0
[−b2(t)+ a21(t)x1(t)− a22(t)x2(t)− c2(t)u2(t)] dt. (3.5)
Claim 3.1. There is a constant β1 > 0 such that lim supt→∞ x1(t) > β1 for any positive solution X(t) of system (1.2).
Now, we consider the following system with one parameter
du1(t)
dt
= f1(t)− e1(t)u1(t)− d1(t)β, (3.6)
where β ∈ [0, β0] is a parameter. Let u1β(t) be the solution of system (3.6) with the initial value u1β(0) = u10(0). By
assumptions (H1), (H3) and Lemmas 2.1 and 2.2, we obtain that u1β(t) is globally asymptotically stable andwhich converges
to u10(t) uniformly for t ∈ R+ as β → 0. Hence, there is a constant β1 > 0 and β1 < ε1 such that
u1β1(t) > u10(t)−
ε1
2
for all t ∈ R+0. (3.7)
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If Claim 3.1 is not true, then there is a positive solution X(t) of system (1.2) such that
lim sup
t→∞
x1(t) < β1. (3.8)
From Theorem 3.1, there exist positive constantsM , T1 and T1 ≥ T0 such that 0 < xi(t) < M and |ui(t)| < M (i = 1, 2) for
all t ≥ T1. Further, by (3.8), we obtain that there is a constant T2 ≥ T1 such that
x1(t) < β1 for all t ≥ T2. (3.9)
From assumption (H1), (3.9) and the third equation of system (1.2) we have
du1(t)
dt
≥ f1(t)− e1(t)u1(t)− d1(t)β1 for all t ≥ T2.
Using the comparison theorem and globally asymptotically stable of solution u1β1(t), we obtain there is a T3 ≥ T2 such that
u1(t) > u1β1(t)−
ε1
2
for all t ≥ T3. (3.10)
From assumption (H1)we have
du1(t)
dt
≤ f1(t)− e1(t)u1(t) for all t ≥ 0.
Since u10(t) is the globally asymptotically stable positive solution of system (3.1), by the comparison theorem, we obtain
that there is a constant T4 > T3 such that
u1(t) ≤ u10(t)+ ε1 for all t ≥ T4. (3.11)
So, from this and (3.7), (3.10) we have
|u1(t)− u10(t)| < ε1 for all t ≥ T4. (3.12)
On the other hand, If x2(t) ≥ ε2 for all t ≥ T4, then by assumption (H1) and (3.5), (3.9) we have
x2(t) ≤ x2(T4) exp
∫ t
T4
[−b2(s)+ a21(s)ε1 − a22(s)ε2] ds for all t ≥ T4.
From this and (3.3) it follows limt→∞ x2(t) = 0which leads to a contradiction. Then there is a T5 ≥ T4 such that x2(T5) < ε2.
In the following, we prove that
x2(t) ≤ ε2 exp(θ1λ2) for all t ≥ T5. (3.13)
If there is a t1 > T5 such that x2(t1) > ε2 exp(θ1λ2), then there is a t2 ∈ (T5, t1) such that x2(t2) = ε2 and x2(t) > ε2 for all
t ∈ (t2, t1]. Choose an integer n ≥ 0 such that t1 ∈ [t2+ nλ2, t2+ (n+ 1)λ2], then by assumption (H1), (3.3), (3.5) and (3.9)
we have
x2(t1) ≤ ε2 exp
[∫ t2+λ2
t2
+ · · · +
∫ t2+nλ2
t2+(n−1)λ2
+
∫ t1
t2+nλ2
][−b2(t)+ a21(t)ε1 − a22(t)ε2] dt
≤ ε2 exp
∫ t1
t2+nλ2
[−b2(t)+ a21(t)ε1 − a22(t)ε2] dt
≤ ε2 exp(θ1λ2)
which is a contradiction and (3.13) is true.
Finally, by assumption (H1), (3.4), (3.9), (3.12) and (3.13) we obtain that for all t ≥ T5
x1(t) ≥ x1(T5) exp
∫ t
T5
[
b1(s)− a11(s)ε1 − a12(s)ε2 exp(θ1λ2)+ c1(s)u1(s)
]
ds.
From this and by (3.2) it follows limt→∞ x1(t) = ∞which leads to a contradiction. Therefore, Claim 3.1 is true.
Claim 3.2. There is a constant β2 > 0 such that lim inft→∞ x1(t) > β2 for any positive solution X(t) of system (1.2).
In fact, from (3.2) and (3.3) there is a constant L > 0 such that∫ t+a
t
[
b1(s)− a11(s)ε1 − a12(s)ε2 exp(θ1λ2)+ c1(s)u(s)
]
ds > ε1, (3.14)
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and
M exp
∫ t+a
t
[−b2(s)+ a21(s)ε1 − a22(s)ε2] ds < ε2 (3.15)
for all t ≥ T0 and a ≥ L, where constant M is given in the above. If Claim 3.2 is not true, then there is a sequence of initial
values {Xm} ⊂ R4+ such that for the solution X(t, Xm) of system (1.2),
lim inf
t→∞ x1(t, Xm) <
β1
m2
, m = 1, 2, . . . ,
where constant β1 is given in Claim 3.1. By Claim 3.1, for everym there are two time sequences {s(m)q } and {t(m)q }, satisfying
0 < s(m)1 < t
(m)
1 < s
(m)
2 < t
(m)
2 < · · · < s(m)q < t(m)q < · · · and limq→∞ s(m)q = ∞, such that
x1(s(m)q , Xm) =
β1
m
, x1(t(m)q , Xm) =
β1
m2
, (3.16)
and
β1
m2
< x1(t, Xm) <
β1
m
for all t ∈ (s(m)q , t(m)q ). (3.17)
From (3.11) and the ultimate boundedness of system (1.2), we can choose a positive constant T (m) for everym such that
u1(t, Xm) < u10(t)+ ε1 (3.18)
and xi(t, Xm) < M , |ui(t, Xm)| < M for all t > T (m) and i = 1, 2. Further, there is an integer K (m)1 > 0 such that s(m)q > T (m)
for all q > K (m)1 . Let q > K
(m)
1 , for any t ∈ [s(m)q , t(m)q ], by assumption (H1)we have
dx1(t, Xm)
dt
≥ x1(t, Xm)[b1(t)− a11(t)M − a12(t)M − c1(t)M] ≥ −L1x1(t, Xm),
where L1 = supt≥0{|b1(t) − a11(t)M − a12(t)M − c1(t)M|}. Integrating the above inequality from s(m)q to t(m)q , we further
have
x1(t(m)q , Xm) ≥ x1(s(m)q , Xm) exp[−L1(t(m)q − s(m)q )].
Consequently, by (3.16)
β1
m2
≥ β1
m
exp[−L1(t(m)q − s(m)q )].
Hence,
t(m)q − s(m)q ≥
lnm
L1
for all q > K (m)1 . (3.19)
Let u˜1β1(t) be the solution of system (3.6) with the initial condition u˜1β1(s
(m)
q ) = u1(s(m)q , Xm). By Lemma 2.1, the solution
u1β1(t) of system (3.6) is globally uniformly attractive on R+0, and so there is a constant T1 ≥ T0, and T1 is independent of
anym and q ≥ K (m), such that
u˜1β1(t) ≥ u1β1(t)−
ε1
2
for all t ≥ s(m)q + T1. (3.20)
By (3.17) and assumption (H1), we have
du1(t, Xm)
dt
≥ f1(t)− e1(t)u1(t, Xm)− d1(t)β1
for anym, q and t ∈ [s(m)q , t(m)q ]. Using the comparison theorem it follows that
u1(t, Xm) ≥ u˜1β1(t) for all t ∈ [s(m)q , t(m)q ]. (3.21)
On the other hand, by (3.19) there is an integer N > 0 such that for allm ≥ N and q ≥ K (m)
t(m)q − s(m)q > 2P0,
where P0 = max{L, T1, λ2}. Further, by (3.7), (3.18), (3.20) and (3.21) we obtain
|u1(t, Xm)− u10(t)| < ε1 for all t ∈ [s(m)q + P0, t(m)q ]. (3.22)
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For any m ≥ N and q ≥ K (m), if x2(t, Xm) > ε2 for all t ∈ [s(m)q , s(m)q + P0], then by assumption (H1), (3.5), (3.15) and
(3.17) we have
x2(s(m)q + P0, Xm) = x2(s(m)q , Xm) exp
∫ s(m)q +P0
s(m)q
[−b2(t)+ a21(t)x1(t, Xm)− a22(t)x2(t, Xm)− d2(t)u2(t, Xm)] dt
≤ M exp
∫ s(m)q +P0
s(m)q
[−b2(t)+ a21(t)ε1 − a22(t)ε2] dt
< ε2.
This leads to a contradiction. Hence, there is a t1 ∈ [s(m)q , s(m)q + P0] such that x2(t1, Xm) < ε2. Similarly, according to the
proof of (3.12), we can obtain that
x2(t, Xm) ≤ ε2 exp(θ1λ2) for all t ∈ [t1, t(m)q ]. (3.23)
Finally, whenm ≥ N and q ≥ K (m), by assumption (H1), (3.4), (3.14), (3.16), (3.17), (3.22) and (3.23) we have
x1(t(m)q , Xm) = x1(s(m)q + P0, Xm) exp
∫ t(n)q
s(m)q +P0
[
b1(t)− a11(t)x1(t, Xm)− a22(t)x2(t, Xm)+ d1(t)u1(t, Xm)
]
dt
≥ x1(s(m)q + P0, Xm) exp
∫ t(n)q
s(m)q +P0
[
b1(t)− a11(t)ε1 − a12(t)ε2 exp(θ1λ2)+ d1(t)u1(t, Xm)
]
dt
>
β1
m2
which leads to a contradiction. Then Claim 3.2 is true.
From Claims 3.1 and 3.2 we complete the proof of this theorem. 
In order to obtain the permanence of component x2 of system (1.2), we next consider the single-species logistic system
with feedback control, which is a subsystem of system (1.2)
dx1(t)
dt
= x1(t)[b1(t)− a11(t)x1(t)+ c1(t)u1(t)]
du1(t)
dt
= f1(t)− e1(t)u1(t)− d1(t)x1(t).
(3.24)
On system (1.2), we further introduce the following assumption.
(H5) There are positive constants k1, k2 and λ4 such that inft≥0 Ai(t) ≥ 0 and lim inft→∞
∫ t+λ4
t Ai(s) ds > 0 (i = 1, 2),
where A1(t) = k1a11(t)− k2d1(t) and A2(t) = k2e1(t)− k1c1(t).
For the system (3.24), we have the result.
Lemma 3.1. Suppose that assumptions (H1)–(H4) hold. Then,
(a) there is a constant M > 1 such that
M−1 ≤ lim inf
t→∞ x
∗
10(t) ≤ lim sup
t→∞
x∗10(t) ≤ M, lim sup
t→∞
u∗10(t) < M
for any positive solution (x∗10(t), u
∗
10(t)) of system (3.24).
(b) if assumption (H5) holds, then each fixed solution (x∗10(t), u
∗
10(t)) of system (3.24) is globally uniformly attractive on R+0.
Proof. On the basis of (H1)–(H4), conclusion (a) can be proved by using a similar argument as in Theorem 3.2.
Here, we prove conclusion (b). For any constant η > 1, t0 ∈ R+0 and solution (x∗10(t), u∗10(t)), let (x10(t), u10(t)) be a
solution of system (3.24) with initial values x10(t0), u10(t0) ∈ [η−1, η]. by Theorem 3.1, there is a constantM > 1 such that
M−1 < x∗10(t), x10(t) < M, and |u∗10(t)|, |u10(t)| < M (3.25)
for all t ∈ R+0. Consider the Lyapunov function V (t) = k1| ln x10(t) − ln x∗10(t)| + k2|u10(t) − u∗10(t)|, calculating the Dini
derivative of V (t) along system (3.24), it follows that
D+V (t) = k1sgn(x10(t)− x∗10(t)(t))
{−a11(t)[x10(t)− x∗10(t)] + c1(t)[u10(t)− u∗10(t)]}
+ k2sgn(u10(t)− u∗10(t))
{−e1(t)[u10(t)− u∗10(t)] − d1(t)[x10(t)− x∗10(t)]}
≤ −[k1a11(t)− k2d1(t)]|x10(t)− x∗10(t)| − [k2e1(t)− k1c1(t)]|u10(t)− u∗10(t)|.
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Using the mean value theorem, we have
|x10(t)− x∗10(t)| = |eln x10(t) − eln x
∗
10(t)| = eξ(t)| ln x10(t)− ln x∗10(t)|, (3.26)
where ξ(t) lies between ln x10(t) and ln x∗10(t). By (3.25) we have lnM−1 < ξ1(t) < lnM for all t ≥ t0. From this and by
(3.26) we obtain that
D+V (t) ≤ −[k1a11(t)− k2d1(t)]eξ(t)| ln x1(t)− ln x10(t)| − [k2e1(t)− k1c1(t)]|u1(t)− u10(t)|
≤ −γ (t)V (t) (3.27)
for all t ≥ t0, where
γ (t) = min
t≥t0
{k1a11(t)− k2d1(t)
k1M
,
k2e1(t)− k1c1(t)
k2
}
. (3.28)
By assumption (H5), we have that γ (t) ≥ 0 and lim inft→∞
∫ t+λ4
t γ (s) ds > 0. Therefore, we can choose positive constants
δ and T0 such that∫ t+λ4
t
γ (s) ds > δ for all t ≥ T0.
Let T1 = t0 + T0. For any t ≥ T1, there is an integer nt ≥ 0 such that t ∈ [T1 + ntλ4, T1 + (nt + 1)λ4]. Integrating (3.33)
from T1 to t , we have
V (t) ≤ V (T1) exp
∫ t
T1
(−γ (s)) ds
= V (T1) exp
[∫ T1+λ4
T1
+ · · · +
∫ T1+ntλ4
T1+(nt−1)λ4
+
∫ t
T1+ntλ4
]
(−γ (s)) ds
≤ V (T1) exp(−δnt).
Since V (T1) ≤ V (t0) ≤ k1 ln(ηM)+ k2(η +M), we further have
V (t) ≤ [k1 ln(ηM)+ k2(η +M)] exp[−δλ−14 (t − T1 − λ4)]
= M(η) exp[−δλ−14 (t − t0)], (3.29)
whereM(η) = [k1 ln(ηM)+ k2(η +M)] exp[δ(1+ T0/λ4)].
On the other hand, by (3.26), it follows that for all t ≥ t0
|x10(t)− x∗10(t)| + |u10(t)− u∗10(t)| ≤ M0V (t),
whereM0 = max{M/k1, 1/k2}. For any ε > 0, from (3.29), there is a large enough T = T (η, ε) ≥ T0 such that
V (t) < M−10 ε for all t ≥ t0 + T .
Therefore, |x10(t) − x∗10(t)| < ε and |u10(t) − u∗10(t)| < ε for all t ≥ t0 + T . This shows that solution (x∗10(t), u∗10(t)) is
globally uniformly attractive on R+0. This completes the proof. 
Let (x∗10(t), u
∗
10(t)) be a fixed solution of system (3.24) defined on R+0. On the permanence of system (1.2), we have the
following result.
Theorem 3.3. Suppose that assumptions (H1)–(H5) hold. If there is a constant λ5 > 0 such that
lim inf
t→∞
∫ t+λ5
t
[−b2(s)+ a21(s)x∗10(s)] ds > 0. (3.30)
Then system (1.2) is permanent.
Proof. By Theorems 3.1 and 3.2, we have that the component x1 of system (1.2) is permanent. So, we only need to show the
component x2 of system (1.2) is permanent.
In fact, by (3.30), there are positive constants ε0, δ and T0 such that for all t ≥ T0∫ t+λ5
t
{
−b2(s)+ a21(s)
[
x∗10(s)− ε0
]− a22(s)ε0 − d2(s)ε0} ds > δ. (3.31)
On the other hand, let (x1(t), x2(t), u1(t), u2(t)) be any positive solution of system (1.2) with x1(t0) = x∗10(t0) and
u1(t0) = u∗10(t0), respectively. By Theorems 3.1 and 3.2, there exist positive constantsM > 1 and such that 0 < x2(t) < M ,
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0 < u2(t) < M and
M−1 ≤ x1(t), x∗10(t) ≤ M, |u1(t)|, |u∗10(t)| ≤ M (3.32)
for all t ≥ t0. Consider the Lyapunov function V (t) = k1| ln x1(t) − ln x∗10(t)| + k2|u1(t) − u∗10(t)|, calculating the Dini
derivative of V (t) along system (1.2) and (3.24), it follows that
D+V (t) ≤ −[k1a11(t)− k2d1(t)]|x1(t)− x∗10(t)| − [k2e1(t)− k1c1(t)]|u1(t)− u∗10(t)| + k1a12(t)x2(t).
Just as the discussion in Lemma 3.1, we have
D+V (t) ≤ −γ (t)V (t)+ k1mx2(t),
≤ −γ (t)V (t)+ k1mxu2 (3.33)
wherem = supt≥0{a12(t)}, xu2 = supt≥0{x2(t)} and γ (t) is given in (3.28).
By assumption (H5), we have that γ (t) ≥ 0 and lim inft→∞
∫ t+λ4
t γ (s) ds > 0. Hence, by the comparison theorem and
the variation of constants formula of solutions for first-order linear differential equations, we can obtain from (3.33) that
V → 0 uniformly for t ∈ [t0,∞) as xu2 → 0. On the other hand, we note that for all t ≥ t0
|x1(t)− x∗10(t)| + |u1(t)− u∗10(t)| ≤ M0V (t),
whereM0 = max{M/k1, 1/k2}. Therefore, we obtain that there is a constant β ′3 > 0 such that
x1(t) ≥ x∗10(t)−
ε0
2
for all t ≥ t0 and x2(t) ∈ [0, β ′3]. (3.34)
Claim 3.3. There is a constant β3 > 0 such that lim supt→∞ x2(t) > β3 for any positive solution X(t) of system (1.2).
We now consider the following system with a parameter
du2(t)
dt
= −e2(t)u2(t)+ d2(t)β, (3.35)
where β ∈ [0, β0] is a parameter and β0 is a constant. By Remark 2.1, for given in above ε0 and M , there exist positive
constants β3, T1 = T1(M) and β3 < min{ε0, β ′3}, T1 ≥ T0 such that for any t0 ∈ R+0 and 0 < u2(t0) ≤ M , we have
u2β(t) ≤ ε02 for all t ≥ T1 and β ∈ [0, β3]. (3.36)
If Claim 3.3 is not true, then there is a positive solution (˜x1(t), x˜2(t), u˜1(t), u˜2(t)) of system (1.2) such that
lim sup
t→∞
x˜2(t) < β3. (3.37)
Let (˜x10(t), u˜10(t)) be a positive solution of system (3.24) with x˜1(t0) = x˜10(t0) and u˜1(t0) = u˜10(t0). From Theorem 3.1,
there exists a constant T2 ≥ T1 such that 0 < x˜i(t), x˜10(t) < M and |˜ui(t)|, |˜u10(t)| < M (i = 1, 2) for all t ≥ T2. Further, by
(3.37), we obtain that there is a constant T3 ≥ T2 such that
x˜2(t) < β3 for all t ≥ T3. (3.38)
From (3.38) and assumption (H1)we have
d˜u2(t)
dt
≤ −e2(t )˜u2(t)+ d2(t)β3 for all t ≥ T3.
Using the comparison theorem and the globally uniformly attractive of solution u2β3 , we obtain that there is a constant
T4 ≥ T3 such that
u˜2(t) < u2β3(t)+
ε0
2
for all t ≥ T4.
From this and by (3.36) it follows that
u˜2(t) < ε0 for all t ≥ T4. (3.39)
On the other hand, from (3.34), we have
x˜1(t) ≥ x˜10(t)− ε02 for all t ≥ T4. (3.40)
Since solution (x∗10(t), u
∗
10(t)) of system (3.24) is globally uniformly attractive on R+0. So, there is a constant T5 ≥ T4 such
that
x˜10(t) ≥ x∗10(t)−
ε0
2
.
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From this and (3.40) we have that
x˜1(t) ≥ x∗10(t)− ε0 for all t ≥ T5 and |x2(t)| ∈ [0, β3] (3.41)
By (3.5), (3.39), (3.41) and assumption (H1)we have
x˜2(t) = x˜2(T5) exp
∫ t
T5
[
−b2(s)+ a21(s)˜x1(s)− a22(s)˜x2(s)− d2(s)˜u2(s)
]
ds
≥ x2(T5) exp
∫ t
T6
{
−b2(s)+ a21(s)
[
x∗10(s)− ε0
]− a22(s)ε0 − d2(s)ε0}ds.
Thus, from (3.31) we finally obtain that limt→∞ x˜2(t) = ∞which leads to a contradiction. Therefore, Claim 3.3 is true.
Claim 3.4. There is a constant β4 > 0 such that lim inft→∞ x2(t) > β4 for any positive solution X(t) of system (1.2).
In fact, by (3.31) there are positive constants P and γ such that∫ t+λ
t
[
−b2(s)+ a12(s)(x∗10(s)− ε0)− a22(s)ε0 − d2(s)ε0
]
≥ γ (3.42)
for all t ≥ T0 and λ ≥ P .
If Claim 3.4 is not true, then there is a sequence of initial values {Xn} ⊂ R4+ such that, for the solution X(t, Xn) of
system (1.2),
lim inf
t→∞ x2(t, Xn) <
β3
n2
, n = 1, 2, . . . ,
where constant β3 is given in Claim 3.3. By Claim 3.3, for every n there are two time sequences {s(n)q } and {t(n)q }, satisfying
0 < s(n)1 < t
(n)
1 < s
(n)
2 < t
(n)
2 < · · · < s(n)q < t(n)q < · · · and limq→∞ s(n)q = ∞, such that
x2(s(n)q , Xn) =
β3
n
, x2(t(n)q , Xn) =
β3
n2
(3.43)
and
β3
n2
< x2(t, Xn) <
β3
n
for all t ∈ (s(n)q , t(n)q ). (3.44)
From the ultimate boundedness of system (1.2), we can choose a positive constant T (n) for every n such that xi(t, Xn) < M
and ui(t, Xn) < M for all t > T (n) and i = 1, 2. Further, there is an integer K (n)1 > 0 such that s(n)q > T (n) for all q > K (n)1 . Let
q > K (n)1 , for any t ∈ [s(n)q , t(n)q ], by assumption (H1)we have
dx2(t, Xn)
dt
≥ x2(t, Xn)[−b2(t)− a22(t)M − d2(t)M] ≥ −L2x2(t, Xn),
where L2 = supt≥0{b2(t)+ a22(t)M + d2(t)M}. Integrating the above inequality from s(n)q to t(n)q , we further have
x2(t(n)q , Xn) ≥ x2(s(n)q , Xn) exp[−L2(t(n)q − s(n)q )].
Therefore, by (3.43)
β3
n2
≥ β3
n
exp[−L2(t(n)q − s(n)q )].
Hence,
t(n)q − s(n)q ≥
ln n
L2
for all q > K (n)1 .
Let u˜2β3(t) be the solution of system (3.35) with the initial condition u˜2β3(t) = u2(s(n)q , Xn). By (3.44) and assumption
(H1), we have
du2(t, Xn)
dt
≤ −e2(t)u2(t, Xn)+ d2(t)β3
for any n, q and t ∈ [s(n)q , t(n)q ]. Using the comparison theorem it follows that
u2(t, Xn) ≤ u˜2β3(t) for all t ∈ [s(n)q , t(n)q ]. (3.45)
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By Lemma 2.1, the solution u2β3(t) of system (3.35) is globally uniformly attractive on R+0, we obtain that there is a constant
T1 ≥ max{P, T0}, and T1 is independent of any n and q ≥ K (n)1 , such that
u˜2β3(t) ≤ u2β3(t)+
ε0
2
for all t ≥ s(n)q + T0. (3.46)
Let (˜x10(t), u˜10(t)) be a solution of system (3.24) with x˜10(s
(n)
q ) = x1(s(n)q , Xn) and u˜10(s(n)q ) = u1(s(n)q , Xn). From (3.34),
for all q > K (n)1 , t ∈ [s(n)q , t(n)q ] and |x2(t)| ∈ [0, β3], we obtain that
x1(t, Xn) ≥ x˜10(t)− ε02 . (3.47)
By Lemma 3.1, the solution (x∗10(t), u
∗
10(t)) of system (3.24) is globally uniformly attractive on R+0, we obtain that there is a
constant T ∗ ≥ P , and T ∗ is independent of any n and q ≥ K (n)1 , such that
x˜10(t) ≥ x∗10(t)−
ε0
2
for all t ≥ s(n)q + T ∗. (3.48)
Choose an integer N0 such that when n ≥ N0 and q ≥ K (n)1
t(n)q − s(n)q > 2P0,
where P0 = max{T1, T ∗, λ5}. Further, from (3.36), (3.45) and (3.46), we obtain that
u2(t, Xn) < ε0 for all t ∈ [s(n)q + P0, t(n)q ]. (3.49)
On the other hand, by (3.47) and (3.48) we have
x1(t, Xn) > x∗10(t)− ε0 for all t ∈ [s(n)q + P0, t(n)q ]. (3.50)
Finally, by assumption (H2), (3.5), (3.42), (3.49) and (3.50) we have
β3
n2
= x2(s(n)q + P0, Xn) exp
∫ t(n)q
s(n)q +P0
[
−b2(t)+ a21(t)x1(t, Xn)− a22(t)x2(t, Xn)− d2(t)u2(t, Xn)
]
dt
≥ x2(s(n)q + P0, Xn) exp
∫ t(n)q
s(n)q +P0
{
−b2(t)+ a21(t)
[
x∗10(t)− ε0
]− a22(t)ε0 − d2ε0} dt
>
β3
n2
which leads to a contradiction. Therefore, Claim 3.4 is true.
Finally, from Claims 3.3 and 3.4 we see that the component x2 of system (1.2) is permanent and this completes the
proof. 
Remark 3.2. From Theorems 3.2 and 3.3, we note that control variable u1 has an influence on the permanence of system
(1.2) and control variable u2 has no influence on the permanence of system (1.2).
As consequences of Theorems 3.2 and 3.3, we can obtain the following result.
Corollary 3.1. Suppose that assumptions (H1)–(H3) hold. If there are positive constants ϑ1 and ϑ2 such that
lim inf
t→∞
∫ t+ϑ1
t
b1(s) ds > 0
and
lim inf
t→∞
∫ t+ϑ2
t
[−b2(s)+ a21(s)x10(s)] ds > 0,
where x10(s) is some positive solution of system dx1(t)/dt = x1(t)[b1(t)− a11(t)x1(t)]. Then system (1.2) is permanent.
Remark 3.3. In Corollary 3.1, we note that the conditions have nothing to do with feedback controls, and which are easily
proved, although they are more strong than the conditions in Theorems 3.2 and 3.3.
4. Global stability
We finally proceed to the discussion global stability of any positive solution of system (1.2).
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Theorem 4.1. Let (x∗1(t), x
∗
2(t), u
∗
1(t), u
∗
2(t)) be some fixed positive solution of system (1.2). Suppose that assump-
tions (H1)–(H5) and (3.30) hold. If there are positive constants ki (i = 1, 2, 3, 4) such that
lim inf
t→∞ Ai(t) > 0, (4.1)
where
A1(t) = k1a11(t)− k2a21(t)− k3d1(t), A3(t) = k3e1(t)− k1c1(t),
A2(t) = k2a22(t)− k1a12(t)− k4d2(t), A4(t) = k4e2(t)− k2c2(t). (4.2)
Then (x∗1(t), x
∗
2(t), u
∗
1(t), u
∗
2(t)) is globally asymptotically stable.
Proof. Let (x1(t), x2(t), u1(t), u2(t)) be any positive solution of system (1.2), it follows from Theorem 3.1 that there exist
positive constantsM and T1 such that for all t ≥ T1
0 < xi(t), x∗i (t) < M, −M < ui(t), u∗i (t) < M (i = 1, 2).
We define a Lyapunov functional V (t) as
V (t) =
2∑
i=1
ki| ln xi(t)− ln x∗i (t)| + ki+2|ui(t)− u∗i (t)|.
Calculating the upper right derivative of V (t) along solutions of system (1.2), it follows that
D+V (t) = k1sgn(x1(t)− x∗1(t))
[
x˙1(t)− x˙∗1(t)
]+ k2sgn(x2(t)− x∗2(t))[x˙2(t)− x˙∗2(t)]
+ k3sgn(u1(t)− u∗1(t))
[
u˙1(t)− u˙∗1(t)
]+ k4sgn(u2(t)− u∗2(t))[u˙2(t)− u˙∗2(t)]
= k1sgn(x1(t)− x∗1(t))
{−a11(t)[x1(t)− x∗1(t)] − a12(t)[x2(t)− x∗2(t)]
+ c1(t)[u1(t)− u∗1(t)]
}+ k2sgn(x2(t)− x∗2(t)){a21(t)[x1(t)− x∗1(t)]
− a22(t)[x2(t)− x∗2(t)] − d2(t)[u2(t)− u∗2(t)]
}
+ k3sgn(u1(t)− u∗1(t))
{−e1(t)[u1(t)− u∗1(t)] − d1(t)[x1(t)− x∗1(t)]}
+ k4sgn(u2(t)− u∗2(t))
{−e2(t)[u2(t)− u∗2(t)] + d2(t)[x2(t)− x∗2(t)]}
= [−k1a11(t)+ k2a21(t)+ k3d1(t)] ∣∣x1(t)− x∗1(t)∣∣+ [k1a12(t)− k2a22(t)+ k4d2(t)] ∣∣x2(t)− x∗2(t)∣∣
+ [k1c1(t)− k3e1(t)] ∣∣u1(t)− u∗1(t)∣∣+ [k2c2(t)− k4e2(t)] ∣∣u2(t)− u∗2(t)∣∣ .
It follows from (4.2) that
D+V (t) ≤ −
2∑
i=1
Ai(t)
∣∣xi(t)− x∗i (t)∣∣− 2∑
i=1
Ai+2(t)
∣∣ui(t)− u∗i (t)∣∣ . (4.3)
By (4.1), there are positive constants α and T ∗ such that
Ai(t) ≥ α > 0 for all t ≥ T ∗ and i = 1, 2, 3, 4. (4.4)
Integrating both sides of (4.3) on interval [T ∗, t],
V (T ∗) ≥ V (t)+
2∑
i=1
∫ t
T∗
Ai(s)
∣∣xi(s)− x∗i (s)∣∣ ds+ 2∑
i=1
∫ t
T∗
Ai+2(t)
∣∣ui(t)− u∗i (t)∣∣ ds. (4.5)
It follows from (4.4) and (4.5) that
V (T ∗) ≥ V (t)+
2∑
i=1
∫ t
T∗
{
α
∣∣xi(s)− x∗i (s)∣∣+ α ∣∣ui(t)− u∗i (t)∣∣} ds.
Therefore, V (t) is bounded on [T ∗,∞] and∫ ∞
T∗
∣∣xi(s)− x∗i (s)∣∣ ds <∞, ∫ ∞
T∗
∣∣ui(s)− u∗i (s)∣∣ ds <∞ i = 1, 2.
By Theorem 3.1, |xi(s)− x∗i (s)| and |ui(s)− u∗i (s)| (i = 1, 2) are bounded on [T ∗,∞].
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On the other hand, it is easy see that x˙i(t), x˙∗i (t), u˙i(t) and u˙
∗
i (t) (i = 1, 2) are bounded for t ≥ T ∗. Therefore, |xi(t)−x∗i (t)|
and |ui(t) − u∗i (t)| (i = 1, 2) are uniformly continuous on [T ∗,∞]. By Barbalat’s Lemma ([3], Lemmas 1.2.2 and 1.2.3), we
conclude that
lim
t→∞
∣∣xi(t)− x∗i (t)∣∣ = 0, limt→∞ ∣∣ui(t)− u∗i (t)∣∣ = 0, i = 1, 2.
This completes the proof. 
Acknowledgements
We would like to thank the referees for their careful reading of the original manuscript and many valuable comments
and suggestions that greatly improved the presentation of this paper.
References
[1] Z.D. Teng, Z.M. Li, H.J. Jiang, Pemanence criteria in non-autonomous predator–prey Kolmogorov systems and its applications, Dyn. Syst. 19 (2) (2004)
171–194.
[2] L. Gomez, R. Ortega, The periodic predator–prey Lotka–Volterra models, Adv. Differential Equations 1 (1996) 403–423.
[3] K. Gopalsamy, Stability and Oscillations in Delay Different Equations of Population Dynamics, Kluwer Academic, Dordrecht/Norwell, MA, 1992.
[4] H.I. Freedman, Deterministic mathematical models in population ecology, in: Monogr. Text-books Pure Appl. Math., vol. 57, Marcel Dekker, New York,
1980.
[5] Z.D. Teng, Uniform persistence of the periodic predator–prey Lotka–Volterra systems, Appl. Anal. 72 (1999) 339–352.
[6] L.S. Chen, Nolinear Biological Dynamical Systems, Science Press, Beijing, 1993 (in Chinese).
[7] Z.D. Teng, L.S. Chen, The positive periodic solutions of periodic Kolmogorov type systems with delays, Acta Math. Appl. Sin. 22 (1999) 456–464.
[8] Z.D. Teng, Y.H. Yu, The extinction in nonautonomous prey-predator Lotka–Volterra systems, Acta Math. Appl. Sin. 15 (4) (1999) 401–408.
[9] R.R. Vance, E.A. Coddington, A nonautonomous model of population growth, J. Math. Biol. 27 (1989) 491–506.
[10] J. Lasalle, S. Lefschetz, Stability by Lyapunov’s Direct Method, Academic Press, New York, 1961.
[11] S. Lefschetz, Stability of Nonlinear Control System, Academic Press, New York, 1965.
[12] Y. Kuang, Delay Differential Equations with Applications in Population Dynamics, Academic Press, NewYork, 1993.
[13] Y.K. Li, P. Liu, L.F. Zhu, Positive periodic solutions of a class of functional differential systemswith feedback controls, Nonlinear Anal. 57 (2004) 655–666.
[14] H.F. Huo, W.T. Li, Positive periodic solutions of a class of delay differential system with fedback control, Appl. Math. Comput. 148 (2004) 35–46.
[15] K.Wang, Z.D. Teng, H.J. Jiang, On the permanence for n-species non-autonomous Lotka–Volterra competitive systemwith infinite delays and feedback
controls, Int. J. Biomath. 1 (2008) 29–43.
[16] X.X. Chen, Almost periodic solutions of nonlinear delay population equation with feedback control, Nonlinear Anal. RWA 8 (2007) 62–72.
[17] Q.M. Liu, R. Xu, Persistence and global stability for a delayed nonautonomous single-species model with dispersal and feedback control, Differential
Equations Dynam. Systems 11 (3–4) (2003) 353–367.
[18] Y.H. Xia, J.D. Cao, H.Y. Zhang, F.D. Chen, Almost periodic solutions of n-species competitive system with feedback controls, J. Math. Anal. Appl. 294
(2004) 503–522.
[19] F.L. Nie, J.G. Peng, Z.D. Teng, Harmless feedback control for permanence and global asymptotic stability in nonlinear delay population equation, Stud.
Appl. Math. 120 (2008) 247–263.
[20] F.L. Nie, J.G. Peng, Z.D. Teng, Permanence and stability inmulti-species non-autonomous Lotka–Volterra competitive systemswith delays and feedback
controls, Math. Comput. Modelling 49 (2009) 295–306.
[21] K. Gopalsamy, P.X. Wen, Feedback regulation of logistic growth, Internat, J. Math and Math. Sci. 16 (1993) 177–192.
[22] P.X. Weng, Existence and global stability of positive periodic solution of periodic integrodifferential systems with feedback controls, Comput. Math.
Appl. 40 (2000) 747–759.
[23] Y.N. Xiao, S.Y. Tang, J.F. Chen, Permanence and periodic solution in competition systemwith feedback controls, Math. Comput. Modelling 27 (6) (1998)
33–37.
[24] F.D. Chen, The permanence and global attractivity of Lotka–Volterra competition system with feedback controls, Nonlinear Anal. RWA 7 (2006)
133–143.
[25] Z.D. Teng, L.S. Chen, Uniform persistence and existence of strictly positive solutions in nonautonomous Lotka–Volterra competitive systems with
delays, Comput. Math. Appl. 37 (1999) 61–71.
