Abstract. The paper aims at presentation of results of research on detection and recognition of 
Introduction
The problem of an automatic detection of railway signs has become a subject of numerous research projects. This is mainly related to the appearance on the market in recent years of mobile scanning systems which, more and more often, are utilized to obtain data concerning such linear objects, as roads or railway lines. Those data in the form of point clouds and digital images constitute huge data sets. This necessitates the application of automatic methods for data processing which include, among other things, detection of railway signs that can be found along the route in the course of measurements. This is a practical issue, which the paper authors have faced in their research works related to the implementation of the project concerning the determination of railway track clearance gauge based on data derived from laser scanning and photogrammetry.
In this paper the authors present results of research on the utilization of artificial intelligence for detecting and recognizing specific railway signs, that is W11p1 and W11p2 signs. W11p signs are placed 200 meters (W11p1) or 400 meters (W11p2) before railway crossing equipment functioning indicator. They are an additional 84 S. Mikrut, Z. Mikrut, A. Moskal, E. Pastucha safety measure and it is very important to recognise them to warn the engine-driver. Its colour, orange, and size indicate its significance: it has to easily be separated from surroundings and other railway signs.
Related works
When studying works on the subject that have been published, one can notice a definite majority of algorithms concerning the detection of railway signs, with still much space left for the creation of solutions concerning railway signs. It should be stressed, however, that the existing algorithms are not universal ones. This is related to the lack of unification of signs in road and railway transport systems in different countries. The differences in existing solutions are also connected with the intended use of those solutions. One can distinguish two main directions in the utilization of developed schemes: inventory-related purposes, and driver assistance systems. Driver assistance systems operate in a real time and are usually composed of a single camera [6, 16] . On the other hand, the inventoryrelated projects employ platforms composed of several sensors, such as digital cameras, NIR cameras, or positioning units, and data that have been collected are analysed in an off-line mode [1, 15] . Despite many differences between solutions that are offered, there exists a common scheme of action [12] . After the initial localisation of a sign, there follows a determination of its belonging to the relevant category of objects (warning, mandatory, or prohibitory sign). Many works are devoted to the detection of a single sign type, which puts an end to their research at that stage [13] . In the event that several signs belonging to various categories are considered, it is necessary to proceed with the second stage, namely the classification of signs [14] .
Detecting a searched-for object in a digital image and assigning it to the proper functional group is performed based on shape and colour features of signs. The majority of algorithms operate on colour images. Most often they are obtained in the RGB colour space [8] . However, this colour space is sensitive to changes in lighting, so that is why it is often transformed into HSV colour space [14] or HSI colour space [4] . A way to eliminate errors from images resulting from variable weather and daylight conditions is to move to CIE XYZ colour space, and then to utilize the CIECAM97 colour appearance model during transformation to LCH [6] . To intensify a specific colour, one can use chromatic and morphological filters [16] .
Subsequent steps are performed depending on the adopted mathematical and IT tools. Part of solutions is divided into two stages. In the first step, the process of segmentation is carried out. Through the selection of proper threshold, the space of search is reduced to regions of interest. That process may involve the whole image, a single channel [4] or an image obtained as a result of relation between selected channels where one colour is selected as a reference one [3] . Selection of proper segmentation thresholds is made manually or automatically on the basis of histograms [9] . The image may be processed based on a single selector threshold value, and also iteratively, with the use of a set of thresholds [15] . In the second step, the object's shape is determined. The analysis takes places in the regions of interest that have been obtained during segmentation. The outline of the sign is obtained through the use of a shape detector, operating on gradient and edge maps [14] , or through the isolation of the object corners by means of processing the image with a set of specially prepared masks [3] . Another method of obtaining the shape of the sign is to apply feature descriptors, such as histograms of oriented gradients (HOG), to train linear classifiers [16] . An interesting way is to prepare histograms that describe possible orientation of edges, which are present in the sign, and to compare them with a model layout that is specific for the given shape [6] .
Another method is to prepare a set of manually developed patterns in the form of various resolution images, where Detection of matching objects takes place with the use of correlation [8] .
Among methods that are used, one can distinguish those, in which there is no strict division into two stages. [6] . It consists in defining a special grid, whose main point coincides with the sign centre. The location of grid nodes determines the sign segments. Next, the orientation of each segment is calculated and based on that information a vector is constructed that describes the sign shape features. Still another solution was proposed in [14] . The algorithm is based on the use of a classifier that compares images of searched-for objects in discreet colours with model images. Additionally, sets of local features, characteristic for given functional groups, are considered. Also neural network, proposed in work [5] , is a method of object classification. This is a double-layer CHAM (configurable heteroassociate memory) network.
A set of features entered into that network is created as a result of binarization of internal part of the sign. 
Colour-based segmentation
Colour hues of type W11p railway signs are very diversified (see Fig. 1a) ). For that reason it was decided to apply advanced techniques of segmentation: aggregation of 3D histogram of pixels that belong to the sign, and neural networks. When creating the segmentation algorithm, results of previous works, described in papers [11] and [10] were utilized.
Generation of data to train the network
Three HSV components of single image pixels provide the basis for segmentation. In each image from the training set, regions corresponding to detected signs were manually marked. In those regions, 3D histograms were calculated. For calculation time reasons, the histogram was aggregated to the size of 100x100x100 bins (HSV).
An assumption was made that most of pixels corresponding to the sign colour would be found within the marked region, and so there would exist the maximum for that colour in the histogram. At the same time, within the marked region, there might occur pixels not corresponding to that colour, for example reflections or other deformations caused by a non-uniform lighting. For that reason, before the extraction of pixels to the training set, those regions had to be eliminated.
Once the histogram maximum has been established, the person who makes the corrections changes interactively the threshold. Changing the threshold has to increase the acceptable distance between HSV pixel components and colour components that correspond to the maximum [7] .
To minimize the calculation time, the Chebyshev metric was used to determine distances: • pixels of the "sign" class are considered in terms of "redundancy". The common part of both classes gets classified under the "sign" class and removed from the "others" class,
• the number of pixels from the "sign" class gets reduced. The common part of both classes gets classified under the "others" class and removed from the "sign" class.
In the above referenced papers, namely [11] and [10] , as well as in this paper, the first solution has been chosen.
Results of neural network training
For segmentation, neural networks of the backpropagation type were used. They are considered to be one of the the first number means that many pixels from the "others"
class were classified as the "sign" class pixels. This will probably increase the number of "fake" objects and, possibly, the size of "true" objects. In turn, a high value of the number in the bottom left corner (as compared with the previous number) will reduce the field of the object detected in the course of segmentation.
Recognition
After neural networks had been created and trained, a concept was developed to process neural network results in order to detect and classify W11p1 and W11p2 signs. The algorithm was divided into four stages: stages I and IIinitial processing carried out on images of decreased resolution, stages III and IV -detection and classification of signs.
Stage I:
• decrease resolution of the original image
• convert the image: RGB -> HSV
• have the image processed by the neural network
• generate N1 neuron responses image
• automatically determine the binarization threshold, and binarize
• After converting the cropped image to the HSV colour space, the pixels were entered into the neural network.
The network, of the 3-13-2 structure, was created previously (cf. Section 4). It has three input neurons corresponding to the HSV components, thirteen neurons in the hidden layer, and two output neurons. Responses at two N1 and N2 neurons correspond to the "sign" and "non- will be made by using only neuron N1 responses image (Fig. 2) .
Neuron N1 responses images (Fig. 2) In order to limit the quantity of processed regions, small, as well thin longitudinal and horizontal objects are removed. Due to a substantially tolerant size of the automatic threshold, there is a chance that during binarization signs with large surrounding areas will be isolated. That is why all regions, which have not met any of the above criteria and have the number of pixels in excess of the set number of pixels, are included in the analysis (Fig. 3) .
The set number of pixels was derived empirically based on training set cases. An assumption was made that both the first selected threshold -threshold I, and the bounding box of the region of interest as created on the basis of Stage I do not have to be the best solutions (Fig. 4) . Therefore, multiple dynamic changes of both the threshold and the bounding box were applied.
There are three processing steps in this stage, where there is an opportunity to detect a sign. Algorithm proceeds to another step only, if a sign was not detected yet. 
where:
α -angle of inclination in relation to the horizontal line of the longer diagonal of the ellipse circumscribing the object (Fig. 5) p -bounding box sides ratio a, b -bounding box sides length (Fig. 5) A -object surface area ( old reaches minimal allowed value specified in stage I (Fig. 8) .
d -discrepancy between actual parameters and ideal pa- When the discrepancy (3) begins to increase, the process is interrupted, and the last but one threshold is recorded. In addition, after each iteration, the adherence of the object to the bounding box sides is checked. When pixels of the biggest object in the image fragment start approaching its edge, the bounding box is extended from the side of that edge.
In the event that during the first processing the calculated object parameters in the analysed region have not fallen within the defined ranges (2), processing shall be made once again, testing consecutive threshold values, starting with 1. Each time parameters of the biggest object within the binarized area shall be tested in relation to acceptable values (2) (Fig. 8) .
After each testing, and if the sign has not been detected, the bounding box shall be updated in accordance with rules as earlier described. When iterations have reached the set minimum threshold, and the parameters of the biggest object do not fall within the acceptable values (2), the region of interest does not include the sign. However, if at one of the binarization threshold values tested, the object parameters fall within the range of acceptable values, the sign gets detected, and the algorithm begins to determine the best binarization threshold and the bounding box.
In that case the algorithm behaves similarly as described above, yet the change of the threshold begins with the value of the first threshold of the sign detection (Fig. 7) ( Fig. 8) .
The third processing is performed only when previous attempts have failed to detect the sign. Calculations are made in the same way as during the second processing but this time they are followed by additional morphological operations. After each binarization, the image is subjected to dilation.
The location and size of the bounding box, as well as the best-selected threshold from Stage II of each potential sign detected provide input data for the next stage. and morphological operations performed. Therefore, the bounding box remains unchanged but the threshold is subjected to further tests (Fig. 9) . If the tested threshold has reached the minimum threshold value, and the discrepancy between object parameters and model parameters is bigger than the maximum acceptable value, the object shall be marked as the "non-sign" one.
Otherwise, the object shall be marked as the "sign" and passed to the next stage, i.e. the classification (Fig. 9) .
STAGE IV. All detected signs are subjected to classification into two categories: W11p1 and W11p2, which differ in the number of black triangles within signs (Fig. 10 ).
At this research stage, classification is carried out by comparing the detected object with the template. (Fig. 10) .
Signs in images as
Firstly, after straightening, the image of the object to be classified is cropped down to the object boundaries. Secondly, all templates are scaled to the object's size. Finally, a comparison image is created for each template from the deformed model set. That image is produced by subtracting the scaled template from the binary image that includes the detected sign (4) . That model, which in the comparison image has the most zero-valued pixels, is selected as the corresponding model (e.g. Fig. 11 d) ). 
• (e), 18
• (f), 27
• (g).
RESULTS -the learning set
The learning set on which the algorithm has been con- Finally, all eighteen signs were correctly detected (false negative equalling zero), and none of images fragments was incorrectly marked as the sign (false positive equalling zero). Classification into W11p1 and W11p2 sets was also carried out successfully, and all signs were classified correctly.
RESULTS -the test set
The test set was composed of 118 images. 27 of them depicted a single sign, 22 of them included two signs, one on every side of railway, while 69 of them did not include any signs. In total, 71 signs had to be localised and then recognized, 5 W11p2 type signs and 66 W11p1 type signs.
The algorithm detected 76 signs, 12 of them were false positive and, consequently, 7 signs were not detected at all (false negative).
During the classification stage, 62 correctly detected signs were classified precisely, and 2 not.
Part of signs was not detected because they were covered by vegetation (Fig. 12) . Another problem was that of the position of the sun in relation to the camera. Global re- 
Summary
The algorithm as proposed herein achieves about 90% effectiveness at detecting W11p signs and about 97% effectiveness at classifying them. When reviewing the per- 
