An iterative controller tuning based on a frequency criterion is proposed. The frequency criterion is defined as the weighted sum of squared errors between the desired and measured gain margin, phase margin and crossover frequency. The method benefits from specific feedback relay tests to determine the gain margin, the phase margin and the crossover frequency of the closed-loop system. The Bode's integrals are used to approximate the derivatives of amplitude and phase of the plant model with respect to the frequency without any model of the plant. This addit,ional information is employed to estimate the gradient and the Hessian of the frequency criterion in the iterative controller tuning method. Simulation examples and experimental results illustrate the effectiveness and the simplicity of the proposed method to design and tune the controllers.
Introduction
Recently, a great attention has been given to the datadriven controller design methods wit.hout or wit.h little use of models. These methods use the experimental closed-loop data and do not suffer from unmodeled dynamics like the model-based approaches. They can generally be applied to the slowly time-varying systems as well. The Iterative controller tuning met.hods are usually based on the minimization of a time domain criterion. The main drawbacks are the fact that the real-time experiments are usually long and expensive and the effects of the measurement noise and the disturbances on the acquired data are cumbersome. On the other hand, the robustness specifications cannot be explicitly included into the criterion. In this paper, a frequency criterion is proposed which will be minimized iteratively. The frequency criterion is defined as the weighted sum of squared errors between the desired and measured gain margin, phase margin and crossover frequency. Thus the robustness of the 
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closed -loop system is directly taken into account in the criterion. The method benefits from specific feedback relay tests to determine the gain margin, the phase margin and the crossover frequency of the closed-loop system. In each experiments only the amplitude and the phase of the loop transfer function are measured. These experiments are shorter than the conventional experiments for controlle? tuning and are less sensitive to the measurement noise and disturbances.
The main contribution of this paper is the use of Bode's integrals for the estimation of the gradient and the Hessian of the frequency criterion. The Bode's integrals 111 show the relation between the phase and the amplitude of minimum phase stable systems. It was shown in [4] how these integrals can be used to approximate the derivatives of the amplitude and the phase of a system with respect to frequency at a given frequency. It is interesting to notice that the approximation is made only with the knowledge of the amplitude and the phase of the system at the given frequency and the system static gain. In this paper the results will be extended to the estimation of the derivatives of the amplitude and phase of t.he system with respect to the controller parameters. As a result, with a simple relay test, not only the phase margin and the crossover frequency are identified (criterion evaluation) but also the gradient and the Hessian of the frequency criterion are approximated with no parametric model of the plant. The simulations and the experimental results show the fast convergence of the proposed iterative method. F i g u r e 1: Relay experiment for phase margin measurement
Consider Figure 1 . The condition for obtaining a limit cycle is given by the following equation :
where a is the amplitude of the signal at the relay input. This equation is equivalent to Let w, be the measured limit cycle frequency (equal to the crossover frequency) and a, the relay input amplitude. Then the phase of the identified point can be computed as follows:
and t,he phase margin a, is then given by
In [3] a similar closed-loop relay test is proposed to determine the gain margin. To improve the measurement's precision of the proposed relay experiments, the relay can be replaced by a saturation nonlinearity and a time varying gain as shown in [7]. 3 
Bode's integrals
The relations between the phase and the amplitude of a stable minimum-phase system have been investigated for the first time by Bode [l] . The results are based on Cauchy's residue theorem and have been extensively used in network analysis. Two integrals are presented in this section. The first one, which is well known in the control engineering field, shows the relation between the phase of the system at each frequency as a function of the derivative of its amplitude. But the second integral has been used in the control design for the first time in 141. The integral shows how the amplitude of the system at each frequency is related to the derivative of the phase and the static gain of the system. [ l ] that for a stable minimum-phase transfer function G ( j w ) , the phase of the system at WO is given by:
Derivative of a m p l i t u d e Bode has shown in
where U = In$-. Since I n c o t h q decreases rapidly as w deviates from WO, the integral depends mostly on (the slope of the Bode plot) near WO. There fore, assuming that the slope of the Bode plot is almost constant in the neighborhood of WO.
LG(jw0) can be approximated by:
LG(jw0) e -
(3)
This property is often used in loop shaping where the slope of the amplitude Bode plot at crossover frequency is limited to -2OdBldecade in order to obtain approximately a phase margin of 90". Here the measured phase of the system at WO is used to determine approximately the slope of the amplitude Bode plot (sa):
Derivative of phase
The second Bode's integral shows that the amplitude of a stable minimum-phase system can be determined uniquely from its phase and its static gain. More p r e cisely, the logarithm of the system amplitude at WO is given by [l] :
where K g is the static gain of the plant. In the same way, assuming that i G ( j w ) / w is linear (in a logarithmic scale) in the neighborhood of W O , one has: which gives the slope of the Bode phase plot at WO:
Note that for the systems containing an integrator, the static gain cannot be computed. For such systems, the static gain of the system without the integrator should be estimated and used in the above formula (note that the phase of the integrator is constant and its derivative is zero). The first term in the above equation is equal t o a L K ( j w , ) / a p which is completely known at each iteration. Furthermore one has:
Again, the first term is completely known and sp(wc) can be approximated using Eq. (6) . Now, it only remains to compute aw,/ap. For this purpose, we use the fact that the loop gain at U, in each iteration is equal to 1, therefore its derivative (or derivative of its logarithm) with respect to p will be zero. Then one has:
but from the Bode's integral (see Eq. Notice that the gradient of the criterion is computed using only the measured crossover frequency wc and the measured amplitude and phase of the plant. In the same way, the Hessian of the criterion can be approximated without any additional information as follows:
The last two terms can be neglected because they are small especially in the neighborhood of the final solution. In addition, this simplification makes the Hessian always positive which fixes the numerical problems normally encount,ered in the iterative Newton algorithm.
The use of the Hessian matrix in the iterative formula (Eq. 8) instead of R significantly improves the convergence speed.
1 aw, aw,
.w: ap ap Q$ m 5 Iterative procedure for phase a n d gain margins a d j u s t m e n t
In the previous section, the controller is designed using only the information on one frequency point of the plant. Although this approach is very fast and simple and works well for the majority of the industrial processes, it may not work appropriately for some complex high-order systems. This means that the specifications may be satisfied just locally at the crossover frequency and it is possible that the behavior of the s y~ tern changes drastically elsewhere, leading for example to a very small gain margin. For such systems, it may be preferable to tune the phase and gain margins at the same time. However, this necessitates two relay experiments in each iteration: one relay test to measure the gain margin and the other for the phase margin. A frequency criterion can be defined as follows:
where Ku = lL(jwu)l is the amplitude of the loop trans-
fer function where it intersects the negative real axis (LL(jw,) = --R). w,, is the critical loop frequency and
Kd is the inverse of the desired gain margin. The gradient of the criterion is given by:
where K: is the derivative of the critical loop gain with respect to p computed as follows:
The first term is equal to /G(jw,)I.alK(jw,)j/ap which can be easily computed at each iteration. The second term can be approximated using the Bode's integrals in a similar way as is done for the phase margin. First the derivative of the amplitude of the loop gain is computed using Eq. (4) as follows:
Then aw,/ap is computed using the fact that in each iteration LL(jw,) = --R and consequently its derivative with respect to p will be zero, which gives:
The first term in the above equation is equal to aLK(jw,)/ap which can he computed knowing the controller at each iteration. Furthermore one has:
Again, knowing the controller at each iteration, the first term in the right hand side can be computed while the second term is approximated using the Bode's integral of Eq. (6). Therefore aw,/ap is given by:
In a similar way an approximation of the Hessian can also be computed as follows:
1 aw, aw, This model was proposed in [6] and represents a difficult problem to be solved using a PID controller. It should he noted that neither the traditional ZieglerNichols method nor a more advanced method based on a first-order plant model [a] can give a stabilizing controller for this plant. In the following, it is shown that a PID controller which confers appropriate specifications on the closed-loop system can be tuned with the iterative phase and gain margins adjustment method. This method requires two experiments per iteration and is more convenient for high-order complex systems. However, one should note that the experimental time for the gain margin measurement can be chosen to be smaller than that of the phase margin, because the critical frequency is appreciably larger than the crossover frequency.
The specifications are set for this example at 
with a performance criterion of 0.0017. This controller gives 0.1997 rad/s for the crossover frequency, 66.0' for the phase margin and 2.97 for the gain margin. It should be noted that no significant improvement can be achieved with further iterations. A comparison of the closed-loop performance between the initial controller and the final one in Fig. 2 shows that a much smaller settling time is achieved with an overshoot of only 0.7 %.
Step response consists of three cylinders T1, T2 and T3 which are interconnected in series by two connecting pipes. Two pumps, driven by DC motors, supply the tanks T1 and T2 with the liquid (water) collected in a reservoir. The water level in each tank is measured by a piezeresistive pressure transducer. The first tank is equipped with a manually adjustable valve which lets the water outflow at rate Q, , t to the reservoir. The input U of the process is an electrical signal which controls the flow rate Q1 into the first tank. The output y of the process is the voltage of the piemresistive pressure transducer of T2, which is proportional to the level L with a negative gain. The second pump acts as an output disturbance to the system. The control objective is to maintain the level of T2 at a desired value. Due to nonlinear relations between the input flow rate Q1, the output flow rate QOut and the tanks' levels, the transfer function of the considered system is nonlinear. Step response of the closed-loop system (dashed line: Kappa-Tau, solid line: proposed)
It is worth mentioning that even if the estimation errors of s. might be large due to the presence of an unknown pure time delay in the plant model, the criterion converges rapidly enough. The reason is that in the Gaussn'ewton algorithm the quadratic criterion will converge to its minimum value even with an a p proximative gradient.
7 Real-time experiment
In this section, experimental results obtained with a three-tank system (Fig. 3) The closed-loop test applied to the system with this controller gives the following estimates: e,,, = 86.2", w, , , = 0.085rad/s.
As the estimated values are close to the desired ones, there is no need for further iterations. A comparison between the time response of the closed-loop system with the Kappa-Tau controller and the proposed one is shown in Fig. 4 . The step response is normalized and the output disturbance concerns a constant flow rate Qz for the pump 2 applied at t = 160s. It can be seen that the proposed controller gives a much better performance for the closed-loop system in terms of disturbance rejection, overshoot and settling time.
Step and load disturbance response The effectiveness and rapidity of the proposed a l g e rithm is shown in Fig. 5 for an autetuning experiment. During the first 500 seconds the initial cont,roller is implemented on the real system and measurements are performed. Then the controller is updated and a new test is carried out for measuring the phase margin as well as the crossover frequency.
As shown in this section, the proposed iterative tuning algorithm is fast enough to be used for the autetuning of real processes. 8 
Conclusions
An iterative approach for tuning the controller parameters with specifications on gain margin, phase margin and crossover frequency was proposed. This approachtakes advantage of the Bode's integrals to estimate the gradient and the Hessian of a frequency criterion and therefore requires no parametric model of the plant. The proposed iterative approach converges in a few iterations to the minimum of the frequency criterion and can be used for auto-tuning of industrial plants. Simulation and experimental results show the effectiveness of the proposed method to tune PID controllers. However the proposed method is not restricted to the PID controllers and can be applied to other type of controllers.
