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RESUMO: O objetivo deste artigo é de analisar a aplicabilidade da Lei Geral de Proteção de Dados 
(LGPD) – Lei nº 13.709/2018 – como marco de proteção de dados pessoais, no contexto de um 
urbanismo orientado por dados que disciplinam os sistemas de mobilidade urbana. Os aplicativos de 
transporte público ou coletivo e as demais aplicações que se utilizam da geolocalização constituem 
plataformas que geram e trabalham os dados dos usuários – e, nesse contexto, é a informação gera-
da por cada usuário que constrói algoritmos e modelos para governança da mobilidade urbana. Sua 
hipótese é de que os dados não constituem mais mera informação para a decisão, mas sim determi-
nantes dos modelos de decisão algorítmicos – o que só é possível por meio do aprendizado de máqui-
nas e das inteligências artificiais, sugerindo uma economia que tem nos dados um ativo importante 
em si e a formação de padrões estratégicos forjados na análise em tempo real desses dados. Objetos 
específicos: i) analisar a aplicabilidade da LGPD no contexto das plataformas de mobilidade urbana 
sob o ponto de vista da proteção da privacidade e da transferências de dados pessoais entre agentes 
privados; ii) interpretar sistematicamente a LGPD, com vistas aos princípios constitucionais e ao 
contexto socioeconômico. Resultado: a cultura de proteção de dados promete ser o principal legado 
da LGPD, influenciando organizações a possuir um sistema protetivo para garantir sua confiabilidade 
e competitividade, pois o cenário do big data invoca desafios à regulação que observe direitos funda-
mentais que fogem do Estado e pressupõem formas de normatividade que contemplem a realidade 
econômica, social e política da sociedade orientada por dados. A dinâmica complexa da mobilidade 
urbana e a massividade de dados produzida por ela indica essa dificuldade para a regulação atender 
àquilo que só as inteligências artificiais conseguem. Quanto à metodologia, utilizamos o método de 
procedimento hipotético-dedutivo, com abordagem qualitativa e técnica bibliográfico-documental.
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ABSTRACT: The purpose of this paper is to analyze the applicability of the General Data Protection Act 
(LGPD) – Lei n. 13.709/2018 – as a mark of personal data protection, in the context of a data-driven 
urbanism that disciplines urban mobility systems. Public and mass transit apps and other applications 
that use geolocation are platforms that generate and work user data – and, in this context, the 
information generated by each user is what builds algorithms and models for urban mobility 
governance. Its hypothesis is that the consideration of the consent of individuals to whom data are 
collected – LGPD’s core principle in this regard – may be insufficient for effective privacy protection, 
given that the way in which such data are managed and operationalized in practice distances itself 
from the simple gathering of data and its impediment. Specific objects: i) to analyze the applicability 
of LGPD in the context of urban mobility platforms from the point of view of protecting privacy and the 
transfer of personal data among private agents; ii) to systematically interpret LGPD, with a view to 
constitutional principles and the socioeconomic context. As a result, data protection culture promises 
to be LGPD‘s main legacy, influencing organizations to have a protective system to ensure their 
reliability and competitiveness, as the big data scenario invokes regulatory challenges that observe 
fundamental rights that escape the state and presuppose forms of normativity that contemplate the 
economic, social and political reality of data-driven society. The complex dynamics of urban mobility 
and the mass of data produced by it indicate such difficulty for regulation to meet what only artificial 
intelligences can achieve. Methodology: hypothetical-deductive procedure method, with qualitative 
approach and bibliographic-documentary technique.
KEYWORDS: General Data Protection Act; urban mobility platforms; digital economy; urbanism; 
privacy.
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INTRODUÇÃO
A proteção jurídica dos dados no Brasil tem seu marco normativo na 
Lei Geral de Proteção de Dados (Lei nº 13.709/2018), instituída em 2018, 
mas que entrou em vigor em 2020. Essa lei, conforme seu primeiro artigo, 
dispõe sobre os dados pessoais, de pessoa natural ou jurídica, tendo o obje-
tivo de proteger os direitos fundamentais de liberdade, privacidade e o livre 
desenvolvimento da personalidade. O contexto dessa forma de mobilidade 
urbana é a economia orientada por dados, que transforma a economia in-
formacional ao incorporar a gestão das informações e análise da massiva 
big data, que só é capaz por meio do aprendizado de máquinas e das inte-
ligências artificiais, sugerindo uma economia que tem nos dados um ativo 
importante em si e a formação de padrões estratégicos forjados na análise 
em tempo real desses dados – algo que só as máquinas são capazes de fa-
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zer. Portanto, os dados não são mais mera informação para os processos de 
decisão, mas determinante ao compôr os modelos de decisão algorítmicos. 
Esta pesquisa se justifica pela importância de se compreender a LGPD 
dentro do cenário da economia e do urbanismo orientados por dados, tendo 
em vista apontar contradições, vácuos ou forças da lei que entrará em vigor 
ao analisar os conceitos e os dispositivos legais. Do ponto de vista constitu-
cionalista, trata-se de entender como direitos fundamentais na ordem jurí-
dica brasileira estão sendo regulamentados por atos normativos elaborados 
em um contexto socioeconômico imprevisto quando da promulgação da 
Lei Maior.
Considerou-se, para a elaboração deste trabalho, o seguinte problema 
de pesquisa: a proteção de dados pessoais prevista na LGPD é aplicável 
à mineração de dados promovida pelas plataformas de mobilidade urba-
na? Em relação a tal questionamento, a hipótese apresentada é a de que 
os dados não constituem mais mera informação para a decisão, mas sim 
determinantes dos modelos algorítmicos – o que só é possível por meio 
do aprendizado de máquinas e das inteligências artificiais, sugerindo uma 
economia que tem nos dados um ativo importante em si e a formação de 
padrões estratégicos forjados na análise em tempo real desses dados. Nesse 
sentido, a consideração do consentimento dos indivíduos sobre quem os 
dados são coletados – princípio nuclear da LGPD neste tocante – pode ser 
considerada insuficiente para uma efetiva proteção da privacidade, tendo-se 
em vista que o modo de gerenciar e operacionalizar tais dados na prática 
se distancia da simples obtenção de dados, ou do seu impedimento – o 
consentimento não tem sentido nesses contextos, de complexas técnicas de 
tratamento de dados, constituindo, assim, uma rendição completa sobre sua 
informação (Solove, 2004, p. 51).
O objetivo geral deste artigo é analisar a aplicabilidade da LGPD 
como proteção de dados pessoais sob o contexto de um urbanismo orien-
tado por dados que disciplinam os sistemas de mobilidade urbana. Os apli-
cativos de transporte público ou coletivo e as demais aplicações que se 
utilizam da geolocalização constituem plataformas que geram e trabalham 
com os dados dos usuários; nesse contexto, a informação gerada por cada 
usuário, usada para treinar e construir algoritmos e modelos para governan-
ça da mobilidade urbana. Já os seus objetivos específicos, sendo cada um 
traduzido em um dos subtítulos deste trabalho, são: i) a análise da aplicabi-
lidade da lei no contexto das plataformas de mobilidade urbana sob o ponto 
de vista da proteção da privacidade e da transferências de dados pessoais 
entre agentes privados; e ii) a leitura sistemática da LGPD, tendo em vista 
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os princípios constitucionais e o contexto econômico e social, que vêm à 
tona no questionamento do conceito de consentimento que será aplicado 
pela lei, bem como os limites de sua efetiva substancialidade no cenário do 
dirigismo informacional. 
A fim de tornar factíveis tais objetivos, o artigo faz uma reflexão que 
parte de uma lógica dedutiva e de abordagem qualitativa, pois foi abstraída 
de uma revisão bibliográfica ampla i) da análise doutrinária da LGPD, ii) da 
proteção jurídica de dados, iii) da economia orientada por dados e iv) do 
urbanismo orientado por dados, uma resposta sobre a aplicabilidade dos 
conceitos da LGPD no cenário da mobilidade urbana.
1 A ECONOMIA ORIENTADA POR DADOS E A PROTEÇÃO JURÍDICA DOS DADOS NO BRASIL
A estrutura jurídica que normatizou a proteção aos dados está in-
serida no contexto de uma economia orientada por dados (data driven 
economy), também chamada de economia digital/informacional. Esse con-
texto de transformação digital corresponde à criação de um novo tipo de 
economia, orientada pelos dados gerados na rotina do dia a dia urbano, 
conectando digitalmente indivíduos e máquinas (Ciuriak, 2018, p. 12). Con-
figura-se, assim, uma tendência de conversão de todas as práticas da vida 
social, política e econômica em dados, os quais podem, consequentemente, 
ser monitorados e manipulados. É um cenário na qual Zuboff (2019, p. 222) 
identifica uma rendição da experiência da vida cotidiana aos dados rentá-
veis – um mecanismo tecnológico que transforma os hábitos e os comporta-
mentos ativos economicamente valiosos e complexos.
Pensar a regulação na sociedade informacional perpassa, então, pela 
compreensão da economia política das plataformas orientadas por dados, 
sujeitas ao seu potencial monopolista e de inviabilidade de competição 
quanto à gestão do espaço digital. A noção de plataforma é importante, 
pois indica que o poder, a funcionalidade e os recursos nela envolvidos 
dependem de arquiteturas que incorporam e extrapolam os limites de orga-
nizações formais ou Estados – eis que permitem a interação paralela entre 
pessoas, máquinas (mormente inteligências artificiais e algoritmos) e empre-
sas. Essa complexidade das práticas informacionais surge como ameaça ao 
direito de privacidade e à capacidade cidadã de acessar, manipular, redis-
tribuir, discutir e rearticular informações importantes (Hildebrandt, 2018, 
p. 2-3).
Do ponto de vista do desenvolvimento econômico, a economia 
orientada por dados sugere um novo modelo, baseado na transformação das 
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estruturas, que pode ser traduzida como a transição da economia baseada 
no conhecimento (knowledge-based economy) para a economia orientada 
por dados (data driven economy, ou DDE) (Ciuriak, 2018, p. 13), tendo esta 
última como principais características: i) a assimetria como fundação; ii) a 
industrialização do aprendizado por meio das inteligências artificiais; iii) a 
concentração de mercado e monopólio das grandes empresas; iv) a moneti-
zação dos dados; v) os riscos sistêmicos.
A ideia de que a sociedade informacional iria proporcionar o conhe-
cimento para todos é confrontada com a realidade do big data, em que a 
quantidade massiva de dados impossibilita sua interpretação pela mente 
humana e pelas práticas individuais, dependendo de estruturas computacio-
nais poderosas, preparadas para extrair sistematicamente dados importantes 
a partir de algoritmos dirigidos. Sobre a manipulação assimétrica do big 
data, além da relação desigual entre as grandes corporações informacionais 
e as pessoas, também é possível inferir que a administração e a interpreta-
ção dos dados digitais massivos instituam uma desigualdade entre o Estado 
e as pessoas3, em razão da qual “o big data pode se transformar no big 
brother” (Cukier; Mayer-Schoenberger, 2013, p. 30).
O paradigma do big data traz consigo um elemento importante, que 
revela cada vez mais a assimetria entre usuários e controladores de dados: 
a tecnologia da informação sensível ao contexto – e razão da qual a gestão 
e a criação de dados digitais se adapta à entrada e à saída de dados no 
contexto do usuário e de seu ambiente. Ou seja: não se trata de dados sim-
ples (informações básicas de local ou tempo), mas sim de dados geridos e 
categorizados conforme o contexto e a relação entre os usuários em tempo 
real (o que também inclui a relação entre objetos autônomos conectados à 
internet, a chamada “internet das coisas”)4.
Essa possibilidade, independentemente de considerações sobre se ela 
se origina a partir das ações das empresas ou do Estado, indica a era da 
mineração de dados (data science), em que o direito à privacidade ganha 
nova relevância. As formas de proteção dos dados alcançam formas digitais 
3 Também entre Estados que se relacionam conforme a orientação centro-periferia, em que a desigualdade 
do ponto de vista da economia política institui um uso de dados baseado em uma hierarquia de capacidade 
técnica para lidar com o big data, mesmo que traçando interesses humanitários, conforme destaca a pesquisa 
de Mann (2018, p. 35) ao criticar o desajuste estrutural na análise de dados por entidades norte-americanas 
e europeias em trabalhos voluntários na África.
4 A capacidade de interagir no contexto de big data é de diálogos entre máquina-máquina, processando em 
conjunto o comportamento humano. É a receita dos mecanismos inteligentes que conseguem processar dados 
em tempo real, algo que não seria possível com intervenção humana (Chen, 2012, p. 383).
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de preservação das identidades anônimas após os dados serem publicados; 
sendo assim, torna-se necessário que informações sensíveis (informações 
sobre saúde, genética etc.) sejam impossibilitadas de serem reidentificadas. 
Todavia, conforme a tendência estrutural de monetização dos dados, o mer-
cado adere a uma perspectiva contratualista, em que o uso dos dados em 
detrimento da privacidade pode se dar, desde que haja devida compensa-
ção aos indivíduos pelos coletores de dados (Xu et al., 2015, p. 1256). 
A informação sempre foi importante para as transações mercantis (da-
dos relativos aos preços, principalmente). Sempre foi vital para a governan-
ça estratégica das empresas e das economias nacionais, e essa dimensão 
da gestão de dados já é bem compreendida e consolidada. Entretanto, na 
economia orientada por dados, ela ascende à categoria da valorização e 
da monetização dos próprios dados – o que faz com que estes deixem de 
ser um elemento auxiliar nos negócios, tornando-se uma grande plataforma 
em que a negociação de dados pessoais (conexões, opiniões. preferências e 
padrões de consumo) tem valor em si mesmo (Mayer-Schonberger; Cukier, 
2013, p. 82-83). E a competição das grandes empresas nada mais é que 
uma competição pela capacidade de despossessão dos usuários, ou seja, 
pela potência de seus algoritmos usados para extrair dados cada vez mais 
valiosos (Zuboff, 2019, p. 155).
Essa mercantilização dos dados permite o surgimento de uma nova 
indústria, em que corretores de dados (“data brokers”) operam obtendo in-
formações de usuários e as negociam conforme os interesses das corpora-
ções, tanto ao adquirirem dados coletados por empresas e governos quanto 
ao coletarem por si próprios e organizarem informações públicas a respeito 
de pessoas ou grupos. Essa função revela a assimetria do controle dos da-
dos, justamente porque a capacidade de proteger a privacidade depende 
da capacidade técnica e econômica de geri-los e interpretá-los. O conjunto 
dessas informações úteis e valiosas constitui, assim, mercadoria traduzida 
nos dados na economia digital (Crain, 2018, p. 90-91). 
A economia orientada por dados também possui uma efetiva trans-
formação em campos pessoais como a capacitação para o trabalho e o 
conhecimento, devido ao processo de “industrialização do aprendizado” 
efetivado na ascensão das inteligências artificiais em detrimento ao trabalho 
humano (Ciuriak, 2018, p. 13). Com isso, máquinas capazes de aprenderem 
a executar tarefas cotidianas e cada vez mais complexas tendem a mudar a 
organização do trabalho – assim, mesmo que não sejam responsável pelo 
fim do trabalho humano, tal forma de industrialização tende a expor uma 
nova divisão de tarefas – em que máquinas serão responsáveis pelas ativi-
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dades mais longas e repetidas, enquanto os humanos somente executarão 
tarefas altamente especializadas5.
A capacidade assimétrica de lidar com os dados, a industrialização 
do aprendizado por quem possui as tecnologias de inteligências artificial 
e a possibilidade de mercantilizar os dados marcam uma tendência estru-
tural de concentração de mercados na economia orientada por dados, em 
que as escalas da economia mundial e das redes interligadas mundialmente 
sugerem a expansão dos lucros e incentivam o comportamento estratégico 
(Ciuriak, 2018, p. 14). A intensidade da expansão lucrativa desse capitalis-
mo baseado em dados é demonstrado pelo sucesso sem precedentes das 
big techs – caminhando das operações econômicas até novos territórios da 
experiência humana, nas quais a intervenção sobre os comportamentos sig-
nifica também a nova fronteira dos lucros (Zuboff, 2019, p. 176).
Do ponto de vista da economia política, Zuboff (2019, p. 222-244), 
ao acreditar que essa economia resulta em um “capitalismo de vigilância”, 
compreende os mecanismos de extração de dados como instrumentos 
que trabalham e manipulam os comportamentos dos usuários em prol de 
um mercado de futuros, no qual dados preditivos capazes de moldarem 
comportamentos são ativos essenciais. Ou seja, mais do que informações 
completas acerca do comportamento dos usuários, sofrem um tratamento 
intenso e em tempo real de dados que importa no direcionamento de com-
portamentos e regula incentivos, principalmente aqueles relacionados ao 
consumo. Ainda, é um mecanismo considerado injusto, tendo em vista que 
ocorre a rendição dos dados do usuário em troca de melhorias nas aplica-
ções, mas sendo ocultado um processo de valorização desses dados no qual 
os usuários são expropriados.
Essa tendência de concentração pode vir a causar a extinção de ini-
ciativas menores, resultando numa “competição” dentro de um núcleo mo-
nopolista global realizada entre gigantes como Apple, Alphabet (Google), 
Microsoft, Amazon e Facebook. Todavia, o desafio da regulação antitruste 
tem sido relacionado ao comprometimento com o desenvolvimento tecno-
lógico, diretamente relacionado a essas grandes empresas. Por isso, a toma-
da de decisão de proteção jurídica enfrenta a escolha entre garantir a com-
5 Conforme Fava (2018), há uma intrínseca relação entre educação, trabalho e as inteligências artificiais. Por 
isso, é preciso atentar e monitorar a adesão às tecnologias, porquanto é preciso evitar o fetiche pela tecnologia 
ao mesmo tempo que a tecnofobia.
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petitividade6 e não impor óbices à inovação tecnológica (Nuccio; Guerzoni, 
2019, p. 12).
A economia orientada por dados revela um novo paradigma regu-
latório, tendo em vista a necessidade de dar atenção a riscos sistêmicos, 
como os atinentes à privacidade dos dados pessoais, à manipulação polí-
tica/eleitoral e à (in)segurança digital. No ínterim dessa verdadeira revolu-
ção digital da economia orientada por dados, a qual acarreta mudanças na 
vida e no mundo cada vez mais notáveis, é preciso responder às questões 
democráticas e tomar decisões contextualmente corretas. A programação 
do trabalho e da economia não pode fazer com que a sociedade se torne 
apenas um emaranhado de “cidadãos” programados aguardando catástrofes 
pré-programadas. As tecnologias manipulativas são capazes de influenciar 
a liberdade de escolha, mesmo que sejam perfeitamente eficientes para a 
economia – por isso, é necessário elaborar regulações que contemplem a 
autonomia privada, ao mesmo tempo que estejam conscientes da assimetria 
entre cidadãos e as inteligências artificiais de grandes empresas no que tan-
ge à manipulação de dados (Helbing et al., 2018, p. 77-80).
Assim, o big data, referência dessa nova economia, precisa ser re-
gulado para que a sociedade não seja regulada por ele (Mayer-Schonberg; 
Cukier, 2013, p. 138-141). É necessário conceber uma normatividade que 
governe a expansão no âmbito da informação e da circulação de dados, 
considerando que a sua massividade já está transformando os cotidianos 
individuais sobremaneira. Mudanças legislativas pontuais não vão abarcar 
essas mudanças e mitigar os danos causados pelo lado negativo do big data 
– como a violação da privacidade –, tornando-se imperativo desenvolver 
novos agentes e instituições, capazes de interpretar e analisar esses algorit-
mos complexos em prol dos vulneráveis à economia digital.
Nesse cenário, o intuito legislativo de criar um marco jurídico de pro-
teção de dados deveria vir na insurgência de uma cidadania digital que 
exige a concretização do direito fundamental à privacidade, por meio da 
autodeterminação informativa e da proteção da dignidade da pessoa huma-
na (Mendes; Doneda, 2016, p. 36), a qual necessita atender as necessida-
des acarretadas: i) pela competitividade econômica/inovação cônscias da 
realidade da economia orientada por dados; e ii) pela vulnerabilidade dos 
6 Também, tendo em vista a estrutura da economia digital, a ausência de competitividade não é vista como 
problema porque não reflete necessariamente em impacto de preço aos consumidores – não levando em conta 
outros aspectos negativos dessas concentrações de mercados (Zanatta; Abramovay, 2019, p. 433).
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cidadãos/consumidores frente à também tão real desigualdade da apropria-
ção e gestão dos dados.
Os princípios da LGPD atentam para a necessidade do desenvolvi-
mento econômico, inovação tecnológica e da livre iniciativa/concorrência 
(art. 2º, V, VI). A realidade da economia orientada por dados é da impor-
tância da gestão e da análise de dados como ativos e peças-chave nos mer-
cados. Essa face da lei traz a necessidade de o Brasil ser economicamente 
competitivo quanto aos dados, pois a natureza regulatória desses disposi-
tivos pode trazer uma cultura de proteção de dados para as organizações 
que agregam fatores importantes, como reputação e confiança (Bioni, 2019, 
p. 32-33).
Quanto aos consumidores, a LGPD aponta para a importância do 
consentimento como hipótese em que os dados pessoais podem ser trata-
dos, sendo que a lei o define, no seu art. 5º, XII, como “manifestação livre, 
informada e inequívoca pela qual o titular concorda com o tratamento de 
seus dados pessoais para uma finalidade determinada”. E seu art. 7º, I, afir-
ma a obrigatoriedade do consentimento do titular dos dados pessoais para 
o seu tratamento. Ou seja, há um ato exigido do consumidor, em razão 
do qual este fornecerá suas informações às empresas que praticam a ges-
tão de dados. Ainda, para os dados que a legislação considera “pessoais 
sensíveis”7, no art. 11, o fornecimento de consentimento do titular precisa 
destacar as formas e finalidades específicas e destacadas para seu uso. 
A noção de consentimento como defesa de direitos privados não foi 
utilizada pela primeira vez na LGPD, mas sim no Marco Civil da Internet 
(Lei nº 12.965/2014), tendo já naquela oportunidade constituído um dos 
pilares de segurança conferidos aos usuários da internet, marcados pela li-
gação entre acesso à rede e exercício da cidadania8. Naquela lei já estava 
consolidado o conteúdo do termo “consentimento expresso e inequívoco” – 
que consiste na obrigação dos provedores de aplicativos ou sites em facultar 
ao usuário o consentimento para transferência a terceiros de seus dados pes-
soais. É preciso, assim, que o provedor disponibilize canais que exponham 
7 A definição legal do art. 5º, II, da LGPD é “dado pessoal sobre origem racial ou étnica, convicção religiosa, 
opinião política, filiação a sindicato ou a organização de caráter religioso, filosófico ou político, dado referente 
à saúde ou à vida sexual, dado genético ou biométrico, quando vinculado a uma pessoa natural”.
8 No art. 7º, VII, a lei proíbe o fornecimento de dados pessoais a terceiros, salvo mediante consentimento; no 
art. 7º, IX, aponta a necessidade de consentimento expressos em caso de contratos que tratem de coleta, uso, 
armazenamento e tratamento de dados pessoais; o art. 16, I, define que é vedada a guarda de registros de 
acesso em aplicativos, sem consentimento; também, no art. 16, II, que é vedada a guarda de dados para fins 
alheios ao consentimento do titular (Brasil, 2014).
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a clara e esclarecida pergunta sobre consentimento e a possibilidade de sua 
futura revogação por parte do titular das informações coletadas (Oliveira, 
2014, p. 6-7).
Todavia, ao analisar esse percurso legislativo do consentimento, 
como fez Bioni (2019b, p. 345) ao apontar a ambivalência na visão do 
cidadão protagonista do consentimento, aprofunda-se a noção de consenti-
mento para o Direito. A primeira visão é puramente normativa, pois apregoa 
a importância da capacidade do cidadão em controlar seus dados; já uma 
segunda perspectiva indica uma (hiper)vulnerabilidade que precisa ser pro-
tegida, pois a intensidade informacional é capaz de dirigir comportamentos 
– principalmente em relação ao consumidor. Portanto, há uma dualidade na 
proteção aos dados, que se trata da importância da autonomia privada e da 
proteção da dignidade da pessoa humana num contexto em que a proteção 
da privacidade precisa ultrapassar a esfera contratual.
A leitura da LGPD à luz da Constituição Federal de 1988 permite 
enxergar o valor da privacidade como direito fundamental, disposto no 
art. 5º, X e XII, da Carta Magna. Portanto, há uma garantia da privacidade 
que impõe ao Estado agir em defesa dela, orientando o conteúdo das leis 
privadas, devendo estar as normas contratuais vinculadas a esses direitos 
fundamentais em seu conteúdo. Esse processo de constitucionalização do 
direito privado sugere desdobramentos do direito à privacidade também 
como o “direito ao esquecimento”, o qual aponta para a necessidade de 
intervenção pela defesa da privacidade em nome da dignidade da pessoa 
humana (Souza, 2019, p. 12-13).
A preocupação com possíveis abusos promovidos por plataformas de 
mídias sociais deve constituir um panorama de proteção aos dados conside-
rando a dignidade da pessoa humana e a possibilidade de autodetermina-
ção informativa, cujo objetivo deve ser o empoderamento do usuário/titular 
de dados como gestor de seus dados pessoais, que deve ser capaz de incluir, 
controlar ou excluir seus dados de bases digitais. Portanto, sugerem-se for-
mas regulatórios complementares às vedações legais, mas que promovam a 
cidadania digital ativa (Bioni, 2019b, p. 66).
A proteção jurídica dos dados pessoais indica a importância do con-
sentimento, mas também que se deve ir para muito além de tal exigên-
cia. Torna-se preciso, assim, contemplar a liberdade e a autonomia privada 
como princípios. Entretanto, a realidade desigual da gestão de dados revela 
a assimetria de infraestrutura e a interpretação das informações massivas. 
Na era do big data, o papel central do indivíduos na formação de leis ati-
276    .................................................................................................................................... RDP Nº 95 – Set-Out/2020 – PARTE GERAL
RDP, Brasília, Volume 17, n. 95, 266-289, set./out. 2020
nentes ao direito privado é colocado em xeque, justamente pela dificuldade 
(ou impossibilidade) de se obter consentimento informado sobre algo que 
os usuários sequer sabem como funciona – principalmente porque essas 
análises são feitas por inteligências artificiais inexplicáveis, opacas (Mayer-
-Schonberger; Cukier, 2013, p. 124-128). 
Dessa forma, a LGPD instaura uma nova perspectiva da proteção 
de dados ainda em movimento, que possibilita uma articulação maior em 
nome dos direitos da personalidade e do exercício de direitos fundamentais. 
A manipulação dos dados digitais, que se tornaram um significativo ativo 
de mercado, deve estar compreendida nessa estrutura jurídica de proteção 
da LGPD, ao mesmo tempo em que é lida com as lentes dos princípios 
constitucionais e firma caminho para a efetividade, também, do Código de 
Defesa do Consumidor (Miragem, 2019, p. 27-28). Trata-se esse do cenário 
pretendido pela LGPD, em construir uma mudança na cultura regulatório 
em prol de uma interpretação e aplicação sistemática da proteção aos dados 
atenta ao desenvolvimento tecnológico (Doneda; Mendes, 2019, p. 322).
2  URBANISMO ORIENTADO POR DADOS E A PROTEÇÃO AOS DADOS NAS PLATAFORMAS DE 
MOBILIDADE URBANA
O contexto da sociedade informacional ganhou destaque nas teorias 
do planejamento urbano ao orientar o que se chama de cidades inteligentes 
(smart cities), servindo às empresas e aos governos que descrevem cidades 
a partir do crescimento dos usos das tecnologias da informação e comuni-
cação (TICs) na natureza, na estrutura e na vida urbanas. E com a ascensão 
do big data como novo paradigma informacional, os dados gerados pelo 
comportamento geral de cada indivíduo e comunidades no viver urbano 
ultrapassam o papel de informar a Administração Pública, e passando a 
orientar a cidade em tempo real (Kitchin, 2014, p. 3).
A economia orientada por dados encontra uma derivação no pla-
nejamento urbano, que é o urbanismo orientado por dados (data driven 
urbanism). Embora não seja novidade que a informação e os dados tenham 
guiado o entendimento da vida urbana e a formação das políticas públicas, 
ocorre atualmente uma transformação desse urbanismo informado pelos 
dados: até há pouco tempo, utilizados como apoio para as tomadas de de-
cisão; agora, base e orientação do urbanismo, sendo conectados em redes 
operacionais de governança via plataformas. Em outras palavras, trata-se 
da instrumentalização autônoma dos dados digitais na infraestrutura e nas 
práticas das cidades (Kitchin, 2015, p. 2).
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Tal e qual a reorganização proporcionada pela economia, o urbanis-
mo orientado por dados supera os limites do small data, que representavam 
a coleta e análise de dados por meio de métodos agora obsoletos – como 
as enquetes, grupos focais e entrevistas, insuficientes pela periodicidade in-
frequente, imprecisão, incompletude, subjetividade e vieses nos resultados. 
Também, na limitação temporal e local que os dados menores proporcio-
naram, dando largo espaço para a discricionariedade, tendo agora a possi-
bilidade de reconstruir a definição dos problemas urbanos a partir de uma 
massiva gama de informações (Bibri, 2019, p. 269).
O urbanismo orientado por dados traz à tona a proliferação de in-
fraestruturas computacionais nos ambientes urbanos e a possibilidade de 
novas formas de interação entre as comunidades e as pessoas. Nas mais 
recentes “cidades inteligentes”, esse urbanismo experimental tem funcio-
nado na combinação de infraestruturas em rede com o desenvolvimento 
estratégico (empresarial), em plataformas que produzem a cidade em tempo 
real, aliadas à ubiquidade da computação na vida cotidiana – em uma nova 
concentração de agentes produtores do espaço urbano contemplando uma 
governança urbana de plataformas digitais (Coletta; Heaphy; Perng; Waller, 
2017, p. 15).
Essa expansão dos agentes de produção da cidade na era do big data 
representa a maior gama de intérpretes em tempo real dos dados, que in-
cluem, segundo lista de Kitchin (2016, p. 2): a) empresas de serviços públicos 
– que utilizam dados sobre o uso de eletricidade, gás e água; b) provedores 
de transporte/mobilidade – que identificam a localização/movimentação e 
os destinos dos usuários; c) operadoras de internet e telefonia – que, assim 
como as empresas de internet e telefonia, fornecem a localização dos usuá- 
rios, dados acerca do uso de aplicativos e demais metadados comporta-
mentais dos seus usuários; d) sites e aplicativos de viagem – auxiliando 
na catalogação dos padrões de consumo e interesses gerais dos usuários; 
e) mídias sociais – registrando e classificando perfis a partir de opiniões, 
fotos, informações pessoais gerais e localização; f) Administração Pública – 
serviços públicos e audiências públicas; g) instituições financeiras – também 
auxiliando na construção de perfis de consumo e na localização dos seus 
clientes; h) empresas de segurança – localização e comportamento; i) servi-
ços de emergência – segurança, criminalidade e policiamento; j) aparelhos 
domésticos conectados à internet – comportamento e padrões de consumo.
Essas informações sempre foram produzidas nesses campos de atua-
ção; entretanto, com a ascensão das tecnologias da informação, tornaram-se 
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muito mais frequentes e, principalmente, passaram a ter valor econômico 
próprio – o fenômeno da mercantilização dos dados pessoais característico 
da economia orientada por dados. Por isso, o big data representa para o 
urbanismo também a transformação da informação para a era em que ela é 
determinante nos processos de produção da cidade. Um grande campo de 
atuação para o urbanismo orientado por dados é o da mobilidade urbana, 
tendo em vista a produção em tempo real das trajetórias espaço-temporais 
das pessoas nas cidades.
Os dados para a mobilidade servem de fundamento para uma alta 
gama de aplicações que são fundamentais para o desenvolvimento de pro-
tocolos de análise e implementação de sistemas urbanos de mobilidade, 
contemplando massivas informações quantidades e qualitativas – capazes 
de realizar experimentos de simulação que conseguem descrever um mo-
delo de dia na cidade9. A cidade passa ser um grande campo de tratamento 
de dados, em que os hábitos diários das pessoas podem fornecer um grande 
campo de experimentação para o desenvolvimento dos sistemas de mobi-
lidade urbana. A implementação desses sistemas passa pela programação 
de protocolos e aplicações móveis capazes de interpretar dados de grandes 
redes de automóveis, celulares e outros componentes (como os passes de 
ônibus inteligentes)10; de explorar as correlações e divergências dessas di-
versas fontes de dados e de promover a eficiência da mobilidade (medida 
pelo fator tempo, principalmente)11.
A mobilidade urbana dirigida por dados indica um uso intensivo das 
informações e das tecnologias para coleta e tratamento dessas informações 
que a cidade produz a todo o tempo por meio de sensores (câmeras de vigi-
lância instaladas nas ruas, por exemplo) e outras fontes de dados (mormente 
aquelas geradas de forma pessoal em plataformas digitais). Constituem o nú-
cleo desse pensamento urbanista o poder dos dados e a conectividade em 
rede da vida na sociedade informacional, e tal urbanismo pode influenciar a 
gestão urbana do tráfego de automóveis, do estacionamento, do passeio pú-
blico, do transporte público (Akerkar, 2019, p. 106) – ou seja, pode passar 
9 Como descreve, por exemplo, a pesquisa de Pappalardo e Simini (2017, p. 805) ao estudar a trajetória do 
GPS de celulares sob um modelo matemático criado para contemplar as variedades de trajetórias e identificar 
padrões.
10 A ferramenta do smart card tem sido um objeto de análise dos dados de mobilidade, por conseguir apontar 
dados de trajetórias em tempo real que as inteligências artificiais podem interpretar para reordenar a 
disponibilidade do transporte público em tempo real (Mahrsi; Côme; Oukhellou; Verleysen, 2017, p. 712).
11 Um exemplo é a pesquisa chinesa sobre a aplicação “mPat”, que contempla os dados do sistema urbano da 
cidade de Shenzen, que indicou uma aplicabilidade em tempo real reduzindo o tempo de viagem dos cidadãos 
em 36% (Zhang et al., 2018, p. 671).
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a determinar o sistema de mobilidade urbana, orientando o planejamento 
urbano com os modelos e algoritmos gerados, não mais sendo utilizados os 
dados somente para informar a gestão pública.
A mobilidade urbana pode ser verificada por sensos ubíquos e em 
tempo real, como, por exemplo, na observação dos telefones celulares, que 
é capaz de estimular a densidade das aglomerações urbanas, as diferentes 
atividades em diversas partes da cidade, os padrões de mobilidade, detectar 
eventos e analisar a geografia das redes sociais (divisão regional e comuni-
cações inter-regionais) (Calabrese; Ferrari; Blondel, 2014, p. 14). Entretanto, 
o desafio para esse urbanismo informacional orientado por dados é conce-
ber máquinas inteligentes que consigam administrar a mobilidade e torná-la 
mais eficiente lendo e processando o máximo de dados possíveis.
Entretanto, essa ubiquidade da computação e dos dados (tanto da 
produção pessoal deles como da análise e tratamento) traz consigo dilemas 
éticos para as cidades inteligentes e implicam reflexões para sua regulação. 
Essas questões são apresentadas por Kitchin (2016, p. 5-11) por meio de 
dois temas: i) a “datificação” da vida urbana e a privacidade e ii) o uso, a 
distribuição e o reaproveitamento dos dados.
A privacidade reconhecida como direito corresponde a diversas for-
mas inter-relacionadas, sendo as mais significativas as privacidades de iden-
tidade, do corpo, territorial, de localização e mobilidade, da comunicação e 
das transações econômicas. Portanto, sua proteção no contexto das cidades 
inteligentes perpassa o reconhecimento das dificuldades trazidas pela datifi-
cação e pela vigilância pelos dados – em que a ubíqua mediação digital dos 
principais aspectos da vida urbana exige cada vez mais formas específicas 
e diversas de identificação de subjetividades humanas para serem usadas 
plataformas digitais. Assim, a razão tecnocrática que sustenta o urbanismo 
orientado por dados conforma um discurso político que se choca com valo-
res democráticos ao sustentar que sistemas automatizados podem planejar 
a cidade atuando como vigilantes em detrimento da privacidade e da liber-
dade pessoais (Tironi Rodó, 2019, p. 24-28).
A possível inferência e a previsibilidade de comportamentos ou iden-
tidades pelo tratamento de dados em tempo real podem revelar ou prever 
informações que são consideradas sensíveis ou pessoais em razão da ubí-
qua e incessante coleta e análise de dados. Em outras palavras, quando as 
inteligências artificiais demonstram serviço eficiente ao categorizarem um 
indivíduo em determinado grupo ou padrão de comportamento, violam a 
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privacidade de informação sensível, e, quando erram, podem provocar a 
estigmatização e o julgamento baseado nessa antecipação12.
Além disso, a big data urbana torna impossível a anonimização ou a 
reidentificação – já que o imenso controle sobre os dados e a massiva pro-
dução pessoal deles vincula cada indivíduo ao perfil identificável a partir 
de seus dados tratados; e não possuir qualquer identidade digital (ou ainda, 
tentar alterar o perfil que foi construído a partir de seus dados) é algo inde-
pendente da vontade individual. Esse problema se traduz, assim, na ofusca-
ção e no controle reduzido das pessoas sobre seus próprios dados pessoais 
e sensíveis, e a circulação dos dados entre plataformas e algoritmos faz ser 
impossível identificar como se organizam os próprios dados.
Ainda, e fundamentalmente, o consenso torna-se algo vazio, ou até 
mesmo inexistente. A expansão das tecnologias nas cidades inteligentes 
promove uma ubiquidade dos dados que torna o consentimento um ato 
meramente formal, já que o dia a dia urbano está tomado por formas tecno-
lógicas que produzem dados e governam vivências mediante o uso de al-
goritmos. A mobilidade urbana produz dados para todos que circulam pela 
cidade e orientam diretamente os serviços públicos e privados de transporte, 
o controle do tráfego e a locomoção das pessoas em geral, passando o ci-
dadão a significar nada mais do que um usuário de plataformas de serviços.
A proteção jurídica dos dados e, consequentemente, da privacidade 
precisa atentar para esses fenômenos para sua efetiva regulação. A LGPD 
indica uma aplicação calcada na observância do direito fundamental à pri-
vacidade, primeiramente ao apontar a diferença entre dado pessoal e dado 
pessoal sensível (art. 5º, I e II), concebendo a indisponibilidade da privaci-
dade nos dados sensíveis de uma pessoa natural – obrigando o Estado de 
Direito a protegê-la, restando ao consentimento somente a autorização para 
finalidades específicas e destacadas (art. 11, I) que devem ser fiscalizadas. 
Essa diferença é importante para garantir o direito de titularidade da 
pessoa natural sobre seus próprios dados, afirmada na LGPD (art. 17), pois 
a responsabilidade sobre os dados no marco normativo brasileiro supera a 
visão contratualista, tratando o consentimento obrigatório, mas não absolu-
to e garantidor da liberdade plena dos controladores e operadores de dados. 
Conforme a leitura de Bioni (2019b, p. 291- 292), essa tendência é de con-
12 O exemplo prático utilizado por Kitchin (2016, p. 8) é de que a plataforma, ao rastrear dados de alguém que 
frequenta regularmente um estabelecimento considerado “LGBTI”, passa a considerar por inferência que essa 
pessoa é LGBTI.
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sideração substancial do consentimento e se consubstancia na necessidade 
de tratar a proteção de dados para além desse ato da autonomia privada.
Um método de aplicação contextual do consentimento na LGPD 
identificado sistematicamente por Bioni (2019b, p. 324-327) é de verifica-
ção (teste) da proporcionalidade do legítimo interesse de quem trata os da-
dos, tendo em vista que balanceia os interesses do titular dos dados com 
os controladores/operadores. Primeiramente i) verifica-se a legitimidade do 
interesse na situação concreta e finalidade legítima; logo após, a ii) necessi-
dade – utilização mínima dos dados, somente o necessário para a finalidade 
expressa; em seguida, o iii) balanceamento – observância das expectati-
vas do titular e dos direitos e liberdades fundamentais; e, em sequência, 
observando-se iv) salvaguardas – o dever de transparência, a observância 
dos mecanismo de oposição (o direito do titular dos dados de retirar seus 
consentimento) e a mitigação de riscos do titular.
Dessa forma, aplicando-se esse modelo de verificação da legitimi-
dade, o ato de consentimento em aplicativos de mobilidade urbana resta 
esvaziado frente à dinâmica da locomoção das cidades, pois todo movi-
mento é registrado e processado, quedando-se a vida cotidiana submetida 
ao processamento por algoritmos. Por isso, é preciso proteger o cidadão do 
abuso na gestão dos dados em razão da assimetria do seu poder em relação 
àqueles que tratam os seus dados (Estados, empresas etc.). A finalidade le-
gítima que o planejamento da mobilidade urbana sustenta ao ser orientada 
por dados não pode ser, portanto, considerada um “cheque em branco” em 
prol da concessão de todas as informações relativas à locomoção urbana.
A utilização de aplicativos de transporte privado (como o Uber) e os 
aplicativos de localização (como o Google Maps e o Waze) não possuem 
maneiras de contemplar essa forma jurídica de consentimento justamen-
te pela quantidade massiva de dados em tempo real que os suportam. O 
consentimento formal dos termos de aceite de uso não tem substância ou 
conteúdo de consentimento, pois suas finalidades não claras – jamais con-
seguindo comprovar necessidade –, até mesmo pelo contexto exposto do 
tratamento de dados sob o big data, em que sequer é possível identificar o 
papel dos dados produzidos por um só cidadão dentro do dinâmico e em 
constante aprendizado mundo das inteligências artificiais.
A proteção ao titular dos dados e a necessidade de exigência de subs-
tância no consentimento de concessão de informações nos meios digitais 
é fruto dos dilemas éticos trazidos pelas práticas de big data, em que a 
privacidade e a liberdade requerem novas e eficazes formas de regulação. 
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Ainda, existem os dilemas relativos ao uso, à circulação e à distribuição de 
dados relativos ao processo de mercantilização dos dados pessoais, em que 
o conjunto de informações produzidas no dia a dia possui valor em si e é 
alvo de negócios que constituem um mercado de dados pessoais digitais 
(Kitchin, 2016, p. 10).
A prática mercantil de coordenar e reorganizar dados para venda – 
assim criando produtos derivados da produção de dados original – é uma 
prática comum no mercado, surgindo a figura do corretor de dados (data 
broker), que não tem na LGPD seu papel consagrado: a lei determina como 
agentes de tratamento de dados, apenas, as figuras do controlador e do ope-
rador, sendo o primeiro há quem pertencem os dados e o segundo aquele 
que apenas opera em nome do primeiro13. É possível apontar, portanto, um 
vazio regulatório na função de quem intermedeia o negócio dos dados, que 
é uma realidade de mercado.
A transferência de dados é tratada na LGPD como i) “uso comparti-
lhado de dados”14 e ii) “transferência internacional de dados”15. O primeiro 
se refere ao termo geral que representa qualquer prática em que os dados 
não sirvam à primeira ordem pela qual foram coletados, como a transmissão 
entre empresas dos dados dos consumidores – para a qual a LGPD exige 
consentimento, legítimo interesse e finalidade do uso dos dados. Já quanto 
aos dados administrados pelo Poder Público, é vedado transferi-los a en-
tidades privadas, a menos que sejam publicamente acessíveis ou para a 
execução de serviços públicos (arts. 7º, III, e 26).
O uso compartilhado de dados entre entidades privadas é reconhe-
cido como prática de mercado ao se identificar que se trata de direito do 
titular de dados obter informações acerca do uso compartilhado por meio 
do controlador que cedeu os dados (art. 9º, V); e, na hipótese de mudança 
de finalidade incompatível com o consentimento original, o titular pode 
requerer ao controlador original que retire todos os seus dados em circula-
ção, contatando as outras operadoras (art. 18, § 6º). Ainda, é vedado o uso 
13 O art. 5º da LGPD define: “VI – controlador: pessoa natural ou jurídica, de direito público ou privado, a quem 
competem as decisões referente ao tratamento de dados pessoais; VII – operador: pessoa natural ou jurídica, 
de direito público ou privado, que realiza o tratamento de dados pessoais em nome do controlador”.
14 Definido pelo art. 5º, XVI, da LGPD como “comunicação, difusão, transferência internacional, interconexão de 
dados pessoais ou tratamento compartilhado de bancos de dados pessoais por órgãos e entidades públicos no 
cumprimento de suas competências legais, ou entre esses e entes privados, reciprocamente, com autorização 
específica, para uma ou mais modalidades de tratamento permitidas por esses entes públicos, ou entre entes 
privados; [...]”.
15 Definido pelo art. 5º, XV, como “transferência de dados pessoais para país estrangeiro ou organismo interna- 
cional do qual o país seja membro”.
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compartilhado de dados sensíveis à saúde quando envolvido o objetivo de 
obter vantagem econômica (art. 11, § 4º). 
A transferência internacional de dados é regulada pela LGPD ao se 
permitir a transferência para países ou organismo internacionais que tenham 
um grau de proteção com conteúdo adequado ao da própria lei (art. 33, I)16 
e entre controladores que consigam garantir o cumprimento dos princípios 
da proteção estipulada na lei – por meio de cláusulas que determinam fi-
nalidade específica, normas corporativas globais e selos ou certificados de 
garantia reconhecidos (art. 33, II e III). Portanto, há uma política de coope-
ração entre nações que buscam se assemelhar nas leis locais, enquanto que 
as práticas das corporações transnacionais reconhece a normatividade das 
ordens não estatais e os compliances corporativos.
Entretanto, esse tratamento contratual da proteção dos dados não con-
templa a cotidianidade das plataformas de mobilidade urbana no contexto 
do big data, pois a produção e tratamento de dados se dá em tempo real – 
principalmente devido à ubiquidade da geolocalização –, sendo o machine 
learning instantâneo e refletido imediatamente noutras decisões tomadas 
pelas inteligências artificiais que atuam na governança urbana orientada 
por dados. Não há um momento destacado em que as plataformas interna-
cionalizam ou compartilham os dados, e, dentro do contexto explicado da 
economia dirigida por dados, essas informações já compõem, constroem 
e transformam algoritmos que controlam a cidade. A dinâmica intensa da 
mobilidade urbana não permite rastrear os próprios dados pessoais – e esse 
é o fundamento do paradigma chamado big data.
A vigilância pelos dados (dataveillance) por meio dos dados de geo-
localização – que permitem identificar onde o usuário está, para onde foi 
e quanto tempo demorou pra chegar – é a preocupação mais candente na 
proteção aos dados nas plataformas de mobilidade urbana, pois seu fluxo 
intenso em tempo real e comparável com todos os outros usuários pelas 
inteligências artificiais tem dinâmica cotidiana e não parece ser invasivo à 
primeira vista, justamente porque a funcionalidade de um algoritmo urbano 
eficiente depende de dados massivos, o que pressupõe um uso comparti-
16 Esse nível de adequação é medido pelo disposto no art. 34 da LGPD: “O nível de proteção de dados do país 
estrangeiro ou do organismo internacional mencionado no inciso I do caput do art. 33 desta lei será avaliado 
pela autoridade nacional, que levará em consideração: I – as normas gerais e setoriais da legislação em vigor 
no país de destino ou no organismo internacional; II – a natureza dos dados; III – a observância dos princípios 
gerais de proteção de dados pessoais e direitos dos titulares previstos nesta lei; IV – a adoção de medidas de 
segurança previstas em regulamento; V – a existência de garantias judiciais e institucionais para o respeito aos 
direitos de proteção de dados pessoais; e VI – outras circunstâncias específicas relativas à transferência”.
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lhado instantâneo e internacional. Sendo os dados pessoais, sensíveis ou 
não, incorporados ao aprendizado artificial que constitui as plataformas de 
governança urbana, tem-se que, mesmo sem o consentimento do usuário, 
seus dados já serviram para o treinamento instantâneo das inteligências ar-
tificiais.
Ademais, esses mecanismos de proteção de dados se mostram in-
suficientes para coibir a violação da privacidade e do abuso na gestão de 
dados pelos controladores e operadores frente à realidade que é a economia 
orientada por dados, inserida no fenômeno da globalização, do surgimento 
de novos agentes não estatais e da expansão da tecnologia da informação 
(Menezes Neto; Morais; Bezerra, 2017, p. 196). O desafio da regulação 
nesse contexto passa pela verificação de novas responsabilidades que trans-
passam o Estado-Nação e reconhecem a transnormatividade exercida por 
esses agentes não estatais na gestão do big data.
Como aplicação possível, há o disposto no art. 11, § 3º, da LGPD, 
segundo o qual a autoridade nacional de proteção de dados pode vedar a 
utilização compartilhada de dados pessoais sensíveis em casos cujo obje-
tivo seja obter vantagem financeira e a prática venha a ferir direitos funda-
mentais. Todavia, a aplicabilidade desse dispositivo depende do estabele-
cimento de estruturas de proteção jurídica e política, que só poderão ser 
verificadas quando for possível empiricamente. Isso é mais do que parece 
afirmar o “espírito” da LGPD, mas, como apontaram Doneda e Mendes 
(2019, p. 322), isso pode corresponder ao papel que a LGPD pode assumir, 
de instigar uma cultura jurídica, social e política de proteção de dados, ao 
reconhecer a economia e o urbanismo orientado por dados e seus agentes.
CONCLUSÃO
A atualidade da sociedade informacional aponta para uma economia 
orientada por dados, em que o paradigma do big data ascende ao marco do 
tratamento de dados, pois o papel deles não é mais apenas de informar as 
decisões. Assim, em razão da massividade do volume de dados e da veloci-
dade do seu tratamento, em tempo real, as decisões passam a ser tomadas 
pelas máquinas que aprendem a partir deles, e essas inteligências artificiais 
passam a orientar processos econômicos, sendo os dados pessoais transfor-
mados não mais apenas em suporte, mas também em ativos econômicos 
significativos no mercado.
Esse fenômeno tem por consequência o desenvolvimento de uma for-
ma derivada de urbanismo, também orientado por dados, em que as plata-
RDP Nº 95 – Set-Out/2020 – PARTE GERAL .........................................................................................................................................285 
RDP, Brasília, Volume 17, n. 95, 266-289, set./out. 2020
formas constituem o viver urbano devido à sua ubiquidade e à constante 
cessão de dados pelos usuários – já que cada vez mais a cidade se rela-
ciona socialmente mediante serviços disponíveis, ou não, aos usuários. No 
âmbito da mobilidade urbana, em específico, as plataformas se utilizam a 
todo momento das referências de geolocalização das pessoas, forjando em 
tempo real as decisões sobre o tráfego de veículos e sobre o deslocamento 
das pessoas. 
Por isso, o desafio de aplicação de instrumentos jurídicos de prote-
ção de dados é conseguir obliterar o rastreamento dos dados pessoais de 
cada usuário frente à veloz e gigantesca rede de informações geradas e in-
terpretadas em tempo real. Nesse sentido, ao mesmo tempo que os dados 
são gerados, já incorporam o contexto dos próximos dados que virão a ser 
tratados (pois as tecnologias usadas para tal são sensíveis ao contexto). Não 
há maneira de identificar para onde os dados vão e no que se transformam, 
exatamente, assim.
A LGPD estipula o conceito de consentimento como fundamental 
para a o uso e transferência dos dados pelos controladores e operadores. É 
um direito do titular, portanto, mas a mesma lei reconhece que, no caso dos 
dados sensíveis, é preciso destacar a finalidade específica para o uso dos 
dados, sendo obrigatória a constante informação. Portanto, no marco da 
LGPD, o consentimento depende de legítimo interesse de quem irá utilizar 
esses dados – ou seja, foge-se da noção de um consentimento meramente 
formal, exigindo-se dele substância.
Pensar a aplicabilidade do consentimento de fato utilizando o teste 
de proporcionalidade do legítimo interesse no caso da mobilidade urbana 
permite antecipar a ilegalidade das plataformas de mobilidade orientadas 
por dados, justamente porque os administradores destas, no atual status 
quo, não conseguem comprovar o legítimo interesse e a necessidade dos 
dados que obtêm, já que a vigilância de dados é constante e a referência da 
geolocalização é ubíqua. E as inteligências artificiais que tomam decisões 
nas plataformas interagem com todos os dados, independentemente do con-
sentimento, que acaba servindo apenas para evitar a divulgação de dados 
relativos à localização ou à locomoção, mas não de sua utilização.
As plataformas precisam e sabem da localização de todos os dis-
positivos, e consequentemente de seus usuários, determinando, assim, os 
processos de ocupação dos espaços ao administrar a mobilidade em tem-
po real. Ao angariar padrões pessoais e de grupo, os algoritmos permitem 
inferências para as plataformas efetivarem seus objetivos de eficiência da 
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mobilidade urbana: por isso, o tratamento de dados em tempo real é um 
constante e indetectável movimento de transformação de algoritmos e mo-
delos, tornando impossível perceber o papel de cada usuário na geração 
de novos dados.
Ainda, a LGPD pressupõe uma cooperação jurídica baseada numa 
tendência mundial de proteção de dados por parte dos Estados e pelas gran-
des corporações, segundo a qual a transferência de dados entre controla-
dores só pode ser exercida em relações jurídicas que sejam adequadas ao 
paradigma de proteção do Brasil e possam garantir os direitos fundamentais 
relativos aos dados. Entretanto, tal e qual ocorre em relação à dificuldade 
imposta ao consentimento, determinar as transações internacionais de da-
dos é algo impossível frente à realidade da data science, em que os dados, 
ao mesmo tempo em que são informados, já passam a compor modelos e 
algoritmos aplicados no mundo todo.
Dessa forma, a cultura de proteção de dados promete ser o principal 
legado da LGPD, influenciando as organizações, no sentido de lhes obrigar 
sistemas protetivos confiáveis e protetores de sua competitividade, pois o 
cenário do big data invoca desafios à regulação que observe direitos fun-
damentais que fogem do Estado e pressupõe formas de normatividade que 
contemplem a realidade econômica, social e política da sociedade orienta-
da por dados. A dinâmica complexa da mobilidade urbana e a massividade 
de dados produzida por ela indica essa dificuldade para a regulação atender 
aos que só as inteligências artificiais conseguem.
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