Introduction
Given a multiplicative function f with jf(n)j 1 for all n, we are concerned with obtaining explicit upper bounds on the mean-value 1 x j P n x f(n)j. Ideally, one would like to give a bound for this mean-value which depends only on a knowledge of f(p) for primes p. To illustrate what we mean, we recall a pioneering result of E. Wirsing 16] . Throughout A. Wintner 15] showed by a simple convolution argument that if Theorem (Hal asz). Let f be a multiplicative function with jf(n)j 1 for all n, and set (1.2) M(x; T) = min The rst author is a Presidential Faculty Fellow. He is also supported, in part, by the National Science Foundation. The second author is supported by the American Institute of Mathematics (AIM), and, in part, by the National Science Foundation (DMS 97-29992).
Typeset by A M S-T E X Then 1 x X n x f(n) exp ?
M(x; 1 2 log x) 16 :
Hal asz comments that the factor 1=16 may be replaced by the optimal constant 1. Our rst Theorem provides such a re nement of Hal asz' result: Hal asz' statement is a little inaccurate, the extra factor M in our result below is necessary. Theorem 1. Let f be a multiplicative function with jf(n)j 1 for all n. Let As we will discuss after Theorem 5, Corollary 1 (and so Theorem 1) is essentially \best possible" (up to a factor 10) in that for any given m 0 , we can construct f and x so that M = M(x; 1) > m 0 and j P n x f(n)j (M + 12=7)e ?M =10. The maximum in (1.3) and the minimum in (1.2)) are a little unwieldly to compute, and it would be desirable to get similar decay estimates in terms of jF(1)j (or, equivalently P p x (1?Re f(p))=p). In light of Hal asz's work (and particularly the example f(n) = n i ) this is possible only if we have some additional information on f(n), such as knowing that all f(p) 2 D for some closed convex subset D of the unit disc U. Such variants have been considered by Hal asz 5, 6] , R. Hall and G. Tenenbaum 10] , and Hall 9] . The result of Hall is the most general, and to describe it we require some information on the geometry of D. We collect this in Lemma 1.1 below, which is mostly contained in Hall's work. If the maximum in (1.3) (or, the minimum in (1.2)) occurs for y = y 0 then f(n) looks roughly like n iy 0 , so that the mean-value of f(n) should be of size j x iy 0 1+iy 0 j 1 1+jy 0 j . Our next result con rms this expectation. 
:
Evidently this is \best possible", since taking f(n) = n iy 0 gives the right side of the equation.
Lastly, we give an application of our ideas to the variation of averages of multiplicative functions. Ideally, one would like to say that
for all 1 w x, with as large an exponent as possible ( = 1 would be optimal). This would show that averages of multiplicative functions vary slowly. Unfortunately, (1.7) is not true in general, as the example f(n) = n i reveals. However, P.D.T.A. Elliott 2] realized that the absolute value of averages of multiplicative functions always varies slowly. We prove Theorem 2 by establishing a decay estimate, Theorem 5, for solutions of (1.8) when (t) is constrained to lie in D for all t. Then using Propositions 2 and 3 we unwind this result to deduce Theorem 2. When studying mean values of multiplicative functions we have seen how the example f(n) = n i led Hal asz to consider convex regions D that are not dense on the unit circle. Given that we now have (t) = 1 for 0 t 1, it is perhaps unclear whether such restrictions are necessary when considering (1.8). In fact they are, and in section 10a we shall see that if (t) = e i t for all t > 1 then lim sup j (u)j 1.
By Proposition 2, we know that statements about multiplicative functions, can be interpreted to give information on solutions to (1. Lemma 2.1. Let f be a multiplicative function with jf(n)j 1 for all n. Put S(x) = P n x f(n). Then for x 3, To show (2.2), we note by (2.3) that log x S(x)
x ? S(x=w)
x=w :
Using this appropriately, we get that for all n 1, and 0 1, The Lemma follows upon using this in (2.7), and recalling the de nition of Y .
We conclude this section by o ering a proof of Lemma 1.1. Below, will be measurable with (t) = 1 for t 1 and j (t)j 1 for all t, and (u) will denote the corresponding solution to (1. Since M(t) max(0; ? log(tu)+O (1)) we see that the integral in the Proposition converges. t :
Inserting this in (3.5) , and that into (3.4), and then (3.3), we obtain the Proposition.
3b. The multiplicative functions version: Proof of Proposition 1.
In this subsection, we prove Proposition 1. We follow closely the ideas behind the proof of where, for convenience, we have set m = m( ) = min(log x; 1= ).
Proof. We split the integral to be bounded into two parts: jyj T, and jyj > T. Split We now turn to the rst region jyj T. De Since jg(n)j 1 always, we see that j P n e t g(n) (n)j (e t ) for all t. Further, since g(n) = 0 if n is divisible by a prime larger than x, we see that if t log x, then j P n e t g(n) (n)j (x) + O( p x). Using these observations together with the prime number theorem we deduce that the above is T + log 2w log x log log x log 2w :
Proof. Since the proof is very similar to that of Proposition 1, we shall merely sketch it. Arguing as in (3.7), we get that 
As before, we handle the second factor above by replacing f byf, extending the range of integration to R 1 1 , substituting y = e t , and invoking Plancherel's formula. The only di erence from (3.10) is that F 0 (1+ +iy)=(1+ +iy) in the right side there must be replaced by the Fourier transform of e ?(1+ )t P n e tf (n) log n ? we ?(1+ )t P n e t =wf (n) log n which is ?F 0 (1 + + iy)(1 ? w ? ?iy )=(1 + + iy). We make this adjustment, and follow the remainder of the proof of Proposition 1.
Proofs of Theorem 1 and Corollary 1
Recall the multiplicative functionf(n) de ned byf(p k ) = f(p k ) for p x, andf(p k ) = 0 for p > x. Then F(s) = P nf (n)n ?s , and since jf(n)j 1 always, we get that for all 0 < 1, Taking a n =f(n) in Lemma 2.2 and noting that P n ja n j=n log x, we conclude that for 0 1 ; and appealing to Lemma 2.3, this is (with log x j j = jy ? y 0 j 2) (log x) 2 (log log x) 2(1? 2 ) :
Using this bound in (5.1), we obtain the Theorem. Indeed, the left side of (6.1) is plainly right side; and further the right side is = max jyj log x jF(1 + iy + iy 0 )j max jyj log x+jy 0 j jF(1 + iy)j jF(1 + iy 0 )j, proving (6.1).
We now appeal to Proposition 3.3, with f there replaced by f 0 , and F by F 0 , and with T = (log x)=2. Thus Next, we use Lemma 2.2 with a n = f 0 (n) if n is divisible only by primes x, and a n = 0 otherwise. Thus A(s) = F 0 (s), and P 1 n=1 ja n j=n log x. Taking T = (log x)=2, we deduce from (2. We require the following lemma, which relates the mean value of f(n) to the mean-value of f(n)n i .
Lemma 7. Taking absolute values in these relations, and appealing to Theorem 4, we obtain the Corollary.
Proof of Theorem 5
We recall the notations of x3a. We rst obtain a lower bound for M(t) in terms of M 0 = R u w ? ( x) x dx; which, from the de nition of w ? , is greater than or equal to the right side of (8.2) for both = 1. This completes the proof of the Proposition.
We now nish the proof of Theorem 5. We rst deal with the case D 6 = 0; 1], where < 1. We shall input the bounds for M(t) in Proposition 8.1 into the t-integral in Proposition 3.1. We split this integral into three parts: when 0 t t 1 := e ? =u, when t 1 t t 2 := exp( M 0 + C(D) )=u, and when t > t 2 .
We rst estimate the contribution of the rst range of t. Combining the above three bounds with Proposition 3.1, we obtain Theorem 5 in the case < 1.
We now consider the case D = 0; 1] where we shall show that j (u)j e ?M 0 . Put 
