Spatially continuous information of seabed sediments is often required for a variety of activities including seabed mapping and characterisation, prediction of marine biodiversity, and marine environmental planning and conservation. As seabed sediment data is often collected by point sampling, spatially continuous information must then be predicted from the point data. The accuracy of the predicted information is crucial to evidence-based decision making in marine environmental management and conservation. Improving predictive accuracy by identifying the most accurate methods is essential, but also challenging, since the accuracy is often data specific and affected by many factors.
In this study, we aim to identify the most accurate methods for spatial prediction of seabed gravel content in the northwest Australian Exclusive Economic Zone. We experimentally examined: 1) whether input secondary variables affect the performance of RFOK and RFIDW; 2) whether the performances of RF, SIMs and their hybrid methods are data specific; and 3) whether model averaging improves predictive accuracy of these methods. For RF and the hybrid methods, up to 21 variables were used as predictors. The predictive accuracy was assessed in terms of relative mean absolute error and relative root mean squared error based on the average of 100 iterations of 10-fold cross-validation.
The findings of this study are:
• the predictive errors fluctuate with the input secondary variables;
• the existence of correlated variables can alter the results of model selection, leading to different models;
• the set of initial input variables affects the model selected;
• the most accurate model may be missed during the model selection;
• RF, RFOK and RFIDW proved to be the most accurate methods in this study, with RFOK preferred; • these methods are not data specific, but their models are, so best model needs to be identified; and • Model averaging is clearly data specific.
In conclusion, model selection is essential for RF and the hybrid methods. The best model needs to be identified for individual studies and application of model averaging should also be examined accordingly. RF and the hybrid methods have displayed substantial potential for predicting environmental properties and are recommended for further testing for spatial predictions in environmental sciences and other relevant disciplines. This study provides suggestions and guidelines for improving the spatial predictions of biophysical variables in both marine and terrestrial environments.
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INTRODUCTION
Environmental geoscience and geospatial information are often required for evidence-based decision making by governments, industry and the wider community on a range of economic, social and environmental issues relevant to managing Australia's natural resources. For example, seabed sediment data is often required for a variety of activities including seabed mapping and characterisation, prediction of marine biodiversity, and marine environmental planning and conservation (McArthur et al., 2010; Pitcher et al., 2008; Przeslawski et al., 2011) . However, spatially continuous data are usually not available and information of many environmental variables including seabed sediments is usually collected by point sampling. Spatially continuous information must then be predicted from this often sparse, unevenly distributed point data. This is particularly true within the continental Australian Exclusive Economic Zone (AEEZ), due to the expense and practical limitations of acquiring samples.
Statistical and mathematical techniques for spatial prediction are essential tools for generating spatially continuous data from point data. The existing spatial interpolation methods (SIMs) can be classified into three groups Heap 2008, 2011) : 1) deterministic or non-geostatistical methods (e.g. inverse distance weighting (IDW)); 2) stochastic or geostatistical methods (e.g. ordinary kriging (OK)); and 3) combined methods (e.g. regression kriging). These methods are, however, often data or even variable specific and their performance depends on many factors . No consistent findings have been obtained on how these factors affect the performance of spatial prediction methods, making it difficult to select an appropriate method for a given dataset . IDW is the most commonly applied interpolator because of its relative simplicity and availability. However, predictions using IDW are usually associated with large predictive errors (Li and Heap 2008) . Therefore, it is often a challenge to select an appropriate spatial prediction method for a given study area.
The accuracy of spatially continuous environmental information is critical to evidence-based decision making. Improving the accuracy by identifying the most accurate SIMs is essential, but also challenging since the accuracy is often data specific and affected by many factors. Machine learning methods, like random forest (RF) and support vector machine (SVM), have showed their predictive accuracy in data mining and other disciplines in terms of predictive errors (Cutler et al., 2007; Diaz-Uriarte and de Andres, 2006; Drake et al., 2006; Shan et al., 2006) . Thus they were introduced to spatial statistics by combining them with commonly used SIMs to predict the spatial distribution of seabed sediments (Li, 2011; Li et al., 2010 ) . These hybrid methods, especially the hybrids of RF with IDW or OK, showed their high predictive capacity (Li et al., 2011b; Li et al., 2011c; Li et al., 2012b) .
RF can select the most important variable at each node split (Okun and Priisalu, 2007) . RF can also deliver good predictive performance even when most predictive variables are noisy (Diaz-Uriarte and de Andres, 2006) . Thus model selection is assumed to be unimportant for RF and hence for the hybrid methods. This assumption was preliminarily tested for spatial predictions of environmental variables in previous studies (Li et al., 2011a; Li et al., 2011b; Li et al., 2012a; Li et al., 2012b) . These studies have suggested that model selection is necessary for RF. Furthermore, since model averaging can often improve the predictive accuracy (Marmion et al., 2009) , it was tested in the geostatistical context, but no consistent findings were observed in previous publications. Model averaging showed no significant improvement (Li et al., 2011a; Li et al., 2011b) for seabed mud predictions but displayed further improvement for seabed sand predictions (Li et al., 2012b) . Therefore, further study is warranted.
In this study, we aim to identify the most accurate predictive model to predict the spatial distribution of seabed gravel content in the northwest region of the Australian continental margin. To achieve this, we tested: 1) whether the input secondary variables affect the performances of RF, RFOK and RFIDW; 2) whether the performances of RF, SIMs and their hybrid methods are data-specific; and 3) whether model averaging improves predictive accuracy of these methods in the study region.
METHODS

Study area and datasets
The study area is located in the northwest region of AEEZ ( Figure 1 ). This region covers an area of about 227,000 km 2 and comprises two geomorphic provinces (i.e. shelf and slope) (Heap and Harris 2008) . It is mostly located on the shelf, with water depth ranging from 0 to 378 m, and backed by a coastline of southwest-northeast orientation.
In total, 237 samples of seabed sediments were considered in this study following data quality control (Li et al., 2010; Li et al., 2012b) and further check to ensure location information suitable for 250 m resolution. All samples were collected from the shelf. Sample density is very low, with 1.04 samples per 1000 km 2 on average. The sediments are divided into three groups: mud, sand and gravel (Li et al., 2010) . In this study, we only focused on seabed gravel content.
A range of predictors could be used as secondary information to improve the spatial prediction of marine environmental data. However, only six predictors that were justified and used in previous studies (Li et al., 2011b; Li et al., 2012b) were employed in this study based on their availability for the whole continental AEEZ at the resolution required. These predictors are: bathymetry (bathy), distance-to-coast (dist.coast), seabed slope (slope), seabed relief (relief), latitude (lat) and longitude (long). Of these predictors, bathymetry data was based on Whiteway (2009) , and seabed slope and relief were derived from the bathymetry data. All datasets of these variables were generated in ArcGIS at a 250 m resolution using the methods detailed by Li et al. (2010; 2012b ). The coordinates system for this study was based on WGS84 as explained in previous studies (Li et al., 2011b; Li et al., 2011c) .
Methods for spatial prediction
RF, RFOK, RFIDW, and two most commonly compared methods, IDW and OK, were used in this study. For RFOK and RFIDW, six variables (bathy, dist.coast, slope, relief, lat, long) and their 15 derived variables (i.e. bathy 2 , bathy 3 , dist.coast 2 , dist.coast 3 , slope 2 , slope 3 , relief 2 , relief 3 , lat 2 , long 2 , lat*long, lat*long 2 , long*lat 2 , lat 3 and long 3 ) were used as predictors in the RF component based on previous studies (Li et al., 2011b; Li et al., 2011c) . The residuals of RF were then interpolated using IDW with a searching window size of 5, and using OK with a Spherical model and a searching window size of 5 separately. For RF, the predictors used are identical to those used in the RF component in RFOK and RFIDW. For IDW, a distance power of 2 and a searching window size of 12 were used. For OK, log transformation was applied, and a Spherical variogram model and a searching window size of 12 were used. All these predictors and parameters were chosen based on our previous findings for predicting the seabed gravel content in AEEZ (Li et al., 2011d) .
We further tested if model averaging could improve the prediction accuracy. In this study, we averaged the predictions of two methods (RFOK and RFIDW) or three methods (RFOK, RFIDW and RF) to produce the final predictions.
To compare the performance of these methods, a 10-fold cross-validation was employed. Randomness associated with the 10-fold cross-validation may lead to each method receiving different samples. To reduce such influence, we repeated the 10-fold cross-validation 100 times. Relative mean absolute error (RMAE) and relative root mean square error (RRMSE) were used to assess the performance of the methods tested and to compare with findings in previous studies. The predictive errors were assessed based on the average of 100 iterations of 10-fold cross-validation.
The modelling was implemented in R 2.15.1 (R Development Core Team, 2012), using packages 'raster' for extracting data from different data layers, 'gstat' for geostatistical modelling and 'randomForest' for random forest modelling. Predictions were corrected by resetting the faulty estimates to the nearest bound of the data range (i.e. 0 or 100%) if applicable (Goovaerts, 1997) . Li., Predicting spatial distribution of seabed gravel content using RF, SIMs and their hybrid methods
RESULTS
Effects of input secondary variables on the performance of RF, RFOK and RFIDW
In total, 22 models were developed for RF, RFOK and RFIDW respectively (Table1). The predictive errors of all three methods fluctuated with the input secondary variables in terms of RRMSE (Figure 2 ). Since RMAE displayed a similar pattern to RRMSE in relation to the input secondary variables, it is not presented. RRMSE of models 6, 12, 20 and 21 was relatively lower than that of the rest models, while RRMSE of model 19 with only one predictor was prominently higher than that of all other models. Overall, model 21 for RF, RFOK and RFIDW was relatively more accurate than other models. One important phenomenon is that the most accurate model was missed during the initial model selection from model 1 to model 19, when the predictors in model 21 were gradually removed during model selection, leading to different models.
Performance of RF, SIMs and their hybrid methods
The predictive error varied with the methods in terms of RMAE and RRMSE (Figure 3) Model 4: -clat from model 3 18
Model 5: -relief and crelief from model 4 16
Modle 6: -latlon and slatlon from model 5 14
Model 7: -slope from model 6 13
Model 8: -cdist.coast from model 7 12
Model 9: -latslon from model 8 11
Modle 10: -cbathy from model 9 10
Model 11: -slat from model 10 9
Model 12: -lat from model 11 8
Model 13: -srelief from model 12 7
Model 14: -sbathy from model 13 6
Model 15: -clon from model 14 5 Li., Predicting spatial distribution of seabed gravel content using RF, SIMs and their hybrid methods
Model averaging
Averaging of the predictions of the two or three most accurate methods produces two methods: RFOKRFIDW and RFRFOKRFIDW. The effects of this model averaging are summarised in Table 2 . Both methods were significantly less accurate than RFOK in terms of both RMAE and RRMSE based on paired ttest (all with a p value < 0.0001). Thus RFOK is the most accurate method.
DISCUSSION AND CONCLUSIONS
Model selection for RF and its hybrid methods
Model selection is critical in model development. For RF, model selection is often assumed to be unimportant because: 1) RF is able to select the most important variable at each node split (Okun and Priisalu, 2007) , thus is not sensitive to non-important variables; 2) RF can deliver good predictive performance even when most predictive variables are noisy (Diaz-Uriarte and de Andres, 2006); and 3) RF is relatively robust to outliers and noise and does not overfit (Breiman, 2001) . This assumption proves to be invalid by preliminary studies being conducted in the application of RF to environmental sciences (Li et al., 2011a; Li et al., 2011b; Li et al., 2012a; Li et al., 2012b) , and by recent studies in other disciplines (Genuer et al., 2010; Hapfelmeier and Ulm, 2013) . In this study, four important findings were observed: 1) the predictive errors fluctuate with the input secondary variables; 2) the existence of correlated variables can alter the results of model selection, leading to different models; 3) the set of initial input variables affects the model selected; and 4) the most accurate model can be missed during the model selection and a less accurate model may be selected. Although the performance of RF is argued to depend only on the number of strong features, and not on how many noise variables if sample size is large (500 to 1000) (Biau, 2012) , our findings have further demonstrated that model selection is essential for RF and its hybrid methods. This is perhaps because our sample is small, which is typical in environmental sciences. The difference between simulated data and environmental data may also play a significant role as discussed by Li (2013) . In addition, although the model selected is relatively parsimonious for this study, the model selection adopted in this study often results in the most accurate model instead of the most parsimonious one. This is because the model selection is based on accuracy derived from cross-validation.
As observed by Li et al. (2013) and this study, randomness associated with RF often leads to a different order of variable importance between two different runs of RF model. Thus this results in different least important variable and then different model, which may cause difficulty in selecting the most accurate model and even lead to a suboptimal model being selected, as has been previously observed . Apparently further research is required in this field, especially by considering some recently developed feature selection approaches (Genuer et al., 2010; Hapfelmeier and Ulm, 2013) .
Are RF and the hybrid methods data specific?
RF, RFOK and RFIDW proved to be the most accurate methods in this study. This finding is consistent with previous studies (Li et al., 2011b; Li et al., 2011c; Li et al., 2012b) where RF and the hybrid methods (RFOK and RFIDW) showed their high predictive capacity. Of these three methods, RFOK is preferred over RF and RFIDW. These findings suggest that RF and the hybrid methods are not data specific. However, their models Li., Predicting spatial distribution of seabed gravel content using RF, SIMs and their hybrid methods are data specific. This is because the predictive errors change with the input secondary variables. Therefore, we need to find an optimal set of predictors for the methods for individual primary variables, and best model needs to be selected according to individual situations. The high accuracy of RF and the hybrids has been further confirmed by their application to a terrestrial environmental variable (Sanabria et al., 2013a; Sanabria et al., 2013b) . The high predictive performance should be attributed to their features as discussed in previous studies (Li et al., 2011a; Li et al., 2011b; Li et al., 2011c) . These methods have displayed substantial potential in applications to both marine and terrestrial environmental properties. They are recommended for environmental sciences and other relevant disciplines.
Model averaging
Averaging the predictions of two or three most accurate methods (i.e. RFOKRFIDW and RFRFOKRFIDW) reduced the predictive accuracy. This is mainly due to the relatively poor performance of RFIDW. This negative effect of model averaging is not supported by previous studies where model averaging either showed no significant improvement (Li et al., 2011a; Li et al., 2011b) or displayed further improvement (Li et al., 2012b; Marmion et al., 2009) . It is evident that no consistent findings were observed regarding model averaging that is clearly data specific. Therefore, application of model averaging should be examined for individual studies. In addition, averaging the predictions of RF with the predictions of RFOK or RFIDW was not considered in this study because RF is usually less accurate than RFOK and RFIDW according to previous research (Li et al., 2011a; Li et al., 2012b) . However, the finding in this study suggests that such averaging should be considered and, thus, is recommended for future studies.
In summary, model selection is essential for RF and its hybrid methods. RF and the hybrid methods are not data specific, but their models are. RFOK is the most accurate method. Model averaging is also data specific. Hence the best model needs to be identified for individual studies and application of model averaging should also be tested for individual studies. RF and the hybrid methods are recommended for generating spatial predictions in environmental sciences and other relevant disciplines in the future.
