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A mi familia de Cartagena,
Barcelona y, especialmente,
a mi padre,
que no llegó a ver el final

There’s a Road
Calling you to stray.
Step by step
Pulling you away.
Under Moon and Star
Take the Road




Follow where it goes.
Far beyond the Sun
Take the Road
Wherever it runs.






The Road goes on
Ever ever on
The Road goes on
Adapted from
the work of J.R.R. Tolkien
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Abstract
Kinematics is a branch of classical mechanics that describes the motion of points, bodies, and
systems of bodies without considering the forces that cause such motion. For serial robot ma-
nipulators, kinematics consists of describing the open chain geometry as well as the position,
velocity and/or acceleration of each one of its components. Rigid serial robot manipulators
are designed as a sequence of rigid bodies, called links, connected by motor-actuated pairs,
called joints, that provide relative motion between consecutive links. Two kinematic problems
of special relevance for serial robots are:
I Singularities: are the configurations where the robot loses at least one degree of freedom
(DOF). This is equivalent to:
(a) The robot cannot translate or rotate its end-effector in at least one direction.
(b) Unbounded joint velocities are required to generate finite linear and angular veloci-
ties.
Either if it is real-time teleoperation or off-line path planning, singularities must be addre-
ssed to make the robot exhibit a good performance for a given task. The objective is
not only to identify the singularities and their associated singular directions but to design
strategies to avoid or handle them.
II Inverse kinematic problem: Given a particular position and orientation of the end-effector,
also known as the end-effector pose, the inverse kinematics consists of finding the confi-
gurations that provide such desired pose. The importance of the inverse kinematics relies
on its role in the programming and control of serial robots. Besides, since for each given
pose the inverse kinematics has up to sixteen different solutions, the objective is to find a
closed-form method for solving this problem, since closed-form methods allow to obtain
all the solutions in a compact form.
The main goal of this dissertation is to contribute to the solution of both problems. In particular,
with respect to the singularity problem, a novel scheme for the identification of the singularities
and their associated singular directions is introduced. Moreover, geometric algebra is used to
simplify such identification and to provide a distance function in the configuration space of the
robot that allows the definition of algorithms for avoiding them.
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With respect to the inverse kinematics, redundant robots are reduced to non-redundant ones by
selecting a set of joints, denoted redundant joints, and by parameterizing their joint variables.
This selection is made through a workspace analysis which also provides an upper bound for
the number of different closed-form solutions. Once these joints have been identified, several
closed-form methods developed for non-redundant manipulators can be applied to obtain the
analytical expressions of all the solutions. One of these methods is a novel strategy developed
using again the conformal model of the spatial geometric algebra.
To sum up, this dissertation provides a rigorous analysis of the two above-mentioned kinematic
problems as well as novel strategies for solving them. To illustrate the different results intro-
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Chapter 1
Introduction
1.1 Context and motivation
Kinematics is a branch of classical mechanics that describes the motion of points, bodies, and
systems of bodies without considering the forces that cause such motion. Its study allows a
better understanding of the behavior of systems of rigid bodies as well as important properties
related to the motion of such systems like, for example, its position, velocity and acceleration. An
example of a system such that are the rigid serial robot manipulators, i.e., a sequence of rigid
bodies, called links, connected by motor-actuated kinematic pairs, called joints, that provide
relative motion between consecutive joints. At the end of the last link, a tool or device, called
end-effector, is placed.
For industrial serial robots, the kinematics allows, given the position of each joint (also known
as the configuration), to determine the position and orientation (also known as the pose) of the
end-effector. This is referred as the forward kinematics of the robot. In addition, the kinematics
also allows to formulate the inverse problem, i.e., the inverse kinematics. Since industrial robots
are robotic systems used for manufacturing (that includes welding, painting, assembly, pick and
place for printed circuit boards, packaging and labeling), the inverse kinematics becomes a key
problem. For any of the above-mentioned tasks, a spatial trajectory, made up of points, is given
to the robot. Such trajectory should be followed by the end-effector making each one of these
points become a target pose of the end-effector. That is the definition of the inverse kinematics
problem and it still has open aspects.
Moreover, for industrial redundant robots, i.e., robots with more joints that the ones required for
a given task, the inverse kinematics has an infinite number of different solutions which allows
the definition of secondary tasks. The objective is to select, from the set of all solutions, those
that satisfy certain conditions like not to be close to an obstacle or to a joint limit, etc. Therefore,
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for redundant robots, the inverse kinematics consists of finding, instead of just one solution, all
of them, so the redundancy can be exploited. However, the majority of the contributions related
to the inverse kinematics of redundant robots develop numerical strategies that only return one
particular solution. Despite some of these numerical methods include a particular secondary
task for exploiting the redundancy, these approaches are not the most suitable for solving the
problem because:
• They have a high computational cost and execution time in comparison with other me-
thods.
• It might be necessary to use different secondary tasks at different times which would
imply the design of a new numerical algorithm to solve the inverse kinematics for each
new secondary task.
Therefore, for a good performance of an arbitrary industrial robot in the execution of its tasks,
an efficient method for solving the inverse kinematics that provides all the associated solutions
is required.
On the other hand, another key problem of robot kinematics is the singularity problem. Singula-
rities (or, equivalently, kinematic singularities) are those configurations where the end-effector
cannot be translated or rotated around at least one direction. Therefore, the singularities affect
the motion capabilities of the industrial robot by limiting such motion in certain directions. Fur-
thermore, at singularities, finite linear and angular velocities of the end-effector require infinite
joint velocities which make impossible to command the robot. The singularity problem can be
split into two subproblems:
• Identification of singularities and their associated singular directions.
• Handling or avoiding the singularities.
With respect to the first subproblem, the identification of both singularities and singular direc-
tions is important because it allows the design of control schemes or numerical algorithms for
handling them. Such identification is made through the determinant of the matrix that relates
the joint velocity vector with the Cartesian velocity vector (the vector of linear and angular velo-
cities), also known as the geometric Jacobian matrix. However, for redundant robots, this matrix
is non-square so the determinant cannot be computed. Although there are alternative methods
to identify the singularities of redundant robots, they are not computationally efficient.
Regarding the second subproblem, the majority of the methods developed in the literature gen-
erate trajectories that avoid the singular directions once they have been identified. However,
due to the lack of a good definition of the distance to a singularity, these trajectories are usually
generated far from the singularities which limits the effective workspace of the robot. Therefore,
this is another open problem of great importance.
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1.2 Objectives
The main objective is to contribute significantly to the solution of the two kinematic problems
introduced in section 1.1, i.e., the inverse kinematics for redundant serial robots and the singu-
larity identification and handling for arbitrary rigid serial manipulators. To reach that goal, the
main objective is split into the following particular objectives.
1. Inverse Kinematics:
• Characterization of globally degenerated robots in terms of the Jacobian matrix.
• Development of a method to analyse both quantitative and qualitatively the workspace
of arbitrary redundant manipulators.
• Definition of the concept redundant joint based on the above-mentioned criteria.
• Proposal of a method for the identification of redundant joints according to the pro-
posed definition.
• Design of algorithms to solve analytically the inverse kinematics of redundant robots
through the parametrization of their redundant joints.
• Development of closed-form methods for the inverse kinematics of 6 and 7 DOF
robots using conformal geometric algebra.
2. Singularity Problem:
• Proposal of a method for the identification of singularities using geometric algebra.
• Proposal of a practical and easy to implement definition for the distance to a singula-
rity.
1.3 Outline of the thesis
The present work is organized in seven chapters and three appendices. A brief description of
their content is given:
• Chapter 1 describes the motivation and objectives of this dissertation.
• Chapter 2 discusses the state of the art in the topics of inverse kinematics and singularities
of serial robot manipulators.
• Chapter 3 characterizes globally degenerated 6 DOF robots in terms of the rank-deficiency
of the Jacobian matrix. Besides, such characterization is extended to robots with less than
6 DOF.
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• Chapter 4 develops a workspace analysis as well as its application to the definition and
identification of redundant joints. Furthermore, solves the inverse kinematics of several
well-known redundant robots.
• Chapter 5 develops a closed-form method for solving the inverse kinematics of 6 and 7
DOF serial robots using conformal geometric algebra. This method complements strategy
developed in chapter 4.
• Chapter 6 proposes a method for the identification of singularities using geometric alge-
bra. Furthermore, it defines a distance function in configuration space that restricted to
singularities allows the design of algorithms for avoiding them.
• Chapter 7 summarizes the contributions of this dissertation, states the future research
lines and lists the publications derived from this research.
• Appendix A presents an overview of the mathematical concepts and results used through-
out this work.
• Appendix B presents an overview of the kinematics of serial robots as well as a basic
kinematic analysis of three industrial robots of 7 DOF.
• Appendix C lists the most used trigonometric equations need for the resolution of the
inverse kinematics of non-redundant serial robots.
Chapter 2
State of the Art
In this chapter some of the most important works found in the kinematics literature are
outlined. First section focuses on the inverse kinematics, while the second section focuses
on the singularity identification and handling. In each section, the main contributions of
each work are highlighted and the open problems are pointed out.
As introduced in chapter 1, two of the most robotic kinematic poblems are the inverse kinema-
tics and the singularity identification and handling for serial robots. These two problems have
received great attention during the past decades. More recently, due to the necessity of closed-
form solutions and efficient numerical methods, many authors have brought new insights to
both topics.
This chapter intends to provide an overview of the main contributions developed to the resolu-
tion of both problems.
2.1 Inverse kinematics of serial manipulators
As defined in section B.2, the inverse kinematics has as goal obtaining the configurations that
provide the desired position and orientation of the end-effector. Non-redundant manipulators
have up to sixteen different configurations for the same particular end-effector pose (Pieper,
1968), while redundant manipulators has an infinite number of configurations leading to the
same end-effector pose (Siciliano et al., 2008; Spong et al., 2006). The methods to solve the
inverse kinematics for serial robots are categorized in two groups:
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a) Analytical or closed-form methods: All the solutions are expressed as functions in terms of
the pose matrix elements.
b) Numerical methods: Starting with an initial configuration q0, an iterative process returns
a good approximation q̃ of one of the solutions.
2.1.1 Closed-form methods
The importance of the inverse kinematics relies on its role in the programming and manipula-
tion of serial robots. Its solutions, generated using either closed-form methods, where all the
solutions are obtained, or numerical methods, where particular solutions are calculated, play an
important role in the design of control and path-planning algorithms.
Closed-form methods strongly depend on the robot structure and, therefore, cannot be applied
to arbitrary robots. However, they are computationally efficient and give all the solutions for a
given pose. In his PhD thesis, Pieper (1968) develops a procedure to obtain the solutions for
the inverse kinematics of serial robots with three consecutive joints whose axes intersect at a
single point. If the joint variable associated with joint i is denoted by qi (as stated in section
B.2), then the method consists of transforming each cos(qi) and sin(qi) into tan(qi/2). Then, the
change of variables ti = tan(qi/2) is performed and, as a result, the inverse kinematic solutions
are given as the solutions of a set of polynomials. For an arbitrary serial robot with spherical
wrist, at least one of these polynomials has degree four which makes the problem, in general,
difficult to solve. Later, Paul (1981) establishes a more rigorous and generic method based on
the manipulation of the homogeneous transformation matrices Ai−1i (defined in B.14) that can
be applied to manipulators of other kind. In particular, this method consists of the derivation of







· T = Ai−1i · · ·An−1n for i = 2, . . . , n (2.1)
where T denotes the matrix representation of the end-effector’s pose. The objective is to isolate
those non-linear equations that contain just one joint variable. Since T has twelve non-null
terms, a maximum of 12n non-linear equations needs to be formulated and solved. Besides, in
some cases, a combination of two or more non-linear equations are needed to obtain the value
of a single joint variable, which makes this approach difficult to apply.
For anthropomorphic redundant robots, i.e., robots of 7 DOF where the joints are divided into
three groups: the shoulder – with the first three joints, the elbow – with the fourth joint – and the
wrist – with the three last joints, most of the approaches are based on the definition of the arm
angle parameter ϕ, a parameter defined using the geometrical relation between the shoulder,
the elbow and the wrist. With this parameter, the inverse kinematics is solved geometrically.
Particular instances for ϕ are determined based on secondary tasks such as avoiding joint limits,
obstacles or offsets (Lau and Wai, 2002; Shimizu et al., 2008; Jung et al., 2011; Yu et al., 2012)
or obtaining human-like solutions (Xia et al., 2014). As mentioned before, these methods are
restricted to anthropomorphic manipulators with spherical wrist.
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Regarding the approaches based on the use of geometric strategies, in (Judd and Van Til, 1985;
Singh and Claassens, 2010; Wei et al., 2014; Liu et al., 2015; Qingmei et al., 2015) different
geometric methods are introduced. Most of them are focused on particular non-redundant serial
robots or particular redundant manipulators of 7 DOF and, therefore, they cannot be extended
to arbitrary robots.
In (Ivlev and Gräser, 1997, 1998) a closed-form method based on the definition of imaginary
links is presented. Given a desired pose, represented by T , if T is equated to the symbolic
pose matrix T 0n (as defined in equation (B.13)), a non-linear system of twelve equations and
n variables is obtained. Hence, for a six or seven DOF robot, the system obtained has more
equations than variables. Then, the idea of these methods consists of defining extra joints
connected by imaginary links so the extended manipulator has twelve DOF and the associated
non-linear system of equations has the same number of equations and variables. Finally, the
system can be solved either analytically or numerically. However, in the majority of the cases,
a non-linear system of twelve equations cannot be solved analytically and needs to be solved
numerically.
Finally, other approaches include the use of Lagrange multipliers (Chang, 1987), the develop-
ment of an analytical strategy in rate domain (Huang and Jiang, 2013) or heuristic strategies
(Pozna et al., 2016).
2.1.2 Numerical methods
Numerical methods usually work with any kind of robot, but they suffer from several drawbacks
like, for example, high computational cost and execution time, existence of local minima and
numerical errors. Moreover, only one of the sixteen (infinite) possible solutions is obtained for
non-redundant (redundant) manipulators.
The most extended numerical approaches are the Jacobian-based methods, in which the relation
(B.20) is inverted and solved iteratively starting with an initial condition q0:
qi+1 = qi + J−1G (qi)ei (2.2)
where ei denotes the vector of errors, i.e., the position and orientation errors between the pose
associated with qi and the target pose. Inverting the Jacobian matrix is not always possible.
For redundant manipulators, JG is a non-square matrix while for non-redundant manipulators,
det(JG(q)) vanishes at singularities (as shown in (B.22)). To handle these two situations, J−1G
is replaced by a generalized inverse. The most well-known ones are the pseudoinverse J†G (that
can be calculated using the identity (A.21)), the transpose JTG and the damped least-squares
JTG(JGJTG + λ2I)−1 with damping factor λ ∈ R (Baillieul, 1986; Buss, 2009; Buss and Kim,
2005; Hsu et al., 1988; Kircanski and Petrovic, 1991; Lau and Wai, 2002; Nenchev, 1989; Pozna
et al., 2016; Sung et al., 1996; Wang et al., 2012; Wampler, 1986). Other Jacobian-based me-
thods include the use of the augmented Jacobian (Fratu et al., 2010), the so-called {1}-inverse
(Lovass-Nagy and Schilling, 1987) or other generalized inverses based on the pseudoinverse
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J†G (Manocha and Canny, 1994; Aspragathos and Dimitros, 1998). As stated before, the main
drawbacks of using generalized inverses are the high computational cost, execution time and
tracking error.
However, for 6 DOF serial robots, all these methods fail in the presence of singularities (with
the exception of the damped least-squares if an appropriated damping factor λ is chosen). In
this situation, some methods also modify the Jacobian matrix but in another way. For example,
in (Hueso et al., 2009), JG(q)−1 is replaced by a modified Jacobian matrix obtained from JG by
adding a weighted diagonal matrix. If the initial conditions are properly chosen, this method has
quadratic convergence. Buhmiler et al. (2010) propose the so-called quasi-Newton’s method.
This method is a two-step algorithm with quadratic convergence under good initial conditions.
However, it only works for the singularities where only one degree of freedom is lost. Finally, in
(Waziri Yusuf et al., 2011) JG(q) is replaced by a diagonal matrix where its diagonal elements
are calculated using variational techniques. The objective is to bypass the singular configuration.
However, this method suffers from a high computational cost.
Other methods are focused on the use of numerical algorithms based on local optimization
(De Luca and Oriolo, 1991a,b; De Luca et al., 2006). In (Wang et al., 2012) a quadratic min-
imization algorithm is developed, while in (Ahuactzin and Gupta, 1999; Burdick, 1989) a so-
lution trajectory is generated by exploring the feasible directions of the end-effector from its
current position at each step.
Finally, other approaches include the use of conformal geometry algebra (Kim et al., 2015a,b),
Crank-Nicholson methods (Drexler, 2016) and reachability maps (Vahrenkamp et al., 2015).
2.2 Singularities of serial manipulators
As stated in section B.2, kinematic singularities are those configurations in which the end-
effector cannot move through certain directions or, equivalently, where unbounded joint ve-
locities are required to generate a given end-effector velocity vector ẋ. Hollerbach (1985) and
Gottlieb (1986) independently demonstrate that every serial robot of n > 2 DOF has kinematic
singularities, even the redundant ones. Since only the kinematics singularities are going to be
considered throughout this work, from now on and, unless other is specified, the term singula-
rities will refer to kinematic singularities.
Handling the singularities consists of two steps:
• Identification of singular configurations and their associated singular directions.
• Design of efficient algorithms to handle these singularities.
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2.2.1 Identification and classification of singularities
There are several ways of classifying general singularities. The main one, according to (Oetomo,
2004; Siciliano and Khatib, 2008; Burdick, 1989), is:
• Kinematic singularities: are those singularities that correspond to the mechanical limita-
tions of the serial robot R.
• Representation singularities: are those singularities associated with minimal representa-
tions of the orientation.
• Algorithmic singularities: are those configurations where the main task of positioning and
orientating the end-effector contradicts a secondary task (such as avoiding joint limits,
singularities or obstacles).
In turn, kinematic singularities can be divided into the following two groups:
• Position singularities: are the singularities where only the joints that contribute to the
position of the end-effector are involved.
• Orientation singularities: are the singularities where only the joints that contribute to the
orientation of the end-effector are involved.
As seen in section B.2, singularities are identified through equations (B.22). However, if R has
revolute joints, several elements of JG are non-linear expressions and, as a result, it becomes
difficult to compute these equations. Tchoń and Muszyński (1997) present a mathematical
study of the singularities of non-redundant robots, while in (Shamir, 1990) a similar study is
performed of redundant manipulators. Xu et al. (2016) develop an strategy for the identification
of the singularities of arbitrary serial robots of 6 DOF. On the other hand, in (Bruyninckx, 2010;
Angeles, 2007; Murray et al., 1994; Oetomo, 2004; Cheng et al., 1997, 1998; Oetomo and
Lim, 2001; Vaezi et al., 2011; Oetomo and Ang Jr, 2009) a simplification for manipulators with
spherical wrist is proposed. Since the origin of the end-effector frame is placed at the wrist







where J11(q) and J21(q) are two submatrices of order 3× (n− 3), while J22(q) has order 3.
Thus, the singularities of R can be decoupled into position and orientation singularities. Its
identification can be summarized as follows:
• Non-redundant case: the solutions of det(J11(q)) = 0 determine the position singularities
while the solutions of det(J22(q)) = 0, the orientation singularities.
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• Redundant Case:
– Position singularities: are those q ∈ C such that ρ(J11(q)) < 3.





where J21|J22 denotes the juxtaposition of the submatrices J21 and J22, while ρ(·)
denotes the rank of the corresponding matrix.
Once the singularities have been identified, their associated singular directions can be found by
representing the Jacobian JG in a different frame in which JG has a zero row. In this situation,
for a non-null joint velocity vector q̇, a component of the end-effector velocity vector ẋ is zero
and, thus, the corresponding component of the linear or angular velocity vector is zero. Hence,
the end-effector ofR cannot be translated or rotated around the corresponding axis of the frame
in which JG is now represented (Cheng et al., 1998, 1997; Oetomo and Lim, 2001; Oetomo,
2004; Oetomo and Ang Jr, 2009; Vaezi et al., 2011). There are two main methods for finding
out these frames:
(1) Let denote by {1}, . . . , {n} the joint frames of R. Then, a first attempt consists of repre-
senting JG in each one of these joint frames (using identity (B.23)). If one of the first three
rows of J{i}G is a zero row, then the corresponding component of the linear velocity vector
is zero and, thus, the end-effector cannot be translated along the corresponding axis of
{i}, while if the zero row is one of the last three, then the corresponding component of the
angular velocity vector is zero and, therefore, the end-effector cannot be rotated around
the corresponding axis of {i}.
(2) Given a singularity q ∈ C, since JG(q) is a constant matrix, the singular value decomposi-
tion (as defined in identity (A.20)) can be applied to JG(q):
JG(q) = UΣV T
Recall that Σ is a diagonal matrix that has as many zeros in its diagonal as degrees of
freedom R loses. Thus, for each lost degree of freedom there is a zero row in ΣV T and,
since
UTJG(q) = ΣV T (2.5)
there is also a zero row in UTJG(q). Since U is an orthogonal matrix, UTJG(q) can be seen
as the representation of the Jacobian matrix JG(q) in a different frame. In the literature,
this frame is known as the singular frame S. Therefore, as in the preceding situation, the
singular direction is aligned with the axes of S.
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2.2.2 Handling of singularities
Handling singularities has become an important part of robot kinematics research due to the
necessity of robust and efficient algorithms for a good performance of the different tasks that
modern robots must execute. The different methods recently developed can be classified into
three groups (Oetomo, 2004; Yong et al., 2013):
• Methods that handle singularities without workspace division.
• Methods that handle singularities with workspace division (singular and non-singular re-
gions).
• Methods that handle singularities using the redundancy of R.
Methods without workspace division
These methods usually modify either the Jacobian matrix JG or the end-effector trajectory
through a continuous function to avoid the vanishing of det(JG(q)) at singularities. Such func-
tion is defined in the whole workspaceW.
Regarding the contributions where the Jacobian matrix is modified, in (Nakamura and Hana-
fusa, 1986) the SR-inverse method is introduced. This method uses a generalized pseudoinverse
matrix with less computational cost than the regular pseudoinverse. In addition, such method is
able to avoid the singular directions. However, its computational cost is still high with respect to
other methods and has tracking errors. Kircanski (1993) uses the singular value decomposition
to obtain the matrix Σ for a given singularity q ∈ C. Then, the zero elements of its diagonal
are replaced by non-zero functions so the new Jacobian matrix is not singular at q. Moreover,
the singular direction associated with q is eliminated from the workspace. Using a similar idea,
Oetomo et al. (2002) add imaginary joints in order to obtain a virtual redundancy. Then, extra
columns are added to JG and, at a singularity, despite the loss of some degrees of freedom, the
new Jacobian matrix still has full-rank. In (Huang et al., 2016), three methods that modify the
Jacobian matrix are presented: non-redundancy singularity avoidance (NRSA), redundancy sin-
gularity avoidance (RSA) and point-to-point singularity avoidance (PTPSA). All of them exhibit
a good performance but are restricted to particular manipulators.
Other approaches modify the trajectory. For example, Schinstock (1998) extends the damped
least-squares method for improving the robustness in the presence of singularities. However,
the accuracy of this method decreases at some singular configurations and, hence, the end-
effector does not follow the trajectory in all its points. In (Kieffer, 1994; O’Neil et al., 1997) the
end-effector trajectory φ(t) is reparametrized to φ(λ(t)) so the reparametrization and its higher
derivatives exhibit a good behavior close to singularities. This idea is extended by Lloyd (1998)
considering arbitrary trajectories within the workspace.
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Finally, in (Hijazi et al., 2016) the singularities are studied before designing the robot. Although
a robot without singularities cannot be designed, some singularities can be avoided at the design
stage.
The main drawback of all these methods is the high computational cost and, in some cases, the
tracking error associated with them.
Methods with workspace division
These methods usually divide the workspace in two regions: the singular region S and the non-





where f denotes the forward kinematics function (B.15) and each Ui is an open neighborhood
of qi ∈ C. Conversely, NS = W \ S. Robust control algorithms dealing with the singularities
are designed to work only in S, while general control algorithms are used in NS. The transition
between control schemes must be continuous.
Some contributions propose numerical algorithms that work inside S. They are based on the
use of several generalized inverses. Aboaf and Paul (1987) handle the wrist singularity by
eliminating its associated singular direction. The value of the corresponding component of
the velocity vector ẋ is bounded in the eliminated direction to guarantee the accuracy in the
position while minimizing the orientation error. However, this strategy cannot be extended to
other kinematic singularities. On the other hand, Chiaverini and Egeland (1990) identify the
singular directions of 6 DOF serial robots and eliminate them. Inside the singular region S, the
Jacobian matrix becomes a non-square matrix so the pseudoinverse is used to generate the joint
velocities. One of the main drawbacks of this method is the high computational cost associated
with the use of the pseudoinverse. In (Cheng et al., 1997), a similar strategy is followed. Once
the singular directions have been removed, a combination of a generalized inverse together with
an optimization method (the singularity isolation plus QP compact method) is used to generate
the motion in the eliminated directions.
Other works are focused on the design of control algorithms based on the gradient projection
method. In (Chang and Khatib, 1995; Oetomo and Lim, 2001; Oetomo, 2004; Oetomo and
Ang Jr, 2009), the singularities and their associated singular directions are identified. Then,
a control algorithm is designed and implemented inside the singular region S for making the
end-effector escape from there. Such control algorithm is based on the gradient projection
method and generates a null torque vector that is projected onto the null space of JG (Khatib,
1987). Such projection creates an internal motion that allows the end-effector to escape from
the singularity. In Cheng et al. (1998), the same strategy is extended for redundant robots of
7 DOF. The gradient projection method is applied with different performance measures as, for
example, manipulability, lower energy consumption, etc. Nenchev and Uchiyama (1995) give a
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new classification of singularities according to its geometrical and differential behavior. A path
planning algorithm based on the velocities generated by the null space of JG is introduced to
achieve trajectories that move arbitrarily close to some of these singularities.
Regarding the contributions based on the use of self-motions, in (Seng et al., 1995; O’Neil et al.,
1997) a study about the escapability from singular configurations is presented. Escapability is
defined as the ability of a serial robot R of reconfiguring itself from a singular pose to a non-
singular one via self-motion. However, at a singularity, the self-motion generated (if it exists)
might or might not assist the end-effector of R in escaping from a singularity. A detailed study
of when the self-motion can be used is found in (Bedrossian, 1990; Bedrossian and Flueckiger,
1991).
Finally, Bohigas (2013) introduces a division of the configuration space C. The singular region





where Vi is an open neighborhood of qi ∈ C. Then, all the trajectories are generated in C \ S.
However, the computational cost of this strategy is very high because a discretization of C \ S is
required for generating such trajectories.
Methods using redundancy
It is well-known that redundancy can be used to perform secondary tasks such as avoiding
obstacles, singularities or joint limits. In this context, the idea of these methods is to use the
redundancy through a cost function and an optimization process to generate alternative trajec-
tories to achieve a target pose avoiding singularities. Since the serial robotR is redundant, there
are infinite possible trajectories to achieve any given pose of the end-effector.
In particular, most of the contributions in this field develop strategies for solving the inverse
kinematics of redundant robots. Then, the redundancy is exploited by using an optimization
algorithm. Because of that, this topic is widely covered in section 2.1. Several examples of these
strategies are (Cheng et al., 1998; De Luca and Oriolo, 1991a; Taki and Nenchev, 2014).
Finally, in (Fang and Tsai, 2003) an identification of the singularities is made by using the screw
theory. Then, the singular directions are isolated and eliminated to allow the computation of
feasible directions leading to non-singular trajectories. On the other hand, Chevallereau (1996)
also proposes the identification of feasible directions using, instead of the screw theory, artificial
constraints defined over the trajectory.
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2.3 Open problems
Summarizing all the contributions explored in the preceding sections, the following open pro-
blems can be listed:
• Development of a general closed-form method for solving the inverse kinematics of redun-
dant serial robots.
• Development of a general method for solving the inverse kinematics of non-redundant
serial robots without spherical wrist.
• Development of computationally efficient strategies for the identification of the singulari-
ties and their associated singular directions.
• Design of robust and efficient numerical algorithms or control schemes for avoiding or
handling the singularities.
Chapter 3
Characterization of Globally Degenerated
Robots
What has been affirmed without proof
can also be denied without proof
Euclid
In this chapter an analytical and easy to implement characterization of globally degenera-
ted serial robots based on Heiss’s theorem is presented. Besides, the concept of globally
degeneration is extended to manipulators with less than 6 DOF and the relations between
non globally degenerated manipulators and their kinematic subchains are studied. Finally,
several examples are introduced to illustrate the utility of such characterization.
3.1 Problem Statement
As stated in section 1.2, one of the thesis objectives is to develop an easy to implement strategy
for identifying the serial robots that have limited motion in the whole workspace. This charac-
terization is especially useful for the identification of the redundant joints (as it will be seen
in chapter 4), which is a crucial point in the resolution of the inverse kinematic problem for
redundant serial robots.
Given a serial robotR, its number of Cartesian degrees of freedom (CDF) is defined as the number
of independent translations and rotations the end-effector of R can perform in the Cartesian
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space. If the manipulator’s end-effector moves in the three dimensional space, the number of
CDF is 6 at the most.
According to Schrake et al. (1990), a serial robot of 6 DOF is said to be globally degenerated
when its number of CDF is strictly lower than 6 for any possible configuration. Obviously, a
manipulator is said to be locally degenerated when its number of CDF is strictly lower than 6 only
for some configurations. Due to the existence of orientation singularities, any serial manipulator
with at least 3 revolute joints is locally degenerated (Gottlieb, 1986; Hollerbach, 1985).
By its definition it is clear that globally degenerated manipulators have limited their motion in
the whole workspace. However, it is not obvious how these manipulators can be identified. In
his PhD thesis, Pieper (1968) shows some kinematic structures that are globally degenerated.
Theorem 3.1.1, proposed in (Heiss, 1985), provides a geometric characterization of when a
manipulator is globally degenerated, based on its kinematic structure. Despite informal, this
characterization has shown to be useful.
Theorem 3.1.1 (Heiss, 1985). A serial manipulator of 6 DOF is globally degenerated if and only
if at least one of the following statements holds:
(a) It possesses three coplanar prismatic joints.
(b) It possesses more than three revolute joints with parallel axes.
(c) It possesses four revolute joints whose axes intersect at a single point.
(d) It possesses two groups of three revolute joints whose axes intersect at a single point.
(e) It possesses two revolute joints with coincident axes.
(f) It possesses six revolute joints, three of them whose axes intersect at a single point and the rest
with parallel axes.
(g) It possesses two prismatic joints with parallel axes.
(h) Number of prismatic joints + number of revolute joints with parallel axes − 1 > 3.
Due to its geometrical nature, it is difficult to formulate this theorem as an algorithm. Besides,
some special geometric structures cannot be identified by an algorithm based on the above cri-
teria, like, for example, structures with two consecutive joints – one revolute and one prismatic
– with parallel axes (Schrake et al., 1991).
For that reasons, Schrake et al. (1990) propose a different approach. Given that the determi-
nant of the Jacobian matrix vanishes at singularities, they extend this idea and establish that a
manipulator is globally degenerated if, and only if, the determinant of the Jacobian matrix va-
nishes in the whole workspace. However, these authors do not prove its assumption. In the next
section two different approaches for the mathematical characterization of globally degenerated
manipulators are presented.
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3.2 Characterization of globally degenerated manipulators based
on Heiss theorem
Following the idea introduced in (Schrake et al., 1991), a characterization of the geometric
structures that make a serial robot to be globally degenerated is proposed. This result is espe-
cially useful because it allows to construct a computational algorithm for its easy practical use.
Before presenting and proving this theorem, an auxiliary lemma is required:
Lemma 3.2.1. Let M ∈ M3(R). Its determinant, det(M), vanishes if, and only if, one of the
columns (rows) is zero, two columns (rows) are proportional or there exists a linear combination
between the three columns (rows).
Proof. It follows inmediatly from the properties of determinants (as depicted in section A.1).
Statements (a)−(h) of theorem 3.1.1 are denoted as Heiss’s Criteria. A serial robot fulfills Heiss’s
Criteria if its kinematic structure meets at least one of the mentioned statements.
Theorem 3.2.2. A serial manipulator of 6 DOF fulfills Heiss’s Criteria if, and only if,
det(JG(q)) = 0 for every q ∈ C.
Proof.
=⇒
(a) It possesses three coplanar prismatic joints.
If the axes of these three coplanar prismatic joints are denoted by zi, zj and zk, there
exists λ1, λ2 ∈ R such that:
zj = λ1zi + λ2zk
This implies that det(JG(q)) vanishes for any q ∈ C.
(b) It possesses more than three revolute joints with parallel axes.
It is enough to consider the case of four revolute joints with parallel axes. In order to
preserve the parallelism, the joint axes should be consecutive or to have one o more pris-
matic joints between two of them. In both cases, three of the four columns associated with
the parallel revolute joints are subtracted to the other one, obtaining an equivalent matrix
with a zero block. Since exchanging the columns of a matrix does not modify the absolute
value of its determinant, an equivalent matrix is obtained such as the four revolute joints
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Figure 3.1: Three revolute joints with parallel axes
where the equivalent matrix is denoted as the original one for simplicity.
So, det(JG(q)) = −det(A1) det(A2), where
A1 = [z3 × (o3 − o4) z3 × (o3 − o5) z3 × (o3 − o6)]
A2 = [z1 z2 z3]
where zi and oi are defined in section B.2 and operation ×, in definition A.3.2. If there is
a prismatic joint, det(A2) clearly vanishes. If not, o3,o4,o5 and o6 are located in the same
plane π. Due to the rotational nature of these joints, π is defined by two vectors of the
form o3 − oj with j = 4, 5 or 6 (figure 3.1). This implies that there exists λ1, λ2 ∈ R such
that:
(o3 − o6) = λ1(o3 − o5) + λ2(o3 − o4).
Hence,
det(A1) = det([z3 × (o3 − o4) z3 × (o3 − o5) z3 × (o3 − o6)]) =
= det([z3 × (o3 − o4) z3 × (o3 − o5) z3 × (λ1(o3 − o5) + λ2(o3 − o4))]) =
= λ1 det([z3 × (o3 − o4) z3 × (o3 − o5) z3 × (o3 − o5)])+
+ λ2 det([z3 × (o3 − o4) z3 × (o3 − o5) z3 × (o3 − o4)])
where every term vanishes.
(c) It possesses four revolute joints whose axes intersect at a single point.
Let denote the axes of these joints as zi, zi+1, zi+2 and zi+3 and let consider that the origins
of their frames are placed at the intersection point. Since there are four axes, one of them
should be a combination of the other three. For instance, zi = λ1zi+1 + λ2zi+2 + λ3zi+3
with λi ∈ R. The columns of JG(q) associated to these joints are:
(λ1zi+1 + λ2zi+2 + λ3zi+3)× (o6 − oi)
λ1zi+1 + λ2zi+2 + λ3zi+3
and
zi+1 × (o6 − oi)
zi+1
zi+2 × (o6 − oi)
zi+2
zi+3 × (o6 − oi)
zi+3
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Again, by the linearity of the cross product, det(JG(q)) vanishes.
(d) It possesses two groups of three revolute joints whose axes intersect at a single point.
Let consider that the origin of the world frame is placed at the intersection point of the
first group of joint axes. Analogously, let place the origin of the end-effector’s frame o6
at the intersection point of the second group. Therefore, det(JG(q)) = det(A1) det(A2),
where
A1 = [z1 × o6 z2 × o6 z3 × o6]
A2 = [z4 z5 z6]
Now, {z1, z2, z3} and {z4, z5, z6} are two sets of linearly independent vectors almost for
every configuration. If there exists q ∈ C such that any of the two sets become linearly
dependent, q is a singular configuration. Excluded that situation, and, since each set can
be considered as a basis of R3, there exist λ1, λ2, λ3 ∈ R such that:
o6 = λ1z1 + λ2z2 + λ3z3.
Then, det(A1) vanishes due to the linearity and anticommutativity of the cross product.
(e) It possesses two revolute joints with coincident axes.
Let denote the common axis by zi. Besides, the origins of the two joint frames can be
settled together. Then, JG(q) will have two identical columns and, as a consequence, its
determinant will vanish.
(f) It possesses six revolute joints, three of them whose axes intersect at a single point and the rest
with parallel axes.
Consider just the case where the last three joints intersect at a single point. Then,
det(JG(q)) = det(A1) det(A2)
where
A1 = [z1 × (o6 − o1) z1 × (o6 − o2) z1 × (o6 − o3)]
A2 = [z4 z5 z6]
The last three joints do not change the position of o6 and the first three joints axes are
parallel, so the frames of the three first joints can be placed such that their origins are
collinear (figure 3.2). Then, o1,o2,o3 and o6 define a plane π, i.e., there exist λ1, λ2 ∈ R
such that:
o6 − o3 = λ1(o6 − o1) + λ2(o6 − o2)
Therefore, by the properties of the cross product, det(A1) vanishes.
If the joint axes intersecting at a single point are not the last three, the columns of JG(q)
can be exchanged in order to be in the precedent case. This modification will not affect
the value of the determinant but its sign.
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𝑜6
𝑜3𝑜2𝑜1
Figure 3.2: Plane generated by points o1,o2,o3 and o6
(g) It possesses two prismatic joints with parallel axes.
As in statement (e), JG(q) has two identical columns and therefore, its determinant va-
nishes.
(h) Number of prismatic joints + number of revolute joints with parallel axes − 1 > 3.
Let m denote the number of revolute joints with parallel axes. Only the case m ≤ 3 is
considered since when m > 3, statement (b) holds. Two different cases should be treated:
1) m ≤ 2 and there are at least three prismatic joints with axes zi, zj and zk. Due to the
presence of prismatic joints, there is a zero block in JG(q). Therefore, det(JG(q)) =
det(A1) det(A2) where
A1 = [zi zj zk]
A2 = [z` zr 0]
if m = 1, and
A1 = [zi zj zk]
A2 = [z` z` zr]
if m = 2. In both cases, det(A2) clearly vanishes.
2) m = 3 and there are at least two prismatic joints with axes zi and zj . There
is not a zero block in JG(q) but, since m = 3 a such block can be obtained by
simple manipulation over JG(q). It is enough with subtracting two of the three
columns associated with the frames attached to the parallel revolute joints. Hence,
det(JG(q)) = det(A1) det(A2) where:
A1 = [z` × (o6 − o`) zi zj ]
A2 = [z` z` zr]
(3.1)
As in the precedent case, det(A2) vanishes.
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where A1 and A2 are the matrices that relates the contribution of the joints velocity vector to
the end-effector linear velocity and A3 and A4 are the matrices relating the contribution of the
joints velocity vector to the end-effector angular velocity.
The following cases that makes det(JG(q)) = 0 should be distinguished:
(α) Ai is a zero block for some i = 1, 2, 3 or 4.
(α.1) A1 cannot be a zero block because o6 6= o1.
(α.2) A2 is a zero block only when the last three joint axes intersect at a single point. In
that situation, det(JG(q)) = det(A1) det(A4).
Clearly, since the last three joints have axes intersecting at a single point, det(A4)
does not vanish globally. Hence, det(A1) vanishes. Now, using lemma 3.2.1, the
different combinations for the columns of A1 are studied:
(α.2.1) A1 has a zero column. If the third one is not zero, then the other two cannot be
zero, because o6 6= o1 and o6 6= o2. If the third column is zero, it means that
there is another revolute joint whose axis intersects the other three at the same
point. Then, statement (c) holds.
(α.2.2) A1 has two proportional columns. These columns correspond to: two prismatic
joints or two revolute joints or a prismatic joint with a revolute one.
The first case agrees with statement (g). For the second one, let consider that the
columns are z1 × (o6 − o1) and z2 × (o6 − o2). Since they are proportional:
z1 ⊥ (z2 × (o6 − o2)) =⇒

z1 = z2 or
z1 = (o6 − o2) or
z1 = λ1z2 + µ1(o6 − o2)
(3.2)
Analogously,
z2 ⊥ (z1 × (o6 − o1)) =⇒

z2 = z1 or
z2 = (o6 − o1) or
z2 = λ2z1 + µ2(o6 − o1)
(3.3)
Let suppose that z1 6= z2, z1 6= λ1z2 + µ1(o6 − o2) and z2 6= λ2z1 + µ2(o6 − o1).
Then:
z1 × (o6 − o1) = z2 × (o6 − o2) =⇒
z1 × z2 = z2 × z1 =⇒
z1 × z2 = −z1 × z2 =⇒
z1 × z2 = 0
(3.4)
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which leads to a contradiction with z1 6= z2. Hence,
z1 = z2 or
z1 = λ1z2 + µ1(o6 − o2) or
z2 = λ2z1 + µ2(o6 − o1)
(3.5)
Now, let suppose that z1 6= λ1z2 + µ1(o6 − o2) and z2 6= λ2z1 + µ2(o6 − o1).
Then:
z1 × (o6 − o1) = z2 × (o6 − o2) =⇒
z1 × (o6 − o1) = z1 × (o6 − o2) =⇒
z1 × (o2 − o1) = 0
(3.6)
which implies two possibilities. The first one is (o2 − o1) = 0, which means that
the two joint axes are coincident. Hence, statement (e) holds. The second possi-
bility cannot hold because, since z1 = z2, z1 6= o2 − o1.
Finally, let suppose that z1 = λ1z2 + µ1(o6 − o2) and z2 = λ2z1 + µ2(o6 − o1).
Then:
z1 = λ1z2 + µ1(o6 − o2)
z2 = λ2z1 + µ2(o6 − o1)
}
and by substituting the expressions of z1 and z2 in the precedent identities, the
following is obtained:
z1 = a1(o6 − o1) + a2(o6 − o2)




a1 = λ1µ2/(1− λ1λ2)
a2 = µ1/(1− λ1λ2)
a3 = λ2µ1/(1− λ1λ2)
a4 = µ2/(1− λ1λ2)
(3.8)
where 1 − λ1λ2 6= 0 because, if λ1λ2 = 1, then (o6 − o1) = (o6 − o2) = 0. If
the proportional columns of A1 are the first two, there is a contradiction, while if
they are the last two, z1 and z2 intersect with the last three joint axes at a single
point, and then statement (c) holds. Equation (3.7) implies that z1 and z2 belong
to the plane defined by (o6 − o1) and (o6 − o2). Since z1 and z2 are not parallel,
they intersect at a single point. Thus, o2 = o1 and:
z1 = K(o6 − o1)
z2 = K ′(o6 − o1)
}
where
K = λ1µ2 + µ11− λ1λ2
K ′ = λ2µ1 + µ21− λ1λ2
(3.9)
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If either K or K ′ vanishes, then either z1 = λ1λ2z1 or z2 = λ1λ2z2 – with
λ1λ2 6= 1, which is a contradiction. Therefore z2 = (K ′/K)z1. Now,
· If K ′/K = 1, there is a contradiction with z1 6= z2.
· If K ′/K 6= 1, there is a contradiction because z1, z2 are unit vectors.
Finally, the case of a prismatic joint proportional to a revolute one is not possi-
ble. Let consider that the two columns are z1 and z2 × (o6 − o2). If they are
proportional, z1 ⊥ z2 and z1 ⊥ (o6 − o2). This is not possible because, due its
rotational nature, z2 moves o6 in the Cartesian space, making the vector o6 − o2
not be orthogonal to z1.
(α.2.3) There is a linear combination between the columns of A1. The possibilities are:
three prismatic joints or three revolute joints or two prismatic joints with a revo-
lute one or two revolute joints with a prismatic one.
First case (three prismatic joints) corresponds to statement (a), while for the
second case (three revolute joints), there exist λ1, λ2, λ3 ∈ R \ {0} such that:
λ1z1 × (o6 − o1) + λ2z2 × (o6 − o2) + λ3z3 × (o6 − o3) = 0 (3.10)
Different cases should be distinguished:
· z1 = z2 or z1 = z3 or z2 = z3. Let suppose, without loss of generality, that
z1 = z2. Then, by the linearity of the cross product:
z1 × (λ1(o6 − o1) + λ2(o6 − o2)) + λ3z3 × (o6 − o3) = 0,
where λ1(o6 − o1) + λ2(o6 − o2) can be seen as a position vector of the form
o6 − o for certain o ∈ R3. As a consequence, this case is analogous to the
case of two proportional columns corresponding to two revolute joints, that
corresponds to statement (e).
· z1 = z2 = z3. This identity corresponds to three parallel revolute joint axes,
that agrees with statement (f).
· o1 = o2 or o1 = o3 or o2 = o3. Reasoning as before, it can be deduced that
this case is analogous to the case of two proportional columns corresponding
to two revolute joints, i.e., statement (e).
· o1 = o2 = o3. This identity correspond to three revolute joints whose axes
intersect at a single point. Then, statement (d) holds.
· z1 6= z2 6= z3 and o1 6= o2 6= o3. Due to the rotational nature of these joints,
there is no linear combination between z1, z2, z3. Therefore, they conform a
linearly independent set of vectors that spans R3 and, thus:
o6 − o1 = a11z1 + a12z2 + a13z3
o6 − o2 = a21z1 + a22z2 + a23z3
o6 − o3 = a31z1 + a32z2 + a33z3

where aij ∈ R.
By the linearity of the cross product, (3.10) changes into:
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(λ1a12−λ2a21)z1× z2 + (λ1a13−λ3a31)z1× z3 + (λ2a23−λ3a32)z2× z3 = 0
that is equivalent to:
z1 × ((λ1a12 − λ2a21)z2 + (λ1a13 − λ3a31)z3) + (λ2a23 − λ3a32)z2 × z3 = 0
which implies that z1 ⊥ z2 × z3. This is impossible due to the rotational
nature of their associated joints.
For the case of two prismatic joints with a revolute one, let consider that the
columns ofA1 are z1, z2 and z3×(o6−o3). Let suppose, without loss of generality,
that there exist λ1, λ2, λ3 ∈ R such that
λ1z1 + λ2z2 + λ3z3 × (o6 − o3) = 0 (3.11)
As a consequence,
(o6 − o3) ⊥ (λ1z1 + λ2z2) (3.12)
Since z3 moves o6 in Cartesian space, (o6 − o3) cannot be orthogonal to (λ1z1 +
λ2z2).
Finally, for the case of two revolute joints with a prismatic one, let consider that
the columns of A1 are z1, z2 × (o6 − o2) and z3 × (o6 − o3). Let suppose that
there exist λ1, λ2 ∈ R such that
z1 = λ1z2 × (o6 − o2) + λ2z3 × (o6 − o3) (3.13)
Since z2 × (o6 − o2) and z3 × (o6 − o3) belong to the same plane and are not
parallel, they intersect at a single point. Their normal planes, π2 and π3, intersect
at a single line, π2∩π3. The joint axes z2 and z3 belong to π2 and π3 respectively
and are not parallel because if they were parallel, z1 ⊥ z2 and z1 ⊥ (o6 −
o2)× (o6 − o3), and these two conditions cannot hold simultaneously due to the
rotational nature of the joints. Now,
· z2 and z3 intersect at a single point (that belongs to the line π2 ∩ π3) or
· z2 (z3) is parallel to π2 ∩ π3 and z3 (z2) intersects π2 ∩ π3.
The second possibility can be reduced to the first one by redefining π3 as the
normal plane to z3 such that z2 = π2 ∩ π3. As z2 and z3 intersect at a single
point, o2 = o3 (figure 3.3) and identity (3.13) remains as:
z1 = λ1z2 × (o6 − o2) + λ2z3 × (o6 − o2),
which implies
z1 = (λ1z2 + λ2z3)× (o6 − o2) =⇒
{
z1 ⊥ (λ1z2 + λ2z3)
z1 ⊥ (o6 − o2)
(3.14)
which is impossible.
(α.3) A3 is a zero block only when the first three joints are prismatic. In that situation,







Figure 3.3: Intersection of planes π2 and π3
(α.3.1) A1 has null determinant only when two columns are proportional, that is related
to two prismatic joints with parallel axes – statement (g) – or when there is a
linear combination between the three columns, that is related to three coplanar
prismatic joints – statement (a).
(α.3.2) A4 has null determinant only when there is a zero column or when two columns
are proportional. The first situation corresponds to four prismatic joints, that
agrees with statement (h). The second situation corresponds to two revolute
joints with parallel or coincident axes, that agrees with statements (h) and (e),
respectively. If the axes are not pairwise parallel, there is no linear combination
between the three columns due to the rotational nature of the associated revolute
joints.
(α.4) A4 is a zero block only when the last three joints are prismatic. This case is completely
analogous to the precedent one.
(β) A1|A2 or A3|A4 do not contain a zero block but elementary operations can be made over
them to obtain one.
Since they do not contain zero blocks, the robot has no more than two prismatic joints.
(β.1) No elementary operations can modify A1|A2 to obtain a zero block due to the pre-
sence of at least four revolute joints.
(β.2) Since the columns of A3|A4 are either zero columns (for prismatic joints) or revolute
joint axes (for revolute joints), there cannot be a linear combination between the non
zero columns, as it has been reasoned before. Then, A3|A4 can be modify to obtain a
zero block in the following cases:
(β.2.1) There are two zero columns and two equal columns. This case corresponds to
two prismatic joints and two revolute joints with parallel axes. Let suppose that
the prismatic joint axes are z5 and z6 and the parallel revolute joint axes are z3
and z4. Then,
det(JG(q)) = det(A2) det(A3),
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with:
A2 = [z3 × (o3 − o4) z5 z6]
A3 = [z1 z2 z3]
(3.15)
Lemma 3.2.1 is applied to both A2 and A3. For A3, the proportionality of
two columns is translated into the parallelism of two revolute joints. Hence,
statement (h) holds. There cannot be a linear combination between the columns
of A3 due to the rotational nature of their associated joints.
For A2, if z5 and z6 are proportional, statement (g) holds. The rest of cases
described in lemma 3.2.1 are not possible for this submatrix.
(β.2.2) There are a zero column and three equal columns. This case corresponds to a
prismatic joint and three revolute ones with parallel axes. Let assume that the
prismatic joint axis is z6 and the parallel revolute joint axes are z1, z2 and z3.
Therefore,
det(JG(q)) = det(A2) det(A3),
with:
A2 = [z3 × (o3 − o4) z3 × (o3 − o5) z6]
A3 = [z1 z2 z3]
(3.16)
A2 only vanishes when the two revolute joint axes are proportional. This happens
only if o4 = o5, that corresponds to statement (e).
A3 has null determinant in the same situations that the precedent case. The case
of proportional columns also corresponds to statement (b).
(β.2.3) There are at least four equal columns. This case corresponds to at least four
parallel revolute joints, which agrees with statement (b).
(γ) There is not a zero block in JG(q) and no elementary operations allow to obtain one.
Due to the structure of the Jacobian matrix, only the following situations are possible:
there are two prismatic joints with parallel axes, that correspond to statement (g) and
there are two revolute joints with coincident axes which correspond to statement (e).
Combining this theorem with Heiss’s theorem, it can be deduced:
Corollary 3.2.3. A serial robot of 6 DOF is globally degenerated if, and only if, det(JG(q)) = 0 for
every q ∈ C.
Nevertheless, this corollary can be obtained without considering theorem 3.1.1. For that pur-
pose, the following set of definitions and results are required (Munkres, 2000):
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Definition 3.2.4. Let (X, τ) be a topological space. Y ⊂ X is said to be a connected subset of X
if there is no two disjoint open sets A,B ∈ τ such that Y = A ∪B.
Definition 3.2.5. Let (X, τ) be a topological space. Y ⊂ X is said to be path-connected if for any
two distinct points x1, x2 ∈ Y there exists a continuous path α : [0, 1] → Y such that α(0) = x1
and α(1) = x2.
Theorem 3.2.6. Let (X, τ) be a topological space. If a subset Y ⊂ X is path-connected then is
connected.
Theorem 3.2.7 (Edwards (1973)). Let f : D ⊂ Rn → R be a differentiable function with con-






vanish in D, then f is constant in its
domain.
Now, some properties can be easily proven:
Proposition 3.2.8. The configuration space C of any serial manipulator is connected.
Proof.
The configuration space C is a subset of (Rn,τ) where τ denotes the topology induced by the
metric (since Rn is an Euclidean space, its metric is just the distance d2 (A.23)).
Since the range of each joint variable is an interval of R, C can be seen as an n-dimensional
hypercube inside Rn. Therefore, C is path-connected and, by theorem 3.2.6, C is also connected.
Lemma 3.2.9. det(JA(q)) = 0 if and only if det(JG(q)) = 0.
Proof.
Since representation singularities are not associated with any mechanical limitation of the serial
robotR, they are not going to be considered. Hence, by proposition B.2.8, there exists a relation
between JG(q) and JA(q) that can be established easily:
JG(q) = T (x)JA(q), (3.17)
where, since the representation singularities are not considered, T (x) is not singular.
As a consequence:
det(JG(q)) = det(T (x)JA(q)) = det(T (x)) det(JA(q))
which gives the desirable result.
Now, corollary 3.2.3 can be proven without theorem 3.1.1.
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Proof.
=⇒
Let consider the six-dimensional vector x that describes the end-effector pose in the operational
space X (as defined in section B.2):
x(q) = (px(q) py(q) pz(q) φ(q) θ(q) ψ(q)),
where (px(q), py(q), pz(q)) is the position vector that describes the end-effector position and
(φ(q), θ(q), ψ(q)) is a set of Euler angles describing the end-effector orientation.
If the manipulator is globally degenerated, then its number of CDF is 5 at the most. Hence, either
one translation/rotation cannot be executed or it is not an independent translation/rotation (i.e.,
it can be expressed as a function of the others translations and rotations). Suppose that one of
the translations cannot be executed or it is not independent (the case of a rotation is completely
analogous).
Therefore, the corresponding component of the position vector is constant or a function of the
other components. For the first case, pi(q) ≡ K for i = x, y or z. When the analytic Jacobian JA


















For the second case, let suppose that pi(q) = f(pk(q), p`(q)) where f is a differentiable function
and {i, k, `} is a permutation of the set of indexes {x, y, z}. If f also depends on other compo-
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where, clearly, the boxed row is a combination of other rows for any given configuration.
Therefore, in both cases det(JA(q)) = 0 and, by lemma 3.2.9, also det(JG(q)) vanishes globally.
⇐=
By lemma 3.2.9, det(JA(q)) = 0. Now, two different situations can arise: JA(q) has a zero
row or no row of JA(q) is null.
For the first case, let suppose that the zero row is one of the first three rows (again, the other
cases are completely analogous). Then, ∂pi∂qj ≡ 0 for every j = 1, . . . , 6.
Since C is connected, pi(q) ≡ K for a constant K ∈ R by theorem 3.2.7. Hence, a component of
the end-effector’s position does not change in the whole workspace. Therefore, the number of
CDF is 5 at the most and the manipulator is globally degenerated.
Conversely, if every row of JA(q) is non-null, then there exists a relation between the rows
of JA(q) – given by a differentiable function f . This relation is translated into a relation bet-
ween the components of the linear and angular velocity vectors that, in turn, defines a relation
between the position and orientation components of the pose vector x(q). Therefore, such
component is not independent and, as a result, the number of CDF is 5 at the most.
3.3 Globally degenerated manipulators with less than 6 DOF
The concept of being globally degenerated used in this chapter has only been associated with
serial manipulators of 6 DOF. Freund and Weber (1985) consider that every serial robot with
less than 6 DOF is globally degenerated by definition, but if the Cartesian degrees of freedom
are considered, the concept can be adapted to robots with less than 6 DOF in order to extend
the results presented in the previous section.
Definition 3.3.1. A serial robot R of n DOF, with n < 6, is said to be globally degenerated if
its number of Cartesian degrees of freedom (CDF) is strictly lower than n. At least one of the
independent translations and rotations its end-effector could perform cannot be executed or is
a function of the other independent translations and rotations.
The first objective is to obtain a characterization in the line of corollary 3.2.3. For that purpose,
an auxiliary lemma is requested:
Lemma 3.3.2. ρ(JA(q)) = n if, and only if, ρ(JG(q)) = n.
Proof.
The proof is completely analogous to the proof of lemma 3.2.9.
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Theorem 3.3.3. A serial robot R of n DOF, with n < 6, is globally degenerated if and only if
ρ(JG(q)) < n for every q ∈ C.
Proof.
=⇒
One of the n translations or rotations is either a function of the other components or cannot
be executed by the end-effector. In both cases, elementary operations can be made in JA(q) to
obtain a zero row. Besides, since n < 6, elementary operations can be made in JA(q) to obtain
an additional set of 6− n zero rows.
Since there are (6− n) + 1 zero rows, the rank of JA is 6− ((6− n) + 1) = n− 1 at most, which
is strictly lower than n. Using lemma 3.3.2, it can be deduced that ρ(JG(q)) is also strictly lower
than n.
⇐=
If ρ(JG(q)) < n then, by lemma 3.3.2, ρ(JA(q)) < n. As a result, elementary operations can be
done in order to obtain more than 6− n zero rows in JA. This implies that there are more than
6−n components of the linear and angle variation velocity vectors that are zero. Exactly 6−n of
these zero rows correspond to the DOF that the manipulator does not have. The remaining zero
rows correspond, by theorem 3.2.7, either to a constant component of the end-effector’s pose or
to a function of these components. Therefore, an independent translation or rotation cannot be
produced and the manipulator is globally degenerated by definition.
Now, the relation between non-globally degenerated robots and their kinematics subchains is
presented:
Theorem 3.3.4. A serial manipulator R of 6 DOF that is not globally degenerated has not a
globally degenerated subchain of 5 DOF.
Proof.
Since R is not globally degenerated, det(JG(q)) 6= 0 for every q ∈ C.
Suppose now, by reductio ad absurdum, that there exists a subchain of 5 DOF that is globally
degenerated. By theorem 3.3.3, the corresponding submatrix of JG(q), N(q), has rank strictly
lower than 5. Since N(q) has order 6 × 5, this implies that all its minors of order 5 have null
determinant. Elementary operations can be done over each one of these minors to obtain a zero
row. These zero rows are also in N(q) and, therefore, in JG(q). As there is not a common row in
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all the minors, there must be at least two different zero rows, that are in both N(q) and JG(q).
JG(q) =
N(q)
• • • • • F
• • • • • F
• • • • • F
0 0 0 0 0 F
• • • • • F
0 0 0 0 0 F
• • • • • F

With independence of the value that takes F in these two zero rows, it is clear that they are
proportional, which implies that ρ(JG(q)) < 6. That gives the desired contradiction.
Corollary 3.3.5. A non-globally degenerated serial robot R of n DOF, with n ≤ 6, has not a
globally degenerated subchain of m DOF, with m < n.
3.4 Application to some redundant robots
To show the advantages of the results presented in this chapter, some examples are developed in
this section. All the robots selected are redundant. As stated in section 3.1, the purpose of using
redundant manipulators is to provide an application of the results developed in this chapter to
the identification of the redundant joints. An interesting goal is to be able to identify those
joints that, once fixed at some position, leave a globally degenerated subchain. These joints are
important because, due to the losing of motion associated with them, they are not expendable,
because the manipulability of the robot will decrease if their joint variables are fixed at some
value. Clearly, these joints are not good candidates for being redundant joints. In addition,
these examples allow to appreciate the benefits, in terms of efficiency and computing time, of
using corollary 3.2.3 instead of theorem 3.1.1. For the computations of these examples, MATLAB
R2015a and Maple18 have been used.
3.4.1 Kuka LWR 4+
As state in section B.3.1, Kuka LWR 4+ is an anthropomorphic arm with seven degrees of free-
dom (figure B.3a). For computing the globally degenerated subchains just the D-H parameters
are required (table B.1). Once JG(q) is derived, an iterative algorithm computes the determi-
nant of the submatrices obtained by fixing one of the columns in each iteration.
From the seven different subchains that can be obtained from the original chain, just one is
globally degenerated. This subchain is the result of fixing the fourth joint and verifies the Heiss’s
criteria. The six non-fixed revolute joints form two groups whose axes intersect at a single point,
which corresponds with statement (d). While joints 1,2,3,5,6 and 7 may be dispensable, joint 4
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is not expendable. However, since Kuka LWR 4+ has a spherical wrist, the last three joints are
also of special importance for kinematics, as explained in chapter 2.
3.4.2 Stäubli TX90 mounted on a translational motion unit
Stäubli TX90 is an industrial manipulator with six degrees of freedom and spherical wrist. This
robot has been mounted on a linear track, that can be seen as an additional prismatic joint
(figure B.4a and table B.2). As in the precedent example, once JG(q) is calculated, the iterative
algorithm is applied in order to find out the globally degenerated kinematic subchains. No one of
the seven obtained subchains is globally degenerated. That means that adding a prismatic joint
at the beginning of Stäubli TX90 does not affect its number of Cartesian degrees of freedom.
Moreover, due to the properties of determinants, if the prismatic joint is placed between any two
joints of the original robot, the result will be the same. That means that for every redundant
manipulator that results from the addition of a prismatic joint to the Stäubli TX90 there will not
be globally degenerated subchains. Therefore, the characterization introduced in this chapter
allows an easy study of a family of redundant manipulators, while it will be highly difficult if
done using theorem 3.1.1 (the study should cover eight different redundant manipulators with
seven kinematic subchains each one).
3.4.3 Barcelona Mobile Manipulator
The Barcelona Mobile Manipulator (BMM) is an omnidirectional mobile platform with spherical
wheels carrying a standard arm manipulator (figure B.7).
Since BMM has ten degrees of freedom, there exists C(10, 6) = 210 different kinematic subchains
of 6 DOF. Applying the iterative algorithm, 24 globally degenerated subchains are obtained.
Each one of these globally degenerated subchains corresponds to one of the eight statements
of the Heiss’s criteria. For example, if the first three joints are considered as the ones that
correspond to the three degrees of freedom of the platform, the set of joints {1, 2, 3, 8, 9, 10}
gives rise to a globally degenerated manipulator that corresponds to statement (d) of theorem
3.1.1.
Studying the 210 different subchains and comparing each one of them to the Heiss’s geometric
criteria is expensive in terms of time and computation, while using the characterization provided
in this chapter has proven to be faster and easier.
Chapter 4
Inverse Kinematics of Redundant
Manipulators
Problems worthy of attack prove their worth by
fighting back
Piet Hein
In this chapter, a novel strategy to solve the inverse kinematics of redundant robots is
presented. In this strategy, redundant manipulators are reduced to non-redundant ones
by selecting a set of joints, denoted redundant joints, and parametrizing its joint varia-
bles. This selection is made through a workspace analysis which also provides an upper
bound for the number of different families of solutions of the inverse kinematics for a given
end-effector pose. Once the redundant joints have been identified, several closed-form me-
thods developed for non-redundant manipulators can be applied to obtain the analytical
solutions. Finally, particular instances for the parametrized joints variables are determined
depending on the task to be executed. Different criteria and optimization functions can be
defined for that purpose.
4.1 Problem statement
As stated in section 2.1.1, the importance of the inverse kinematic problem relies on its role
in the programming and control of serial robots. Besides, this problem becomes of great sig-
nificance for redundant manipulators because, existing an infinite number of solutions for a
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particular end-effector pose, several manipulability measures can be defined for selecting one
of them. Among all the methods presented in section 2.1, closed-form methods are the most
suitable for redundant robots as they allow to obtain the set of all solutions with a small com-
putational cost. In this chapter, a novel method for deriving all the solutions for the inverse
kinematics of redundant serial robots is proposed. These solutions are given as m-parameter
families of functions depending on the end-effector’ pose (recall that m denotes the rotational
degrees of redundancy, as defined in B.2.5). Redundant robots are reduced to non-redundant
ones through the parametrization of a set of joint variables, called redundant joints. The se-
lection of such joints is crucial and is performed using global rank-deficiency conditions of the
Jacobian matrix and an analysis of the workspace properties such as shape, area and volume.
Once the redundant robot has been reduced to a non-redundant one, several closed-form me-
thods developed for non-redundant robots can be applied.
First mentions of redundant joints are found in (Hollerbach, 1985; Judd and Van Til, 1985; Luh
and Gu, 1985; Stanisic and Pennock, 1985; Schwartz and Doty, 1988; Cheng et al., 2010; Tokarz
and Kieltyka, 2010). In these papers, a redundant manipulator is designed from a known non-
redundant one. In this context, the authors assume that the added joint is the redundant one.
Hemami (1988) derives several families of solutions for an anthropomorphic manipulator by
fixing the different joint variables at an arbitrary value. Following that idea, in (Schrake et al.,
1990, 1991) the authors develop a criterion based on Heiss theorem 3.1.1 for discarding some
of these joints as redundant joints. Heiss theorem 3.1.1 provides a geometrical characterization
of globally degenerated non-redundant robots. However, since this characterization cannot be
implemented easily, in chapter 3 an easy to implement characterization of globally degenerated
manipulators is implemented. Such characterization (depicted as corollary 3.2.3) is based on
the global rank-deficiency of JG. The criterion developed in (Schrake et al., 1990) consists of
discarding as redundant those joints that, once their joint variables are fixed at some value,
leave a globally degenerated non-redundant manipulator.
As shown in section 3.4, if this criterion is applied to anthropomorphic manipulators, just the
fourth joint should be discarded as an option for being the redundant joint. Then, with the re-
maining joints, the idea collected in (Hemami, 1988) is applied for obtaining the different fami-
lies of solutions for the anthropomorphic manipulator. The main drawback of these approaches
relies on the high number of solution families obtained for each pose. While Hemami (1988)
develops four one-parameter families of solutions for a 7 DOF anthropomorphic manipulator,
the approach followed by Schrake et al. (1990) computes up to six one-parameter families of
solutions for the same manipulator. The use of either of these solution families depends on
the task executed. If, instead of considering a 7 DOF redundant manipulator, a 8 DOF robot is
considered, there will be up to C(8, 2) = 28 2-parameter families of solutions. In general, for
an n DOF redundant manipulator there will be up to C(n, r) r-parameter families of solutions
(where r denotes the number of degrees of redundancy (as defined in B.2.5)). This large set of
solutions increases the difficulties for selecting one of them for each particular pose.
On the other hand, Lee and Bejczy (1991) proposed a selection of redundant joints based on
the null space range of each joint, while Podhorodeski et al. (1991) base their selection on
the null space of the Jacobian matrix. These approaches turn to be impractical due to their
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computational cost. Besides, their implementation become extremely difficult for robots with
more than one degree of redundancy. The approaches collected in (Diankov, 2010; Heiss, 1993;
Kauschke, 1996; Lau and Wai, 2002; Tatum et al., 2015) are focused on developing strong and
general closed-form methods for non-redundant manipulators. In these works redundant joints
are selected arbitrarily. Finally, (Jung et al., 2011; Qingmei et al., 2015; Shimizu et al., 2008;
Yu et al., 2012) are recent examples of the arm angle parameter use. This parameter, usually
denoted by ϕ, is defined for anthropomorphic manipulators attending to the relation between
the shoulder (the three first joints), the elbow (the fourth joint) and the wrist (the three last
joints). Therefore, ϕ can be regarded as a joint variable, and thus, it can be considered as
defining the redundant joint. Clearly, this approach is restricted to manipulators of this kind.
The approach given in (Schrake et al., 1990, 1991) is the most interesting and easy to imple-
ment. However, as it has been shown above, this approach is not easily generalized for n DOF
redundant manipulators. Besides, it does not represent a method for selecting the redundant
joints but to discard some of them as candidates. For all these reasons the strategy proposed
in this chapter includes such criterion but also presents a workspace analysis with two main
objectives: the first objective is to prove that it is enough with a maximum of 2m m-parameter
families of solutions. This number is always much smaller than C(n, r). Besides, each one of
these solution families corresponds to a set of m redundant joints. Therefore, this analysis also
defines a procedure for identifying the redundant joints. The second objective is to define a
criterion for selecting, given a particular pose T , which one of these 2m families of solutions is
the best one to solve the inverse kinematics for T .
Since the crucial point relies on the workspace analysis that is going to be introduced in the fol-
lowing sections, a good representation of such workspace is required. Many authors have dealt
with the problem of representing effectively the serial robots workspace: Dong et al. (2013)
develop an strategy for the identification of the workspace area of planar serial manipulators,
while in (Gupta and Roth, 1982; Lee and Yang, 1983; Yang and Lee, 1983) an iterative process
that only works for serial robots with revolute joints is defined. Such method attains the ana-
lytical equations of the workspace defining the end-effector as a three dimensional point that is
rotated from the n-th joint to the first one. Then, a cross section is obtained by taking q1 = 0.
On the other hand, in (Haug et al., 2000; Goyal and Sethi, 2010; Porges et al., 2013) diffe-
rent methods are developed to obtain the boundary surfaces of the workspace of an arbitrary
serial robot. Following a similar idea, in (Abdel-Malek and Othman, 1999; Abdel-Malek et al.,
1999) the authors define the interior and exterior boundaries of serial manipulators workspace
using the singular surfaces achieved from the Jacobian matrix. Then, the total volume of the
workspace is calculated using the Divergence Theorem.
4.2 Number of closed-form families of solutions
As mentioned in the preceding section, some authors develop up to four or six families of so-
lutions for the same 7 DOF manipulator. In this section, an upper bound for the number of
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different families of solutions is given. It will be proven that is enough with a maximum of 2m
m-parameter families of solutions for an n DOF manipulator.
For simplicity, the following notation will be used in this chapter:
• p denotes the number of prismatic joints of R.
• W denotes the workspace of R, generated only by its revolute joints.
• Wi denotes the volume of W once the joint variable qi is fixed at some value, i.e, the i-th
joint is fixed at some particular position.
The idea is to prove that, givenW, one of the two following statement holds:
There exists 2 ≤ i ≤ n such thatWi =W (4.1)
There exist 2 ≤ j 6= k ≤ n such thatWj ∪Wk =W (4.2)
For n = 7 (or, equivalently, m = 1), if statement (4.1) holds, sinceWi is obtained when the joint
i is fixed, the redundant manipulator R has been reduced to a non-redundant one. The solu-
tions for the inverse kinematics will form a single one-parameter family of solutions depending
on qi. However, if statement (4.2) holds, there will be two different non-redundant reduced ma-
nipulators. Therefore, two different one-parameter families of solutions will be obtained (one
depending on qj and the other on qk).
If, conversely, n > 7 (or, equivalently m > 1) the process is repeated with Wi or with Wj ,Wk.
The reasoning is exactly the same, since Wi,Wj or Wk can be seen as the workspace of a
manipulator of n − 1 DOF. The maximum number of subregions of the original workspace that
can be obtained for each rotational degree of redundancy is two. So, given the recursiveness of
the procedure, the maximum number of subregions of W will be 2m. As each one generates a
family of solutions, there will be up to 2m m-parameter families of solutions. By the same reason,
the minimum number of different m-parameter families of solutions will be one. Therefore, for
any given manipulator R with n DOF and m rotational degrees of redundancy the number r of
different solution families verifies:
1 ≤ r ≤ 2m.
Therefore, it only remains to prove that, for any redundant robot R, either statement (4.1) or
statement (4.2) holds.
First of all, since the effect of the prismatic joints in the workspace of R is just the translation
of the volume generated by the following joints and since, given a pose, it is easy to obtain the
values of the prismatic joint variables, i.e., the solution of the inverse kinematics for these joints,
their joint variables can be fixed at particular instances for allowing the study ofW.
Let denote by Rj1 ,Rj2 , . . . ,Rjp the prismatic joints of R. Then, each of their joint variables
dj1 , dj2 , . . . , djp move within [djiLow , djiUp ]. As W is generated only by the revolute joints of
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R, each dji can be fixed at a particular value, selected, for instance, to make W as compact as
possible. Although the values of the prismatic joint variables are, in general, positive, depending
on where the world frame is placed, different cases can arise. Such cases are treated as follows:
• 0 ∈ [djiLow , djiUp ] =⇒ dji = 0.
• [djiLow , djiUp ] ⊂ R+ \ {0} =⇒ dji = djiLow .
• [djiLow , djiUp ] ⊂ R− \ {0} =⇒ dji = djiUp .
Since only the revolute joints of R are going to be considered, let zi be the first revolute joint
of R. Then, W is a revolving figure around the axis zi and, as a result, the study of W can be
performed over a xi–zi cross section of it. For a redundant robot, such cross section is obtained
by fixing qi at a particular value. Besides, it is also necessary to fix other joints like, in particular,
all the rotational joints whose axes are not orthogonal to zi. To prove this remark, let suppose
that there exists zj such that zj and zi are not mutually orthogonal. If zj is not fixed, then its
rotational action generates a volume that escapes from the section obtained by setting qi = k
(figure 4.1a). Thus, the cross section area is generated by the joints whose axes are orthogonal
to zi, while the rest are fixed at particular values. Let s denote the number of joints whose axes
are orthogonal to zi. Different cases should be treated:
s = {0, 1, 2}
There are no joint axes, one joint axis or two joint axes orthogonal to zi. Since R is redun-
dant, at least there are three, two or one more joints whose variables are fixed – as they are not
orthogonal to zi. Two different situations arise: one of the other joint axes is contained in the
cross section plane or intersects it. Both cases are treated analogously. Let denote by SW the
cross section area obtained by setting qi = k. Since s < 3, there is at least one fixed joint whose
axis, zj , intersects SW not orthogonally. Then, SW ⊂ Wj for some value of qj . Moreover, if an
analogous cross section SWj is taken fromWj , then
SWj = SW (4.3)
SinceW is of revolution around zi, rotating qi turns (4.3) intoWj =W which gives the desira-
ble result.
s ≥ 3
From s = 3, induction over s can be used for completing the proof. Again, two different si-
tuations can arise:
• There exists a joint whose axis, zk, is contained in the cross section obtained by setting
qi = k or intersects it (not orthogonally).
• The only revolute joints contributing to position the end-effector are i and the s joints
whose axes are orthogonal to zi.

























Figure 4.1: (a) Cross section SW i ofW for a given value of qi where an arbitrary point x ∈ SW i
under the action of zj is transformed into x′ /∈ SW i; (b) Schematic representation of a planar
manipulator; (c) Workspace of the three-link manipulator and (d) Workspace regions after fixing
the first two joints.
For the first situation, the previous reasoning can be used to prove thatWk =W. For the second,
it is clear that SW is generated by the s joints whose axes are orthogonal to zi (and, as a result,
normal to SW). In particular, if i1, . . . , is denote these joints and SW ij denote the plane section
of SW obtained when the joint ij is fixed, then
SW i1 ∪ SW i2 ∪ · · · ∪ SW is = SW (4.4)
It is sufficient with proving that:
∃ij , ik : SW ij ∪ SW ik = SW (4.5)
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If so, rotating qi gives that
Wj ∪Wk =W,
which would complete the proof.
To prove (4.5), let notice that SW can be seen as the workspace of a s-link planar manipulator
(figure 4.1b). Thus, (4.5) is equivalent to prove that the workspace of a s-link planar manipula-
tor can be split in two subregions associated with two fixed joints. This proof will be performed
using induction over s.
For s = 3, a 3-link planar manipulator is obtained. Figure 4.1c depicts the workspace of an
example of a manipulator of this kind. In general, the end effector position vector of a 3-link
planar manipulator is:
p =
a1c1 + a2c12 + a3c123a1s1 + a2s12 + a3s123
0
 ,
where ai is the length of link i and c1 = cos(qi1), s1 = sin(qi1), c12 = cos(qi1 + qi2), s12 =
sin(qi1 + qi2) and c123 = cos(qi1 + qi2 + qi3), s123 = sin(qi1 + qi2 + qi3). Figure 4.1d shows that it is
enough with putting together SW i1 and SW i2 for obtaining SW. To prove that this is a general
result let suppose, by contradiction, that
SW i1 ∪ SW i2 6= SW
for all the constant values qi1 = k1 and qi2 = k2 of joints i1 and i2. Then, there exists x ∈ SW
such that x /∈ SW i1 and x /∈ SW i2 for all qi1 = k1 and qi2 = k2. Now, by (4.4) x ∈ SW i3
for some constant value qi3 = k3. Since the position vector for the 3-link planar manipulator
depends on qi1 , qi2 and qi3 , if qi1 (or qi2) is considered as a parameter, i.e., its value varies in its
range, then qi2 (or qi1) has a particular value for x. Then, x ∈ SW i2 (or x ∈ SW i1), which is a
contradiction.
Now, let suppose that the statement holds for s. As in the case of s = 3 it is enough to prove that
SW i1(s+ 1) ∪ SW i2(s+ 1) = SW(s+ 1)
where the notation (s+ 1) highlights that the sections belong to a (s+ 1)-link manipulator. Let
suppose, again by contradiction, that
SW i1(s+ 1) ∪ SW i2(s+ 1) 6= SW(s+ 1)
for all the constant values qi1 = k1 and qi2 = k2. Then, there exists x ∈ SW(s + 1) such that
x /∈ SW i1(s + 1) and x /∈ SW i2(s + 1) for all qi1 = k1 and qi2 = k2. Now, again by (4.4),
x ∈ SW i`(s + 1) for some 3 ≤ ` ≤ s + 1 and some constant value qi` = k`. Since SW i`(s + 1)
can be seen as the workspace of a s-link planar manipulator, the hypothesis of induction implies
that x ∈ SW i1(s) or x ∈ SW i2(s) for some constant values qi1 = k1 and qi2 = k2. But now, it is
clear that, for the same constant values k1, k2:
SW i1(s) ⊂ SW i1(s+ 1)
SW i2(s) ⊂ SW i2(s+ 1)
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These relations are true for every extension of a s-link planar manipulator to a (s+1)-link planar
manipulator. In particular, they are true if the extension of the s-link planar manipulator is made
to obtain the (s + 1)-link planar manipulator of the beginning of this part of the proof. Then,
x ∈ SW i1(s + 1) or x ∈ SW i2(s + 1) for the constant values qi1 = k1 and qi2 = k2. This gives
the desirable contradiction.
Given that there could be many other joints fixed at some position, this result is not useful for the
identification of the redundant joints but to prove the upper bound in the number of different
families of solutions. Next section displays the criteria for efficiently selecting the redundant
joints.
4.3 Identification of redundant joints
Once it has been proven that there is a maximum of 2m families of solutions, the criteria for the
identification of which joints are the redundant ones are presented. These criteria are based on
the global rank-deficiency of the Jacobian matrix and the workspace analysis introduced in the
previous section.
If R1, . . . ,Rn denote the joints of a redundant robot R of n DOF, then not every Ri is candidate
for being a redundant joint. First, a list of conditions for discarding some of these joints is
shown. If Ri meets any condition of the following list it will be discarded as candidate. The
workspace analysis is performed over the remaining joints.
List 4.3.1.
• Ri is a prismatic joint.
• Ri is one the three joints that conforms a spherical wrist.
• Ri leaves a globally degenerated manipulator when its joint variable is fixed at some value.
Corollary 3.2.3 provides a simple and easy to implement way of testing the third condition of the
list 4.3.1. Algorithm 1 returns, given the geometric Jacobian matrix ofR, the jointsRi1 , . . . ,Rim
that leave a globally degenerated subchain.
Once the joints meeting any condition of the list 4.3.1 are discarded, a workspace analysis is
performed over the remaining joints in order to choose the redundant ones. For the sake of
simplicity, the analysis is described in detail for the case of one rotational degree of redundancy.
After that, it is generalized. The analysis consists of two main steps:
I As explained before, the prismatic joint variables dj1 , dj2 , . . . , djp are fixed (they cannot be
the redundant joints). Once they have been fixed, the manipulator is made up of revolute
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Algorithm 1 Globally Degeneracy Criterion
Require: 6× n Jacobian matrix J
Ensure: Integers i1, . . . , im
1: procedure GLOBALLY DEGENERACY TEST
2: for 1 ≤ i ≤ n do
3: M ← J [1 : 6; 1 : (i− 1), (i+ 1) : n]
4: if M square then
5: det← det(M)
6: if det == 0 then
7: return i
8: else go to step 2
9: else Globally Degeneracy Test←M
joints. Now, Algorithm 2 generates the swept volume ofW andW1, . . . ,Wm. As shown in
the precedent section, either there exists i such thatWi =W or there exist j 6= k such that
Wj ∪Wk =W. Graphical visualization allows to deduce which one of these two situations
happen for every redundant manipulator R. If it seems that the two situations hold with
different joints, then only the case Wi = W will be considered since it is the most simple
and leads to a single family of solutions.
II To confirm what it has been observed through the graphical visualization, the x–z cross
section ofW is compared with the x–z cross sections of eitherWi orWj andWk. SinceW
is a revolving figure around the axis of the first revolute joint, q, the x–z cross section can
be obtained by setting q = 0. This cross section can be obtained through a discretization
of the joint variables that are not fixed. Apart from comparing the cross sections, a quan-
titative analysis based on the area can be performed. As R is made up of revolute joints,
its cross section is composed of circle sectors. Therefore, for a given cross section, the area







where ri denotes the radius of each circle sector and αi, its angle in degrees.
However, for some geometric structures it could be difficult to find out the radius or angle
of a particular circle sector. For those cases, given a discretization of the cross section, the





where xmin and xmax denote the extreme values of the cross section abscissa, while zmin
and zmax denote the extreme values of the ordinate. However, (4.7) works only for convex




(zmax(x)− z1max(x)− · · ·+ zLmax(x)− zmin(x))∆x (4.8)
42 CHAPTER 4. Inverse kinematics of redundant manipulators
Algorithm 2 3D Workspace Generation
Require: D-H parameters DH, Forward Kinematics function FK
Ensure: WorkspacesW,W1, . . . ,Wm
1: procedure WORKSPACE GENERATION
2: cont← 0
3: for 1 ≤ i ≤ #DOF do
4: if joint i is revolute then
5: ∆i ← discretization qi
6: cont← cont+1
7: if joint i does not meet 4.3.1 then
8: I← i
9: else di ← 0
10: T←FK(DH)
11: P← Position vector(T)
12: W ← P(∆1, . . . ,∆cont)
13: for i ∈ I do
14: qi ← 0
15: Ti ←FK(DH)
16: Pi ← Position vector(Ti)
17: Wi ← P(∆1, . . . ,∆i−1,∆i+1, . . . ,∆cont)
where z1max(x), . . . , zLmax(x) denote the local extreme values of z for each x. When, from
the graphical visualization, some Wi looks equal to W, the areas of both cross sections
have to match. On the other hand, if it looks that Wj ∪ Wk = W for some Wj and Wk,
then the addition of the area of each cross section have to match the area of SW. As it
could happen that Wj ∩ Wk 6= ∅, the addition of both areas might not match the area of
SW. In this case, given a discretization of each cross section, the area – obtained using
either (4.6), (4.7) or (4.8) – of the region conformed by the points that belong to both
cross sections has to be subtracted from the addition of the cross sections area ofWj ,Wk.
This value has to match the area of SW.
If Wi = W for some i, there is only one one-parameter family of solutions. Besides, the redun-
dant joint is the i-th joint. If, however,Wj∪Wk =W for some j 6= k, then there are two families
of solutions: one with the j-th joint as the redundant joint and the other with the k-th joint as
the redundant joint. Therefore, they are two one-parameter families of solutions.
Finally, in order to summarize the procedure, let consider a serial robot R of n DOF and m
rotational degrees of redundancy. Then, for obtaining the 2m m-parameter families of solutions,
it is proceeded as follows:
• First, the joints meeting any point of the list 4.3.1 are discarded. With the remaining joints
the workspace analysis explained before is applied toW. Then, ore or two redundant joint
are selected and, therefore, up to two sets of one redundant joint can be defined. If m = 1,
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each set leads to a one-parameter family of solutions.
• If, conversely, m > 1, the process is repeated with the serial robot if n − 1 DOF obtained
from R after parameterizing the redundant joint (recall that if only one redundant joint
has been obtained in the previous step, then only one reduced manipulator of n − 1 DOF
is obtained (with workspaceWi). If, conversely, two different redundant joints have been
obtained, then two different reduced n − 1 DOF robots are derived (one with workspace
Wj and the other with workspace Wk)). The joints meeting any point of the list 4.3.1
are discarded and the workspace analysis is repeated for either Wi or Wj and Wk. Then,
one or two new redundant joints are obtained for each new workspace and, therefore,
there are up to four sets of two redundant joints each that leads to a maximum of four
two-parameter families of solutions.
• Again, the process is repeated in the same way until each set of redundant joints have
exactly m joints. There are up to 2m of these sets and each one of them leads to a m-
parameter family of solutions.
4.4 Closed-form families of solutions for the inverse kinematics
Once the redundant joints have been identified and parametrized, a non-redundant reduced
manipulator is achieved. If m denotes the number of rotational degrees of redundancy, a maxi-
mum of 2m sets of m redundant joints can be obtained and, therefore, there exists a partition
ofW in a maximum of 2m parts where each one of them has associated one of these 2m sets of
redundant joints. Denote the elements of such partition by W1, . . . ,W2m . For every given pose
T ∈ W there exists 1 ≤ i ≤ 2m such that T ∈ Wi. Thus, the non-redundant reduced manipulator
is the one obtained after parametrizing the joints of the i-th set. Therefore, this criterion allows
to decide which solution family should be used for any given pose T .
Now, several closed-form methods can be applied attending to the different classes of robots.
For manipulators with three consecutive joints whose axes are either parallel or intersect at a
single point, Pieper method (Pieper, 1968) works properly. However, for some of these robots,
the solutions provided by Pieper method are given as the solutions of a four-degree polynomial.
Although the real roots of a four-degree polynomial can be obtained, this solution is not compu-
tationally efficient. Because of that, next chapter introduces a novel strategy to solve the inverse
kinematics of serial robots of this kind using geometric algebra, that provides a framework for
an elegant and compact formulation and resolution of the inverse kinematics. For the rest of
manipulators, different approaches can be followed: Paul method (Paul, 1981) is the most for-
mal and generic one. It consists of the manipulation of a set of equations obtained from the







· T 0n = Ai−1i · · ·An−1n for i = 2, . . . , n (4.9)
The objective is to isolate the joint variables in some of the equations in order to solve them. Its
only drawback is the high number of combinations required for obtaining a solution. Besides,
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there exists no guarantee that Paul method can solve the inverse kinematics for all kind of
robots. For un-resoluble manipulators, different geometric approaches have been developed in
literature.
One interesting technique, followed by several authors, relies on the combination between
closed-form and numerical methods. In particular, the approach followed by Lin and Min (2015)
uses a geometric method for obtaining the first three joint variables and a numerical one for the
last three. On the other hand, in (Kucuck and Bingul, 2005; Kucuk and Bingul, 2014) the inverse
kinematics of several robots is solved using a combination of pure analytical and numerical me-
thods, while Wu et al. (2015) assign a particular instance to q6. Later, such value is corrected
through a numerical method. Finally, Pan et al. (2012) consider a variation of the original ma-
nipulator. Such variation has three joint axes intersecting at a single point. Then, a closed-form
method can be employed for solving the inverse kinematics of the modified manipulator. The
solution for the original robot is obtained numerically using as initial condition one of the six-
teen solutions achieved with the closed-form method. The advantages of this last method will
be shown in an illustrative example in next section, where it will be extended for redundant
robots.
The instances for the parametrized joint variables depend on the imposed constraints. From
avoiding obstacles, singularities or joint limits to obtaining the most efficient solution in terms
of velocity or energy, the different constraints are usually modeled with cost functions and the
solution is obtained through an optimization process. In particular, given the kinematic relation




subject to f(q) = x
 (4.10)





subject to f(q) = x
 (4.11)
where qr = (qr1, . . . , qrm) is the vector of redundant joint variables.
Examples of cost functions g(q) are (Siciliano et al., 2008):




• For avoiding joint limits:







where qiM (qim) denotes the maximum (minimum) joint limit and qi, the middle value of
the joint range.
4.5. Application to some redundant robots 45
• For avoiding obstacles:
g(q) = ‖p(q)− o‖
where p(q) denotes the position vector of the end-effector of R and o is a suitable point
on the obstacle.
4.5 Application to some redundant robots
To show the advantages of the proposed method, three examples are developed in this section.
Two of them are 7 DOF robots while the other is a 8 DOF manipulator. Besides, the second
example contains a prismatic joint at the beginning of the kinematic chain. All the cases have
a single one-parameter family of solutions. The different computations have been carried out
using MATLAB R2015a.
4.5.1 Kuka LWR 4+
As stated in section B.3.1, Kuka LWR 4+ is an anthropomorphic arm with seven degrees of
freedom (figure B.3a) and, as a consequence, it has just one rotational degree of redundancy.
To identify the redundant joint, the joints meeting the criteria 4.3.1 are discarded as candidates.
For Kuka LWR 4+, the last three joints conform a spherical wrist. Therefore, these joints are
discarded. The application of corollary 3.2.3 through Algorithm 1 gives that the fourth joint
leaves a globally degenerated subchain if it is fixed. Then, it cannot be the redundant joint and,
therefore, the candidates are the first, the second and the third joint.
For these joints the workspace analysis presented in the preceding section is performed. Without
loss of generality, the fixed values assigned to the joint variables are zero. A discretization of
the workspace volume for each subchain is generated using Algorithm 2. The workspace of
the Kuka LWR 4+ is depicted in figure 4.2a while the rest (figures 4.2b, 4.2c and 4.2d) show
the workspace volume of each subchain. From graphical visualization it is evident that the
workspace shape of the subchain resulting from fixing the third joint (W3) coincides with the
Kuka LWR 4+ whole workspace (W). Since W and W3 are of revolution around z1, the x–z
cross section of both workspaces are obtained by setting q1 = 0 and compared. The area of each
cross section is obtained using the identity (4.6): 0.3101 m2 for bothW andW3. This confirms
that the workspace remains invariant if the third joint is fixed. Therefore, the redundant joint
for the Kuka LWR 4+ is the third one.
Once the redundant joint has been selected, and since the Kuka LWR 4+ possesses a spherical
wrist, Paul closed-form method can be applied for deriving the analytical expressions of each qi
in terms of the pose matrix elements. Given:
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(a) Kuka LWR 4+ (W) (b) With q1 fixed (W1)
(c) With q2 fixed (W2) (d) With q3 fixed (W3)
Figure 4.2: Comparison between Kuka LWR 4+ workspace and its subschains workspace
T =

nx ox ax px
ny oy ay py
nz oz az pz
0 0 0 1
 ,
the resolution can be split in two different problems: the position problem, in which from
p = (px, py, pz) it is possible to obtain q1, q2 and q4 and the orientation problem, in which from
R =
nx ox axny oy ay
nz oz az

q5, q6 and q7 are obtained.
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For the position problem, (4.9) is used to obtain the following identity:(
A01
)−1
· T 07 = A2 · · ·A7
Now, the fourth column of each matrix is taken:
pxc1 + pys1 = c2(400 + 390c4) + 390s2c3s4
−pxs1 + pyc1 = 390s3s4
pz − 310 = −390c2c3s4 + s2(390c4 + 400)
(4.12)
where, again, ci = cos(qi) and si = sin(qi).
Squaring each equation of 4.12 and adding gives:
p2x + p2y + (pz − 310)2 = 4002 + 3902 + 2 · 400 · 390c4 =⇒ c4 =
p2x + p2y + (pz − 310)2 − 312100
312000







p2x + p2y + (pz − 310)2 − 312100
312000
)
Once the expression for q4 is known, the expression for q1 can be deduced from the following
identity:
−pxs1 + pyc1 = 390s3s4





p2x + p2y − 3902s23s24
)
− atan2(py, px)
Now, the expression for q2 can be obtained from the following identity using again the prototype
equation (C.5):








a = (390c4 + 400)
b = −390c3s4
c = pz − 310
Once the position problem has been solved, it is possible to solve the orientation problem. If Ri
denotes the matrix that defines the relative orientation of Ai−1i , then:
R1 ·R2 · · ·R7 = R
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And, therefore,
R5 ·R6 ·R7 = R−14 ·R−13 ·R−12 ·R−11 ·R︸ ︷︷ ︸
Numerical matrix M
or, analogously: c5c6c7 − s5s7 −c7s5 − c5c6s7 −c5s6c7s6 −s6s7 c6
−c5s7 − c6c7s5 c6s5s7 − c5c7 s5s6
 = M =
m11 m12 m13m21 m22 m23
m31 m32 m33









q5 = atan2(m33/ sin(q6),−m13/ sin(q6))
q7 = atan2(−m22/ sin(q6),m21/ sin(q6))
that completes the solution of the orientation problem. Since q1 and q2 depend on q3, this
solution is a one-parameter family of solutions.
4.5.2 Extended Stäubli TX90 mounted on a translational motion unit
As stated in section B.3.2, the Stäubli TX90 is an industrial manipulator with six degrees of
freedom and spherical wrist. This manipulator has been mounted on a linear track, that can be
considered as an additional prismatic joint. Besides, it has been extended by adding an extra
revolute joint whose axis is parallel to the axes of the third and fourth joints (figure 4.3). Despite
the manipulator has 8 DOF, m = 1 due to the presence of a prismatic joint. Furthermore, as in
the precedent example, the three last joints are discarded for being the redundant ones since
they conform a spherical wrist. After fixing the joint variable of the first joint – the prismatic
one, Algorithm 1 is applied in order to find out whether any other joint should be discarded or
not as a candidate. From the seven different kinematic subchains, the one obtained after fixing
the second joint – the first revolute joint – is a globally degenerated subchain. Therefore, only
the third, the fourth and the fifth joints are the candidates for being the redundant joint.
For these joints the workspace analysis is performed using Algorithm 2. The prismatic joint
variable is set to zero (its motion lies within the range [0, 2]). The extended Stäubli TX90
workspace is depicted in figure 4.4a while the workspaces of the subchains are depicted in
figures 4.4b, 4.4c and 4.4d. In this case, as in the precedent example, there exists i such that
Wi = W. It is clear, from direct visualization, that W5 = W. Furthermore, the workspaces
dimensions also show thatW5 =W. Indeed, the dimensions ofW are 3m× 4m× 3m, while the
dimensions fo the workspaces after the parametrization of the candidates are:
• W3: 1.8m× 2m× 2m (figure 4.4b).



















Figure 4.3: Schematic representation of extended Stäubli TX90 mounted on a translational
motion unit
• W4: 2m× 2m× 2m (figure 4.4c).
• W5: 3m× 3m× 4m (figure 4.4d).
Again, setting q2 = 0 returns the x–z cross section of W and W5. Moreover, if (4.8) is used
to calculate the cross section areas of W and W5, the resulting value is the same (up to some
discretization error):
AW = 2.560m2 AW5 = 2.555m2
This confirms that the redundant joint for the extended Stäubli TX90 is the fifth one from which
it can be obtained the one-parameter family of solutions.
As in the case of the Kuka LWR 4+, the presence of a spherical wrist allows to decomposed
the problem into the position and orientation problems. For both, Paul method can be used to
obtain the closed-form solutions. For this example, q5 will work as the parameter of the family
of solutions.
For the position problem, a geometric method can be used to calculate d1. The position vector p
is projected onto the x–y plane of the reference frame (attached to the base of the robot). If the
projection is denoted by π(p), then d1 = min{‖d1 − π(p)‖}. For the remaining joint variables,
the following identity is used: (
A02
)−1
· T 08 = A3 · · ·A8 (4.13)
The position vector from both sides of (4.13) is:

pxc2 + pys2 = 425s3 + 300c34 + 425c345 + 50
pyc2 − pxs2 = 50
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(a) Extended Stäubli TX90 (W) (b) With q3 fixed (W3)
(c) With q4 fixed (W4) (d) With q5 fixed (W5)
Figure 4.4: Comparison between Extended Stäubli TX90 workspace and its subchains
workspace
Equation (4.15) can be solved using the prototype equation (C.5). Thus, the analytical expres-





p2x + p2y − 502
)
− atan2(py, px)
Now, equations (4.14) and (4.16) are squared and added. Once the terms have been regrouped,
the expression obtained is:
α = 451250− 255000s4 − 361250s45 + 255000c5 (4.17)
where α = (pxc2 + pys2 − 50)2 + (pz − 478)2.
Since q5 is the redundant joint and it is parametrized at some value, (4.17) is simplified to:
451250 + 255000c5 − α = (255000 + 361250c5)s4 + 361250s5c4
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b = (255000 + 361250c5)
c = 451250 + 255000c5 − α
Finally, since the expression for q4 is known and q5 is parametrized at some value, (4.16) is
equivalent to:
pz − 478 = (300 + 300s4 + 425s45)c3 + (300c4 + 425c45)s3,









a = 300 + 300s4 + 425s45
b = 300c4 + 425c45
c = pz − 478
which completes the position problem. The orientation problem is solved analogously to the
case of the Kuka LWR 4+.
4.5.3 ABB Yumi
As introduced in section B.3.3, the ABB Yumi is a manipulator that possesses two anthropomor-
phic arms of 7 DOF each one of them connected to a fixed torso (figure B.5 and picture B.6). No
one of these two arms have three consecutive joints whose axes intersect at a single point.
To solve the inverse kinematics for this robot, the mixed strategy introduced by Pan et al. (2012)
is extended for redundant manipulators. Furthermore, this extension considers a variation of
the original manipulator that has, apart from spherical wrist, spherical shoulder, i.e., the first
three joint axes also intersect at a single point. This modified manipulator is similar to the Kuka
LWR 4+ (only the link lengths are different). Thus, the redundant joint will be the same – the
third one.
In this case, Pieper method is used to solve the inverse position problem to illustrate how this
method is also a good strategy for some particular classes of robots with a spherical wrist. If
the modified manipulator had not had a spherical shoulder, a four-degree equation would have
appeared.
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Closed-form method
Given a pose matrix T , the position vector p = (px, py, pz) and the rotation matrix
R =
nx ox axny oy ay
nz oz az

are considered as inputs of the position and orientation problems respectively. For the position
problem:







where T 04 = A01 · · ·A34. Now, the following notation is going to be used:
p =

















g1(q2, q3, q4) = cos(q2)f1(q3, q4)− sin(q2)f2(q3, q4)
g2(q2, q3, q4) = f3(q3, q4)
g3(q2, q3, q4) = sin(q2)f1(q3, q4) + cos(q2)f2(q3, q4) + 166
Therefore,
p2x + p2y + (pz − 166)2 =
= g1(q2, q3, q4)2 + g2(q2, q3, q4)2 + (g1(q2, q3, q4)− 166)2 =
= f1(q3, q4)2 + f2(q3, q4)2 + f2(q3, q4)2 (4.20)
pz = sin(q2)f1(q3, q4) + cos(q2)f2(q3, q4) + 166 (4.21)











γ = p2x + p2y + (pz − 166)2 − 136757.75
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On the other hand, (4.21) is equal to:
251.5 cos(q2) + 265 cos(q2) cos(q4) + 40.5 cos(q3) sin(q2)
− 40.5 cos(q2) sin(q4)− 40.5 cos(q3) cos(q4) sin(q2)
− 265 cos(q3) sin(q2) sin(q4) + 166









a = 251.5 + 265 cos(q4)− 40.5 sin(q4)
b = 40.5 cos(q3)− 40.5 cos(q3) cos(q4)− 265 cos(q3) sin(q4)
c = pz − 166
Finally, since the two first rows of (4.18) only depend on the already known joint variables,









a = g1(q2, q3, q4)
b = g2(q2, q3, q4)
c = px
.
To obtain all these expressions, the prototype equation (C.5) has been used.
With respect to the orientation problem, the joint variables q5, q6 and q7 can be obtained similarly







q5 = atan2(m33/ sin(q6),−m13/ sin(q6))
q7 = atan2(−m22/ sin(q6),m21/ sin(q6))
which completes the closed-form solution of the modified manipulator.
Numerical method
Once the one-parameter family of solutions has been obtained for the modified robot, the so-
lution for the original robot is calculated through a numerical method that uses one of the
elements of the solution family as initial condition. In this case, the numerical method used
is the pseudoinverse, a Jacobian-based method that, starting with an initial condition q0 and a
target pose Td, approximates the solution through the following iteration:
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where J†G(q) denotes the right Moore-Penrose pseudoinverse matrix of JG(q) (as defined in
(A.14)); eP denotes the position error and eO, the orientation one.
Such errors are calculated in each iteration as follows:
• The target pose Td is decomposed into the target position pd and the target orientation Rd.
The last one is expressed as a unit quaternion qd = {αd, εd} where αd and εd represent its
scalar and vector part respectively.
• For each qi, the forward kinematics allows to obtain the associated end-effector pose Te.
Again, from Te, the position vector pe and the unit quaternion qe = {αe, εe} are extracted.
• The position error is:
eP = pd − pe
• The orientation error is:
eO = αeεd − αdεe −
 0 −ez eyez 0 −ex
−ey ex 0
 εe,
with εd = (ex, ey, ez).
Validation
In order to show the performance of the generalized mixed method proposed in this chapter, a
validation has been made using MATLAB R2015a. A random pose has been generated and its
corresponding one-parameter family of solutions has been obtained for the modified manipula-
tor. Then, one element of such family has been used as initial condition for the pseudoinverse
method. This solution has been compared with those obtained by the purely numerical method
of the pseudoinverse.
Figures 4.7a and 4.7b represent the position and orientation errors, while figures 4.5a, 4.5b,
4.5c, 4.5d, 4.5e, 4.5f and 4.6a show how each joint variable converges to a solution for the ori-
ginal robot. In these figures, the blue line represents the behaviour under the mixed approach
whereas the red line shows the behaviour but under the purely numerical method of the pseu-
doinverse (with a random initial condition). As observed, the proposed method needs a smaller
number of iterations. Besides, since both approaches use the pseudoinverse, reducing the num-
ber of iterations means a shorter execution time and a lower computational cost. If another
numerical method is used to improve the convergence time, it could also be used in the mixed
approach, which implies that this method will still have a shorter execution time and a lower
computational cost.
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(a) Joint trajectory q1












(b) Joint trajectory q2











(c) Joint trajectory q3










(d) Joint trajectory q4











(e) Joint trajectory q5









(f) Joint trajectory q6
Figure 4.5: Joint trajectories
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(a) Joint trajectory q7
Figure 4.6: Joint trajectories (cont.)




































Figure 4.7: Position and orientation errors
Chapter 5
Conformal Geometry Algebra applied to
the Inverse Kinematics
There is no royal road to geometry
Euclid
This chapter addresses the inverse kinematics of serial robots with spherical wrist using the
conformal model of the spatial geometric algebra. The formulation presented here allows
a compact description of robot kinematics and provides a framework for the development
of geometric solutions for the inverse kinematics. The position problem is solved geomet-
rically, while the orientation problem is solved algebraically. Finally, the inverse kinematics
of 7 DOF redundant manipulators with spherical wrist is solved by extending the geometric
solutions obtained for non-redundant robots.
5.1 Problem Statement
As mentioned in sections 2.1.1 and 4.4, some closed-form methods are usually difficult to formu-
late and solve for non-redundant robots even with spherical wrist. For example, Pieper method
allows to obtain the solutions of the inverse kinematics as the solutions of a set of polynomi-
als and, for a general serial robot with spherical wrist, at least one of these polynomials has
four-degree which is, in general, difficult to solve.
On the other hand, Paul method consists of the manipulation of the homogeneous matrices of
57
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· T 0n = Ai−1i · · ·An−1n for i = 2, . . . , n (5.1)
where, as stated in sections 2.1.1 and 4.4, the objective is to isolate those non-linear equations
that contain just one joint variable. However, even if the equations containing just one variable
are found, solve them analytically is, in general, difficult.
Conversely, geometric methods are usually defined for particular robots. Besides, the formula-
tion and implementation of such methods is difficult. If, for example, the circle intersection of
a plane with a sphere is considered, then a system of two equations (one of them non-linear)
must be solved. In this context, geometric algebra turns to be very useful. As stated in sections
A.3 and A.4 of appendix A, geometric algebra and, in particular, the conformal model of the
spatial geometric algebra provide a framework for modeling the kinematics and dynamics of
rigid bodies that avoids the use of matrices. In addition, the geometric entities such as points,
lines, planes or spheres can be represented with elements of the algebra.
Regarding the contributions using this framework, in (Bayro-Corrochano and Kähler, 2001;
Selig, 2001) analogous versions to the Paul and Pieper methods are introduced. In both works,
an easy and compact formulation of the problem is presented using the language provided by
geometric algebra. However, they have the same drawbacks as the original methods. The ap-
proach presented in (Aristidou and Lasenby, 2011) develops a fast and heuristic method that
solves the inverse kinematics of arbitrary redundant serial robots. Nevertheless, since it is a
numerical method, only one solution is obtained, and the inverse orientation problem is not
treated. Similarly, Hildenbrand et al. (2008) only solve the inverse position problem for an
anthropomorphic manipulator. There, different geometric entities are defined according to the
geometry of the robot. These entities, and the relations between them, are described easily
using the conformal model of the spatial geometric algebra. The angles between such entities
correspond to the joint variables.
Other approaches are focused on the development of geometric strategies for particular robots.
For example, Hrdina et al. (2017) develop the kinematic model of a planar redundant ma-
nipulator, while in (Kim et al., 2015a) the inverse kinematics and the singularity problem are
formulated and solved using conformal geometric algebra for a class of parallel robots. A 5
DOF serial robot is considered in (Zamora and Bayro-Corrochano, 2004), where the geometric
strategy followed is the same as in (Hildenbrand et al., 2008). The work in (Campos-Macías
et al., 2017) is devoted to the development of a solution of a 6 DOF humanoid leg. Tørdal et al.
(2017) solve geometrically the inverse position problem of the 6 DOF Comau Smart-5 NJ-110,
while in (Kleppe and Egeland, 2016) particular solutions of the inverse kinematics of UR5 and
Agilus KR6 R900 are given. All of these works extend the strategies introduced in (Hildenbrand
et al., 2008; Zamora and Bayro-Corrochano, 2004).
In this chapter, an approach to solve the inverse kinematics of arbitrary 6 or 7 DOF serial robots
with spherical wrist is presented. This approach is not focused on a particular robot but ap-
plies to an entire class of manipulators. The inverse position problem is solved geometrically
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by extending the contributions of (Hildenbrand et al., 2008; Tørdal et al., 2017; Zamora and
Bayro-Corrochano, 2004), while a novel method is developed for solving the inverse orientation
problem. This method involves splitting the rotor that defines the orientation into three rotors,
so that each one of these new rotors contains just one joint variable. The main advantage of the
strategy presented here lies in the fact that this approach is still a closed-form method, i.e., all
the solutions are obtained as analytical expressions in terms of the end-effector pose. Besides,
due to the simplicity of the problem formulation, such expressions are obtained easily.
5.2 Forward Kinematics using Conformal Geometric Algebra
The conformal model of the three-dimensional geometric algebra G4,1 provides an elegant and
compact way of describing the forward kinematics. While the classical approach is based on
the homogeneous transformation matrices constructed using the D-H parameters, this approach
uses only rotors.
Since n denotes the null vector representation of the point at the infinity in G4,1 (as defined
in (A.55)), throughout the rest of this chapter m will denote either the number of degrees of
freedom of an arbitrary serial robot or the dimension of Rm.
As stated in section B.2, the orthonormal frame attached to each joint is described with respect
to the preceding one. The i-th joint frame is constructed from the (i − 1)-th joint frame by the
successive application of rigid motions, i.e., translations and rotations. Since both are described
in G4,1 by rotors, for each joint i, the following rotors are defined:





























where {e1, e2, e3} denotes the orthonormal basis of R3 and {e12, e23, e13} denote the basis bivec-




Notice that rotor Mθi contains both joint variables while Mαi is a constant rotor. Although rotors
are usually denoted by R, some authors denote the rotors that define a translation followed by
a rotation by M (known as a motor) because of its connections with the screw theory (Bayro-
Corrochano and Kähler, 2000).
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Given a geometric entity X, each one of these rotors acts in the same way as a general rotor (as
depicted in identity (A.63)):
X ′ = MθiXM̃θi = TdiRθiXR̃θi T̃di (5.4)
Analogously to the classical approach, where the product of the homogeneous transformation
matrices defines the forward kinematics (as shown in equation (B.13)), the successive multipli-
cation of rotors given by:
X ′ = Mθ1Mα1 · · ·MθmMαmXM̃αmM̃θm · · · M̃α1M̃θ1 =








with Mi = MθiMαi , defines the forward kinematics of serial robots. This statement can be easily
proven: equation (5.5) is valid for points (that represents the end-effector position) and lines
(that represents the end-effector orientation).
5.3 Representation of the pose in conformal geometric algebra






then it is possible to construct a rotor M that also describes such pose. This can be done by






into the matrix defined by the end-effector pose, T . First, the position vector p defines the
following translation:
Tp = 1 + ‖p‖
np
2 (5.6)
Now, to obtain the rotor that connects the orientations determined by the rotations matrices R
and I3, the following procedure is introduced. Both rotation matrices can be seen as two sets
of vectors in the three-dimensional space {e1, e2, e3} and {f1,f2,f3}, respectively. Here the
vectors of each basis are orthonormal, but, in general, this is not a requirement. Since rotors
define rotations, there is always a rotor relating both sets of vectors, so the following identity
holds:
fk = RekR̃ for k = 1, 2, 3 (5.7)
The objective is to seek a simple expression for rotor R. For that, some preliminary results
are needed. Associated with any arbitrary frame {e1, . . . , em} there exists a reciprocal frame
{e1, . . . , em} defined by the property:
ei · ej = δij ∀i, j = 1, . . . ,m (5.8)
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where δij denotes the Kronecker δ. The reciprocal frame {e1, . . . , em} is constructed as follows:
ek = (−1)k−1(e1 ∧ · · · ∧ ek−1 ∧ ek+1 ∧ · · · ∧ em)E−1m (5.9)
where Em denotes the volume element e1 ∧ · · · ∧ em. Clearly, if {e1, . . . , em} is an orthonormal





k = m (5.10)




k = (−1)r(m− 2r)Ar (5.11)
The proof of these two properties is found in (Doran and Lasenby, 2003). Now, in the three-
dimensional space the rotor R can be written as
R = α− βB (5.12)












R̃ = α+ βB (5.13)
















= 3α+ (−1)2(3− 4)βB = 3α− βB =
= 3α+ α− α− βB = 4α− R̃
(5.14)
where identity (1) is the result of the application of equations (5.10) and (5.11). Now, merging








k = 4αR− 1 (5.15)
It follows that:





where∝ denotes that the left term is a scalar multiple of the right term. Therefore, the following
formula is established:
R = 1 + f1e
1 + f2e2 + f3e3
|1 + f1e1 + f2e2 + f3e3|
(5.16)































Figure 5.1: Different combinations of the joints conforming the position part of a serial robot R
Finally, the rotor M describing the transformation between T0 and T is the product of rotors
(5.6) and (5.16):
M = TpR (5.17)
As stated in section B.2, for a 6 DOF robot with spherical wrist, the target position p can be
moved to the wrist center point pw by a fixed transformation. Then, the new target position is
pw and thus, it can be assured that the first three joints contribute to the position and orientation
while the last three only contribute to the orientation. This allows to decouple the inverse
kinematics into the inverse position and the inverse orientation problems.
5.4 Non-redundant robots with spherical wrist
In this section, the inverse position and the inverse orientation problems for a 6 DOF serial robot
with spherical wrist is solved. Again, for the position problem different geometric strategies are
defined depending on the nature and disposition of the joints along the kinematic chain. For the
orientation problem, the rotor R is split into three different rotors from where the joint variables
can be obtained.
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5.4.1 Solution of the position problem
Four different combinations of prismatic and revolute joints that constitute the position part of
the robot are analysed (figure 5.1). For each one of them, a geometric strategy is developed
to solve the inverse position problem. This strategy consists of defining auxiliary points at each
joint to recover the corresponding joint variables as the angle or displacement between two
geometric entities defined by such points. For each case, the point at the origin, n, is denoted
by P0 and is placed at the base of the robot. Similarly, the target position pw is expressed as
a null vector, Pw, obtained through the Hestenes’ embedding (A.59). Finally, depending on
the information available, for a given geometric entity it could be convenient to use its primal
representation O or its dual representation O∗. Clearly, a geometric entity described with one of
these two representations can be expressed in the other representation only by using the dual
operator (A.44):
O∗ = IO (5.18)
Therefore, both representations can be used indistinctly.
Three prismatic joints (PPP)
A scheme of the position part of a serial robot R with three prismatic joints is depicted in figure
5.1a. First of all, the case without offsets between consecutive joints is considered, i.e., the axes
of each pair of consecutive joints intersect. Given the first translation axis z1, two of the rotors




where, since the joints are prismatic, Rθi is a constant rotor for i = 1, 2.
The joint axis z3 together with the target position pw defines a line `3 whose dual representation
is:
`∗3 = z3e123 + (z3 × pw) ∧ n (5.20)
Here, the cross product can be expressed in terms of the outer product. Given two vectors
a, b ∈ R3, the following holds:
a× b = −(a ∧ b)e123 (5.21)
Therefore:
z3 × pw = −(z3 ∧ pw)e123 (5.22)
and, thus, `∗3 changes into:
`∗3 = z3e123 − (z3 ∧ pw)e123n (5.23)
Now, a plane containing the joint axes z1 and z2 and passing through the point P0 is also defined:
π∗1 = z1 × z2 (5.24)
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Again, this representation changes into (5.21):
π∗1 = −(z1 ∧ z2)e123 (5.25)
Since the end-effector position is not restricted to a fixed plane, there are not parallel prismatic
joint axes. Moreover, `3 /∈ π1 and, thus, its intersection is non-empty:
B = `3 ∨ π1 (5.26)
where B 6= 0 is a bivector (equation (A.75)). Hence, it represents a pair of points in conformal
geometric algebra. However, since the intersection between a line and a plane is a single point,
the bivector B is of the form:
B = P2 ∧ n,
for a null vector P2, that can be extracted from B through identity (A.68). With this point, the
following lines are defined:
`∗1 = z1e123 − (z1 ∧ n)e123n
`∗2 = z2e123 − (z2 ∧ p2)e123n
(5.27)
where p2 is the vector whose null vector is P2. Given a null vector X, the associated real vector
x ∈ R3 is recovered through the formula:
x = − 2X
X · n
(5.28)
that is, the inverse of the Hestenes’ embedding (as defined in A.59). In addition, `1∧π1 = 0 and
`2∧π1 = 0 and, since the joint axes z1 and z2 are not parallel, they have non-empty intersection:
P1 = `1 ∨ `2 (5.29)
where point P1 is calculated as in (A.83).
Finally, with the null vectors P0, P1, P2 and Pw, the joint variables are recovered using the ex-
tended Euclidean distance (A.61):
d1 = d(P0, P1)
d2 = d(P1, P2)
d3 = d(P2, Pw)
(5.30)
Now, the case where there is an offset between two consecutive joints is studied. Let suppose,
without loss of generality, that there exists an offset of length a between the first two joints (the
other cases are analogous). Since the plane π1 is defined with the joint axes z1 and z2 and
offsets do not change the direction of the joint axes, P2 is obtained from equation (5.26) as in
the case without offsets. With P2, `2 is determined as in (5.27).




Figure 5.2: An example of a simple offset between the first two joint axes
Offsets between consecutive joints are always modeled by the four D-H parameters: a, α, θ and
d. If joint i is revolute (prismatic), then θi (di) is a joint variable and, therefore, it is decomposed
into θi = θ̂i + θi (di = d̂i + di) where θ̂i (d̂i) is a constant value, usually zero, that describes the
component of the offset aligned with the joint axis, while θi (di) corresponds to the real joint
variable and can be renamed as the original one (i.e., from now on, θi and di are denoted by
θi and di). Hence, an offset between the joints i − 1 and i can be described by (ai, αi, θ̂i, di) if
joint i is revolute or (ai, αi, θi, d̂i) if it is prismatic. In either of these two cases, the offset can be
compensated simply by applying a sequence of rotors to the proper geometric entity.
In this particular case, since the first two joints are prismatic, the quad (a2, α2, θ2, d̂2) determines
the offset. Then, `2 is transformed as follows:
`′2 = Td̂2 `2 T̃d̂2 `
′′′
2 = Ta2 `′′2 T̃a2
`′′2 = Rθ2 `′2 R̃θ2 `iv2 = Rα2 `′′′2 R̃α2
(5.31)
Since lines `1 and `iv2 belong to the same plane, they have non-empty intersection and P1 can be
obtained as in (5.29) using, instead of `2, `iv2 . This completes the solution for this case.
In practice, most serial robots have simple offsets between their joints. Indeed, they usually
involved just a translation of length ai in the direction e1 of the joint frame i − 1 (figure 5.2).
However, even in the most general case, conformal geometric algebra allows an efficient treat-
ment of them.
Two prismatic joints and one revolute (PPR)
The position part of a serial robot R with two prismatic joints and one revolute is depicted
in figure 5.1b. There are different combinations of two prismatic joints with one revolute but






Figure 5.3: Translation of Pw to compensate the offset placed at the end of the third link
many of them are treated in a similar way. Only the most relevant cases are fully developed
here. Again, the case without offsets is studied first.
Let suppose that the first two joints of R are prismatic, while its third joint is revolute. As in the
precedent case, given z1, the joint axes z2 and z3 can be calculated as in (5.19). In this case,
since the value of θ3 does not affect the position and direction of z3, Rθ3 can be taken as the
identity rotor, i.e., Rθ3 = 1. Now, the plane π1 that contains P0 and the joint axes z1 and z2
is defined as in (5.24). Since the end-effector position is not restricted to a fixed plane, there
exists an offset at the end of the third link, i.e., between the third link and the set of joints that
conforms the spherical wrist. Besides, z3 cannot be orthogonal to π1 (if it was, Pw would belong
to a fixed plane parallel to π1).
Since the last three joints of R do not contribute to the position of the end-effector, they are not
considered in the inverse position problem. Therefore, this offset can be seen as a displacement
defined in the x–z plane of the third joint frame that can be decomposed into a displacement of
a4 in the x3 direction and a displacement of d4 in the z3 direction (where a4 and d4 are two of
the four D-H parameters). Then, it is possible to translate Pw to compensate at least one of the
components of such offset (figure 5.3):
P ′w = Tz3PwT̃z3 (5.32)
where
Tz3 = 1− d4
nz3
2 (5.33)
Now, the point P2 belongs to the intersection of two planes with one sphere. One of such planes
is π1, while the other is defined as follows:
π∗2 = z3 + d(P0, P ′w)n (5.34)
Additionally, the sphere is:




3 + d24)n (5.35)
where a3 denotes the length of the third link. In this case, since the radius and center of S1 are
already known, the dual representation of S1 has been chosen. Plane π2 is translated in the z3
direction:
(π∗2)′ = Tz3π∗2T̃z3 (5.36)








Figure 5.4: P2 as the intersection of two planes and one sphere
where
Tz3 = 1− a3
nz3
2 (5.37)
The intersection of these geometric entities is graphically depicted in figure 5.4 and is given by
the expression:
B2 = π1 ∨ π′2 ∨ S1 (5.38)
where B2 is a bivector (equation (A.75)). This bivector represents a pair of points in the confor-
mal geometric algebra G4,1. Therefore:
B2 = Q1 ∧Q2 (5.39)
for some null points Q1 and Q2. These points are extracted from (5.39) using (A.67). Clearly,
if Q1 and Q2 belong to the workspace W of R, then there are two possible points P2, namely
P21 = Q1 and P22 = Q2. Each one of these two points defines a line: `∗21 (`∗22) if point P21 (P22)
is used. These lines, as well as line `∗1, are defined as in (5.27). The intersection
P1i = `2i ∨ `1 for i = 1, 2 (5.40)
returns two distinct points, P11 and P12, calculated using (A.83).
Finally, each pair of points P1i and P2i (for i = 1, 2) defines an extra plane that can be used to
determine the joint variable θ3:
π31 = P11 ∧ P21 ∧ P ′w ∧ n
π32 = P12 ∧ P22 ∧ P ′w ∧ n
(5.41)
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Then, by means of the identities (A.61) and (A.90), the joint variables d1, d2 and θ3 can be
derived easily. Clearly, since two different expressions have been obtained for P2i, P1i and π3i,
two different set of joint variables are achieved:
d11 = d(P0, P11)
d21 = d(P11, P21)
θ31 = ∠(π1, π31)
d12 = d(P0, P12)
d22 = d(P11, P22)
θ32 = ∠(π1, π32)
(5.42)
As stated in section 2.1, serial manipulators of 6 DOF have up to sixteen different solutions for a
given end-effector pose T . In particular, 6 DOF serial robots with spherical wrist have up to eight
distinct solutions associated with T . Since the orientation problem always has two different
solutions for each solution of the position problem, there is a maximum of four distinct solutions
for the position problem. This maximum is reached when the three joints that constitute the
position part of the robot are revolute. Therefore, this case shows how the geometric strategy
introduced in this chapter gives all the solutions for the inverse kinematics. However, from now
on, in order to simplify the notation for the remaining cases, just one of the two points that
can be extracted from a given bivector will be considered and, thus, only one solution will be
developed.
Offsets between consecutive joints are treated analogously as in the previous case. The main
difference relies on the geometric entity considered. For instance, if the offset is located between
the second and the third joint, then P2 is extracted from:
π1 ∨ π2 ∨ S′1
where S′1 denotes the sphere S1 after applying the rotors associated with the D-H parameters
that models the offset (in the same way as in the previous case). Since the remaining geome-
tric reasoning does not change, the other points are obtained as in the case without offsets.
Moreover, this situation highlights another advantage of conformal geometric algebra: rotors
can be applied to any geometric entity which simplifies the formulation and the solution of the
problem.
Another relevant case is when the first joint is prismatic, the second joint is revolute and the
third joint is also prismatic. This case is solved in a similar way, but it is interested to point out
some details. The joint axes z2, z3 and the plane π1 are obtained as in (5.19) and (5.24). Now,
the following line is defined:
`∗3 = z3e123 − (z3 ∧ pw)e123n (5.43)
Since the position of the end-effector is not restricted to a fixed plane, z3 /∈ π1 and, thus, `3 ∨ π1
is non-empty. From the intersection bivector the point P2 can be extracted using (A.67). Finally,
point P1 is obtained as the translation of P2 along the axis z2:
P1 = Tz2P2T̃z2 (5.44)
where
Tz2 = 1 + a2
nz2
2 (5.45)
The joint variables d1 and d3 are determined as in (5.30), while θ2 is the angle between π1 and
`3.








Figure 5.5: Triangle defined by z2 and z3
Two revolute joints and one prismatic (RRP)
A scheme of the position part of a serial robot R with two revolute joints and one prismatic is
depicted in figure 5.1c. As in the precedent case, there are different subcases that can be treated
similarly. Because of that, only the most relevant cases are developed here.
First, let consider the case where the first two joints are revolute while the third one is prismatic.
In addition, there are no offsets between consecutive joints. The point P1 is obtained as the the
translation of P0 along z1 an amount equal to the length of the first link (described by the D-H
parameters d1 or a1):
P1 = Te3P0T̃e3 (5.46)
with
Te3 = 1 + a
ne3
2 (5.47)
where a = a1 or a = d1.
The remaining part of R is restricted to the plane determined by the joint axes z2 and z3.
Furthermore, given the D-H parameters a2 or d2 for the length of the second link and α2 for
the angle between the joint axes z2 and z3, a triangle is defined (figure 5.5). Using the law of
cosines, d3 can be easily obtained from:
d(P1, Pw)2 = a22 + d23 − 2a2d3 cos(α2) (5.48)
Now, equation (5.48) has two distinct positive solutions if, and only if:
a2 sin(α2) < d(P1, Pw) < a2.
In this context, such situation never holds and, thus, the positive solution for d3 is taken. Notice
that d3 is the distance between P2 and Pw. If there is a fixed offset aligned with z3 (the trans-
lational axis), then d3 can be decomposed as d3 = d̂3 + d3 where d̂3 denotes the length of such
offset, while d3 denotes the real joint variable. In either of these two cases, the joint variable d3
can be obtained from (5.48).




















(b) P2 in the intersection of a circle and a plane
Figure 5.6: Computation of P2
Finally, in order to obtain P2, two distinct spheres and one plane need to be defined:










π1 = P0 ∧ P1 ∧ Pw ∧ n
(5.49)
Then, the intersection of these geometric entities is computed (figures 5.6a and 5.6b):
B2 = S1 ∨ S2 ∨ π1 (5.50)
where P2 is one of the points extracted from the bivector B2 by means of (A.67).
Since d3 has already been calculated, the points P0, P1 and P2 can be used to obtain the remain-
ing joint variables, namely θ1 and θ2. The following auxiliary geometric entities are defined for
that purpose:
• If the revolute joints are parallel:
`1 = P1 ∧ P2 ∧ n
`2 = P2 ∧ Pw ∧ n
(5.51)
• If the revolute joints are not parallel:
`1 = P0 ∧ P1 ∧ n
π2 = P1 ∧ P2 ∧ Pw ∧ n
(5.52)
Now, for the parallel case, the joint variables are:
θ1 = ∠(e1, π1) (5.53)
θ2 = ∠(`1, `2) (5.54)
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while for the other case, they are:
θ1 = ∠(e1, π1) (5.55)
θ2 = ∠(`1, π2) (5.56)
Offsets are treated analogously as in the precedent cases. Two different situations arise:
• If the offset is placed between the second and the third joints and is modeled by the quad
(a3, α3, θ3, d̂3), then the geometric entity that is translated and rotated is the sphere S2.
• If the offset is placed between the first and the second joints and is modeled by the quad
(a3, α3, θ̂3, d3), then the geometric entity that is translated and rotated is the point P0.
Once these geometric entities have been transformed, the remaining steps are the same as the
ones developed in the case without offset.
Finally, let consider another subcase: the first joint is revolute, the second joint is prismatic and
the third joint is again revolute. The points P0 and P1 are obtained as in the precedent case. To
calculate the point P2, the geometric reasoning used for the case where there are two prismatic
joints followed by one revolute is applied. Therefore, the planes π1, π2, π3 and the sphere S1 are
defined as in (5.24),(5.34),(5.35) and (5.41). Finally, the joint variables are obtained as in the
above-mentioned case.
Three revolute joints (RRR)
A scheme of the position part of a serial robot R with three revolute joints is depicted in figure
5.1d. First, the case without offsets is analysed.
It only remains to find the intermediate points P1 and P2. As in the precedent case, the point P0
is translated in the direction of z1:
P1 = Te3P0T̃e3 (5.57)
where
Te3 = 1 + a
ne3
2 with a = a1 or d1 (5.58)
Once the point P1 has been obtained, the point P2 is established by intersecting two spheres and
one plane as depicted in figures 5.6a and 5.6b. Let P0, P1 and Pw be the points defining such
plane:
π1 = P0 ∧ P1 ∧ Pw ∧ n (5.59)
On the other side, if a2 and a3 denote the lengths of the second and third links respectively, the
two spheres are defined as:
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The intersection of these three geometric entities is a bivector:
B2 = S1 ∨ S2 ∨ π1 (5.62)
where, as in the precedent cases, two different points P2 can be extracted from B2 by (A.67)
Now, it only remains to find the joint variables. Two distinct cases are considered: two joint axes
are parallel or no joint axes are parallel. The case where the three joint axes are parallel is not
considered because it will mean that the inverse position problem is a two-dimensional problem
instead of a three-dimensional one. Let suppose that the two parallel joint axes are the last two
(the other cases are analogous). Then, the geometric entities required for calculating the joint
variables are defined in terms of the already obtained points:
`1 = P0 ∧ P1 ∧ n (5.63)
`2 = P1 ∧ P2 ∧ n (5.64)
`3 = P2 ∧ Pw ∧ n (5.65)
Using the geometric entities (5.59),(5.63-5.65) and the identity (A.90), the joint variables are
determined as follows:
θ1 = ∠(e1, π1) (5.66)
θ2 = ∠(`1, `2) (5.67)
θ3 = ∠(`2, `3) (5.68)
For the case of no parallel joint axes, the geometric entities are:
π2 = P0 ∧ P1 ∧ P2 ∧ n
`1 = P2 ∧ Pw ∧ n
π3 = P1 ∧ P2 ∧ Pw ∧ n
(5.69)
and the joint variables:
θ1 = ∠(e1, π1) (5.70)
θ2 = ∠(π2, `1) (5.71)
θ3 = ∠(π2, π3) (5.72)
Finally, the offsets are treated by transforming the proper geometric entity. For instance, if the
offset is placed between the first and the second joint, then P0 is transformed into P ′0 according
to the rotors defined by the quad (a2, α2, θ̂2, d2) that models such offset. The point P1 is obtained
from identity (5.57) using P ′0 instead of P0, while the remaining steps are the same as the ones
in the case without offsets. If, conversely, the offset is placed between the second and the third
joint, then the transformation described by the quad that models the offset is applied to S2.
Therefore, the point P2 is extracted from the intersection bivector π1∨S1∨S′2, where S′2 denotes
the transformed sphere. Again, the remaining steps are the same as the ones in the case without
offsets.





Figure 5.7: Relation between the orientations
5.4.2 Solution of the orientation problem
Since the inverse position problem has been solved, the joint variables q1, q2, q3 are known.
Therefore, it only remains to find q4, q5 and q6. With q1, q2, q3, the rotor defining the orientation
of the wrist center point pw under the effect of these joints can be calculated. Let denote by R123
such rotor. In addition, recall that R denotes the rotor that relates the orientation of the world
frame with the orientation of the end-effector (5.16). Then, the rotor that defines the rotation
between R123 and R can be obtained from the formula:
R = R123R456 (5.73)
where rotor R456 only depends on q4, q5 and q6 (figure 5.7). Since these joints are revolute, q4, q5
and q6 correspond to θ4, θ5 and θ6, respectively.
The idea is to split R456 into three different rotors as follows:
R456 = R4R5R6 (5.74)
whereRi = cos(θi/2)−sin(θi/2)Bi with angle of rotation θi and bivectorBi. The angle extracted
from each one of these rotors will correspond to one of the desired joint variables. If the identity
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(5.74) is expanded, the following expression is obtained:

















































































































































































for an angle θ and a bivector B456. As it can be observed, working directly with equation (5.75)
is highly difficult, so an alternative path is required.
Theorem 5.4.1. Let R denote an arbitrary rotor in the conformal geometric algebra G4,1. Then,
RH(x)R̃ = H(RxR̃) for every x ∈ R3 where H(·) denotes the Hestenes’ embedding (A.59).






















Thus, RH(x)R̃ = H(RxR̃) for every x ∈ R3.
This implies that rotations can be defined in G4,1 using the bivectors of G3 and, therefore, B456
can be expressed as a linear combination with respect to the basis bivectors of G3:
B456 = β1e23 + β2e13 + β3e12 (5.79)
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As it happens with the Euler angles, different conventions can be adopted. Depending on the
convention used, a particular set of equations is obtained. For instance, by setting
B4 = e12 B5 = e13 B6 = e12 (5.81)








































































































βi fori = 1, 2, 3


































So, by squaring and adding (5.84) and (5.85), the following is obtained:
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that is solved easily as follows:
θ6 = sin−1(β′′1 ) + sin−1(β′′3 )
θ4 = sin−1(β′′3 )− sin−1(β′′1 )
(5.91)
This completes the resolution of the inverse orientation problem.
5.5 Redundant robots with spherical wrist
As stated in section 2.1, there are an infinite number of solutions for the inverse kinematics of
redundant serial robots. In chapter 4, redundant robots are reduced to non-redundant ones by
the parametrization of the so-called redundant joints. Once the analytical solutions for the in-
verse kinematics have been obtained, particular instances for the parametrized joints are given.
Hence, for each instance, a set of a maximum of sixteen solutions is obtained (recall that, for
non-redundant robots, this is the upper bound for the number of distinct solutions associated
with a given end-effector pose). This can be regarded as the addition of extra conditions in an
undetermined problem. Therefore, these particular solutions conform a subset of the set of all
possible solutions for a given target pose of the end-effector.
Following this approach, the geometric strategies introduced and developed in section 5.4 are
extended to 7 DOF serial robots with spherical wrist. Here, the extra information is given in
the form of extra points Pi that allow the definition of the geometric entities involved in the
resolution. The inverse orientation problem is solved as in the section 5.4.2. As it will be seen in
the following cases, the addition of these extra points entails the evaluation of one of the joint
variables. Thus, the approach presented in this section is equivalent to the strategy introduced in
chapter 4 (restricted to 7 DOF serial robots with spherical wrist). Even more, if the identification
of the redundant joints developed in chapter 4 is applied to these manipulators, it is possible to
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know exactly which points Pi are needed to be determined in order to solve the inverse position
problem using conformal geometric algebra.
For each one of the cases studied in section 5.4.1, an extra degree of freedom – that corresponds
either to a prismatic or revolute joint – is added. Several distinct combinations arise, but as
in section 5.4.1, only the most relevant are fully developed in order not to repeat the already
used geometric reasonings. In particular, the cases to be considered are: PPPP, PPRP, RRPR and
RRRR.
5.5.1 PPPP
The objective is to find P1, P2 and P3 to obtain the joint variables d1, d2, d3 and d4. Since all the
joints are prismatic, the joint axes z2, z3 and z4 can be calculated as in (5.19). Now, two distinct
planes:
π∗1 = −(z1 ∧ z2)e123
π∗2 = −(z3 ∧ z4)e123 + d(P0, Pw)n
(5.92)
and two distinct lines are defined:
`∗1 = z1e123 − (z1 ∧ n)e123n
`∗2 = z4e123 − (z4 ∧ pw)e123n
(5.93)
The intersection of π1 and π2 is a line containing the point P2:
`2 = π1 ∨ π2 (5.94)
To determine uniquely P2 another plane is needed. Such a plane contains the joint axes z2 and
z3. However, it also requires an extra point for setting its distance to P0. Let define P1 as the
point that verifies:
P1 ∈ `1 and d(P0, P1) = d1 (5.95)
Notice that the definition of P1 is equivalent to set d1 at a particular instance. Now, the new
plane can be fully defined as:
π∗3 = −(z2 ∧ z3)e123 + d1n (5.96)
and, therefore, P2 can be extracted from the intersection bivector π3 ∨ `2 (using (A.67)).
Once P0, P1 and P2 have been obtained, P3 is found as the intersection of lines `3 and `4, where:
`∗3 = z3e123 − (z3 ∧ p2)e123n (5.97)
Again, p2 represents the three dimensional vector whose null vector is P2. Such vector is reco-
vered using equation (5.28). Finally, the remaining joint variables d2, d3 and d4 are calculated
as in (5.30).
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5.5.2 PPRP
Again, the joint axes z2 and z3 are calculated as in (5.19). However, since the third joint is
revolute, Rθ3 is not a constant rotor when computing z4 and, thus, it cannot be obtained. The
line `1 and the plane π1 are defined as in (5.92) and (5.93). Now, an extra point is needed to
completely describe the position of z4. Let denote as P3 the point that verifies:
`∗3 = z3e123 − (z3 ∧ p3)e123n and ∠(π1, `3) = θ3 (5.98)
The definition of the point P3 is equivalent to set a particular value to the joint variable θ3. Now,
P3 is translated along z3:
P2 = Tz3P3T̃z3 (5.99)
where
Tz3 = 1− a3
nz3
2 (5.100)
Finally, the line `2 is defined as in section 5.4.1 and point P1 is found as the intersection point
`1 ∨ `2 (that can be obtained by means of (A.83)). Once the points P0, P1, P2 and P3 have been
obtained, the joint variables d1, d2 and d4 can be calculated as in equation (5.30).
5.5.3 RRPR
Point P0 is translated along the joint axis z1 an amount equal to the length of the first link as in
(5.57). The translated point is P1 so the remaining unknown points are P2 and P3.
Now, a sphere is defined:




where a corresponds to the length of the fourth link (either a = a4 or a = d4, where a4 and d4
are two D-H parameters). To continue, an extra point is needed. Let denote by P3 the point that
satisfies:
P3 ∈ S1 and d(P1, P3) = d (5.102)
Since the second and third joint axes belong to the same plane, their links can be regarded as
the sides of a triangle where, besides, the third side is given by the line segment defined by P1
and P3. As shown in section 5.4.1, the law of cosines can be applied in this situation to deduce
the expression for the joint variable d3. The length of both sides, as well as the angle between
the joint axes, are known: a2, d and α3. Therefore:
d2 = a22 + d23 − 2a2d3 cos(α3) (5.103)
where, as explained in section 5.4.1, there is only one positive solution for d3. This proves the
equivalence between the extra point P3 and the joint variable d3. Once d3 has been determined,
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the point P2 is extracted from the intersection bivector defined by the following two spheres and
one plane:










π1 = P0 ∧ P1 ∧ P3 ∧ n
(5.104)
Once all the points have been obtained, it is easy to recover the joint variables θ1, θ2 and θ4
following the same steps as in the sections 5.4.1 and 5.4.1.
5.5.4 RRRR
As in the previous case, the point P1 is obtained as the translation of the point P0 along z1 (as
in (5.57)). Thus, the points that remain to be found are P2 and P3. Now, as stated in section
5.4.1, two spheres and one plane are required to calculated P3. One of such spheres is defined
as in (5.101). For the other, a triangle whose sides are the links two and three is considered.
This triangle is similar to the one defined in the previous case: the side lengths are a2 and a3,
respectively, and the angle between both sides is α3. The law of cosines allows to compute easily
the length of the third side d as:
d2 = a23 + a22 − 2a2a3 cos(α3) (5.105)
where only the positive solution for d is taken. Now, the other sphere can be defined as:




On the other hand, the plane π1 is defined as in (5.59). Clearly, P3 can be extracted, using
(A.67), from the intersection bivector defined by these three geometric entities.
Once P3 have been obtained, two new spheres should be defined to calculate P2:











Again, the intersection of these two new spheres with π1 is computed:
B3 = S3 ∨ S4 ∨ π1 (5.108)
where the point P2 is extracted from the bivector B3. Finally, the joint variables θ1, θ2, θ3 and θ4
are found in a similar way to which it is done in 5.4.1 by means of P0, P1, P2, P3 and Pw (with
all their possible combinations).

Chapter 6
Identification of Singularities based on
Geometric Algebra
Geometry is not true, it is advantageous
Henri Poincare
This chapter addresses a novel singular analysis of serial robot manipulators. Such analysis
is based on the six-dimensional and three-dimensional geometric algebras and consists of
identifying which configurations q ∈ C vanish the exterior product of the lines defined
from the joint axes. Moreover, since rotors are used to describe rotations and translations
between arbitrary geometric entities, a distance function d : C × C → [0,+∞) can be
defined in the configuration space C such as its restriction to d : C ×S → [0,+∞) allows to
compute the distance of any configuration q ∈ C to a given singularity qs ∈ S.
6.1 Problem statement
As shown in section 2.2, one of the main problems in robot kinematics is the identification and
handling of kinematic singularities. For the identification, the most extended method consists
of solving the nonlinear equations (B.22). However, the formulation of either det(JG(q)) = 0
or det(JG(q)JTG(q)) = 0 is not computationally efficient. Moreover, since each one of these
equations is nonlinear, the seeking of closed-form solutions is difficult. In this context, geometric
algebra turns to be very useful.
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There is not much literature regarding the identification of singularities using geometric algebra
and the majority of the contributions focuses on parallel mechanisms. For serial robots, in
(Corrochano and Sobczyk, 2001), the authors extend the bracket (or Lie product) of two vectors
defined in any Lie algebra to what they call the superbracket of the lines `1, . . . , `6, [`1, . . . , `6],
where the line `i denotes the axis of joint Ri. For serial robots of 6 DOF, the main idea is to
split the superbracket into small superbrackets, called bracket monomials, that are equated to
zero. The singularities are the solutions of these bracket monomial equations. Following the
same idea, in (Kanaan et al., 2009) the superbracket is defined in a Grassmann-Caley algebra.
Since the Lie product is well defined in every Grassmann-Caley algebra, the superbracket is also
well defined. However, split the superbracket into the bracket monomials in this context is not
intuitive and, as a consequence, is not always realizable.
For parallel mechanisms, the works (Tanev, 2006; Chai and Xiang, 2016; Yao et al., 2017; Chai
and Li, 2017) focus on approaches developed for some particular parallel robots. The main idea
consists of computing, for each leg of the mechanism, the outer product of the screws defined by
its joints and equating it to zero. For those legs with less than six actuated joints, combinations
of two, three or more legs are considered. The main problem of these approaches rely on its lack
of generality. Each approach is designed for the specific parallel robot the authors work with.
By their side, Huo et al. (2017) present a mobility analysis applying conformal geometric al-
gebra, and a singularity analysis using an idea similar to the ones presented in the above-
mentioned contributions. Finally, in (Kim et al., 2015a), conformal geometric algebra is ap-
plied to the identification of the singularities of the SPS-parallel manipulator. Several lines and
planes are defined in G4,1 using the different joint axes. Then, the relative position of different
combinations of these geometric entities is studied to geometrically find out the singularities.
However, this method cannot be extended to other classes of parallel or serial robots nor can it
be implemented as an algorithm due to its geometrical nature.
In this chapter, a novel approach for singularity identification based on the six-dimensional and
three-dimensional geometric algebras is introduced. This method can be applied to arbitrary
redundant and non-redundant serial robots. It consists of manipulating the exterior product of
the screw axes defined by the joints. These axes can be described as generalized lines using
the Plücker coordinates in order to distinguish between the lines associated with revolute joint
axes to the ones associated with prismatic joint axes. Besides, this method can be simplified for
serial robots with spherical wrist. Once the singularities have been identify, since rotors describe
the transformations of arbitrary multivectors in geometric algebra, a distance function d can be
defined in the configuration space C that can be used to determine the distance of any arbitrary
configuration q ∈ C to a given singularity qs.
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6.2 Identification of singularities using geometric algebra
Since the degrees of freedom required to describe the position and orientation of a rigid body
in the three-dimensional space are six, the more natural way of formulating the singularity
problem is through the six-dimensional geometric algebra G6, that extends naturally the three-
dimensional algebra G3 introduced in section A.3. Screw theory (Murray et al., 1994; Davidson
and Hunt, 2004) provides an intuitive and geometrical description of the differential kinematics
of serial and parallel manipulators using six-dimensional vectors. Because of this, throughout
this chapter some concepts taken from this theory will be employed. This will provide the initial
framework to completely understand the approach introduced in this section. First, a classical
theorem of the screw theory is needed.
Theorem 6.2.1 (Chasles, 1830). Every rigid motion f ∈ SE(3) is equivalent to a screw motion,
that is, a rotation about a line followed (preceded) by a translation along that line. Such line is
known as the screw axis and is denoted by S.
Particular cases of screw motions are the pure rotations (pure translations) where the translation
(rotation) is the identity. The screw axis S can be compactly represented by means of the Plücker
coordinates.
Definition 6.2.2. A line ` in the three-dimensional space can be fully specified by two three-
dimensional vectors: its direction vector u and its position vector p. The Plücker coordinates of
` conforms a six-dimensional vector [u u× p]T where u× p denotes the moment vector of `.
Thus, given a screw motion of a rigid body, its screw axis S is just a line ` (the rotational and



















for a pure translation (h =∞)
(6.2)
Definition 6.2.3. Let S denote the screw axis of a screw motion of a rigid body B. Then, the
rotational component of such motion has angular velocity w, while its translational component












where α is the amplitude of the twist.
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for a pure translation
(6.4)
where θ : R → [−π,+π] and d : R → [a, b] (with a, b ∈ R) are two time-dependent functions
whose image are, respectively, the angle of rotation and the displacement.
Now, let consider a serial robot R with n DOF where ω,v denote the angular and linear velocity




= J1(q)q̇1 + · · ·+ Jn(q)q̇n (6.5)
where Ji denotes the i-th column of the geometric Jacobian JG. Notice that the right side of
equation (6.5) can be seen as the addition of the twists associated with the joints ofR where the
linear and angular parts are interchanged. Indeed, if Ji is seen as a screw axis, q̇i plays the role
of the twist amplitude. However, for the sake of formality, let consider the screw axis associated
with the joint i of R and denote it by Si. Then, for each screw axis Si, there is a twist ti of the
form:




zi × (on − oi)
]




q̇i for a pure translation
(6.6)
where zi is the direction vector of the joint axis and on (oi) is the origin of the frame attached
to the end-effector (i-th joint). The following is a key result:




= S1(q)q̇1 + · · ·+ Sn(q)q̇n = [S1(q) · · · Sn(q)]q̇ (6.7)
where q̇ = (q̇1, . . . , q̇n).
The main advantage of the screw-based Jacobian matrix defined in equation (6.7) is that allows
a geometrical identification of the singularities. Moreover, if an approach based on geometric
algebra or conformal geometric algebra is used, a geometrical or algebraic identification of the
singularities can be performed. For that purpose, let consider the geometric algebra G6 where
for every i = 1, . . . , n, the screw axis Si(q) is simply a vector.
The following is the main result of this section.
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Theorem 6.2.5. Let Si(q) denote the screw axis defined by the i-th joint axis expressed as a vector
of G6. Then:
S1(q) ∧ · · · ∧ S6(q) = det(S1(q) · · · S6(q))e1 ∧ · · · ∧ e6 (6.8)
where e1, . . . , e6 are the basis vectors of G6.
Theorem 6.2.5 can be seen as a particular case of a more general result:
Theorem 6.2.6. Let a1, . . . ,an be a set of n vectors of Gn. Then:
a1 ∧ · · · ∧ an = det(a1 · · · an)e1 ∧ · · · ∧ en (6.9)
Proof. Let start with two vectors a1,a2 of G2. Therefore, a1 = a11e1 + a12e2 = (a11, a12) and
a2 = a21e1 + a22e2 = (a21, a22) for some aij ∈ R with 1 ≤ i, j ≤ 2. The exterior product of both
vectors is computed as follows:
a1 ∧ a2 = (a11e1 + a12e2) ∧ (a21e1 + a22e2) =
= (a11a22 − a21a12)e1 ∧ e2 =
= det(a1 a2)e1 ∧ e2
(6.10)
Hence, by the properties of the determinant and the linearity and anticommutativity of the outer
product, it is easy to extend equation (6.10) to a set of n vectors of Gn:
a1 ∧ · · · ∧ an = det(a1 · · · an)e1 ∧ · · · ∧ en (6.11)
In particular, equation (6.11) is true for any set of six vectors a1, . . . ,a6 of G6, which proves
theorem 6.2.5.
The following corollary of theorem 6.2.5 allows to characterize the singularities of any serial
robot of 6 DOF.
Corollary 6.2.7. Let R denotes a serial robot of 6 DOF and S1(q), . . . , S6(q), the screws associated
with its joints. Then, if S denotes the set of all singular configurations (clearly, S ⊂ C), then q ∈ S
if, and only if, S1(q) ∧ · · · ∧ S6(q) = 0.
Proof. Taking the dual of equation (6.8), the following identity is obtained:
(S1(q) ∧ · · · ∧ S6(q))∗ = det(S1(q) · · · S6(q)) (6.12)
and, therefore, the singularities of R are those configurations q ∈ C that verify
(S1(q) ∧ · · · ∧ S6(q))∗ = 0 (6.13)
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Moreover, since for a given non-zero multivector M ∈ Gn, M∗ = 0 if, and only if, M = 0,
equation (6.13) can be simplified to:
S1(q) ∧ · · · ∧ S6(q) = 0 (6.14)
Thus, q ∈ S if, and only if, S1(q) ∧ · · · ∧ S6(q) = 0.
In addition, corollary 6.2.7 allows to re-define the singular set as:
S = {q ∈ C : (S1(q) ∧ · · · ∧ S6(q)) = 0} (6.15)
Example 6.2.8. What theorem 6.2.5 states is that, for instance, if two screw axes S1 and S2
verify that S1∧S2 = 0 then they represent the same screw, and hence, the same generalized line.
This means that if the associated screw is a translation, then the translational axes are parallel
or coincident, while if the associated screw is a rotation, the rotational axes are coincident
(since for rotational screws the screw axis contains the term (z1 × (o6 − o1)), they cannot be
parallel). Regarding the kinematic singularities of serial robots, this implies that two prismatic
joints whose axes are either parallel or coincident give rise to a singularity and, equivalently,
that two revolute joints whose axes are coincident give rise to a singularity. This is, in fact,
coherent with what it is known about kinematic singularities since two parallel revolute joint
axes do not give rise to a singularity.
Obviously, the same geometrical interpretation can be made for three, four or more screw axes
verifying that its outer product is zero (though the number of different cases depending on the
nature of the joints involved increases exponentially).
With respect to redundant serial robots, it is clear that, for n > 6, S1(q) ∧ · · · ∧ Sn(q) = 0 for
any q ∈ C. Hence, corollary 6.2.7 by its own does not allow to characterize the singularities of
redundant robots. However, this problem can be easily overcome by studying all the possible
combinations of six screws contained in S1(q) ∧ · · · ∧ Sn(q).
Theorem 6.2.9. Let R denotes a serial robot of n DOF and S1(q), . . . , Sn(q), the screws associated





Si1(q) ∧ · · · ∧ Si6(q) = 0 (6.16)
Proof. It follows that, for q ∈ C:
Si1(q) ∧ · · · ∧ Si6(q) = 0 for every 1 ≤ i ≤ C(n, 6)⇐⇒
(1)⇐⇒ det(Si1(q) · · · Si6(q)) = 0 for every 1 ≤ i ≤ C(n, 6)⇐⇒
(2)⇐⇒ ρ([S1(q) · · · Sn(q)]) < 6
(6.17)
where (1) uses equation (6.12) and (2) uses that all the minors of order 6 of [S1(q) · · · Sn(q)]
have null determinant. Clearly, ρ([S1(q) · · · Sn(q)]) < 6 if, and only if, ρ(JG(q)) < 6 which, in
turn, is equivalent to q ∈ S (by definition B.2.9).
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6.2.1 Special case: serial robots with a spherical wrist
The computation of either equation (6.14) for non-redundant robots or equation (6.16) for
redundant ones is computationally more efficient than the computation of either det JG(q) = 0
or det(JG(q)JTG(q)) = 0. The main reason relies in the complexity of the operations needed to
obtain the expressions (6.14) or (6.16) with respect to the complexity of the operations needed
for obtaining det JG(q) = 0 or det(JG(q)JTG(q)) = 0. It is clear that the outer product of n
vectors of Gn behaves like the product of real numbers and, hence, it has complexity O(n2),
while the determinant has complexity O(n3) or O(n4) depending on the algorithm used. In
addition, for redundant robots, there are two main operations: the product between JG(q) and
JTG(q) and the determinant of the product matrix. This implies that, for this case, the complexity
increases to O(n3) +O(n4).
However, the application of the approach presented in this chapter for redundant robots implies
the computation of C(n, 6) equations to find out the complete set of singular configurations.
Nevertheless, similarly to what happens with the geometric Jacobian matrix JG, a simplification
can be done for the robots that have a spherical wrist, i.e., the robots whose last three joint
axes are revolute and intersect at a single point. As stated in section 2.2.1, the singularities of
those robots can be decoupled into position and orientation singularities. Position singularities
involves the first n− 3 joints and are computed by studying the rank of the following matrix:
Jp =
[
z1 × (on − o1) · · · zn−3 × (on − on−3)
]
(6.18)
while orientation singularities involves the last three joints and are computed through the de-






Hence, this simplification is specially useful for redundant robots with spherical wrist. Now,
let consider the three-dimensional geometric algebra G3. As proven in theorem 6.2.6 for n = 3,
a1∧a2∧a3 = det(a1 a2 a3)e1∧e2∧e3 for any three vectors a1,a2,a3 ∈ R3. Hence, analogously
to what has been done before, the following characterization for the position and orientation
singularities can be deduced.
Theorem 6.2.10. Let denote by R a serial robot of n DOF with a spherical wrist. If zi × (on − oi)
is denoted by si for i = 1, . . . , n− 3, then:
• q ∈ C is a position singularity if, and only if, si1(q) ∧ si2(q) ∧ si3(q) = 0 for each 1 ≤ i ≤
C(n− 3, 3).
• q ∈ C is an orientation singularity if, and only if, zn−2(q) ∧ zn−1(q) ∧ zn(q) = 0.
Proof. The proof is completely analogous to the proof of corollary 6.2.7.







Figure 6.1: Schematic representation of the wrist singularity.
Remark 6.2.11. Since the last three joint axes intersect at a single point, there is only one orien-
tation singularity, namely when these three joint axes are coplanar. A schematic representation
of such singularity, also called wrist singularity, is depicted in figure 6.1.
6.3 Distance to singularities
Let q1, q2 ∈ C be two arbitrary configurations of a serial robot R with n DOF and let S1, . . . , Sn
be the screws associated with its joints. Then, there exist R1(q1, q2), . . . , Rn(q1, q2) where for
each 1 ≤ i ≤ n, Ri(q1, q2) is a configuration-dependent rotor in the six-dimensional geometric
algebra G6 such that (figure 6.2):
Si(q2) = Ri(q1, q2)Si(q1)R̃i(q1, q2) (6.20)
The reason why these rotors exist is simple: screws can be seen as lines and, thus, since they
are geometric entities, there is always a rotor relating each pair of them. In particular, there is
always a rotor relating the same screw S in two different configurations q1, q2.
Remark 6.3.1. Since the wedge product of p ≥ 1 screws is also a geometric entity O = Si1 ∧
· · · ∧ Sip , there exists a rotor R such that O = RSkR̃ for any screw Sk. Note that, if Sk = Sji for
some 1 ≤ i ≤ p, then R = 1.
Now, let qs ∈ S be an arbitrary singularity of R. As explained in the previous section, if R has
a spherical wrist, then qs only involves a maximum of two or three joints and, therefore, two
or three screw axes. If, conversely, R has not a spherical wrist, then it can involve a maximum
of six joints. Let suppose, without loss of generality, that a given singularity qs involve the
screw axes Si1(qs), . . . , Sir (qs) with 2 ≤ r ≤ 6. Then, for any configuration q ∈ C, there exist
Ri1(q, qs), . . . , Rir (q, qs) ∈ G6 (or G3) such that:
Sij (qs) = Rij (q, qs)Sij (q)R̃ij (q, qs) ∀j = 1, . . . , r (6.21)
The notation chosen for these rotors express a configuration dependence that is not a functional
dependency, i.e., there is not an analytical expression for these rotors (with q as a variable).











Figure 6.2: Rotor Ri relating the screw Si in two different configurations q1 and q2.
Now, it is clear that Rij (q, qs) = 1 if, and only if, q = qs for every j = 1, . . . , r. However, since
for each j, Rij (q, qs) is not a function depending on q, a distance function cannot be defined.
But, the measure of how close is a given configuration q to a singularity can be set as:
q ≈ qs ⇐⇒ Rij (q) ≈ 1 for every j = 1, . . . , r (6.22)
Example 6.3.2. Let qs ∈ S be a singularity ofR that only involves jointsR2 andR3 (with screw
axes S2(q) and S3(q)). Then, there exist R2(q, qs), R3(q, qs) such that:
S2(qs) = R2(q, qs)S2(q)R̃2(q, qs)
S3(qs) = R3(q, qs)S3(q)R̃3(q, qs)
(6.23)
Therefore, an arbitrary configuration q is close to qs if, and only if:
R2(q, qs) ≈ 1
R3(q, qs) ≈ 1
}
(6.24)
and is singular if, and only if:
R2(q, qs) = 1
R3(q, qs) = 1
}
(6.25)
where, in general, R2(q, qs) 6= R3(q, qs).
These rotors can be constructed in many different ways. The easiest way consists of considering,
for each 1 ≤ i ≤ n, the frame {i} associated with each joint Ri. Then, given a reference frame
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{U} and as stated in section 5.3, one can recover the rotor Ri that relates {U} with {i}. Since
each frame {i} depends on the configuration q, rotor Ri(q) is a continuous function defined as
follows:
Ri : C → 〈G6〉0 + 〈G6〉2
q 7→ Ri(q)
(6.26)
where, as stated in A.3.10, rotors are constructed with the even-grade elements of Gn for n ≤ 5
and, hence, 〈G6〉0 + 〈G6〉2 can be replaced by G
+
3 . Thus, these configuration-dependent rotors ex-
hibit a functional dependency, which allows the definition of a distance function. Such distance







To prove that ‖ · ‖ is a norm, the following two lemmas are necessary.





∈ R+ = [0,+∞).
Proof. According to equation (A.42), it follows that:








Note that, for each i = 1, . . . , n, 〈X〉i is a i-vector, i.e., it only contains terms of grade i. The
geometric product of two k-vectors (with different k) is stated as follows (Doran and Lasenby,
2003, pp. 93):
ArBs = 〈ArBs〉|r−s| + 〈ArBs〉|r−s|+2 + · · ·+ 〈ArBs〉r+s (6.30)



















αj(i)ej1 · · · eji (6.32)




, αj(i) ∈ R and ej1 · · · eji are the basis elements of 〈Gn〉i
(as defined in section A.3). Therefore:
˜〈X〉i = C(n,i)∑
j=1
αj(i)eji · · · ej1 (6.33)
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and, thus:
〈X〉i ˜〈X〉i = C(n,i)∑
j=1
αj(i)ej1 · · · eji
C(n,i)∑
j=1






αj(i)αk(i)ej1 · · · ejieki · · · ek1
(6.34)





that, for every 1 ≤ i ≤ n, is a positive scalar. This implies that the sum of equation (6.31) is also
a positive scalar.
Lemma 6.3.4. Given three strictly positive real numbers a1, a2, a3 ∈ R+ \ {0}, the following prop-
erties hold:









a2 if, and only if, a3 ≤ 2
√
a1a2.
Proof. Both properties can be obtained by a straightforward computation.







(i) ‖X‖ ≥ 0 for all X ∈ Gn. In particular, ‖X‖ = 0 if, and only if, X = 0.
(ii) ‖λX‖ = |λ|‖X‖ for all X ∈ Gn and λ ∈ R.
(iii) ‖X + Y ‖ ≤ ‖X‖+ ‖Y ‖ for all X,Y ∈ Gn (usually known as the triangle inequality).
Proof.












Thus, it is clear by lemma 6.3.3 that the positive branch of equation (6.36) is well defined













〈X〉i ˜〈X〉i〉0 = 0 (6.37)
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where all the addends of the last equation are positive by lemma 6.3.3 and, thus, all of
them are equal to zero. Now, note that each addend is the geometric product of a i-vector
with its reverse. Therefore, if such product is zero, the corresponding i-vector must be
zero. Since all the addends are zero, all the i-vectors that conform X are zero and, thus,
X is zero.


























where (1) uses the linearity of the grade-0 projection operator (as stated in section A.3).
(iii) Given two different multivectors X and Y , they can be expanded as linear combinations








βiej1 · · · eji
(6.39)
Now, it follows that:
X + Y =
2n∑
i=0
(αi + βi)ej1 · · · eji (6.40)
and, hence:
‖X + Y ‖ =
√〈
























where (1) uses lemma 6.3.3, while A,B and C are just a notation given to simplify the
different manipulations. Since A,B > 0 (if either A,B or C are equal to zero, then either














β2i = ‖X‖+ ‖Y ‖ (6.42)
where (1) uses the first or second property of lemma 6.3.4 depending on whether C < 0
or C > 0. It only remains to check that, if C > 0, 2C ≤ 2
√
AB. Indeed, to prove the
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Since this last inequality is always true, the triangle inequality is also true.
Now, a distance function d can be defined in the rotor group R (recall that, as stated in section
A.3, the group R = {R ∈ G+n : RR̃ = 1} is a rotor group if, and only if, n ≤ 5 (lemma A.3.10),
which is, indeed, the case, since for each i, Ri ∈ G+3 ).
Theorem 6.3.6. The function d : R ×R → R+ defined by the identity d(R1, R2) = ‖R1 − R2‖ is
a distance in R, i.e.,:
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(i) d(R1, R2) ≥ 0 for all R1, R2 ∈ R. In particular, d(R1, R2) = 0 if, and only if, R1 = R2.
(ii) d(R1, R2) = d(R2, R1) for all R1, R2 ∈ R.
(iii) d(R1, R3) ≤ d(R1, R2) + d(R2, R3) for all R1, R2, R3 ∈ R.
Proof. The proof is straightforward and uses the fact that ‖ · ‖ is a norm. Given two different
rotors R1 and R2:
(i) d(R1, R2) = ‖R1 −R2‖ ≥ 0. In particular:
d(R1, R2) = 0⇐⇒ ‖R1 −R2‖ = 0
(1)⇐⇒ R1 −R2 = 0⇐⇒ R1 = R2 (6.47)
where (1) uses the first property of a norm.
(ii)
d(R1, R2) = ‖R1 −R2‖ =
√〈




























































(R2 −R1) ˜(R2 −R1)
〉
0
= ‖R2 −R1‖ = d(R2, R1)
(6.48)
(iii) Given a rotor R3:
d(R1, R3) = ‖R1 −R3‖ = ‖R1 −R2 +R2 −R3‖
(1)
≤
≤ ‖R1 −R2‖+ ‖R2 −R3‖ = d(R1, R2) + d(R2, R3)
(6.49)
where (1) uses the third property of a norm.
As stated before, the end-effector pose of R and the pose each joint Ri are described by the
configuration-dependent rotorsR(q) andRi(q) respectively. Thus, one can be tempted to extend
the distance function d to C as follows:
d : C × C → R+
d(q1, q2) = ‖R(q1)−R(q2)‖
(6.50)
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This function verifies all the axioms of a distance function with the exception of:
d(q1, q2) = 0⇐⇒ q1 = q2 (6.51)
The reason is simple: since, in general, the inverse kinematics problem has not a unique solution,
more than one different configurations can have associated the same end-effector pose and, thus,
the same rotor R. However, this problem can be overcome as follows:
• For each joint Ri, let denote by Ci the configuration space of the subchain conformed by
the first i joints, i.e., R1, . . . ,Ri. It is clear that, if R has m degrees of freedom, Ci ⊂ C for
every 1 ≤ i ≤ m. Then, the following set of functions can be defined:
di : Ci × Ci → R+
di(q1, q2) = ‖Ri(q1)−Ri(q2)‖
(6.52)
where, as stated before, Ri is the rotor that describes the pose of joint Ri. Again, these
functions are not distance functions for the same reason as d (equation (6.50)) is not a
distance function.
• The function:
d : C × C → [0,+∞)
d(q1, q2) = d1(q11q21) + · · ·+ dm(q1m , q2m)
(6.53)
where q1i (q2i) denotes the first i coordinates of the configuration vector q1 (q2), defines
a distance function in C.
Proof. Since, for each 1 ≤ i ≤ m, di verifies axioms (ii) and (iii), it is clear that d also
verifies axioms (ii) and (iii). In addition, di(q1, q2) ≥ 0 for each 1 ≤ i ≤ m and q1, q2 ∈ Ci.
Therefore, d(q1, q2) ≥ 0 for arbitrary q1, q2 ∈ C. Finally, if d(q1, q2) = 0, then, since any
addend of equation (6.53) is a positive scalar, it can be deduced that di(q1i , q2i) = 0 for
every 1 ≤ i ≤ m. Thus, q1 and q2 has associated, not only the same end-effector pose, but
the pose of each of its joints, which clearly implies that q1 = q2.
This distance function can be restricted to S just by considering the joints involved in a given
singularity qs.
Definition 6.3.7. Let qs ∈ S be a singularity of R that involves joints i1, . . . , ir. Then, the
function d : C × S → R+ defined by the expression:
d(q, qs) = di1(qi1 , qsi1 ) + · · ·+ dir (qir , qsir ) (6.54)
where, for each i1 ≤ k ≤ ir, dk is the function defined in (6.52), is a distance function in C.
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6.4 Application to the serial robot Kuka LWR 4+
To show the advantages of the proposed method, an illustrative example is developed in this
section, making use of the Kuka LWR 4+, an anthropomorphic arm with seven degrees of free-
dom described in detail in section B.3.1. The computations with the vectors of G3 have been
carried out using the Clifford Multivector Toolbox of MATLAB (Sangwine and Hitzer, 2017).
Since the Kuka LWR 4+ has spherical wrist, its singularities can be decoupled into position
and orientation singularities. Hence, theorem 6.2.10 can be applied in order to find out such
singularities.
With respect to the position singularities, the following system of C(4, 3) = 4 equations should
be solved:
(z1 × (o7 − o1)) ∧ (z2 × (o7 − o2)) ∧ (z3 × (o7 − o3)) = 0 (6.55)
(z1 × (o7 − o1)) ∧ (z2 × (o7 − o2)) ∧ (z4 × (o7 − o4)) = 0 (6.56)
(z1 × (o7 − o1)) ∧ (z3 × (o7 − o3)) ∧ (z4 × (o7 − o4)) = 0 (6.57)
(z2 × (o7 − o2)) ∧ (z3 × (o7 − o3)) ∧ (z4 × (o7 − o4)) = 0 (6.58)
Using the expressions given for zi,oi (i = 1, . . . , 4) in section B.3.1, the computation of each
one of these equations can be performed. However, in order to simplify the expressions, the
system of equations (6.55-6.58) is expressed with respect to the frame attached to the fourth
joint of the Kuka LWR 4+. For doing so, an analogous of equation (B.23) is applied. Here,
instead of pre-multiplying by the corresponding rotation matrix, the system of equations (6.55-
6.58) is multiplied by the rotor R that performs the rotation between the frame attached to the
end-effector and the frame attached to the fourth joint. For instance, equation (6.55) turns to:
R(z1 × (o7 − o1)) ∧ (z2 × (o7 − o2)) ∧ (z3 × (o7 − o3))R̃ = 0 (6.59)
which, using the geometric covariance property introduced in section A.3, becomes:
R(z1 × (o7 − o1))R̃ ∧R(z2 × (o7 − o2))R̃ ∧R(z3 × (o7 − o3))R̃ = 0 (6.60)
Therefore, the system of equations (6.55-6.58) turns to:
a1 ∧ a2 ∧ a3 = 0 (6.61)
a1 ∧ a2 ∧ a4 = 0 (6.62)
a1 ∧ a3 ∧ a4 = 0 (6.63)
a2 ∧ a3 ∧ a4 = 0 (6.64)
with
a1 = −10c2s3(40c4 + 39)e1 + 400c2s3s4e2 + (400c2c3 + 390s2s4 + 390c2c3c4)e3
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where si = sin(qi), ci = cos(qi) and e1, e2, e3 are basis vectors of G3. Now, the system of
equations (6.61-6.64) turns to:
0 = 0









Clearly, this system has two different solutions:
• s4 = 0 or, equivalently, q4 = 0.
• c2 = c3 = 0 or, equivalently, q2 = ±π2 and q3 = ±π2 .
These two solutions correspond to the position singularities of the Kuka LWR 4+.
With respect to the orientation singularities, there is only one equation to solve:
z5 ∧ z6 ∧ z7 = 0 (6.67)
Again, the expression of each zi for i = 5, 6, 7 can be simplified by expressing those vectors with
respect to the frame attached to the fourth joint. Thus, equation (6.67) becomes:
e2 ∧ (−s5e1 − c5e3) ∧ (c5s6e1 + c6e2 − s5s6e3) =




−s5c5s6e2 ∧ e1 ∧ e1 +
hhhhhhhhh−s5c6e2 ∧ e1 ∧ e2 + s
2
5s6e2 ∧ e1 ∧ e3−
− c25s6e2 ∧ e3 ∧ e1 −
hhhhhhhhc5c6e2 ∧ e3 ∧ e2 +
hhhhhhhhh
c5s5s6e2 ∧ e3 ∧ e3
(2)=
= −s25s6e1 ∧ e2 ∧ e3 − c25s6e1 ∧ e2 ∧ e3 = −s6e1 ∧ e2 ∧ e3 = 0
(6.68)
where (1) uses that, for a vector x, x ∧ x = 0 and (2) uses the anticommutativity of the outer
product.
Clearly, the last expression of equation (6.68) is zero if, and only if, s6 = 0 or, equivalently, if,
and only if, q6 = 0. Thus, the Kuka LWR 4+ only has one orientation singularity (the wrist
singularity, as explained in remark 6.2.11).
Finally, the distance function defined in 6.3.7 can be applied to any of the already obtained
singular configurations. Let consider, for instance, the position singularity q4 = 0. Then, the dis-
tance between an arbitrary configuration q ∈ C and such singularity is given by the expression:
d(q, qs) = ‖R4(q)−R4(qs)‖ (6.69)
where qs denotes the singular configuration q4 = 0 and R4 is the rotor defining the pose of the
fourth joint of the Kuka LWR 4+.
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In particular, R4 can be found using the equation (5.16) of section 5.3. Indeed, {e1, e2, e3}
denotes the orthonormal basis of R3, while {f1,f2,f3} denotes the orthogonal basis defined by
the frame attached to the fourth joint. Hence,
R4 = α(1 + e1f1 + e2f2 + e3f3) (6.70)
where α ∈ R and {e1, e2, e3} is the reciprocal frame of {e1, e2, e3}. For an orthonormal basis,





Thus, equation (6.70) turns to:
R4 = α(1 + e1f1 − e2f2 + e3f3) (6.72)
Evaluating equation (6.72) in q and qs, the following expressions are obtained:
R4(q) = α(a1 + a2e1 ∧ e2 + a3e1 ∧ e3 + a4e2 ∧ e3)
R4(qs) = α(b1 + b2e1 ∧ e2 + b3e1 ∧ e3 + b4e2 ∧ e3)
(6.73)
where {e1 ∧ e2, e1 ∧ e3, e2 ∧ e3} are the basis bivectors of G3 and
a1 = c2s3 + c4s1s3 − c4c3c1s2 + s3s4c1 + s4s1s2c3 + s4c1c2 + c2c4s1
a2 = c2s1s4 − c4c1s3 − c4c3s1s2 − c1c2c4 + s4s1s3 − s4s2c1c3
a3 = s2s4 + c2c3c4 + c3s1 + c1s2s3
a4 = c4s2 − c2c3s4 − c1c3 + s1s2s3
b1 = c2s3 + s1s3 − c3c1s2 + c2s1
b2 = −c1s3 − c3s1s2 − c1c2
b3 = c2c3 + c3s1 + c1s2s3
b4 = s2 − c1c3 + s1s2s3
(6.74)
Therefore, by proposition 6.3.5 and the decomposition used in the proof of lemma 6.3.3, the
distance of an arbitrary configuration q to the position singularity q4 = 0 is given by:
d(q, qs) = α
√
(a1 − b1)2 + (a2 − b2)2 + (a3 − b3)2 + (a4 − b4)2 (6.75)
6.5 Handling of singularities
Once the set of singular configurations S has been identify, several methods can be applied to
handle the singularities. The detailed treatment of this topic is beyond the scope of this work.
However, in order to show the possibilities of the distance function proposed in the previous
section to deal with it, three different situations are commented, namely motion planning, mo-
tion control and bilateral teleoperation. In each one of these situations, the distance function
defined in 6.3.7 plays an important role for handling the singularities.
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6.5.1 Singularity handling in motion planning
Motion planning consists of programming collision-free motions for a given robotic manipulator
from a start position to a goal one among a collection of static obstacles. The subset of robot
configurations that do not cause collision with such obstacles is termed free-of-obstacles confi-
guration space and it is denoted by Cfree. The main methods used for motion planning can be
grouped in three categories:
• Potential field methods, where a differentiable real-valued function U : C → R, called
the potential function, is defined. Such function has an attractive component that pulls
the trajectory towards the goal configuration and a repulsive component that pushes the
trajectory away from the start configuration and from the obstacles.
• Sampling-based multi-query methods, where a roadmap is constructed over Cfree. The
nodes represent free-of-obstacles configurations, while the edges represent feasible local
paths between those configurations. Once the roadmap is constructed, a search algorithm
finds out the best solution trajectory by selecting and joining the local paths through an
optimization process.
• Sampling-based single-query methods, where a tree-structure data is constructed by search-
ing new configurations (nodes) in Cfree and connecting them through local paths (edges).
Its main difference with respect to the multi-query methods is that, while the multi-query
methods work in two times (construction of the roadmap and searching of a solution
trajectory), in the single-query methods both steps are taken together. Each new configu-
ration added to the set of nodes is connected by a local path and evaluated in order to
check its feasibility.
For any method of these three categories, the distance function d defined in 6.3.7 can be applied
to construct solution trajectories that avoids the singularities. Indeed:
• For a potential field method, it is enough with adding a repulsive component that pushes
the trajectory, not only away from obstacles, but also away from singularities. To do so, the











if d(q, qs) ≤ d0
0 if d(q, qs) > d0
(6.76)
where d0 is set as a threshold for the distance d and κ ∈ R.
• For a sampling-based method with multiple queries, it is sufficient with removing from
the roadmap those nodes associated with singular configurations. During the construction
of the roadmap, each configuration q ∈ C is evaluated to determine whether q is free-
of-obstacles or not. Similarly, the idea is to evaluate each q ∈ C in order to determine
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whether q is close to a singularity or not. To speed up the process, both evaluations can
be carried out together:
1) Select a value d0 > 0 that will work as a threshold.
2) Given a discretization of the configuration space C, each q of such discretization is
evaluated to check whether:
∗ Is free-of-obstacles.
∗ Is far from any singularity. This can be done simply by evaluating whether
d(q, qs) > d0 or d(q, qs) ≤ d0.
3) If q is free-of-obstacles and far from any singularity, then it can be added to the set of
nodes of the roadmap.
• For a sampling-based method with a single query, the approach is completely analogous
to the one used for methods with multiple-queries due to the similarities between both
categories.
6.5.2 Singularity handling in motion control
Motion control consists of making the end-effector of a robot to follow a time-varying trajec-
tory specified within the manipulator workspace. A typical Inverse Dynamics Control scheme
(depicted as a block diagram in figure 6.3a) can be described as:
• An input, i.e., the desired or target configuration qd together with its velocity q̇d.
• A controller based on the dynamical model of the robot:
τ = M(q)q̈ + C(q, q̇)q̇ + g(q) (6.77)
where M(q) denotes the inertia matrix of the robot, C(q, q̇) denotes the matrix of Coriolis
and centrifugal forces and g(q), the gravity vector.
• An output, i.e., the vector of torques τ , that is sent to the robot to perform the desired
motion.
• The robot executes the motion and updates the vectors q and q̇.
• The robot sends such updated vectors to the controller (also know as feedback of the
system).
To handle the singularities, a restriction can be defined inside the controller:
1) The target configuration qd enters in the controller.
2) qd is checked in order to determine whether is close or not to a singularity:
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Controller Robot
τqd q, q̇
(a) General motion control scheme.
d(qd, qs) > d0 Dynamical model




(b) Control scheme in presence of singularities.
Figure 6.3: Motion control schemes
– Select a threshold value d0 > 0.
– Evaluate the condition d(qd, qs) > d0 for each singularity qs.
– If the evaluation returns yes, then τ can be computed from qd using the dynamical
model (equation (6.77)) and sent to the robot. Otherwise, qd is substituted by qd +
d0qd and evaluated again.
A block diagram of the above-explained scheme is depicted in figure 6.3b.
6.5.3 Singularity handling in bilateral teleoperation
Teleoperated robotic systems are characterized by a robot that executes the movements/actions
commanded by a human operator. Any high-level or planning decision is made by a human user,
while a robot is responsible for their mechanical implementation (Basañez and Suárez, 2009).
Teleoperation systems are often, at least conceptually, split into two parts: a local manipulator
and a remote manipulator. The first one refers to the device moved by the human operator,
while the second refers to the robot or robot system that perform the action.
According to the information flow direction, the teleoperation may be unilateral or bilateral.
In unilateral teleoperation, the local manipulator sends position or force data to the remote
manipulator and only receives, as feedback, visual information from the remote scene. But,
in bilateral teleoperation, position or force data are also sent from the remote manipulator in
addition to the visual information.
In a bilateral teleoperation system, some strategies for handling of kinematic singularities can
make use of the distance function d defined in 6.3.7. For instance, the following scheme could
be applied:
1) Select a value d0 > 0 that will work as a threshold.
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2) The local manipulator sends a pose (force) p (f) to the remote manipulator.
3) The controller of the remote manipulator obtains the associated configuration q.
4) The distance d(q, qs) is computed for each qs ∈ S.
5) If, for some qs, d(q, qs) < d0, then the remote manipulator controller computes a reaction
force fs in the same direction of the motion but with inverse sense.
6) The remote manipulator sends such force fs to the local manipulator.
7) The human operator will be not able to move the local manipulator in such direction due
to fs and, thus, the singularity qs will never be reached.
Chapter 7
Conclusions
7.1 Conclusions and contributions
This dissertation proposes new strategies for solving two important kinematic problems: the
inverse kinematics for redundant and non-redundant serial robots and the singularity problem
for arbitrary serial manipulators. The main contributions of the present work are:
• A novel closed-form method that solves the inverse kinematics of redundant serial robots
of n DOF. This method consists of reducing a redundant robot R to a non-redundant one
by the parametrization of a set of joints termed redundant joints. The identification of
such joints is made by using global rank-deficiency conditions of the Jacobian matrix and
an analysis of the workspace properties. For m denoting the number of rotational degrees
of redundancy (definition B.2.5), such analysis also provides:
– An upper bound of 2m for the number of solution families, much smaller than the
proposed by other authors as, for example, C(n, r) in (Schrake et al., 1990, 1991),
where r denotes the number of degrees of redundancy.
– A partition of the workspace W = W1 ∪ · · · ∪ W2m where each Wi has associated
one of above-mentioned solution families. Therefore, for a target pose T ∈ Wi the
closed-form family of solutions associated with Wi can be used to solve the inverse
kinematics for T .
• An innovative extension of the mixed method introduced by Pan et al. (2012), that allows
the obtainment of efficient solutions for the inverse kinematics of serial robots without
spherical wrist, through a combination of analytical and numerical methods. This mixed
method has been proven to be faster than any other proposed numerical method. Besides,
all the solutions associated with a given pose T are obtained.
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• A novel closed-form method for solving the inverse kinematics of non-redundant serial
robots with spherical wrist using conformal geometric algebra. This method solves sepa-
rately the inverse position and the inverse orientation problems. The inverse position
problem is solved geometrically, while the inverse orientation, algebraically. In both cases,
the tools provided by conformal geometric algebra allow an efficient implementation that
improves the performance with respect to the classical approaches.
• A new strategy for the identification of singular configurations using geometric algebra.
While the classical approach needs to compute the determinant of the Jacobian matrix JG,
this strategy computes the outer product of the screws defined by the joint axes. Therefore,
since screws can be represented by vectors of G6, this strategy is computationally more
efficient than the classical one. Furthermore, in contrast to the classical approach, where
the singularities of redundant robots are harder to identify, this method not only works for
any serial robot but it solves the problem for redundant robots as for non-redundant ones.
• A new method to measure the distance of a given configuration q ∈ C to a singularity
using conformal geometric algebra. Since the pose of each joint i can be described by a
configuration-dependent rotor Ri(q), given two different configurations q1, q2 ∈ C, the
distance between them is defined as:
d(q1, q2) = ‖R1(q11)−R1(q21)‖+ · · ·+ ‖Rn(q1n)−Rn(q2n)‖ (7.1)
where q1i (q2i) denotes the first i components of the configuration vector q1 (q2). Then,
given a singularity qs ∈ S involving joints j1, . . . , jr, the distance of any configuration q to
qs is computed simply by restricting the previous distance function to the joints involved
in qs:
d(q, qs) = ‖Rj1(qj1)−Rj1(qsj1 )‖+ · · ·+ ‖Rjr (qjr )−Rjr (qsjr )‖ (7.2)
This distance function is applied to handle the singularities in three operating situations
(motion planning, motion control and bilateral teleoperation). In each one of these fields,
a threshold d0 > 0 is defined in order to set a volume around S. Then, several algorithms
are used in order to avoid entering in such volume and, thus, to handle the singularities
by avoiding to be close to them.
7.2 Future work
Some prospects for further research have been identified:
• Degenerated serial robots: In chapter 3 a characterization of global degenerated ma-
nipulators is developed. A natural question is whether a such characterization can be
suitable for local degeneration, i.e., for singularities. Some of the geometric conditions
given in theorem 3.1.1 also describe local singularities. Furthermore, in (Murray et al.,
1994, pp. 150-153) other geometric conditions are proven to be singularities. However,
the complete list is far from being fully described.
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• Inverse kinematics for redundant manipulators: As stated in chapter 4, once the re-
dundant joints are identified, the redundant manipulator is reduced to a non-redundant
one. Depending on the geometry of such robotic manipulator, different closed-form solu-
tions can be used for solving the inverse kinematics of the non-redundant reduced robot.
As shown in section 4.4, the majority of the closed-form methods only work with mani-
pulators that have spherical wrist. Therefore, the next step consists of the development
of an efficient strategy and purely analytical strategy to solve the inverse kinematics of
non-redundant robots without spherical wrist. As seen in chapter 5, conformal geometric
algebra provides a framework where the manipulation of the offsets between different
joints can be done easily. Thus, the geometric strategy introduced in chapter 5 can be the
starting point to solve this open problem.
• Singularities: In chapter 6 geometric algebra is used for the identification of singularities
of arbitrary serial robots. Furthermore, a distance d is defined in the configuration space
C to find out the distance of an arbitrary configuration q to a singularity. Finally, such
distance function is applied to three different situations (motion planning, motion control
and bilateral teleoperation) in order to handle the singularities. Thus, the natural ex-
tension consists of the implementation and simulation of particular algorithms or control
schemes in the of the ones presented in section 6.5 to handle these singularities in each
one of the above-mentioned situations.
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In this appendix, an introduction to the mathematical concepts used throughout this work is
presented. The first three sections collect the results from several books like, for example,
(Strang, 1980; Castellet and Llerena, 1996), while the last two sections are based on (Aristidou,
2010; Doran and Lasenby, 2003; Lasenby et al., 2004; Xambó-Descamps, 2016, 2017). An
extensive and detailed treatment of these subjects can be found in those references.
A.1 Linear algebra
Let K denote a commutative field. A vector space over K is a non-empty set V together with:
• An operation, called the addition, defined as:
+ : V × V → V
(u,v)→ u+ v
with the following properties:
– Associativity: u+ (v +w) = (u+ v) +w for all u,v,w ∈ V .
– Commutativity: u+ v = v + u for all u,v ∈ V .
– Null element: ∃a ∈ V such that u+ a = u for all u ∈ V (usually denoted by 0).
– Inverse element: ∃b ∈ V such that u+ b = 0 for all u ∈ V (usually denoted by −u).
• A second operation, the multiplication by elements of K, defined as:
· : K× V → V
(a,u)→ au
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with the following properties:
– Distributivity with respect to the elements of V : a(u+v) = au+av for all a ∈ K and
u,v ∈ V .
– Distributivity with respect to the elements of K: (a + b)u = au + bu for all a, b ∈ K
and u ∈ V .
– Compatibility: (ab)u = a(bu) for all a, b ∈ K and u ∈ V .
– Null element: ∃a ∈ K such that au = u for all u ∈ V (usually denoted by 1).
Elements of V are commonly called vectors. If K is the field of real numbers R, then V is said to
be a real vector space and the elements of R are denoted as scalars.
Definition A.1.1. Let V be a vector space over K and suppose that B = {u1, . . . ,un} is a
non-empty subset of V . Then, B is called a basis of V if it satisfies the following conditions:
• Linear independence property: a1u1 + · · ·+ anun = 0 if, and only if, a1 = · · · = an = 0
• Spanning property: ∀u ∈ V , ∃a1, . . . , an ∈ K such that u = a1u1 + · · ·+ anun
The elements a1, . . . , an ∈ K of the second condition are called the coordinates of u with respect
to the basis B, and by the first condition they are uniquely determined. A vector space V that
has a finite basis is called finite-dimensional. Its dimension is the number of elements of B. Real
vector spaces of dimension n are usually denoted by Rn.
Once the structure of vector spaces has been introduced, linear maps can be defined.
Definition A.1.2. Let U and V be two vector spaces. A map f : U → V is said to be a linear
map if, for all u,v ∈ U and a ∈ K:
f(u+ v) = f(u) + f(v)
f(au) = af(u)
(A.1)
Linear maps clearly preserves the structure of vector spaces, since they are operation preserving.
An equivalent definition of linear maps can be made through the following result:
Proposition A.1.3. Let U and V be two vector spaces. The map f : U → V is a linear map if, and
only if, for all u1, . . . ,um and a1, . . . , am ∈ K:
f(a1u1 + · · ·+ amum) = a1f(u1) + . . . amf(um) (A.2)
Definition A.1.4. The kernel of f is a vector subspace of U defined as:
ker(f) = {u ∈ U | f(u) = 0} (A.3)
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Definition A.1.5. The image of f is a vector subspace of V defined as:
Im(f) = {v ∈ V | ∃u ∈ U with f(u) = v} (A.4)
An important notion is the range of a linear map f , i.e., the dimension of Im(f) as a vector
subspace of V . As it will be shown later, this notion is related to the rank of a matrix.
Definition A.1.6. Let U and V be two vector spaces and f : U → V be a linear map. Then, if f
is:
• One-to-one, then it is called a monomorphism.
• Onto, then it is called a epimorphism.
• Bijective, then it is called a isomorphism.
Furthermore, if V = U , then f is said to be an endomorphism. Finally, a bijective endomorphism
is known as an automorphism.
Now, the notion of matrix can be introduced. First, an important result is needed:
Proposition A.1.7. Let U be a vector space with basis B = {u1, . . . ,un} and let V be another
vector space with an arbitrary set of vectors {v1, . . . ,vn}. Then, there exists a unique linear map
f : U → V such that f(ui) = vi for every i = 1, . . . , n.
Corollary A.1.8. Let U and V be vector spaces with basesB = {u1, . . . ,un} andB′ = {v1, . . . ,vm}.




aijvj ∀i = 1, . . . , n (A.5)
The two-dimensional array of K-elements:
A =
a11 . . . a1m... . . . ...
an1 . . . anm

is said to be the matrix representation of f . The order of the matrix A, n×m, corresponds to the
dimension of the two vector spaces U and V , or, equivalently, the number of rows and columns
of A. A matrix is said to be square if n = m.
Example A.1.9.
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• Identity matrix (I):
aij =
{
1 if i = j
0 if i 6= j
(A.6)
• Null matrix (O): aij = 0 for 1 ≤ i ≤ n; 1 ≤ j ≤ m.
• Upper (lower) triangular matrix: aij = 0 if i > j (aij = 0 if j < i).
• Diagonal matrix: aij = 0 if i 6= j.




−aji if i 6= j




A11 . . . A1m... . . . ...
An1 . . . Anm

where Aij are matrices of proper dimensions (also denoted as blocks).
The transpose AT of a matrix A with order n×m is the matrix of order m× n which is obtained
from A by interchanging its rows and columns. Clearly, a square matrix A is symmetric if, and
only if, AT = A and skew-symmetric if, and only if, AT = −A.
Definition A.1.10. Given two vector spaces U and V of dimensions n and m respectively:
• The set of all linear maps f : U → V , denoted by L(U, V ), is a vector space of dimension
mn.
• The set of all matrices of order n×m, denoted byMn×m(K), is a vector space of dimension
mn. In addition, an extra binary operation can be defined inMn×m(K):
· :Mn×m(K)×Mm×p(K)→Mn×p(K)
(A,B)→ AB
This operation is known as the product between matrices of compatible orders. In particu-





where {aij}, {bij} are the elements of A and B respectively.
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As one can naturally believe and, since each linear map f has associated a matrix M , there exists
an isomorphism between L(U, V ) andMn×m(K). This proves that every matrix M is in fact the
matrix representation of a linear map f which, in turn, makes corollary A.1.8 to work as the
definition of the concept matrix.
Definition A.1.11. Given a square matrix A of order n, the algebraic complement A(i,j) of the
element aij is the matrix of order n− 1 that is obtained by eliminating the row i and the column
j from A.
Definition A.1.12. Given a square matrix A of order n, the determinant of A, denoted by det(A),
is the scalar defined by:
det(A) =

a11 if n = 1
n∑
j=1
aij(−1)i+ j det(A(i,j)) otherwise
(A.8)
Equation (A.8) is valid for any row i. Some important properties of determinants are:
• det(I) = 1 and det(O) = 0.
• det(A) = det(AT ).
• det(AB) = det(A) det(B).
• det(aA) = an det(A) for a ∈ K.










• If two rows (columns) are interchanged, then the determinant changes the sign.
Hence, if there are two equal rows (columns), the determinant vanishes.
• If one row (column) can be expressed as the addition of two different vectors u+v,
then the determinant can be expressed as the addition of two determinants, each
one of a matrix where u and v replace u+ v respectively.
• If one row (column) is a linear combination of other rows (columns), the determi-
nant vanishes.







Figure A.1: Schematic representation of ker(f) and Im(f)
Definition A.1.13. Let A be a matrix of order n × m. If each column (row) of A is seen as a
vector, then the rank of A, denoted by ρ(A), is the maximum number of linearly independent
columns (rows).
The following properties hold:
• ρ(A) ≤ min{n,m}. If ρ(A) = min{n,m}, then A is said to be full-rank.
• ρ(A) = ρ(AT ) = ρ(ATA).
Remark A.1.14. ker(f) and Im(f) can be redefined using the matrix representation A of f
(figure A.1):
ker(f) = N (A) = {u ∈ U | Au = 0}
Im(f) = R(A) = {v ∈ V | Au = v for some u ∈ U}
(A.11)
Then, it can be deduced that ρ(A) = dim(Im(f)), i.e., the range of f is the same as the rank of
A.
If A is square and full-rank, then det(A) 6= 0. These matrices are called non-singular and are of
special relevance because they are invertible, i.e., there exists a square and full-rank matrix B
such that:
BA = AB = I (A.12)
where B is known as the inverse of A and it is denoted by A−1. Clearly, (A−1)−1 = A. Further-
more, if AT = A−1, then A is said to be orthogonal. This is equivalent to:
A orthogonal ⇐⇒ AAT = ATA = I
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Since AAT = I, an orthogonal matrix A verifies that:
det(A) = ±1 (A.13)
Non-square and singular matrices have not inverse, but a generalized inverse, known as the
Moore-Penrose pseudoinverse, can be defined. If A ∈Mn×m(K), then:
• If n < m and ρ(A) = n, the right pseudoinverse of A is defined as:
A†r = AT (AAT )−1 (A.14)
• If m < n and ρ(A) = m, the left pseudoinverse of A is defined as:
A†` = (A
TA)−1AT (A.15)
Definition A.1.15. Let A be a real square matrix of order n. Then, λ is said to be an eigenvalue
of A if there exists a non-zero vector v ∈ Rn such that:
Av = λv (A.16)
where v is called eigenvector. In general, A has n distinct eigenvalues that are the roots of the
characteristic polynomial:
det(A− λI) = 0 (A.17)
The set of all eigenvalues of a matrix A is called its spectrum and is denoted by σ(A).
The matrix ∆ whose columns are the eigenvectors vi is invertible and conforms a basis for Rn.
Furthermore,
Λ = ∆−1A∆ (A.18)
is a diagonal matrix whose diagonal elements are the eigenvalues λi of A. Due to the properties





Remark A.1.16. If A is symmetric, σ(A) ⊂ R and Λ = ∆TA∆. Hence, ∆ is an orthogonal
matrix.
The concept of eigenvalue cannot be defined for non-square matrices. However, it can be ex-
tended appropriately. Let consider a real non-square matrix A of order n×m. Then:
Definition A.1.17. If xTAx ≥ 0 for every x ∈ Rm, then A ∈Mn(R) is said to be semi-definite.
Proposition A.1.18. ATA is a square, symmetric and positive semi-definite matrix.
Corollary A.1.19. Matrix ATA has m non-negative eigenvalues λ1 ≥ · · · ≥ λm ≥ 0.
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These eigenvalues can be expressed as λi = σ2i with σi ≥ 0. Then, the scalars σ1 ≥ · · · ≥ σm ≥ 0
are said to be the singular values of A.
Definition A.1.20. Let A be a real matrix of order n × m. The singular value decomposition
(SVD) of A is:
A = UΣV T (A.20)
where U is a square orthogonal matrix of order n whose columns are the eigenvectors of AAT ;
V is a square orthogonal matrix of order m whose columns are the eigenvector of ATA; and Σ
is a diagonal matrix of order n ×m whose diagonal elements are σi. The number of non-null
singular values is equal to ρ(A).
Remark A.1.21. Right pseudoinverses can be computed using the singular value decomposition:
A† = V Σ†UT (A.21)
where Σ† is the diagonal matrix whose diagonal elements are 1/σi.
A.2 Euclidean Geometry
In this section, only real vector spaces are considered. Thus, let denote by Rn the real vector
space of dimension n. First, let define the inner product between the elements of Rn as a tool
for defining the Euclidean distance:
Definition A.2.1. Let x,y ∈ Rn be two vectors whose coordinates with respect to a basis of Rn
are (x1, . . . , xn) and (y1, . . . , yn) respectively. The inner product between x and y is the scalar:
x · y =
n∑
i=1
xiyi = x1y1 + · · ·+ xnyn (A.22)
Remark A.2.2. x · x > 0 for x 6= 0.




Furthermore, the Euclidean norm allows to define the Euclidean distance d2:
d2(x,y) = ‖x− y‖2 (A.23)
Definition A.2.4. A real vector space is said to be a Euclidean space if it is endowed with the
Euclidean distance d2
Since d2 is uniquely determined by the inner product, many authors define the Euclidean space
as a real vector space endowed with an inner product. In general, mathematicians denote the
n-dimensional Euclidean space by En or, simply, by E, if the dimension is clear from the context.
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Although En and Rn denote the same structure, throughout this section the notation En will be
employed to emphasize the Euclidean structure provided by d2.







Remark A.2.5. In general, a vector space U over K can be equipped with a symmetric and
non-degenerated bilinear form q : U × U → K, where:
• Bilinear: q(·, ·) is linear in both arguments.
• Symmetric: q(u1,u2) = q(u2,u1) for all u1,u2 ∈ U .
• Non-degenerated: q(u1,u2) = 0 for all u2 ∈ U if, and only if, u1 = 0.
This bilinear form q is known as the metric of U and plays the role of the inner product (in
fact, the inner product (A.22) is an example of a particular metric q). If B = {u1, . . . ,un} is an
orthonormal basis of U , the signature of q is defined as the triad (p, q, r) where:
• p+ q + r = n
• p = #{ei ∈ B | q(ei, ei) = 1}
• q = #{ei ∈ B | q(ei, ei) = 0}
• r = #{ei ∈ B | q(ei, ei) = −1}
This concept will be useful when the conformal geometric algebra Gn+1,1 of Rn will be intro-
duced.
The main objective of this section is to introduce the special Euclidean group SE(n) because, for
n = 3, it describes the spatial rigid body motions. For that purposes, the following definitions
and results are necessary:
Definition A.2.6. Let G be a non-empty set and let ∗ be a binary operation defined in G:
∗ :G×G→ G
(g1, g2)→ g1 ∗ g2
Then, G is a group with group law ∗ if the following statements hold:
• Closure: g1 ∗ g2 ∈ G for all g1, g2 ∈ G.
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• Associativity: (g1 ∗ g2) ∗ g3 = g1 ∗ (g2 ∗ g3) for all g1, g2, g3 ∈ G.
• Identity element: ∃g ∈ G such that g1 ∗ g = g ∗ g1 = g1 for all g1 ∈ G. Such element is
denoted by e.
• Inverse element: For each g ∈ G there exists g′ ∈ G such that g ∗ g′ = g′ ∗ g = e. Such
element is denoted by g−1.
Definition A.2.7. Let E be an Euclidean space. An isometry f : E → E is a map which preserves
the Euclidean distance:
d2(f(x), f(y)) = d2(x,y) ∀x,y ∈ E (A.25)
Proposition A.2.8. If f : E → E is an isometry, then f preserves angles:
|∠(f(x), f(y))| = |∠(x,y)| ∀x,y ∈ E (A.26)
Definition A.2.9. Let E be the n-dimensional Euclidean space. The set of all isometries is a
group with the composition that is known as the Euclidean group E(n).
An isometry which also preserves the orientation is a direct isometry. Otherwise, the isometry
is said to be an indirect isometry. The set of direct (indirect) isometries is a subgroup of E(n)
denoted by E+(n) (E−(n)).
Remark A.2.10. E+(n) is also known as the special Euclidean group SE(n) or the rigid motions
group.
This alternative name highlights the importance of direct isometries in the description of the
rigid bodies transformations, a key topic in the description of robot kinematics, which will be
covered in the firsts section of next appendix.
An isometry f is said to fix at least one point if f(p) = p for at least some p ∈ Rn. Attending to
these characteristics, the isometries of E(n) can be classified into four types:
• Translations: direct isometries without fixed points.
• Rotations: direct isometries with a fixed point, line or hyperplane.
• Reflections: indirect isometries with a fixed hyperplane.
• Glide reflections: indirect isometries without fixed points.
Thus, the elements of SE(n) are rotations, translations and compositions of these. As explained
before, these isometries are of special relevance for robot kinematics.
Definition A.2.11. The set of all isometries of an Euclidean space E with at least one fixed point
is a group with the composition that is known as the orthogonal group O(n).
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Proposition A.2.12. The orthogonal groupO(n) is isomorphic to the group of orthogonal matrices.
As stated in (A.13), orthogonal matrices always have determinant ±1. This allows to define the
special orthogonal group as follows:
Definition A.2.13. The subgroup ofO(n) formed by the orthogonal matrices whose determinant
is 1 is known as the special orthogonal group SO(n)
Obviously, the elements of O(n) are rotations, reflections and compositions of these. The first
ones are represented by orthogonal matrices with determinant 1, while the second ones are
represented by orthogonal matrices with determinant minus −1. Hence, SO(n) is made up of
rotations.
Remark A.2.14. SO(n) ⊂ SE(n)
Definition A.2.15. Let v ∈ Rn and f ∈ SE(n). Then, f is said to be a translation along v if, for
any vector u ∈ Rn:
f(u) = u+ v (A.27)
Definition A.2.16. Let v ∈ Rn and f ∈ SO(n). Then, f is said to be a rotation by an angle θ
around v if, for any vector u ∈ Rn:
f(u) = Rv(θ)u (A.28)
where Rv(θ) is an orthogonal matrix representing the rotation by an angle θ around v. These
orthogonal matrices are also known as rotation matrices. The plane normal to v is an invariant
plane known as the rotation plane.









The main problem of vector spaces is that vectors have not inverse. Besides, the isometries of an
Euclidean space are represented through matrices which entails a high computational cost when
implemented. To overcome these and related problems, geometric algebra and, in particular, the
conformal model of geometric algebra, provides an excellent framework. The next two sections
are devoted to the introduction of both geometric algebra and its conformal model.
Definition A.3.1. Let K be a commutative field. A vector space A over K is said to be an algebra
over K if it is equipped with a bilinear operation:
· : A×A→ A
(a, b)→ ab
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Thus, since algebras are vector spaces, all the properties studied in sections A.1 and A.2 are
also true for algebras. However, the structure of algebra requires of an extra operation between
vectors. First attempt is to use the cross product.
Definition A.3.2. Let x1,x2 ∈ R3. The cross product x1 × x2 is defined as a new vector x3
that is perpendicular to both x1 and x2, with a direction given by the right-hand rule and a
magnitude equal to:
‖x1 × x2‖2 = ‖x1‖2 ‖x2‖2 sin(θ)
where θ is the angle between x1 and x2 in the plane containing them.
Proposition A.3.3. Let x1,x2,x3 ∈ R3 and λ1, λ2, λ3 ∈ R. Then, some properties of the cross
product are:
• Anticommutativity: x1 × x2 = −x2 × x1.
• Bilinearity: x1 × (λ2x2 + λ3x3) = λ2(x1 × x2) + λ3(x1 × x3) and (λ1x1 + λ2x2) × x3 =
λ1(x1 × x3) + λ2(x2 × x3).
• Jacobi identity: x1 × (x2 × x3) + x2 × (x3 × x1) + x3 × (x1 × x2) = 0.
The major failure of the cross product is that only exists in the three-dimensional space and
cannot be extended to higher dimensions. The solution to this problem was given by Grassmann
(Grassmann, 2000) through the exterior product. Unlike the cross product, which results in a
perpendicular vector, the exterior product of a pair of vectors x1,x2 results in an oriented area.
In detail:
Definition A.3.4. Given two vectors x1,x2 ∈ Rn, the outer or exterior product of x1 and x2,
x1 ∧ x2, is a new element that can be seen as the oriented area of the parallelogram obtained
by sweeping the vector x1 along x2 (figure A.2a).
Some properties of the exterior product are:
• Anticommutativity: x1 ∧ x2 = −x2 ∧ x1. In particular, x1 ∧ x1 = 0.
• Bilinearity:
x1 ∧ (λ2x2 + λ3x3) = λ2(x1 ∧ x2) + λ3(x1 ∧ x3)
and
(λ1x1 + λ2x2) ∧ x3 = λ1(x1 ∧ x3) + λ2(x2 ∧ x3)
(A.30)
• Associativity: (x1 ∧ x2) ∧ x3 = x1 ∧ (x2 ∧ x3).







𝑥𝑥1 ∧ 𝑥𝑥2 ∧ 𝑥𝑥3
𝑥𝑥2
(b) Trivector
Figure A.2: Interpretation of a bivector and a trivector
The new element defined by the exterior product is called a bivector and has grade two. By
extension, the outer product of a bivector with a vector is known as a trivector, is denoted by
x1 ∧ x2 ∧ x3 and has grade three. Trivectors can be seen as the oriented volume obtained by
sweeping the bivector x1 ∧ x2 along x3 (figure A.2b).
This can be generalized to an arbitrary dimension. Thus,
x1 ∧ x2 ∧ · · · ∧ xr (A.31)
denotes an r-blade, i.e., an element of grade r. Linear combinations of r-blades are known as
r-vectors, while linear combinations of r-vectors (for different r) are known as multivectors.
Later, Clifford extended the exterior product by adding the inner product. In his work (Clif-
ford et al., 1882), Clifford defines the geometric product (also known as the Clifford product) as
follows:
x1x2 = x1 · x2 + x1 ∧ x2 x1,x2 ∈ Rn (A.32)
Thus, the geometric product between two vectors has two components: the scalar component
given by the inner product and the bivector component given by the exterior product.
Furthermore, the geometric product allows to redefine the inner and outer products in terms of
the geometric one:
x1 · x2 =
1
2(x1x2 + x2x1) (A.33)
x1 ∧ x2 =
1
2(x1x2 − x2x1) (A.34)
The following properties allow to extend the geometric product to an arbitrary number of vec-
tors:
• Associativity: (x1x2)x3 = x1(x2x3).
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• Distributivity over the addition: x1(x2 + x3) = x1x2 + x1x3.





Given an orthonormal basis B = {e1, . . . , en} of Rn, the definition and properties of the geome-
tric product (A.32) allow to deduce that:
eiej =
{
1 for i = j
ei ∧ ej for i 6= j
(A.36)
Thus, for each 0 ≤ k ≤ n, the set of k-vectors is spanned by:
Scalars or 0-vectors: spanned by {1}
Vectors or 1-vectors: spanned by {e1, . . . , en}
Bivectors: spanned by {ei ∧ ej}1≤i<j≤n
Trivectors: spanned by {ei ∧ ej ∧ ek}1≤i<j<k≤n
...
r-vectors: spanned by {ei1 ∧ · · · ∧ eir}1≤i1<···<ir≤n
...
n-vector: spanned by {e1 ∧ · · · ∧ en}
Then, for each 0 ≤ k ≤ n, there are exactly C(n, k) generators for the set of k-vectors. These
generators can be seen as bases of real vector spaces if the addition and the multiplication by
scalars is considered. Each one of these real vector spaces has dimension C(n, k).
Example A.3.5.
• 0-vectors correspond to R, that has dimension C(n, 0) = 1.
• 1-vectors or, simply, vectors correspond to Rn, that has dimension C(n, 1) = n.
However, none of these vector spaces is closed under the geometric product and, as a conse-
quence, none defines an algebra. Nevertheless, the vector space spanned by all the generators
defines an algebra of dimension C(n, 0) + C(n, 1) + · · ·+ C(n, n) = 2n.
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Definition A.3.6. Let Rn denote the real vector space of dimension n. Then, the vector space
spanned by the basis
B = {ei1 ∧ · · · ∧ eir}1≤i1<···<ir≤n
0≤r≤n
(A.37)
endowed with the geometric product (A.32) is an algebra over R known as the geometric algebra
(GA) of Rn. Such algebra is denoted by Gn.
Remark A.3.7. Let consider, instead of Rn, an arbitrary vector space V of dimension n where
its associated bilinear form has signature (p, 0, q). This implies that, for an orthonormal basis
{e1, . . . , en}, there are q basis elements such that ee = −1. Then, the geometric algebra of V is
denoted by Gp,q and it said to have signature (p, q). From now on and, unless other is specified,
Gn will denote the geometric algebra of an arbitrary vector space V where its bilinear form has
signature (p, 0, q) with n = p+ q.
Since the grading structure of multivectors is a property associated with the exterior product,
the elements of Gn can still be called r-blades, r-vectors and multivectors.
Definition A.3.8. The basis B of Gn is split in two:
B+ = {ei1 ∧ · · · ∧ eir}1≤i1<···<ir≤n
0≤r≤n : r even
B− = {ei1 ∧ · · · ∧ eir}1≤i1<···<ir≤n
0≤r≤n : r odd
(A.38)
The subalgebra spanned by B+ (B−) is termed the even subalgebra (odd subalgebra) of Gn and is
denoted by G+n (G−n ). Furthermore, Gn = G+n ⊕ G−n .
An important family of linear operators in Gn are the grade-r projection operators, denoted by 〈·〉r
for each 0 ≤ r ≤ n. Applied to an arbitrary multivector A, 〈A〉r projects onto the grade-r com-
ponents in A, i.e., it returns the components of A that can be expressed as a linear combination
of {ei1 ∧ · · · ∧ eir}1≤i1<···<ir≤n. Obviously, if Ar denotes an r-vector, then 〈Ar〉r = Ar.
Using these operators, general multivectors A ∈ Gn can be expressed as:
A = 〈A〉0 + 〈A〉1 + · · ·+ 〈A〉n (A.39)
where, in addition, due to the linearity of these operators, the following properties hold:
• 〈λA〉r = λ 〈A〉r
• 〈A+B〉r = 〈A〉r + 〈B〉r
The set of all r-vectors for a given 1 ≤ r ≤ n is a vector subspace of Gn denoted by 〈Gn〉r and
spanned by Br = {ei1 ∧ · · · ∧ eir}1≤i1<···<ir≤n. Clearly, its dimension is C(n, r) but, however,
since 〈Gn〉r is not closed under the geometric product, it is not a subalgebra of Gn.
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The multivector representation (A.39) is very useful to define another important operator in
Gn. This linear operator is known as the reversion operator, denoted by the superscript ∼. The
reversion is defined over the geometric product of vectors as:
˜a1 · · ·am = am · · ·a1 (A.40)
Identity (A.40) can be extended to r-vectors that, since they can be expressed in terms of the




due to the anticommutativity of the exterior product. Finally, since reversion is a linear operator,
the reverse of an arbitrary multivector is:
Ã = 〈̃A〉0 + · · ·+ 〈̃A〉n
(1)= 〈A〉0 + 〈A〉1 − 〈A〉2 + · · ·+ (−1)
n(n−1)
2 〈A〉n (A.42)
where (1) uses equation A.41.
An interesting property of the reversion operator is that allows the definition of the inverse of





In particular, for 1-vectors, identity (A.43) returns (A.35).
Another operator of great interest is the dual operator. Every grade-n element of Gn is of the
form α(e1∧· · ·∧en) with α ∈ R. For each α ∈ R, α(e1∧· · ·∧en) is known as the volume element
Eα of Gn, while the generator e1 ∧ · · · ∧ en is known as the pseudoscalar of Gn and is usually
denoted by I. Pseudoscalars allow to define the dual operator, whose action over an r-vector Ar
is:
A∗r = IAr (A.44)
where A∗r is the orthogonal complement of Ar and, thus, is an (n− r)-vector.
Since chapters 5 and 6 deal with the spatial geometric algebra, the orthonormal basis of G3 is
introduced:
{1, e1, e2, e3, e12, e13, e23, I} (A.45)
where eij = ei ∧ ej . Furthermore, each basis bivector squares to −1.
The effect of bivectors on vectors is illustrated in the following example:
Example A.3.9. Let consider the vector e1 +e2 and the bivector e12, both elements of G3. Then:
(e1 + e2)e12 = e1e12 + e2e12 =
= e1e1e2 + e2e1e2 =
= e1 ∧ e1 ∧ e2 + e2 ∧ e1 ∧ e2 =
= e2 − e1
(A.46)
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Hence, bivector e12 rotates e1 + e2 counter-clockwise by 90 degrees in the plane described by it.
Since e1 and e2 are basis vectors, they generate a plane in which any vector x1 can be repre-
sented using the formula:
x1 = ‖x1‖2(e1 cos(θ) + e2 sin(θ)) = ‖x1‖2 e1(cos(θ) + e12 sin(θ)) (A.47)
where θ denotes the angle between x1 and e1.
Equation (A.47) is valid for any unit bivector B. Furthermore, it allows to define the operator
that performs the rotation by an angle θ in the plane described by B:




3! + · · · =




3! + · · · =
= cos(θ) +B sin(θ)
(A.48)
Operator R is termed a rotor. Thus, equation (A.47) can be rewritten as:
x1 = ‖x1‖2 e1R (A.49)
Equation (A.49) can be seen as the rotation of e1 by an angle θ in the plane described by B. In
general:
x′ = xR (A.50)
It is important to mention that the vector x lies in the plane of rotation. In a different case, the
vector should be decomposed into a component that lies in the plane of rotation, x‖, and one
normal to such plane, x⊥, such that:
x = x‖ + x⊥ (A.51)
In this situation, let consider the rotor R = exp(− θ2B) and its reverse R̃ = exp(
θ
2B). Then:



















































= x⊥ + x‖(cos(θ) +B sin(θ))
(A.52)
where (1) denotes the use of the following properties:
• Bx⊥ = x⊥B.
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• Bx‖ = −x‖B.
These two properties can be proven easily (Doran and Lasenby, 2003, pp. 30-33).
Since in equation (A.52) the normal component of x is made up of fixed points and the com-
ponent that lies in the plane described by B is rotated, it can be concluded that RxR̃ defines a
rotation by an angle θ around the vector normal to the plane described by B.
In general, rotors define a group R with the geometric product as group law:
R = {R ∈ G+n : RR̃ = 1} (A.53)
Furthermore, they have the following properties:
• R̃ = R−1
• RxR̃ = (−R)x(−R̃)
• RxyR̃ = RxR̃RyR̃
• If the signature of Gn is (n, 0) or (0, n), then R can be expressed as R = exp(− θ2B) for an
angle θ and a bivector B.
The first two properties are the analogous versions of the properties that define the orthogonal
matrices. The third property proves that the rotor group provides a double covering of the space
of rotations while the fourth property shows the geometric covariance of rotors, i.e., that rotors
preserves the structure provided by the algebra.
Remark A.3.10. The group R is a rotor group only for n ≤ 5.
As a counterexample, let consider the geometric algebra G6 of R6. The even element R =
ρ(1 + I), where I is the pseudoscalar of G6 and ρ = 1√2 , verifies that RR̃ = 1. However, since it
does not define a rotation, it is not a rotor (Xambó-Descamps, 2017).
Finally, let consider a reflection of the vector x ∈ Rn in the plane orthogonal to a unit vector m.
In geometric algebra, reflections are formulated easily:
x′ = −mxm (A.54)
where x′ is the reflected vector. Identity (A.54) can be extended naturally to arbitrary multivec-
tors.
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A.4 Conformal model of a geometric algebra
In this section, since n denotes a special element of the conformal geometric algebra, the dimen-
sion of an arbitrary Euclidean space will be denoted by m.
Definition A.4.1. Let Rm denote the m-dimensional real vector space. The conformal closure of
Rm is defined as the space
Rm+1,1 = Rm ⊥ R1,1
where ⊥ denotes the orthogonal sum between two vector spaces, i.e., the direct sum where,
besides, both spaces are mutually orthogonal. On the other hand, R1,1 is a hyperbolic plane,
that is, a 2-dimensional vector space with signature (1, 0, 1).
Definition A.4.2. The geometric algebra of Rm+1,1 is said to be the conformal geometrical algebra
(CGA) of Rm. This algebra is denoted by Gm+1,1.
If {e, e} denote the basis of the hyperbolic plane R1,1, then e2 = 1 and e2 = −1. These two basis
vectors allow to define two special vectors as follows:
n = e+ e
n = e− e
(A.55)
where, by definition, n2 = n2 = 0. Thus, these two vectors are null vectors. Furthermore, n is
associated with the point at infinity, while n, with the origin.
Three basic properties of these null vectors are:
n · n = 2 (A.56)
x · n = x · n = 0 ∀x ∈ Rm (A.57)
(n ∧ n)2 = 4 (A.58)
Arbitrary vectors of Rm can be represented as null vectors of Gm+1,1. If x ∈ Rm, its null vector
representation is given by:
X = H(x) = 12(x
2n+ 2x− n) (A.59)
where the map H : Rm → Gm+1,1 is known as the Hestenes’ embedding.
Using (A.56-A.58), the following relation can be deduced:
X1 ·X2 = H(x1) ·H(x2) =
= 14(x
2
1n+ 2x1 − n) · (x22n+ 2x2 − n) =
= −12x
2





= −12(x1 − x2)
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As a consequence, the distance between two null vectors of Gm+1,1 can be defined extending the




Given a null vector X ∈ Gm+1,1, it can be rotated by sandwiching it with the rotor R that
describes the desired rotation. Indeed, X ′ = RXR̃ where R is defined as the exponential of a
bivector (A.48).
In Gm, the only bivectors that squares to zero are x ∧ x (with x ∈ Rm). In this situation, since
R = exp
(
− θ2(x ∧ x)
)
, R = 1 and the rotation defined is the identity. However, in Gm+1,1 the
bivectors of the form x ∧ n also squares to zero. These bivectors define a family B = {x ∧ n :













+ · · · (1)= 1 + nx2 (A.62)
where (1) uses the property (A.57). Translator Tx defines a translation along x ∈ Rm of length
‖x‖. As rotors, translators are applied to an element A ∈ Gm+1,1 by sandwiching it as follows:
A′ = TxAT̃x (A.63)
So, rigid motions are easily described in conformal geometric algebra. Furthermore, the manip-
ulation of such transformations become very easy due to their simple formulation.
Another advantage of conformal geometric algebra relies on its simple description of the diffe-
rent geometric objects. Henceforth, the conformal geometric algebra G4,1 of the three-dimensional
space will be considered. There, the different geometric entities are described by blades. For a
given geometric entity O, this is referred as the primal representation of O.
The following is an important and intuitive property of primal representations:
Theorem A.4.3. Let O denote the primal representation of a geometric entity defined in the con-
formal geometric algebra G4,1. A null vector X lies in O if, and only if, X ∧O = 0.
An additional constraint that simplifies the formulation of the following results is that, for any
null vector X, X · n = −1.
A.4.1 Bivectors
Definition A.4.4. Let x,y ∈ Rm with x 6= y. Then, X ∧ Y is the null vector representation of
the point pair {x,y}.
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Given a bivector of the form X ∧ Y 6= 0, it can be split into a pair of null vectors that are unique




X ∧ Y (A.64)
where β2 = (X ∧ Y )2, so that F 2 = 1. Now, a projector operator is defined:
P = 12(1 + F ) (A.65)
while its reverse is:
P̃ = 12(1− F ) (A.66)
Some easy to prove properties of these operators are:
• PP = P .
• P̃ P̃ = P̃ .
• PP̃ = P̃P = 0.
• PX = 0 and P̃X = X.
• PY = Y and P̃ Y = 0.
Proposition A.4.5. A bivector X ∧ Y ∈ G4,1 verifies that (X ∧ Y ) · n = Y −X
Thus, by proposition A.4.5 and the above-mentioned properties of the projector operator, it
follows that:
X = −P̃ [(X ∧ Y ) · n]P
Y = P [(X ∧ Y ) · n]P̃
(A.67)
However, equation (A.67) does not work for bivectors of the form X ∧ n or n ∧ X. For these
bivectors, the approach followed in (Cameron, 2008) turns to be useful. There, instead of using
the projector operator (A.65), the following expressions are used:
x = 14(n ∧X ∧ n) · (n ∧ n) if the bivector is n ∧X
x = 14(n ∧X ∧ n) · (n ∧ n) if the bivector is X ∧ n
(A.68)
where x is the real vector whose null vector representation is X.




L = X ∧ Y ∧ n




C = X ∧ Y ∧ Z
(b) Circle passing through null vectors X,Y and Z
Figure A.3: Line and circle
A.4.2 Trivectors
Trivectors represent lines and circles. In this section, the primal representation of both is given
first and then, their dual representations are introduced.
Definition A.4.6. Let X and Y be two different null vectors. Then, the trivector L = X ∧ Y ∧ n
represents the line passing through the points x,y with direction x to y, X,Y being the null
vector representations of x,y, respectively (figure A.3a).
Clearly, the line with opposite direction is represented by L′ = Y ∧X ∧ n and fulfils L′ = −L.
Definition A.4.7. Let X,Y and Z be the null vector representations of three different points
x,y and z. Then, the trivector C = X ∧ Y ∧ Z represents the circle passing through the points
x,y and z (figure A.3b).
Theorem A.4.3 applied to circles states that a null vector X lies in C if X ∧ C = 0. Since circles
live in a two-dimensional space, the conformal geometric algebra G3,1 of G2 is used instead of
G4,1. Thus, the dual operator applied to C returns a vector, C∗. Hence, an alternative but useful
representation of the circle is given by the equation X · C∗ = 0.
Let consider a null vector X lying in the circle C∗ and let C denote its center. Then, the radius
r is calculated through equation (A.60):
X · C = −12d
2




where x, c are the vectors whose null vectors are X and C, respectively. Thus, for a normalised
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and, therefore, the dual representation of C is deduced:
C∗ = C − 12r
2n (A.71)
Applying a similar reasoning, the dual representation of a line L is also deduced:
L∗ = ve123 + (v × p)e123n (A.72)
where v denotes the direction vector and p a point of the line.
A.4.3 4-vectors
General 4-vectors represent planes and spheres. Again, their primal representations are pre-
sented first and, then, the dual ones are introduced.
Definition A.4.8. Let X,Y and Z be three different null vectors. Then, the 4-vector P =
X ∧ Y ∧ Z ∧ n represents the plane passing through the points x,y and z.
Definition A.4.9. Let W,X, Y and Z be the null vector representations of four different points
w,x,y and z. Then, the 4-vector S = W ∧X ∧ Y ∧Z represents the sphere that passes through
the four points w,x,y and z.
As in the case of trivectors, a dual representation based on the inner product can be defined for
both geometric entities. For the plane, such representation is:
P ∗ = v + dn (A.73)
where v denotes the vector normal to P and d, its perpendicular distance from the origin.
For the sphere, the dual representation is:
S∗ = C − 12r
2n (A.74)
where C is the null vector representation of the centre and r, its radius.
A.4.4 Intersections between geometric entities
The intersection or meet between any two geometric entities O1 and O2 is denoted by O1 ∨ O2

















Figure A.4: Intersection point of `1 and `2
wherem denotes the dimension of the space spanned by O1 and O2, while r and p are the grades
of the geometric entities O1 and O2 respectively.
Different cases are listed and studied:
• O1 and O2 are lines:






∗ is a grade-one element, i.e., a vector. Vectors do not represent any geome-
tric entity in conformal geometric algebra. Therefore, an alternative method to obtain the
intersection point is required (Aristidou, 2010; Lasenby et al., 2004).
Let assume that the lines `1 and `2 intersect at point P . Then, the reflection (as defined in
(A.54)) of the line `1 in the line `2 is considered:
`′1 = −`2`1`2 (A.77)
Then, a line perpendicular to `2 that passes through the point P is found:
`P2 = `1 − `′1 (A.78)
Let consider an arbitrary null vector Y and reflect it in `P2 :
Y ′ = −`P2 Y `P2 (A.79)
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Then, the midpoint of Y and Y ′ is calculated:
Y ′′ = 12(Y + Y
′) (A.80)
Such point lies on the line `P2 . Thereafter, point Y
′′ is reflected in `2:
Y ′′′ = −`2Y ′′`2 (A.81)
to take the midpoint:
P ′ = 12(Y
′′ + Y ′′′) (A.82)
The intersection point P can be extracted as follows:
P = −(P
′nP ′)
2(P ′ · n)2 (A.83)
• O1 and O2 are circles:
If C1 and C2 denote those circles, equation (A.75) becomes:
C1 ∨ C2 = [〈C1C2〉4]
∗ (A.84)
Again, the intersection is a grade-one element and, therefore, it does not return the in-
tersection points (two circles always have a maximum of two intersection points). In this
case, it is enough with considering the plane π that contains C1: π = C1 ∧ n. Now, the
intersection between π and C2 is performed:
π ∨ C2 = [〈πC2〉3]
∗ (A.85)
This intersection is a grade two element, i.e., a bivector. If B denotes such bivector, then:
– If B2 = 0, then B = X ∧ n for some null vector X. This null vector can be extracted
using the identity (A.68).
– If B2 > 0, then B = X ∧ Y for some null vectors X and Y . These null vectors can be
extracted using the identity (A.67).
– If B2 < 0, then, since bivectors that squares to negative numbers do not contain any
null vector, the intersection is empty.
• O1 is a circle and O2 is a line:
If C denotes that circle and `, the line, equation (A.75) becomes:
C ∨ ` = [〈C`〉4]
∗ (A.86)
Since the meet is again a grade-one element, the plane π that contains C is considered.
Thus, the intersection between π and ` is a grade-two element. If B denotes such intersec-
tion, then B = X ∧ n for some null vector X (the intersection between a plane and a line
is a single point at the most). Clearly, X can be extracted from B using equation (A.68).
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• O1 and O2 are planes:
If π1 and π2 denote those planes, equation (A.75) becomes:
π1 ∨ π2 = [〈π1π2〉2]
∗ (A.87)
Thus, the intersection is a grade-three element, i.e., a trivector. Trivectors represent lines
and circles and in this case, since the intersection between two planes is a line, (A.87)
represents a line `. Then:
– If `2 = 0, the intersection does not exist.
– If `2 6= 0, the intersection is the line ` = X ∧Y ∧n where X and Y are the null vector
representations of two points x and y, respectively.
Given the intersection line `, its direction vector can be recovered by calculating the dual
line `∗.
• O1 is a plane and O2 is a circle or a line:
These two cases have already been treated in the cases where the intersection of two
circles or a circle and a line have been considered.
• O1 and O2 are spheres:
If S1 and S2 denote those spheres, equation (A.75) becomes:
S1 ∨ S2 = [〈S1S2〉2]
∗ (A.88)
Then, the intersection is a grade-three element, i.e., a trivector. Let denote this trivector
by T . Since the intersection of two spheres is always a circle or a point, trivector T verifies
that:
– If T 2 > 0, then T = X ∧ Y ∧ Z for some null vectors X,Y and Z. Taking the dual
representation of such circle, its center and radius can be found.
– If T 2 = 0, then T is a circle whose dual representation has zero radius. Its centre is
the intersection point of S1 and S2. Hence, the two spheres are tangent.
– If T 2 < 0, then the intersection is empty.
• O1 is a sphere and O2 is a circle or a line:
If S denotes that sphere and C, the circle (it is completely analogous if, instead of a circle,
a line is considered), equation (A.75) becomes:
S ∨ C = [〈SC〉3]
∗ (A.89)
Then, the intersection is a grade-two element, i.e., a bivector. Let denote by B such
bivector. As in the precedent cases, the sign of B2 provides information on whether the
intersection exists:
– If B2 = 0, then B = X ∧ n for some null vector X. This null vector can be extracted
using identity (A.68).
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– If B2 > 0, then B = X ∧ Y for some null vectors X and Y . These null vectors can be
extracted using identity (A.67).
– If B2 < 0, then the intersection is empty.
• O1 is a sphere and O2 is a plane:
This case is exactly the same as the case of two spheres. The intersection, when exists, is
a circle or a point. The sign of the trivector’s square indicates whether the two geometric
entities intersect, are tangent, or do not intersect at all.












In this appendix, an introduction to robot kinematics is presented. The first section describes
the kinematics of rigid bodies, while the second section applies such description to the study of
kinematic chains. Finally, third section presents the kinematics of some redundant serial robots.
The main references followed throughout this appendix are (Murray et al., 1994; Siciliano et al.,
2008; Spong et al., 2006).
B.1 Rigid Body Kinematics
Definition B.1.1. A rigid body B in an n-dimensional Euclidean space is a set of points constrai-
ned so that the distance between any two of them remains constant for all time regardless of
external forces exerted on it.
The concept of rigid body is an idealization of a solid whose deformations associated with its
flexibility are neglected (José and Saletan, 1998).
B.1.1 Position and orientation of a rigid body
A rigid body B is completely described in a three-dimensional space by its configuration or pose,
i.e, its position and orientation, with respect to a reference frame.
Let denote the reference frame by {o,x,y, z}. A suitable point o′ on the body is selected and an
orthonormal frame {x′,y′, z′} is attached to the body at o′. The position of B with respect to
the reference frame is given by the position vector p = o′ − o, while its orientation is given by
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the system:
x′ = α1x+ α2y + α3z
y′ = β1x+ β2y + β3z
z′ = γ1x+ γ2y + γ3z
(B.1)
where αi, βi, γi ∈ R for i = 1, 2, 3. The system (B.1) is the result of expressing {x′,y′, z′} in
terms of {x,y, z}.
Since {o,x,y, z} and {o′,x′,y′, z′} are orthonormal frames, the matrix
R =
α1 β1 γ1α2 β2 γ2
α3 β3 γ3
 (B.2)
is an orthogonal matrix. Thus, R can be seen as the matrix representation of a rotation f ∈
SO(3) ⊂ SE(3). In particular, f defines the rotation required to transform {x,y, z} into
{x′,y′, z′}. Furthermore, the position vector p can be seen as the translation of the origin
o. Indeed, o′ = g(o) = o + p for g ∈ SE(3). Therefore, the composition f ◦ g is also an isome-







where T is also known as the pose matrix of B – if seen as describing the position and orientation
of B – or the homogeneous transformation matrix between frames {o,x,y, z} and {o′,x′,y′, z′}
– if seen as an element of SE(3). That is the reason why SE(3) is also known as the group of
rigid motions.
Given a vector v′, expressed with respect to {o′,x′,y′, z′}, it is expressed with respect to the
reference frame as follows:
v = p+Rv′ (B.3)
or, equivalently, as:
v = Tv′ (B.4)
The inverse transformations are:
v′ = −RTp+RTv (B.5)
v′ = T−1v (B.6)
Now, the degrees of freedom (DOF) of the rigid body B are the number of independent scalar
variables that are required to completely determine its configuration. In (LaValle, 2006, chap-
ter 4) is shown that the number of degrees of freedom for SE(n) – and consequently for an
unconstrained rigid body in Rn – is:
#DOF = n(n+ 1)2 (B.7)
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Then, since the three-dimensional kinematics of B are considered, n = 3 and, therefore, B has
six degrees of freedom: three for describing its position and three for describing its orientation.
Since rotation matrices have nine elements, this description of the orientation has nine param-
eters. A description of the orientation that uses more that three parameters (only three param-
eters) is said to be a non-minimal representation (minimal representation) of the orientation. An
example of a minimal representation are the Euler angles.
Euler angles
The Euler angles are three angles of rotation (ϕ, θ, ψ) where each rotation is taken about one
axis of {x′,y′, z′}. For the first rotation, any of the three axes can be chosen as the axis of
revolution, and the two successive rotations must have different axes of revolution, so there are
only two alternatives for the second and the third rotations. This means that there are twelve
different conventions for the Euler angles (Craig, 1989). The most used conventions are the
ZY Z Euler angles and the ZY X Euler angles. The ZY Z angles convention is developed as
an illustrative example. The overall rotation described by the ZY Z Euler angles is obtained as
composition of the following rotations:
• Rotation by an angle ϕ about z′ (described by the rotation matrix Rz′(ϕ)). The current
frame is denoted by {x′1,y′1, z′1}.
• Rotation by an angle θ about y′1 (described by the rotation matrix Ry′1(θ)). The current
frame is denoted by {x′2,y′2, z′2}.
• Rotation by an angle ψ about z′2 (described by the rotation matrix Rz′2(ψ)). The current
frame is denoted by {x′3,y′3, z′3}.
The composition of these rotations is described by the rotation matrix:
RZY Z = Rz′(ϕ)Ry′1(θ)Rz′2(ψ) =
=
cϕcθcψ − sϕsψ −cϕcθsψ − sϕcψ cϕsθsϕcθcψ + cϕsψ −sϕcθsψ + cϕcψ sϕsθ
−sθcψ sθsψ cθ
 (B.8)
where cϕ = cos(ϕ), cθ = cos(θ), cψ = cos(ψ), etc. The solution for the inverse problem, that
consists of determining the Euler angles from a given rotation matrix R = (rij)1≤i,j≤3 ∈ SO(3),
is:
ϕ = atan2(r23, r13)
θ = atan2
(√
r213 + r223, r33
)
ψ = atan2(r32,−r31)
 for θ ∈ (0, π)






r213 + r223, r33
)
ψ = atan2(−r32, r31)
 for θ ∈ (−π, 0)
where atan2(y, x) computes arctan (y/x) but using the sign of both x and y to decide the quad-
rant in which the resulting angle lies. The above equations are not determined for the values of θ
such that sθ = 0. This situation is known as gimbal lock, a particular case of a representation sin-
gularity, i.e., those configurations where one of the three degrees of freedom that describes the
orientation is lost. This means that the three parameters of this representation are not enough
for a fully description of the orientation. Every minimal representation of the orientation has
representation singularities. These singularities are not related to the motion capabilities of
R because they can be avoided if a non-minimal representation of the orientation is adopted.
Because of that, a useful and non-minimal representation of the orientation is needed. Unit
quaternions are a good example of a such representation.
Unit quaternions
As stated in section A.3, any geometric algebra Gn can be expressed as the direct sum G+n ⊕ G−n .
In particular, G3 = G+3 ⊕ G−3 where:
G+3 = span{1, e12, e13, e23}
G−3 = span{e1, e2, e3, I}
(B.9)
The subalgebra G+3 is also called the quaternion algebra over R and is usually denoted by H.
Quaternions are an extension of complex numbers where the imaginary unit is replaced by
three units (given by the three basis bivectors). Then, an arbitrary q ∈ H can be expressed as
q = α︸︷︷︸
Scalar part
+ exe12 + eye13 + eze23︸ ︷︷ ︸
Vector part
(B.10)
where α ∈ R and ε = (ex, ey, ez) ∈ R3. Furthermore, since they can be expressed as the addition
of a scalar and a bivector, they naturally define rotations in space. A quaternion q is said to be
a unit quaternion if qq̃ = 1. Given a rotation matrix R = (rij)1≤i,j≤3 ∈ SO(3), the quaternion
that defines the same rotation is given by:
α = 12
√
r11 + r22 + r33 + 1
ex =
1
2 sgn(r32 − r23)
√
r11 − r22 − r33 + 1
ey =
1
2 sgn(r13 − r31)
√
r22 − r33 − r11 + 1
ez =
1
2 sgn(r21 − r12)
√
r33 − r11 − r22 + 1
(B.11)
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while, for the inverse problem, the rotation matrix associated with a given unit quaternion q is:
R =
2(α2 + e2x)− 1 2(exey − αez) 2(exez + αey)2(exey + αez) 2(α2 + e2y)− 1 2(eyez − αex)
2(exez − αey) 2(eyez + αex) 2(α2 + e2z)− 1
 (B.12)
More properties and applications of quaternions and, in particular, of unit quaternions can be
found in (Favieri, 2008; Sariyildiz and Temeltas, 2009).
B.2 Kinematics of serial chains
Definition B.2.1. A rigid serial robotic manipulator R is an open kinematic chain made up of a
sequence of rigid bodies, called links, connected by means of actuated kinematic pairs, called
joints, that provide relative motion between consecutive links.
Only two types of joints are considered throughout this work: revolute joints, that only perform
rotations and prismatic joints, that only perform translations. At the end of the last link, there is
a tool or device, termed the end-effector. Similarly, the beginning of the chain is constrained to
a fixed base. Hence, for a robot R with n links, there are n joints increasingly numbered from
the base to the end-effector.
Since each link is a rigid body, an orthonormal frame can be attached to it. In particular, such
frame is placed at the joint that moves the corresponding link. So, the frame {oi,xi,yi, zi}
is attached to joint i for describing the pose of link i (figure B.1a). Each joint frame is ob-
tained from the previous one through the composition of rigid motions that can be expressed
by homogeneous transformation matrices constructed using the Denavit-Hartenberg convention
(Denavit and Hartenberg, 1965). The Denavit-Hartenberg convention consists of the use of four
parameters, the D-H parameters (figure B.1b):
• ai, the perpendicular distance between the joint axes zi−1 and zi.
• αi, the angle between the joint axes zi−1 and zi.
• θi, the angle between xi−1 and xi.
• di, the distance between o′i−1 and oi, where o′i−1 is the projection of oi−1 over the joint
axis zi.
Depending on the nature of the i-th joint, either the angle θi or the displacement di acts as a
joint variable, while the other three parameters act as constants – length ai, angle αi and di or
θi depending on which one describes the joint variable.
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(a) Frame attached to joint i
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(b) Relation between consecutive joints
Figure B.1: The D-H convention
Therefore, each joint frame is related to the preceding one by a homogeneous transformation
matrix Ai−1i that describes the pose of joint i with respect to joint i − 1 (the first joint frame is
related to the world reference frame). Hence, the pose of every joint of R determines the end-
effector pose and the homogeneous transformation matrix T 0n relating the end-effector frame
with the reference frame will be:




cos(θi) − sin(θi) 0 ai
sin(θi) cos(αi) cos(θi) cos(αi) − sin(αi) − sin(αi)di
sin(θi) sin(αi) cos(θi) sin(αi) cos(αi) cos(αi)di
0 0 0 1
 (B.14)
In general, if the nature of joint i is not specified, its joint variable is denoted by qi. The vector
of all joint variables for a serial robot R is denoted by q = (q1, . . . , qn) and is known as the
configuration.
Definition B.2.2. The set of all possible configurations q for a serial robotR is a vector subspace
of Rn known as the configuration space C.
Definition B.2.3. A serial robot R is said to have n degrees of freedom (DOF) if its configuration
can be minimally specified by n variables.
Proposition B.2.4. For a serial robotR, the number and nature of the joints determine the number
of DOF. Thus, a serial robot R with n revolute or prismatic joints has n DOF. Furthermore, the
number degrees of freedom determines the dimension of C.
For the task of positioning and orientating its end-effector in the space, the manipulators with
more than 6 DOF are called redundant while the rest are non-redundant.
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Configuration Space Cartesian Space
FK
IK
Figure B.2: Relation between configuration and Cartesian space
Definition B.2.5. A redundant robot R has r = n − 6 degrees of redundancy. Furthermore,
if p denotes the number of prismatic joints of R, then it has m = r − p rotational degrees of
redundancy, i.e., the degrees of redundancy associated with the revolute joints of R.
Remark B.2.6. If R only has revolute joints, then r = m.
If a minimal representation of the orientation is chosen, the end-effector pose can be expressed
as a six-dimensional vector x ∈ R6, where the three first coordinates of x describe the end-
effector position while the last three, its orientation.
Definition B.2.7. The set of all poses x of the end-effector with respect to a reference frame is
a vector subspace of R6 known as the operational space X .
With reference to the operational space X , an index of robot performance is the so-called
workspace W, i.e., the total volume swept out by the origin of the end-effector frame as the
robot R executes all possible motions.
Thus, identity (B.13) can be expressed as a function
f : C → X
f(q) = x
(B.15)
that relates C to X . Such function is known as the kinematic or forward kinematics function of
R.
Hence, the forward kinematic problem consists of obtaining the pose of the end-effector given
the value of the joint variables. On the other hand, the inverse kinematic problem consists of
recovering the joint variables that provides a given end-effector pose. In other words, the for-
ward kinematics relates the configuration space C to the operational space X , while the inverse
kinematics gives the reverse relation (figure B.2).
If f is differentiated with respect to time, the following relation is obtained:
ẋ = J(q)q̇ (B.16)
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where ẋ denotes the end-effector velocity vector; q̇, the vector of the joint velocities; and J , the
Jacobian matrix of f . If










In robot kinematics, the Jacobian matrix (B.18) is also known as the analytical or task Jacobian
and is usually denoted by JA(q).
However, the components of ẋ relative to the end-effector orientation express the rate of change
of the parameters characterizing the minimal representation chosen, i.e., they are not the com-
ponents of the end-effector angular velocity vector. If v denotes the end-effector linear velocity
vector and ω, its angular velocity vector, the following relation is obtained:













whereR(x) is a matrix that specifically depends on the minimal representation of the orientation
adopted.
Now, the following relation can be established:
v = JG(q)q̇ (B.20)




zi × (on − oi)
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if i is prismatic
(B.21)
In robotics, the geometric Jacobian JG is the most used because, computationally speaking, it is
easier to calculate and more efficient if implemented in different algorithms.
Proposition B.2.8. JA(q) = T (x)JG(q)
Definition B.2.9. Let R be a serial robot of n DOF. Then, a configuration q ∈ C is said to be a
singularity of R if ρ(JA(q)) < min{n, 6}.
B.2. Kinematics of serial chains 145
As stated in proposition B.2.8, if JA(q) is rank-deficient, then either T (x) or JG(q) is rank-
deficient. If T (x) is rank-deficient, then q is a representation singularity. As mentioned in section
B.1, these singularities are always associated with minimal representations of the orientation
and do not correspond to mechanical limitations of R. If, conversely, JG(q) is rank-deficient,
then q is said to be a kinematic singularity. Kinematic singularities are related to the motion of
the end-effector. Thus, the relation B.20 allows to deduce that a kinematic singularity is also a
configuration where:
• R looses one or more degrees of freedom.
• R cannot translate or rotate its end-effector around one or more Cartesian directions.
• R requires unbounded joint velocities to generate finite end-effector linear and angular
velocities.
As mentioned above, kinematic singularities can be identified using the geometric Jacobian
JG(q). Indeed, q ∈ C is a singularity if, and only if
det(JG(q)) = 0 if R is non-redundant.
det(JTG(q)JG(q)) = 0 if R is redundant.
(B.22)
The geometric Jacobian JG(q) is represented with respect to the world frame (usually located
in the base of R). To represent JG(q) in a different frame B, the following identity is used:







with RB0 = (R0B)T and where R0B denotes the rotation matrix that relates the orientation of B
with respect to the orientation of the world frame.
Using the principle of virtual work, the following relation is obtained:
τ = JG(q)f (B.24)
where τ denotes the vector of joint torques and f , the vector of Cartesian forces applied to the






where f is the vector of linear forces and m, the vector of moments, both applied to the end-
effector.
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To conclude this section, an important class of serial robots is introduced. These manipulators
are those that possesses spherical wrist. For these robots, the axes of their last three joints inter-
sect at a common point, denoted as the wrist center point, or are parallel, i.e., the intersection
is the point at the infinity. In this context, the origin of the end-effector frame is moved to the
wrist center point (or the point at the infinity) by a fixed transformation – fixed in the sense
that it does not depend on any joint variable. Therefore, the last three joints only contribute to
the orientation of the end-effector, while the rest contribute to its position and orientation. For
these robots, some kinematic problems can be simplified.
B.3 Kinematics of some redundant robots
In this section a kinematic description of the serial redundant robots used throughout this di-
ssertation is introduced. In particular, the homogeneous transformation matrices constructed
with the D-H parameters; the forward kinematics and the geometric Jacobian of the Kuka LWR
4+, the Stäubli TX90 mounted on a translational motion unit and the ABB Yumi are presented.
B.3.1 Kuka LWR 4+
The Kuka LWR 4+ is an anthropomorphic arm with seven degrees of freedom that possesses
spherical wrist (figure B.3a and picture B.3b). Its D-H parameters are shown in table B.1. With
these D-H parameters, the following transformation matrices are obtained:
A01 =

cos(θ1) − sin(θ1) 0 0
sin(θ1) cos(θ1) 0 0
0 0 1 310
0 0 0 1
 A12 =

sin(θ2) cos(θ2) 0 0
0 0 −1 0
− cos(θ2) sin(θ2) 0 0




cos(θ3) − sin(θ3) 0 0
0 0 1 400
− sin(θ3) − cos(θ3) 0 0
0 0 0 1
 A34 =

− cos(θ4) sin(θ4) 0 0
0 0 1 0
sin(θ4) cos(θ4) 0 0




− cos(θ5) sin(θ5) 0 0
0 0 1 390
sin(θ5) cos(θ5) 0 0
0 0 0 1
 A56 =

cos(θ6) − sin(θ6) 0 0
0 0 −1 0
sin(θ6) cos(θ6) 0 0




cos(θ7) − sin(θ7) 0 0
0 0 1 78
− sin(θ7) − cos(θ7) 0 0
0 0 0 1




















(a) Schematic representation of the Kuka LWR
4+ (b) Picture of the Kuka LWR 4+
Figure B.3: The Kuka LWR 4+
αi ai di θi offset
1 0 0 310 θ1 0
2 90 0 0 θ2 -90
3 -90 0 400 θ3 0
4 -90 0 0 θ4 180
5 -90 0 390 θ5 180
6 90 0 0 θ6 0
7 -90 0 78 θ7 0
Table B.1: D-H parameters of Kuka LWR 4+
With these matrices, the pose matrix T 07 can be constructed. Its elements are:
n1 = s7(s5(c4(s1s3 − c1c3s2) + c1c2s4)− c5(c3s1 + c1s2s3))− c7(s6(s4(s1s3 − c1c3s2)−
− c1c2c4) + c6(c5(c4(s1s3 − c1c3s2) + c1c2s4) + s5(c3s1 + c1s2s3)))
n2 = c7(s6(s4(c1s3 + c3s1s2) + c2c4s1) + c6(c5(c4(c1s3 + c3s1s2)− c2s1s4) + s5(c1c3−
− s1s2s3)))− s7(s5(c4(c1s3 + c3s1s2)− c2s1s4)− c5(c1c3 − s1s2s3))
n3 = s7(s5(s2s4 + c2c3c4) + c2c5s3)− c7(c6(c5(s2s4 + c2c3c4)− c2s3s5)− s6(c4s2 − c2c3s4))
s1 = s7(s6(s4(s1s3 − c1c3s2)− c1c2c4) + c6(c5(c4(s1s3 − c1c3s2) + c1c2s4) + s5(c3s1+
+ c1s2s3))) + c7(s5(c4(s1s3 − c1c3s2) + c1c2s4)− c5(c3s1 + c1s2s3))
s2 = −s7(s6(s4(c1s3 + c3s1s2) + c2c4s1) + c6(c5(c4(c1s3 + c3s1s2)− c2s1s4) + s5(c1c3−
− s1s2s3)))− c7(s5(c4(c1s3 + c3s1s2)− c2s1s4)− c5(c1c3 − s1s2s3))
s3 = c7(s5(s2s4 + c2c3c4) + c2c5s3) + s7(c6(c5(s2s4 + c2c3c4)− c2s3s5)− s6(c4s2 − c2c3s4))
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a1 = s6(c5(c4(s1s3 − c1c3s2) + c1c2s4) + s5(c3s1 + c1s2s3))− c6(s4(s1s3 − c1c3s2)− c1c2c4)
a2 = c6(s4(c1s3 + c3s1s2) + c2c4s1)− s6(c5(c4(c1s3 + c3s1s2)− c2s1s4) + s5(c1c3 − s1s2s3))
a3 = s6(c5(s2s4 + c2c3c4)− c2s3s5) + c6(c4s2 − c2c3s4)
p1 = 400c1c2 − 390s4(s1s3 − c1c3s2) + 390c1c2c4
p2 = 400c2s1 + 390s4(c1s3 + c3s1s2) + 390c2c4s1
p3 = 400s2 + 390c4s2 − 390c2c3s4 + 310
Finally, the geometric Jacobian matrix of the Kuka LWR 4+, JG(q), is calculated using (B.21).
Since the Kuka LWR 4+ has spherical wrist, the submatrix formed by the first three rows with
the last three columns is a block of zeros. Therefore, the elements of JG(q) (with the exception
of the block of zeros) are:
J11 = −400c2s1 − 390s4(c1s3 + c3s1s2)− 390c2c4s1
J12 = −c1(400s2 + 390c4s2 − 390c2c3s4)
J13 = c2s1(390c4s2 − 390c2c3s4)− s2(390s4(c1s3 + c3s1s2) + 390c2c4s1)
J14 = (390c4s2 − 390c2c3s4)(c1c3 − s1s2s3)− c2s3(390s4(c1s3 + c3s1s2) + 390c2c4s1)
J21 = 400c1c2 − 390s4(s1s3 − c1c3s2) + 390c1c2c4
J22 = −s1(400s2 + 390c4s2 − 390c2c3s4)
J23 = −s2(390s4(s1s3 − c1c3s2)− 390c1c2c4)− c1c2(390c4s2 − 390c2c3s4)
J24 = (390c4s2 − 390c2c3s4)(c3s1 + c1s2s3)− c2s3(390s4(s1s3 − c1c3s2)− 390c1c2c4)
J31 = 0
J32 = c1(400c1c2 − 390s4(s1s3 − c1c3s2) + 390c1c2c4) + s1(400c2s1 + 390s4(c1s3 + c3s1s2)+
+ 390c2c4s1)
J33 = c1c2(390s4(c1s3 + c3s1s2) + 390c2c4s1) + c2s1(390s4(s1s3 − c1c3s2)− 390c1c2c4)
J34 = (c1c3 − s1s2s3)(390s4(s1s3 − c1c3s2)− 390c1c2c4)− (390s4(c1s3 + c3s1s2)+




J44 = −c3s1 − c1s2s3
J45 = c1c2c4 − s4(s1s3 − c1c3s2)
J46 = c5(c3s1 + c1s2s3)− s5(c4(s1s3 − c1c3s2) + c1c2s4)




J54 = c1c3 − s1s2s3
J55 = s4(c1s3 + c3s1s2) + c2c4s1
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J56 = s5(c4(c1s3 + c3s1s2)− c2s1s4)− c5(c1c3 − s1s2s3)





J65 = c4s2 − c2c3s4
J66 = −s5(s2s4 + c2c3c4)− c2c5s3
J67 = s6(c5(s2s4 + c2c3c4)− c2s3s5) + c6(c4s2 − c2c3s4)
B.3.2 Stäubli TX90 mounted on a translational motion unit
The Stäubli TX90 is an industrial manipulator with six degrees of freedom and spherical wrist.
This robot has been mounted on a linear track, that can be seen as an additional prismatic joint




1 0 0 0
0 0 1 d1
0 −1 0 0
0 0 0 1
 A12 =

cos(θ2) − sin(θ2) 0 0
0 0 −1 −478
sin(θ2) cos(θ2) 0 0




sin(θ3) cos(θ3) 0 50
0 0 1 50
cos(θ3) − sin(θ3) 0 0
0 0 0 1
 A34 =

− sin(θ4) − cos(θ4) 0 425
cos(θ4) − sin(θ4) 0 0
0 0 1 0




cos(θ5) − sin(θ5) 0 0
0 0 −1 −425
sin(θ5) cos(θ5) 0 0
0 0 0 1
 A56 =

cos(θ6) − sin(θ6) 0 0
0 0 1 0
− sin(θ6) − cos(θ6) 0 0




cos(θ7) − sin(θ7) 0 0
0 0 −1 0
sin(θ7) cos(θ7) 0 0
0 0 0 1


















(a) Schematic representation of the Stäubli
TX90 mounted on a translational motion unit
(b) Picture of the Stäubli TX90 mounted on a
translational motion unit
Figure B.4: The Stäubli TX90 mounted on a translational motion unit
αi ai di θi offset
1 -90 0 d1 0 0
2 90 0 478 θ2 0
3 -90 50 50 θ3 -90
4 0 425 0 θ4 90
5 90 0 425 θ5 0
6 -90 0 0 θ6 0
7 90 0 0 θ7 0
Table B.2: D-H parameters of the Stäubli TX90 mounted on a translational motion unit
Again, the pose matrix T 07 is depicted:
n1 = −s7(c5s2 + s5(c2c3c4 − c2s3s4))− c7(c6(s2s5 − c5(c2c3c4 − c2s3s4)) + s6(c2c3s4 + c2c4s3))
n2 = s7(c2c5 + s5(s2s3s4 − c3c4s2)) + c7(c6(c2s5 − c5(s2s3s4 − c3c4s2))− s6(c3s2s4 + c4s2s3))
n3 = s5s7(c3s4 + c4s3)− c7(s6(c3c4 − s3s4) + c5c6(c3s4 + c4s3))
s1 = s7(c6(s2s5 − c5(c2c3c4 − c2s3s4)) + s6(c2c3s4 + c2c4s3))− c7(c5s2 + s5(c2c3c4 − c2s3s4))
s2 = c7(c2c5 + s5(s2s3s4 − c3c4s2))− s7(c6(c2s5 − c5(s2s3s4 − c3c4s2))− s6(c3s2s4 + c4s2s3))
s3 = s7(s6(c3c4 − s3s4) + c5c6(c3s4 + c4s3)) + c7s5(c3s4 + c4s3)
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a1 = c6(c2c3s4 + c2c4s3)− s6(s2s5 − c5(c2c3c4 − c2s3s4))
a2 = s6(c2s5 − c5(s2s3s4 − c3c4s2)) + c6(c3s2s4 + c4s2s3)
a3 = c6(c3c4 − s3s4)− c5s6(c3s4 + c4s3)
p1 = 50c2 − 50s2 + 425c2s3 + 425c2c3s4 + 425c2c4s3
p2 = d1 + 50c2 + 50s2 + 425s2s3 + 425c3s2s4 + 425c4s2s3
p3 = 425c3 + 425c3c4 − 425s3s4 + 478
Finally, the geometric Jacobian matrix JG(q) is calculated using (B.21). As the Kuka LWR 4+,
the Stäubli TX90 has spherical wrist, so there is a block of zeros in JG(q). Therefore, the
elements of JG(q) (with the exception of that block of zeros) are the following:
J11 = 425c3 + 425c3c4 − 425s3s4 + 478
J12 = −50c2 − 50s2 − 425s2s3 − 425c3s2s4 − 425c4s2s3
J13 = c2(425c3 + 425c3c4 − 425s3s4)
J14 = c2(425c3c4 − 425s3s4)
J21 = 0
J22 = 50c2 − 50s2 + 425c2s3 + 425c2c3s4 + 425c2c4s3
J23 = s2(425c3 + 425c3c4 − 425s3s4)
J24 = s2(425c3c4 − 425s3s4)
J31 = 50s2 − 50c2 − 425c2s3 − 425c2c3s4 − 425c2c4s3
J32 = 0
J33 = −c2(425c2s3 + 425c2c3s4 + 425c2c4s3)− s2(425s2s3 + 425c3s2s4 + 425c4s2s3)





J45 = c2c3s4 + c2c4s3
J46 = −c5s2 − s5(c2c3c4 − c2s3s4)





J55 = c3s2s4 + c4s2s3
J56 = c2c5 + s5(s2s3s4 − c3c4s2)
J57 = s6(c2s5 − c5(s2s3s4 − c3c4s2)) + c6(c3s2s4 + c4s2s3)





J65 = c3c4 − s3s4
J66 = s5(c3s4 + c4s3)
J67 = c6(c3c4 − s3s4)− c5s6(c3s4 + c4s3)
B.3.3 ABB Yumi
The ABB Yumi is a manipulator that possesses two anthropomorphic arms connected to a fixed
torso (figure B.5, picture B.6 and table B.3). Each arm has seven degrees of freedom but, unlike
the Kuka LWR 4+, they have not spherical wrist. Moreover, there are not three consecutive
joints whose axes intersect at a single point.
Again, the transformation matrices based on the D-H parameters are listed:
A01 =

cos(θ1) − sin(θ1) 0 0
sin(θ1) cos(θ1) 0 0
0 0 1 166
0 0 0 1
 A12 =

cos(θ2) − sin(θ2) 0 30
0 0 −1 0
sin(θ2) cos(θ2) 0 0




cos(θ3) − sin(θ3) 0 −30
0 0 1 251.5
− sin(θ3) − cos(θ3) 0 0
0 0 0 1
 A34 =

cos(θ4) − sin(θ4) 0 40.5
0 0 −1 0
sin(θ4) cos(θ4) 0 0




cos(θ5) − sin(θ5) 0 −40.5
0 0 1 265
− sin(θ5) − cos(θ5) 0 0
0 0 0 1
 A56 =

cos(θ6) − sin(θ6) 0 27
0 0 −1 0
sin(θ6) cos(θ6) 0 0




cos(θ7) − sin(θ7) 0 −27
0 0 1 36
− sin(θ7) − cos(θ7) 0 0
0 0 0 1
 .






















Figure B.5: Schematic representation of the ABB Yumi
Now, the elements of the forwards kinematics matrix T 07 are depicted:
n1 = c7(s6(s4(s1s3 − c1c2c3)− c1c4s2)− c6(c5(c4(s1s3 − c1c2c3) + c1s2s4)+
+ s5(c3s1 + c1c2s3))) + s7(s5(c4(s1s3 − c1c2c3) + c1s2s4)− c5(c3s1 + c1c2s3))
n2 = −c7(s6(s4(c1s3 + c2c3s1) + c4s1s2)− c6(c5(c4(c1s3 + c2c3s1)− s1s2s4)+
+ s5(c1c3 − c2s1s3)))− s7(s5(c4(c1s3 + c2c3s1)− s1s2s4)− c5(c1c3 − c2s1s3))
n3 = c7(c6(c5(c2s4 + c3c4s2)− s2s3s5) + s6(c2c4 − c3s2s4))− s7(s5(c2s4 + c3c4s2) + c5s2s3)
s1 = c7(s5(c4(s1s3 − c1c2c3) + c1s2s4)− c5(c3s1 + c1c2s3))− s7(s6(s4(s1s3 − c1c2c3)−
− c1c4s2)− c6(c5(c4(s1s3 − c1c2c3) + c1s2s4) + s5(c3s1 + c1c2s3)))
s2 = s7(s6(s4(c1s3 + c2c3s1) + c4s1s2)− c6(c5(c4(c1s3 + c2c3s1)− s1s2s4) + s5(c1c3−
− c2s1s3)))− c7(s5(c4(c1s3 + c2c3s1)− s1s2s4)− c5(c1c3 − c2s1s3))
s3 = −c7(s5(c2s4 + c3c4s2) + c5s2s3)− s7(c6(c5(c2s4 + c3c4s2)− s2s3s5) + s6(c2c4 − c3s2s4))
a1 = c6(s4(s1s3 − c1c2c3)− c1c4s2) + s6(c5(c4(s1s3 − c1c2c3) + c1s2s4) + s5(c3s1 + c1c2s3))
a2 = −c6(s4(c1s3 + c2c3s1) + c4s1s2)− s6(c5(c4(c1s3 + c2c3s1)− s1s2s4) + s5(c1c3 − c2s1s3))
a3 = c6(c2c4 − c3s2s4)− s6(c5(c2s4 + c3c4s2)− s2s3s5)
p1 = 30c1 − 30c1c2 − (503c1s2)/2− (81s1s3)/2− 27c5(c4(s1s3 − c1c2c3) + c1s2s4)+
+ 36c6(s4(s1s3 − c1c2c3)− c1c4s2)− 27s6(s4(s1s3 − c1c2c3)− c1c4s2)+
+ 27c6(c5(c4(s1s3 − c1c2c3) + c1s2s4) + s5(c3s1 + c1c2s3)) + 36s6(c5(c4(s1s3 − c1c2c3)+
+ c1s2s4) + s5(c3s1 + c1c2s3)) + (81c4(s1s3 − c1c2c3))/2 + 265s4(s1s3 − c1c2c3)−
− 27s5(c3s1 + c1c2s3) + (81c1c2c3)/2− 265c1c4s2 + (81c1s2s4)/2
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Figure B.6: Picture of the ABB Yumi
αi ai di θi
1 0.0 0.0 166.0 θ1
2 90.0 30.0 0.0 θ2
3 -90.0 -30.0 251.5 θ3
4 90.0 40.5 0.0 θ4
5 -90.0 -40.5 265.0 θ5
6 90.0 27.0 0.0 θ6
7 -90.0 -27.0 36.0 θ7
Table B.3: D-H parameters of the ABB Yumi
p2 = 30s1 − 30c2s1 + (81c1s3)/2− (503s1s2)/2 + 27c5(c4(c1s3 + c2c3s1)− s1s2s4)−
− 36c6(s4(c1s3 + c2c3s1) + c4s1s2) + 27s6(s4(c1s3 + c2c3s1) + c4s1s2)− 27c6(c5(c4(c1s3+
+ c2c3s1)− s1s2s4) + s5(c1c3 − c2s1s3))− 36s6(c5(c4(c1s3 + c2c3s1)− s1s2s4)+
+ s5(c1c3 − c2s1s3))− (81c4(c1s3 + c2c3s1))/2− 265s4(c1s3 + c2c3s1) + 27s5(c1c3 − c2s1s3)+
+ (81s1s2s4)/2 + (81c2c3s1)/2− 265c4s1s2
p3 = (503c2)/2− 30s2 + 265c2c4 + (81c3s2)/2− (81c2s4)/2− 27c6(c5(c2s4 + c3c4s2)− s2s3s5)−
− 36s6(c5(c2s4 + c3c4s2)− s2s3s5) + 27c5(c2s4 + c3c4s2) + 36c6(c2c4 − c3s2s4)− 27s6(c2c4−
− c3s2s4)− 27s2s3s5 − (81c3c4s2)/2− 265c3s2s4 + 166
Finally, the elements of the geometric Jacobian matrix JG(q) are given. In this case, since the




J14 = c3s1 + c1c2s3
J15 = s4(s1s3 − c1c2c3)− c1c4s2
J16 = c5(c3s1 + c1c2s3)− s5(c4(s1s3 − c1c2c3) + c1s2s4)




J24 = c2s1s3 − c1c3
J25 = −s4(c1s3 + c2c3s1)− c4s1s2
J26 = s5(c4(c1s3 + c2c3s1)− s1s2s4)− c5(c1c3 − c2s1s3)
J27 = −c6(s4(c1s3 + c2c3s1) + c4s1s2)− s6(c5(c4(c1s3 + c2c3s1)− s1s2s4) + s5(c1c3 − c2s1s3))





J35 = c2c4 − c3s2s4
J36 = s5(c2s4 + c3c4s2) + c5s2s3
J37 = c6(c2c4 − c3s2s4)− s6(c5(c2s4 + c3c4s2)− s2s3s5)
J41 = 0
J42 = −166c1
J43 = −2s1(15c2 + 83s2 − 15)
J44 = (503s1s3)/2− (81c1s2)/2− 166c1c3 − 30s1s2s3 − (503c1c2c3)/2 + 30c1c3s2 + 166c2s1s3
J45 = (81c3s1)/2 + 30c4s1 + (81c1c2s3)/2− 30c2c4s1 − (81c3c4s1)/2− 166c4s1s2 − 166c1s3s4−
− (503c3s1s4)/2− (81c1c2c4s3)/2− (503c1c2s3s4)/2− 166c2c3s1s4 + 30c1s2s3s4 + 30c3s1s2s4
J46 = 27s1s3s4 + 30s1s4s5 − 166c1c3c5 − 27c1c4s2 − (81c1c5s2)/2 + 265c3s1s5 + (503c5s1s3)/2−
− (503c1c2c3c5)/2− 27c1c2c3s4 + 30c1c3c5s2 + (81c1c4c5s2)/2 + 265c1c2s3s5+
+ 166c2c5s1s3 + 265c1c5s2s4 + 166c1c4s3s5 + (503c3c4s1s5)/2+
+ 265c4c5s1s3 − 30c5s1s2s3 − 30c2s1s4s5 − (81c3s1s4s5)/2− (81c5s1s3s4)/2−
− 166s1s2s4s5 − 265c1c2c3c4c5 + (81c1c2c3c5s4)/2 + (503c1c2c4s3s5)/2 + 166c2c3c4s1s5−
− (81c1c2s3s4s5)/2− 30c1c4s2s3s5 − 30c3c4s1s2s5
J47 = 27c3c5s1 + (81c3c6s1)/2 + 30c4c6s1 + 27c1c2c5s3 + (81c1c2c6s3)/2− 30c2c4c6s1−
− (81c3c4c6s1)/2− 27c3c5c6s1 − 166c4c6s1s2 − 166c1c6s3s4 − (503c3c6s1s4)/2−
− 166c1c3s5s6 − 265c3c5s1s6 − 27c1s2s4s5 − 27c4s1s3s5 − (81c1s2s5s6)/2− 30c5s1s4s6+
+ (503s1s3s5s6)/2 + 27c1c2c3c4s5 − (81c1c2c4c6s3)/2− 27c1c2c5c6s3 − (503c1c2c6s3s4)/2−
− 166c2c3c6s1s4 − (503c1c2c3s5s6)/2− 265c1c2c5s3s6 − 166c1c4c5s3s6 − (503c3c4c5s1s6)/2+
+ 30c1c6s2s3s4 + 30c3c6s1s2s4 + 30c1c3s2s5s6 + (81c1c4s2s5s6)/2 + 27c1c6s2s4s5+
+ 30c2c5s1s4s6 + (81c3c5s1s4s6)/2 + 27c4c6s1s3s5 + 166c2s1s3s5s6 + 265c1s2s4s5s6+
+ 166c5s1s2s4s6 + 265c4s1s3s5s6 − 30s1s2s3s5s6 − (81s1s3s4s5s6)/2− 27c1c2c3c4c6s5−
− 265c1c2c3c4s5s6 − (503c1c2c4c5s3s6)/2− 166c2c3c4c5s1s6 + (81c1c2c3s4s5s6)/2+
+ (81c1c2c5s3s4s6)/2 + 30c1c4c5s2s3s6 + 30c3c4c5s1s2s6
J51 = 0
J52 = −166s1
J53 = 2c1(15c2 + 83s2 − 15)
J54 = 30c1s2s3 − 166c3s1 − (81s1s2)/2− 166c1c2s3 − (503c2c3s1)/2− (503c1s3)/2 + 30c3s1s2
J55 = 30c1c2c4 − 30c1c4 − 166s1s3s4 − (81c1c3)/2 + (81c1c3c4)/2 + 166c1c4s2 + (503c1c3s4)/2+
+ (81c2s1s3)/2 + 166c1c2c3s4 − 30c1c3s2s4 − (81c2c4s1s3)/2− (503c2s1s3s4)/2 + 30s1s2s3s4
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J56 = 30c1c5s2s3 − (503c1c5s3)/2− 166c3c5s1 − 27c4s1s2 − 27c1s3s4 − (81c5s1s2)/2− 30c1s4s5−
− 166c1c2c5s3 − (503c2c3c5s1)/2− (503c1c3c4s5)/2− 265c1c4c5s3 − 27c2c3s1s4 − 265c1c3s5+
+ 30c3c5s1s2 + 30c1c2s4s5 + (81c4c5s1s2)/2 + (81c1c3s4s5)/2+
+ (81c1c5s3s4)/2 + 265c2s1s3s5 + 166c1s2s4s5 + 265c5s1s2s4 + 166c4s1s3s5 − 166c1c2c3c4s5−
− 265c2c3c4c5s1 + 30c1c3c4s2s5 + (81c2c3c5s1s4)/2 + (503c2c4s1s3s5)/2− (81c2s1s3s4s5)/2−
− 30c4s1s2s3s5
J57 = 30c1c2c4c6 − (81c1c3c6)/2− 30c1c4c6 − 27c1c3c5 + (81c1c3c4c6)/2 + 27c1c3c5c6+
+ 166c1c4c6s2 + (503c1c3c6s4)/2 + 265c1c3c5s6 + 27c2c5s1s3+
+ (81c2c6s1s3)/2 + 27c1c4s3s5 + 30c1c5s4s6 − 166c6s1s3s4−
− (503c1s3s5s6)/2− 166c3s1s5s6 − 27s1s2s4s5 − (81s1s2s5s6)/2+
+ 166c1c2c3c6s4 + (503c1c3c4c5s6)/2 + 27c2c3c4s1s5 − 30c1c3c6s2s4−
− (81c2c4c6s1s3)/2− 27c2c5c6s1s3 − 30c1c2c5s4s6 − (81c1c3c5s4s6)/2−
− 27c1c4c6s3s5 − (503c2c6s1s3s4)/2− 166c1c2s3s5s6 − (503c2c3s1s5s6)/2−
− 265c2c5s1s3s6 − 166c1c5s2s4s6 − 265c1c4s3s5s6 − 166c4c5s1s3s6+
+ 30c6s1s2s3s4 + 30c1s2s3s5s6 + 30c3s1s2s5s6 + (81c4s1s2s5s6)/2+
+ 27c6s1s2s4s5 + (81c1s3s4s5s6)/2 + 265s1s2s4s5s6 + 166c1c2c3c4c5s6−
− 30c1c3c4c5s2s6 − 27c2c3c4c6s1s5 − 265c2c3c4s1s5s6 − (503c2c4c5s1s3s6)/2+




J64 = (81c2)/2 + 30c3 − 30c2c3 − (503c3s2)/2
J65 = −(s3(60c2s4 − 60s4 − 81s2 + 81c4s2 + 503s2s4))/2
J66 = 27c2c4 + (81c2c5)/2 + 30c3c5 + 265s2s3s5 − 30c2c3c5 − (81c2c4c5)/2− (503c3c5s2)/2−
− 265c2c5s4 − 27c3s2s4 − 30c4s3s5 − 265c3c4c5s2 + 30c2c4s3s5 + (81c3c5s2s4)/2+
+ (503c4s2s3s5)/2− (81s2s3s4s5)/2
J67 = 27c5s2s3 + 27c2s4s5 + (81c6s2s3)/2 + (81c2s5s6)/2 + 30c6s3s4 + 30c3s5s6 + 27c3c4s2s5−
− 30c2c6s3s4 − (81c4c6s2s3)/2− 30c2c3s5s6 − 27c5c6s2s3−
− (81c2c4s5s6)/2− 27c2c6s4s5 + 30c4c5s3s6 − (503c6s2s3s4)/2−
− (503c3s2s5s6)/2− 265c5s2s3s6 − 265c2s4s5s6 − 30c2c4c5s3s6−
− 27c3c4c6s2s5 − 265c3c4s2s5s6 − (503c4c5s2s3s6)/2 + (81c3s2s4s5s6)/2 + (81c5s2s3s4s6)/2
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Figure B.7: Picture of Barcelona Mobile Manipulator (BMM)
B.3.4 Barcelona Mobile Manipulator
The Barcelona Mobile Manipulator (BMM) is an omnidirectional mobile platform with spherical
wheels carrying a standard arm manipulator (figure B.7). The platform possesses three degrees
of freedom in the plane: two independent translations and a rotation around itself. The arm ma-
nipulator used is a Kuka LWR 4+ and, as a result, BMM has ten degrees of freedom. Due to the
omnidirectonality of the platform, its Jacobian is a constant matrix. The kinematic description
of the platform can be found in (Clos Costa and Martínez Miralles, 2007), while the kinematic




The following list shows the main prototype trigonometric equations used in this paper. A more
complete list of such kind of equations can be found in (Paul, 1981; Rieseler et al., 1990):

















=⇒ θ = atan2(a, b) (C.3)
a cos(θ) + b sin(θ) = 0 =⇒





a cos(θ) + b sin(θ) = c =⇒ θ = atan2(c,±α)− atan2(a, b) (C.5)
where α =
√
a2 + b2 − c2
a cos(θ1) + b cos(θ2) = e
a sin(θ1) + b sin(θ2) = f
}




e2 + f2 − β2
)
(C.6)
where β = a
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