Abstract: This paper presents a posteriori error estimates for the hp{version of the boundary element method. We discuss two rst kind integral operator equations, namely Symm's integral equation and the integral equation with a hypersingular operator. The computable upper error bounds indicate an algorithm for the automatic hp{adaptive mesh{re nement. The e ciency of this method is shown by numerical experiments yielding almost optimal convergence even in the presence of corner singularities. AMS(MOS): 65N35, 65R20, 65D07, 45L10.
Introduction
In the numerical treatment of partial di erential equations hp{methods are established for the e cient solution of problems even if they are involving corner singularities. The exponential convergence is proved for the boundary element method (BEM) in 2] where we know a priori how to re ne the mesh: geometric grading with linear (decreasing) distribution of polynomial degrees towards corner singularities. In general, for example treating singular or nearly singular data or in case of a smooth boundary with high curvature, the precise information is missing or is, e.g., in case of elasticity operators with nonhomogeneous coe cients, only obtained very di cultly and costly. In these situations, a self{adaptive mesh{re nement is an important tool for the e cient numerical solution.
Although hp{methods and adaptive methods are well established for the nite element method, comparably little is known for the BEM: cf. 9, 12, 15, 18] for hp{methods and 7, 8, 10, 14, 15, 16, 20, 21] for h{adaptive methods. Clearly, to gain exponential convergence we need to use the hp{method adaptively; numerical experiments can be found in 14, 15, 16] lacking a rigorous justi cation.
In this paper we present a{posteriori estimates for the hp{version of the BEM. The computable error bound is important in itself for the reliability of a numerical computation. Here we use the upper bound to steer the mesh{re nement even if the number of degrees of freedom is small. For coarse meshes, a priori information on the asymptotic behavior are not applicable to balance a global re nement for part of the domains with smooth solutions and a local re nement towards singularities. But for an e cient treatment you have to do this with only a few degrees of freedom. We address this questions considering two prototypes of rst kind integral equations:
Symm's integral equation (with a pseudo{di erential operator of order ?1) related to the Dirichlet problem for the Laplacian, and the hypersingular equation (with the normal derivative of the double layer potential; a pseudo{di erential operator of order +1), equivalently related to the Neumann problem for the Laplacian, in x3 and x4. Observation shows that the abstract framework for the derivation of a posteriori estimates, given in 7] and recalled in x2 for convenient reading, is feasible for hp{methods as well. The resulting a posteriori estimates depend on the sum of the local residuals where the latter are weighted with the factor h j p j ; h j denotes the length of the element ? j and p j the polynomial degree of the BEM Galerkin solution on ? j . Based on these estimates we formulate an hp{adaptive algorithm in x5. The implementation of the hp{adaptive BEM is described in x6, numerical experiments are reported in x7. The 
We apply the Galerkin method to approximate u. Let 
The constant C := c kA ?1 k L(Y ;X) depends on A and the interpolation constant c .
Proof:
To be self contained we give a brief outline of the proof. 
The proof is concluded by standard duality arguments using (2) and (3) k
The crucial point is that can explicitly be determined in applications. Here G(x; y) := ? 1 log jx ? yj for n = 2, G(x; y) := c n jx ? yj ?n for n 3 with some constant c n > 0. In (5) 
for all q with 0 q k and := minfp j + 1; kg. The constant C k > 0 depends only on k but not on h or p.
Proof:
The assertion is proved in 3, Lemma 4.5] for n = 3 and in 18] for n = 2; we remark that we enlarge the nominator by 1 changing the constant C k to allow p j = 0 (in which case the assertion is well{known). 
Since there is no continuity required across inter element boundaries it remains to prove for each element ? j that
From Lemma 3 we obtain with, k = 1 and q = 0,
It is known that we can replace the H 1 {norm in the right{hand side of (9) 
After the decision to "re ne element ? j " according to (13) (15) where we have to pay attention to the fact, that z 0 depends on y. Next we deal with the inner integral of (15) . With equation (14) Given a harmonic function u, then functions f and g on the right hand side of the integral equations (5) and (10) 
Conclusions
The conclusions in the two examples are analogous and can be described as follows. The hp{adaptive BEM re nes the mesh towards the singularity and increases the polynomial degree on elements not close to the singularity. Note carefully, that only the origin is a singular point but the other corner points (potentially yielding singularities as well) are treated correctly, i.e., no h{re nement but p{increase. So far the meshes indicate that the hp{self adaptive scheme mimics a geometric mesh grading which is regarded as an optimal strategy. However, the moderate use of p{increase is perhaps surprising but is caused by the fact that the approximation error is very high near the singularity and comparably low in the remaining part of the boundary. So the main increase of degrees of freedom is caused by a local h{re nement to approximate the singularity.
The plots in Figure 1 and 6 represent the relative errors in the energy norm as a function of degrees of freedom for various experiments connected by straight lines. Note the logarithmic scaling on both axis so that an algebraic convergence results in a straight line with a slope which is the experimental convergence rate. One observes convergence rates for the uniform h{ and p{method which are poor according to the singularity (see 18] for a proof of that). The hp{method used with various gradings gives a better convergence, the curve is concave not a straight line. To check if we have exponential convergence or not we consider Figure 2 and 7 where the error is plotted in a logarithmic scale while the number n of degrees of freedom is increased with a square root, i.e., the x axis shows p n. A straight line in this picture indicates exponentially fast convergence and this is observed for the hp{version with a geometrically graded mesh as well as for the adaptive hp{method introduced in x5. This proves numerically, that our adaptive hp{ BEM is of exponential convergence and hence a powerfull tool in the e cient treatment of integral equations of the rst kind. 
