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ON THE FAMILIES OF POLYNOMIALS FORMING A PART OF
THE SO-CALLED ASKEY–WILSON SCHEME AND THEIR
PROBABILISTIC APPLICATIONS.
PAWE L J. SZAB LOWSKI
To the memory of Richard Askey
Abstract. We review the properties of six families of orthogonal polynomi-
als that form the main bulk of the collection called the Askey–Wilson scheme
of polynomials. We give connection coefficients between them as well as the
so-called linearization formulae and other useful important finite and infinite
expansions and identities. What seems to be the vital part of the paper is the
presentation of probabilistic models where most of these families of polyno-
mials appear. These results were scattered within the literature in recent 15
years. We put them together to enable an overall outlook on these families
and understand their crucial roˆle in the attempts to generalize Gaussian dis-
tribution and find their bounded support generalizations. The paper is based
on 63 positions of predominantly recent literature.
Part 1. Introduction
The aim of this paper is to review the basic properties of the orthogonal polyno-
mials of one variable, that constitute a part of the so-called Askey-Wilson (briefly
AW) scheme. The AW scheme of orthogonal polynomials is a large family of or-
thogonal polynomials that can be divided into 5 subsets of orthogonal polynomials
and each of these subsets is characterized by the common number of parameters
that define a given subset. Even though we do not analyze and review all families
of polynomials that form AW scheme, but only part of it for the sake of brevity,
we will refer to this part as to the AW scheme. The whole AW scheme is presented
in e.g. [26]. In fact, among parameters, there is one playing a special role. It
will be traditionally denoted by the letter q and, usually, it will be assumed that
q ∈ [−1, 1). All other parameters defining appropriate families of polynomials will
be denoted by a, b, c, d . Hence we will discuss the family characterized by 1 param-
eter q. In fact, in the one-parameter family, there are two families of polynomials
that have some importance. Namely, one of them constitutes the so-called Rogers-
Szego¨ family that are not orthogonal and closely related with them the so-called
q−Hermite polynomials. The next is the family with 2 parameters, i.e. q and a.
Here we will have the so-called big q−Hermite polynomials and the so-called Rogers
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or q−ultraspherical polynomials. Then we have 3 parameter family of polynomials.
Here are the so-called Al-Salam–Chihara polynomials. Then we have 4 parameter
family including, the so-called continuous dual Hahn polynomials. Finally, we have
the so-called Askey-Wilson polynomials a large family of polynomials depending on
5 parameters q, a, b, c, d.
Apart from these families, we will consider the so-called Chebyshev polynomials
of the first and the second kind, whose some linear combinations are important
as the special cases for q = 0 of the considered in this paper, families of polyno-
mials. We will also consider the so-called Hermite (more precisely the so-called
probabilistic Hermite polynomials) that is monic polynomials that are orthogonal
with respect to exp(−x2/2)/√2pi i.e. the density of the so-called Normal N(0, 1)
(or Gaussian) distribution.
Why these families of polynomials are important. Well, because firstly, they have
nice applications in mathematical analysis, combinatorics and what is surprising in
probability theory, providing examples of compactly supported families of distribu-
tions and stochastic processes. We will present most known of these probabilistic
applications, since they seem to be less obvious and popular among the probabilists
as well as among specialist in the so-called q−series theory.
The polynomials that we are going to present are in fact of two types that can
be distinguished on the base of possible applications. They differ in fact in so
to say, re-scaling. That is if one transforms linearly the support of the measure
that makes a particular family of polynomials orthogonal then we switch between
these two types of polynomials. The main difference between them, as stated
above, lies in the possible applications. Namely polynomials of the first type have
applications in the theory of orthogonal polynomials and combinatorics, while the
polynomials of the second type appear mostly in stochastic applications since the
linear transformation of the support enables consideration of the case q → 1− which
results in including the Gaussian case in all applications. That enables comparison
of the properties of the probabilistic models built with the help of AW polynomials
with the properties of the Gaussian case. For probabilists such comparisons are
very important.
Basically, the paper consists of three parts: the first one 1 is an introduction as
well as is dedicated to the notation and the introduction of some auxiliary families
of polynomials, the second one 2 is devoted to the polynomials of the first type and
the third 3 deals with the stochastic application and description of new interesting
families of distributions and stochastic processed that emerge here. Also to some
infinite expansions called kernels. The examination, if such kernel is nonnegative
for a given range of unknowns, is important in probability theory leading to the
so-called Lancaster kernels.
Part 2 will be divided into sections referring to the number of parameters the
polynomials presented in this subsection depend upon. Since all polynomials, ex-
cept for some auxiliary ones, will depend on parameter q we will not count it. Hence
the sections will present polynomials depending on 0, 1, 2, 3, 4.
All polynomials, that we are going to present here, belong to the so-called
q−series theory, a part of mathematical analysis. This branch of analysis developed
rapidly in the last 20 years of the previous century. Now the flow of new results
has ceased. However, about 20 years ago, there appeared the paper of W. Bryc [7]
where the links between q−series theory and the theory of stochastic processes came
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into the light for the first time. Since then, there were published several papers
where practically all families of orthogonal polynomials mentioned in this paper
have their probabilistic interpretation (after proper re-scaling. described below).
In Section 3 we will present all known of these applications.
To define these polynomials and briefly describe their properties one has to adopt
the notation used in q-series theory. Moreover, the terminology concerning these
polynomials is not fixed and under the same name appear sometimes different, but
related to one another families of polynomials. Thus, one has to be aware of these
differences.
That is why the next section of the paper is devoted to notation, definitions and
the next one 2 to the presentation of some auxiliary families of polynomials. The
following Part 2 is dedicated to the definitions and basic properties of the families of
polynomials that form AW scheme and the measures that makes them orthogonal
are supported on [−1, 1]. We present there also some ’finite expansions’ formulae
establishing relationships between these families of polynomials, including listing
known the so-called ’connection coefficients’ and ’linearization’ formulae. The last
Part 3 is devoted to the probabilistic applications, that is, more precisely, to the
description of probabilistic models where polynomials from AW scheme appear
including infinite expansions, in particular kernels involving discussed polynomials.
It consists of two subsections the first of which is devoted to different generalizations
of the Mehler expansion formula, the second one to some useful infinite expansions
including reciprocals of some kernels that have auxiliary meaning.
1. Notation and definitions
q is a parameter. We will assume that −1 < q ≤ 1 unless otherwise stated. The
case q = 1 may not always be considered directly, but sometimes as left-hand side
limit ( i.e. q −→ 1−). We will point out these cases.
We will use traditional notation of the q−series theory i.e. [0]q = 0; [n]q =
1 + q + . . .+ qn−1, [n]q! =
∏n
j=1 [j]q , with [0]q! = 1,
[
n
k
]
q
=
{
[n]q !
[n−k]q ![k]q ! , n ≥ k ≥ 0
0 , otherwise
.
(
n
k
)
will denote the ordinary, well known binomial coefficient.
It is useful to use the so-called q−Pochhammer symbol for n ≥ 1 :
(a; q)n =
n−1∏
j=0
(
1− aqj) , (a1, a2, . . . , ak; q)n =
k∏
j=1
(aj ; q)n .
with (a; q)0 = 1.
Often (a; q)n as well as (a1, a2, . . . , ak; q)n will be abbreviated to (a)n and
(a1, a2, . . . , ak)n , if it will not cause misunderstanding.
We will also use the following denotation ⌊n⌋ to denote the largest integer not
exceeding n.
It is worth to mention the following two formulae, that are well known. Namely,
the following formulae are true for |t| < 1, |q| < 1 (derived already by Euler, see [3]
4 PAWE L J. SZAB LOWSKI
Corollary 10.2.2)
1
(t)∞
=
∑
k≥0
tk
(q)k
,(1.1)
(t)∞ =
∑
k≥0
(−1)kq(k2) t
k
(q)k
.(1.2)
It is easy to notice that (q)n = (1− q)n [n]q! and that[
n
k
]
q
=
{
(q)n
(q)n−k(q)k
, n ≥ k ≥ 0
0 , otherwise
.
The above-mentioned formula is just an example where direct setting q = 1 is
senseless however, the passage to the limit q −→ 1− makes sense.
Notice that, in particular [n]1 = n, [n]1! = n!,
[
n
k
]
1
=
(
n
k
)
, (a)1 = 1 − a,
(a; 1)n = (1− a)n and [n]0 =
{
1 if n ≥ 1
0 if n = 0
, [n]0! = 1,
[
n
k
]
0
= 1, (a; 0)n ={
1 if n = 0
1− a if n ≥ 1 .
i will denote imaginary unit, unless otherwise clearly stated. Let us define also:
(
aeiθ, ae−iθ
)
∞ =
∞∏
k=0
v
(
x|aqk) ,(1.3)
(
tei(θ+φ), tei(θ−φ), te−i(θ−φ), te−i(θ+φ)
)
∞
=
∞∏
k=0
w
(
x, y|tqk) ,(1.4)
(
ae2iθ, ae−2iθ
)
∞ =
∞∏
k=0
l
(
x|aqk) ,(1.5)
where,
v(x|a) = 1− 2ax+ a2,(1.6)
l(x|a) = (1 + a)2 − 4x2a,(1.7)
w(x, y|a) = (1− a2)2 − 4xya(1 + a2) + 4a2(x2 + y2)(1.8)
and, as usually in the q−series theory, x = cos θ and y = cosφ.
We will use through the paper the following way of obtaining infinite expansions
of the type ∑
j≥0
anpn(x),
that are convergent almost everywhere on some subset of R. Namely, in sight of [42]
the following setting is considered. Say we have two measures on R both having
densities say f and g. Suppose that, we know that
∫
(f/g)2gdx is finite. Further
suppose also, that we know two families of orthogonal polynomials {αn} and {βn} ,
such that the first one is orthogonal with respect to the measure having the density
f and the other is orthogonal with respect to the measure having the density g.
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Then we know that f/g can be expanded in an infinite series
∑
n≥0
anβn(x),
that is convergent in L2(R, g). We know in particular that
∑
n≥0 |an|2 < ∞. If
additionally
∑
n≥0 |an|2 log2(n+1) <∞, then by the Rademacher–Meshov theorem,
we deduce that the series in question converges not only in L2, but also almost
everywhere with respect to g.
The point is that, in the sequel, all considered densities will be supported only
on the segment [−1, 1], for the proper values of some additional parameters all these
densities are bounded and hence they ratios will be square integrable. Thus we will
get condition
∑
n≥0 |an|2 <∞ satisfied for free. Moreover, in all cases we will have
|an|2 ≤ rn for some r < 1. Hence the condition
∑
n≥0 |an|2 log2(n+ 1) <∞ is also
naturally satisfied. If one knows connection coefficients between the families {αn}
and {βn} i.e. a set of coefficients {ck,n}n≥1,0≤k≤n satisfying
βn(x) =
n∑
k=0
ck,nαk(x),
then an = c0,n/
∫
β2ngdx.
We will refer to this type of reasoning as D(ensity) E(expansion) I(idea) (*,*)
(that is DEI(*,*)) where the stars point out to the connection coefficient formulae
and the formula for
∫
β2ngdx.
Apart from these expansions that lead to new, so to say, generating functions
of some families of polynomials we will consider, together with some families of
orthogonal polynomials say, {pn(x|q)} depending on the parameter |q| < 1, another
auxiliary family defined by:
pˆn(x|q) =
{
(−1)nq(n2)pn(x|q−1) if q 6= 0
(−1)n limq→0 q(
n
2)pn(x|q−1) if q = 0
.
These polynomials also satisfy three-term recurrence related to the one satisfied by
the polynomials {pn} however, they are not orthogonal with respect to a nonneg-
ative measure. They will play an important, auxiliary roˆle. It will turn out, that
they are equal to some finite sums, whose values and properties can be easily found
and examined due to the simple form of three-term recurrence they satisfy. We will
try to stick to the convention, that these auxiliary polynomials will be denoted by
”hut” above the name of the orthogonal polynomials. With a few exceptions where
the names of these auxiliary polynomials are already set.
The following convention will help in orderly listing of the properties of the
discussed families of polynomials. Namely, the family of polynomials whose names
start with say a letter A will be referred to as A (similarly for the lower case a).
Let us also define the following sets of polynomials and present their generating
functions and measures with respect to which these polynomials are orthogonal if
these measures are positive.
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2. Important auxiliary families of orthogonal polynomials
2.1. Hermite. The Hermite polynomials are defined by the following 3−term re-
currence (2.1), below:
(2.1) xHn (x) = Hn+1 (x) + nHn−1,
with H0 (x) = H1 (x) = 1. They slightly differ from the Hermite polynomials hn
considered in most of the books on special functions. Namely
2xhn (x) = hn+1(x) + 2nhn−1(x),
with h−1 (x) = 0, h0 (x) = 1.
It is known that polynomials {hn} are orthogonal with respect to exp
(−x2)
while the polynomials {Hn} with respect to exp
(−x2/2) . Moreover Hn (x) =
hn
(
x/
√
2
)
/
(√
2
)n
. Besides we have (see [3] 6.1.7)
exp
(
xt− t2/2) = ∑
k≥0
tk
k!
Hk (x) ,(2.2)
exp
(
2xt− t2) = ∑
k≥0
tk
k!
hk (x) .(2.3)
2.2. Chebyshev. They are of two kinds. The Chebyshev polynomials of the first
kind {Tn}n≥−1 as well as Chebyshev polynomials of the second {Un}n≥−1 kind are
defined by the the same following 3−term recursion
(2.4) 2xTn (x) = Tn+1 (x) + Tn−1 (x) ,
for n ≥ 1, with different, however, initial conditions: namely with T−1(x) = x,
U−1(x) = 0, T0 (x) = U0(x) = 1.
One can define also these two families of polynomials in the following way for
n ≥ 0:
Tn (cos θ) = cos (nθ) ,(2.5)
Un (cos θ) =
sin (n+ 1) θ
sin θ
.(2.6)
We have (see e.g. [19] or [3])
∫ 1
−1
Tn (x) Tm (x)
dx
pi
√
1− x2 =


1 if m = n = 0
1/2 if m = n 6= 0
0 if m 6= n
,
∫ 1
−1
Un (x)Um (x)
2
√
1− x2
pi
dx =
{
1 if m = n
0 if m 6= n ,
and for |t| ≤ 1
∞∑
k=0
tkTk (x) =
1− tx
v(x|t) ,(2.7)
∞∑
k=0
tkUk (x) =
1
v(x|t) ,(2.8)
where v(x|t) is given by (1.6).
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2.3. Rogers-Szego¨. These polynomials are defined by the equality:
sn (x|q) =
n∑
k=0
[
n
k
]
q
xk,
for n ≥ 0 and s−1 (x|q) = 0. They will be playing here an important, auxiliary roˆle.
One can easily notice (by changing the order of summation and using (1.1)) that
for all |t| < 1, q ∈ [−1, 1) we have:
(2.9)
∑
k≥0
tk
(q)k
sk(x|q) = 1
(tx)∞(t)∞
.
In the sequel, the following identities discovered by Carlitz (see Exercise 12.2(b)
and 12.2(c) of [19]), true for |q| , |t| < 1 of which the first one is trivial in the face
of (2.9):
(2.10)
∞∑
k=0
sk (1|q) tk
(q)k
=
1
(t)
2
∞
,
∞∑
k=0
s2k (1|q) tk
(q)k
=
(
t2
)
∞
(t)
4
∞
,
will allow to show convergence of many considered in the sequel series.
Part 2. Askey-Wilson scheme supported on [−1, 1]
3. 0 parameter families
3.1. q-Hermite.
3.1.1. 3 term recurrence. The q−Hermite polynomials are defined by the following
three-term recurrence :
(3.1) 2xhn(x|q) = hn+1(x|q) + (1− qn)hn−1(x|q),
for n ≥ 1 with h−1(x|q) = 0, h0(x|q) = 1.
In particular one shows (see e.g. [19](13.1.7)), that:
(3.2) hn (x|q) = einθsn
(
e−2iθ|q) ,
where x = cos θ, and that:
sup
|x|≤1
|hn (x|q)| ≤ sn (1|q) .
The polynomials hn are often called the continuous q−Hermite polynomials.
Since the terminology is not fixed, we will use the name q−Hermite polynomials
for brevity.
3.1.2. Orthogonality relation. We have
(3.3)
∫ 1
−1
hn (x|q) hm (x|q) fh (x|q) dx =
{
(q)n if m = n
0 if m 6= n ,
where we denoted
(3.4) fh (x|q) = 2 (q)∞
√
1− x2
pi
∞∏
k=1
l
(
x|qk) ,
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and where l (x|a) is given by (1.7). It is worth to mention, that fh can be expanded
in an infinite series. Namely, we have
(3.5) fh(x|q) = 2
√
1− x2
pi
∞∑
k=0
(−1)kq(k+12 )U2k(x),
that was proved in [52], basically for the linearly transformed x, but that can be
easily brought for the above mentioned form.
3.1.3. Generating function. Following (3.2) and (2.9), one can easily derive the
following formula for the generating function of q−Hermite polynomials (see also
[26](14.26.11))
(3.6)
∞∑
j=0
tj
(q)j
hj (x|q) = 1∏∞
k=0 v (x|tqk)
,
where v(x|t) = 1− 2tx+ t2. In the sequel, we will use denotation:
ϕh(x|t, q) =
1∏∞
k=0 v (x|tqk)
.
(3.6) is convergent for |x| ≤ 1, |t| < 1. In fact, one can give two more generating
functions for these polynomials. They are given by the formulae (3.26.12) and
(3.26.13) in [27] ) and are less legible.
Using DEI((4.15),(3.3)), we get for all |q| , |β| , |x| < 1,
(3.7)
∑
k≥0
βk
(q)k(β)k+1
h2k(x|q) = (β
2)∞
(β)2∞
∏∞
j=0 l(x|βqj)
.
Similarly, basing on (5.8) and the ideas of [42], we get for max(|x| , |a| , |b| , |q|) < 1:
(ab)∞ϕh(x|a, q)ϕh(x|b, q) =
∑
j≥0
(ab)j/2
(q)j
hj(
(a+ b)
2(ab)1/2
|q)hj(x|q),
which is nothing else but the famous Poisson-Mehler expansion formula.
3.1.4. Connection coefficients, linearization formulae and other finite expansions
formulae. One has to mention one other important formula, so-called ”change of
base formula” relating polynomials hn(x|p) and hn(x|q). Namely, we have
hn(x|p) =
⌊n/2⌋∑
k=0
hn−2k(x|q)
k∑
j=0
(−1)j pk−jqj(j+1)/2
[
n− 2k + j
j
]
q
(3.8)
×(
[
n
k − j
]
p
− pn−2k+2j+1
[
n
k − j − 1
]
p
),
that was proved say in [20], [5] or [17] (formula 7.2).
Remembering that hn(x|0) = Un(x) and then setting p = 0 and then, later,
setting p = q and q = 0 in 3.8, we arrive at the following two formulae.
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Un (x) =
⌊n/2⌋∑
j=0
(−1)j qj(j+1)/2
[
n− j
j
]
q
hn−2j (x|q) ,(3.9)
hn (y|q) =
⌊n/2⌋∑
k=0
qk − qn−k+1
1− qn−k+1
[
n
k
]
q
Un−2k (y) .(3.10)
We have also the following, very useful, the so-called linearization formula, true
for n,m ≥ 0 and all x and q.
(3.11) hn (x|q)hm (x|q) =
min(n,m)∑
j=0
[
m
j
]
q
[
n
j
]
q
(q)jhn+m−2j (x|q) .
This formula can be extended, but is not as legible as the one above:
hn (x|q)hm (x|q) hk (x|q) =(3.12)
⌊(k+m+n)/2⌋∑
j=0

min(m,n,m+n−j)∑
r=max(j−k,0)
[
m
r
]
q
[
n
r
]
q
[
k
j − r
]
q
[
m+ n− 2r
j − r
]
q
(q)r(q)j−r


×hn+m+k−2j (x|q) .
What is interesting one can easily get the characteristic function of numbers
Aj,k,n,m =
∫ 1
−1
hj(x)hk(x)hn(x)hm(x)fh(x)dx.
Namely, following [42](Remark 2.2) we have:
∞∑
j,k,n,m=0
ajbkcndm
(q)j (q)k (q)n (q)m
Ai,j,k,l =
(abcd)∞
(ab, ac, ad, bc, bd, cd)∞
.
Hence, setting d = 0 in the above-mentioned formula, we get
∞∑
j,k,n=0
ajbkcn
(q)j (q)k (q)n
∫ 1
−1
hj(x)hk(x)hn(x)fh(x)dx =
1
(ab, ac, bc)∞
.
3.2. q−1−Hermite. This is an auxiliary, however important family of polynomials.
It is related to the family of q-Hermite polynomials by the formula
(3.13a) bn (x|q) =
{
(−1)n q(n2)hn
(
x|q−1) . if q 6= 0
(−1)n limq−>0 q(
n
2)hn
(
x|q−1) if q = 0 .
3.2.1. 3 term recurrence. It is easy to note that these polynomials satisfy the fol-
lowing three-term recurrence :
(3.14) bn+1 (x|q) = −2qnxbn (y|q) + qn−1(1 − qn)bn−1 (x|q) ,
with b−1 (x|q) = 0, b0 (x|q) = 1. From Favard’s theorem it follows that polynomials
defined by (3.14) cannot be orthogonal with respect to a nonnegative measure for
|q| < 1.
Notice that b−1(x|0) = 0, b0(x|0) = b2(x|0) = 1, b1(x|0) = −2x, bn(x|0) = 0 for
n ≥ 3.
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Polynomials {bn} are important. They help to define new families of orthogonal
polynomials.
3.2.2. Generating function. To see nice roˆle of these polynomials let us recall that
recently (see [56] Lemma 2(a)) it was shown for |t| , |q| < 1 :
1/ϕh(x|t, q) =
∞∏
k=0
v
(
x|tqk) =∑
n≥0
tn
(q)n
bn(x|q).
3.3. Connection coefficients, linearization formulae and finite expansions
formulae involving q-Hermite and q−1-Hermite polynomials. To appreciate
the importance of polynomials {bn} let us recall several formulae that expose the
interrelation between them and the q-Hermite polynomials. They are related by
the following formula:
(3.15) bn (x|q) = (−1)n q(
n
2)
⌊n/2⌋∑
k=0
[
n
k
]
q
[
n− k
k
]
q
(q)kq
k(k−n)hn−2k (x|q) ,
that was proved in [47] Lemma 2 assertion i. Further, we have for all n,m ≥ 0 :
(3.16)
n∑
k=0
[
n
k
]
q
bn−k (x|q) hk+m (x|q) =
{
0 if n > m
(−1)nq(n2) (q)m(q)m−n hm−n (x|q) if m ≥ n
.
that was proved also in [47] Lemma 2 assertion iii.
We also have in [47] Lemma 2 assertion ii for: ∀n,m ≥ 0 :
(3.17)
hm (x|q) bn (x|q) = (−1)nq(
n
2)
⌊(n+m)/2⌋∑
k=0
[
n
k
]
q
[
n+m− k
k
]
q
(q)kq
−k(n−k)hn+m−2k (x|q) .
4. 1-parameter families
4.1. Big continuous q−Hermite polynomials.
4.1.1. 3 term recurrence. This family of polynomials satisfies the following three-
term recurrence :
(4.1) (2x− aqn)hn (x|a, q) = hn+1 (x|a, q) + (1− qn)hn−1 (x|a, q) ,
with, h−1(x|a, q) = 0 and h0(x|a, q) = 1.
4.1.2. Orthogonality relation. As far as orthogonality relations are concerned, one
has to distinguish two cases |a| < 1 and and a > 1. In the first situation, there
exists an absolutely continuous measure with the density equal to
(4.2) fbh(x|a, q) = fh(x|q)ϕh(x|a, q),
where fh is given by (3.4). The fact that then fbh integrates to 1 is obvious since
then we have expansion (3.6). In case of a > 1 we have to assume that q > 0
and then orthogonalizing measure has the density given by (4.2) but it has also
#
{
k : 1 < aqk < a
}
atoms at the points
(4.3) xk = (aq
k + a−1q−k)/2,
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with the weights
wˆk =
(1− a2q2k)(a−2)∞(a2)k
(1− a2)(q)k q
−(3k2+k)/2(
−1
a4
)k.
For |a| < 1 we have
(4.4)
∫ 1
−1
hn (x|a, q)hm (x|a, q) fbh (x|q) dx =
{
(q)n if m = n
0 if m 6= n ,
Remark 1. Notice that for |a| < 1, fbh can be expanded in the following way:
fbh(x|a, q) = fh(x|q)
∑
k≥0
ak
(q)k
hk(x|q).
This will later generalized in two ways.
4.1.3. Connection coefficients, linearization formulae and finite expansions formu-
lae. One can easily show (by calculating generating function and comparing it with
(4.7), below, and then applying (1.3)) that
hn (x|a, q) =
n∑
k=0
[
n
k
]
q
(
aeiθ
)
k
ei(n−2k)θ,
where, as usual, x = cos θ. From this equality follow immediately the following two
formulae:
hn (x|a, q) =
n∑
k=0
[
n
k
]
q
(−1)kq(k2)akhn−k (x|q) ,(4.5)
hn(x|q) =
n∑
k=0
[
n
k
]
q
akhn−k(x|a, q).(4.6)
For more connection coefficients see Section 8, below.
4.1.4. Generating function. We have (see e.g. [26](14.18.13)), that :
(4.7)
∞∑
j=0
tj
(q)j
hj (x|a, q) = (at)∞∏∞
k=0 v (x|tqk)
= (at)∞ϕh(x|t, q),
for |at| < 1 and ϕh denotes as before the right-hand side of (3.6). Again, one can
give two more formulae for slightly differently defined generating functions of these
polynomials, namely (3.18.14) and (3.18.15) in [27].
Again using DEI((4.6),(4.4)) we end up with the following expansion:
(4.8) 1/ϕh(x|a, q) =
∞∏
j=0
v(x|aqj) =
∞∑
k=0
q(
k
2) (−a)
k
(q)k
hn(x|a, q).
Remark 2. Notice that for q = 0 (4.1)is identical with (2.4) for n ≥ 1. Besides
we have hn(x|0) = 2x − a = U1(x) − aU0(x), hence we deduce that for n ≥ −1 we
have:
hn(x|0) = Un(x) − aUn−1(x).
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4.2. Big continuous q−1−Hermite polynomials. Like in the case of q−Hermite
polynomials we define an auxiliary family of polynomials {rn}n≥−1 that we will call
big continuous q−1−Hermite polynomials . They are defined by the relationship
hˆn(x|a, q) = (−1)nq(
n
2)hn(x|a, q−1),
for all n ≥ −1.
4.2.1. Three term recurrence. It’s elementary to check that they satisfy the follow-
ing three-term recurrence :
hˆn+1(x|a, q) = (2xqn − a)hˆn(x|a, q)− qn−1(1 − qn)hˆn−1(x|a, q),
with hˆ−1(x|a, q) = 0 and hˆ0(x|a, q) = 1. They are obviously not orthogonal as it
follows from Favard’s theorem. However, they play important auxiliary roˆle similar
to the roˆle played by the polynomials {bn}. Namely, we have for n ≥ 0
hˆn(x|a, q) =
n∑
k=0
[
n
k
]
q
akbn−k(x|q),(4.9)
n∑
j=0
[
n
j
]
q
hˆj(x|a, q)hn−j(x|a, q) = 0.(4.10)
(4.9) follows directly from the definition of polynomials bn and (4.5). (4.10)
follows (4.9), (4.6), change the order of summation and finally (3.16).
Remark 3. It is easy to note that hˆ1(x|a, 0) = a − 2x, hˆn(x|a, 0) = an−2v(x|a),
for n ≥ 2.
4.2.2. Generating function. We have for |at| < 1 :
1/
∞∑
j=0
tj
(q)j
hj (x|a, q) = 1
(at)∞
∞∏
j=0
v(x|tqj) =
∑
k≥0
tk
(q)k
hˆk(x|a, q).
Firstly we apply (4.10) and then change of the order of summation.
4.3. Continuous q−utraspherical polynomials.
4.3.1. 3 term recurrence. It turns out, that the polynomials {hn}n≥−1 are also re-
lated to another family of orthogonal polynomials {Cn (x|β, q)}n≥−1 , which was
considered by Rogers in 1894 (see [36]). Now, they are called the continuous
q−utraspherical polynomials. The polynomials Cn can be defined through their
3−recurrence (see [26](14.10.19))
(4.11) 2(1−βqn)xCn(x|β, q) = (1−qn+1)Cn+1 (x|β, q)+(1−β2qn−1)Cn−1 (x|β, q) ,
for n ≥ 0, with C−1 (x|β, q) = 0, C0 (x|β, q) = 1, where β is a real parameter such
that |β| < 1. One shows (see e.g. [19](13.2.1)) that for |q| , |β| < 1, ∀n ∈ N :
Cn (x|β, q) =
n∑
k=0
(β)k (β)n−k
(q)k (q)n−k
ei(n−2k)θ,
where x = cos θ.
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4.3.2. Orthogonality relation. We have (see e.g. [19](13.2.4)):
(4.12)
∫ 1
−1
Cn (x|β, q)Cm (x|β, q) fC (x|β, q) dx =
{
0 if m 6= n
(β2)
n
(1−βqn)(q)n if m = n
,
where
(4.13) fC(x|β, q) = (β
2)∞
(1− β)(β, βq)∞ fh (x|q) /
∞∏
j=0
l
(
x|βqj) ,
with, as before, l(x|a) = (1 + a)2 − 4x2a.
4.3.3. Connection coefficients, linearization formulae and finite expansions formu-
lae. We have the celebrated connection coefficient formula for the Rogers polyno-
mials see [19],(13.3.1).
(4.14) Cn (x|γ, q) =
⌊n/2⌋∑
k=0
βk (γ/β)k (γ)n−k
(
1− βqn−2k)
(q)k (βq)n−k (1− β)
Cn−2k (x|β, q) .
As special cases (once γ = β, β = 0 and then γ = 0) we get the following useful
formulae:
For |β| , |γ| < 1 :
Cn (x|β, q) =
⌊n/2⌋∑
k=0
(−β)k q
k(k−1)/2 (β)n−k
(q)k(q)n−2k
hn−2k (x|q) ,(4.15)
hn (x|q) =
⌊n/2⌋∑
k=0
βk
(q)n
(
1− βqn−2k)
(q)k(1− β) (βq)n−k
Cn−2k (x|β, q) .(4.16)
4.3.4. Generating function. It is also known (see [27] (3.10.25)), that
(4.17)
∞∑
k=0
tkCk (x|β, q) =
∞∏
k=0
v
(
x|βtqk)
v (x|tqk) .
Again one can give several other (less legible) generating functions involving these
polynomials given by (3.10.260-(3.10.31) in [27].
Remark 4. We have (following formula (3.2)):
Cn (x|0, q) = hn (x|q)
(q)n
.
Remark 5. Notice that taking β = q we get Cn(x|q, q) = Un(x). To see this put β
= q in (4.11) and cancel out by qn+1.
Remark 6. For q = 0 we have (by (4.17)
∞∑
k=0
tkCk (x|β, 0) = 1− 2βtx+ β
2t2
1− 2tx+ t2 ,
from which we deduce that for n ≥ 1 we have:
Cn(x|β, 0) = (1 − β)Un(x) − β(1− β)Un−2(x)
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5. 2 parameter family
5.1. Al-Salam–Chihara.
5.1.1. 3 term recurrence. In the literature connected with the special functions
as the Al-Salam–Chihara (ASC) function the following polynomials defined recur-
sively:
(5.1)
(2x−(a+b)qn)Qn (x|a, b, q) = Qn+1 (x|a, b, q)+(1−abqn−1)(1−qn)Qn−1(x|a, b, q),
with Q−1 (x|a, b, q) = 0, Q0 (x|a, b, q) = 1.
Remark 7. Notice, that polynomials Qn depend only on s = a + b and p = ab.
These are their real parameters. Notice also, that for any set of values of s and p
we get two sets of values of a and b (possibly complex). Further notice, that if a+ b
and ab are real then each polynomial Qn has real coefficients. This, of course, may
happen if either both a and b are real or the form a conjugate pair.
Remark 8. From Favard’s theorem ([19]) it follows that if |ab| ≤ 1, then there
exists a positive measure with respect to which polynomials Qn are orthogonal.
Comparing (5.1) with (4.1) one can notice that when a = 0, then we deal with
big q-Hermite polynomials.
Sometimes it turns out to be useful to change parameters in the case when
ab ≥ 0 we will sometimes introduce parameters ρ and y defined by the following
relationships:
a+ b = 2ρy, ab = ρ2.
Polynomials Qn with these parameters will be denoted pn. More precisely, for ρ
and y defined by the above mentioned relationship, we define
(5.2) pn(x|y, ρ, q) = Qn(x|a, b, q).
5.1.2. Orthogonal relations. For details see [26](14.8.3). We have the following or-
thogonality relationships (see [26](14.8.2)) satisfied for |a| , |b| < 1:
(5.3)∫ 1
−1
Qn (x|a, b, q)Qm (x|a, b, q) fQ (x|a, b, q) dx =
{
0 if n 6= m
(q)n (ab)n if m = m
,
where
(5.4) fQ (x|a, b, q) = (ab)∞fh(x|h)ϕh(x|a, q)ϕh(x|b, q).
As in the case of big q−Hermite polynomials, if one of the parameters a and b
is greater than 1, then the measure that makes ASC polynomials orthogonal, has
#{k : 1 < aqk < a} atoms located at points xk defined by (4.3) with weights given
by :
wˆk =
(a−2)∞(1 − a2q2k)(a2, ab)k
(b/a)∞(1− a2)(q, aq/b)k q
−k2(
1
a3b
)k.
Remark 9. Notice, that following ([45], (2.7) ) for |a| , |b| < 1 the density fQ can
expanded in the following way:
(5.5) fQ(x|a, b, q) = fh (x|q)
∞∑
j=0
S
(2)
j (a, b)
(q)j
hj (x|q) ,
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where S
(2)
j (a, b) =
∑j
n=0
[
j
n
]
q
anbj−n and also (following [51], (2.13)) in the follow-
ing way:
fQ(x|a, b, c) = fbh(x|b, q)
∑
j≥0
aj
(q)j
hj(x|b, q).
Notice also that
w(x,
a+ b
2(ab)1/2
|(ab)1/2) = (1 + a2)(1 + b2)− 2x(a+ b)(1 + ab) + 4x2ab
= v(x|a)v(x|b),
w(x, y|a) is given by (1.8). So density fQ can be written as
(5.6) fQ(x|a, b, q) = fh(x|q) (ab)∞∏∞
j=0 w(x,
a+b
2(ab)1/2
|(ab)1/2qj) .
Again, this observation will be important in the next part dedicated mostly to prob-
abilistic interpretations.
5.1.3. Connection coefficients and other finite expansions. In [8] (see Remark 1
following Theorem 1) there has been shown (for some specific values of a and b but
that can be easily extended to the general case ) the following formula combining
ASC, q-Hermite and q−1-Hermite ∀n ≥ −1, x, a, b, q:
(5.7) Qn(x|a, b, q) =
n∑
k=0
[
n
k
]
q
(ab)(n−k)/2bn−k(
(a+ b)
2
√
ab
|q)hk(x|q).
We have below, the other formula combining ASC and q-Hermite polynomials,
namely for ∀n ≥ −1, x, a, b, q:
(5.8) hn(x|q) =
n∑
k=0
[
n
k
]
q
(ab)(n−k)/2hn−k(
(a+ b)
2
√
ab
|q)Qk(x|a, b, q).
As far as the relationships with big q−Hermite polynomials are concerned we
have for n ≥ 0 :
Qn(x|a, b, q) =
n∑
j
[
n
j
]
q
(−1)jbjq(j2)hn−j(x|a, q),
which can be easily justified given the forms of generating functions of the ASC
and big q− Hermite polynomials as well as (1.2).
We have also the following formula that combines ASC polynomials with different
parameters, namely for all n ≥ −1 and all x, a, b, c, d, q we have
(5.9)
Qn(x|a, b, q) =
n∑
j=0
[
n
j
]
q
(cd)(n−j)/2Qj(x|c, d, q)Qn−j( c+ d
2(cd)1/2
| a
(cd)1/2
,
b
(cd)1/2
, q).
That was proved in [49] for some complex values of a, b, c, d, but that can be easily
extended to the above-mentioned form since on both sides of this formula we deal
with rational function of polynomials in x, a, b, c, d.
Notice that if say cd ≥ 0 then defining parameters y and ρ by the relationships
cd = ρ2 and 2ρy = c+ d and introducing polynomials
(5.10) pn(x|y, ρ, q) = Qn(x|c, d, q),
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and denoting the density fQ with new parameters by fp i.e.
fQ(x|c, d, q) = fp(x|y, ρ, q),
the identity (5.9) takes now more friendly form for all n ≥ 0 and ρ 6= 0.:
Qn(x|a, b, q) =
n∑
j=0
[
n
j
]
q
ρn−jpj(x|y, ρ, q)Qn−j(y|a/ρ, b/ρ, q)
Below, we present yet another formula combining two families of ASC polyno-
mials with so to say reversed roˆle of argument and parameters:
Qn(x|a, b, q)
(ab)n
=
n∑
j=0
[
n
j
]
q
(−1)jqj(j−1)/2(ab)j/2hn−j(x|q)(5.11)
×
Qj(
a+b
2(ab)1/2
|(ab)1/2(x+ (x2 − 1)1/2), (ab)1/2(x− (x2 − 1)1/2), q)
(ab)j
.
Similarly, if ab ≥ 0 and we introduce parameters ρ and y by the relationship 2ρy
= a+b and ρ2 = ab and the polynomials pn and then (5.11) takes the more friendly
form:
pn(x|y, ρ, q)/(ρ2)n =
n∑
j=0
[
n
j
]
q
(−1)jqj(j−1)/2ρjhn−j(x|q)pj(y|x, ρ, q)/
(
ρ2
)
j
.
Again, it has been proved in [47] (Corollary 3) for some complex parameters and
can naturally be extended to all values of arguments, since again it is a rational
function of polynomials in x, a, b, q.
Remark 10. From (5.8) follows directly the following integration formula that is
very important for the probabilistic interpretation :∫ 1
−1
hn(x|q)fQ(x|a, b, q)dx = (ab)n/2hn( a+ b
2(ab)1/2
|q),
for all n ≥ 1. While from (5.11), after introducing new parameters defined by ρ2 =
ab and 2yρ = a+b and polynomials pn and assuming ab ≥ 0, follows the other more
readable form of the formula above as well as the following integration formula also
important for the probabilistic interpretation:∫ 1
−1
hn(x|q)fp(x|y, ρ, q)dx = ρnhn(y|q)∫ 1
−1
pn(x|y, ρ, q)fp(y|x, ρ, q)dy = (ρ2)nhn(x|q).
for max(|x| , |ρ| , |y|) ≤ 1.
All formulae (5.7), (5.8), (5.9) and (5.11) look much more friendly when applied
to parameters that form conjugate pairs and, what is more, have nice probabilistic
interpretations allowing to construct some Markov processes compactly supported.
See their interpretations presented in Part 3.
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5.1.4. Generating function. We have for all |t| , |q| , |ab| < 1
∞∑
k=0
tk
(q)k
Qk (x|a, b, q) = (at, bt)∞ ϕh(x|t, q).
Again, there exist many more formulae for the generating functions of ASC
polynomials. They are given say by the formulae (3.8.14)-(3.816) in [27].
We have, however, another two ones that are based on DEI((2.16),((2.9) of [51])
and DEI((3,11),(2.11) [51]) Namely for all max(|x| , |a| , |b| , |c| , |d| , |q|) < 1 we have:
∑
j≥0
(cd)j/2
(abcd, q)j
Qj(x|a, b, q)Qj( c+ d
2(cd)1/2
|a(cd)1/2, b(cd)1/2, q)
=
(ac, ad, bc, bd, cd)∞
(abcd)∞
ϕh(x|c, q)ϕh(x|d, q),
∑
k≥0
(ab)k/2
(q)k(ab)k
bk(
a+ b
2
√
ab
|q)Qk(x|a, b, q) = 1
(ab)∞
∞∏
j=0
v(x|aqj)v(x|bqj).
Remark 11. Comparing formulae (2.16) and (3.11) of [51], we get for free the
following, otherwise hard to prove, summation formula:
(5.12)
n∑
k=0
[
n
k
]
q
cn−kdk
(ac, bc)k
(abcd)k
=
(cd)n/2
(abcd)n
Qn(
c+ d
2(cd)1/2
|a(cd)1/2, b(cd)1/2, q),
that is true for all n ≥ 0 and all complex a, b, c, d, q such that abcdqk 6= 1 for all k ≥
0. This is so since first we check the validity of (5.12) for max(|a| , |b| , |c| , |d| , |q|) <
1 and then extend it for on both sides we have rational functions.
Remark 12. When q = 0 then on one hand (5.1) reduces to:
2xQn(x|a, b, 0) = Qn+1(x|a, b, 0) +Qn−1(x|a, b, 0),
for n ≥ 2, with Q−1(x|a, b, 0) = 0, Q0(x|a, b, 0) = 1 , Q1(x|a, b, 0) = U1(x) −
(a+ b)U0(x), U2(x|a, b, 0) = U2(x) − (a+ b)U1(x) + abU0(x), while (5.4) to
(5.13) fQ(x|a, b, 0) = 2(1− ab)
√
1− x2
pi(1− 2xa+ a2)(1 − 2xb+ b2) .
Following [42] and the fact that 2
√
1−x2
pi is the density with respect to which Cheby-
shev polynomials of the second kind {Un}n≥−1 are orthogonal, we deduce that n-th
polynomial of the family must have the form of the linear combination of the last 3
(i.e. n-th, n − 1-th and n− 2-th) Chebyshev polynomials of the first kind. Taking
into account the fact that polynomials of the form
Un(x) − (a+ b)Un−1(x) + abUn−2(x)
satisfy (5.13) for n ≥ 2 and for n = −1, 0, 1, 2 these polynomials are polynomials
Qn given above hence we deduce that
Qn(x|a, b, 0) = Un(x) − (a+ b)Un−1(x) + abUn−2(x),
n ≥ −1.
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5.2. q−1− Al-Salam-Chihara. As before, we consider an auxiliary family of poly-
nomials, that we call q−1 Al-Salam-Chihara ( q−1−ASC) polynomials. They are
defined, as before, by
(5.14) Qˆn(x|a, b, q) = (−1)nq(
n
2)Qn(x|a, b, q−1),
for q 6= 0 and as a limit when q → 0 when q = 0.
5.2.1. 3 term recurrence. It is elementary to check, that they satisfy the following
three-term recurrence :
Qˆn+1(x|a, b, q) = −2(xqn−(a+b))Qˆn (x|a, b, q)−(1−qn)(ab−qn−1)Qˆn−1 (x|y, ρ, q) ,
with Qˆ−1(x|a, b, q) = 0, Qˆ0(x|a, b, q) = 1.
In [51]( Proposition 3.1(iv)) it has been shown (for complex conjugate parame-
ters, but this can easily be extended to all cases of parameters) that:∀n ≥ 1 :
(5.15)
n∑
j=0
[
n
j
]
q
Qj(x, a, b, q)Qˆn−j(x, a, b, q) = 0.
From this identity almost directly follows the following form of the generating func-
tion:
(5.16)
∑
n≥0
tn
(q)n
Qˆn(x, a, b, q) =
1
(at, bt)∞
∞∏
j=0
v(x|tqj).
Apart from these facts we have the following unexpected relationship proved in
[51], Prop 3.1(i) (again proved for the complex, mutually, conjugate pair, but can
be easily extended since we deal with polynomials): ∀n ≥ 0 and ab 6= 0
Qˆn(x|a, b, q) = (ab)n/2Qn( a+ b
2(ab)1/2
|x− (x
2 − 1)1/2
(ab)1/2
,
x+ (x2 − 1)1/2
(ab)1/2
, q),
and Qˆn(x|a, b, q) = bn(x|q) if ab = 0. Again the above mentioned identity is has
more friendly form if one switches to polynomials pn defined by (5.10). Namely, we
have:
pˆn(x|y, ρ, q) = ρnpn(y|x, 1/ρ, q)
for ρ 6= 0 and pˆn(x|y, 0, q) = bn(x|q) for ρ = 0.
Remark 13. Following either (5.15) or (5.16) and setting q = 0 we see that
Qˆn(x|a, b, 0) = −2xDn(a, b) +Dn−1(a, b) +Dn+1(a, b),
where Dn(a, b) =
{
(an − bn)/(a− b) if a 6= b
nan−1 if a = b .
6. 3 parameter family
6.1. Continuous dual Hahn polynomials.
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6.1.1. 3 term recurrence. Out of the 3− parameter family of polynomials of the
AW scheme, we will consider only the so-called continuous dual Hahn polynomials
(briefly cdH polynomials). Following [51], they satisfy the following three-term
recurrence for n ≥ 1 :
(6.1)
(2x− en(a, b, c|q))ψn(x|a, b, c, q) = ψn+1(x|a, b, c, q) + fn(a, b, c|q)ψn−1(x|a, b, c, q),
where
fn(a, b, c|q) = (1− qn)(1 − abqn−1)(1 − cbqn−1)(1− acqn−1),
and
en(a, b, c|q) = (a+ b+ c)qn + abcqn−1(1− qn(1 + q)),
with ψ−1(x|a, b, c|, q) = 0, ψ0(x|a, c, b, c, q) = 1, ψ1(x|a, c, b, c, q) = 2x − (a + b +
c)− abc.
Remark 14. As in the case of ASC polynomials ψ depend in fact on parameters
s1 = a+ b+ c+ d, s2 = ab+ ac+ cb and s3 = abc, this is so we have fn(a, b, c|q) =
(1 − qn)(1 − s2qn−1 + s1s3q2n−2 − s23q3n−3) and en(a, b, c|q) = s1qn + s3qn−1(1 −
qn(1 + q)). By the fundamental theorem of algebra we know that for every set of
parameters s1, s2 and s3 we can find 3 sets of parameters a, b and c.
6.1.2. Orthogonality relations. As before, if max(|a| , |b| , |c|) ≤ 1, then the measure
that makes these polynomials orthogonal, is absolutely continuous with the density
(6.2) fψ (x|a, b, c, q) = (ab, ac, bc)∞ ϕh (x|a, q)ϕh (x|b, q)ϕh (x|c, q) fh (x|q) .
If one of the parameters, say a > 1, then this measure has #{k : 1 < aqk < a}
atoms at points (4.3) with masses given by (formula (3.3.3) in [27]).
Besides we have for max(|a| , |b| , |c|) < 1 :
(6.3)∫
[−1,1]
ψn (x|a, b, c, q)ψm (x|a, b, c, q) fψ (x|a, b, c, q) dx = δmn (ab, ac, bc, q)n .
Remark 15. It turns out that the density fψ can be expanded in the following way,
when max(|a| , |b| , |c|) ≤ 1:
fψ (x|a, b, c, q) = fh (x|q)
∑
n≥0
σ
(3)
n (a, b, c|q)
(q)n
hn (x|q) ,
where
σ(3)n (a, b, c|q) =
n∑
j=0
[
n
j
]
q
q(
j
2) (−abc)j S(3)n−j (a, b, c|q) ,
and
S(3)n (a, b, c|q) =
∑
j,k,≥0,
j+k≤n
(q)n
(q)j(q)k(q)n−k−j
akbjcn−j−k.
Following [51](2.13 with d = 0) we have also:
fψ (x|a, b, c, q) = fQ(x|b, c, q)
∑
j≥0
aj
(q)j
Qj(x|b, c, q).
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6.1.3. Connection coefficients and other finite expansions. Following [2] (general
formula for the connection coefficients between AW polynomials with different sets
of parameters), we have the following formula for the connection coefficients be-
tween cdH and ASC polynomials.
ψn(x|a, b, c, q) =
n∑
k=0
[
n
k
]
q
(−a)n−kq(n−k2 )(bcqk)n−kQk(x|b, c, q),(6.4)
Qn(x|a, b, q) =
n∑
k=0
[
n
k
]
q
cn−k(abqk)n−kψk(x|a, b, c, q)(6.5)
6.1.4. Generating function. In fact, we have at least 5 different generating func-
tions. The first four are given by the formulae (3.3.13)-(3.3.16) in [27]. The fifth
one, is based on DEI((6.4),(6.3)) We have for max(|x| , |a| , |b| , |c| , |q|) < 1:
(6.6)
∑
j≥0
q(
j
2) (−c)j
(ac)j(bc)j(q)j
ψj(x|a, b, c, q) =
∏∞
k=0 v(x|cqk)
(bc)∞(ac)∞
.
The sixth was derived first by Atakishiyeva and Atakishiyev in [4] and is the fol-
lowing : ∑
j
aj
(abcd, q)j
ψj (x|b, c, d, q) =
(ab, ac, ad)∞
(abcd)∞
ϕh (x|a, q) ,
true for max(|a| , |b| , |c| , |d| , |q|) < 1. However following DEI((7.7),(6.3)), we can
get it almost immediately.
Remark 16. Let us set q = 0. Then
fψ(x|a, b, c, 0) = 2
√
1− x2
pi
1
v(x|a)v(x|b)v(x|c) .
Now let us consider the fact that 2
√
1−x2
pi is the density with respect to which Cheby-
shev polynomials of the second kind {Un} are orthogonal and let us follow the ideas
of [42]. Thus we deduce that the n-th polynomial of the family must be of the form
of the linear combination of last 4 (i.e. n-th, n − 1-th, n − 2-th and n − 3-th)
Chebyshev polynomials of the second kind. This is so since v(x|a)v(x|b)v(x|c) is
the polynomial of order 3. Secondly notice, that for n ≥ 2 (6.1) takes the form:
2xψn(x|a, b, c, 0) = ψn+1(x|a, b, c, 0) + ψn−1(x|a, b, c, 0),
that is the form of the three-term recurrence of the Chebyshev polynomials. Taking
into account the fact that polynomials of the form
Un(x) − (a+ b+ c)Un−1(x) + (ab + bc+ ac)Un−2(x)− abcUn−3,
satisfy the above-mentioned three term recurrence for n ≥ 2. For n = −1, 0, 1, 2
these polynomials are polynomials ψn (one has to remember that U−2(x) = −U0(x)
= −1) given above hence we deduce that
ψn(x|a, b, 0) = Un(x)− (a+ b+ c)Un−1(x) + (ab+ ac+ bc)Un−2(x)− abcUn−3(x),
n ≥ −1.
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6.2. q−1 Continuous dual Hahn polynomials. They are defined as
ψˆn(x|a, b, c, q) = (−1)nq(
n
2)ψn(x|a, b, c, q−1)
if q 6= 0 and ψˆn(x|a, b, c, 0) = (−1)nψn(x|a, b, c, 0) for n = −1, 0, 1 and ψn(x|a, b, c, 0)
= 0 for n ≥ 2.{
ψˆn
}
satisfy the following three-term recurrence :
ψˆn+1(x|a, b, c, q) = −(2xqn−qnen(a, b, c|q−1))ψˆn(x|a, b, c, q)−q2n−1fn(a, b, c|q−1)ψˆn−1(x|a, b, c, q),
with ψˆ−1(x|a, b, c, q) = 0, ψˆ0(x|a, b, c, q) = 1.
Remark 17. Numerical simulations suggest, that the following identity holds ∀n ≥
1 :
(6.7)
n∑
j=0
[
n
j
]
q
ψj(x|a, b, c, d, q)ψˆn−j(x|a, b, c, q) = 0.
Notice that this identity is true for q = 0 and n ≥ 0, since we have ψˆn(x|a, b, c, 0) =
(−1)n, n = −1, 1 and ψˆn(x|a, b, c, 0) = 0 for n ≥ 2. In this case (6.7) reduces itself
to three-term recurrence satisfied by polynomials ψn, hence is true for all n ≥ 1. Is
it true in general fo all q?
7. 4 parameter family
7.1. Askey–Wilson polynomials. 4− parameter family of polynomials of the
AW scheme are simply the Askey-Wilson polynomials (briefly AW polynomials)
introduced and described in ’85 in [2].
7.1.1. 3 term recurrence. Following [51] they satisfy the following three-term recur-
rence for n ≥ 1 :
(7.1) 2xαn (x) = αn+1 (x) + en (a, b, c, d, q)αn(x)− fn (a, b, c, d, q)αn−1(x),
with α−1 (x) = 0, α0 (x) = 1, where for simplicity, we denoted
fn(a, b, c, d, q) = (1− qn)×(
abqn−1, acqn−1, adqn−1, bcqn−1, bdqn−1, cdqn−1, abcdqn−2
)
1
(abcdq2n−3)3(abcdq2n−2)1
,
en(a, b, c, d, q) =
qn−2
(1 − abcdq2n−2) (1− abcdq2n)×
((a+ b+ c+ d)(q2 − abcdqn(1 + q − qn+1))+
(abc+ abd+ acd+ bcd)(q − qn+2 − qn+1 + abcdq2n)).
In fact, the polynomials αn are related to the polynomials pn, defined say in [27],
in the following way:
αn (x|a, b, c, d, q) = pn (x|a, b, c, d, q) /
(
abcdqn−1
)
n
.
far all n ≥ −1.
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7.1.2. Orthogonality relations. Following [51], we have for max(|a| , |b| , |c| , |d|) < 1:∫
[−1,1]
αn (x|a, b, c, d, q)αm (x|a, b, c, d, q) fAW (x|a, b, c, d, q) dx(7.2)
= δmn
(
abcdqn−1
)
n
(ab, ac, ad, bc, bd, cd, q)n
(abcd)2n
,
where
fAW (x|a, b, c, d, q) = fh (x|q)ϕh (x|a, q)ϕh (x|b, q)ϕh (x|c, q)ϕh (x|d, q)×(7.3)
(ab, ac, ad, bc, bd, cd)∞
(abcd)∞
.
If one of the parameters, say a > 1, then, as before, there exist atoms of the
measure orthogonalizing polynomials AW . They are #{k : 1 < aqk < a} atoms
consecrated at points (4.3) with masses given by the formula below (3.1.3) of [27].
7.1.3. Connection coefficients and other finite expansions. Following [51]( Corollary
2.1), we get
αn(x|a, b, c, d, q) =
n∑
k=0
[n
k
]
q
(−1)n−k q(n−k2 ) (cdqk)
n−kQk (x|c, d, q)(7.4)
×
n−k∑
m=0
[
n− k
m
]
q
qm(m−n+k)ambn−k−m
(bcqn−m, bdqn−m)m
(abcdq2n−m−1)m
.
Qn (x|c, d, q) =
n∑
j=0
[
n
j
]
q
(
cdqj
)
n−j αj (x|a, b, c, d, q)(7.5)
×
n−j∑
m=0
[
n− j
m
]
q
bn−j−mam
(
bcqj, bdqj
)
m
(abcdq2j)m
.
while, following [51](Lemma 2.1), we have
αn(x|a, b, c, d, q) =
n∑
i=0
[
n
i
]
q
(−a)n−i q(n−i2 )
(
bcqi, bdqi, cdqi
)
n−i
(abcdqn+i−1)n−i
ψi (x|b, c, d, q) ,
(7.6)
ψn (x|b, c, d, q) =
n∑
i=0
[
n
i
]
q
an−i
(
bcqi, bdqi, cdqi
)
n−i
(abcdq2i)n−i
αi (x|a, b, c, d, q) .(7.7)
Remark 18. Taking into account identity (5.12) we can rewrite (7.5) in the fol-
lowing form:∀n ≥ 1,
Qn (x|c, d, q) =
n∑
j=0
[
n
j
]
q
(
cdqj
)
n−j αj (x|a, b, c, d, q)
× (ab)
(n−j)/2
(abcdq2j)n−j
Qn−j(
a+ b
2(ab)1/2
, cqj(ab)1/2, dqj(ab)1/2, q).
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7.1.4. Generating function. In fact, there exists only one type of generating func-
tion of AW polynomials. It is given by (3.1.13) in [27], the other two are obtained
by other choices if two pair of 6 possible choices of pairs out of {a, b, c, d} . One
can obtain, however, another two generating function based on the ideas present in
deriving say (6.6). That is, we consider DEI((7.6),((7.2)) and get for
max(|x| , |a| , |b| , |c| , |d| , |q|) < 1 :
(abcd)∞
(ad, bd, cd)∞
∞∏
j=0
v
(
x|dqj) =∑
j≥0
(−d)jq(j2) (abcd)2j
(abcdqj−1)2j(ad, bd, cd, q)j
αj(x|a, b, c, d, q).
Remark 19. For q = 0 we have en(a, b, c, d, 0) = 0 for n ≥ 3 and fn(a, b, c, d, 0)
= 1 for n ≥ 4. That is for n ≥ 4 (7.1) is the same as the three-term recurrence
satisfied by the Chebyshev polynomials. Besides taking into account results of [44]
and [42] we deduce that for n ≥ 4 αn(x|a, b, c, d, 0) are linear combinations of Un,
Un−1, Un−2, Un−3, Un−4 . To get the coefficients of this combination we check the
first 4 α′s. We have:
a1(x|a, b, c, d, 0) = U1(x) − a+ b+ c+ d− (abc+ abd+ acd+ bcd)
1− abcd ,
a2(x|a, b, c, d, 0) = U2(x) − (a+ b+ c+ d)U1(x) + (ab+ ac+ ad+ bc+ bd+ cd)U0(x) + abcdU−1(x),
a3(x|a, b, c, d, 0) = U3(x) − (a+ b+ c+ d)U2(x) + (ab+ ac+ ad+ bc+ bd+ cd)U1(x)− (abc+ abd+ acd+ bcd)U0(x) + abcdU−1(x).
Hence, taking into account the observations from the beginning of this remark,
we deduce, that for n ≥ 2 we have:
αn(x|a, b, c, d, 0) = Un(x)− (a+ b+ c+ d)Un−1(x)+
(ab+ ac+ ad+ bc+ bd+ cd)Un−2(x) − (abc+ abd+ acd+ bcd)Un−3(x) + abcdUn−4(x).
8. Remaining formulae for connection coefficients and other useful
finite or infinite expansions including bivariate ones.
This section is organized in such a way that the reference to particular families
of polynomials will be exposed by the reference to its name. So, for example the
connection coefficients between different families of Chebyshev polynomials will be
preceded by the heading T&U.
8.1. Connection coefficients.
8.1.1. T&U. We have for n ≥ 0 :
Tn (x) = (Un (x) − Un−2 (x)) /2,(8.1)
Un (x) = 2
⌊n/2⌋∑
k=0
Tn−2k (x)− (1 + (−1)n) /2.(8.2)
These expansions belong to common knowledge of the special functions theory
8.1.2. h&T. Taking into account that (3.2) is equivalent to hn (x) =
∑n
k=0
[
n
k
]
q
cos (2k − n) θ
where x = cos θ and (2.5), we arrive at the following nice formula:
hn (x|q) =
n∑
k=0
[
n
k
]
q
Tn−2k (x) ,
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if one sets T−n (x) = Tn (x) , n ≥ 0. On the other hand, taking into account (8.1)
and (3.9) we get:
Tn(x) =
1
2
⌊n/2⌋∑
k=0
(−1)kq(k2)(qk
[
n− k
k
]
q
+
[
n− k − 1
k − 1
]
q
)hn−2k(x|q).
8.1.3. h&h. See formula (3.8).
8.1.4. b&h. See formula (3.15).
8.1.5. bh&h. See formula (4.5) and (4.6).
8.1.6. q−1bh&b. See formula (4.9).
8.1.7. Q&h.
Proposition 1.
Qn(x|a, b, q) =
⌊n/2⌋∑
k=0
[
n
k
]
q
[
n− k
k
]
q
(q)kq
k(k−1)(ab)k×
n−2k∑
s=0
(−q)sk(ab)s/2
[
n− 2k
s
]
q
q(
s
2)hn−2k−s (x|q) hs
(
a+ b
2(ab)1/2
|q
)
Proof. First we use (5.7) and then (3.15) obtaining:
Qn(x|a, b, q) =
n∑
k=0
[
n
k
]
q
(ab)kbk(
(a+ b)
2
√
ab
|q)hn−k(x|q)×
(−1)k q(k2)
⌊k/2⌋∑
s=0
[
k
s
]
q
[
k − s
s
]
q
(q)sq
s(s−k)hk−2s
(
a+ b
2(ab)1/2
|q
)
.
Now we change the order of summation. 
8.1.8. C&C. See formula (4.14).
8.1.9. Q&Q. See formulae (5.9) and (5.11).
8.2. Linearization formulae. These are the formulae expressing a product of
two or more polynomials of the same type as linear combinations of polynomials
of the same type as the ones produced. We will extend the name ’linearization
formulae’ by relaxing the requirement of polynomials involved to be of the same
type. Generally to obtain ’linearization formula ’ is not simple and requires a lot
of tedious calculations.
8.2.1. h&h. See formulae (3.11) and (3.12).
8.2.2. h&b. See formula (3.17).
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8.2.3. h&C. We have also useful formula:
∀n,m ≥ 1 :
(q)nhm (x|q)Cn (x|β, q) =
∑
k,j≥0
k+j≤(n+m)/2
(−β)k
[
m
j
]
q
[
n
k + j
]
q
(8.3)
×
[
n− k − j
k
]
(q)k+jq
(k2) (β)n−k hn+m−2k−2j (x|q) ,
Which was proved in [1] (1.9).
8.2.4. Q&Q. For completeness let us mention that in [40] there is given a very com-
plicated linearization formula for Al-Salam–Chihara polynomials given in Theorem
1.
8.3. Useful finite sums and identities. We have also the following a very use-
ful generalization of the formula (1.12) of [8] which was proved in [47] (Lemma2
assertion i)).
Let us remark that for q = 0 (8.17) reduces to 3-term recurrence of polynomials
Un (x/2) .
Let us return to the modified version of ASC polynomials. More precisely, to
the polynomials defined by (5.2) i.e. let us define:
pn(x|y, ρ, q) = Qn(x|ρ(y −
√
y2 − 1), ρ(y +
√
y2 − 1), q),
remembering that polynomials Qn depend on the sum and product of parameters
a and b the polynomials pn are not that complicated.
Recently in [51] the following identities involving ASC polynomials pn were given:
i) ∀n ≥ 1, 0 ≤ k < n, z, y, t ∈ R :
n−k∑
j=0
[
n− k
j
]
q
pj
(
z|y, tqk, q)
(t2q2k)j
gn−k−j
(
z|y, tqn−1, q)
(t2qn+j+k−1)n−k−j
= 0,
ii) ∀n ≥ 1, 0 ≤ k < n, z, y, t ∈ R :
n−k∑
m=0
[
n− k
m
]
q
pn−k−m
(
z|y, tqm+k, q) gm(z|y, tqm+k−1, q)
(t2q2m+2k)n−k−m (t2qm+2k−1)m
= 0,
where polynomials gn are somewhat analogous to the polynomials bn and are defined
by the formula:
(8.4) gn (x|y, ρ, q) =
{
ρnpn
(
y|x, ρ−1, q) if ρ 6= 0
bn (x|q) if ρ = 0 .
One showed there also that for n ≥ −1 :
gn(x|y, ρ, q) = Qˆn(x|ρ(y −
√
y2 − 1), ρ(y +
√
y2 − 1), q),
where polynomials Qˆn are q
−1−ASC polynomials that are defined in (5.14).
Recall in this context, that we have also (5.15) and (5.16).
Exploring Carlitz paper [11] and confronting it with the above Lemma 2, below
we arrive at the following conversion Lemma.
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Lemma 1. ∀n,m ≥ 0, |t| < 1, θ ∈ (−pi, pi] :
m∑
k=0
n∑
l=0
[
m
k
]
q
[
n
l
]
q
(
tei(−θ+η)
)
k
(
tei(θ−η)
)
l
(
te−i(θ+η)
)
k+l
(t2)k+l
e−i(m−2k)θe−i(n−2l)η(8.5)
=
n∑
j=0
(−1)jq(j2)
[
n
j
]
q
tjhn−j(y|q)pm+j (x|y, t, q) /
(
t2
)
j+m
,
where pn(x|y, t, q) = Qn(x|t(y+(y2− 1)1/2), t(y+(y2− 1)1/2), q) and x = cos θ and
y = cos η.
Proof. See [51] Proposition 6. 
8.4. Useful bivariate identities including infinite ones. The most important
in the context of q−series theory, is undoubtedly the so-called Poisson–Mehler iden-
tity. It that can be obtained from (5.5) and (5.6) when the new parameters y and
ρ are introduced. Recall that these parameters are expressed in terms of a and b
in the following form a+ b = 2ρy and ab = ρ2. Then (a+b)
2(ab)1/2
= y so we have
∑
n≥0
ρn
(q)n
hn(x|q)hn(y|q) = (ρ
2)∞∏∞
j=0 w(x, y|ρqj)
,
where by w(x, y|r) is given by (1.8). Let us denote for simplicity
(8.6) V (x, y|ρ, q) =
∞∏
j=0
w(x, y|ρqj).
Notice that right-hand side of the above mentioned equality is nonnegative for
max(|x| , |y| , |ρ| , |q|) < 1 and also that∫ 1
−1
(
∑
n≥0
ρn
(q)n
hn(x|q)hn(y|q))fh(x|q)dx = 1,
hence
fh(x)
(ρ2)∞
V (x, y|ρ, q)
is the density.
The polynomials, that are orthogonal with respect to this density, are in fact
ASC polynomials Qn considered for specific values of parameters. They were al-
ready introduced and named pn(x|y, ρ, q). Generalization of this formula and its
probabilistic applications are presented in the next section in particular in Lemma
2.
There are other important formulae involving polynomials {hn} and {bn} con-
sidered with different arguments. Here we will mention only finite ones.
Let us start with the formula that has been proved by Ismail and Stanton in
[24]:
n∑
k=0
[
n
k
]
q
q−k(n−k)/2hk (x|q) hn−k
(
y|1
q
)
(8.7)
= e−inφ
(
−q(1−n)/2ei(θ+φ),−q(1−n)/2ei(−θ+φ); q
)
n
.
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where x = cos θ and y = cosφ, that later was simplified by Szab lowski in [48] to :
(8.8)
n∑
k=0
[
n
k
]
q
q−k(n−k)/2hk (x|q) hn−k
(
y|1
q
)
= 2n
{ ∏k−1
j=0 t2j+1 (x, y, q) if n = 2k∏k
j=0 t2j (x, y, q) if n = 2k + 1
,
where
tn (x, y, q) = x
2 + y2 + xy
(
qn/2 + q−n/2
)
+
(
qn + q−n − 2) /4
for n ≥ 1 and t0 (x, y, q) = x+ y.
Recently in [56] the following formulae have been proved:
d(2)n (cos θ, cosϕ|q) =
n∑
m=0
[
n
m
]
q
bm(cos(θ + ϕ)|q)bn−m(cos(θ − ϕ)|q),(8.9)
f (2)n (cos θ, cosϕ|q) =
n∑
m=0
[
n
m
]
q
hm(cos(θ + ϕ)|q)hn−m(cos(θ − ϕ)|q).(8.10)
where x = cos θ and y = cosϕ and
d(2)n (x, y|q) =(8.11)
(−1)n
⌊n/2⌋∑
j=0
(−1)jq−(n−2j2 )−j+(j2) (q)n
(q)j(q)n−2j
bn−2j(x|q)bn−2j(y|q),
f (2)n (x, y|q) =
⌊n/2⌋∑
j=0
(q)n
(q)j(q)n−2j
hn−2j(x|q)hn−2j(y|q).(8.12)
The roˆle of the functions d
(2)
n and f
(2)
n can be seen in the following relationships:
n!
(q)n
d(2)n (x, y|q) =
dn
dρn
V (x, y|ρ, q)
∣∣∣∣
ρ=0
,
hence
V (x, y|ρ, q) =
∑
n≥0
ρn
(q)n
d(2)n (x, y|q),
and
n!
(q)n
f (2)n (x, y|q) =
dn
dρn
V −1(x, y|ρ, q)
∣∣∣∣
ρ=0
,
hence
V −1(x, y|ρ, q) =
∑
n≥0
ρn
(q)n
f (2)n (x, y|q),
where V is given above by (8.6). We have also for free the following identity:
n∑
j=0
[
n
j
]
q
f
(2)
j (x, y|q)d(2)n−j(x, y|q) = 0,
for n ≥ 1, x, y, q ∈ C. Of course, this identity was proved for max(|x| , |y| , |q|) < 1,
but since both f ′ns and d
′
ns are polynomials in x, y, q. the identity can be extended
for all values complex of unknowns.
It was proved recently in [56] that we also have:
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(8.13)
k∑
m=0
[
k
m
]
q
d(2)m (x, y|q)hk−m(x|q)hk−m(y|q) =
{
0 if k is odd
(−1)lq(l2)(ql+1)l if k = 2l
.
Part 3. Askey-Wilson scheme compactly supported on
[−2/√1− q, 2/√1− q]. Probabilistic interpretation
This part is devoted to applications of all mentioned above families of polynomi-
als that appear in the theory of probability and the theory of stochastic processes,
more precisely Markov processes. Namely, we will define multidimensional distri-
butions and (or) Markov processes, whose marginal or conditional distributions are
the distributions that make orthogonal all or some of the families of orthogonal
polynomials that were mentioned in the previous sections of the paper. It turns
out, that these applications become more noticeable, when the parameters defin-
ing the above mentioned families of polynomials are redefined and moreover the
support of measures that made orthogonal these families of polynomials, is made
dependent on the parameter q. Namely, in this section, all measures considered will
be supported on the segment
S(q) = [−2/
√
1− q, 2/
√
1− q].
Notice that when q → 1− then S(q) tends to the real line R.
Consequently, the densities of the considered measures and the families of poly-
nomials, have to be redefined. We start with the q-Hermite polynomials. Now we
will consider polynomials
(8.14) Hn (x|q) = (1− q)−n/2hn
(
x
√
1− q
2
|q
)
,
where polynomials hn are the q−Hermite polynomials considered above. They
satisfy the following three-term recurrence :
(8.15) xHn (x|q) = Hn+1 (x|q) + [n]qHn−1 (x) ,
for n ≥ 1 with H−1 (x|q) = 0, H1 (x|q) = 1. Notice that now polynomials Hn
are monic. The density of the probability measure, that makes these polynomials
orthogonal is now given by:
fN (x|q) =
{ √
1− qfh(x
√
1− q/2|q)/2 if |q| < 1
exp
(−x2/2) /√2pi if q = 1 .
For completeness, let us define also polynomials {Bn (x|q)}n≥−1 by (compare
[8]):
Bn(x|q) =
{
inqn(n−2)/2Hn(i
√
q x|q−1) for 1 ≥ q > 0,
(−1)n(n−1)/2|q|n(n−2)/2Hn(−
√
|q|x|q−1) for − 1 < q < 0,
and satisfying the following 3-term recurrence:
(8.16) Bn+1 (y|q) = −qnyBn (y|q) + qn−1 [n]q Bn−1 (y|q) .
In fact, polynomials Bn can be also defined by :
Bn(x|q) = (1− q)−n/2bn(
√
1− q
2
x|q),
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where bn is given by (3.13a).
Important identity (3.16) now (that is with newly defined polynomials Hn and
Bn) takes the following form. For all n ≥ 0 :
(8.17)
n∑
k=0
[
n
k
]
q
Bn−k (x|q)Hk+m (x|q) =
{
0 if n > m
(−1)nq(n2) [m]q ![m−n]q !Hm−n (x|q) if m ≥ n
.
Notice that due to the fact that the support depends on the parameter q, we are
able to include the case q → 1−. The property that [n]1 = n shows that Hn(x|1)
= Hn(x) hence, it suggests, that the measure defined by the density fN is a kind
of generalization of the Normal or Gaussian measure.
Indeed, the fact that fN (x|q) → exp
(−x2/2) /√2pi as q → 1− was established
by Ismail years ago in [21]. Thus we could have defined density fN for q = 1. We
will call measure with this density q−Normal or q−Gaussian. Similarly, we have
∀n ≥ 1 we have
Bn(x|q)→ inHn (ix)
as q → 1−1.
Let us also remark that for ∀n ≥ −1
Hn(x|0) = Un(x/2).
Notice that for q = 1, we get
n∑
k=0
(
n
k
)
in−kHn−k (ix)Hk+m (x) =
{
0 if n > m
(−1)n m!(m−n)!Hm−n (x) if m ≥ n
.
Let us also define modified q-ultraspherical polynomials. Namely, we will con-
sider now polynomials Rn (x|β, q) related to the polynomials Cn through the rela-
tionship:
(8.18) Cn (x|β, q) = (1− q)n/2Rn
(
2x√
1− q |β, q
)
/ (q)n , n ≥ 1.
It is not difficult to notice, that polynomials Rn satisfy the following three-term
recurrence :
(8.19) (1− βqn)xRn (x|β, q) = Rn+1 (x|β, q) +
(
1− β2qn−1) [n]q Rn−1 (x|β, q) .
The density of the measure that makes polynomials Rn orthogonal, is now given
by
(8.20) fR (x|β, q) =
√
1− qfC(x
√
1− q/2|q)/2,
where fC is given by (4.13)
Below, we analyze extreme or particular cases and we have the following obser-
vations:
Proposition 2. For n ≥ 0 and, remembering that polynomials Hn , Tn and Un
are defined in Section 2, we have:
i) Rn (x|0, q) = Hn (x|q) ,
ii) Rn (x|q, q) = (q)n Un
(
x
√
1− q/2) ,
iii) limβ−>1−
Rn(x|β,q)
(β)n
= 2
Tn(x
√
1−q/2)
(1−q)n/2 ,
iv) Rn(x|β, 1) = (1 − β2))n/2Hn(
√
1−β
1+β x),
v) Rn(x|β, 0) = (1− β)Un(x/2)− β(1 − β)Un−2(x/2).
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vi) Rn(x|β, q) = Pn(x|x, β, q), where Pn is defined by its three-term recurrence
(8.23), below.
Proof. i), ii), iii) were proved in [57], while iv) and v) were shown in [46]. 
Since the ideas of the probability theory and in particular of the distribu-
tion theory are simpler to comprehend for the non-specialists, we will define a
3−dimensional distribution having density such that their both marginal and con-
ditional distributions are one of the types mentioned above, i.e. belonging to Askey-
Wilson scheme. To do this we need, firstly to redefine parameters and instead,
parameters a, b, c, d we consider two conjugate pairs of complex numbers. Hence
now we will have
(8.21) a = ρ1e
iθ, b = ρ1e
−iθ, c = ρ2e
iϕ, d = ρ2e
−iϕ.
Let us denote also cos θ =
√
1− qy1/2 and cosϕ =
√
1− qy2/2. Hence y1, y2 ∈
S(q). We have also a+ b = ρ1y1
√
1− q and ab = ρ21. Let us agree that, if only one
pair of parameters is used, then the related to them parameters ρ and y, will not
have subindices. Further, let us denote ∀n ≥ −1 :
(8.22) Pn (x|y, ρ, q) = 1
(1 − q)n/2Qn
(
x
√
1− q
2
|a, b, q
)
,
with
a =
ρ
√
1− q
2
(y − i
√
4
1− q − y
2), b =
ρ
√
1− q
2
(y + i
√
4
1− q − y
2).
Let us also notice, that polynomials {Pn} satisfy the following three-term recur-
rence:
(8.23) Pn+1(x|y, ρ, q) = (x− ρyqn)Pn(x|y, ρ, q)− (1− ρ2qn−1)[n]qPn−1(x|y, ρ, q),
with P−1(x|y, ρ, q) = 0 and P0(x|y, ρ, q) = 1.
Notice also, that for q = 1 we have:
Pn+1(x|y, ρ, 1) = (x− ρy)Pn(x|y, ρ, 1)− n(1− ρ2)Pn−1(x|y, ρ, 1),
that is we have
(8.24) Pn(x|y, ρ, 1) = (1 − ρ2)n/2Hn((x − ρy)/
√
1− ρ2).
The important formulae (5.7) and (5.8) with new parameters, now take the
more legible forms, (given and proved originally in the form presented below in
[8]), namely, we have :
Pn (x|y, ρ, q) =
n∑
j=0
[
n
j
]
q
ρn−jBn−j (y|q)Hj (x|q) ,(8.25)
Hn (x|q) =
n∑
j=0
[
n
j
]
q
ρn−jHn−j (y|q)Pj (x|y, ρ, q) .(8.26)
Polynomials {Pn}n≥−1 have many properties important for different applica-
tions. Among others we have
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Pn (x|y, ρ, q) =
n∑
j=0
[
n
j
]
q
rn−jPj (x|z, r, q)Pn−j(z|y, ρ/r, q),(8.27)
Pn (y|z, t, q)
(t2)n
=
n∑
j=0
(−1)jqj(j−1)/2
[
n
j
]
q
tjHn−j (y|q) Pj (z|y, t, q)
(t2)j
,(8.28)
if one extends definition of polynomials Pn for |ρ| > 1 by (8.25). (8.27) has been
proved in [49], while (8.28) is given in [47] Corollary 2. Besides it follows directly
from one of the infinite expansions that will be presented in section 11.
Modifying formula for fQ and taking into account (5.6), we end up with the
following one:
(8.29) fCN (x|y, ρ, q) = fN (x|q) (ρ
2)∞
W (x, y|ρ, q) ,
where
(8.30) W (x, y|ρ, q) =
∞∏
k=0
w(x
√
1− q/2, x
√
1− q/2|ρqk).
Recall that w was given by (1.8) and also that now we have:
w(x
√
1− q/2, x
√
1− q/2|t) = (1− t2)2 − (1 − q)xyt(1 + t2) + (1 − q)t2(x2 + y2).
Notice also, that, on the way, we took account of the last statement of the Remark
9.
Of course modifying (5.3) we get:
(8.31)∫
S(q)
Pn(x|y, ρ, q)Pm (x|y, ρ, q) fCN (x|y, ρ, q) dx =
{
0 if m 6= n
[n]q!
(
ρ2
)
n
if m = n
,
Moreover, one can deduce from (8.24), that
(8.32) fCN(x|y, ρ, q)→ 1√
2pi (1− ρ2) exp
(
− (x− ρy)
2
2 (1− ρ2)
)
,
as q → 1−, which is the density of the conditional distribution of the 2− dimensional
normal distribution of (X,Y ) with var(X) = var(Y ) = 1 and cov(X,Y ) = ρ. That
is why we call the distribution with the density fCN q−conditional normal.
This is also the reason why we set as fCN (x|y, ρ, 1) the right-hand side of (8.32).
Now recall formula (5.5) with parameters y and ρ instead of a and b. It is easy
to notice that
Sn(a, b) = ρ
nHn(y),
and consequently that
(8.33) fCN (x|y, ρ, q) = fN(x|q)
∑
n≥0
ρn
[n]q!
Hn(x|q)Hn(y|q),
where [n]q! = (q)n/(1−q)n. This is a very important formula called Poisson-Mehler
formula. There exist many alternative proofs of it mentioned, e.g. in [55].
One has to mention the following result showing that polynomials Pn have some-
how specific properties that are not simply reflected by the properties of polynomials
Qn. Namely, in [47] there has been proved the following Lemma:
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Lemma 2. For x, y ∈ S (q) , |ρ| < 1 let us denote
γm,k (x, y|ρ, q) =
∞∑
k=0
ρk
[k]q!
Hk+m (x|q)Hk+k (y|q) .
Then
(8.34) γm,k (x, y|ρ, q) = γ0,0 (x, y|ρ, q) Ξm,k (x, y|ρ, q) ,
where Ξm,k is a polynomial in x and y of order at most m+ k.
Further denote
Dn (x, y|ρ1, ρ2, ρ3, q) =
n∑
k=0
[
n
k
]
q
ρn−k1 ρ
k
2Ξn−k,k
(
x, y|ρ3,q
)
.
Then we have :
i) Ξm,k (x, y|ρ, q) = Ξk,m (y, x|ρ, q) and
Ξm,k (x, y|ρ, q) =
k∑
s=0
(−1)sq(s2)
[
k
s
]
q
ρsHk−s (y|q)Pm+s(x|y, ρ, q)/(ρ2)m+s,
ii)
(8.35)
Dn (x, y|ρ1, ρ2, ρ3, q) =
n∑
s=0
[
n
s
]
q
Hn−s (y|q)Ps (x|y, ρ3, q) ρn−s1 ρs2 (ρ1ρ3/ρ2)s /
(
ρ23
)
s
.
Polynomials Dn were used in an unsuccessful attempt to generalize Kibble-
Slepian formula presented below. However, quite successful was an attempt to
generalize some other properties of the Normal distribution.
It is worth to mention the following formula defining polynomials Φk,m which is
obtained from (8.34) by setting y = x :
(8.36)
∑
i≥0
ri
[i]q!
Hi+k(x|q)Hi+m(x|q) = Φk,m(x|r, q) ×
∑
i≥0
ri
[i]q!
Hi(x|q)Hi(x|q).
where polynomial Φk,m(x|r, q) is given by the following formula:
(8.37) Φk,m(x|r, q) =
k∑
s=0
q(
s
2)(−r)s(r)m+s
(r2)m+s
Hk−s(x|q)Rm+s(x|r, q).
From its definition, it follows directly that, Φk,m(x|r, q) = Φm,k(x|r, q), k,m ≥ 0.
Using formula (8.33) one can show, as it was done in [8], that:
(8.38)
∫
S(q)
fCN (z|y, ρ1, q) fCN (y|x, ρ2, q) dy = fCN (x|z, ρ1ρ2, q) ,
which is nothing else but the so-called Chapman-Kolmogorov property of q−conditional
normal distribution.
Now, let us consider polynomials
An (x|y, ρ1, z, ρ2, q) = αn
(
x
√
1− q/2|y
√
1− q/2, ρ1, z
√
1− q/2, ρ2, q
)
/ (1− q)n/2 ,
where αn is defined by its three-term recurrence (7.1), in other words are the
classical Askey–Wilson polynomials. In [51] (4.3) the three-term recurrence satisfied
by the so modified AW polynomials is given. It is complicated and we will not need
it. The more important is an observation made also in [51] (4.9) that the modified
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AW density fC2W (x|y, ρ1, z, ρ2, q) (given originally by (7.3) ) can be presented in
the following way:
fC2N (x|y, ρ1, z, ρ2, q) =
fCN (y|x, ρ1, q) fCN (x|z, ρ2, q)
fCN (y|z, ρ1ρ2, q)
.
Having this, we are ready for the first probabilistic model.
Below, where we will present the probabilistic application of the polynomials
mentioned above, we will use the following notation, being traditional in the prob-
ability theory. Namely X ∼ ∗ means that random variable X has distribution that
is denoted by ∗. For example X ∼ N(m, γ) means that random variable X has
normal distribution with expectation m and variance γ, or X ∼ f has distribution
that has density f.
9. Finite Markov chain
Consider three random variables (Xi)i=1,2,3 forming a stationary, finite Markov
chain. More precisely, that X1 ∼ fN (.|q), further, let’s assume that the conditional
distribution of X2|X1 = y is q-CN with the density fCN(.|y, ρ1, q) and X3|X2 = y
is q−CN with the density fCN(.|y, ρ2, q). Hence the joint density of say (X1, X2) is
f2(y, x) = fN (y|q)fCN (x|y, ρ, q). Now recall formula (8.29) and we see that∫
S(q)
f2(x, y)dy = fN (x|q).
That is, that the marginal distribution of X2 is the same as that of X1. Similarly
we show that X3 ∼ X2 ∼ X1. From (8.38), it follows that the joint distribution of
(X1, X3) has a density equal to fN (x|q)fCN (z|x, ρ1ρ2, q) and of course that joint
density of (X1, X2, X3) is given by
fN(x|q)fCN (y|x, ρ1, q)fCN (z|y, ρ2, q).
Consequently the conditional density of X2|X1 = x,X3 = z is equal to the ratio
of the joint density of (X1, X2, X3) and a marginal density of (X1, X3). Hence,
consequently
X2|X1 = x,X3 = z ∼ fCN (y|x, ρ1, q)fCN (z|y, ρ2, q)
fCN (z|x, ρ1ρ2, q)
= fC2N(y|x, ρ1, z, ρ2).
Thus q−Hermite polynomials {Hn(x|q)} are the polynomials that are orthogonal
with respect to the marginal densities of our finite Markov chain, the modified ASC
polynomials {Pn(x|y, ρ, q)} are the polynomials that are orthogonal with respect
to the conditional Xi|Xj = y (i 6= j) densities of our chain. Finally the modified
AW {An(x|y, ρ1, z, ρ2)} polynomials are the ones that orthogonal with respect to
the conditional densities X2|X1 = y,X2 = z.
Of course, one can generalize this example and consider discrete of continuous
time Markov processes.
In fact, the first probabilistic model where the q−Hermite polynomials appeared,
was defined by W. Bryc in [7]. It was called the stationary Markov field (that is,
time-symmetric, discrete-time, stationary Markov process). There, it was shown
that the defined in the paper, Markov field is stationary and has marginal distri-
bution with the density fN and has the property that
E(Hm(Xn+k|q)|Xn = x) = ρkHm(x|q),
for all nonnegative integer m,n, k.
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What has surprised R. Askey in the description of this Markov chain (i.e. pro-
cesses with discrete-time), is the fact that in the original probabilistic description
of the field there is no parameter q. In fact, it was defined as some (quite nontrivial
at the first sight) function of the parameters that were used in the description of
the field. In [8], the conditional distribution and the polynomials that are orthog-
onal with respect to it, were identified. The fact that the conditional distribution
X2|X1 = y,X2 = z is AW was shown in [47].
In [7] and [8] it was shown, that Bryc’s random field can exist for q ≥ −1 and
|ρ| < 1. Since ρ = 0 leads to the trivial case of independent random variables we
exclude this case from considerations.
For q ∈< −1, 1 > the one-dimensional distributions are uniquely defined and
depend only on q.
In particular, for q = −1 this marginal distribution is discrete symmetric with
support on {−1, 1}. Similarly, the conditional (transitional) distribution is also
discrete supported on {−1, 1} with the transitional probabilities depending on ρ.
For q ∈ (−1, 1) the marginal distributions have densities and bounded support
(these distributions are in fact the q−Normal distributions introduced by Boz˙ejko
et al. in [6]), for q = 1 marginal distribution is the standard normal N (0, 1).
Conditional distributions are also uniquely defined and depend on q and ρ. For
q ∈ (−1, 1 > and ρ ∈ (−1, 1)\ {0} these conditional distributions have densities
(see e.g. [8]). In particular for q = 1 such conditional distribution of say Xk+1
under condition Xk = y is the normal distribution N
(
ρy, 1− ρ2) .
The existence of such random fields for q > 1 was an open question. It was
answered positively in [48]. For q > 1 the one-dimensional distributions are not
uniquely defined. These distributions have only known moments of all orders. It
turns out that the conditional distributions do not exist for all pairs (q, ρ) . They
might exist only if ρ2 ∈
{
1
q ,
1
q2 , . . .
}
.
For q > 1 and ρ2 = 1qm−1 (see [8]) the conditional distribution of Xn+1|Xn = y is
concentrated on zeros
{
χj (y, q)
}m
j=1
of the Al-Salam-Chihara polynomial Pm (x|y, ρ, q)
defined above (more precisely by (8.23)). Moreover, the masses {λi}mi=1 assigned to
these zeros, are defined by the equalities:
m∑
j=1
λj = 1,
m∑
j=1
λjPk
(
χj (y, q) |y, ρ, q
)
= 0,
for k = 1, . . .m− 1.
The problem was if the defined in this way, discrete conditional distributions
satisfy the so-called Chapman–Kolmogorov equation. Following [48], it turned out
that yes, they do. The proof heavily depends on the adopted to the present set-
ting, formulae 8.7 and 8.8. The referee of [48] (most probably M. Ismail) was
really surprised that a very abstract formula (i.e. 8.7), has found its probabilistic
application.
10. Attempts to generalize Gaussian distributions and processes.
In this subsection, we expose one or more important property of the Gaussian
process or distribution and indicate, so to say, a q− version of the process or
distribution that has similar properties.
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10.1. Three dimensional distribution generalizing some properties of Nor-
mal distribution. In this subsection, we try to generalize the following property
of the Gaussian distribution. Let Rn ∋ X ∼N(m,Σ) be a random vector hav-
ing Normal distribution with parameters m =EX and variance-covariance matrix
Σ =E(X−m)(X−m)T . Assume that XT = (X1, . . . , Xn). Then, it turns out
that for every subset I ⊂ {1, 2, . . . , n} and integers {ij}j∈I the conditional expec-
tation
E(
∏
j∈I
X
ij
j |{Xk}k/∈I)
is a polynomial in variables {Xk}k/∈I of order not exceeding
∑
j∈I ij . We will call
such property PCM(n) (polynomial conditional moment property of n−dimensional
distribution). So far, it is known that only Normal distribution has this property
for every integer n. Below, we will see that it is possible to construct non-Normal
distribution having this property, unfortunately, so far, only for dissension 3.
As shown in [46], the distribution that has PCM(3) property is the following :
f3D(x, y, z|ρ12, ρ13, ρ23, q) = fN (x|q) fN (y|q)fN (z|q)
× C3D
(
ρ212
)
∞
(
ρ213
)
∞
(
ρ223
)
∞
W (x, y|ρ12, q)W (x, z|ρ13, q)W (y, z|ρ23, q)
= C3DfCN(x|y, ρ12, q)fCN (y|z, ρ23, q)fCN (z|x, ρ13, q),
where W (x, y|ρ, q) is defined by (8.30) and C3D suitably chosen constant. To pro-
ceed further, let us denote also by r = ρ12ρ23ρ13. The first result proved in [46] is
the following theorem presenting marginal distributions.
Theorem 1. Let us denote for simplicity r = ρ12ρ13ρ23. Then
i) C3D = 1− r.
ii) two-dimensional marginals depend in fact on two parameters (except for q) .
In the case of fY Z on ρ23 and ρ12ρ13 only.
fY Z(y, z|ρ12, ρ13, ρ23, q) =
∫
S(q)
f3D(x, y, z|ρ12, ρ13, ρ23, q)dx =
(1− r)fN (y|q)fN (z|q)
(
ρ223
)
∞ (ρ
2
12ρ
2
13)∞∏∞
i=0 ω (y, z|ρ23qi)ω (y, z|ρ12ρ13qi)
= (1− r)fCN (y|z, ρ23, q)fCN(z|y, ρ12ρ13, q)
and similarly for fXZ , and fXY .
iii) Marginal one-dimensional densities
∫
S(q)
∫
S(q) f3D(x, y, z|ρ12, ρ13, ρ23, q)dxdy
= fZ(z|ρ12, ρ13, ρ23, q) depend on the product r = ρ12ρ23ρ13 only. Moreover we have
fZ(z|ρ12, ρ13, ρ23, q) = fR(z|r, q), where fR is a Rogers distribution given by (8.20).
Remark 20. This result provides the first example of the probabilistic interpreta-
tion of the q−ultraspherical polynomials know so far in the literature.
The second result presented in [46], concerns the conditional moments. Recall
that in fact we have 9 types of conditional moments. 3 of them are of the form
E(Xn|Y = y, Z = z) (in fact, we will find E(Hn(X)|Y = y, Z = z)) and similarly
for the remaining choices of the conditioned random random variable. Next 3 of
them are of the form E(XnY m|Z = z) (again we will find E(Hn(X)Hm(Y )|Z = z))
and similarly the other choices of the conditioning random variable. Finally we have
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3 conditional moments of the form E(Hn(X)|Y = y) and similarly the other two
choices of the variables. We have the following results.
Theorem 2. One dimensional conditional moments say E(Hn(Y |q)|Z = z) are
polynomials of order not exceeding n in Z. More precisely for n = 2m+ 1 we have
E(H2m+1(Y |q)|Z = z) =
m∑
s=0
[
2m+ 1
s
]
q
(ρ2m+1−s23 +(ρ12ρ13)
2m+1−s)Φs,2m+1−s(z|r, q),
and for n = 2m, m ≥ 1 we have:
E(H2m(Y |q)|Z = z) =
[
2m
m
]
q
rmΦm,m(z|r, q)
+
m−1∑
s=0
[
2m
s
]
q
(ρ2m−s23 + (ρ12ρ13)
2m−s)Φs,2m−s(z|r, q),
where polynomials {Φm,k(z|r, q)}m,k≥0 are given by (8.37).
In particular we have:
(10.1) E(Y |Z = z) = (ρ23 + ρ12ρ13)
(1 + r)
z,
and
(10.2)
E(Y 2|Z = z) = (ρ
2
23 + ρ
2
12ρ
2
13)(1 − qr) + r(1 − r)(1 + q)
(1 + r)(1 − qr2) z
2+
1+ r2 − ρ223 − ρ212ρ213
(1 − qr2) .
Theorem 3. E(Hn(X |q)|Y = y, Z = z) has one of the following equivalent form:
i)
E(Hn(X |q)|Y = y, Z = z)(10.3)
=
n∑
s=0
[
n
s
]
q
ρn−s12 ρ
s
13
(
ρ212
)
s
Hn−s (y|q)Ps (z|y, ρ12ρ13, q) /(ρ212ρ213)s,
where {Ps (z|y, ρ1ρ2, q)}s≥−1 constitute the so-called Al-Salam–Chihara polynomials
with new parameters defined by the three-term recurrence (8.23).
ii)
E(Hn(X |q)|Y = y, Z = z) = 1
(ρ212ρ
2
13)n
⌊n/2⌋∑
k=0
(−1)kq(k2)
[
n
2k
]
q
[
2k
k
]
q
[k]q!ρ
2k
13ρ
2k
12
(10.4)
× (ρ212, ρ213)k
n−2k∑
j=0
[
n− 2k
j
]
q
(
ρ212q
k
)
j
(
ρ213q
k
)
n−2k−j ρ
n−2k−j
12 ρ
j
13Hj (z|q)Hn−2k−j(y|q).
iii) E(Pn(X |y, ρ12, q)|Y = y, Z = z) = ρ
n
13(ρ
2
12)n
(ρ2
12
ρ2
13
)n
Pn(z|y, ρ12ρ13, q).
In particular we have
(10.5) E(X |Y = y, Z = z) = yρ12(1− ρ
2
13) + zρ13(1− ρ212)
1− ρ212ρ213
.
Finally we have:
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Corollary 1. ∀n,m ≥ 0 : E(Hn(X |q)Hm(Y |q)|Z) is a polynomial of order at most
n+m of the conditioning random variable Z.
In particular we have:
E(XY |Z = z) = z2 ρ12(ρ
2
13 + ρ
2
23)(1 − qr) + (1− r)(ρ13ρ23 + qrρ12)
(1 + r)(1 − qr2)(10.6)
+
ρ12(1− ρ213)(1 − ρ223)
(1− qr2) .
Maybe it is worth to recall, that the conditional densities are the following:
fX|Y,Z(x|y, z, ρ12, ρ13, ρ23, q) =
f3D(x, y, z|ρ12, ρ13, ρ23, q)
fY Z(y, z|ρ12, ρ13, ρ23, q)
=
(ρ212)∞
(
ρ213
)
∞
(ρ212ρ
2
13)∞
fX(x|q) W (y, z|ρ12ρ13, q)
W (x, y|ρ12, q)W (x, z|ρ13, q)
=
fCN(x|y, ρ12, q)fCN(z|x, ρ13, q)
fCN(y|z, ρ12ρ13, q)
= fC2N (x|y, ρ12, z, ρ13, q).
In other words, we have
E(An (X |y, ρ12, z, ρ2, q) |Y = y, Z = z) = 0,
for all n ≥ 1, whereA(x|y, ρ1, z, ρ2) is the AW polynomial with parameters y, ρ1, z, ρ2.
Similarly for the other conditional densities.
fXY |Z(x, y|z, ρ12, ρ13, ρ23, q) =
f3D(x, y, z|ρ12, ρ13, ρ23, q)
fR(z|r, q)
fX|Y (x|y, ρ12, ρ13, ρ23, q) =
fXY (x|y, ρ12, ρ13ρ23, q)
fY (y|ρ12ρ13ρ23, q)
10.2. q−Wiener stochastic process. It is known, that theWiener process (Yt)t≥0
is a stochastic process defined on [0,∞) that has i) independent increments, ii) has
Gaussian marginal distributions N(0, σ2t), iii)
E(tn/2Hn(
Yt
σ
√
t
)|FY≤s) = sn/2Hn(
Ys
σ
√
s
),(10.7)
E(s−n/2Hn(
Ys
σ
√
s
)|FY≥t) = t−n/2Hn(
Yt
σ
√
t
)(10.8)
a.s. for all n ∈ N, 0 ≤ s < t. Here Hn denotes the Hermite polynomial de-
fined (2.1) and FY≤s, FY≥t denote the σ−field generated by process Yτ for τ ≤ s
or τ ≥ t i.e., so to say, the past or the future of the process (Yt) that happen
before the moment s or past the moment t. Properties (10.7) and (10.8) are some-
times expressed in the following form. Namely, that the families (indexed by n)
of processes
{
tn/2Hn(
Yt
σ
√
t
)
}
t≥0
and
{
s−n/2Hn( Ysσ√s )
}
s≥0
are respectively called
martingales and reversed martingales.
To simplify further description let us assume σ = 1. Now, in [58] for every
|q| < 1, there has been defined Markov stochastic process (Xt)t≥0 such that i) each
of its marginal distribution say Xt has density
1√
τ
fN
(
x√
τ
|q
)
, ii) for every n ≥ 1
the following stochastic processes
{
tn/2Hn(
Yt√
t
|q)
}
t≥0
and
{
s−n/2Hn( Ysσ√s |q)
}
s≥0
are repetitively martingale and reversed martingale. That is (10.7) and (10.8) are
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satisfied with polynomials Hn(x) substituted by Hn(x|q). For the probabilists, it
is obvious that the increments of this process cannot be independent unless q = 1,
that is when we deal with the Gaussian case.
In [58] there has been defined, the other, related process called q-Ornstein–
Uhleneck process. Both these processes provide examples of Markov processes that
have all conditional moments of order n being polynomials of the condition of the
order not exceeding n. The theory of such processes has been developed in the series
of papers [59], [60], [61].
10.3. Generalization of Kibble–Slepian formula. Recall that Kibble in 1949
[25] and independently Slepian in 1972 [39] extended the Mehler’s formula to higher
dimensions, expanding ratio of the standardized multidimensional Gaussian density
divided by the product of one-dimensional marginal densities in the multiple sums
involving only constants (correlation coefficients) and the Hermite polynomials.
The formula in its generality can be found in [19] (4.7.2 p.107). Since we are going
to generalize its 3-dimensional version only this version will be presented here.
Namely let us consider 3 dimensional density f3D (x1, x2, x3; ρ12, ρ13, ρ23) of Nor-
mal random vector N



 00
0

 ,

 1 ρ12 ρ13ρ12 1 ρ23
ρ13 ρ23 1



 . Of course we must assume
that the parameters ρ12, ρ13, ρ23 are such that the variance covariance matrix is
positive definite i.e. such that
∣∣ρij∣∣ < 1, i, j = 1, 2, 3, i 6= j and
(10.9) 1 + 2ρ12ρ13ρ23 − ρ212 − ρ213 − ρ223 > 0.
Then, the Kibble–Slepian formula reads that
exp
(
x21 + x
2
2 + x
2
3
2
)
f3D (x1, x2, x3; ρ12, ρ13, ρ23)
=
∞∑
k,m,m=0
ρk12ρ
m
13ρ
n
23
k!m!n!
Hk+m (x1)Hk+n (x2)Hm+n (x3) .
Thus, the immediate generalization of this formula would be to substitute the
Hermite polynomials by the q−Hermite ones and the factorials by the q−factorials.
The question is, if such sum is positive. It turns out that not in general, i.e., not
for all ρ12, ρ13, ρ23 satisfying (10.9). Nevertheless, it is interesting to compute the
sum
(10.10)
∞∑
k,m,m=0
ρk12ρ
m
13ρ
n
23
[k]q! [m]q! [n]q!
Hk+m (x1|q)Hk+n (x2|q)Hm+n (x3|q) .
For simplicity let us denote this sum by g (x1, x2, x3|ρ12, ρ13, ρ23, q) .
In [50] the following result have been formulated and proved.
Theorem 4. i)
g (x1, x2, x3|ρ12, ρ13, ρ23, q) =
(
ρ213
)
∞∏∞
k=0Wq (x1, x3|ρ13qk)
×
∑
s≥0
1
[s]q!
Hs (x2|q)Ds (x1, x3|ρ12, ρ23, ρ13, q)(10.11)
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where Dn (x1, x3|ρ12, ρ23, ρ13, q) is given by either (8.35) or can be expressed in
terms of polynomials Hn in the following form:
Dn (x1, x3|ρ12, ρ23, ρ13, q) =
1
(ρ213)n
×
⌊n/2⌋∑
k=0
(−1)kq(k2)
[
n
2k
]
q
[
2k
k
]
q
[k]q!ρ
k
12ρ
k
13ρ
k
23
(
ρ12ρ13
ρ23
)
k
(
ρ13ρ23
ρ12
)
k
n−2k∑
j=0
[
n− 2k
j
]
q
ρj23
(
ρ12ρ13
ρ23
qk
)
k
ρn−j−2k12
(
ρ13ρ23
ρ12
qk
)
n−2k−j
Hj (x1|q)Hn−2k−j (x3|q) ,
similarly for other pairs (1, 3) and (2, 3) ,
ii)
g (x1, x2, x3|ρ12, ρ13, ρ23, q) =
(
ρ213, ρ
2
23
)
∞∏∞
k=0Wq (x1, x3|ρ13qk)Wq(x3, x2|ρ23qk)
(10.12)
×
∞∑
s=0
ρs12 (ρ13ρ23/ρ12)s
[s]q! (ρ
2
13)s (ρ
2
23)s
Ps (x1|x3, ρ13, q)Ps (x2|x3, ρ23, q) ,
similarly for other pairs (1, 3) and (2, 3) .
Unfortunately, as shown in [50], one can find such ρ12, ρ13, ρ23 that function
g with these parameters assumes negative values for some xj ∈ S (q), j = 1, 2, 3
hence consequently g (x1, x2, x3|ρ12, ρ13, ρ23, q)
∏3
j=0 fN (xj |q) with these values of
parameters is not a density of a probability distribution.
11. Infinite expansions
11.1. Kernels. In the literature, there is a small confusion concerning terminology.
Sometimes the expression of the form∑
n≥0
rnAn (x)Bn (y)
where {An} and {Bn} are the families of polynomials, are also called kernels (like in
[54])) or even sometimes ’bilinear generating function’ (see e.g. [35])) or also Poisson
kernels. Generally, if An and Bn are different we talk about non-symmetric kernels,
if An(x) = Bn(x) the, the kernels are called symmetric or simply kernels.
The process of expressing these sums in a closed-form is then called ’summing
of kernels’.
Summing the kernel expansions is, in general, a difficult thing to do. The proving
positivity of the kernels is another difficult problem. Only some are known and have
relatively simple forms. In most cases, sums are in the form of a complex finite sum
of the so-called basic hypergeometric functions.
If such a kernel is nonnegative for all x and y that belong to the supports
of measures µ and ν that make orthogonal the following families of polynomials
respectively {pn} and {qn} , then such a kernel is called (at least among probabilists)
the Lancaster kernel.
Here, below we have another, probabilistic application of q− series theory.
Properties and applications in the theory of probability of such kernels were
described in the series of papers of H.G. Lancaster [28], [30], [29], [31].
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If we do not deal with Lancaster kernels, then their importance in applications
stems directly from the Mercer’s theorem and the following it theory. Anyway,
summing kernels is an important and ambitious task.
In the case of Lancaster kernels, it turns out that many cases the number se-
quence {rn} has to be a moment sequence. It is the necessary condition in case of
unbounded supports of the measures µ and ν.
We start with the famous Poisson–Mehler expansion of fCN (x|y, ρ, q) /fN (x|q)
in the an infinite series of Mercer’s type (compare e.g. [34]). Namely the following
fact is true:
Theorem 5. ∀ |q| , |ρ| < 1;x, y ∈ S (q) :
(ρ2)∞∏∞
k=0Wq (x, y|ρqk)
(11.1)
=
∞∑
n=0
ρn
[n]q!
Hn(x|q)Hn(y|q).
For q = 1, x, y ∈ R we have
(11.2)
exp
(
x2+y2
2
)
√
1− ρ2 exp(−
x2 + y2 − 2ρxy
2(1− ρ2) ) =
∞∑
n=0
ρn
n!
Hn(x)Hn(y).
Proof. There exist many proofs of both formulae (see e.g. [19], [5]). One of the
shortest, exploiting connection coefficients, given in (8.25) is given in [42]. The
simplest seems to be based on (5), (5.6) and then introducing parameters 8.21. 
Corollary 2. ∀ |q| , |ρ| < 1;x ∈ S (q) :
∑
k≥0
ρk
(
ρqk+1
)
∞
[k]q!
H2k (x|q) =
(
ρ2
)
∞
(ρ)∞
∞∏
k=0
L−1q
(
x|ρqk) .
Proof. We put y = x in (11.1), then we apply modified version of (3.11), change
order of summation and finally apply formulae 1(ρ)j+1
=
∑
k≥0
[
j+k
k
]
q
ρk and
(ρ)
∞
(ρ)j+1
=
(
qj+1ρ
)
∞ . 
Remark 21. This formula has been obtained by other means in the first section
compare (3.7)
We will call expression of the form on the right-hand side of (11.1) the kernel
expansion while the expressions from the left-hand side of (11.1) kernels. The name
refers to Mercer’s theorem and the fact that for example∫
S(q)
k (x, y|ρ, q)Hn (x|q) fN (x|q) dx = ρnHn (y|q) fN (y|q) ,
where we denoted by k (x, y|ρ, q) the left-hand side of (11.1). Hence we see that k
is a kernel, while function Hn (x|q) fN (x|q) are eigenfunctions of kernel k with ρn
being an eigenvalue related to an eigenfunction Hn (x|q) fN (x|q) . Such kernels and
kernel expansions are very important in the analysis or in quantum physics in the
analysis of different models of harmonic oscillators.
Below we will present several of them. Mostly the ones involving the big q-
Hermite, Al-Salam–Chihara and q-ultraspherical polynomials.
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To present more complicated sums we will need the following definition of the
basic hypergeometric function namely
(11.3) jφk
[
a1 a2 . . . aj
b1 b2 . . . bk
; q, x
]
=
∞∑
n=0
(a1, . . . , aj)n
(q, b1, . . . , bk)n
(
(−1)n q(n2)
)1+k−j
xn,
2mW2m−1 (a, a1, . . . , a2m−3; q, x) =(11.4)
2mφ2m−1
[
a q
√
a −q√a a1 a2 . . . a2m−3√
a −√a qaa1
qa
a2
. . . qaa2m−3
; q, x
]
.
We will present now the kernels built of families of polynomials that are discussed
here and their sums.
Theorem 6. i) For all |t| < 1, |x| , |y| < 2 :
∞∑
n=0
tnUn (x/2)Un (y/2) =
(
1− t2)(
(1− t2)2 − t (1 + t2)xy + t2(x2 + y2)
) .
ii) For all |t| < 1, |x| , |y| < 1 :
∞∑
n=0
(1− βqn) (q)n
(1− β) (β2)
n
tnCn (x|β, q)Cn (y|β, q) =
(βq)
2
∞(
β2
)
∞ (βt
2)∞
∞∏
n=0
w (x, y|tβqn)
w (x, y|tqn) ×
8W7
(
βt2
q
,
β
q
, tei(θ+φ), te−i(θ+φ), tei(θ−φ), te−i(θ−φ); q, βq
)
,
where x = cos θ, y = cosφ.
iii) For all |x| , |y| , |t| , |tb/a| ≤ 1 :
∑
n≥0
(tb/a)
n
(q)n
hn (x|a, q)hn (y|b, q) =
(
b2t2
a2
)
∞
∞∏
k=0
v
(
x|tbqk)
w
(
x, y|t baqk
)×(11.5)
3φ2
(
t btei(θ+φ)/a btei(−θ+φ)/a
b2t2/a2 bteiφ
; q, be−iφ
)
,
with x = cos θ and y = cosφ.
iv) For all |t| < 1, x, y ∈ S (q) , ab = αβ :
∑
n≥0
(tα/a)
n
(q)n (ab)n
Qn (x|a, b, q)Qn (y|α, β, q) =
(
α2t2
a ,
α2t
a e
iθ, be−iθ, bteiθ, αte−iφ, αteiφ
)
∞(
ab, α
2t2
a e
iθ
)
∞
∏∞
k=0 w
(
x, y|αta qk
) ×
8W7
(
α2t2eiθ
aq
, t,
αt
β
, aeiθ,
αt
a
ei(θ+φ),
αt
a
ei(θ−φ); q, be−iθ
)
,
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where as before x = cos θ and y = cosφ and
∑
n≥0
tn
(q)n (ab)n
Qn (x|a, b, q)Qn (y|α, β, q) =
(
βt
a
)
∞
(αat)∞
∞∏
k=0
(1 + α2t2q2k)2 − 2αtqk (x+ y) (1 + α2t2q2k)+ 4α2xyt2q2k
w (x, y|tqk)
8W7
(
αat
q
,
αt
b
, aeiθ, ae−iθ, αeiφ, αe−iφ; q;
βt
a
)
.
v) For all |ρ1| , |ρ2| , |q| < 1, x, y ∈ S (q)
(11.6)
0 ≤
∑
n≥0
ρn1
[n]q! (ρ
2
2)n
Pn (x|y, ρ2, q)Pn
(
z|y, ρ2
ρ1
, q
)
=
(
ρ21
)
∞
(ρ22)∞
∞∏
k=0
Wq
(
x, z|ρ2qk
)
Wq (x, y|ρ1qk)
.
Remarks concerning the proof. i) We set q = 0 in (11.1) and use the fact that
Hn(x|0) = Un(x/2). ii) It is formula (1.7) in [35] based on [18]. iii) it is formula
(14.14) in [54], iv) these are formulae (14.5) and (14.8) of [54]. v) Notice that it
cannot be derived from assertion iv) since the condition ab = αβ is not satisfied.
Recall that (see (8.22)) ab = ρ22 while αβ = ρ
2
1. For the proof recall the idea of
expansion of ratio of densities presented in [42], use formulae (8.27) and (8.31) and
finally notice that fCN (x|y, ρ1, q) /fCN (x|z, ρ2, q) =
(ρ21)
∞
(ρ22)
∞
∏∞
k=0
Wq(x,z|ρ2qk)
Wq(x,y|ρ1qk) . 
Corollary 3. For all |a| > |b| , x, y ∈ S (q) :
0 ≤
∑
n≥0
bn
[n]q!a
n
Hn (x|a, q)Hn (y|b, q) =
(
b2
a2
)
∞
∞∏
k=0
Vq
(
x|bqk)
Wq
(
x, y| baqk
) .
Proof. We set t = 0 in (11.5) and assume |b| < |a| . For an alternative simple proof
see [49]. 
11.2. Expansions of kernel’s reciprocals. We have the following infinite expan-
sions:
Theorem 7. i) For |q| , |ρ| < 1, x, y ∈ S (q) :
1/
∞∑
n=0
ρn
[n]q!
Hn (x|q)Hn (y|q) =
∞∑
n=0
ρn
(ρ2)n [n]q!
Bn (y|q)Pn (x|y, ρ, q) .
ii) For x, y ∈ R and ρ2 < 1/2
1/
∞∑
n=0
ρn
n!
Hn (x)Hn (y) =
∞∑
n=0
ρnin
n! (1− ρ2)n/2
Hn (ix)Hn
(
(x− ρy)√
1− ρ2
)
.
iii) For |q| < 1, |a| < |b| , x, y ∈ S (q) :
1/
∑
n≥0
an
[n]q!b
n
Hn (x|a, q)Hn (y|b, q) =
∑
n≥0
an
[n]q!b
n (a2/b2)n
Bn (y|b, q)Pn (x|y, a/b, q) .
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iv) For |ρ1| , |ρ2| , |q| < 1, x, y ∈ S (q) :
1/
∑
n≥0
ρn1
[n]q! (ρ
2
2)n
Pn (x|y, ρ2, q)Pn
(
z|y, ρ2
ρ1
, q
)
=
∑
n≥0
ρn2
[n]q! (ρ
2
1)n
Pn (x|z, ρ1, q)Pn
(
y|z, ρ1
ρ2
, q
)
.
Remarks concerning the proof. i) and ii) are proved in [42]. iii) is proved in [49].
iv) directly follows (11.6) 
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