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La Econometría es una rama científica evidentemente empírica, 
en la cual, toda apl icación que se pretende real izar, supone la ejec~ 
ción de cálculos largos y tediosos, siendo necesario el concurso de _ 
métodos y técnicas que faci liten de una manera rápida y, sobre' todo'; 
precisa su real ización. 
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Afortuna damen te, [lue_s_t.r:.o.. _~JglG.-.-o.Qs_b,._da do __ una _.mode.coa._técn.i L ::.-___ _ 
ca de cálculo, representada por los ordenadores electrónicos, que fa-
cil ita la resolución de cualquier problema econométrico con un nivel! 
aceptable de general idad y eficacia. 
Aunque el término ordenador parece sinónimo de máquina de 
grandes dimensiones, costosa y de difiéil manejo, para uso exclusivo! 
de personal altamente especial izado, el desarrollo de la industria 
electrónica, en apenas 40 años desde su nacimiento, ha conocido una -
--~·eve-kJción (o revolución, según muchos autores) tan espectacular que -
está camb·ian-c!o··es·ta idea a pasos acelerados. 
Innovaciones tecnológicas consideradas prodigiosas, como el -
transistor y su integración en pequeñas plaquitas o "chips", base del 
la microelectrónica, ha~ gdnerado un proceso constante de miniatur¡z~ 
ción y abaratamie~tó de componentes que permite hoy día que pequeños! 
ordenadores, denominados microordenadores, ordenadores personales 
(O.P.) o sim'plemente "micros", dispongan de potencias de cálculo pro-
pias de los grandes ordenadores de la década de los años 60, pero en! 
una máquina de reducidas dimensiones, bajo precio y con un lenguaje -
conversacional (Basic) facil y flexible. 
Estas características del micr-o, sobre todo su bajo precio y! 
faeil idad de programación que permite~su adquisición y manejo por 
cualquier persona, no experto informático, 10 hacen especialmente in-
teresante como técnica de cálculo vál ida en apl icaciones econométri--
cas elementales, que deben facil itar, sin ninguna duda, la mejor com-
prensión de la Econometría por parte de nuestros alumnos de las Facul 
tados de Económicas. 
. / 
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En este sentido, se va a desarrol lar aquí una apl icación sen-
cilla que concluya en la resolución de los cálculos genéricos de los! 
denominados econométricamente modelos lineales simples (M.L.S.). 
El proceso de resolución que se adopta es el típico de quién! 
se enfrenta por primera vez con la tarea de resolver un problema con! 
un ordenador, a saber:-
l· Fase de definición: 
Anál isis del problema teórico y su resolución a nivel con 
ceptual. 
2· Fase de diseño: 
Estructuración de las tareas a ejecutar y diagrama de flu 
jo que simpl ifique su comprensión. 
I 
-3· Fase de programación: 
Escritura del programa y depuración de errores de sinta--
xis. 
4· Fase de prueba y aceptación: 
"Correr" el programa y depurarlo de errores de cálculo 
(errores de algoritmo) hacieoQ".funcionar el programa con 
un problema de resultados conocidos. 
La programación se efectuará siguiendo una técn ica elemental; 
acorde con los conocimientos que los alumnos adquieren en un curso de 
introducción al Basic o los que ellos mismos puedan adquirir en un ma 
nual de dicho lenguaje. Aún así, se expl icitarán un conjunto de sen~­
tencias de manejo de impresora, de más dificil comprensión y manejo,! 
pero que se in~Lu.y_enc-PQ['_se.cimprescindibles para la presentación es-
crita de los resultados. 
El programa se desarrol la en lenguaje Basic Applesoft, usado! 
en el micro Apple 11, si bien por la técnica elemental de programación 
que se sigue, puede ser sencill-amente adaptado a ot:-os dialectos del! 










Aunque su atención se centra en un tema econométrico, resulta 
igualmente val ido para la resolución de los calculos que la Estadísti 
ca plantea en cualquier distribución,bidimenslonal. 
1) MODELO LINEAL SIMPLE. ESQUEMA TEORICO (1) 
La re lac ión económ i ca mas senc i 11 a es aque 11 a que puede esta-
becerse entre dos variables X e Y mediante una ecuación lineal comol 
la siguiente: 
en 'la qué Y se denomina variable endógena (variable dependiente mate-
máticamenté}, X es la variable exógena (expl icativa d independlente)y 
U es la perturbaci6n aleatoria, mientras. que "\ y f son dos paráme- I 
"idos. 
El propósito de la Econometría es estimar los parámetros e5--
tructurales « y 13 " para lo que debe disponerse de una serie de ob-
servaciones estadísticas de las variables X e Y. 
Estas observaciones pueden efectuarse a 10 largo del tiempo I 
-datos de series ~emporales- o bien para diferentes individuos, gru-
pos, objetos ... en un momento dado' -datos de corte transversal 0::',-
cross sec~ión-. La perturbación aleat oria, por definición, es una -
variable no observable. 
DesignandO las observaciones por 
y, fY" ,. ,. o,y" 
~ , Xi I .. , .. .X'~ 
se plantea un sistema de n ecuaciones, una por cada par de valores, 
----- ---
_ que permite esti'mar-'estadrs~ic:amente las incognitas del mismo, los -, 
parámetros de la relación propuesta. 
(1) Este esquema teórico es simplemente una referencia bás ica al mo,-' 
delo 1 ineal simple. Para sacarle todo su partido es necesario 
complementarlo con la lectura del correspondiente capítulo de 
cualquiera de los manuales econométricos,ccya bibl iografía se re 






En Econometría, la relación 1 ineal entre dos variables, reci-
be el nombre de modelo lineal simple y se escribe formalmente por la! 
ecuación 
en donde 
y,' son variables aleatorias independientes 
X,' variables matemát icas exactas 
a,p parámetros desconocidos 
Ut variables aleatorias no observables o Independientes! 
con distribución normal de medio cero y varianza ~< 
ESTIMACION DE LOS PARAMETROS.- Estimar los parámetros de! modelo 
significa obtener valores numéricos que sustituyan a los símbolos,< y:a 
Conocidos estos elementos, que se suponen constantes, se conoce todo! 
lo que es sistemático en el modelo. Ahora bien, en la práctica no es! 
posible llegar a un conocimiento exacto del valor de tales parámetros 
Según los supues tos es'ta'bl ec (dcis:-'s~lamen te se dispone de una in fa rma 
ción parcial sobre el fenómeno en estudio (la contenida en la muestra) 
y, a partir de esos datos incompletos y, con base en la teoría esta--
dística de la estimación, se pretende inferir los valores de los par~ 
metros desconocidos. 
La estimación (puntual) necesita, entonces, de la elección de 
un método de estimación, que permitll, obtener unas funciones de los va 
lores muestrales denominados estadísticos o estimadores, a los que de 
ben exigirse un cierto comportamiento expresado en términos de propi~ 
dades estadísticas que aseguren la fiabil idad del proceso de inferen-
cia. En el modelo 1 ineal simple, por las propiedades "optim&s", a las 
que se llegan (estimadores 1 ineales, insesgados, óptimos, suficientes 
y consistentes) acudimos al método de los mínimos cuadrados, o dicho! 
en otras palabras, a minimizar la suma de los cuadrados de los resi--
duos de la regresión 1 ineal de Y sobre X. 
Des i gnando por " residuos, u, estes 
de les pa rámetres y por " y¿ les valores de 
estimada, podemos expresar matemát ¡camente 
n ,,~ 
rl''Hn., MI ~'a"r' ~ u.\' 
, 
V, -:: "" + J3 i(,' + u.¡ 





" les estimaderes/ por (>( , ~y, a través de la ecuación 




apl icando las condiciones de minimización, se deduce el sistema de 
ecuaciones normales 
nA"''' \ 
;;: y,' = (\« + 1'.": X, 
• ¡- • 
n ~ ~ ~ ~ y,'X',':~ ~;( .. + ~ .. X,e 
, . , 
cuya resolución permite obtener: 
Los valores numéricos resultantes de apl icar estas expresio--
nes a los datos de una muestra determinada reciben el nombre de esti-
maciones. Si se emplean muestras diferentes. se ebtendrán.valores pr2. 
bablemente distintos. Para dar una idea de las oscilaciones que pus--
den producirse de una muestra a otra, se estiman también las varian--
zas (o las desviaciones típicas) de los estimadores. 
En las mismas interviene el estimador de la varianza de las 
perturbaciones ( q..~) cuya propia estimación se basa en la varianza -
de los residuos mínimo cuadraticos ( S!;: .. ) si bien, para garantizar 
su Insesgadez se la corrige con los grados de 1 ibertad perdidos en la 
previa estimación de los parámetros « y F . Matemáticamente: 
La exactitud de las estimaciones puntuales que pueden medirse, 











, ! ; 
/ 
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de'. las estimaciones por intervalos que, en base a la distribución de 
los estimadores, nos marcan, para un nivel de significación, (e.), los 
1 ími tes confidencia les en que se encuentran con úna probab i 1 idad 1 - E 
los valores desconocidos de los parámetros. En concreto, nos basamo's -
en la distribución" t:" de Student con n -2 grados de 1 ibertad que pe.::.. 
m"te obtener, en cada caso, un valor numérico, genéricamente designado 
por to_¿(<St.) que define los intervalos. 
Dado que todos ros'varores del intervalo son compatibles camal 
estimación del parámetro desconocido y hemos..._~esumr¿o éstos por la es 
timación puntual "en eLcaso más desfavorable, puntos extremos, se 
,--_.~...,--~- -._--
comete un error relativo, que viene medido por la razón existente entre 
la diferencia del puntoextre,~():al punto medio~(estimación puntual) yl 
el propio punto medio. En otros términos, la mitad de la _amp.lLtud 'del'!'. 
intervalo partido por el valor_de" la-estimación puntual o tn-2 ( f/z ) 
por desviación típica en relación a la estimación puntual. 
Esta última forma de definirlo, recuerda una medida típi.ca del 
de la Estadística Descriptiva, el coef-¡-dente de varlaClon de Pearson. 
Por simil itud con el mismo, vamos á-denominar a nuestra medida coefi--
ciente de dispersión 
A 
Cdo( ::; tn-z C~Z) \T~ 
I~l 
~ 100 
C'*~= tO-1 Ceh) ia I ~I x loo 
cónsiderándosele en tantos por ciento y con el denominador en valor ab 
saluto, como forma de expresar más adecuadamente el sentido de la dis-' 
persión, que tratamos de medir. Es una magnitud sin dimensiones, inde--
pendiente de las únidades que se manejen en los datos de la muestra. I 
En principio, parece a consejable que, en cualquier apl icación, su ma~ 
nitud no supere una cota máxima del 20 ó 25 %, si bien, cada investig~ 
dar debe fijar el error admisible en función de la final idad y preci--
s ión que se ma rque a su trabajo. 
; 





CONTRASTES DE HIPOTESIS SOBRE LOS PARAMETROS.- Es normal en Econometría 
y a requerimiento de la Teoría Económica, contrastar si determinadas hi-
pótesis, sobre e")ó:comportamiento de los parámetros, son compatibles con! 
los resúltados obtenidos a un nivel de significación prefijado. 
Para anal izar si un valor particular de c( (<;'0) o de ~ (1',) pu~ 
de ser generado po; las observaciones en estudio, se acude a la real iza-
ción de un contraste de los estadísticamente denominados de significación, 
es decir: se trata de aceptar una hipótesis nula ( Ha:c(:C/~ a }l., ~~¡?>o) 
cuyo rechazo no impl ica la aceptación de ninguna alternativa. 
El contraste puede ejecutarse por distintos caminos, uno de 
ellos, por los propios interval~s de confianza. La regla de de cisión en 
este caso, se basa en el hecho de que el valor correspondiente de la hi-
pótesis pertenezca o nó al intervalo del' parámetro 
" 
pan'reu 1 a rnfeifte-;-s-iempre 3eoe contrastarse él va lar concreto /3=-0 ',,'da-
do que su aceptación ° rechazo impl ica rechazar o aceptar correlativame!2. 
te la existencia de relación de dependencia lineal entre las variables, 
en otras palabras, aceptar o rechazar el modelo en su' conjunto. 
PREDICCION. VALOR MEDIO Y VALOR INDIVIDUAL.- Las estimaciones obtenidas 
pueden tener interés por sí mismas. Son muchas las investigaciones econó' 
micas 'en donde basta conocer el valor de los dos parámetros estructura+-
les. En ,tal caso, las estimaciones y contrastes real izados hasta ahora, 
serían suficientes para nuestros propósitos. Sin embargo, es posible que 
nos interese'util izar la función estimada para efectuar predicciones so-
bre el valor que en el futuro tomará la variable Y en consonancJ_a ,con. v~ 
---
Jores prefijados de la variable X. 
En general, nuestras predicciones se expresaran de la siguien-
te forma: "si no se altera la estructura del fenómeno y si el valor que! 
adopta X es Xo; se puede predeci r que el va lor de Y será •••. " En otras! 
-8-
. 
palabras, que la val idez de cualquier ~redicci6n viene condicJonada a 
que en.el período correspondiente se mantenga la val idez del modelo o, 
10 que. es 10 mismo, que no se alteren los valores de los parámetros. 
debido a variaciones estructurales del sistema econ6mico y, por otra! 
parte, que se cumplan escrupulosamente los valores prefijados de la -
variable expl icativa. 
tua rse. 
-------..-.-.-_._~ -- ---: 
Veamos a continuaci6n que tipos de predicciones pueden efec 
1) Predicéiones del valor medio:«+J3_~o_ - Normalmente -
interesa predecir la parte de la variable Y que sistem~ 
ticamente depende de X, prescindiendo de la perturbaci6n 
aleatoria. En tal caso, la predlcci6n a atil Izar sería 
" ,,'" y. = «+P Xo 
como ~ y p ya se han calculado, bast~r~ introducir el -
valor Xo para obtener ·el correspondiente valor numérico 
de la predicci6n. 
Por las mismas razones expuestas al estimar los paráme-
tros oc y ~ puede ahora hablarse de estimación de la va 
r I anza-dei-pred[ctor,-p-redicd 6n po r in te rva 1 os y coe f i 
clente de dispersión de la predicción media. Sus expre-
siones matemáticas: 
fn.t (E,,-) ,ry. 
, Y., 
2) Predlcci6n del valor Individuai: Yo" c( + ¡;Xo + tlo,;"," 
Silo que Interesa es obtener una ¡rredicción del/valor! 
pa·rtlcular que adopta Y (Yo), Incluyendo en él la per--
turbaci6n aleatoria, se demuestra que la mejor f6rmula! 





Sin embargo, esta estimación ahora está sujeta a la 
posibil idad de mayores errores, como consecuencia -
de incluir la componente aleatoria del modelo en la 
mag nitud a estimar. 
Las nuevas medidas de dispersión se constituyen so-
bre la base del error cuadrático medio, que resulta 
ser igual a la varianza de la variable aleatoria, -
diferencia entre Yo e Yo o, 10 que es 10 mismo, 
añadiendo a la estimación de la varianza del valor/ 
medio, la correspondiente a la perturbación aleato-
• • A 
ria (q-:;:Z. -\J~"IT':,' ). Las expresiones concre-. y.~...,., - >'. 
tas se obtienen sobre las del valor medio cambiando 
A 
por ~\ 
MODELOS NO LINEALES. LlNEAL!2ACtGIf."Junto a la relación lineal entre 
variables, la Teoría Econóniica p~ede sugeri r una representación me 
diante una forma funcional no 1 irreal. En tales casos, caben dos 
probabil idades de actuación: intentar model izar una relación no 1 i 
neal, o bien, buscar una transformación inicial de los datos, de -
tal manera que la relación entre los datos transformados aparezca/ 
como 1 i nea 1 . 
En Econometría, sabemos preferir esta segunda vía de ac-
tuación (1 inealización)que permite apl icar de"una forma senci i la -
rodas los conocimientos del modelo 1 ineal a otros que no 10 son. 
EspecIalmente interesante es la transformación logarítmi, 
"ca que puede afectar, bien a la variable endógena (función semi-l~ 
garítmica), o bien, a las dos variables simultáneamente (función -
doble-logarítmica). En el primer caso se model iza la relación 
·Y,':. ()('13""" Q,' Y en el segundo Y,' = eL- X,¡;·(t,' En ambos -
casos, los coef.icientes expresivos de lapendiente de la ecuación -
lineal izada adquieren un sentido económico preciso. Así, la carac-
terística fundamental de la función doble-logarítmica consiste en/ 
que el coef.iciente mide una elasticidad, permaneciendo esta cons-
tante (modelo de elasticidad constante), mientras que en la función 
semi-logarítmica representa tasa de incremento de la variable endó 







,,) .• TAREAS A EJ ECUT,'\R y D' AGRAMA DE FLUJO 
Tal y cómo se ha expresado en el punto anterior, existen 
una serie de cálculos a ejecutar dentro del proceso de estimación, 
contrastación y predicción en un modelo 1 ineal s imple, que convie-
ne ahora,sintetizar y homogenizar para que la tarea de programación 
sea 10 más ~sencilla posible. 
En este sentido, resumimos en el cuadro' las medidas a/ 
obtener y las fómulas para su cálculo, en un esquema que pretende/ 
ser lógico y práctico para ejecutar dicha tarea y, a su vez, una -
forma clara y sencilla de comprensión, del proceso econométrico y/ 
de presentación de resultados. 
El cuadro se encuen~ra dividido en tres columnas y dos -
filas que contienen la siguiente informaciÓn:-2or column-as· modelo! 
~ _.- ---
descriptivo estimado (1), estimadores mínimo-cuadráticos de 105 p~ 
rámetros estructurales (2) y predicción (3), subdividida, a su vez, 
en otras dos columnas, según se trate de predTcc·iÓn -dei7alo7;;;;;--- ~­
dio o del valor individual. En las filas, la A recoge las medidas! 
de dispersión absoluta respecto de los elementos contenidos en ca-
da columna, y la 8 las correspondientes medidas de dispersión rel~ 
tiva. Con relación a las primeras, oti 1 izamos las varianzas y, pa-
ra las segundas, el coeficiente de determinación (R2 ) y los coefi-
cientes de dispersión (Cd) medidos por la mitad del intervalo en -
relación al valor absoluto del estimador correspondiente en tantos 
por cientos. 
La primera columna del cuadro nos permite, en cada caso, 
conocer cómo 1 a recta de r.egres i ón resume o si ntet i za l a nube de -
puntos representativa de los datos de la muestra. Este tipo de aná 
lidrs es tTpico de la teorTa de la regresión 1 ineal simple de la -
Estadistica Descriptiva y de el.la 10 toma la Econometría como pun-
to. inicial del estudio del modelo lineal simple. Los cálculos pur~ 
meñte econométricos, se puede decir que comienzan en la columna se 
gunda con'la estimación de la varianza de las perturbaciones, las/ 
.varlanzas de los estimadores mínimo-cuadráticos y los coeficientes 





Cuadro l. - Resumen de cálculos y resultados básicos en un modelo Illneal simeJe. 
I 
J 2 i 3 
d 
Pred i'cc ión Modelo Descriptivo Estructura estImada i 
, '------'-"""---------"1--'-' 
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En la misma se acumula suficiente informaéión como para concluir una 
evolución positiva o negativa del proceso de model ización. En efecto, 
los intervalos de confianza compatiDil izan, como valores de hipótesis 
sobre e( y ¡3 a todos los puntos en ellos contenidos. En particular, 
el valor· cero para I3 nos permitirá aceptar o rechazar la relación -
de dependencia lineal entre las variables. Los coeficientes de dis--
persión, a su vez, nos expresarán si esa relación se ha cuantificado 
adecuadamente, si los valores obtenidos como estimadores de C( y í3 
son una aproximación aceptable a los valores desconocidos de los pa-
rámetros estructurales. 
La última columna, optativa en muchos casos, evalúa la ca-
pacidad predictiva del modelo. En base a los coeficientes de disper-
sión propios, podemos anal izar la val idez predictiva en tanto en 
cuanto la precisión de la previsión puntual se considere adecuada p~ 
ra los fines prácticos que el modelo persigue. 
Operativamente, el conjunto de medidas y coeficientes con-
tenidos en el cuadro, se han procurado defini~ matemáticamente a tra 
vés de las que las preceden, en una función de encadenamiento, con -
la finalidad de aproveehar-almáximo-posible-toda la información, y! 
reducir coherentemente el número de cálculos a ejecutar y, por tanto, 
a programar. En este sentido, el conjunto de operaciones a efectuar, 
se completa con unos cálculos previos tendentes a obtener los momen-
tos (mediás; vai"i"anzas y covarianzas) de lá distribución estadística 
bidimensional, representada por los datos de la muestra, que tan pr~ 
fusamente son util izados en la definición de los elementos básicos -
del modelo. 
En .el cuadro II se formal izan, desde un punto de vista di-
dáctico, el conjunto de momentos y el proceso esquemático de su ob--
tenclón. Obviamos en este caso su comentario por tratarse de concep-
tos elementales de Estadística Descriptiva, que deben ser ampl iamen-




Cuadro 11 .- Cálculos previos: Momentos de la distribución 1 ¡di-mensiona . 
Suma tor i os Momentos 
" - " I 1 yl SE y' y:: ;¡:Yt¡n 
, l I 
• ~ X' ~ ;(,' X:: ~Xll/n I 
I I I 
I y~ 
--- - - - - - ... r - - - - - ----
• 
" ? I S~ Q.,¡t - y' ~y" 0..0, :. <"Y. In :: I I 
. \ I 'f 
~ ~ , I S\. C\.tr;(! ~ x,t a.~o :: <:)C, In ;. 
, \ I 
• " , I Sy:<:: 0.\1- y; ~ Yl'X,' Oy" :: ~YI' :<'/1\ , 
• I 
. 
En resumen, las tareas a ejecutar, en cuanto a cálculos se 
refiere, podemos agruparlas enJas cuatro siguientes: 
1°' Cálculos previos: sumas y momentos de la distribución! 
bidimensional ;-
2° Modelo descriptivo: recta mínimo-cuadrática, varianza 
residual., coeficiente de determinación. 
3° Estimación estructural: Estimación puntual, varianza! 
de las perturbaciones, varianza de los estimadores, e~ 
timación por intervalos y coeficientes de' dispersión . 
. >',4°". Predicción de valor medio y valo .. individual: Predic-
'ción puntual, varianza de la predicción, intervalos de 
confianza y coef i ciente de di spers ión. 
Estas cuatro tareas, la última .optativa, vamos a compatibl 
'lizarlas con la. posible transformación previa de los datos, según un 
esquema semi o dable-logarítmico de forma tal que sea posible ajus--
tar'a lós datos, bien una relación lineal, una.exponencial o una po-
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El conjunto global de tareas a ejecutar y la secuencia que 
se establece para las mismas, las recogemos en el diagrama de flujo/ 
que se presenta en la figura l. Como puede apreciarse en él, la prl 
mera operación es la referente a la entrada de datos al micro. A con 
tinuación es necesario definir el tipo de ajuste que:se qóiere real i 
zar y, por consiguiente, la transformación previa de datos que se de 
sea. A pattir de ahi, se ejecutan, sucesivamente, las tareas de cil 
culos referentes a cálculos prevtos, modelo descriptivo y estructura 
estimada, pasindose, a continuación, al proceso de escritura de datos 
y resultados. Finalmente, tras la conformidad a la tarea de predic~~'-'·· 
ción, se imprime la misma, y se permiten reiterativamente nuevas pr~ 
dicciones, si éstas son necesarias. En calquier caso, antes de fina-
lizar el proceso, es posible reiniciarlo hasta agotar, con los datos 
introducidos, las transformaciones previas definidas. 
I I I .- ESCRITURA DEL PROGRAMA 
A efectos de programación del diseño definido, y como for-
ma de-simpl ificar al máximo la fase de programación, se ha optado 
por subdividirlo en escalones (sub-rutinas), atendiendo a I.as tareas 
básicas que 10 conforman. La técnica de la programación estructurada 
(2), se nos muestra especialmente adecuada en nuestro _caso, por per-
mitirnos desmenuzar el problema global en otros mis pequeños y espe-
cíficos que puedan ser anal izados y escritos independientemente. La/ 
sencillez de progrmación, la flexibil idad de depuración de errores y 
la adaptación del programa a otros dialectos ¡Sasic¡' uno de los pun--
tos de mira de esta apl icación didáctica, se ven así muy favorecidos. 
(2) Los' programas, según su estructura interna, se dice que se pre.-
sentan en forma 1 ineal o estructurada. La escritura 1 ineal im--
plica una ejecución secuencial de las instrucciones desde la 
primera a la última, sin saltos y, si los hay, son locales y de 
poca entidad. Por el contrario, un programa estruct'Jrado distri 
buye la ejecución desde un tronco común o ménú, direccionando a 
grupo de instrucciones para real izar tareas particulares (sub-
rutinas, sub-programas o simplemente rutinas) y regresando aut~ 
maticamente al eje principal de tratamiento. 
i 
·- ._-.,~ .. _ .. _ ....... _ .. ..;....,.~--- ¡ 
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De acuerdo con la técnica de programación estructurada, necesi-
tamos un menú que distribuya el control a las distintas sub-rutinas,! 
iguales en número al de tareas básicas en que se ha dividido el pro--
blema general. Este menú se contiene en las 1 ineas de 5 a 99 del pro-
grama (Taóla 1) y en el mismo se ejecutan las siguiel.J.tes acciones: 
Tabla 1.- Lineas de programa 5 - 99. Menú 






















HOME : PRINT "TIPO DE AJUSTE" 
PRINT : PRINT "(O) LINEAL" 
PRINT "(1) LOGARITMICO" 
PRINT '~(2) SEMI-LaG" 
PRINT : INPUT "OPCION "lA 
ON A GOSUB 55,60 
GOSUB 200: GOTa 65 






HOME : INPUT "PREDICCION (S/N) "jA$ 
rF A$ = "N" THEN GOTa 95 
GOSUB 900 
HOME : INPUT "NUEVO AJUSTE (S/N) "jA$ 
IF A$ = "S" THEN GOTa 20 
END 
------------.. __ . -'_._'-
1:. Derivar el control a la rutina de entrada de datos (GOSUB 100) 
2". Elección de tipo de transformación de los datos y d¡recc¡6namie~ 
to hacia la sub-rutina correspondiente (GOSUB 200, 300 ó 400) 
3"_ Distribución secuencial del control a las rutinas de cálculos 
previos (GOSUB 500), modelo desciptivo (GOSUB 600) estructura es 
timada (GOSUB 700) y escritura de datos y resultados (GOSUB 800) 
I " 
. .;. ~~., 
4". Presentación de la opción de predicción y c.o~:trol a la sub-ruti-
5". 
na de cálculo y escritura de las medidas definidas para la pre--
dicción (GOSUB 900), en su caso. 
\ Opción de un nuevo ajuste en base a otras transformaciónes de Jos 
datos, devolviendo el control a la 1 inea 20(GOTO 20) o final izan 





Una vez escrito el menú, se ha pasado a programar una a una las 
sub-rutinas que se incluyen en el mismo. Los aspectos fundamentales -
que determinan las líneas de instrucciones que las coñff.rman, la pas~ 
mas a enumerar a continuación. 
En la primera sub-rutina, lineas 100 a 199 (Tabla 2) se recogen 
el conjunto de instrucciones que deben permitir, en cada apl icación,/ 
la entrada manual por teclado de los datos de las variables endógena 
(yl y exó~era (X). ~u configuración concreta, bajo la óptica de gara~ 
tizar la final idad de la información que se incorpora, se 'basa en dos 
principios: nI Petición clara y concisa de los datos y 2°) Flexibi.. 
l idad de rectificación de los posibles y, por otra parte, habituales/ 
errores que este tipo de operaciones manuales engorrosas suele ocasio 
nar. Con esta fina I idad, primero se ha programado 


























HOME : PRINT "INPUT DATOS" 
PRINT : INPUT "N=";N 
DIM U(N) ,V(N), YeN) ,X (N), T(N) 
INPUT "T(1)=";T(1) 
T(O) :: T(1) - 1 
HOME: PRINT "DATOS Y(I)" 
FOR 1 = 1 TO N 
TO) :: T(I - 1) + 1 
PRINT T(I); 
INPUT "::"; U (1) 
NEXT r 
PRINT : INPUT "CONFORi"IE DATOS (SIN) 
IF A$ =< "S" THEN GOTO 175 
INPUT "COORDENADA,DATO ";r,U(!) 
GOTO 155 
HOME: PRINT "DATOS X(I)" 
FOR 1 = 1 TO N 
PRINT TII);: INPUT "::"~V(I) 
NEXT 1 
PRINT : INPUT "CONFORME DATOS (SIN) 
IF A$ = "S" THEN GOTO 199 
INPUT "COORDENADA,DATO ";I,V(I) 
RETURN 
U; A$ 




la petición y entrada del tamaño de muestra y la referencia temporal 
de la misma y, a continuación, la introducción, dato a dato, de las! 
correspondientes a la"variable endógena y, posteriormente, de la ex§. 
gena, permitiéndose en ambas, todas las operaciones de rect ificación! 
que sean necesarias bajo la fórmula de introducir iterativamente 
coordenada y nuevo dato vál ido. 
La identificación,-en pantalla de la variable endógena yexóge-
na, se efectua en base a sus denominaci-ones genéricas ya definidas, 
a saber: Y(¡) y x(r) respectivamente. Ahora bien, en esta fase del 
programa, y para que sea posible -el ajuste según distintas transfor-
maciones de los datos, el ordenador las i-dentifica por las letras U 
y V, reservándose la denominación original para las variables trans-
formadas. Se trata de dos variables instrumentales que permiten con-
servar en memoria primaria, mientras se ejecuta el programa, los da-
tos or i g i na 1 es de I as va r i ab 1 e~. 
Tabla 3.- Lineas de programa 200-499. Transformaciones de datos. 
200 --REI1 LINEAL 
210 FOR I = 1 
220 Y (Il = Ud) 
230 X ( I ) = V(I) 
240 NEXT I 
250 H$ = 11 11 
299 RETURN 
300 REM LaG 
TO N 
310 FOR I = 1 TO N 
320 Y(I) = LaG (U<I» 
330 X(I) = LaG (V<I» 
34(1 NEXT I 
35(1 H$ = "TRANSF. DOBLE-LOGARITMICA" 
399 RETURN 
400 REM SEMILOG 
410 FOR I = 1 TO N 
420 Y<I) = LaG <UCI» 
430 XCI> = V(I) 
440 NEXT I 
45(1 H$ = "TRANSF. SEMI-LOGARITMICA" 
499 RETURN 
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La sub-rutinas segunda, tercera y cuarta (Tabla 3) admiten al-
ternativamente, según la opción tomada en el ménú, llevar a cabo dis 
tintas. transformaciones de los datos previos a la~jecución del aju~ 
te mínimo-cuadrático. Las tres rutinas se estructuran idénticamente! 
y su programación es una s¡m~le transcripción de las operaciones ma-
temáticas respectivas. En las mismas se incluye una variable rinal -
(H$) que se iguala al tipo de transrormación arecnada. Su introduc--
ción en este punto del programa nos permitirá, posteriormente, edi--
"--_____ ¡;a_"-_LClS-..aél.¡;C's..._O¡3J-(:l-k>._¡:~"~¡:enCJ.a_.exp.~~sada-de-1-- tipo de t ran s ro rmac ión 
a que correspondan. 
Las sub-rutinas para cálculos previos, mode]o_~escriptiv()_'y es-
tructura estimada (tabla 4), se escriben Hnea alinea, siguiendo el! 
esquema de ¿álculos expl icitados anteriormente para las mismas. El 
único problema planteado en ellas, 10 ha sido en runción de la restric 
ción operativa que impone el micro, en cuanto a la denominación gené~ 
rica de variables. Estas no pueden sobrepasar dos caracteres signifi-
cativos (dos letras o una letra y un número) y, en ningún caso, tene-
mos acceso al alfabeto gr·iego. En este sentido·, ha sido necesario re-
modelar la denominación "de coeficientes y medidas comprendidas en el! 
esquema teórico. 
Un resumen ordenado del conjunto adoptado de equivalencias se 
recogen en el cuadro ~I l. Como puede apreciarse, se ha real izado un 
esruerzo lógico en aproximar, dentro de 10 posible, la nueva carac-
terización a las denominaciones teóricas que le sirvan de base. Así, 
para las columnas de sumas previas, se han reservado los caracteres: 
"y" y "X" para las correspondientes a los datos de cada variable, 
"Y2" y "X2" para la suma de cuadrados y "YX" como denominación de! 
la suma de los productos cruzados de los valores de ambas variables. 
En cuanto a los momentos, las siglas "y M" y "XM" indican las medias 
respectivas, "1'1.", "Xl" y "Y3", los cuadrados de las medias y pro--
dueto de medias de ambas variables y "Al", ,"A2" y "A3 " , así como 
"MI", "M2" y "M3" los momentos de segundo orden respecto al origen 




Tabla 4.- Lineas de progra~a 500-799. Calculos previos, modelo 
descriptivo y estructura. 
500 REM C/PREVIOS 
505 V = O:X = O:VX = 0:V2 = 0:X2 = O 
510 FOR 1 = 1 TO N 
520 V = V + V (I ) 
525 X = X + XCI) 
530 VX = VX + VII) * XCI) 
535 V2 = V2 + VII) * VII) 
540 X2 = X2 + XII) * XCI) 
545 NEXT I 
550 VM = V / N 
555 XM = X ./ N 
560 V1 = VM " 2 
565 Xl = XM A 2 
570 V3 = VM * XM 
575 Al = V2 / N 
580 A2 = X2 / N 
585 A3 = VX / N 
------ --52.Q::-Mt - Al - Yl 
-592 M2 = A2 Xl 
595 M3 = A3 - '13 
599 RETURN 
600 RE11 M/DESCRIP 
605 B = M3 / ~12 
610 A = VM - B * XM 
615 R2 = ~13 _'o 2 I (Ml * M2) 
620 SR = Ml * (1 - R2) 
699 RETURN' 
700 REM ESTRUCTURA 
705 SU = N * SR / (N - 2) 
710 SE = SU / IN * M2) 
715 SA = SE * X2 / N 
720 HOME: INPUT "TIN-2)=";T 
725 Ll = A + T * SQR ISA) 
730 L2 = A T * SQR (SA) 
735 L3 = B + T * SQR (SB) 
740 L4 = B T * SQR (SE) 
745 Cl = 100 * ILl L2) / 12 * 




En--er-mod';-Io-Óesériptivo, las letras "A" y "8" defininen los/ 
estimadores de los parámetros y "SR" y"R2" la varianza residual y -
coeficiente de determinación. Por último, en la rutina de estructu-
ra estimada-,_ la letra "S" se reserva para varianzas, "L" indica lí-
mites de intervalos y "c" coeficientes de dispersión. La letra o nú 
mero que acompaña a cada- una de ellas, muestra la referencia concr~ 






























Tabla 5.- Linea de progra,ma 8QO-899. Edición cálculos. 
REI1 O/DATOS 
PR# 1,SLOT = 1: POKE 1656 + SLOT,132 
PRINT CHR$ (14);"M.L.S / (C) J.HERNANDEZ" 
PRINT PRINT: PRINT CHR$ (18);"* DATOS '''jH$ 
PR 1 NT : PR 1 NT "T ( 1 ) " • "y e r) " , " x e r ) " 
FOR r = l' TO N 
PRINT T(I),Yer),XeI) 
NEXT 1 

















"Y=IIY, *'Yt1="YM, "YM2=uYl 
"X-"X,"XM="XM,"XM2="Xl 
If "," ","YXM="Y3 
"Y2="Y2,"A02="Al, 'f S2Y=I'Ml PRINT : 
PRINT 
PRINT : 
IIX2=IIX2, uA20= IJ A2, IIS2X=IIM2 
"YX="YX,"A11="A3,"SYX="M3 
PRINT : : PRINT "1.MODELO DESCRIPTIVO" 










H.·· .. 11 , 
,"Y(!)="A" + "B" X(I)II 
PRINT ,1I82R="SR~ "R2=U¡:;:2 
: PRINT : F'RINT "2.ESTRUCTUF:A.ESTH1ADA" 
: PRINT "# ESTIMACION PUNTUAL #" 
11 ,,' .. 11 I! .''''' 11 , , 
,IIA="A,"B="B 
: PRINT ,"S2U="SU 
PRINT , "S2A="SAj SPC( 5);"S2B=";SB 











: PRINT ."I(A):"L2; spce 5);Ll 
,"r(B):"L4j SPC( 5)jL3 
: PRINT ,"CDA="Clj SPC( 5);"CDB = "C2 
- -:.,...------
La copia imp,,'esa de todos los resultados anterioras, inclui--
dos los datos, se programa en la sub-rutina optava (tabla 5). De 
las líneas que componen la misma (800 a 899) en la 802, S05, 807 y 
880 se contienen sentencias de manejo de la impresora y, en el res-
to, las correspondientes para una presentacIón de. resultados de la/ 
forma más acorde a los cuadros taóricos resumen (cuadros r y 11) 
~'''É:~'primer'lugar, se programa ¡'a escritura de datos con refe-
rencia, en su caso, al tipo de transformas.'1ón ;en)~ misma (variable 
"11 . • • HZ). A continuación, los cálculos previbs, modelo descriptivo y, -
por último, estructura estimada. De ella, el diseño más compl icado/ 









1'1" ! ¡: 
, ',1 
• ______ o ._. _______________ -;-__ ,;. ---~~ ..... -,., 
.~ ........ _-.....;,- --
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distribución bidimensional, cuya escritura final, a tres columnas, 
guarda un estrecho~paralel Ismo con el esquema del cuadro I!. La sim 
pI icidad de programación que permite el micro para separar la escrl 
tura de 16 en 16 columnas, con la inclusión de una simple coma, halé 
facil itado enormemente esta presentación. 
Para no abusar excesivamente de las etiquetas de escritura y 
poder presentar los resultados según el esquema expl icado, ha sido/ 
i¡L __ ------------~L~,~~;t~!-U~<y-LY'~L~~-~-~u~nominar éstas, acomodando la nueva notación/ 
a los conceptos teóricos, sin la retricción de los dos caracteres -
significativos que 1 imitaban una homogenización clar~ dentro de pr~ 
grama. Los elementos más característicos (vease cuadro 111) lo com-
ponen la varianza, Intervalos de confianza y coeficiente de disper-
sión, para los cuales se ha aceptado, como presentación genérica ~­
las siglas "S2" , "1" y "eD" indioando el componente agregado a 
el las, su referencia correcta. 
La última sub-rutina, 1 ineas 900 a 999 de programas (tabla 6) 
incorpora la predicción y edición de sus resultado. En la primera 
parte (900 a 955) se ejecutan todos· los cálculos y posteriormente, 
se programa su impresión-escritura. Las instrucciones de manejo del 
impresora se reducen en este caso a las líneas 960 (conexión) y 998 
(desconex ¡ón) . 
Los problemas de notación en cuanto a programas y resultados 
son I·déntlcos a la comentada anteriormente y remi.timos al lector al 





, 1: . 
.. 
} 
Tab1a 6. - Lineas de programa 900-999. Predi<:ción 
900 REl'l PRED I CC I ON 
9C)5 PRINT: INPUT "x(O)=";xec) 
910 yec) = A + B * xeo) 
915 XO = (xeo) - XM) A 2 I eN * M2) 
920 SZ = SU * eel I N) + XO) 
925 SY = SZ + SU 
930 L5 = veo) + T * SQR (SZ) 
935 L6 = veo) T * SQR (SZ) 
940 L7 = yec) + T * SQR esy) 
945 L8 = yeo) - T * SQR esy) 
950 C3 = 100 * eL5 L6) I e2 * ABS (yeo») 
955 C4 = 100 * eL7 L8) I (2 * ABS eyeo») 
960 PR# 1 
965 PRINT: PRINT PRINT "3.PREDICCION" 
970 PRINT PRINT ,"xeo)="x(c) 
975 PRINT F'RINT "# P. PUNTUAL # 
980 PR I NT ," '-''': PF: I NT ," y (O I =" y e ¡) 
985 PRINT PRINT , "S2Y="SZ¡ SPC( 51;"ECMeY)="SY 
990 PRINT: PRINT "# P. POR INTERVALOS #" 
992 PRINT: PRINT ,"IeEY)="L6¡ spce 5);L5 
995 PRINT ,"le YI="L8; spce 51;L7 
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997 PF:INT PRINT, "CDE (y) ="C3¡ sPC ( 51 ¡"CD (y) ="C4 
998 PR# O 
999 RETURN 
En conjunto, el menú y las nueve sub-rutinas conforman, un pro-
grama ún[co que en 162 1 ineas, conteniendo 216 instrucciones, permitl 
rá efectuar los cálculos típicos de estimación, verificación y predis 
ción en un modelo 1 ineal simple. 
~e Se trata de un programa no excesivamente 
ticamente una memoria primaria del ordenador de 
largo, que ocupa esta 
2.960 bytes (aproxim~ 
damente 2.9 Kb). Su dimensión, y por lo tanto la memoria necesaria -
para almacenarlo, podrían minorarse por varios caminos, uno de ellos, 
el más sencillo, la agrupación de varias inst¡'ucciones por 1 inea (3); 
(3) Un anál isis superficial de número de 1 ineas de pr.ograma que pue-
de efiminarse, eleva éste a 100, lo cual representa, aproximada-
mente 400 bytes de memoria. Una disminüción sLJperior al 10 %. 
1, 
¡i 
~~~~------:Cc::T-:--:-:,---- ,.--, --- -
. \ ¡ 
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SI esta operación no se real Iza en este caso es porque se hace 
prevalecer el criterio de claridad exposltiva para facll itar su compre!:!. 
s!ón y adaptación a otros micros, y también, porque en último extremo,/ 
1 é! neces i dad de memod a es pequeña en re 1 ac ión a 1 a memor! a g 1 obá,l de -
cualquier ordenador personal. 
IV." FUNCIONAMIENTO Y RESULTADOS DEL PROGRAMA 
La puesta a punto o depuración, es .la última tarea a real izar p~ 
ra la preparacIón final del programa, y que éste pueda ser util Izado 
sin que plantee problemas de ejecución. En nuestro caso, por neceslda--
des de presentación del mismo, esta última operación ha sido ya efectu~ 
da y el;l istado que se contiene en el punto anterior se encuentra depu-
rado de errores, tanto de sintaxis, como de ejecución. 
Lo que ya a comentar ahora, se puede decir que es el manual de -
manejo y fancionamiento del mismo, destacándose 10 que el operador ve y 
debe hacer para su COrrecta ejecución, entendiéndose po!" ver, tanto los 
mensajes via pantalla que indican las opera.c,i_ones m~~ual_".? a' real izar,! 
como los resultados impre-sos--que se obtienen en-·su fun-cionammlento. 
In I c i adé! su ej ecuc Ión po r med i o de 1 comando RUN, como en cua 1--
qurer programa escrito en lenguaje Basic, aparecerá en la panta.lla la -
petición del tamaño de muestra del problema (N:), qu~ debe ir introducl. 
do por teclado. A continuación, se nos recuerda también que definamos -
la referencia temporal de la sede de datos a través del correspondien-
te al primer elemento (T(!) .. ). Si se trata de una serie c!"oss sectión, 
convendra teclear el numero uno. 
Los valores incorporados al ordenado!" permiten al mismo pedir,-a'~·­
continu<lción, uno a uno, los datos de la variable endógena (Y (1)), ex~ 
presando previamente en la pantalla el año a que corresponden, Con la -
entr<ld<l man~al del último dato, final iza el proceso y se nos permitirá/ 
dar- la conformidad a los mismos. Si esta no se da, se recuerda en pant~ 
11'1 el modo establecido para las rectificaciones individuales, primero, 
la coordenada (primer dato coordenada 'uno) y, después, nuevo dato. Esta 
oper<lción puede repetirse las veces que sean necesarias, pasándose, a -





su término, a la real ización de un proceso idéntico para los datos de 
. ·la variable exógena (X( 1)). 
Validada la informac ión para las dos variables, se nos presen-
tará el menú de posibles ajustes y el caracter que ·los identifica, a 
saber: (O) 1 ineal, (1) logarítmico y (2) sefJli-logaritmico. La elección 
de uno de el los genera una serie de cálculos que no necesitan del con-
curso del operad.or hasta que el programa alcanza la 1 inea 720, momento 
eh qué comienza la ejecución de la estimación por intervalos, efectuá~ 
dose entonces la petición del valor de la distribución "t" (T(N-2)) • 
.. 
Dado este, el proceso finaliza con la escritura de los resultados acu-
mulados: datos, cálculos previos, modelo descriptivo y estructura esti 
mada, de acuerdo con la secuencia y presentación que expl icitamos pos-
. teriormente en los resultados. 
La petición de conformidad al estudio de la predicción efectúa 
ésta, en su caso, con la introducción del valor previsto para X(X(O)=). 
La última decisión del operador es la re~ativa a la op.ción a un nuevo .i 
ajuste que generará. un reinicio del proceso en la elección del tipo de 
transformación de los datos o la final ización de la ejecución del pro-
grama, que solo podrá ~olverse a util izar con la inserción del comando 
RUN. 
El prdducto final del proceso es una copia impresa de datos y -
resultados, estructurada en cuanto a forma y contenido como un fiel r~ 
flejo del esquema resumen adoptado a nivel teórico para la presentación 
clara y sintética de resultados. Una muestra concreta de la misma se -
presenta aquí en el cuadro IV. Para su correcta utilización deben con 
sultarse en· el cuadro III las eq¡;;valencias entre notación teórica y -
¡ 
resultados de programa, dado que el juego de caracteres del ordenador 
no nos ha permitido respetar en su total idad los símbolos de la Econo-
metría teórica. 
Los valores que se muestran en el cuadro, son el conjunto de r~ 
sult'!do dela apl icación efectuada para an'!l iz'!r .la val idez de los al-
goritmos de cálculo del pro~'!. En concreto, el material en qué se ba 
sa este ejercicio se contiene en la publ icación: Apl icación a la Econo 
mía Española (1.954-70) de un modelo elemental de función de consumo, 
desarrollado como ejemplo de trabajo para los alumnos de Econometría en : .1 
/ 
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el ·curso académico 1973174 por el encantes profesor D. José Maria 
de Cel is Bares. Los datos de la columna Y(I) corresponden a consu 
mó pr'évado per cápita y X(I) a la renta personal disponible también 
per cápita y ambas en pesetas constantes. 
La fiabil idad de los resultados, una vez comprobada"la v~ 
1 idez operativa del programa, está fuera de toda duda y cualqóierl 
nueva apl icación a otr~s datos conducirá a unos resultados ciertos. 
La aparición de errores de cálculo en el proceso automático del o~ 
denador puede decirse que es prácticamente imposible. Los únicos -
errores que pueden cometerse son los de manipulación, es decir';' 
errores de inserción por teclado de la información que el micro ne 
cesite para la real ización del progrnma y que pueden provenir tanto 
de un simple error de manejo del teclado como de errores de inter-
pretación de los mensajes y preguntas que aparecen durante su eje-
cución. En previsión de tales errores, nuestro programa guía ai 
usuario en la toma de dados de tal forma que permite detectar y ca 
rregir los errores cometidos. 
Aún puede surgir un úl timo problema operativo en la .ejec.::!.. 
ción del programa, el relativo al posible desbordamiento de la me-
moria del micro. Esta se va._ocupando_grogresivamente por el propio 
--._- -
programa (modo estático), los datos y la serie de resultados que -
se van obteniendo (modo dinámico), de forma tal que si la capacidad 
del micro no alcanza las necesidades de memoria en el funcionamien 
to del programa, nosaparecerá por pantalla un mensaje de error 
(out of memory) y su ejecució~ no podrá efectuarse. Es necesario -
prever esta eventual idad, en cualquier apl icación posible del pro-
grama y conocer los límites exactos de su utcl ización, según la c~ 
pacidad de cada ordenador. Como norma general, suele adoptarse lal 
siguieote regla práctica': "cada Kb de programa siempre necesita 
256 ~ytes de memoria adicional para su ejecución'.'. 
Qe acuerdo con dicha regla y, teniendo en cuenta las dis~ 
tintas necesidades de memoria en función de los tamaR os de muestra 
que pueden manejarse en cada apl icación, hemos construido el cuadro 
V, que pretende ser o rientativo de la capacidad mrnima del microl 






Cuadro IIL- Sintaxis de equivalencia de notación 
-!~6I:j ca PT'Qorama ¡¡¡¡¡J¡l 1 tados Teorica Programa 
':Ey,l y y 
,,: t 
~ Su.. 
s: X/ X x: "'1. $13 ~ 
<€Y,'x,' YX YJ( 13 
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'\]'": SA 
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:e )(,1- X-, x¿ 113 L3-U{ 
;¿y,';(, y)( YI( Iq: u-u 
------
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" 'cuadro. IV :,~ .~o~ta 11l~~;sa' de ~Datos Lll.Q~~l ta~¡¡ ._. 1I 
1'1. L. S " <e> j .• HERNANDE~·l I I.NUOELU UESCflIPTlVO 
• DATOS ¡ A I » REt:rA 1-IININO-CUADRATlCA * Y U)~. 56807246 TII) YII) XII) , .. .88542034 XII) 
1954 15.466 16.912 
1955 ¡l.. 169 ' 17.494 
1956 17.219 18.934 
1957 17.616 19.55 
1958 18.232 19~a06 
1959 18.37 19.192 
1960 17.38 18.901 




























" CALCULOS PREVIOS ü 
* SUNATOR lOS II 11 tlONENTOS • 
Y;:375.605 YH=22.0944118 YI12"480. 163(>33 
X=413.3Q4 XN=24.312 XM2=591.073315 
YXt1""::;37 .. 159339 
'(2"'8740.61194 A02=514.15'3644 a2Y"'25~9906113 
X2;;,10609.4254 A20-624.0B3B48 S2X ... 33.0t0502U 
YX=9b28.5B76ó AII-566.3B751 6VX=29.22017üb 
62R=.111394515 R2~.995714048 
2~E8TRLfCTLJRA ESTINADA 
* ESTlI'IAC JrJN PUNTUAL 1I 
~ 
\ A=.56807246 8=.88542034 
S2U=.126247116 
S2A=-.140398785 









1 (8) l. 853457626 
CDAo:>140 .. 559BB4 
X(O)~35 .. 79B 
" 
Y(O) ... 32.2b43499 
92Vco..03'10590Ü1 
ü P. pon II'ITEHVALOS ., 
!(EV)-31.8538S76 
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CUADRO V.- Memoria ocupada según tamaños de muestra. 
Tamaño de Memor ia 








Según el cuadro, para tamaños de múestra "habituales" en un 
problema de modelo lineal simple, nos bastará con un micro que dis-
ponga de 5 kb de memoria primaria, es decir: que cualquier ordena--
dor personal, por pequeño que sea, puede resolv~r, 102-~ákuJgs _pre-
vistos en el modelo sin problemas de desbordamiento de memoria. En! 
el ordenador manejado (48 kb de 35,5 1 íbre para usuario) aún se dis 
pondría de más de 30 kb de memoria libre. 
En cualquier caso, las necesidades g,lobales de memoria se/ 
pueden reducir, bien de la forma establecida al hablar de la escri-
tura del programa como en la definicíón de las variables del mismo/ 
y se puede asegurar que con una optimización normal bastaría, muy -
posibiemente, con el 50% de los valores del cuadro V para resolver/ 
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