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Vegetation detection and species identification around infrastructure networks such
as power lines, roadways, and pipelines are essential for reducing the risk of damage
imposed by vegetation and the safety concerns for wildfires. The primary approach
for monitoring vegetation around infrastructure networks is sending ground-based
crew and flying helicopters and drones. Such methods are laborious, time-consuming,
and cost-inefficient. With the rise of satellite imagery services and artificial
intelligence, this thesis proposes utilizing satellite images to create a more accessible,
faster, and more cost-efficient way of monitoring vegetation. This thesis develops
an automated approach using multi-spectral images, tree location data, and forest
inventory to locate and identify species of trees and forests. The proposed method
is validated using actual data for an area in the western part of Norway. The
outcomes of this study can be utilized to lower the cost of vegetation monitoring
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This section will give an understanding of the problems this thesis aims to solve, and
the reason for their importance. It will provide a short overview of the project, the
motivation for this research, how it is conducted, and its structure.
1.1 Objective and Motivation
Vegetation growth can have massive impacts on infrastructures networks. Trees can
interfere with power lines and cause outages, or they can fall over roads and cut
off transportation. The impact of bad vegetation management can lead to great
economical losses, and cause several inconveniences for companies and locals of
any community. This thesis looks into the possibility to use any available data
to automate the process of monitoring vegetation, and tries to manufacture a smart
and accurate solution to locate and identify a set of tree species using remote sensing
technology. We believe remote sensing combined with satellite imagery, vegetation
measurements, and forest inventories, has the innate capability to both locate trees,
1
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and identify their species.
1.2 Research Questions
This thesis tries to go in depth of the potency of using remote sensing techniques to
make vegetation monitoring more time-, and cost-efficient. These are the research
questions that need to be answered in order to formulate a concrete conclusion.
Research Question I
How can today’s available satellite image data be effectively utilized to monitor
vegetation?
Research Question II
What are some of the most effective satellite image analysis techniques when applied
to vegetation monitoring?
1.3 The GridEyeS Project
This master thesis is done in cooperation with an ESA Business Applications project,
namely GridEyes. The goal of this project is to create a platform for monitoring
power grids using satellites combined with other sources to provide several tools
for risk assessment, infrastructure management, and pre-event resilience assessment.
The project is an effort to automate the gathering and analysis of information on
specific geographical areas, train machine learning models with data from these areas,
and provide these outcomes through a user interface to end user companies. (Fig.
2
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1.1) In this way communities can have better insight in the status and integrity of
their infrastructure and how to further manage it.
Figure 1.1: This image shows the proposed architecture for the GridEyeS resilience assessment approach. ([1])
The main focus of this thesis is the machine learning aspects on the respective
task; to implement deep learning methods and algorithms in order to automatically
estimate location and species of vegetation, in hopes that this can help determine
the risk they pose. This research will only consider the vegetation aspect of this
encompassing project. Resulting methodologies of using different machine learning
technologies should provide some knowledge on how to utilize remote sensing and
local data in order to monitor vegetation effectively. For practical consideration this
methodology might help strengthen the resilience and security of our society, and
improve the ability to handle unexpected events.
Some of the related studies to GridEyeS by our research group, the Connectivity,
Information Intelligence Lab (www.ci2Lab.com), are available in ”Automated
Satellite-based Assessment of Hurricane Impacts on Roadways” [2], ”Developing
city-wide hurricane impact maps using real-life data on infrastructure, vegetation and
weather” [3], ”Automated Power Lines Vegetation Monitoring using High-Resolution
Satellite Imagery” [4], ”Post-Hurricanes Roadway Closure Detection using Satellite
Imagery and Semi-Supervised Ensemble Learning” [5], and ”Leveraging Remote
Sensing Indices for Hurricane-induced Vegetative Debris Assessment: A GIS-based
3
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Case Study for Hurricane Michael”. [6]
1.4 Design Science Research
This thesis follows a design science research approach with a small set of artifacts.
Design science should provide a nominal process for conducting the research, keep
the results consistent with prior findings, and streamlined towards a clear objective.
[7] Within the definitions and constraints of design science research, 5 activities are
defined to help guide the research process.
• Identification of Problem: Current solutions for monitoring infrastructure
networks and the vegetation around it is slow and economically costly. Further
explanation is found in chapter 2 and 3.
• Objective Definition: Define an automated approach to monitor vegetation
with available data.
• Design: Develop a set of remote sensing models trained to solve the identified
problem.
• Demonstration: Demonstrate the developed models on an area of interest.
• Evaluation: Evaluate the models and their efficacy with well defined metrics.
Every item in this list will be described in depth during the thesis, design is
defined in methodology, demonstration and evaluation of the artifacts are found in
the results and discussion chapter.
4
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1.5 Thesis Structure
A summary of the thesis structure.
Chapter 1 - Introduction:
Introduces the circumstances of the research, its objectives, motivation, and
questions.
Chapter 2 - Background:
Describes the context of the research and the fundamental technologies used
to accomplish it.
Chapter 3 - Use Case:
Provides information on the problem, the use case, and the data.
Chapter 4 - Methodology:
In depth explanation of the methods developed in this thesis.
Chapter 5 - Results and Discussion:
Empirical results and analysis.
Chapter 7 - Conclusion:




This section should establish the context of the research, briefly explain what
approaches already exist, which ones are to be used in order to close in on research
goals, as well as justify the need to put forward any findings in the field.
2.1 Overview of Vegetation Monitoring
There are several domains where vegetation surveillance is becoming an increasingly
more important task. For example in power grid management, vegetation is a big risk
factor in system malfunctions and outages. Errors in managing such infrastructure
can leave entire cities with unplanned outages for unknown amounts of time, and
occasionally even cause wildfires [8]. According to ”Risk Analysis for Assessment of
Vegetation Impact on Outages in Electric Power Systems” [9] the most prominent
cause for malfunctions in power grids are surrounding vegetation impacting the power
lines. Vegetation around towers and along lines can interfere with the constructions
by being blown over by wind, degenerate due to old age, or the lines can sag due
6
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to heavy precipitation during winter. These factors make it abundantly clear that
vegetation monitoring is a fundamentally important service as the consequences of
climate change, and the higher frequency of extreme weather events are more present
than ever [10]. Other researchers aim to improve a society’s recovery time after an
extreme event like hurricanes by providing local responders with information on fallen
trees, loose debris, or toppled powerlines. [2] [6] Information such as this can help
alleviate several problems in the aftermath of an extreme weather event. [3] Recover
roadways, locate broken equipment, and generally help fully open and restore the
infrastructure.
There are ways of monitoring vegetation growth, but most of them are very
expensive and usually not fully automated. Nowadays, most electrical power
companies utilize manned surveys of the grid system. This means paid employees
visually inspect the grid by foot or by vehicle. Some provide aerial imagery for
inspection, but there seems to be a lack of automated surveying methods for this
domain. Several attempts have been made to produce such processes such as using
satellite or aerial images [11, 12], Light Detection And Ranging data (LiDAR) [13].
Many of the scientific approaches to solve the problem of detecting and analysing
trees from satellite images suffer from being dependent on image quality. Pointed out
in ”3D reconstruction from very high resolution satellite stereo and its application
to object identification” [14] a wide range of features can be used to compliment the
drawbacks from satellite images, but satellite images are considered not sufficient by
itself. This thesis looks into correlation that can be found between high resolution
images and aerial LiDAR data as well as tree species data to expand on any
resourceful features beyond just satellite. If there exists sufficient correlation between
7
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satellite images and species and/or LiDAR, a resulting machine learning algorithm
can have the potential to turn a high resolution image into a medium that can
precisely locate and recognize tree species.
A study from The Norwegian Institute of Bioeconomy (NIBIO) found that specific
species of vegetation have a higher risk of causing damage to a power grid, and their
solution included species identification of individual trees to assess the risk they
posed to infrastructural systems. [15] With exact forest inventory data an algorithm
can automatically classify trees by species from any pan-chromatically captured area
(where satellite images are available), and can be used to analyze how likely they are
to intervene with structures in the future. This fact can play a big role in GridEyeS’s
goal for pre-event resilience assessment, and can provide crucial information.
As proposed in ”Use of satellite imagery for DEM extraction, landscape modeling
and GIS application” [16] stereoscopic images can be used to extract digital elevation
models (DEMs). Using two slightly offset cameras to photograph the same location
provides enough context to generate a 3-dimensional representation of the landscape,
however these resources are costly and only a subset of satellites provide this service.
Given the growing number of satellites in orbit equipped with high resolution
cameras, quality satellite data for any area around the globe have become increasingly
more available to private actors. [17] Generally using satellite imagery to detect
vegetation is a well-studied topic, but most of these studies are done in small scale
areas where vegetation are easily distinguished, i.e. sparsely spread. [18] Nature does
not necessarily behave so in a larger scale, especially not in particularly forested areas
like most of Norway.
Previous studies mentioned in this section are almost entirely parts of prolonged
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processes, and very few of them can perform on demand. Taking LiDAR surveys
as an example, even though it is a popular approach to monitor power grids, is an
expensive process and usually only performed once per 5-10 years.[19] Introducing
machine learning algorithms to perform on data that is easily updated and less prone
to being outdated for long periods of time will provide an effective way to monitor
vegetation.
Reviewing the data and the previous works surrounding this domain, it seems
clear that it is lacking a cheap automated approach to accurately locate trees/forests
and identify their species. With all this data available to us, machine learning, or
more specifically remote sensing techniques may provide the functionality needed to
comply with these demands.
The findings of other works that have attempted remote sensing on vegetation and
vegetation species have found that the use of LiDAR data and multi-spectral satellite
images to train a machine learning algorithms for semantic segmentation have proved
feasible. [20] Most works in remote sensing revolve around using satellite with some
ground truth labels, and many of these point in the direction of convolutional neural
networks being the most prominent technique. [21]
2.2 Overview of Machine Learning Techniques
Machine learning is an area of information science which concerns automatically
evolving algorithms that through weighted statistical equations may learn how to
perform a task. In short it is the ability to teach a computer how to expertly
perform a very specific task, given very specific input. This can range from learning
the statistics of the housing market in order to predict sales prices (i.e. regression),
9
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recognizing what objects an image contains (i.e classification), and so on. An instance
of such a trained algorithm is called a model. Machine learning (ML) plays a vital
role in the work of automating numerous mundane processes, but also carries great
potential to solve new and challenging problems.
Deep learning refers to the area of machine learning which makes use of neural
networks/nets. A Neural net is a densely interconnected net of processor nodes, also
called neurons. This archetype of learning has been in and out of fashion since the
mid 1940s, but due to the latest improvements and affordability of computing power,
neural nets have undergone a resurgence. Neural networks were first proposed by
Warren McCullough and Walter Pitts in 1944. Their work were heavily influenced
by neuro-science and how neural nets are loosely modeled after the inner workings
of the brain, hence the choice of terminology. [22]
As mentioned, a neural network is built up by thousands, sometimes even
millions of connected neurons structured in layers. Neurons are nodes that have
weighted connections to neurons of the next layer in the network. These weights
determine whether the neuron feeds the value forward, multiplying it with its
weighted connection, or it stops the value indicating no related pattern. During
training these real number weights are adjusted according to a loss function as they
learn to make the right prediction. All these connections and neurons work in parallel
to recognize patterns along the network. Exactly how an instance of a network
does this recognition is considered a black box problem, or not easily analyzed and
understood, but the logical assumption is that shallow layers will recognize basic
patterns, and deeper layers recognize more complex, domain-specific patterns. Deep
learning architectures are capable of learning very intricate patterns in data, and
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with neurons and connections being the only building blocks, a neural net is scalable
for almost all use cases. Such deep learning structures are exceptional at recognizing
visual patterns and have in many cases been used to analyse and extract information
out of satellite images.
There are a multitude of ways to build and structure such neural nets. This
thesis will only scrape the surface of neural net architecture, but there are some
distinguished types. Firstly there are Fully Connected Neural Networks (FCNN)
where every neuron of each layer is connected to every neuron of the next layer.
(Fig. 2.1) This makes the architecture structure agnostic by nature, meaning no
assumptions need to be made about the input beforehand, making it applicable to
nearly all tasks, but it is worth mentioning that FCNNs will almost always fall short
when compared to special-case networks designed and tuned to a specific task.
Figure 2.1: Example structure of a Fully Connected Neural Network
Another common type of neural networks for image processing are Convolutional
Neural Networks (CNN). These are mainly used for semantic segmentation or object
detection tasks on images. [23] [24] As this thesis is dealing with a segmentation
11
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problem, CNNs will be the main actor in the thesis methodology, as they are designed
to explicitly take images, or image-like data as input, and are popular methods for
satellite image analysis. These are built by mainly 3 pieces; convolutional layers,
pooling layers, upsampling layers, and sometimes a fully connected layer for output.
(see Fig. 2.2)
Figure 2.2: Example of a Convolutional Neural Network
Convolutional layers apply a filter to an input to conjure a feature map of any
features detected in the input.[25] The filters can be static, but in most cases they
are ”learned” and changes during training such that they obtain the ability to detect
patterns. For image segmentation the filters are a two dimensional array fitted with
weights. (see Fig. 2.3) When inputted an image the convolution layer will iterate
the array over the pixels in the image, skip a number of pixels per iteration (also
referred to as stride), multiply their value by the layer weights before adding all
values together, then output it as another feature map. Several of these convolution
layers in tandem will after enough training epochs be able the recognize features in
the data. [24]
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Figure 2.3: A visualization of the convolution process. The grey slates are feature maps, and the blue slate represents
the weighted filter.
Maxpooling is another building block of convolutional networks. It’s purpose is
to accumulate features of the feature map into a smaller and more compact feature
space, (see Fig. 2.4) thus its name downsampling. The process takes an image or a
feature map from a previous layer, iterates over the map and returns the maximum
value of traditionally non-overlapping areas. This reduces the spatial resolution of
the map, but retains the most important information. [26]
Figure 2.4: A 2x2 max pool process keeping the largest value and the general area it was found.
Deconvolution, upsampling, or backwards strided convolution are some of the
names for the final fundamental piece of a convolutional neural network. The
motivation for this layer is to accurately recreate a higher resolution feature map
13
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when inputted a downsampled feature map. Upsampling can be viewed as an inverse
of downsampling as it tries to recreate the feature map with bigger dimensions
rather than smaller. Some techniques in convolutional segmentation networks uses
a memory of maxpooling locations to further improve the upsampling (also called
un-pooling, see Fig. 2.5).[27] In some networks the upsampling layers are exchanged
for transposed convolution layers. These layers are trainable layers much like the
traditional convolution, but will also upsample the input in terms of feature map
dimensions.
Figure 2.5: An example visualization of an un-pooling process where the location of the maxpooling is used to
improve upsampling.
Semantic Segmentation is a field of machine learning which concerns locating
objects in an image, and classifying what object that is. Segmentation algorithms
generate an output commonly referred to as a ”mask”. These masks provide pixel
specific classification of entire images based on target labels and classes the algorithm
was provided during training (see Fig. 2.6). Segmentation masks can be very
useful to quickly analyse and describe images, and can be a powerful tool when
used in practical areas like geographical mapping or analysis, as they can learn the
distribution and patterns in any objects, and cover large images/areas if a proper
dataset is provided. The approaches in this thesis will be heavily focused on semantic
segmentation techniques, specifically convolutional neural network segmentation
14
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algorithms.
Figure 2.6: An example of how a generated mask corresponding to an image of a ”man sign/symbol” would look,
given 0 = Background, and 1 = Man.
An activation function is a simple mathematical function that defines how the
weighted sum of an input is transformed into the output of a node in a neural network.
They tend to vary in functionality and complexity, but for this methodology Rectified
Linear Units (ReLU, see Fig. 2.7) are used as they are the common and often the
most effective choice for convolutional networks. [28]
Figure 2.7: Rectified Linear Unit Activation Function displayed as a graph.
Activation functions for output layers are different in the sense that they produce
a prediction instead of an input to the next node, and the common choice in
15
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convolutional networks is often a softmax activation.
An optimizer is an algorithm designed to continuously make changes to model
weights during training to reach the lowest loss and the highest accuracy. There
exists an abundance of optimizer algorithms for different use cases. One example is
Adaptive Moment Estimation (Adam)[29], an optimizing algorithm well suited for
tasks that are large in terms of data and with noisy and/or sparse labels, and is the
optimizer implemented in the methodology.
Loss is the heart of training a model, as it is the driving force for the algorithm
to keep improving. A Loss function is a way of measuring how far off the algorithm’s
predictions are from the real truth. During training a machine learning model goes
through an entire dataset several times (an iteration over an entire dataset is called
an epoch), and does some predictions on the validation data set after each epoch. The
loss function takes those predictions, compares them to the actual ground truth, and
generates a number. Conventionally the higher the number the worse the predictions
are, and thus a worse performance by the algorithm. This loss, or rather the change
in loss is used to guide the updates done to the trainable parameters of the model
in order to improve performance. There are a number of different loss functions
conceived by mathematicians over the years which solve different problems. Finding
the right loss function for the dataset and task is crucial for the algorithm to train
properly and for results to be relevant. For instance in segmentation tasks with
multiple classes there might be cases where some classes are much more populated
than others, producing a skewed dataset. Using traditional loss functions can result
in models unable to learn the unpopulated classes. Dice loss is just one loss function
which aims to solve such issues.
16
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Dice loss function has its origins from the Sørensen-Dice Coefficient, a statistics
developed in the 1940s to measure the similarity between two sets. The coefficient
was later made to calculate similarities in two images, and in 2016 adapted into a
loss function to combat highly unbalanced classes in segmentation tasks. [30]











When used in multi-class segmentation tasks, a generalized dice loss is used, which
takes into account every class in the ground truth and weights them in accordance
to their volume in the dataset. The higher volume a class is the lower the weight,
the lower the volume of a class the higher the weight. Effectively this makes learning
classes with a smaller representation in the dataset much more important to a model
than classes with higher volumes. This does not falter the ability to learn high
volume classes though, since each case of it will recur more often in training than
small volume classes. Dice loss is therefore a very useful tool when dealing with
imbalanced datasets.
In machine learning there are plenty of ways to measure how good the models
are at what they need to do. Without going into too much detail, here is a brief
explanation of the three metrics used in this thesis.
Accuracy is a metric which measures how often a classification algorithm predicts
a data point correctly considering all predictions. If the cost of having miscalculations
in the task is small, this metric should do just fine. The problem with Accuracy
is that a model can gain a high accuracy score by classifying high amounts of
insignificant classes (like background or ”No Tree”) correctly, but completely fail
on important classifications. Problems like this makes having the correct collection
17
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of metrics in order to gauge the performance of a classification algorithm crucial to
success.
Precision is a metric which measures how often a classification algorithm predicts
a data point of a certain class correctly considering all the predictions of said class.
This metric is great for tasks where the cost of false positives is relatively high.
Precision determines how good a model is at predicting correctly if it predicts
something at all. For context in a species recognition algorithm, precision calculates
the amount of correctly predicted ”Pines” among all predicted ”Pines”. In order to
understand the functions below, consider this: True positives are when the predicted
class exists in the ground truth, false positives are when the predicted class does not
exist in the ground truth, True negatives are when nothing is predicted and no class
is present in the ground truth, and false negative are when nothing is predicted but
there do exists a class in the ground truth.
Precision =
TruePositive
TruePositive + False Positive
Recall is a metric which measures how often a classification algorithm predicts a
data point of a certain class correctly considering all the data points of said class.
This metric is great for tasks where the cost of false negatives is very high. Again
for context, in classification, recall measures the amount of correct predictions the




Under-, and overfitting are common problems when training a machine learning
18
Chapter 2. Background 2.3. CNN Architectures for Image Analysis
model. The goal of a model is to accurately predict the true data given an input of
the same distribution. In some cases models are too general, not being completely
wrong in their predictions, but also not very accurate. This is called underfitting, and
is when the model generalizes too much. The opposite, overfitting, is when the model
learns the training data too well, and tries to make too specific predictions that often
are completely wrong, but seems correct based on individual cases in the training
data. Regularization is a method to combat overfitting models. In this thesis l2-
regularization is used which keeps weights from getting unrealistically big, yet never
zero so they lose their value. Dropout is another method used against overfitting.
Dropout is a functionality in neural networks that during training it drops the
weights of random nodes from changing per training case.[31] This functionality
has a regularizing effect in training and a great tool when facing overfitting models.
2.3 CNN Architectures for Image Analysis
In this section an introduction to the different neural network architectures explored
in this thesis will be provided. The following techniques are mostly used for image
segmentation, in this case on multi-band satellite imagery.
The Unet architecture is a convolutional neural net which consists of a contracting
path and an expansive path working as an encoder-decoder structure .[32] It gets its
name from its visual shape (see Fig. 2.8), which looks like the letter ’U’. The encoder
half is made up of several instances of two-dimensional convolutions, an activation
unit, and a max pooling operation for downsampling. The decoder part of Unet has
several steps of upsampling, a concatenation with the corresponding feature map
from the encoder, and convolutions followed by an activation unit. This enables the
19
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model to localize data and use a greater area of contextual data to predict the output
for each pixel. The final layer is a 1x1 convolution to map the feature vector into
the desired number of classes. As the structure and specifications provided in the
cited paper by Ronnerberger et al. is considered the baseline/”vanilla” architecture,
several pieces of this are open to be tuned and changed in slight manners.
Figure 2.8: Unet structure visualization complete with the different operations on the feature maps.
Unet++ is a further development of the Unet architecture where instead of
connecting each block in the contracting path to the corresponding block in the
expanding path, the architecture nests them together (see Fig. 2.9).[33] The nesting
is done by adding dense skip connections between blocks of the encoding and blocks
of the decoding, blurring the lines of the encoder-decoder principles. This will
theoretically allow the algorithm to carry more information over the gap between
the encoder feature map and the decoder. Zhou et al. have redesigned the skip
connections in this architecture to include a dense convolution. The convolution
itself depends on the layer of the architecture.
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Figure 2.9: A visualization of a small Unet++ architecture to show the structure
In Unet++ the feature map undergoes several convolutions, both down-, and
up-samplings at several stages before an output is generated. The output can be
generated in two different fashions. One is averaging the segmentation of all branches,
the other is picking the best branch, and only return that segmentation as output.
This is called deep supervision and describes whenever we look deep within a model to
find an output opposed to just look in the last layer. This technology was proposed
for use on medical imagery, and is designed to reduce the semantic gap between
the encoder and the decoder in a traditional Unet such that the segmentation can
notice minor details and provide more exact segmentation. This promise of a more
exact segmentation is what makes this a technology attractive to the forest species
segmentation task.
Attention Gated Unet [34] is another variant of the Unet. This variant is intended
to focus in on specifically interesting areas of the data, and tries to pass on only the
relevant activations between convolution blocks. The attention gates are the novel
technology, and is where the performance gain will lie. Attention gates allow the
model to suppress less relevant areas of data, and be more attentive for salient areas.
The Feature Pyramid Network technology is developed by Facebooks AI Research
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(FAIR), along with Cornell University and Cornell Tech[35] The convolutional
network is a general use architecture for any common computer vision task. The
structure (see Fig. 2.10) is a capable technology for object detection, region proposal,
and image segmentation. In this paper we will only be using the image segmentation
adaptation of the Feature Pyramid Network.
Figure 2.10: Feature Pyramid Network Architecture
The network consists of stages or pyramid levels with a bottom-up pathway and a
top-down pathway with lateral connections. Any layer which produces output maps
of the same size is considered to be in the same or corresponding stage. The bottom-
up pathway acts like the encoder of the architecture, and the top-down pathway
acts like the decoder, as the bottom-up uses max pooling, and the top-down uses
upsampling, both by the same factor. The feature map output of each of these stages
will be used as a reference set in the corresponding layer of the decoder. The top-
down pathway uses upsampling, usually by a factor of 2, and merges the feature map
with the reference features of the same spatial resolution from the bottom-up path.
Every merged map is then carried into a 3x3 convolution to prevent aliasing, and at
the end all outputs from the top-down layers are merged into a full prediction.
Residual Feature Pyramid Network only differentiates from the basic FPN by the
22
Chapter 2. Background 2.3. CNN Architectures for Image Analysis
use of residual blocks [36]. It is a further development of the FPN described by
FAIR, and its purpose is to enable deeper learning. In FAIRs paper they prioritized
simplicity in their design, but did experiments using a residual backbone for their
architecture. Their results pointed in a direction that there are performance gains
to be found, but the findings are inconclusive.
Residual blocks are the most important building block of the popular ResNet
architecture. It is designed to make deep learning ”even deeper” by adding skip
connections (see Fig. 2.11) that can carry the gradient further into the network.[37]
This makes it possible to make bigger and deeper networks for complex tasks without
major vanishing gradient descent issues. This is called the degradation problem. The
degradation problem is a term for the inability of deep algorithms to learn identity
functions. Counter-intuitively by adding more layers to the algorithm the accuracy
of the model will start to saturate. Thus shallower networks might perform better
than their deeper counterparts.
Figure 2.11: A residual block with a skip connection across activation layers.
Residual blocks introduces the ability to skip these layers where there are no
performance gain to be found. With skip connections the algorithm will skip over
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some layers depending on how the error propagates back. This means during training,
different parts of the algorithm will change since some are connected and some are
skipped. The gradient will now have more momentum when propagating into the
layers, and should travel deeper without vanishing. Also the number of layers is
an important hyperparameter in any machine learning model, as it determines the
complexity and amount of trainable parameters within. Using residual blocks will
make the model dynamic, and give it the ability to learn itself how many layers it
in effect should use, and how many it should skip. All this without any supervised
guidance. The result of this is an architecture that will guarantee to at least equal
the performance of a shallow network, with a possibility to learn even more complex
relations.
Lastly a recurrent version of Unet with residual blocks has been proposed by
earlier works.[38] The recurrent residual variant of Unet shows superior results
in their benchmarks when compared to an original Unet. That said it does not
guarantee better results in all use cases. A premeditated concern with this specific
work is that this technology has mostly been tested on near perfectly labelled dataset
with low amounts of noisy labels. The question still stands if a recurrent residual
Unet would be robust enough to tackle less refined datasets.
A recurrent residual Unet is designed to be as similar as possible to a classic Unet,
but with the addition of using recurrent residual blocks instead of plain convolutions.
The strategy is quite simple; by concatenating the previous segmentation mask to
the current image, and recurrently feeding this to the network. Theoretically this




This chapter will put the problem, the area of interest for the research, the available
data, and its use in focus.
Spatial tree location, and species inventory data is fundamental for a wide range
of vegetation management operations. Detailed information about the distribution
and species of local vegetation is invaluable for ecology surveillance and conservation
[40], wildlife habitat mapping [41], sustainable land use management and planning
[42], [43] as well as infrastructure monitoring and risk assessment. [44]
With automated surveillance systems using up to date satellite images, and
an occasionally updated LiDAR database, the need for patrols like that will be
significantly reduced. The possible use cases of a well-trained deep learning model
includes, but are not limited to, tree detection, tree height estimation or species
recognition. Vegetation is a common issue when it comes to managing infrastructure,
therefore data on growth, height, species, and other spatial information on vegetation
is crucial for operations like planning tree trimmings, vegetation risk assessment, or
estimating the amount of encroaching vegetation.
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This thesis proposes an applied use of remote sensing technology to automate
and make the aforementioned procedures more effective and less expensive. Such a
tool will be able to locate trees, and classify their species using local data.
3.1 Area of Interest
This research will be conducted on a small set of geographical areas, and are
chosen based on the availability of data. For example project GridEyeS is done
in collaboration with StormGeo (A norwegian weather intelligence company) which
serves several Norwegian clients, therefore analysing geographical data from Norway
is preferred. There are specific types of data which are significant for the success of
this thesis, such as satellite imagery. The satellite data presented in this thesis is
located in Askvoll, Norway. (Fig. 3.1) The choice of area is not completely arbitrary
as both recent LiDAR measurements and forest inventories are present in there.
Figure 3.1: Location of Askvoll, Norway
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3.2 Available Data
In any development of machine learning algorithms and use cases, the data is the
most important part of it all. Collected for the purpose of investigating remote
sensing capabilities in vegetation surveillance are 4-band satellite imagery, LiDAR
measurements, and forest inventory, all covering Askvoll.
The satellite imagery are high resolution images captured by satellites orbiting
over a geographical area (see Fig. 3.2). Images that have been collected for this thesis
are multi-spectral images with a resolution of 0.5m per pixel provided by Pleiades-1.





The calculation which requires the presence of Near Infra-Red(NIR) and visible
red light is an approach to visually estimate live green vegetation, and have been
proven to be a valuable feature for vegetation detection. [45]
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Figure 3.2: High resolution satellite Image of Askvoll area
LiDAR is a geographical measurement that generates 3D point clouds of the
environments. It works by sending out laser signals towards the ground, and
measures the time and strength of the returning signal. LiDAR can with this
technique map vegetation height data over a given area with very high resolution and
precision. Such surveillance is done by some aerial vehicle with a mounted LiDAR
device, but this process can be very expensive. It also can not cover great areas
at the time, so the mapping is usually done over specific areas of interest. These
measurements are a much used tool to survey power grids, and therefore the only
data available will be around the power grid itself (see Fig. 3.3), not necessarily
dense forests. For this thesis such LiDAR data have been procured. Since the goal
with this data is not to estimate height, but to locate the trees as one entity, the
data have been turned into a binary mask. This binary masks marks where ever
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there exists vegetation 2.5m above the ground. So this leaves out any shrubbery or
ground level vegetation, and provides a focused data set on tall vegetation.
Figure 3.3: 2.5m LiDAR map projected over Askvoll. This shows the small scale of the LiDAR measurements, and
how it is only collected around the power lines.
NIBIO provides a free forest inventory dataset covering almost all of Norway (see
Fig. 3.4). It can be viewed by anyone on their website, and it is from here the species
dataset used in this paper’s approaches is collected from. In NIBIOs very diverse
datasets, one can find several different data classes, but for species segmentation
we extracted their forest inventory masks. These inventories include Pine, Spruce,
Deciduous, Coniferous, and Mixture. For a more specific definition of how the masks
are calculated, here are the descriptions given by NIBIO.
• Spruce dominated : Where the volume of spruce constitutes more than 50% of
the total volume.
• Pine dominated : Where the volume of pine constitutes more than 50% of the
total volume.
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• Deciduous dominated : Where the volume of deciduous trees constitutes more
than 50% of the total volume.
• Coniferous mixed : Where the volume of spruce and pine makes up more than
75% of the total volume.
• Mixture: Where the volume of spruce, pine, and deciduous are all less than
50%, and the volume of spruce and pine is less than 75%.
• Not wooded : Where the volume of spruce, pine and leaves is equal to zero.
These 5 categories of trees define the target classes in some of the methods
mentioned in the methodology chapter of this thesis.
Figure 3.4: NIBIO forest inventory data visualized in QGIS over Askvoll area. Yellow = Deciduous, Green = Spruce,
Red = Pine, Brown = Mixture, and Purple = Coniferous.
With all data comes some downsides, this is why carefully choosing what data
to use is a very important part of putting together a dataset that machine learning
algorithms can perform well on. In this case there is not a lot of carefully produced
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and processed data available to us, so there will be some flaws and some struggles
to overcome with the dataset used in our method. Luckily high resolution satellite
imagery has become such a well-defined service, so getting the perfect satellite images
for the Askvoll area with useful analytic bands is not a problem in these experiments.
Nevertheless, the LiDAR and the Forest inventory comes with some less attractive
characteristics. LiDAR is in this case only provided in spatial squares of around
20m x 20m. This limits the research and any eventual solution to a very small scale
monitoring. The data is also gathered over the power lines, so any LiDAR data on
unaltered nature is hard to come by. For the forest inventory of which improvements
will be put forward, come in a very coarse form. It only provides a rough estimate
of what tree species are dominating specific areas. The inventory also only covers
dense forests, and leaves out any single trees outside of any clearly visible forest. This
characteristic, along with the classes containing a mixture of species, can represent




The method developed in this thesis consists of three major blocks as illustrated in
Fig. 4.1. The first block (A) is a lightweight, small-scale binary tree segmentation
Unet algorithm. This will input 4-band satellite imagery paired with LiDAR labels
to produce tree location masks. The second block (B) inputs the raw NIBIO species
data, performs a series of refinement processes, and merges the refined data with the
Unet’s locations masks (A). In the third block (C) the merged labels is used to train
a multi-class species segmentation model based on the Residual Feature Pyramid
Network architecture. This final block is then able to generate an estimated mask
of species present in a satellite image.
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Figure 4.1: Visualization of the full pipeline including A: tree detection algorithm, B: feature extraction and
relabelling, and C: species classification. The output of A and B is merged to create a refined map inputted to
C.
4.1 Coding Setup
The coding, development, and testing of these technologies is done in Python with
some help from other frameworks and softwares. Following is a shortlist of the most
important libraries and tools used in these experiments:
• Programming language Python 3.7
• Integrated Development Environment Spyder 4.2.0
• Geographical Information System QGIS 3.12
• Essential Libraries: Gdal, rasterio, numpy, matplotlib, seaborn, pandas, keras,
and tensorflow
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• The training is done on a 8 GB Vram Nvidia GTX 1080 Graphical Processor
Unit.
4.2 Binary Tree Segmentation Block
Segmentation in the machine learning field is a technique of categorizing an image
into several areas of different classes. A deep learning model can be trained to
identify parts of those images and put them into classes like trees, houses, shrubbery.
Provided new data it should be able to make an educated guess of where in the
image certain elements are, like a tree or other vegetation. With this first approach
we are trying to identify class labels of single pixels in a satellite image. Our dataset
comprises 2600 64x64 pixels satellite images with a 0.5m spatial resolution, and a
matching target dataset of LiDAR masks depicting pixel-specific true or false labels
of whether there is a tree above 2.5m here or not. The LiDAR used is actually a more
dynamic measurement of estimated canopy height, but given the goal of predicting
location, this data has been thresholded at 2.5 meters. The resulting mask is then
a binary map of any vegetation that rises 2.5m above ground or beyond. Below are
examples of this data (Fig. 4.2). This model will take the two data types as input;
the RGB-NDVI satellite image, and the target LiDAR array of true or false labels
describing if there is tall vegetation at this pixel or not.
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Figure 4.2: 64x64 LiDAR square viewed over the entire satellite image.
Deep learning algorithms usually perform better on bigger data and bigger
images, but in our case we only have small scale squares of LiDAR data. This
forces a downscaling of the images to avoid falsely labelling pixels. If the image
size is increased the data will provide an increasing amount of false negatives, or in
other words pixels labeled as ”no tree” when in fact there is a tree there, and would
confuse the learning algorithm. This is due to the LiDAR data being collected only
over the power lines with a certain width and height, which in this case is a little
above 64 pixels. For this reason the chosen architecture is the smallest architecture
proposed in this thesis, the Unet (see Fig. 4.3).
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Figure 4.3: Satellite images paired with LiDAR measurements are used to train a Unet model. Afterwards the model
can with the input of only a satellite image, and without the need for any paired LiDAR measurements generate
masks of forests.
The basic functionality of the Unet architecture is explained in background, but
this section will go more in depth of the implementation. Keras, an open-source API
for artificial intelligence, is the main framework for the implementation of all the
algorithms in this thesis.
The first layer of the Unet is an input layer with the addition of a normalization
layer, and is connected to the first encoder block. Each encoder block in the Unet
consists of a convolution layer with a number of filters according to the layer number,
a kernel size of (3,3), a stride of 1, ”same” padding, l2-regularization with a small
weight decay of 0.0001, a dropout layer dropping 10% of nodes while training,
and a Rectified Linear Unit activation. Then a batch normalization layer, another
convolution layer, and lastly a maxpooling layer. Every encoder block is connected
to the next encoder block, except the last which is connected to the first decoder
block, and all encoder blocks are concatenated with the corresponding decoder block.
Every decoder block consists of a deconvolution layer with the same parameters as
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a convolution layer in the encoder blocks, the only difference being a stride of (2,2).
The output of the deconvolution is concatenated with the corresponding encoder
block output, and is followed by a convolution layer, batch normalization, a dropout
layer, another convolution layer, and is finally connected to the next decoder block.
The last encoder block is connected to a softmax activation function mapping it to
the final output layer.
Path Point Output Shape
Input (64, 64, 4)
Encoder Part 1 (32, 32, 32)
Encoder Part 2 (16, 16, 64)
Encoder Part 3 (8, 8, 128)
Encoder Part 4 (4, 4, 256)
Decoder Part 1 (8, 8, 128)
Decoder Part 2 (16, 16, 64)
Decoder Part 3 (32, 32, 32)
Decoder Part 4 (64, 64, 16)
Output (64, 64, 2)
Table 4.1: Each part of the Unets encoder pathway and decoder pathway with its output shape
All of these layers add up to 1,944,178 trainable parameters, and fully trained
the Unet can produce some very accurate tree location masks. Below is one example
of the output of this Unet model (Fig. 4.4).
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Figure 4.4: An example of a tree mask generated by the fully trained Unet model.
4.3 Tree Species Dataset Improvement Block
One of the goals of this thesis is to broaden the arsenal of vegetation monitoring
tools. Until this point this thesis has provided a tree detector algorithm able to
segment small scale patches of forests, and given only a satellite image will generate
a mask of the tree locations. In order to expand on this, let us look towards
another aspect of vegetation, namely species. In available data (3.2) another dataset
provided by NIBIO is described which gives a rough estimate of what tree species
are dominating in specific regions. The perfect machine learning algorithm will
always just be as good as the data it is provided, and with this data there are some
non-idealities. The non-ideal characteristics include coarse labels only regarding
dense forests, some very populated classes, some equally underpopulated classes,
and classes with diffuse purposes. All of these contribute negatively in a machine
learning context. Improvements need to be made. To do so this thesis proposes two
things; merging species data with location data, and clustering classes based on their
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visible features instead of the species data. Firstly, there is some motivation to keep
the feature vectors for the dataset as big as possible, so simply merging species data
with LiDAR data does not necessarily benefit the algorithm, as this will shorten
the dataset. Since there has already been developed a tree segmentation model for
this area, the idea of combining the binary output of this model with the species
data seems much more prosperous, and can cover a vastly larger area. This way the
dataset will retain all its species data and also provide much more accurate masks
in terms of tree locations.
For a closer look at the non-ideal characteristics in the species data, consider
these examples. Since the data set is so coarse, large areas of actual trees remain
unlabeled, and will only provide noise in the data, and hinder any machine learning
algorithm to recognize the patterns of species. As one can tell from the examples,
only the densest forests are labeled with species data (see Fig. 4.5), but slightly
sparser forests are excluded.
Figure 4.5: One example in the species set where great areas of trees remain unlabeled.
It is not only sparse forests that are introducing noise into the data, there are also
many occasions where the data labels large areas of no trees as a specific species.
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The example below shows (Fig. 4.6) a big area almost completely empty of live
growing vegetation, yet is still labelled as if there is a forest there.
Figure 4.6: One example in the species set where great areas of no trees are labelled as trees.
Lastly the species data labels forests with unrealistically clear borders. In nature
a forest does not contain only one species of trees, and are also not defined with
such clear borders between each other. NIBIO points this out by defining classes of
mixed species, and also defines that the labels suggests that in the area of a certain
class there is a majority of trees of this species, not 100%. In machine learning,
any diffuse class will end up inhibiting a model from learning properly. An example
of this false labeling is when there are areas labelled as one species, but actually
contains multiple. Some of these cases are clearly visible on satellite images. Below
is an area populated by several species of trees (see Fig. 4.7), but is entirely labelled
as a single species in the data set.
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Figure 4.7: An area of the data set where every pixel is labelled as one species, but there exists a clear visible
discrepancy between the forest within the circle and the forest outside it.
To solve the multiple issues with the species data, this thesis proposes a more
sophisticated solution to refine our data. Firstly, an aspect of tree location needs to
be injected into the species data. The masks are so coarse that a huge quantity of
useful information is lost. By merging the species masks with tree locations generated
by a binary tree segmentation model, the output is much more fine-grained, and can
provide tree-specific data. This is done by generating tiles of tree location data,
combining these together to produce a location map over Askvoll, then merge it
with the species data. The process will then remove any false labels in the data set,
and add any tree location not covered by the original species data.
So far the approach does not solve the issue of any wooded areas not covered
by the original species data, as the data produced by the tree location refinement
would then technically be of an unknown species. By this logic another refinement
is needed to complete the data, a refinement on species.
We assume that any trees that share similar characteristics also share the same
species (see Fig. 4.8, regardless of their pre-assigned label. We also assume that the
NIBIO data is correct in saying that the majority of the trees within each labelled
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area is true. By calculating what features are most prevalent within each label we
can expand on this, and see if the same feature is found in other places of the data.
If so, that data can then be re-labelled based on their true characteristics rather than
their majority label. (see Fig. 4.8)
Figure 4.8: A visualization of the logic behind the relabelling method.
To implement this, tiles are collected from areas of each of the main NIBIO
classes, these include pine, spruce, and deciduous. Mixed and coniferous contains
multiple different species and would only introduce noise to the data. The contents
and the features of these tiles are thus associated with each of their classes. For the
features extracted, this approach looks for color, texture, and vegetation index, and
assumes that trees with similar values of these features are of the same species.
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Figure 4.9: If a classifier is trained to recognize features in small patches, it can relabel each patch into their true
label.
Considering this as an entirely new dataset, containing color, contrast, texture
features, and NDVI, these features are paired with the original label, and used to
train a machine learning classifier (see Fig. 4.9). Several machine learning algorithms
are suitable for doing this traditional task, like support vector machines or decision
trees. When fully trained, this classifier has learned what features correlate to which
class. Said classifier can then be fed patches of satellite images and the features of its
contents, and relabel the species within. The resulting species mask can be viewed
below (Fig. 4.10).
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Figure 4.10: Species data and area after data enhancement, Yellow = Deciduous, Green = Spruce, and Red = Pine.
This data is the last iteration of data in this masters thesis, and will be used to
manufacture the final machine learning algorithms for species classification. In the
result section, the results of all fully trained segmentation models will be revealed,
as well as an in depth analysis of any findings in discussion.
4.4 Multi-class Trees Species Segmentation Block
The proposed method is to use the refined species dataset as a ground truth label
for training multi-class segmentation algorithms, not just binary ”tree or no tree”
segmentation. The species dataset covers all of Askvoll, and this opens up some
distinct advantages. Without the dimensional constraints of the LiDAR data, a
segmentation algorithm on species can cover any dimension. For this thesis the
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chosen dimension is 192 x 192 pixels, and is mainly based on practicality. The
training of these architectures is done on a limited amount of GPU power and
memory, so this effectively lowers the possible resolution of the images. The
dimension of 192 is still the largest dimension considered trainable on this setup,
yet small enough to include a diverse and relatively large amount of data. For all the
models trained in this section, the data is split into 3 non-overlapping sets. One for
training, one for validation, and one for testing. The distribution of these are roughly
70% training data, 20% validation data, and 10% test data. This is in accordance
with traditional machine learning methods. A little over 2000 images have been used
for training, a batch size of 32, Adam as an optimizer algorithm, and the learning
rate have varied between 0.0001 and 0.00001 with a decay rate of the initial learning
rate divided by the current epoch number.
Figure 4.11: A Residual Feature Pyramid Network model is trained on multi-spectral satellite imagery and
corresponding species data.
The full pipeline (Fig. 4.11) of this approach is described as follows. Using
the trained binary tree segmentation model, a mask covering all of Askvoll’s tree
locations is generated using satellite images and LiDAR as input. The species mask
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is clustered using a texture-based feature extraction approach to refine the classes,
and also remove some troublesome labels like mixed and coniferous. The tree location
mask and the relabelled species mask is then merged, such that any location of trees
in the species set which is not included in the tree location mask is removed. Also any
tree location outside the original species data gets assigned an estimated class. Thus
resulting in a fully refined dataset both in spatial features and species data. This
refined data paired with satellite images is used to train a multi class segmentation
model in order to provide accurate species masks over satellite imagery.
For this particular case of classification we propose using a feature pyramid
network architecture, preferably with the inclusion of residual blocks. This is based
on the findings of the comparative research done in this thesis. The proposed
architecture is built like a FPN with the backbone of a ResNext-50 structure.[46]
The architecture is similar to the one used in ”Residual Bi-Fusion Feature Pyramid
Network for Accurate Single-shot Object Detection”. [36]
All layers of the residual FPN are fitted with residual blocks and skip connections,
to further architecture complexity (see Fig. 2.11). Every encoder layer is
concatenated with the corresponding decoder layer through a lateral connection,
and connected with the next layer in the same path. Each layer in the decoder path
is generating a prediction, connected to the next, and finally all predictions of their
respective dimension generates the output mask. The encoder layers include a 2-
dimensional convolution, batch normalization, and a ReLU activation. Training this
model showed no symptoms of overfitting, so this architecture does not include any
kernel regularizers or dropout. Given the immense size of this architecture with ∼ 28
million parameters and 50 layers, a full summary of the model will not be included
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Following are the results of every fully trained model fitted for this use case. For
each model and task is a short repetition of its purpose, the specifics of the model,
and the resulting output. The findings will be discussed and analyzed here as well.
5.1 Binary Tree Detection
The Unet Tree detectors main purpose is to locate trees. This classifier model deals
with the task of classifying each pixel in a high resolution satellite image to either
True/Tree or False/No Tree. Structure-wise it is based on a basic Unet architecture
without many modifications. The satellite and LiDAR images are extracted from .tif
files covering the Askvoll area. 2600 windows have been extracted along the power
lines of Askvoll, resulting in a training set of 2200 windows, and a validation data
set of 400 windows. For context the image size is set by 64 x 64 pixels. By the end
of the training phase, the fully trained model produced these measurements over the
validation set. An example prediction generated by the Unet model is also provided
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(see Fig. 5.1).
• Dice Loss: 0.1737
• Accuracy: 87.47%
Figure 5.1: A comparison of the inputted and outputted data. From the left: A, Satellite image previously unseen
by the model. B, the corresponding LiDAR to the data A. C, the models prediction of how the LiDAR of A should
look without having seen the data B beforehand.
This thesis has shown that using LiDAR data, even in its small scale form can
produce very accurate tree location algorithms. Although LiDAR is not the most
accessible resource, and this thesis have not been able to test whether the results
found in the fully trained Unet segmentation model is robust enough to keep its
location accuracy high enough over longer periods of time without retraining, the
results shows that using deep learning algorithms can do this form of vegetation
surveillance.
Also worth noting is that this Unet model is developed over the ”natural”
distribution of trees in the local area, meaning that no heavily interfering or complex
preprocessing is needed to develop the ”perfect” dataset. Even though the dataset
was very skewed towards the class of ”Tree” opposed to ”No Tree” (see Fig. 5.2
and Fig. 5.3), using a relevant loss function and some regularization techniques
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limited the impact of this, and in turn the model was able to produce accurate
masks nonetheless.
Figure 5.2: Frequency table of the data used to train the Binary Unet tree detector segmentation model.
By reviewing the confusion matrix of the same model, the result seems to be
featured there as well. With no significant amount of false positives or negatives in
the produced masks.
Figure 5.3: Confusion matrix comparing the Unets predicted values with the actual values of the LiDAR data
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This approach should before any commercial implementations be tested on
multiple areas, on multiple data bands provided in satellite measurements, and
any temporal advantages or disadvantages should be investigated. Beyond that
the findings in this thesis are pointing in the direction of automated remote sensing
being a powerful and efficient tool in vegetation detection.
5.2 Tree Species Classification
For species classification several technologies were tested on the available dataset in
order to see which one would serve the purpose best. With an input of 192 x 192
pixels images over 4 bands, Red,Green,Blue, and NDVI, the data is matched with a
species mask provided by NIBIO improved with location data generated by a binary
tree segmentation model and a feature extraction approach. The model’s purpose
is to classify what species of trees are located at each pixel. Below is a table of the
test scores and prediction masks for this comparison (scores in Table 5.1 and masks
in Fig. 5.4).
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Model Dice Acc Prec Recall
Unet 0,4662 0,8151 0,8208 0,8102
Unet++ 0,7793 0,6990 0,8072 0,6202
AttUnet 0,3457 0,7284 0,7334 0,7116
ResFPN 0,2943 0,8261 0,8286 0,8248
RecUnet 0,3305 0,7909 0,7917 0,7903
FPN 0,4389 0,7888 0,7889 0,7889
Table 5.1: Test Results of all architectures. Leftmost column is the architecture, followed by the dice loss, categorical
accuracy, precision, and recall of the specified architecture instance.
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Figure 5.4: Top-left is a satellite image which has been inputted to fully trained instances of each architecture,
top-right is the corresponding species mask to the inputted satellite. The following are a collection of all generated
masks outputted from fully trained instances of each architecture provided the inputted satellite image.
The species dataset is several times more complex than the tree location, with
images being bigger and having multiple classes to segment. Logic infers that a more
complex architecture should fit this task better than the binary tree segmentation,
but this is not easily measured with simple scores and metrics. The generated masks
of all the trained models can only tell us so much. Looking at small areas at the time
only using our human intuition will never get us anywhere. Let us take a deeper
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look at the individual models to see what mistakes they make, and where their
strengths lie. But before analysing the models, an important note in the dataset is
its representation of classes. It has been described earlier that the datasets have been
skewed towards some classes, and this is important to keep in mind when analysing
further. Below is a frequency table of all classes in the training data (Fig. 5.5).
Figure 5.5: Frequency table for the species training data.
From here one can tell that any model trained on this data should be perfectly
able to predict any areas where there exists no trees, as there is simply so much of
this data. For this reason when plotting the confusion matrices for analysis, only
predictions made on actual species are part of the validation. A confusion matrix is
a simple plot that compares the predicted labels of the model to the actual values
of those predictions. By analysing confusion matrices (see Fig. 5.6) it is easy to
tell where the model shines, and where it fails in terms of class predictions. On the
x-axis are the real values, and on the y-axis are the predicted ones. The diagonal
is then ”True Positives”, or in layman terms; all the correct predictions on actual
species. These numbers comes from the pixel values in every image of the validation
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set and their generated predictions. They are then added together and divided on
the data length to provide a percentage in the matrix rather than a number.
Figure 5.6: Confusion matrices of all tested architectures. On the x-axis are the predicted values, on the y-axis are
the actual values. The diagonal squares represent when the model is correct in its prediction.
Both the confusion matrices and the correct predictions are calculated on only
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actual species and leaves out the ”No Tree” class, as the importance of this use case
is species recognition.
Reviewing the numbers and the matrices (see Fig. 5.6) there are some clear
indications for which models provide higher performance. The classic variant of Unet,
although it shows excellence in spruce and deciduous recognition, does have a high
amount of false positives for pine. Unet++ entirely neglects the pine class, and shows
a high error rate on deciduous predictions. Attention gated Unet and the classic
feature pyramid network have some minor struggles with certain classes (deciduous
in AttUnet, and pine in FPN), but proves to be robust predictors for the other two
classes. The last two architectures have one thing in common, other than providing
the best predictions, they contain the highest number of trainable parameters above
every other architecture tested in this thesis, and both make good use out of residual
blocks. Recurrent residual Unet consists of ∼ 24 million trainable parameters, and
the residual feature pyramid network consists of ∼ 28 million trainable parameters.
The third biggest architecture being the classic feature pyramid network consisting of
∼ 18 million trainable parameters. It seems clear that more complex neural network
structures provide better predictions, so given the scalability of neural networks in
general, there is definitely room for improvements beyond these results.
As a final question in this discussion; are these solutions feasible for improving
vegetation monitoring? The binary tree segmentation model shows great results
with a simple and not too heavy weight(referencing parameters and digital size)
architecture. It provides exact tree masks showing where any vegetation taller than
2.5 meters is located. This tool can be used anywhere LiDAR and satellite data is
available, and provide automatic tree location estimation. It is a machine learning
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tool in its simplest form, as it does not take into account anything other than if there
exists a tree here or not. For many problems in the real world, this can be enough, but
most likely more sophisticated solutions with more in depth information is preferred.
This thesis attempts species classification using remote sensing. It shows that this
field of classification is very much possible to do with remote sensing techniques.
The comparison done in this thesis proves the validity of remote sensing in large
scale satellite image species segmentation. Bigger architectures like residual feature
pyramid network and recurrent residual Unet provide the best prediction abilities.
The results also suggest that the use of residual blocks can be a credible choice when





This section provides a summary of the findings, and tries to answer the previously
set research questions. Any possible future work and improvements which have been
found feasible during this research is also briefly mentioned.
6.1 Answers to research questions
Research Question I: How can today’s available satellite image data be effectively
utilized to monitor vegetation?
To answer this questions, one has to take into account the ease of such a solution.
The several services providing satellite imagery of almost any area around the globe
up to several times a day, makes satellites an easily accessible commodity for any
agent wanting to do vegetation management. Manual inspections will of course
always be accessible to any companies, but in this era one should look towards
automated and smarter solutions to save both the environment and local resources.
This thesis have found that tree location masks using relatively lightweight neural
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net segmentation algorithms do provide accurate masks of tall vegetation. The
characteristics of the tree location masks can be specified per scenario, but in this
case the segmentation was based on vegetation 2.5m or taller above the ground, and
provided accurate masks of forests both dense and sparse.
Forest inventories like the ones used in this thesis should cover even more
requirements and allow automated species recognition. We have in this thesis proof
that even though the raw data available is too coarse and unrefined, there are ways
of processing species data to the point that it can indeed produce well performing
segmentation algorithms. These algorithms are very much capable of recognizing a
set of tree species, and hold the potential to do even further recognition when data
becomes available.
Research Question II: What are some of the most effective satellite image
analysis techniques when applied to vegetation monitoring?
To test the capabilities of remote sensing algorithms, a handful of technologies
varying in complexity have been implemented and tested on this use case. The
research has shown that Unet, given vegetation location data and satellite imagery
with an NDVI band, can automatically produce accurate masks of trees and forests.
It has uncovered that architectures with a higher amount of trainable parameters,
like Residual FPN and recurrent residual Unet performs best on species classification.
Also present in the research is the possible significance of residual blocks, since they
are a part of the two best performing technologies.
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6.2 Contribution
This thesis has tried to find efficient automated solutions for vegetation surveillance
aimed to help monitor live vegetation in Norway. Such a smart and cost-efficient
approach to monitor vegetation can benefit society as a whole, as it would lessen
the resources poured into manned surveillance patrols, and can help to plan smarter
solutions for vegetation management. A binary tree detector model using satellite
images and LiDAR height data provided a strong and precise classifier. Using a
simple Unet architecture proved that the task of segmenting vegetation in satellite
images, even with a limited amount of LiDAR data is very much possible, and can
be a resourceful tool.
Pixel-wise species prediction based on NIBIOs forest inventories is a starting point
for developing a robust species classifier. Although local data can be imprecise and
impractical for machine learning, this thesis provides a different angle to the problem.
By utilizing several artificial intelligent solutions on non-ideal data it is possible to
process and refine such data enough to warrant accurate model predictions. This
thesis has shown that segmentation algorithms do fit naturally into this niche of
surveillance, but that they do rely on what datasets are provided and available.
Nevertheless this thesis should provide enough evidence to show that the processing
of local data which is not accurate enough for training machine learning models can
improve and refine it to the point where AI models can learn to solve complex tasks.
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6.3 Future Work
For future work we propose extending the data analysis into new territories. This
includes more labels, more sophisticated measurements, more satellite bands, digital
elevation models, and adding a temporal feature. The research conducted in this
thesis covers satellite images captured in the summer, but to further improve the
usability of this method as a tool, images from different times of year should be
included in the dataset. As vegetation has a yearly life cycle and thus visibly changes
over time, a temporal addition to the dataset would extend its feasibility remarkably.
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