Desapareixerà el teu cognom? by Jolis Giménez, Maria
MAT 2
MATerials MATema`tics
Volum 2010, treball no. 4, 29 pp. ISSN: 1887-1097
Publicacio´ electro`nica de divulgacio´ del Departament de Matema`tiques
de la Universitat Auto`noma de Barcelona
www.mat.uab.cat/matmat
Desapareixera` el teu cognom?
Maria Jolis
1 Introduccio´
La pregunta que ens fa el t´ıtol te´ avui dia una
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Cognoms me´s frequ¨ents
resposta clara: SI. Les xifres de natalitat al
nostre pa´ıs i als pa¨ısos del nostre entorn, cas
de mantenir-se, porten a una extincio´ segura
de tots els cognoms. En efecte, una dona a
Catalunya te´ una mitjana de 1,43 fills.1 Amb
aquesta dada no ens e´s possible saber quin e´s
le nombre mitja` de fills que te´ un home que
passi el seu cognom als seus fills, pero` no sera`
massa diferent. Si tenim en compte que, d’a-
quests fills, els que passen (habitualment) el
cognom so´n els fills de sexe mascul´ı, dels quals
n’hi haura` una mitjana d’aproximadament la
meitat que la del nombre total de fills, obtindrem que el nombre mitja` de
fills homes que passaran a les generacions posteriors un cert cognom sera`
de l’ordre de 0,7. Com veurem, per tal que no hi hagi extincio´ segura d’un
cognom, el nombre mitja` de fills homes hauria de ser estrictament me´s gran
que 1. I fins i tot en aquest cas, la probabilitat d’extincio´ e´s estrictament
positiva.
De fet, en pa¨ısos com la Xina o Corea, en que` el sistema de cognoms
heretats per via masculina porta funcionant molts segles, es produeix un
fenomen curio´s. Per exemple, en una poblacio´ tan gran com la xinesa, en
1Aquestes so´n dades de 2005. La mitjana d’Espanya del mateix any e´s 1,34.
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la que s’esperaria una grand´ıssima varietat de cognoms, els tres cognoms
me´s frequ¨ents (Wang, Li i Zhang) so´n compartits per me´s del 21% de la
poblacio´ (me´s de 270 milions de persones!) i els 100 cognoms me´s frequ¨ents
ja cobreixen gairebe´ el 85% de la poblacio´. El cas de Corea e´s encara me´s
espectacular, els tres cognoms me´s t´ıpics (Kim, Lee i Park) so´n compartits per
gairebe´ la meitat de la poblacio´ i actualment nome´s hi ha uns 250 cognoms.
Aixo` s’ha produ¨ıt pel fet que hem comentat abans, la probabilitat d’extincio´
d’un cognom e´s estrictament positiva i molts d’ells acaben desapareixent.
Lotka Kolmogorov
Hem de recalcar que el model que permet fer aquestes afirmacions e´s una
simplificacio´ de la realitat i fa una suposicio´ cr´ıtica que consisteix en que` la
distribucio´ del nombre de fills es mante´ constant al llarg de les generacions.
Aquesta suposicio´ esta` ben lluny de satisfer-se en aquests moments, almenys
a Catalunya i a Espanya: en aquestes darreres generacions ha anat descendint
el nombre de fills i nome´s l’u´ltim any del que disposem de dades (2005) havia
augmentat lleugerament la mitjana.
Per estudiar el model esmentat a dalt, necessitarem estudiar primer l’a-
nomenada funcio´ generatriu de probabilitats que e´s l’eina probabil´ıstica prin-
cipal per a tractar el problema. Tractarem tambe´ alguns exemples de models
“ficticis” i un de real basant-nos en dades del cens de 1920 als Estats Units.
Aquests dades van ser usades per A. J. Lotka en un famo´s article de 1931
(vegi’s [6]). Refarem els seus ca`lculs aprofitant la major pote`ncia computaci-
onal que tenim avui dia i estudiarem un model teo`ric aproximat (que tambe´
va descobrir Lotka [7]) que s’ajusta forc¸a be´ a les dades reals.
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2 Els processos de ramificacio´
Un model matema`tic relativament senzill de l’evolucio´ de la mida de certes
poblacions en les successives generacions e´s l’anomenat proce´s de Galton-
Watson. Es tracta del tipus me´s simple de proce´s de ramificacio´. Aquests
processos estoca`stics so´n usats frequ¨entment en Biologia i F´ısica Nuclear i
permeten descriure l’evolucio´ d’una poblacio´ composta d’uns certs membres,
anomenats individus o part´ıcules. Es suposa que aquests membres es repro-
dueixen o no, independentment uns dels altres i del que han fet les generacions
anteriors.
El nom de “processos de ramificacio´” segurament apareix per primer cop
en un article d’A. N. Kolmogorov i N. A. Dmitriev [5] i un altre de A. M.
Yaglom [8], ambdo´s de 1947, tot i que, de fet, en un altre important treball
de 1938 sobre processos de ramificacio´ en Gene`tica, Kolmogorov ja va donar
expressions asimpto`tiques i aproximacions de la probabilitat d’extincio´ de les
poblacions (veure [4]).
De tota manera, els primers indicis de l’u´s d’aquesta
Malthus
classe de processos es troben en el segle XVIII en el famo´s
llibre de tres volums de Thomas Malthus titulat Essay on
the principles of Populations, en el qual es planteja que
una poblacio´ no controlada hauria de cre´ixer exponencial-
ment. Malthus explica tambe´ que a la ciutat de Berna, de
les 487 famı´lies burgeses existents, 379 s’havien extingit
en el lapse de dos segles (1583-1783). El primer en trac-
tar d’explicar el fenomen va ser el matema`tic france`s I. J.
Bienayme´ (1796-1878), el qual va relacionar correctament
la probabilitat d’extincio´ amb la mitjana de fills homes de
cada home. A l’article [3] de les refere`ncies es pot trobar, com un ape`ndix,
l’u´nic treball (del que s’ha trobat la publicacio´) de Bienayme´ sobre el tema.
En ell, Bienayme´ no do´na cap manera de trobar les probabilitats d’extincio´,
pero` el fet que relacioni l’extincio´ segura o, contra`riament, extincio´ amb pro-
babilitat estrictament menor que 1, amb la mitjana del nu´mero de fills fa
pensar que efectivament havia trobat la solucio´ del problema.
Independentment de Bienayme´, el famo´s naturalista brita`nic F. Galton
i el seu compatriota, el matema`tic H. W. Watson, van abordar el mateix
problema motivats per la preocupacio´ de la societat victoriana sobre la pos-
sibilitat que els cognoms aristocra`tics s’estiguessin extingint. En principi,
Galton va plantejar la qu¨estio´ respecte la probabilitat d’aquesta extincio´ a la
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1 Trigonometria esfe`rica
Aquells lectors que ja sa`piguen que` e´s un triangle esfe`ric i com es mesuren els
seus costats i els seus angles poden saltar-se les subseccions 1.1 i 1.2 i passar
directament a la subseccio´ 1.3.
1.1 Arc de circumfere`ncia determinat per dos punts
A cada dos punts A i B de la circumfere`ncia unitat, no diametralment opo-
sats, els hi associarem un u´nic arc de circumfere`ncia, de longitud menor que
pi, (vegeu la figura 1) tal com explicarem a continuacio´.
A
B
O
figura 1
4 Desapareixera` el teu cognom?
revista Educational Times l’any 1873 i Watson va donar una solucio´. L’any
segu¨ent van escriure plegats un article (veure [1]). El model que van introduir
Galton i Watson es va aplicar primer a l’extincio´ de cognoms pero` aviat es va
comenc¸ar a utilitzar en el camp de la biologia per a modelitzar el creixement
de les poblacions d’e´ssers vius. Per a una histo`ria detallada de l’origen i el
desenvolupament dels processos de ramificacio´, vegeu [2] i [3].
3 La funcio´ generatriu de probabilitats
Per tal de tractar el problema de l’extincio´ de poblacions usarem la funcio´
generatriu de probabilitats. Tot i que aquesta funcio´ e´s una eina molt u´til
en l’estudi de les variables aleato`ries que prenen valors en el conjunt dels
nombres naturals, no sempre s’explica en els cursos de probabilitats. Aixo`
e´s degut a la falta de temps i al fet que hi ha te`cniques similars (les funcions
generatrius de moments o les funcions caracter´ıstiques) que s’apliquen a va-
riables aleato`ries amb valors reals arbitraris i permeten resoldre els mateixos
tipus de problemes abordats en el primer curs de probabilitats. Per altra ban-
da, les funcions generatrius de probabilitats tenen un cara`cter me´s elemental
i so´n l’eina adequada per al tractament del problema que ens interessa.
Donada una variable aleato`ria X que pren valors en N0 = N ∪ {0}, es
defineix la seva funcio´ generatriu de probabilitats (o simplement funcio´ ge-
neratriu), que sera` denotada per g
X
, de la manera segu¨ent:
g
X
(s) =
∞∑
k=0
skP{X = k}.
Aquesta funcio´ (tot i que es pot considerar s ∈ C) esta` ben definida, i e´s
finita, en un cert subconjunt dels nombres reals que anomenarem DX . Una
propietat que es comprova immediatament e´s que aquest conjunt DX sempre
conte´ l’interval [−1, 1]. En efecte, si |s| ≤ 1, la se´rie que defineix gX(s) e´s
absolutament convergent ja que
∞∑
k=0
|s|kP{X = k} ≤
∞∑
k=0
P{X = k} = 1.
Una altra observacio´ fonamental e´s que la funcio´ generatriu en cada punt
e´s l’esperanc¸a matema`tica d’una certa variable aleato`ria:
g
X
(s) = E[sX ].
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El nom de funcio´ generatriu de probabilitats e´s degut a que compleix la pro-
pietat segu¨ent:
P{X = k} = g
(k)
X
(0)
k!
, per a tot k ≥ 0.
I en particular,
P{X = 0} = g
X
(0),
P{X = 1} = g′
X
(0).
E´s a dir, coneixent la funcio´ generatriu podem cone`ixer totalment les proba-
bilitats de tots els valors de la variable aleato`ria. Aquest resultat pot semblar
una mica “trampo´s” ja que, aparentment, per a cone`ixer la funcio´ generatriu
de probabilitats tambe´ cal cone`ixer les probabilitats de tots els valors de la
variable aleato`ria. Pero` aquesta propietat tambe´ es pot interpretar com que
la funcio´ generatriu caracteritza totalment la llei de la variable aleato`ria. E´s
a dir, si tenim dues variables X i Y amb la mateixa funcio´ generatriu de
probabilitats en un entorn de s = 0, aleshores X i Y tenen la mateixa llei.
Aixo` s´ı que e´s un resultat molt u´til ja que, usant altres propietats de la funcio´
generatriu, un pot calcular-la per a variables aleato`ries tals que no coneixem
a priori la seva llei i aquest resultat permet, precisament, identificar aquesta
llei. Un cop ressaltada la importa`ncia d’aquest resultat, en donarem la de-
mostracio´. En efecte, el fet que DX ⊂ [−1, 1] implica que la se`rie de pote`ncies
que defineix g
X
te´ radi de converge`ncia r ≥ 1. En particular, aixo` vol dir que
en l’interval (−1, 1) (com a mı´nim) la funcio´ e´s infinitament derivable i com
e´s una se`rie desenvolupada al voltant del punt s = 0 sabem, a me´s, que els
seus coeficients (que en aquest cas so´n els P{X = k}) s’expressen en termes
de les successives derivades en s = 0:
P{X = k} = g
(k)
X
(0)
k!
.
Una altra propietat fonamental de la funcio´ generatriu e´s el seu comporta-
ment respecte la suma de variables aleato`ries independents. Concretament,
si X i Y so´n dues variables aleato`ries independents tenim que per a tot
s ∈ DX ∩DY es compleix que
g
X+Y
(s) = g
X
(s)g
Y
(s).
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Aixo` e´s molt fa`cil de veure ja que les variables aleato`ries sX i sY tambe´ so´n
variables aleato`ries independents i llavors per a qualsevol s en el domini de
les dues funcions generatrius tenim
g
X+Y
(s) = E[sX+Y ] = E[sXsY ] = E[sX ]E[sY ] = g
X
(s)g
Y
(s).
Una altra propietat que necessitarem usar de la funcio´ generatriu (i amb
aixo` tambe´ s’assembla a la funcio´ generatriu de moments i a la funcio´ carac-
ter´ıstica) e´s que determina els moments de la variable aleato`ria.
Teorema 3.1. Si X pren valors a N0, aleshores
(i) E(X) = lims↑1 g′X (s),
i aixo` e´s cert tant si E[X] e´s finita com si no. (Observem que com X
pren sempre valors positius la se`rie que defineix la seva esperanc¸a esta`
definida sense ambigu¨itat pero` les sumes parcials poden tendir a +∞).
(ii) E[X(X − 1)(X − 2) · · · (X − k + 1)] = lims↑1 g(k)X (s),
i aixo` e´s cert tant si aquesta esperanc¸a e´s finita com si no. L’esperanc¸a
esta` ben definida ja que X(X−1) · · · (X−k+1) nome´s pren un nombre
finit de valors negatius.
En l’enunciat anterior, la notacio´ s ↑ 1 vol dir que s tendeix a 1 de manera
creixent (e´s a dir, estem fent el l´ımit per l’esquerra). Aquesta notacio´ s’usara`
sense me´s comentaris en la resta del treball.
La demostracio´ d’aquest teorema (nome´s del primer apartat, el segon e´s
molt semblant) es pot trobar a la Seccio´ 7.
Exemple. Calculem la funcio´ generatriu de probabilitats d’una variable
aleato`ria amb distribucio´ binomial de para`metres n i p, on n ∈ N i p ∈ (0, 1).
Recordem que si X te´ distribucio´ binomial amb els para`metres anteriors
P{X = k} =
(
n
k
)
pk(1− p)n−k, per a k = 0, 1, . . . , n.
Aquesta distribucio´ modela una situacio´ en la que fem n experiments alea-
toris independents que nome´s poden donar dos resultats, anomenats “e`xit” i
“fraca`s”, en que` la probabilitat d’e`xit a cada prova e´s p. En aquest context,
X denota el nombre d’e`xits en les n proves.
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El ca`lcul de la funcio´ generatriu per a la distribucio´ binomial e´s forc¸a
senzill:
g
X
(s) = E[sX ] =
n∑
k=0
skP{X = k} =
n∑
k=0
sk
(
n
k
)
pk(1− p)n−k = (q + sp)n ,
on q = 1− p e´s la probabilitat de fraca`s a cada prova.
Usant aquest resultat es pot calcular de manera molt fa`cil l’esperanc¸a i
la varia`ncia de X.
E[X] = lim
s↑1
g′
X
(s) = lim
s↑1
[
np (q + sp)n−1
]
= np (p+ q) = np.
Per calcular la varia`ncia usem que
E[X(X − 1)] = lim
s↑1
g′′
X
(s) = lim
s↑1
[
n(n− 1)p2(q + sp)n−2] = n(n− 1)p2,
d’aqu´ı dedu¨ım que
E[X2] = E[X(X − 1)] + E[X] = n(n− 1)p2 + np,
i finalment
Var(X) = E[X2]− (E[X])2 = n(n− 1)p2 + np− (np)2
= np− np2 = np (1− p) = np q.
4 El proce´s de Galton-Watson
Comenc¸arem definint de manera formal el model de Galton i Watson. Aquest
ve donat per una successio´ de variables aleato`ries {Xn, n ∈ N0}, en que`
cada variable Xn representa el nombre d’individus nous d’una certa poblacio´
(humans, part´ıcules, bacteris...) a l’n-e´ssima generacio´. L’individu k de la
n-e´ssima generacio´ do´na lloc a Z
(k)
n+1 descendents a la generacio´ n + 1. Fem
la hipo`tesi que aquestes variables Z
(k)
n+1 so´n independents entre elles i tambe´
independents del nombre d’individus Xn a la generacio´ anterior. A me´s
suposarem que totes les Z
(k)
n+1 tenen la mateixa distribucio´ i, naturalment,
prenen valors a N0 = N ∪ {0}.
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Aix´ı, podem expressar el nombre d’individus nous a la generacio´ (n+ 1)-
e´ssima de la manera segu¨ent:
Xn+1 =
Xn∑
k=1
Z
(k)
n+1.
Potser aqu´ı cal fer alguns comentaris sobre aquesta darrera expressio´. Per
comenc¸ar, si la variable Xn val 0 (la poblacio´ ja esta` extingida a l’instant
n) el sumatori anterior no te´ sentit i hem de fer el conveni que val 0, cosa
totalment lo`gica, per altra banda. L’altra observacio´ important e´s que el
nombre de sumands e´s una variable aleato`ria, pero` intu¨ıtivament e´s clar el
que vol dir: si degut a l’atzar a la generacio´ n tenim N individus i cadascun
d’aquests pot donar lloc a un nombre, aleatori tambe´, d’individus, el nombre
(aleatori) d’individus nous a la generacio´ n+ 1 e´s la suma dels individus als
que han donat lloc els N de la generacio´ anterior. El fet de tenir un sumatori
amb un nombre aleatori de sumands fara` que haguem d’utilitzar eines de
condicionament per al seu tractament, com veurem de seguida.
Una altra suposicio´ que fa el model e´s que X0 = 1, e´s a dir, la primera
generacio´ parteix d’un individu.
n = 5
n = 0
n = 2
n = 1
n = 3
n = 4
Figura 1: Cinc generacions d’un proce´s de ramificacio´.
Com ja s’ha comentat a la introduccio´ histo`rica, el problema que es va
tractar primer (i un dels centrals de la teoria) e´s el de trobar la probabi-
litat d’extincio´ d’una poblacio´ que segueixi aquest model. I aquest sera` el
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problema que ens ocupara` a nosaltres tambe´. Anomenem doncs ρ a aquesta
probabilitat d’extincio´ que no e´s me´s que
ρ = P{Xn = 0, per a algun n ∈ N} = P
( ∞⋃
n=1
{Xn = 0}
)
. (1)
Sota aquest model, es pot donar una solucio´ completa al problema propo-
sat. Nome´s cal cone`ixer la distribucio´ comuna de totes les Z
(k)
n . A continuacio´
s’enuncien els dos teoremes que donen aquest resultat. Per simplificar nota-
cio´, com totes les Z
(k)
n tenen la mateixa distribucio´, Z denotara` una variable
amb aquesta llei.
Teorema 4.1. Sigui g la funcio´ generatriu de probabilitats de Z. Aleshores,
la probabilitat d’extincio´ ρ, definida a (1), e´s un punt fix de la funcio´ g. E´s
a dir, s = ρ e´s solucio´ de l’equacio´
s = g(s). (2)
Abans d’enunciar el segu¨ent resultat observem que per a qualsevol varia-
ble X amb valors en N0 es te´ que
g
X
(1) =
∞∑
k=0
1kP{X = k} = 1.
Aixo` vol dir que 1 e´s sempre una solucio´ de l’equacio´ (2) i el problema e´s
determinar si 1 e´s o no la solucio´ que ens interessa (si e´s el cas, la poblacio´
s’extingira` amb probabilitat 1). El que e´s interessant e´s el fet que es pot donar
una resposta molt senzilla nome´s en funcio´ del nombre mitja` d’individus
en que` es reprodueix cadascun dels elements d’una generacio´, e´s a dir de
l’esperanc¸a de les variables Z
(k)
n .
Teorema 4.2. Suposem que P{Z = 0} > 0. Aleshores, en funcio´ del valor
de m = E[Z], nome´s tenim aquestes dues possibilitats:
(i) Si m ≤ 1, aleshores ρ = 1 (e´s a dir, extincio´ amb probabilitat 1). De
fet, l’equacio´ (2) nome´s te´ la solucio´ s = 1 en tot l’interval [0, 1].
(ii) Si m > 1, aleshores ρ ∈ (0, 1). E´s a dir, no hi ha extincio´ segura, pero`
la probabilitat d’extincio´ e´s sempre estrictament positiva. En aquest cas,
a me´s, ρ e´s l’u´nica solucio´ de l’equacio´ (2) en l’interval obert (0, 1).
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1 Trigonometria esfe`rica
Aquells lectors que ja sa`piguen que` e´s un triangle esfe`ric i com es mesuren els
seus costats i els seus angles poden saltar-se les subseccions 1.1 i 1.2 i passar
directament a la subseccio´ 1.3.
1.1 Arc de circumfere`ncia determinat per dos punts
A cada dos punts A i B de la circumfere`ncia unitat, no diametralment opo-
sats, els hi associarem un u´nic arc de circumfere`ncia, de longitud menor que
pi, (vegeu la figura 1) tal com explicarem a continuacio´.
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Observem que la hipo`tesi P{Z = 0} > 0 del darrer teorema e´s raonable
ja que si tenim que P{Z = 0} = 0 vol dir que cada individu te´ com a mı´nim
un “fill” i aleshores e´s clar que la poblacio´ no s’extingira`, e´s a dir ρ = 0. El
cas interessant es presenta quan pot ser que un individu no es reprodueixi.
La demostracio´ d’aquests dos teoremes la podeu trobar a la Seccio´ 7.
En la literatura de processos de ramificacio´ els diferents casos segons els
valors de m reben els noms segu¨ents:
• Subcr´ıtic quan m < 1.
• Cr´ıtic si m = 1.
• Supercr´ıtic quan m > 1.
Galton Watson
5 Uns exemples molt senzills
5.1 Exemple 1
Suposem que tenim un model de Galton-Watson en que` els elements es repro-
dueixen de la manera segu¨ent: poden tenir tres descendents o be´ no tenir-ne
cap, amb probabilitat 1/2 ambdues possibilitats, i aixo` independentment dels
elements i de les successives generacions. E´s a dir, les variables aleato`ries Z
(k)
n
tenen la mateixa distribucio´ que una variable aleato`ria Z que pren els valors
0 i 3 amb probabilitat 1/2. La funcio´ generatriu de probabilitats de Z ve
donada per
g(s) = E[sZ ] = s0P{Z = 0}+ s3P{Z = 3} = 1
2
(1 + s3).
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Calculem la probabilitat d’extincio´ de la poblacio´ generada per un element.
Primer hem de veure si la probabilitat d’extincio´ e´s 1 o no, per la qual
cosa nome´s cal calcular l’esperanc¸a de Z. Aquesta esperanc¸a es calcula molt
fa`cilment
E[Z] = 0 · P{Z = 0}+ 3 · P{Z = 3} = 3/2.
Com 3/2 > 1 tenim que la probabilitat d’extincio´ de la nostra poblacio´ sera`
l’u´nica solucio´ en l’interval (0, 1) de l’equacio´
s = g(s),
e´s a dir, de
s =
1
2
(1 + s3).
L’equacio´ anterior s’escriu com
s3 − 2s+ 1 = 0,
pero` tot i ser de tercer grau la podem reduir immediatament a una de segon
grau ja que sabem que s = 1 sempre n’e´s una solucio´. Dividint per (s − 1),
obtenim l’equacio´
(s− 1)(s2 + s+ 1) = 0
que efectivament nome´s te´ una solucio´ en l’interval (0, 1) que e´s
ρ =
√
5− 1
2
≈ 0,618.
5.2 Exemple 2
Considerem ara un altre exemple per il.lustrar el fet que, malgrat que el valor
de E[Z] determina si hi ha extincio´ segura o no, un mateix valor d’aquesta
esperanc¸a pot donar probabilitats d’extincio´ molt diferents. Suposem ara que
la variable Z que do´na el nombre de descendents d’un individu te´ distribucio´
binomial amb para`metres n = 3 i p = 1/2. En aquest cas, pels ca`lculs
que hem fet a la Seccio´ 3, E[Z] = np = 3/2, com a l’exemple anterior. La
distribucio´ de probabilitats de Z ve donada per P{Z = 0} = P{Z = 3} = 1
8
i P{Z = 1} = P{Z = 2} = 3
8
, amb la qual cosa la seva funcio´ generatriu de
probabilitats sera`:
g
Z
(s) =
1
8
+
3
8
s+
3
8
s2 +
1
8
s3.
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1.1 Arc de circumfere`ncia determinat per dos punts
A cada dos punts A i B de la circumfere`ncia unitat, no diametralment opo-
sats, els hi associarem un u´nic arc de circumfere`ncia, de longitud menor que
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La probabilitat d’extincio´ sera` la solucio´ de
s = g
Z
(s),
e´s a dir:
1
8
s3 +
3
8
s2 − 5
8
s+
1
8
= 0,
o equivalentment
s3 + 3s2 − 5s+ 1 = 0,
que dividint per (s− 1) porta a
(s− 1)(s2 + 4s− 1) = 0.
Les arrels de l’equacio´ de segon grau resultant so´n s1 = −2 −
√
5 i s2 =
−2 + √5. Com l’u´nica solucio´ a l’interval (0, 1) e´s la segona tenim que la
probabilitat d’extincio´ e´s
ρ = −2 +
√
5 ≈ 0,23607.
6 Un exemple degut a Lotka
6.1 La probabilitat d’extincio´ dels cognoms als Estats
Units, usant dades del cens de 1920
A. J. Lotka va ser el primer en usar dades reals dels censos per a calcular
la probabilitat d’extincio´ dels cognoms. A. J. Lotka e´s ben conegut pel seus
treballs sobre dina`mica de poblacions i va publicar el 1924 el primer llibre
de biologia matema`tica, Elements of Mathematical Biology. Cal remarcar
el seu model depredador-presa, desenvolupat simulta`niament i de manera
independent per V. Volterra.
En un article de 1931 (vegeu [6]), Lotka va aplicar el teorema sobre les
probabilitats d’extincio´ del model de Galton-Watson a les dades obtingudes al
cens de 1920 dels Estats Units i va estimar en 0,8797 la probabilitat d’extincio´
de la l´ınia masculina d’un recent nascut home als Estats Units.
Les dades poblacionals del cens dels Estats Units en aquell 1920 permetien
donar la segu¨ent distribucio´ dels naixements (independentment del sexe):
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n 0 1 2 3 4
probabilitat 0,3686 0,1575 0,1277 0,0972 0,0708
n 5 6 7 8 9
probablitat 0,0490 0,0349 0,0263 0,0216 0,0147
n 10 11 12 13 14
probabilitat 0,0126 0,0075 0,0053 0,0029 0,0017
n 15 16 17 18 19
probabilitat 0,0008 0,0005 0,0002 0,0001 0,0001
En aquesta taula, n indica el nombre de fills d’un home i les probabilitats
so´n les frequ¨e`ncies relatives a la poblacio´ de cada possible nombre de fills.
Com s’ha dit abans, aquesta taula no te´ en compte el sexe dels fills i aleshores
s’ha d’obtenir primer de tot una taula amb les probabilitats dels diferents
nombres possibles de fills homes. En l’article citat, Lotka afirmava que la
probabilitat de naixement d’un nen de sexe mascul´ı (almenys en aquella
e`poca i als Estats Units) era lleugerament superior a la del naixement d’una
nena, concretament de 0,515.2 Usant tambe´ que quan una famı´lia te´ n fills
el nombre de fills homes tindra` una distribucio´ binomial amb para`metres n
i p = 0,515, un pot calcular per a cada n la probabilitat que hi hagi k fills
homes per a k = 0, 1, . . . , n, que ve donada per(
n
k
)
(0,515)k(1− 0,515)n−k.
I aleshores, si diem Y a la variable aleato`ria que compta el nombre de fills
(sense tenir en compte el sexe) i Z el nombre de fills homes d’un home
qualsevol, tindrem
P{Z = k} =
19∑
n=k
P{Z = k/Y = n}P{Y = n}
=
19∑
n=k
(
n
k
)
(0,515)k(0,485)n−kP{Y = n},
2Actualment, a Catalunya les dades de naixements dels darrers anys tambe´ donen una
probabilitat de naixement d’un nen de sexe mascul´ı al voltant del 0,515. Se suposa que
aquesta major natalitat dels nens e´s un resultat de l’evolucio´ humana per compensar la
mortalitat infantil, tambe´ superior a la de les nenes. En qualsevol cas, per simplificar els
ca`lculs (pensem en que` en aquella e`poca no hi havia computadores!), Lotka va acabar fent
els ca`lculs amb p = 1/2.
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per a k = 0, . . . , 19, i on les P{Y = n} so´n les donades a la taula de dalt.
Fent aquests ca`lculs obtenim les probabilitats segu¨ents:
k 0 1 2 3 4
P{Z = k} 0,4921 0,2089 0,1280 0,0744 0,0432
k 5 6 7 8 9
P{Z = k} 0,0253 0,0143 0,0076 0,0036 0,0016
k 10 11 12 13 14
P{Z = k} 0,0006 0,0002 0,0001 2,7·10−5 7,9·10−6
k 15 16 17 18 19
P{Z = k} 2·10−6 4,1·10−7 6,4·10−8 6,6·10−9 3,3·10−10
Cal fer notar que en aquesta taula nome´s es mostren les probabilitats
arrodonides a les quatre primeres xifres decimals i, quan aquestes xifres eren
0, s’ha usat la notacio´ cient´ıfica per donar una idea del seu ordre de peti-
tesa. Els ca`lculs posteriors estan fets usant tot el desenvolupament decimal
d’aquestes probabilitats que ens do´na l’ordinador.
Calculem l’esperanc¸a d’aquesta distribucio´:
E[Z] = 0 ·P{Z = 0}+ 1 ·P{Z = 1}+ 2 ·P{Z = 2}+ · · ·+ 19 ·P{Z = 19}
≈ 1,18038
Com aquesta esperanc¸a e´s estrictament me´s gran que 1 ja sabem que la
probabilitat d’extincio´ e´s l’u´nica solucio´ a l’interval (0, 1) de l’equacio´
s = P{Z = 0}+ P{Z = 1}s+ P{Z = 2}s2 + · · ·+ P{Z = 19}s19.
Calculant nume`ricament les solucions d’aquesta equacio´, l’u´nica pertanyent
a l’interval (0, 1) e´s:
ρ ≈ 0,8559,
que difereix lleugerament de la trobada per Lotka3.
3Les discrepa`ncies entre aquest resultat i el de Lotka s’han d’atribuir a l’aproximacio´,
comentada abans, de prendre p = 1/2 en lloc de p = 0,515 i tambe´ al fet que com a
expressio´ de la funcio´ generatriu de probabilitats va menysprear tots els termes a partir de
grau 10, ja que corresponien a probabilitats extremadament petites. Degut a la facilitat
de ca`lcul que tenim actualment, aqu´ı s’han considerat tots els termes.
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6.2 Un model matema`tic que s’ajusta a les dades reals
En un altre article del mateix any (vegeu [7]), Lotka va fer una observacio´
molt interessant des del punt de vista de la modelitzacio´: va constatar que
les probabilitats dels diferents nombres de fills masculins (excepte les molt
petites) s’ajustaven molt be´ a una distribucio´ geome`trica modificada. Una
variable aleato`ria Y amb aquesta distribucio´ assigna una certa massa al zero
i, condicionada a que Y e´s estrictament positiva, te´ distribucio´ geome`trica.
Aixo` es tradueix en la segu¨ent distribucio´ de probabilitats:
P{Y = 0} = α, P{Y = n} = (1− α)(1− β)βn−1, si n ≥ 1, (3)
on α, β so´n nombres de l’interval (0, 1).
De fet, si aquest model fos correcte (aproximadament) per a la nostra
variable Z, en representar gra`ficament els punts (k, logP{Z = k}), amb
k = 1, . . . , 19, hi hauria d’haver una recta que passe´s molt a prop d’ells. Al
segu¨ent gra`fic podem veure la representacio´ d’aquests punts.
-5
-15
-10
-20
161284
Figura 2: Representacio´ gra`fica dels punts (k, logP{Z = k}).
E´s clar que, en realitat, seria me´s adequat algun altre tipus d’ajust
no lineal. Ara be´, si tenim en compte nome´s els punts corresponents a
k = 1, 2, . . . , 8 que corresponen als valors amb probabilitats superiors a
4 × 10−3, si que seria acceptable un ajust lineal. Aix´ı, Lotka, va trobar la
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A cada dos punts A i B de la circumfere`ncia unitat, no diametralment opo-
sats, els hi associarem un u´nic arc de circumfere`ncia, de longitud menor que
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recta de mı´nims quadrats que aproximaria be´ al nu´vol de punts format pels
(k, logP{Z = k}) amb k = 1, . . . , 8 i d’aqu´ı va calcular les estimacions dels
para`metres4 α i β .
Recordem que una variable aleato`ria U te´ distribucio´ geome`trica de pa-
ra`metre p = 1− β si
P{U = n} = (1− β) βn−1, per a tot n ≥ 1.
E´s molt fa`cil comprovar que la distribucio´ geome`trica comparteix amb la
distribucio´ exponencial la propietat de falta de memo`ria, que s’expressa de
la manera segu¨ent: per a qualssevol n, m ∈ N
P{U > n+m/U > m} = P{U > n}.
Aixo`, en el cas del nostre model voldria dir que si sabem que un home ha
tingut me´s d’un nombre positiu de fills m, la probabilitat de que tingui me´s
de n + m e´s la mateixa que la probabilitat que des del principi hagi tingut
me´s de n. E´s a dir, traient a part els homes que, pels motius que siguin,
no han tingut fills, el fet de tenir un cert nombre de fills no incrementa ni
disminueix les probabilitats de seguir tenint-ne me´s!! Per altra banda, l’ajust
d’una recta als punts (k, logP{Z = k}) nome´s era adequat fins a k = 8, pero`
si pensem que tenir me´s de 8 fills homes en realitat e´s molt poc probable, no
deixa de ser sorprenent que un model aix´ı es pugui ajustar be´. O`bviament,
avui en dia, almenys en els pa¨ısos del nostre entorn, un model com aquest
seria un disbarat pero`, en aquella e`poca, podem interpretar que la falta de
me`todes anticonceptius (me´s, possiblement, altres condicionants sociolo`gics,
religiosos, etc.) produ¨ıa el fenomen de falta de memo`ria fins a un cert nombre
de fills i despre´s l’envelliment dels progenitors s´ı que disminu¨ıa la probabilitat
de tenir me´s fills.
6.3 Probabilitat d’extincio´ en el model geome`tric mo-
dificat
Resoldrem ara el problema general de trobar la probabilitat d’extincio´ dels
cognoms, si la variable Z que do´na el nombre de fills homes de cada individu
4Recordem que Lotka treballava en realitat amb aproximacions de P{Z = k} prenent
com a probabilitat d’un fill de sexe mascul´ı p = 1/2. Amb les seves dades s’observa un
gra`fic molt similar.
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segueix la distribucio´ descrita en (3). En aquest cas tenim que
g(s) = E[sZ ] = P{Z = 0}+
∞∑
n=1
P{Z = n}sn
= α +
∞∑
n=1
(1− α)(1− β)βn−1sn
= α + (1− α)(1− β)s
∞∑
n=1
βn−1sn−1
= α + (1− α)(1− β) s
1− βs.
Usant el Teorema 3.1 tenim que
E[Z] = lim
s↑1
g′(s) = lim
s↑1
(1− α)(1− β)
(1− βs)2 =
1− α
1− β
Llavors, si α ≥ β aquesta esperanc¸a e´s menor o igual que 1 i amb probabilitat
1 tenim extincio´ de la l´ınia masculina de descendents. Si α < β aquesta espe-
ranc¸a e´s me´s gran que 1 i podem calcular la probabilitat d’extincio´ resolent
l’equacio´
s = α + (1− α)(1− β) s
1− βs.
Fent simplificacions elementals arribem a que l’equacio´ anterior e´s equivalent
una equacio´ de segon grau,
s2 − (1 + α
β
)s+
α
β
= 0,
que te´ per solucions s = 1 i s = α
β
i per tant, la probabilitat d’extincio´ sera`
ρ =
α
β
∈ (0, 1).
6.3.1 Estimacio´ de la probabilitat d’extincio´ usant el me`tode dels
moments
Passem ara a fer els ca`lculs amb les nostres dades. Per tal d’ajustar el
model no aplicarem mı´nims quadrats als punts (k, logP{Z = k}), com va
fer Lotka, sino´ que usarem la idea del me`tode dels moments per a l’estimacio´
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de para`metres i despre´s el me`tode de ma`xima versemblanc¸a5 . El me`tode
dels moments consisteix en expressar primer els moments de la distribucio´
en funcio´ dels para`metres. En el nostre cas aixo` seria expressar µ1 = E[Z] =
f1(α, β) i µ2 = E[Z
2] = f2(α, β). Aleshores les estimacions αˆ i βˆ seran les
solucions del sistema d’equacions
µˆ1 = f1(αˆ, βˆ)
µˆ2 = f2(αˆ, βˆ),
on µˆ1 i µˆ2 so´n estimacions de µ1 i µ2 a partir de les nostres dades. Aix´ı
primer de tot necessitarem calcular tambe´ el moment de segon ordre de la
nostra distribucio´. Apliquem el Teorema 3.1 i tenim que
E[Z(Z − 1)] = E[Z2 − Z] = lim
s↑1
g′′(s)
= lim
s↑1
2 (1− α)(1− β)β
(1− βs)3 =
2 (1− α)β
(1− β)2 ,
i d’aqu´ı dedu¨ım que
µ2 = E[Z
2] = E[Z] + E[Z(Z − 1)]
=
1− α
1− β +
2 (1− α)β
(1− β)2 =
(1− α)(1 + β)
(1− β)2 .
Aix´ı, les equacions del me`tode dels moments ens quedaran
µˆ1 =
1− αˆ
1− βˆ
µˆ2 =
(1− αˆ)(1 + βˆ)
(1− βˆ)2 .
Aquest sistema es pot resoldre fa`cilment i s’obte´:
βˆ =
µˆ2 − µˆ1
µˆ1 + µˆ2
, (4)
αˆ = 1− µˆ1(1− βˆ). (5)
5Hem de tenir en compte que, en realitat, si un calcula la recta de mı´nims quadrats
corresponent a punts de la forma (x, log y), aixo` no e´s equivalent a trobar la corba (de
tipus exponencial) de mı´nims quadrats corresponent als punts (x, y).
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El que falta ara e´s trobar unes estimacions de l’esperanc¸a i del moment de se-
gon ordre usant les nostres dades. De fet, en el nostre cas les dades so´n pobla-
cionals, almenys en principi (recordem que les probabilitats dels nombres de
fills sense considerar sexe eren les frequ¨e`ncies relatives poblacionals i les pro-
babilitats de fills homes s’han obtingut a partir d’aquestes i aplicant la distri-
bucio´ binomial de para`metres n= nombre de fills i p = 0,515 = probabilitat
que un fill sigui home). Aix´ı
µˆ1 = 0 · P{Z = 0}+ 1 · P{Z = 1}+ 2 · P{Z = 2}+ · · ·+ 19 · P{Z = 19}
= E[Z] ≈ 1,18038,
com ja hav´ıem calculat abans, i
µˆ2 = 0
2 ·P{Z = 0}+ 12 ·P{Z = 1}+ 22 ·P{Z = 2}+ · · ·+ 192 ·P{Z = 19}
≈ 4,0754.
Substituint aquests valors en (4) i (5) obtenim:
βˆ = 0,5508,
αˆ = 0,4698.
Abans d’usar aquests valors per estimar finalment la probabilitat d’extincio´
sota aquest model, podem veure a la taula segu¨ent les probabilitats estimades
segons el model geome`tric modificat i les probabilitats reals dels diferents
nombres de fills. En el ca`lcul de les probabilitats estimades s’ha aplicat:
P{Z = 0} ≈ αˆ, P{Z = n} ≈ (1− αˆ)(1− βˆ)βˆn−1, per a n = 1, . . . , 19.
Observem que l’ajust e´s forc¸a bo.
k 0 1 2 3 4
P{Z = k} 0,4921 0,2089 0,1280 0,0744 0,0432
prob. estimada 0,4698 0,2381 0,1312 0,0723 0,0398
k 5 6 7 8 9
P{Z = k} 0,0253 0,0143 0,0076 0,0036 0,0016
prob. estimada 0,0219 0,0121 0,0067 0,0020 0,0011
k 10 11 12 13 14
P{Z = k} 0,0006 0,0002 0,0001 2,7·10−5 7,9·10−6
prob. estimada 0,0006 0,0003 0,0002 0,0001 0,0001
k 15 16 17 18 19
P{Z = k} 2·10−6 4,1·10−7 6,4·10−8 6,6·10−9 3,3·10−10
prob. estimada 0,0037 3,1·10−5 1,7·10−5 9,4·10−6 5,2·10−6
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1 Trigonometria esfe`rica
Aquells lectors que ja sa`piguen que` e´s un triangle esfe`ric i com es mesuren els
seus costats i els seus angles poden saltar-se les subseccions 1.1 i 1.2 i passar
directament a la subseccio´ 1.3.
1.1 Arc de circumfere`ncia determinat per dos punts
A cada dos punts A i B de la circumfere`ncia unitat, no diametralment opo-
sats, els hi associarem un u´nic arc de circumfere`ncia, de longitud menor que
pi, (vegeu la figura 1) tal com explicarem a continuacio´.
A
B
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Finalment, el ca`lcul de la probabilitat d’extincio´ amb el model estimat
ens donara`
ρ ≈ αˆ
βˆ
≈ 0,8529.
6.3.2 Estimacio´ de la probabilitat d’extincio´ usant el me`tode de
ma`xima versemblanc¸a
Passem ara a fer els ca`lculs usant la idea del me`tode de ma`xima versemblanc¸a
per a l’estimacio´ de para`metres. Aquest me`tode consisteix en prendre com a
estimacions d’α i β aquells valors que fan ma`xima la probabilitat d’obtenir
els resultats que s’han obtingut a les dades observades. En el nostre cas,
anomenant n0 al nombre d’homes amb 0 fills homes, n al nombre total d’ho-
mes (en realitat no coneixem aquests nombres, pero`, com veurem de seguida,
nome´s necessitarem n0/n i aixo` si que e´s conegut) i z1, z2, . . . , zn les dades
diferents de nombre de fills del total de n homes, la probabilitat d’obtenir
aquesta successio´ concreta de nombres de fills e´s (anomenant Z1, . . . , Zn a les
variables aleato`ries que donen el nombre de fills dels n homes):
L(α, β; z1, . . . , zn) = P{Z1 = z1, . . . , Zn = zn}
= αn0(1− α)n−n0(1− β)n−n0
∏
zi 6=0
βzi−1,
ja que les variables aleato`ries Zi so´n independents i en la nostra successio´ hi
ha un total de n0 valors z
′
is que so´n 0 i n− n0 valors zi que so´n diferents de
zero; a me´s P{Zi = 0} = α i P{Zi = zi} = (1− α)(1− β)βzi−1, si zi 6= 0.
Observem que la funcio´ L e´s estrictament positiva sobre l’espai de pa-
ra`metres Θ = {(α, β) : α ∈ (0, 1), β ∈ (0, 1)} i que quan (α, β) tendeix a
qualsevol punt de la frontera de Θ, L tendeix a 0 (a la nostra successio´ hi ha
valors zi ≥ 2). Aixo` ens diu que aquesta funcio´ tindra` com a mı´nim un punt
de ma`xim a l’interior de l’espai Θ.
Com la funcio´ logaritme e´s estrictament creixent, prendrem logaritmes a
l’expressio´ anterior (per tal de facilitar el ca`lcul de les derivades parcials), i
aixo` no modificara` el punt (o punts) on s’assoleix el ma`xim. Diguem K a la
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funcio´ obtinguda prenent logaritmes, e´s a dir:
K(α, β; z1, . . . , zn) = logL(α, β; z1, . . . , zn) = n0 logα+ (n− n0) log(1− α)
+ (n− n0) log(1− β) +
[
n∑
i=1
zi − (n− n0)
]
log β.
Per trobar els punts de ma`xim s’ha de resoldre el sistema d’equacions
∂
∂α
K =
n0
α
− n− n0
1− α = 0
∂
∂β
K = −n− n0
1− β +
∑
zi − (n− n0)
β
= 0.
Es pot comprovar fa`cilment que la solucio´ d’aquest sistema ve donada per
αˆ =
n0
n
i
βˆ = 1− 1− αˆ
z
,
amb
z =
∑n
i=1 zi
n
= E(Z).
La darrera igualtat e´s deguda a que quan les dades so´n poblacionals, la
mitjana no e´s me´s que l’esperanc¸a de la variable aleato`ria Z. Tambe´ es
comprova fa`cilment que la matriu Hessiana e´s definida negativa. Aixo` ens
indica que la solucio´ anterior efectivament correspon a l’u´nic punt de ma`xim
global de la funcio´ L sobre Θ.
En el nostre cas, altre cop perque` les dades so´n poblacionals
αˆ =
n0
n
= P{Z = 0} ≈ 0,49207
i
βˆ = 1− 1− αˆ
z
≈ 1− 1− 0,49207
1,18038
≈ 0,5697.
A la taula segu¨ent es mostren les probabilitats estimades usant ma`xima
versemblanc¸a segons el model geome`tric modificat i les probabilitats reals
dels diferents nombres de fills. Observem que l’ajust e´s forc¸a bo per als
valors me´s probables.
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1 Trigonometria esfe`rica
Aquells lectors que ja sa`piguen que` e´s un triangle esfe`ric i com es mesuren els
seus costats i els seus angles poden saltar-se les subseccions 1.1 i 1.2 i passar
directament a la subseccio´ 1.3.
1.1 Arc de circumfere`ncia determinat per dos punts
A cada dos punts A i B de la circumfere`ncia unitat, no diametralment opo-
sats, els hi associarem un u´nic arc de circumfere`ncia, de longitud menor que
pi, (vegeu la figura 1) tal com explicarem a continuacio´.
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k 0 1 2 3 4
P{Z = k} 0,4921 0,2086 0,1280 0,0777 0,0432
prob. estimada 0,4921 0,2186 0,1245 0,0709 0,0404
k 5 6 7 8 9
P{Z = k} 0,0253 0,0143 0,0076 0,0036 0,0016
prob. estimada 0,0230 0,0131 0,0074 0,0043 0,0024
k 10 11 12 13 14
P{Z = k} 0,0006 0,0002 0,0001 2,7·10−5 7,9·10−6
prob. estimada 0,0014 0,0008 0,0004 0,0003 0,0001
k 15 16 17 18 19
P{Z = k} 2·10−6 4,1·10−7 6,4·10−8 6,6·10−9 3,3·10−10
prob. estimada 0,0001 4,7·10−5 2,7·10−5 1,5·10−5 8,7·10−6
Finalment, el ca`lcul de la probabilitat d’extincio´ amb el model estimat
ens do´na
ρ ≈ αˆ
βˆ
≈ 0,49207
0,5697
≈ 0,8637.
Com a conclusio´, els ca`lculs sota el model exacte i sota els models apro-
ximats porten a unes probabilitats d’extincio´ d’un cognom molt semblants
entre elles i semblants a les que va obtenir Lotka fent les simplificacions que
hem comentat. Aquesta probabilitat es situa al voltant del 85%, cosa que
significa que, si s’haguessin mantingut les dades de 1920, a la llarga el 85%
dels cognoms dels Estats Units desapareixeria. S’ha de notar que en la dis-
tribucio´ del nombre de fills te´ gran relleva`ncia el fet que gairebe´ el 50% dels
homes d’aquella e`poca no tinguessin cap fill de sexe mascul´ı (i, de fet, gairebe´
el 37% cap fill).
7 Demostracions dels Teoremes
Demostracio´ del Teorema 3.1.
Com s’ha dit a la seccio´ corresponent, nome´s es provara` l’apartat (i)
d’aquest teorema. Per venir definida com una se`rie de pote`ncies, la funcio´
g
X
e´s derivable sempre a l’interior de l’interval de converge`ncia i a me´s es
pot derivar terme a terme. Aixo` implica que
g′
X
(s) =
∞∑
k=1
ksk−1P{X = k},
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per a tot s ∈ (−r, r), on r ≥ 1 e´s el radi de converge`ncia de g
X
. El problema
e´s que si r = 1, la funcio´ en s = r = 1 ja no te´ perque` ser derivable. De tota
manera tenim que
∞∑
k=0
lim
s↑1
[k sk−1 P{X = k}] =
∞∑
k=0
k P{X = k} = E[X].
Observem a me´s que, degut a que P{X = k} ≥ 0, quan s ↑ 1 tenim que
k sk−1 P{X = k} ↑ k P{X = k},
e´s a dir, el l´ımit que hem posat a la se`rie de dalt e´s creixent. Com e´s una
se`rie de termes positius i el l´ımit e´s creixent, podem aplicar el Teorema de
la Converge`ncia Mono`tona per a se`ries, que permet intercanviar en aquesta
situacio´ el l´ımit amb el sumatori, i tindrem que
lim
s↑1
g
X
(s) = lim
s↑1
∞∑
k=0
[k sk−1 P{X = k}] =
∞∑
k=0
lim
s↑1
[k sk−1 P{X = k}] = E[X].
I aixo` e´s el que vol´ıem demostrar. 2
Demostracio´ del Teorema 4.1
Com ρ = P
(⋃∞
n=1{Xn = 0}
)
i tenim la clara inclusio´ {Xn = 0} ⊂
{Xn+1 = 0} (si a la generacio´ n la poblacio´ ja s’ha extingit, segur que estara`
extingida a la generacio´ n+1) ρ e´s la probabilitat d’una unio´ creixent d’esde-
veniments i, per tant, e´s el l´ımit de les probabilitats d’aquests esdeveniments:
ρ = lim
n→∞
P{Xn = 0}.
Diguem hn a la funcio´ generatriu de cada Xn. Com hn(0) = P{Xn = 0}, el
que volem e´s calcular
ρ = lim
n→∞
hn(0).
Ara el que farem e´s deduir una relacio´ recurrent que satisfan les hn: Per
definicio´,
hn+1(s) = E[s
Xn+1 ] = E[s
∑Xn
k=1 Z
(k)
n+1 ],
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La redaccio´ consta, doncs, de dues seccions independents, una dedicada a la
trigonometria esfe`rica i l’altra, a la hiperbo`lica. La primera esta` adrec¸ada a
estudiants de primer curs de qualsevol carrera te`cnica. La segona requereix
del lector coneixements rudimentaris de varietats de Riemann.
1 Trigonometria esfe`rica
Aquells lectors que ja sa`piguen que` e´s un triangle esfe`ric i com es mesuren els
seus costats i els seus angles poden saltar-se les subseccions 1.1 i 1.2 i passar
directament a la subseccio´ 1.3.
1.1 Arc de circumfere`ncia determinat per dos punts
A cada dos punts A i B de la circumfere`ncia unitat, no diametralment opo-
sats, els hi associarem un u´nic arc de circumfere`ncia, de longitud menor que
pi, (vegeu la figura 1) tal com explicarem a continuacio´.
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i condicionant a cada possible valor de Xn i, aplicant la fo´rmula de l’esperanc¸a
total, la darrera expressio´ es pot calcular com
∞∑
j=0
E[s
∑Xn
k=1 Z
(k)
n+1/Xn = j]P{Xn = j}
=
∞∑
j=0
E[s
∑j
k=1 Z
(k)
n+1/Xn = j]P{Xn = j}.
Usant que les variables Z
(k)
n+1 so´n independents de les Xn, l’esperanc¸a con-
dicionada que apareix a dalt coincideix amb l’esperanc¸a sense condicionar i
l’expressio´ anterior val
∞∑
j=0
E[s
∑j
k=1 Z
(k)
n+1 ]P{Xn = j} =
∞∑
j=0
(g(s))j P{Xn = j} = hn(g(s)),
on hem usat que les Z
(k)
n+1 so´n independents, totes elles amb funcio´ generatriu
g.
Resumint, la successio´ {hn} satisfa` que
hn+1(s) = hn(g(s)),
i iterant aquesta relacio´ obtindrem que
hn+1(s) = hn(g(s)) = hn−1(g(g(s)) = · · · = h0(gn+1(s)),
on estem usant la notacio´ gn+1 per a la composicio´ n+1 vegades de la funcio´ g
amb si mateixa. A me´s, observem que h0(s) = E[s
X0 ] = E(s) = s (recordem
la suposicio´ X0 = 1 del nostre model) i, per tant, tenim que
hn+1(s) = g
n+1(s) = g(gn(s)) = g(hn(s)),
i, en particular,
P{Xn = 0} = hn(0) = gn(0) (6)
i tambe´
hn+1(0) = g(hn(0)). (7)
Per altra banda, g e´s una funcio´ cont´ınua en l’interval [0, 1] (com el radi de
converge`ncia de g e´s r ≥ 1, esta` clara la continu¨ıtat en l’interval semiobert
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[0, 1), pero` usant un argument de converge`ncia mono`tona de se`ries, i tenint
en compte que la se`rie convergeix en s = 1, es veu fa`cilment la continu¨ıtat
per l’esquerra tambe´ en el punt s = 1). Usant aquesta continu¨ıtat podem
passar al l´ımit quan n→∞ en ambdo´s costats de la igualtat (7) i obtindrem
el que vol´ıem provar:
ρ = g(ρ).
2
Demostracio´ del Teorema 4.2. Hem d’estudiar el comportament de g en
funcio´ del valor de l’esperanc¸a de Z. Observem que en el cas (i) tenim que
g′(1) ≤ 1 (entenent per g′(1) = lims↑1 g′(s)), mentre que en el cas (ii) tenim
que g′(1) > 1.
Comencem provant l’enunciat de (i).
Fem primer un cas particular en que` tenim E(Z) ≤ 1: aquell en que`
P{Z ≤ 1} = P{Z = 0}+ P{Z = 1} = 1,
llavors, com Z nome´s pren els valors 0 i 1 i, degut a la hipo`tesi que hem fet
de que P{Z = 0} > 0,
g(s) = P{Z = 0}+ P{Z = 1} s
te´ per gra`fic una recta amb ordenada a l’origen estrictament positiva i pen-
dent estrictament menor que 1 (vegeu el dibuix).
y = g(s)
y = s
s
y
1
En aquest cas, esta` clar que l’u´nic punt fix de g e´s 1 i per tant ρ = 1.
Suposem ara, doncs, que E(Z) ≤ 1 pero` P{Z ≤ 1} < 1. En aquest cas,
tenim que la funcio´ g e´s estrictament creixent i convexa en (0, 1). En efecte,
g′(s) =
∞∑
n=1
nP{Z = n} sn ≥ 0,
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1 Trigonometria esfe`rica
Aquells lectors que ja sa`piguen que` e´s un triangle esfe`ric i com es mesuren els
seus costats i els seus angles poden saltar-se les subseccions 1.1 i 1.2 i passar
directament a la subseccio´ 1.3.
1.1 Arc de circumfere`ncia determinat per dos punts
A cada dos punts A i B de la circumfere`ncia unitat, no diametralment opo-
sats, els hi associarem un u´nic arc de circumfere`ncia, de longitud menor que
pi, (vegeu la figura 1) tal com explicarem a continuacio´.
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i a me´s, g′(s) = 0 si i nome´s si per a tot n ≥ 1 es te´ que P{Z = n} = 0, pero`
aixo` implicaria que P{Z = 0} = 1 i aquesta possibilitat l’hem descartat.
En quant a la convexitat,
g′′(s) =
∞∑
n=2
n(n− 1)P{Z = n} sn ≥ 0,
i a me´s g′′(s) = 0 si i nome´s si per a tot n ≥ 2 es te´ que P{Z = n} = 0,
pero` aixo` implicaria que P{Z ≤ 1} = 1, cosa que estem suposant que no es
compleix. Vegem ara si l’equacio´
g(s)− s = 0
te´ o no solucions en l’interval (0, 1). Definim
f(s) = g(s)− s
i vegem que l’u´nic zero d’aquesta funcio´ e´s el punt s = 1. Estudiarem el
comportament de f ′. Com f ′′(s) = g′′(s) > 0 en tot l’interval (0, 1) tenim
que f ′ e´s estrictament creixent. Per tant f ′ te´ com a molt un zero en (0,1).
Per altra banda, f ′(0) = g′(0) − 1 < 0 (ja que g′(0) = P{Z = 1} < 1);
aleshores, com tenim que
lim
s↑1
g′(s) = E(Z) ≤ 1
(cosa equivalent a que lims↑1 f ′(s) ≤ 0), aixo` implica que f ′(s) < 0 en tot
l’interval (0, 1). Ara, si exist´ıs algun punt s0 ∈ (0, 1) tal que f(s0) = 0, com
f(1) = 0, pel teorema de Rolle, f ′ s’anul.laria en algun punt de (s0, 1), pero`
acabem de veure que f ′ e´s no nul.la en tot (0, 1). Aix´ı ja hem provat que si
E(Z) ≤ 1, l’u´nica arrel de l’equacio´ s = g(s) en l’interval [0, 1] e´s ρ = 1.
Suposem ara que estem en la situacio´ (ii), e´s a dir
lim
s↑1
g′(s) = E(Z) > 1
(aixo`, en particular ens diu que P{Z ≤ 1} < 1 i, usant el raonament de
l’apartat anterior, tindrem que g e´s estrictament creixent i convexa). Definint
com abans f(s) = g(s)− s, tindrem que
lim
s↑1
f ′(s) = E(Z)− 1 > 0.
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Com f ′(0) = g′(0) − 1 = P{Z = 1} − 1 < 0, tenim, aplicant el teorema de
Bolzano, que existeix un punt x1 ∈ (0, 1) tal que f ′(x1) = 0. A me´s, com
g′′(s) = f ′′(s) > 0 per a tot s ∈ (0, 1), aquest zero de f ′ e´s u´nic i e´s un
mı´nim de f . Per altra banda, f(0) = g(0)− 0 = P{Z = 0} > 0 i sabem que
f(1) = 0. Aixo` ens diu que f tindra` una gra`fica com la segu¨ent:
y = f(s) = g(s)− s
y
s
x1
x0 1
Fixem-nos que f(x1) < 0 forc¸osament, ja que sabem que f arriba valent
0 en s = 1 de forma creixent. Per tant, aplicant altre cop el teorema de
Bolzano, existira` un (u´nic, ja que f ′ no te´ me´s zeros) x0 ∈ (0, x1) ⊂ (0, 1)
tal que f(x0) = 0, o el que e´s el mateix, g te´ exactament dos punts fixos en
l’interval (0, 1], aquest x0 i 1. Ara nome´s cal comprovar que P{Xn = 0} no
tendeix cap a 1 sino´ cap a x0 i ja haurem acabat.
Tenim que P{X0 = 0} = 0 (estem suposant que P{X0 = 1} = 1), per
tant la nostra successio´
(
P{Xn = 0}
)
n∈N0
ve donada per (vegeu (6))
0, g(0), g2(0), . . . , gn(0), . . .
i sabem que te´ l´ımit i nome´s hem de veure si aquest l´ımit e´s 1 o x0. Ara be´,
com g e´s estrictament creixent, gn ho e´s tambe´ per a tot n ∈ N, i aixo` vol
dir que com 0 < x0 tenim g
n(0) < gn(x0) = x0 (vegeu el gra`fic).
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1 Trigonometria esfe`rica
Aquells lectors que ja sa`piguen que` e´s un triangle esfe`ric i com es mesuren els
seus costats i els seus angles poden saltar-se les subseccions 1.1 i 1.2 i passar
directament a la subseccio´ 1.3.
1.1 Arc de circumfere`ncia determinat per dos punts
A cada dos punts A i B de la circumfere`ncia unitat, no diametralment opo-
sats, els hi associarem un u´nic arc de circumfere`ncia, de longitud menor que
pi, (vegeu la figura 1) tal com explicarem a continuacio´.
A
B
O
figura 1
28 Desapareixera` el teu cognom?
s
y
1
y = g(s)
g(0)
g2(0)
x0
y = s
Aix´ı, tots els termes de la successio´ {gn(0)}n∈N so´n menors que x0 i per
tant la successio´ no pot tendir a 1. Aixo` acaba la demostracio´ del teorema.
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Trigonometria esfe`rica i hiperbo`lica
Joan Girbau
L’objectiu d’aquestes notes e´s establir de forma curta i elegant les fo´rmules
fonamentals de la trigonometria esfe`rica i de la trigonometria hiperbo`lica.
La redaccio´ consta, doncs, de dues seccions independents, una dedicada a la
trigonometria esfe`rica i l’altra, a la hiperbo`lica. La primera esta` adrec¸ada a
estudiants de primer curs de qualsevol carrera te`cnica. La segona requereix
del lector coneixements rudimentaris de varietats de Riemann.
1 Trigonometria esfe`rica
Aquells lectors que ja sa`piguen que` e´s un triangle esfe`ric i com es mesuren els
seus costats i els seus angles poden saltar-se les subseccions 1.1 i 1.2 i passar
directament a la subseccio´ 1.3.
1.1 Arc de circumfere`ncia determinat per dos punts
A cada dos punts A i B de la circumfere`ncia unitat, no diametralment opo-
sats, els hi associarem un u´nic arc de circumfere`ncia, de longitud menor que
pi, (vegeu la figura 1) tal com explicarem a continuacio´.
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figura 1
