For binary or categorical response models, most goodness-of-fit statistics are based on the notion of partitioning the subjects into groups or regions and comparing the observed and predicted responses in these regions by a suitable chi-squared distribution. Existing strategies create this partition based on the predicted response probabilities, or propensity scores, from the fitted model. In this paper, we follow a retrospective approach, borrowing the notion of balancing scores used in causal inference to inspect the conditional distribution of the predictors, given the propensity scores, in each category of the response to assess model adequacy. This diagnostic can be used under both prospective and retrospective sampling designs and may ascertain general forms of misspecification. We first present simple graphical and numerical summaries that can be used in a binary logistic model. We then generalize the tools to propose model diagnostics for the proportional odds model. We illustrate the methods with simulation studies and two data examples (i) a case-control study of the association between cumulative lead exposure and Parkinson's Disease in the Boston, Massachusetts area and (ii) and a cohort study of biomarkers possibly associated with diabetes, from the VA Normative Aging Study.
Introduction
To check model fit and adequacy for categorical response regression models, it is common to compare observed frequencies and estimated expected frequencies within a given partition of the covariate space. The expected frequencies are calculated under the assumed model and compared with the observed frequencies via a χ 2 -type goodness-of-fit statistic, as in the Hosmer and Lemeshow (HL) statistics [1, 2] . These statistics use a grouping strategy based on the values of estimated response probabilities given the predictors and compare the observed and the expected responses within the groups. Two methods of grouping based on the estimated probabilities are discussed in [2] : (i) fixed cutpoints in the [0, 1] interval or (ii) sample quantiles/deciles with equal sized groups. A disadvantage of both approaches is a dependence on the choice of cutpoints. Tsiatis [3] suggests a score test that circumvents the problem of HL statistics lacking discriminatory Boonstra et al.
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literature, we do not have any "treatment" groups or a randomized trial. Rather, we are simply exploiting the mathematical result of conditional independence as justification for our model diagnostics. Our proposed graphical diagnostics, which follow Rubin's idea, are computationally simple, as is the motivating rationale. Further, owing to the retrospective formulation, they may be readily used under outcome dependent sampling, e.g. in a case-control study. There have been concerns regarding the use of propensity scores in case-control or case-cohort studies for adjusting confounders [22] due to artifactual effect modification and reduced ability to control for potential confounding factors, when estimating treatment effects. Because treatment-effect estimation is not our goal here, those concerns do not apply. The conditional independence result between y and x conditional on π(x) holds in a case-control study because the propensity score model from prospective and retrospective likelihoods differs only through the intercept term, which does not involve x. Our proposals for model diagnostics are based solely on this independence result and do not change for cohort versus case-control sampling.
The rest of the paper is organized as follows. In Section 2 we review the result of Rosenbaum and Rubin [17] for the binary logistic model and its extension to the proportional odds model. We describe how these results lead to some proposed graphical and numerical diagnostics. We also present simulation results investigating the efficacy of these diagnostics for the binary logistic case and the proportional odds case. In Section 3 we analyze two datasets to assess model adequacy: a logistic regression example comes from a case-control study of Parkinson's Disease and its association with lead exposure, and the proportional odds example originates from a cohort study of diabetes. Section 4 concludes with a discussion.
The Balancing Score and its Extension
Rosenbaum and Rubin [17] proved the simple but powerful result that for a binary outcome y (which is treatment in their context) and covariates x, y and x are conditionally independent given the propensity score π = π(x) = p(y = 1|x). This implies the following:
1. p(x, y|π) = p(x|π)p(y|π) 2. p(x|π, y) = p(x|π) 3. p(x|π, y = 1) = p(x|π, y = 0)
In fact, they prove a more general result. Our presentation is simpler, and our argument differs from the original proof so as to provide insight into the subsequent extension and construction of the diagnostics.
Theorem 2 from Rosenbaum and Rubin [17] For a binary outcome y, a set of length-p covariates x, and any function b(x) of x, which is the balancing score,
for some function h.
Proof. (i) LHS ⇒ RHS:
We note that, in general
Thus the conditional independence in the LHS of the theorem, namely,
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which, by construction, must be a function h(b(x)) for some h(·).
(ii) RHS ⇒ LHS: Consider the conditional mean of y|b(x);
By the condition in RHS,
, and
Now, as the mean of y|x determines its (conditional) distribution, we see that
and thus the separation property required must hold. 2 Now consider a general categorical outcome y ∈ 0, 1, · · · , K. There is, in general, no scalar function of the covariates that can satisfy the above balancing score property as E(y|x) does not fully describe the distribution of y. The proof presented above is very much contingent upon this property. However, for the proportional odds or ordinal-logit model,
where logit(x) = log(x/[1 − x]). Thus, the distribution of y|x depends on x only through b(x) = β x, i.e., Pr(y = k|x) = Pr(y = k, b(x) = β x) and a single balancing score determines the entire distribution of y. It also follows that
For general polytomous models, Imbens [19] defines a concept of weak dependence through generalized balancing scores b(k, x) where b(k, x) = p(y = k|x) and shows that E(x|b(k, x), y = k) = E(x|b(k, x). This result may be used to extend the above three equalities to the multinomial logistic model, a potentially more flexible alternative to the proportional odds model. However, no distributional independence of y and x can be deduced with a general structure of b(k, x), and we do not further develop this extension.
Graphical Summaries
To present our proposed graphical diagnostics for model misspecification in a concrete fashion, consider the following generating model for binary outcomes:
Statistics in Medicine of (2.1.1) assuming β 4 = β 5 = 0 in the fitted model. Theorem 2 is satisfied only when this assumption is true in the generating model. If β 4 = 0 or β 5 = 0, then p(x|π, y = 1) = p(x|π, y = 0), meaning there will be residual association between y and x. Consider next two generating models for ordinal outcomes
Here, only for (2.1.2) is β x the balancing score, and, in this case, the extension of Theorem 2 to ordinal outcomes implies that y is independent of x given β x. The linear predictor is not a balancing score in (2.1.3) for two reasons: (i) the data are generated from a multinomial logit model, which automatically violates the proportional odds assumption, and (ii) β 1k depends on k. Note that, for each model, the probability of falling in category K − 1 is constrained for identifiability purposes. If we estimate the balancing score assuming (2.1.2), but the data are generated according to (2.1.3), there will be residual association between each y and x conditional onβ x.
Based on these conclusions, we propose two graphical diagnostics for model misspecification. Figures 1 and 2 present representative plots for binary and ordinal outcomes, respectively, which we now describe:
Scatterplot Diagnostic Grouping by the response y, plot the individual components of x versusβ x and annotate with a locally smoothed (e.g. LOWESS) curve for each group. In a model with sufficiently good fit, the conditional independence result gives that the distribution of x at each value ofβ x should be "similar." The LOWESS curve summarizes the degree of similarity between groups and allows for simple comparisons between models to assess relative improvement of model fit.
The first row of Figure 1 gives examples of this for three simulated datasets of size 500. In each, we plot x 1 against β x, coming from fitting (2.1.1) and assuming β 4 = β 5 = 0. In all cases, β 1 = 0.5, β 2 = 1.0, and β 3 = −0.5, and α is such that Pr(y = 1) = 0.5. In the first column, β 4 = β 5 = 0, and the two lines corresponding to y = 0 or y = 1 are approximately collinear. As the effect of x 1 changes in the quadratic term (β 4 = 0.5, the second column), or upon inclusion of an interaction term ( β 5 = 0.5, the third column), the LOWESS curves separate. The first row of Figure  2 presents this same diagnostic for the case of ordinal outcomes. We generated two datasets of size 500, one each from (2.1.2) and (2.1.3), estimated β x in both, assuming (2.1.2), and compared LOWESS curves of x 1 byβ x for each level of y. The figure's caption gives the true coefficient values. In the second column, where the generating model is (2.1.3), the curve for the y = 1 group is shifted down compared to the other groups.
Residual Density Diagnostic Plot the kernel density estimate (KDE) of the residuals corresponding to the regression of each component of x onβ x, grouping by the response y. Models with good fit should result in plots in which the KDE curves for different values of y are similar in shape and location.
The second row of Figure 1 presents these plots for the binary outcome model. When β 4 = 0.5 or β 5 = 0.5 , one of the groups has a taller mode, and the other group has heavier tails. The second row of Figure 2 gives the same diagnostic for the case of ordinal outcomes, where we see a location shift in the KDE between groups.
[ These diagnostics are heuristic. Data-specific idiosyncracies, such as sample size or the bandwidth of the curves, will affect whether the plots indicate model misspecification. Each column in Figures 1 and 2 represents a single dataset, so specific qualities of these plots are not representative. Additionally, interpretation of results is up to the analyst, and these plots should be used in conjunction with other model-checking techniques, in particular the numerical tests we propose next. Rather than linear regression, a more flexible non-linear model, e.g. a generalized additive model [GAM, 23] , may be used
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to create these residual plots, as long as the resulting estimated propensity score is conditioned upon. Such less-parametric approaches may offer statistically-better transformations at a cost of interpretability. We restrict ourselves to normal linear regression to illustrate how the proposed graphical diagnostics may indicate a need for improvement of the proposed model and to preserve interpretability. The simulated examples above simply show that the graphical diagnostics exhibit differences between response groups when the fitted propensity score model differs from the true generating model. We further explain the graphical diagnostics in the real data examples, for which the true generating models are unknown.
Numerical Tests
The concept of a balancing score also suggests numerical tests for detecting model misspecification. Letπ = {π 1 , . . . ,π n } be the vector of estimated propensity scores from an initial fitted model, for example one with only main effects for each component of x. Let R denote the interval (π [20( −1)] ,π [20 ] ), = 1, . . . , 5, whereπ [p] is the pth sample percentile ofπ. Also define
. . , n. Rosenbaum and Rubin [24] fit a two-way ANOVA (2 outcomes × 5 quintiles) on the jth covariate, j = 1, . . . , p, to look for differences in covariate distributions across response categories, conditional on the propensity score quintile. The mean of the jth covariate in the ith observation from the ANOVA model is given by
where the coefficients δ j = [δ j1 , δ j2 , δ j3 ] correspond to the elements of Z i . Rosenbaum and Rubin compute the Fstatistics for the null hypotheses testing the main or interaction effects, respectively H 0j : δ j2 = 0 or H 0j : δ j3 = 0 4 , j = 1, . . . , p, and inspect the five-number summary (minimum, three quartiles, maximum) of the size-p set of F -statistics. The propensity score model is then enriched, e.g. with interaction and quadratic effects, thereby modifying Z i and yielding smaller F -statistics. This process is repeated, each time plotting the new F -statistics until they are small enough, as determined by visual inspection. Our proposed diagnostic builds on this idea: for a given propensity scoreπ, formally test the coefficients in (2.2.1). Because inference on δ j2 alone in the presence of interaction effects is difficult to interpret, we propose to test either the interaction effects alone, H 0j : δ j3 = 0 4 , or the main and interaction effects simultaneously,
There are p such null hypotheses, corresponding to each of p covariates. A simple testing strategy goes as follows. First, conduct a multiple response test of every null hypothesis as an overall diagnostic. That is, add the p log-likelihoods from individually regressing the jth covariate {x ij } i on {Z i } i and conduct a single composite test. If this test is rejected, then follow up with covariate-specific tests to find the likely source of misspecification. We summarize the two numerical tests of functional misspecification of the covariates as follows:
test interactions and main effects)
REMARK 2: These parametric tests, which may be viewed as numerical analogs to the graphical Scatterplot Diagnostic, are derived under the assumptions of a normal linear model and may be inadequate, even after an appropriate transformation of the covariate. An alternative would be a nonparametric testing approach using residuals, which is a numerical analog to the Residual Density Diagnostic. Define
, that is, the residuals from fitting a regression of the jth covariate to the categorical linear predictor. If balance is achieved, then the residual vector r i = {r i1 , r i2 , . . . , r ip } should not depend on y i . A nonparametric multiple response ANOVA would formally test for equality of the location, and the Kolmogorov-Smirnov or Kuiper [25] tests would test for equality of the full residual distribution. We found these to have little power to detect functional misspecification and do not consider them further. For completeness, we describe the competing approaches to our proposed methods.
HL [1] This is a standard goodness-of-fit test for models with binary outcomes. Given the vector of propensity scores,π, construct the quantile intervals R as discussed in the beginning of this section. The number of quantiles need not be Boonstra et al.
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5; we use G = 10 for all analyses, and any G satisfying G > dim(β) + 1 may be used, where dim(β) is the number of parameters in the model.
2 /e k to a χ 2 distribution with degrees of freedom G − 2 to find the appropriate p-value.
LIPSITZ [8] This extends HL for models with K ≥ 2 ordinal outcomes. First, derive a score,μ i , for each observation. Following the authors' suggestion, we useμ i = K−1 k=0 kPr(y i = k). Again, similar to the above construction of the R regions, find the G quantiles of theμ i 's and define indicators I ig = 1{μ i ∈ quantile g}, g = 2, . . . , G. Finally, fit the model, logit Pr(y i ≤ k) = α k + β x i + G g=2 I ig γ g , and test H 0 : γ 2 = · · · = γ G = 0 using a likelihood ratio test statistic. Under H 0 , the test statistic will asymptotically follow a χ 2 distribution with G − 1 degrees of freedom. As with HL, we use G = 10 for all analyses in this paper. Related to LIPSITZ is the Score test [26] , which tests whether the parameters corresponding to different cumulative logits are the same. This is provided by PROC LOGISTIC in SAS but is liberal in its rejection rates [27] .
We evaluated the operating characteristics of these tests via a small simulation study, described in three parts as follows. 
which is a more general version of (2.1.2). We used the same choices of β as in the binary case, and chose α 0 and α 1 to achieve Pr(y = 0) = Pr(y = 1) = 1/3 or Pr(y = 0) = 0.1 and Pr(y = 1) = 0.3. Results are given in Table 2 . All methods have some type I error inflation, INT having the most (0.10-0.13), followed by JOINT (0.07-0.13), and finally LIPSITZ. Although the type I error inflation makes a direct power comparison difficult, in some cases, e.g. when β 4 = 0.5 and β 5 = 0, JOINT has a considerable power advantage over LIPSITZ.
[ Table 2 about here.]
Ordinal Regression -Violation of the Proportional Odds Assumption
The final simulation we conducted looked at the tests' behavior in the presence of a violation to the proportional odds assumption of an ordinal regression. To achieve this, the data were generated from an underlying model given by (2.1.3). To be clear, the proportional odds assumption is violated regardless of whether β 10 = β 11 , and we refer back to Table 2 for type I error properties. We chose α 0 and α 1 so that Pr(y = 0) = Pr(y = 1) = 1/3 or Pr(y = 0) = 0.1 and Pr(y = 1) = 0.3. We also emphasize that this is a scenario for which our proposed numerical tests are ill-suited, namely a structural violation to the underlying probability of falling
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within each category rather than a violation to the functional form of the covariates, and a more general goodness-of-fit approach, like LIPSITZ, may be better suited here. In fact, none of the methods has acceptable power properties when β 10 = β 11 . INT has small power in all cases, but JOINT has more power than LIPSITZ when β 11 − β 10 = 0.5
[ 28] . PD is a complex disease for which environmental determinants have been hypothesized to be particularly important. The primary hypothesis of the study is that the risk of PD increases with increased lifetime exposure to heavy metals, including lead. As a biomarker for cumulative lead exposure, the study used measurements of lead levels in the tibia bone assessed with a K-shell X-ray fluorescence (KXRF) technique. Cases were recruited from four movement disorder clinics in the Boston area. Controls included family, in-laws, and friends of cases, as well as responders to community advertisements and eligible subjects in the Harvard Cooperative Program on Aging, a registry of elderly volunteer research subjects. In the original study, controls and self-reported cases from the Normative Aging Study were also included; here we do not include those subjects. After removing individuals with missing covariates or KXRF measurements that had large uncertainty, 300 cases and 194 controls were included in the present analysis. We illustrate how the graphical and numerical diagnostic tests proposed in previous sections incrementally change between models we consider, beginning with a logistic model that uses continuous values of tibia lead measurements and ending with the actual model presented in the paper by Weisskopf et al. [28] , which uses categorized tibia lead measurements. Apart from normalized continuous tibia lead measurements (in µg/g), denoted as 'Tibia' in the model, the other covariates used were 'Age' (centered, in years), smoking status (in pack-years of smoking, 'Pack-Yr'), education ('Educ'; high school graduate or less, some college or college degree, or postgraduate degree), 'Race' (white/non-white), 'Sex', and ascertainment location ('Loc'; BU=Boston University Medical Center, BW = Brigham and Women's Hospital, BI = Beth Israel Deaconess Medical Center, or HV = Harvard Vanguard Medical Associates). Following the original paper, separate fixed effects for each of the four clinics account for potential heterogeneity between locations, and the controls ascertained from the general community are treated as coming from BU. A logistic model with linear terms is:
logit Pr(PD=1|covariates) = α + β TIB Tibia + β AGE Age
We focus our analysis on the continuous covariates 'Tibia' and 'Age', and the remaining covariates are hereafter collectively called W . The graphical diagnostics corresponding to the models we consider are given in Figure 3 . Table 4 lists estimates of β TIB and β AGE with p-values corresponding to the Wald test statistic. In the initial model as described abovê β TIB = 0.024 (p = 0.049) andβ AGE = −0.049 (p < 10 −4 ). Thus, controlling for age and W , increased lead exposure seems to increase the odds of PD.
[ Figure 3 about here.]
[ INT and JOINT, which are not given in the table, suggest a lack of fit for 'Age'. This is somewhat supported by the Scatterplot Diagnostic, given in the first column of Figure 3a , in which younger cases tend to have larger values of the linear predictor,β x, causing the dashed line to drop at the right of the panel. To a lesser degree, the Residual Density Diagnostic (first column, Figure 3b ) also suggests misspecification of 'Age'. Becauseβ AGE = −0.049 implausibly suggests a monotone decrease in risk of PD with age, we add a quadratic term, yielding the following model:
From Table 4 , the effect of 'Tibia' is about the same, as is the first-order term for 'Age'. However, the quadratic term is negative, -0.002 (p = 0.045). Thus, fixing all other covariates, the risk of PD is estimated to increase until about age 55. The actual model presented in [28] differs from (3.1.2) in representing the effect of 'Tibia'; we now modify (3.1.2) to match with the model for 'Tibia' as presented in [28] . Specifically, we replace the continuous measurements with a four-level categorical variable, where the levels are determined by the empirical quartiles. The model is logit Pr(PD=1|covariates) = α + β TIB.Q2 TibiaQ2 + β TIB.Q3 TibiaQ3 + β TIB.Q4 TibiaQ4 + β AGE Age + β AGESQ Age 2 + γ W . From the corresponding rows in Table 4 , this modification yields results very similar to those of (3.1.2), suggesting that the categorization is not needed from a model-fit perspective. All numerical diagnostic tests are still non-significant (Table 4) , but the differences in p-values between models should not be used for model selection purposes. The graphical diagnostics in the third columns of Figures 3a and 3b are minimally changed from the second column. This is consistent with INT and JOINT previously pointing to 'Age', rather than 'Tibia', as the source of covariate misspecification.
REMARK 3: An alternative to the numerical tests above would be to look at numerical summaries that are often used to check covariate balance via descriptive statistics. One can compute standardized bias estimates within the five propensity score quintiles. For each covariate and each quintile, calculate the difference in mean values for that covariate between cases and controls falling in that stratum and divide by the estimated standard deviation of the mean difference, exactly as in a studentized two-sample pooled t-statistic. The main advantage of this approach over the testing procedures above is that it is less dependent on sample size. But it is difficult to integrate into a single test or numeric summary. Table S1 in the Supporting Information gives standardized biases for 'Tibia' and 'Age'. In agreement with our analysis, there is no clear change between models for 'Tibia', but there is a significant drop in bias for 'Age' between models (3.1.1) and (3.1.2).
Normative Aging Study (NAS)
The NAS is a multidisciplinary longitudinal study of aging in men established by the Veteran's Administration in 1963. NAS subjects have reported for medical examination every 3-5 years. Though the study records data on a wide spectrum of variables, including several health-related measures, dietary and behavioral exposures, exposure to certain metals in their environment, and psychosocial events, our analysis focuses on exploring the relationship of fasting blood glucose (FBG) with two markers of systemic inflammation, namely, white blood cell count (WBC, 10 3 /mm 3 ) and blood levels
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of C-reactive protein (CRP, mg/L), after controlling for age (yr). The measurements were taken between January 2000 and December 2004; in cases where multiple measurements were available on the same subject, we consider only the last complete observation available. The data contains observations on 682 men in the age range of 48-93 years. FBG was categorized into three categories according to established diagnostic criteria for diabetes [29] , with values less than 110 mg/dl defined as normal (FBG = 1), those between 110 and 126 mg/dl, inclusive, defined as impaired fasting glucose (FBG = 2), and those exceeding 126 mg/dl defined as diabetes (FBG = 3). It has been suggested that oxidative stressinduced inflammatory response increases insulin resistance, resulting in hyperglycemia or elevated levels of FBG, which in turn causes further oxidative stress [30] . Inflammation is known to be a risk factor for diabetes [31] . WBC count and CRP levels may be viewed as biomarkers of systemic inflammation and thus could potentially be associated with FBG levels, leading to this analysis. We posited the model
Note that both WBC and CRP are log-transformed. Fitting the model, we haveβ WBC = −0.615 (p = 0.024) and β CRP = −0.081 (p = 0.195). Thus WBC and CRP are associated with increased levels of FBG, andβ WBC is significant using size 0.05. Age was not found to be significantly associated with FBG levels. LIPSITZ, INT, and JOINT had p-values, respectively, of 0.294, 0.727, and 0.906. Based on recommendations by Agresti [27] , we also evaluated the proportional odds assumption by collapsing the FBG categories and inspecting the coefficients from the logistic models corresponding to the two possible collapsings. The signs and effect sizes of the coefficient estimates were consistent, which would be expected under the proportional odds assumption. The graphical diagnostics are in Figure 4 . From the Scatterplot Diagnostic, there does appear to be a lack of collinearity between LOWESS curves, particularly in log(CRP); however, this is driven by a few influential observations with extreme values of the linear predictor, and we did not view this as indicative of systemic misspecification. Similarly, the Residual Density Diagnostic indicates agreement between the distributions of residuals. Several outliers in the data may warrant further investigation. Based on these, and our interpretation of the graphical diagnostics, we did not fit additional models.
[ Figure 4 about here.] These case studies highlight the utility of our graphical and numerical diagnostics as a supplement to, rather than replacement of, existing strategies for evaluating model fit and the subjectivity of their application. These tests provide an initial assessment of model misspecification. We also reiterate an important aspect of our strategy in both analyses: the goal is not to obtain large p-values but rather p-values that are not small, and this should additionally be supported by the graphical diagnostics, as INT and JOINT do not always maintain nominal type I error. In the PD case-control study, the p-values for INT and JOINT improved after introducing a quadratic term for 'Age', as did the apparent collinearity of the LOWESS curves in the Scatterplot Diagnostic. In contrast, the p-values from HL and LIPSITZ never suggested model misspecification. The added quadratic term was motivated by scientific rationale rather than any particular aspect of the diagnostic tests; in other words, our diagnostics are useful for detecting general model misspecification but, when used in isolation, not necessarily remedies thereof. In the NAS example, the first model we fit was considered adequate. However, the diagnostics could have been used to compare (3.2.1) to a model with un-transformed CRP and WBC levels. For brevity, we do not include this comparison.
Discussion
Simple graphical tools for categorical response regression models are lacking. Following the suggestion of Rubin [16] , in this paper we use the balancing score to develop visual model diagnostics for categorical data models. The visual summaries are informative about a global model misspecification, not just covariate misspecification. Thus, this breadth Boonstra et al.
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is both a strength and weakness, because it also means the visual summaries cannot point to the specific nature of the misspecification, e.g. a functional or link misspecification. As a byproduct, we also examine certain tests that have been used to check covariate balance in treatment groups for the purpose of identifying the source of model misspecification.
The tests and diagnostics developed in the paper may serve as simple tools to discern misspecification in ordinal models. Further research is warranted to provide insight into the form of misspecification and derive targeted solutions to alleviate the poor fit. Table 1 . Logistic Regression -Functional misspecification of covariates. Rejection rates from 10,000 simulated datasets of size 500 generated by (2.1.1). Table 2 . Ordinal Regression -Functional misspecification of covariates. Rejection rates from 10,000 simulated datasets of size 500 generated by (2. Table 3 . Ordinal Regression -Violation of Proportional Odds Assumption. Rejection rates from 10,000 simulated datasets of size 500 generated by (2.1.3). All rejection rates in this table correspond to power because the data are generated from a multinomial logistic model, which automatically violates the proportional odds assumption.
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