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For a real univariate polynomial f and a closed domain D ⊂ C whose boundary C is
represented by a piecewise rational function, we provide a rigorous method for finding
a real univariate polynomial f˜ such that f˜ has a zero in D and ‖f − f˜ ‖∞ is minimal. First,
we prove that if a nearest polynomial exists, there is a nearest polynomial f˜ such that the
absolute value of every coefficient of f − f˜ is ‖f − f˜ ‖∞ with at most one exception. Using
this property and the representation of C , we reduce the problem to solving systems of
algebraic equations, each of which consists of two equations with two variables.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Problems on the locations of the zeros of a polynomial are very interesting and important for theory and practice.
For example, in control theory and signal processing, the locations of the zeros of polynomials affect the stability and
performance of systems. In many practical examples, the coefficients of polynomials may contain errors because they are
obtained through measurements or can be only specified with finite precision. Therefore, as described in [7], problems
as to how perturbations of such coefficients affect the location of zeros and properties of systems have been treated in
control theory, and Kharitonov’s theorem [11] and the edge theorem [2] are landmark results in the vast literature on these
problems.
There are a lot of studies on the locations of the zeros of a polynomial in research on symbolic-numeric algorithms, for
example, [6–10,12,15,17,19–21]. In this paper, the lp-norm of a polynomial is the p-norm of the vector of coefficients of
the polynomial with respect to a given basis. For a given complex polynomial and a domain D, Reference [8] proposes a
method for finding a nearest polynomial in a weighted l2-norm that has a zero in D. On the other hand, the problem in
which perturbations of polynomials are described in a weighted l∞-norm is not trivial. In Section 7 of [8], Hitz and Kaltofen
wrote, ‘‘For the general case, finding the parametric minimum, in the l∞-norm in particular, seems to be an open problem
at current time.’’
In this paper, we consider a similar problem for a real polynomial and a weighted l∞-norm.
Given a real univariate polynomial f and a domain D ⊂ C, find a nearest real univariate polynomial f˜ such that f˜ has
a zero in D and the weighted l∞-norm of f − f˜ is minimal.
The problem is closely related to ones treated in [13,14]. (See also the textbook [3].) We reduce searching in a subset of a
given domain [13,14] to solving systems of algebraic equations by using a similar method used for deciding whether there
exists a polynomial in a real interval polynomial having a zero in a prescribed complex domain [20].
This paper is the full version of a conference paper [17]. The rest of this article is organized as follows. Section 2 describes
the theorems that support the proposed method, whose details are explained in Section 3. Section 4 shows an example, and
Section 5 concludes the paper by mentioning directions in which future work might proceed.
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2. Theoretical background
In this section, we use several theorems from complex analysis. We refer the reader to [1,16] as textbooks on complex
analysis.
2.1. Existence of the nearest polynomial
In this paper, we assume the following conditions unless mentioned otherwise.
Condition 1.
(1a) f , e1, e2, . . . , en ∈ R[x] are given,where thenumber of ej’s is finite and span{ e1, e2, . . . , en } = Re1+Re2+· · ·+Ren ∼= Rn.
(1b) A closed set D ⊂ C is given and f does not have a zero in D.
(1c) The degrees of the polynomials in F = { f (x)+∑nj=1 cjej(x) | cj ∈ R } are constant when D is not bounded.
(1d) A metric d on F is given such that the topology of F induced by d is the ordinary topology of Rn. Here, we identify F
with Rn through the bijection F 3 f (x)+∑nj=1 cjej(x) 7→ (c1, c2, . . . , cn) ∈ Rn.
We consider the following problem.
Problem 2. Find f˜ ∈ F such that f˜ has a zero in D and d(f , f˜ ) is minimal.
Remark 3. Since there might be more than one polynomial that attain the minimal distance (see Remark 21 in Section 4),
our aim is to find at least one nearest polynomial when it exists.
It is clear that there is no solution to Problem 2 if there is no polynomial in F having a zero in D.
Example 4. Let F = { (x+ 1)+ c(−x+ 1) | c ∈ R } and D ⊂ C be a closed bounded set that is disjoint from R. Then there
is no polynomial in F having a zero in D.
Let g(x) = (x + 1) + b(−x + 1) (b ∈ R). If b = 1, then g = 2 and g has no zero. Otherwise, g is of degree one and the
zero of g is a real number.
There is a solution to Problem 2 if there is a polynomial in F having a zero in D.
Theorem 5. Let f , ej’s, F , d, and D be as in Condition 1. If there is a polynomial g ∈ F having a zero in D, there is a polynomial
f˜ ∈ F such that f˜ has a zero in D and d(f , f˜ ) is minimal.
Remark 6. If (1) the number of ej’s is not finite, or (2) D is not bounded and the degrees of the polynomials in F are not
constant, Theorem 5 does not necessarily hold.
(1) If the number of ej’s is not finite, we have the following counterexample.
Let f (x) = 1, ej(x) = xj−1 (1 ≤ j), and
F =
{
f (x)+
∞∑
j=1
cjej(x)
∣∣∣∣∣ cj ∈ R, #{ cj | cj 6= 0 } <∞
}
.
That is, F is the set of all real univariate polynomials. Let D = { 1 } and d(g, h) = ‖g − h‖∞. For a positive integerm, let
fm(x) be
1− 1
m
(x+ x2 + · · · + xm).
Then, fm ∈ F , fm(1) = 0, and d(f , fm) = 1/m. Therefore, there is no solution to Problem 2.
If D = { 0 }, then f˜ (x) = 1 +∑mj=0 cjxj ∈ F , where m is finite, c0 = −1, and |cj| ≤ 1 (j = 1, 2, . . . , m), is a nearest
polynomial with d(f , f˜ ) = 1.
(2) If D is not bounded and the degrees of the polynomials in F are not constant, we have the following counterexample.
Let f (x) = 1, F = { f (x)+ cx | c ∈ R }, d(g, h) = ‖g − h‖∞, and D = { z ∈ C | Re z ≤ 0 }, which is the left half-plane
in C. Then, the polynomial f(x) = 1+ x ( > 0) belongs to F , and f has a zero at−1/ ∈ D. Since d(f , f) =  and f
has no zero in D, there is no solution to Problem 2.
If D = { z ∈ C | −2 ≤ Re z ≤ −1 }, which is also unbounded, then there is a unique nearest polynomial
f˜ (x) = 1+ x/2 with d(f , f˜ ) = 1/2.
The proof of Theorem 5 is as follows.
Proof. First, we prove the case where D is bounded. Let G(z, t1, t2, . . . , tn) be a function from C× Rn to C defined by
(z, t1, t2, . . . , tn) 7−→ f (z)+
n∑
j=1
tjej(z).
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For a continuous function, the inverse image of a closed set is closed. Therefore, G−1(0), the inverse image of 0, is a
closed subset in C × Rn since G is a continuous function and { 0 } is a closed set. We identify (t1, t2, . . . , tn) ∈ Rn with
f (x)+∑nj=1 tjej(x) ∈ F .
Let A ⊂ C× Rn be
G−1(0) ∩ (D× { h ∈ F | d(f , h) ≤ d(f , g) }).
Since A is a closed bounded set, the Heine–Borel theorem implies that A is a compact set in C × Rn. Thus, the continuous
function
d˜(z, t1, t2, . . . , tn) = d
(
f (x), f (x)+
n∑
j=1
tjej(x)
)
from A to R has a minimum because a continuous function takes a minimum on a compact set.
Suppose that d˜ takes a minimum at (ζ , τ1, τ2, . . . , τn) ∈ A. Set f˜ (x) to be f (x)+∑nj=1 τjej(x). Then, f˜ ∈ F , f˜ has a zero at
ζ ∈ D, and d(f , f˜ ) is minimal.
When D is not bounded, the proof is as follows. To find a nearest polynomial, it is sufficient to investigate polynomials
in F˜ = { h ∈ F | d(f , h) ≤ d(f , g) }. Since the leading coefficients of polynomials in F are equal due to Condition (1c), there
exists a positive real number r such that all of the zeros of polynomials in F˜ belong to the closed disk with center 0 and
radius r . Therefore, we can replace D by the closed bounded set D ∩ { z ∈ C | |z| ≤ r }. 
Remark 7. In our setting, deg(g)may not be constant for g ∈ F . For example, deg(g) is not constant when there is a number
j such that deg(ej) > deg(f ).
If we require deg(g) to be constant, theremight be no solution to Problem 2. Let f (x) = 1+x+x2, F = { f (x)+c1+c2x+
c3x2 | cj ∈ R }, d(g, h) = ‖g − h‖∞, and D = { 1/2 }. If we require the degree of f˜ ∈ F to be 2, then there is no polynomial f˜
such that d(f , f˜ ) is minimal. See page 77 in [15] for a proof of this point.
2.2. Main theorems
Hereafter, we further assume that D satisfies the following conditions.
Condition 8.
(8a) D ⊂ C is a closed domain, that is, the closure of an open connected subset of C. We denote the boundary of D by C .
(8b) The metric d is defined by the l∞-norm. That is, for
g(x) = f (x)+
n∑
j=1
bjej(x), h(x) = f (x)+
n∑
j=1
cjej(x),
define d(g, h) = max{ |b1 − c1|, |b2 − c2|, . . . , |bn − cn| }.
Remark 9. Finding a nearest polynomial in a weighted l∞-norm is reduced to finding a nearest polynomial in the l∞-norm.
Let wj > 0 for j = 1, 2, . . . , n. Since f˜ (x) = f (x) +∑nj=1 ajej(x) = f (x) +∑nj=1wjaj · ej(x)/wj, the weighted l∞-norm of
f − f˜ with respect to the basis { e1, e2, . . . , en } and the weights wj – that is, max{w1|a1|, w2|a2|, . . . , wn|an| } – is equal to
the l∞-norm of f − f˜ with respect to the basis { e1/w1, e2/w2, . . . , en/wn }.
We denote the open disk centered at z ∈ C with radius r as B(z; r) and the interior of A ⊂ C – that is, { z ∈ A | ∃r >
0 such that B(z; r) ⊂ A } – as A◦.
The following is the key theorem that supports the computation method in the next section.
Theorem 10. Let f , ej’s, F , d, and D be as in Conditions 1 and 8. If there is a nearest polynomial to f having a zero in D, then there
is a nearest polynomial
f˜ (x) = f (x)+
n∑
j=1
a˜jej(x) (a˜j ∈ R)
having a zero in D such that one of the following holds.
(1) f˜ is the zero polynomial.
(2) f˜ has no zero in D◦ and |a˜j| = d(f , f˜ ) with at most one exceptional j.
To prove Theorem 10, we need an additional theorem and lemma. The following is a version of Rouché’s theorem. This
version is not described in standard textbooks such as [1,16]. The assumption that f (z) + tg(z) has no zero on Γ for any t
(0 ≤ t ≤ 1) in this version is weaker than the assumption that |f (z)| > |g(z)| holds on Γ in the ordinary version.
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Theorem 11 (Rouché’s Theorem). Let Γ be a simple closed curve of finite length in a domainΩ ⊂ C and let the inside of Γ be
inΩ . Suppose that f (z) and g(z) are holomorphic onΩ and that f (z)+ tg(z) has no zero on Γ for any t (0 ≤ t ≤ 1). Then the
number of zeros of f (z) inside Γ is equal to that of f (z)+ g(z), where each zero is counted as many times as its multiplicity.
Proof. See, for example, the proof of Theorem 2 in [20] or the Appendix in [17]. 
The following lemma is used to show that a nonzero nearest polynomial has no zero in D◦.
Lemma 12. Suppose that f , ej’s, F , d, and D satisfy Conditions 1 and 8 except (1c). Suppose also that a nonzero polynomial
g(x) = f (x)+
n∑
j=1
bjej(x) (bj ∈ R)
has a zero in D◦. Then there exists a polynomial
g˜(x) = f (x)+
n∑
j=1
b˜jej(x) (b˜j ∈ R)
such that g˜ has a zero in D◦ and d(f , g˜) < d(f , g).
Proof. Let p(t, x) = f (x)+ t(g(x)− f (x)). Then, p(0, x) = f (x), p(1, x) = g(x) and p(t, x) ∈ F for any t (0 ≤ t ≤ 1).
Let ζ ∈ D◦ be a zero of g . Then there exists  > 0 such that B(ζ ; ) ⊂ D and g(ξ) 6= 0 for any ξ ∈ B(ζ ; ) \ { ζ }. Suppose
that no p(t, x) (0 ≤ t ≤ 1) has a zero on the boundary of B(ζ ; /2). Then Rouché’s theorem implies that the number of zeros
of p(0, x) in B(ζ ; /2) is equal to that of p(1, x) in B(ζ ; /2). This contradicts the assumption that f has no zero in D.
Therefore, there exists 0 < τ < 1 such that p(τ , x) has a zero on the boundary of B(ζ ; /2). Let g˜(x) be p(τ , x). Then,
g˜(x) = f (x)+ τ∑nj=1 bjej(x) and d(f , g˜) = τd(f , g) < d(f , g). 
The proof of Theorem 10 is as follows.
Proof. Suppose that a nonzero polynomial g(x) = f (x) +∑nj=1 bjej(x) (bj ∈ R) is a nearest polynomial. Then, g has a zero
ζ on the boundary of D from Lemma 12.
Suppose further that there are two numbers µ and ν such that |bµ| and |bν | are less than d(f , g). (Otherwise, the proof
is done.) We show that there is a polynomial
g˜(x) = f (x)+ b˜µeµ(x)+ b˜νeν(x)+
∑
j6=µ,ν
bjej(x)
such that the following conditions hold.
• d(f , g) = d(f , g˜).
• |bµ| = d(f , g˜) or |bν | = d(f , g˜).• g˜ has a zero on C .
Let
g˜(x) = tµeµ(x)+ tνeν(x)− bµeµ(x)− bνeν(x)+ g(x).
The equation g˜(x) = 0 is equivalent to the system of equations with real coefficients{
tµ Re eµ(x)+ tν Re eν(x)+ Re(−bµeµ(x)− bνeν(x)+ g(x)) = 0,
tµ Im eµ(x)+ tν Im eν(x)+ Im(−bµeµ(x)− bνeν(x)+ g(x)) = 0. (1)
We consider (1) to be a system of equations of tµ and tν with a parameter x. If the determinant∣∣∣∣Re eµ(x) Re eν(x)Im eµ(x) Im eν(x)
∣∣∣∣ (2)
is not 0 at x = ζ , the solutions tµ and tν are uniquely determined and continuous with respect to x whenever (2) is not 0.
Therefore, we write tµ and tν as functions of x, that is, tµ(x) and tν(x). Then, there exists a positive real number  such that
|tµ(x)| < d(f , g) and |tν(x)| < d(f , g) for every x ∈ B(ζ ; ). For ξ ∈ D◦ ∩ B(ζ ; ), the following polynomial has a zero at ξ .
g˜(x) = f (x)+ tµ(ξ)eµ(x)+ tν(ξ)eν(x)+
n∑
j6=µ,ν
bjej(x).
By taking ξ sufficiently near ζ , we can assume that g˜ is a nonzero polynomial. Thus, by applying Lemma 12 to g˜ , we get a
polynomial gˆ such that d(f , gˆ) < d(f , g˜) = d(f , g). This contradicts the assumption that g is a nearest polynomial.
Therefore, (2) is 0 at x = ζ and we can move tµ and tν until either |tµ| = d(f , g) or |tν | = d(f , g) such that g˜(ζ ) = 0 and
d(f , g˜) = d(f , g). That is, we have a polynomial g˜(x) = f (x) +∑nj=1 b˜jej(x) such that g˜ has a zero on C , d(f , g˜) = d(f , g),
and the number of b˜j’s satisfying |b˜j| = d(f , g˜) is greater than that of bj’s satisfying |bj| = d(f , g).
If g˜ is the zero polynomial, the proof is done. Otherwise, we apply the above procedure repeatedly until g˜ becomes the
zero polynomial, or g˜ is a nonzero polynomial and |b˜j| = d(f , g˜) = d(f , g)with at most one exceptional j. 
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Remark 13. The determinant (2) is 0 at x = ζ if and only if eµ(ζ ) and eν(ζ ) are linearly dependent over R, which is
equivalent to eµ(ζ )/eν(ζ ) ∈ Rwhen eν(ζ ) 6= 0.
Remark 14. We regard the systems of equations (1) in the proof of Theorem 10 and (10) in Section 3.2 to be systems of
linear equations with continuous coefficients. This idea is also used in [19,20].
The following is a sufficient condition for the existence of a polynomial in F having a zero in D, which is equivalent to the
existence of a nearest polynomial in F when Condition (1c) is satisfied.
Theorem 15. Suppose that f , ej’s, F , and D satisfy Conditions 1 and 8 except (1c). When n ≥ 2, there is a polynomial in F having
a zero in D.
Proof. First, we prove the case when n = 2. Since e2 is not the zero polynomial, there is a nonempty open set U ⊂ D
such that 0 6∈ e2(U). Then, there is α ∈ U such that e1(α)/e2(α) 6∈ R since the image of U under the holomorphic
function e1/e2 is open. Hence e1(α) and e2(α) are linearly independent over R. Therefore, there exist c1, c2 ∈ R such that
−f (α) = c1e1(α)+ c2e2(α), that is, f (α)+ c1e1(α)+ c2e2(α) = 0.
When n > 2, let F˜ = { f (x)+ c1e1(x)+ c2e2(x) | c1, c2 ∈ R }. Then, F˜ is a subset of F and there is a polynomial in F˜ having
a zero in D. This proves the theorem. 
Remark 16. When n = 1 and f and e1 are linearly dependent over R, the zero polynomial is a unique polynomial having a
zero in D. This statement follows from the assumption that f has no zero in D and e1 = af for some a ∈ R.
When n = 1 and f and e1 are linearly independent over R, the following are sufficient conditions of the existence of a
polynomial in F having a zero in D.
• e1 has a zero α ∈ D◦.
• The image of C under e1/f intersects R at a point other than 0.
When the first condition holds, take an open set U ⊂ D such that α ∈ U . Then, there is β ∈ U such that e1(β)/f (β) is
a nonzero real number a since the image of U under e1/f is an open set containing 0. The polynomial f − e1/a has a zero
β ∈ D.
When D is bounded, the second condition is a necessary and sufficient condition.
When D is not bounded and the degrees of the polynomials in F are constant, we can decide on the existence of a
polynomial in F having a zero in D by using the computation method described in the next section.
3. Computation method
In this section, we further assume the following conditions.
Condition 17.
(17a) f , e1, e2, . . . , en ∈ Q[x].
(17b) C is a disjoint union of C1, C2, . . . , CK (K < ∞), and each Ck is expressed by a bijective function γk : Sk −→ Ck ⊂ C.
Here, γk(s) belongs to Q(i)(s) and Sk ⊂ R is of type [a, b], [a,∞), (−∞, b] or R.
To express Ck, the function γk should be surjective. To avoid redundant computations, it is desirable to use γk’s that are
injective because we find a nearest polynomial by determining its zero on C through γk’s.
Remark 18. A method for finding a nearest polynomial when D consists of one point is described in [6].
Using the above representation, we can determine whether a given polynomial f has a zero in D. If D is not bounded, we
can construct D′ ⊂ D such that (i) D′ is a disjoint union of a finite number of bounded closed domains whose boundaries
are unions of finite numbers of simple curves and (ii) f has a zero in D if and only if f has a zero in D′ since we can compute
r > 0 such that all zeros of f lie in B(0; r). For a bounded domain Dwhose boundary C is a union of a finite number of simple
curves, we use a real root counting algorithm such as Sturm’s algorithm (see [4,5], for example) to determine whether there
is a zero on C . If there is no zero on C , we can decide if there is a zero in D by using the argument principle.
Wewill show that we can completely describe the candidates s’s in Sk such that γk(s)’s are zeros of a nonzero polynomial
f˜ on C and it is sufficient to examine only finitely many of them. Therefore, we can take the one that gives theminimal value
d(f , f˜ ). If d(f , 0) < d(f , f˜ ), the zero polynomial is a unique nearest polynomial. Otherwise, f˜ is a nearest polynomial. If there
is no candidate, there is no polynomial having a zero in D.
Sections 3.1 and 3.2 explain the computation method for obtaining nonzero candidate polynomials f˜ ’s in two cases: the
first case where every coefficient a˜j of f − f˜ is equal to d(f , f˜ ), and the second case where there is a coefficient a˜µ of f − f˜
such that |a˜µ| < d(f , f˜ ). In Section 3.3, we summarize the computation method in an algorithm.
Remark 19. Using the computation method, we can decide if there is a polynomial in F having a zero belonging to D in the
case n = 1, f and e1 are linearly independent overR, D is not bounded, and the degrees of the polynomials in F are constant,
which is not treated in Theorem 15 and Remark 16. Note that only the first case occurs when n = 1.
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3.1. First case
We can write a nearest polynomial f˜ (x) as
f (x)+ d(f , f˜ )
n∑
j=1
σ˜jej(x) (σ˜j ∈ {±1 }).
Therefore, it is sufficient to solve the following 2n equations
f (x)+ t
n∑
j=1
σjej(x) = 0 (σj ∈ {±1 }), (3)
under the conditions that x ∈ C and t > 0, where we take all combinations of σj’s. Here, t is the distance between f (x)
and f (x) + t∑nj=1 σjej(x). Among the solutions, we take one such that t is minimal. If there is no solution satisfying these
conditions, there is no nearest polynomial of the form f (x)+∑nj=1 cjej(x) (cj ∈ R, |c1| = |c2| = · · · = |cn|) that has a zero
in D.
Solving (3) under the above conditions is equivalent to solving the following 2n−1 equations
f (x)+ t
(
e1(x)+
n∑
j=2
σjej(x)
)
= 0 (σj ∈ {±1 }), (4)
under the conditions that x ∈ C and t ∈ R, where we take all combinations of σj’s. A solution (x0, t0) of (3) corresponds to
the solution (x0, σ1t0) of
f (x)+ t
(
e1(x)+
n∑
j=2
σ1σjej(x)
)
= 0,
which is an equation in (4). Conversely, a solution (x0, t0) of (4) corresponds to the solution (x0, |t0|) of
f (x)+ t
(
e1(x)+
n∑
j=2
σjej(x)
)
= 0, if t0 > 0,
f (x)+ t
(
−e1(x)+
n∑
j=2
(−σjej(x))
)
= 0, if t0 < 0,
which are equations in (3). Note that Condition (1b) implies that t0 6= 0. Among the solutions of (4), we take one such that
|t| is minimal. Then, |t| is the minimal distance.
Each equation in (4) is of the form
f (x)+ tp(x) = 0, (5)
where p(x) ∈ R[x]. We explain how to solve (5) on Ck. Using the representation of Ck, Eq. (5) has a solution x ∈ Ck and t ∈ R
if and only if the equation
f (γk(s))+ tp(γk(s)) = 0 (6)
has a solution s ∈ Sk and t ∈ R. Eq. (6) is equivalent to the following system of equations:{
Re f (γk(s))+ t Re p(γk(s)) = 0,
Im f (γk(s))+ t Im p(γk(s)) = 0. (7)
For a polynomial g(x) ∈ C[x], we denote by g(x) the polynomial whose coefficients are the complex conjugates of the
coefficients of g(x). For a rational function h(x) = h1(x)/h2(x) (h1(x), h2(x) ∈ C[x]), we denote the rational function
h1(x)/h2(x) by h(x). For a real polynomial h, we have
Re h(γk(s)) = h(γk(s))+ h(γ k(s))2 ∈ R[s],
Im h(γk(s)) = h(γk(s))− h(γ k(s))2i ∈ R[s].
Therefore, regarding (7) as a system of equations with respect to a variable t , the coefficients of the equations are rational
functions in swith real coefficients.
Now let us write
u1(s) = Re f (γk(s)), u2(s) = Im f (γk(s)),
v1(s) = Re p(γk(s)), v2(s) = Im p(γk(s)),
φ(s) = u1(s)v2(s)− u2(s)v1(s).
Then, a necessary condition that the system of equations (7) has a solution at s = s0 is φ(s0) = 0.
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Hereafter, we write A ≡ B when A is identically equal to B. If v1(s) ≡ v2(s) ≡ 0, then (7) has no solution because
f (x) has no zero on Ck from Condition (1b). Thus, we consider the case where v1(s) 6≡ 0 or v2(s) 6≡ 0. Let ψ(s) be
−u1(s)/v1(s) if v1(s) 6≡ 0, and −u2(s)/v2(s) if v2(s) 6≡ 0. Then, t = ψ(s0) when (7) has a solution at s = s0. Note that
u1(s)/v1(s) = u2(s)/v2(s)when v1(s) 6≡ 0 and v2(s) 6≡ 0.
The candidates s’s satisfy φ(s) = 0. Therefore, when φ(s) 6≡ 0, there are only finitely many s’s in Sk satisfying φ(s) = 0.
When φ(s) ≡ 0, the procedure is as follows. If ψ(s) is constant, we can take any s ∈ Sk as a candidate. (It is enough to take
one s ∈ Sk.) Otherwise, the candidates are zeros of dψ(s)/ds and the endpoints of Sk. In every case, there are only finitely
many candidates s ∈ Sk.
3.2. Second case
In this subsection, we investigate the case where there exists µ such that |a˜µ| < d(f , f˜ ).
Since |a˜j| = d(f , f˜ ) for j 6= µ, we have
f˜ (x) = f (x)+
n∑
j=1
a˜jej(x) = f (x)+ a˜µeµ(x)+ d(f , f˜ )
∑
j6=µ
σjej(x),
where σj = 1 or−1. Therefore, it is sufficient to solve the following n · 2n−2 equations
f (x)+ tµeµ(x)+ t
∑
j6=µ
σjej(x) = 0 (8)
under the conditions that t , tµ ∈ R, |tµ| < |t|, and x ∈ C . Then, the distance between f and the polynomial in the left-hand
side of each equation in (8) is |t|. Among the solutions, we take one such that |t| is minimal. If there is no solution satisfying
these conditions, there is no nearest polynomial of the form f (x)+ cµeµ(x)+∑j6=µ cjej(x) that has a zero in D, where cj ∈ R
and |cµ| < |c1| = · · · = |cµ−1| = |cµ+1| = · · · = |cn|.
Eq. (8) is of the form
f (x)+ tµeµ(x)+ tqµ(x) = 0, (9)
where qµ(x) ∈ R[x]. Eq. (9) is equivalent to the system of equations{
tµ Re eµ(x)+ t Re qµ(x)+ Re f (x) = 0,
tµ Im eµ(x)+ t Im qµ(x)+ Im f (x) = 0. (10)
Take a zero ζ of f˜ (x) that lies on C . If the determinant∣∣∣∣Re eµ(x) Re qµ(x)Im eµ(x) Im qµ(x)
∣∣∣∣ (11)
is 0 at x = ζ , we can decrease |t| such that the inequality |tµ| < |t| and the equations in (10) hold. This contradicts the
assumption that f˜ is a nearest polynomial. Therefore, (11) is not 0 at x = ζ and we obtain
tµ =
−
∣∣∣∣Re f (x) Re qµ(x)Im f (x) Im qµ(x)
∣∣∣∣∣∣∣∣Re eµ(x) Re qµ(x)Im eµ(x) Im qµ(x)
∣∣∣∣ , t =
−
∣∣∣∣Re eµ(x) Re f (x)Im eµ(x) Im f (x)
∣∣∣∣∣∣∣∣Re eµ(x) Re qµ(x)Im eµ(x) Im qµ(x)
∣∣∣∣ ,
in a neighborhood U of ζ in which (11) is not 0. Hence, we can write tµ and t as functions of x, that is, tµ(x) and t(x). Then,
|t(x)| has a minimum at x = ζ in U ∩ C . If this is not so, by moving ξ on C from ζ , we can decrease |t(ξ)| such that the
inequality |tµ(ξ)| < |t(ξ)| holds and we obtain a polynomial g(x) = f (x) +∑nj=1 bjej(x) (bj ∈ R) such that g(ξ) = 0 and
d(f , g) < d(f , f˜ ). This is a contradiction.
Therefore, on Ck,∣∣∣∣Re eµ(γk(s)) Re qµ(γk(s))Im eµ(γk(s)) Im qµ(γk(s))
∣∣∣∣ 6= 0
and we obtain
tµ(γk(s)) =
−
∣∣∣∣Re f (γk(s)) Re qµ(γk(s))Im f (γk(s)) Im qµ(γk(s))
∣∣∣∣∣∣∣∣Re eµ(γk(s)) Re qµ(γk(s))Im eµ(γk(s)) Im qµ(γk(s))
∣∣∣∣ , (12)
t(γk(s)) =
−
∣∣∣∣Re eµ(γk(s)) Re f (γk(s))Im eµ(γk(s)) Im f (γk(s))
∣∣∣∣∣∣∣∣Re eµ(γk(s)) Re qµ(γk(s))Im eµ(γk(s)) Im qµ(γk(s))
∣∣∣∣ . (13)
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When t(γk(s)) is a constant c , the candidate polynomials satisfy |tµ(s)| < |c|. We can take any s ∈ Sk as a candidate. (It is
enough to take one s ∈ Sk.)
When t(γk(s)) is not constant and |t(γk(s))| is minimal at s = s0, s0 is a zero of
d
ds
t(γk(s)) (14)
or s0 is one of the endpoints of Sk. Since (14) is a rational function of s with rational coefficients, we can compute the zeros
of the numerator of (14) in Sk, the number of which is finite. That is, there are only finitely many candidates s’s in Sk.
3.3. Algorithm
Here, we summarize the computation method in the following algorithm.
Algorithm 1.
Input: f , e1, e2, . . . , en ∈ Q[x], a closed complex domain D, and its boundary C satisfying Conditions 1, 8 and 17.
Output: (d(f , f˜ ), f˜ ) if a nearest polynomial f˜ exists, (∞, 1) otherwise.
(1) Let k = 1.
If 0 ∈ F , let (T , P) = (d(f , 0), 0).
Otherwise let (T , P) = (∞, 1).
(2) Letu1(s) = Re f (γk(s)) andu2(s) = Im f (γk(s)). Carry out the followingprocedure for each p(x) ∈ { e1(x)+∑nj=2 σjej(x) |
σj = ±1 }.
(a) Let v1(s) = Re p(γk(s)) and v2(s) = Im p(γk(s)).
If v1(s) ≡ v2(s) ≡ 0, go to Step 3.
Otherwise, let φ(s) = u1(s)v2(s)− u2(s)v1(s).
If v1(s) 6≡ 0, let ψ(s) = −u1(s)/v1(s).
Otherwise, let ψ(s) = −u2(s)/v2(s).
(b) If φ(s) 6≡ 0, let X = { s ∈ Sk | φ(s) = 0 }.
If φ(s) ≡ 0 and ψ is not constant, let
X =
{
s ∈ Sk
∣∣∣∣ ddsψ(s) = 0
}
∪ (Sk ∩ { inf Sk, sup Sk }).
If φ(s) ≡ 0 and ψ(s) is constant, let s ∈ Sk be an arbitrary point and X = { s }.
(c) For each s ∈ X , compute t = ψ(s). (Omit s such that the denominator of ψ(s) is equal to 0.) Take t such that |t| is
minimum and denote it as t0.
If |t0| < T , replace (T , P) by (|t0|, f (x)+ t0p(x)).
(3) Carry out the following procedure for each µ ∈ { 1, 2, . . . , n } and qµ(x) ∈ {∑j6=µ σjej(x) | σj = ±1 }.
(a) Compute tµ(γk(s)) (Eq. (12)) and t(γk(s)) (Eq. (13)).
(b) If t(γk(s)) is not constant, let
X =
{
s ∈ Sk
∣∣∣∣ dds t(γk(s)) = 0
}
∪ (Sk ∩ { inf Sk, sup Sk }).
If t(γk(s)) is constant, take any s ∈ Sk such that |tµ(s)| < |t(γk(s))| and let X = { s }.
(c) For each s ∈ X , compute tµ(γk(s)) and t(γk(s)). Take s0 such that |t(γk(s))| attains minimum at s = s0 in
{ s ∈ X | |tµ(γk(s))| < |t(γk(s))| }.
If |t(γk(s0))| < T , replace (T , P) by
(|t(γk(s0))|, f (x)+ tµ(γk(s0))eµ(x)+ t(γk(s0))qµ(x)).
(4) If k = K , return (T , P) and terminate.
Otherwise, increment k by 1 and go to Step 2.
The overall number of the systems of equations to be solved is K · 2n−1 in Step 2 (the first case) and Kn · 2n−2 in Step 3 (the
second case). Therefore, the computational complexity1 in finding a nearest polynomial is 2n times a polynomial in n.
4. Example
Consider the following example.
Example 20. Let f (x) = x2 + 2, e1(x) = x, e2(x) = 1, and D be the closed unit disk whose boundary C is the disjoint union
of C1 = { 1 } and C2 = C \ { 1 }, where C2 is represented by γ2 : R 3 s 7→ (s − i)/(s + i) ∈ C2. Find a nearest polynomial
f˜ (x) = f (x)+ a˜1e1(x)+ a˜2e2(x) (a˜1, a˜2 ∈ R) that has a zero in D.
Note that 0 6∈ F = { f (x)+ c1e1(x)+ c2e2(x) | c1, c2 ∈ R }.
1 The computational complexity might be reduced. After submitting the first version of this paper, the author obtained an idea on this point [18].
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First, we examine polynomials that have a zero at 1. In this case, it is clear that the nearest polynomial to f is g1(x) =
x2 − 3/2 · x+ 1/2 with d(f , g1) = 3/2.
Next, we examine polynomials that have a zero on C2. Eq. (4) has two cases. The first case is equivalent to one of the
following equations:
(x2 + 2)+ t(x+ 1) = 0, (15)
(x2 + 2)+ t(x− 1) = 0. (16)
Using the representation of C2, Eq. (15) is equivalent to the system of equations
3s4 − 2s2 + 3
(s2 + 1)2 +
2s2
s2 + 1 t = 0,
−4s3 + 4s
(s2 + 1)2 −
2s
s2 + 1 t = 0.
Since v1(s) = 2s2/(s2 + 1) 6≡ 0, we have
φ(s) = 2s
3 − 6s
(s2 + 1)2 , ψ(s) = −
3s4 − 2s2 + 3
2s2(s2 + 1) .
Thus, φ 6≡ 0 and X = { 0,±√3 }. We do not carry out the computation for 0 ∈ X because the denominator of ψ(s) is
0 when s = 0. For s = ±√3, we have t = ψ(s) = −1 and the corresponding polynomial is g2(x) = x2 − x + 1 with
d(f , g2) = 1 < 3/2 = d(f , g1).
A similar computation for (16) gives t = 1. Therefore, there is no polynomial g ∈ F such that g is of the form (16) and
d(f , g) < d(f , g2).
In the second case, we have to consider the equations
x2 + 2+ t1x+ t = 0, (17)
x2 + 2+ t2 + tx = 0. (18)
For (17), we have t1(γ2(s)) = (−2s2 + 2)/(s2 + 1) and t(γ2(s)) = −1. Thus, there is no polynomial g ∈ F such that g is of
the form (17) and d(f , g) < d(f , g2).
For (18), we have t2(γ2(s)) = −1 and t(γ2(s)) = (−2s2 + 2)/(s2 + 1). Thus, there is no polynomial g ∈ F such that g is
of the form (17) and d(f , g) < d(f , g2).
Therefore, g2(x) = x2 − x+ 1 is a nearest polynomial with d(f , g2) = 1.
Remark 21. If a polynomial g(x) = x2 + b1x+ b2 (b1, b2 ∈ R) of degree 2 has a zero on the unit circle, then one of the two
zeros is at±1 or both zeros are imaginary numbers and on the unit circle. In the former case, we have 1± b1 + b2 = 0. In
the latter case, we have b2 = 1 and −2 < b1 < 2. Since d(f , g) = max{ |b1|, |b2 − 2| }, we can conclude that the nearest
polynomials are h(x) = x2+ b1x+ 1 (−1 ≤ b1 ≤ 1) with d(f , h) = 1. That is, there are infinitely many nearest polynomials
in this example.
5. Conclusion
For a given real univariate polynomial f and a prescribed closed complex domain Dwhose boundary is represented by a
piecewise rational function, we proposed a rigorous method for finding a real univariate polynomial f˜ such that f˜ has a zero
in D and ‖f − f˜ ‖∞ is minimal. Using numeric computations for enhancing efficiency is one of our future research directions.
Another direction is to consider the case of complex coefficients.
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