For nonlinear random operator equations where the distributions of the stochastic inputs are approximated by sequences of random variables converging in distribution and where the underlying deterministic equations are simultaneously approximated, we prove a result about tightness and convergence in distribution of the approximate solutions. We apply our result to a random differential equation under Peano conditions and to a random Hammerstein integral equation and its quadrature approximations.
APPROXIMATE SOLUTIONS OF NONLINEAR RANDOM OPERATOR EQUATIONS: CONVERGENCE IN DISTRIBUTION HEINZ W. ENGL AND WERNER ROMISCH
For nonlinear random operator equations where the distributions of the stochastic inputs are approximated by sequences of random variables converging in distribution and where the underlying deterministic equations are simultaneously approximated, we prove a result about tightness and convergence in distribution of the approximate solutions. We apply our result to a random differential equation under Peano conditions and to a random Hammerstein integral equation and its quadrature approximations.
1. Introduction. In [15] , we developed a theory of convergence of approximate solutions of random operator equations using concepts like consistency, stability, and compactness in sets of measurable functions. The results of that paper are valid for rather general notions of convergence including almost-sure convergence and convergence in probability, but excluding convergence in distribution. Of course, all the results in [15] that guarantee e.g. almost-sure convergence of approximate solutions imply their convergence in distribution. However, an adequate theory for convergence in distribution should also use weaker assumptions on the way the "stochastic inputs" (operator, right-hand side) are approximated that do not imply e.g. almost-sure convergence of the "stochastic outputs" (approximate solutions). It is shown in the concluding remarks of [15] that it is not possible to carry over the theory developed there to the case of convergence in distribution in a straightforward way.
In this paper, we prove a result about convergence in distribution of approximate solutions of random operator equations in fixed-point form; the conditions needed are such that they do not imply stronger modes of convergence for the approximate solutions: The stochastic quantities entering into the equation are approximated with respect to convergence in distribution only. Note that convergence in distribution is often sufficient for approximating statistical characteristics of the solution, since if (x n ) converges to x in distribution, then (E(f(x n ))) -> E(f(x)) for all bounded continuous real functions /, where E denotes the expected value (see [6, p. 23] ).
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It is no surprise that our main tool is Prohorov's Theorem, by which we prove weak compactness of the set containing the distributions of the approximate solutions. This is also the aim of [5] , but for equations that are stochastic only in the right-hand side. We allow also the operator to be random. This random operator is approximated twofold: The underlying deterministic operator is approximated by other deterministic operators, the conditions required are standard and can be verified in concrete cases; the random variable entering into the operator is approximated by a sequence of random variables converging in distribution. The abstract results are applied to a random ordinary differential equation (under Peano conditions) and to a Hammerstein integral equation with random kernel; in the latter example, the integral is approximated by a quadrature rule and simultaneously, the random kernel is approximated with respect to convergence in distribution.
Our approximate solutions are always constructed in such a way that they are almost surely solutions ("random solutions", see Definition 2.2) of the equations resulting from the described approximations of the original random equation; however, because of the nature of convergence in distribution we cannot expect to obtain as limits in distribution a solution of the original equation in the almost-sure sense. Instead, we obtain a random variable with the property that if we insert it into both sides of the equation we obtain the same distribution. The stochastic inputs of the original equation have to be assumed to be fixed not as random variables, but only as distributions of random variables on a fixed probability space. This leads to the concept of a "D-solution" which is related to Ershov's concept of a solution of a stochastic equation ( [17] ).
For an overview about approximation methods for random equations see e.g. [3], [4] , [15] . A paper that does not directly treat this problem but will prove relevant for this area since it is concerned with convergence in distribution of measurable multifunctions is [26].
2. The convergence result Throughout this section, let (Ω, si\ P) be a probability space, Z be a Polish space, Xbe a separable Banach space and Γ, Γ n (n G N) be mappings from Z X X into X that are measurable from the Borel-σ-algebra on Z X X to that on X. See below for the relevance of the last assumption. Furthermore, let z: Ω -> Z and y: Ω -> X be measurable with respect to the Borel-σ-algebras on Z and X, respectively. We will be concerned with the equation (2.1) *(«)= T(z(ω),x(ω))+y(ω) (ω e Ω)
for the unknown x: Ω -> X and its approximations (2.2) *"(«) = T n (z n (ω), x») + y n (ω) (ω e β, n e N), where the random variables (z n ) and (y n ) converge in distribution to z and j>, respectively; the (T n ) will be required to converge to Tin a suitable way. Note that T and T n are deterministic operators; the conditions needed about the way that the (T n ) approximate T stem from purely deterministic operator approximation theory. The randomness enters through the parameter z, which is a random variable and approximated by (z n ) independently of the approximation of the operator. Thus, by restricting our interest to random equations of the form (2.1) we are able to perform the two relevant approximation processes simultaneously: the "stochastic" approximation of the "randomness" of the equation (namely of z and y or actually of their distributions) and the deterministic (numerical) approximation of the operator. Tins can be seen in a concrete fashion in the second example to be presented in §3.
Of course, it is a mathematical restriction to consider (2.1) instead of an equation of the type
where A is a random operator with possibly stochastic domain (see e.g.
[15, Def. 1.2]). In (2.1) we require that the randomness can be modeled via the Polish space Z; however, we believe that for many applications this is not too severe a restriction (cf. the examples in §3).
Note that since T and T n were assumed to be jointly measurable, the operators (ω, JC) -> Γ(z(ω), x) and (ω, x) -> T n (z n (ω) 9 x) are random operators. The assumption of joint measurability is fulfilled e.g. if T and T n are continuous in the first variable (which the T n will be assumed to be anyway) and measurable in the second variable. Moreover, in our main result we will require that (T n ) converges continuously to T 9 which implies even the joint continuity of T (see [2, Theorem 3 .1]). Thus, in view of the additional assumptions made below, all we actually have to postulate in order to ensure the joint measurability of T n and Γis that x -> T n (z 9 x) is measurable for all z e X and n e N, which is not severe. If (z ) is a sequence of S-valued random variables, we say that (z n )
for all continuous bounded real-valued functions/on S; (z n ) will be called "tight" iff (D(z n )) is a tight sequence of probability measures, i.e., for all ε > 0 there is a compact set K ε c S such that D(z n )(K ε ) > 1 -ε holds for all n <ΞN. For characterizations and properties of convergence in distribution and tightness see e.g. [6] , [23] , [24] . DEFINITION 2.2. A map x: Ω -> Xis said to be a "random solution" of (2.1) if (2.1) holds almost surely and x is measurable. We call x a "Z>-solution" of (2.1) if x is measurable and there exist measurable maps y: Ω -» Xand z: Ω -> Z with Z)(z) = D(z) and Z>( j) = D{y) such that (2.4) />(*) = D(Γ(z,x)+j?) holds. REMARK 2.3. As far as existence of random solutions of (2.1) and more general equations is concerned, there exists a well-developed literature; see e.g. [13] , [14] , [19] , [22] , and the references quoted there. For a recent addition to this literature that demonstrates the world-wide interest in this subject see [10] .
The concept of a "Z>-solution" we introduce here needs some explanation. First, note that in this concept of solutions, (2.1) is not required to hold almost surely; we require only that both sides of (2.1) have the same distribution. Identically, for the right-hand side of (2.4) to be well-defined we need the measurability of ω -> T(z(ω), x(ω)) 4-y(ω), which follows from the assumptions in the following way: z and x were assumed to be measurable with respect to the Borel-σ-algebras on Z and X, so that (z, x) is measurable with respect to their product, which is the Borel-σ-algebra on Z X ^(see [23, Theorem I.I.10] ). Since T was assumed to be measurable with respect to the latter σ-algebra and y is assumed to be measurable,
Note that we also permit that the stochastic inputs z and y are changed in such a way that their distributions remain unchanged. Note that if D{z) = D(z), then T(z, x) and Γ(z, JC) need not have the same distribution (see [15, §5] ). As we will show below, we actually have to permit this change in the stochastic inputs; a counterexample will show that the approximations we construct will in general not converge to an x with the property
This is in our opinion not a drawback, but seems to be inevitable. Since
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we choose (z n ) such that (z n ) -> z, we have by definition (z n ) -> z for all z with D(z) = D(z). Since, however, Γ(z, x) and T(z 9 x) need not have the same distribution, we should not even expect that our limit x solves (2.5), but only (2.4) for suitable z, y. The original z, y are in no way distinguished from any other random variables with the same distributions. Thus we can conclude that if we use the concept of a Z)-solution, we can look at (2.1) in the following way: Given are distributions ^and ^on Z and X, respectively. We look for random variables z, y, and x such that z and y have the given distributions 2? and ^, respectively, and such that (2.4) holds. This is achieved by approximating 3£ and 9 by random variables (z π ) and (y n ) converging in distribution and by calculating random solutions (x n ) of the resulting equations (2.2). It will be shown in the proof of Theorem 2.11 that (z n , x n , y n ) has a subsequence converging (jointly) in distribution toaZxlX Jf-valued random variable (z, x 9 y), whose components will be such that (2.4) is fulfilled.
Thus, J9-solutions appear as limits (with respect to convergence in distribution) of random solutions, which would also justify the use of the term "weak solution", which is used in a similar context for stochastic differential equations (see e.g. [18, p. 357 
ff.]).
Note that as a by-product, we will obtain a sufficient condition for existence of a D-solution of (2.1). The concept of a D-solution reminds somewhat of Ershov's notion of a solution of a stochastic equation ( [17] ), since also he assumes only that the distribution of the data (there: right-hand side, here: z and y) is known and he looks for a random variable defined on some probability space that, when inserted into a given operator, results in a random variable with this given distribution. For further discussion of the concept of a D-solution and an alternative way of defining this concept using the joint distribution of (z, x) see Remark 2.15; we postpone this discussion since it is closely related with a possible alternative to Theorem 2.11.
Since our equations are all defined on a fixed probability space, the following recent result has to be used below: DEFINITION 2.5. We call a sequence (x n ) of X-valued random variables "Z>-bounded" iff for all ε > 0, there is a bounded Borel set C ε Q X such that D(x n )(C ε ) > 1 -ε holds for all n G N.
Note that if (x n ) is tight, then (x n ) is /Abounded, so that D-boundedness is necessary for convergence in distribution. We will give conditions under which the D-boundedness of a sequence of solutions of (2.2) is sufficient for tightness or even convergence in distribution. DEFINITION ) ; however, Lemma 2.8 implies then together with Prohorov's Theorem (see [24] , [6] ) that each subsequence of (z n , x n ) has another subsequence whose distributions converge weakly. Although thesd weak limits are distributions of Z X ^-valued random variables on (Ω, J^, P) because of Lemma 2.4, they need not coincide with the distribution of (z, x). This is the technical reason for the need to permit z (and y) to be changed to random variables with the same distribution in the concept of a D-solution.
We now define the deterministic notion of convergence that will be used to describe how the deterministic problems underlying (2.2) should approximate (2.1): DEFINITION 2.9. Let T and (T n ) be as above. (T n ) "converges continuously to T" (symbol: (T n ) Λ T) iff for all (z, x) ε Z X X and all sequences ((z n , x n )) in Z X JTconverging to (z, x), (T n (z n , x n )) -> Γ(z, x) holds.
For the relevance of continuous convergence in deterministic approximation theory for operator equations and its relations to other concepts see e.g. [2] . Note that if (T n ) converges pointwise to T and (71) is equicontinuous (jointly in both variables), then (ΓJ -^ T. If (T n ) -> Γ, then obviously each subsequence (T nk ) converges continuously to Γ. Proof. Since T and T n are by assumption measurable, (T n (v n )) and 
Then for every subsequence (x n/ ) of (x n ) (especially for (x n ) itself) there exists an X-valued random variable x which is a D-solution of (2.1) and

D for which (x nk ) -> x holds for a suitable subsequence (x Hk ) of(x nk ). If furthermore all D-solutions of (2.1) have the same distribution, then (D(x n )) converges weakly to this distribution.
Proof, (a) Let ε > 0 be arbitrary, but fixed. Because of the tightness of (z n ) and (y n ) there exist compact sets K x Q Z and K 2 c X such that for all n e N (2.12)
hold. Because of (2.10), there exists a bounded C c X with
Let K 3 := U^N^^ X C). Because of (2.8), (2.7) holds, while (2.9) implies (2.6) (both with K = K λ ). Thus it follows from Lemma 2.7 that K 3 is compact. Therefore also K:= K 3 + K 2 is compact. Let «eN be arbitrary, but fixed and define A, := ί ίo ί Because of (2.12), (2.13), and (2.14) we have (2.15) P{A,)<^ for/ e {1,2,3}.
Let A 4 := {ω e Ω|jt w (ω) £ #}, JV e j^with P{N) = 0 be such that for all ω e Ω \ΛΓ, x n (ω) = Γ π (z n (ω), x M (ω)) + j w (ω) holds; such an N exists, since x n is a random solution of (2.2). Now let
Then z n (ω) e ^^(ω) e # 2 , and x π (ω) e C, so that Since n e N was arbitrary, this means (2.18) /)(*")(*:) > 1 -ε foraU/ίEN.
Since ε > 0 was arbitrary and K (which depends on ε) is compact, (2.18)
and (j n ) are tight by Prohorov's Theorem. Thus it follows from (a) that (x n ) is also tight. Therefore we obtain from Prohorov's Theorem that each subsequence of (D(x n )) has another subsequence that converges weakly to some probability measure Si on X. Because of Lemma 2.4, there is an X-valued random variable x on (Ω, s/, P) with D(x) = 2). We now show that if some subsequence (x nk ) of (x n ) converges in distribution to x, then there is an X-valued random variable x with D(x) = D(x) (so that (x Λk ) converges also to x in distribution) that is a D-solution of (2.1). In doing this we also construct z and y as needed in (2.4). Since the assumptions of the Theorem are also fulfilled for (T ), (z ), (y ), (x n ), we may assume without loss of
Because of Lemma 2.8, the sequence ((z π , x n9 y n )) is tight. By Prohorov's Theorem and Lemma 2.4, there exists a subsequence ((z , x nk , y nk )) converging to a Z X X X X-valued random variable We have 2)(z) = D(z). Let Γ: ZXl-^Ibe defined by T(a, x) = JC and Γ(6, Λ:) = 1 for all x e X and let Γ n = Γ for all n e N. For /i e N, let z rt = z and x w : Ω -> X be defined by x n (ω 2 ) = 0, x n (ω 1 ) = x n (ω 3 ) = x π (ω 4 ) = x n (ω 5 ) = 1. Then for all ω e Ω and π e N, Γ n (z Λ (ω), x n (ω)) = x π (ω). It is easy to check that (2.8), (2.9), (2.10), and (2.11) are fulfilled. , x) ). This example shows that in the definition of a Z>-solution, it was actually necessary to introduce z (and j>) as discussed in Remark 2.3. In other words, the whole approximation process described in Theorem 2.11 works only if (2.1) is understood in such a way that only the distributions of z and y, not their actual realizations as random variables, matter. We feel that this is appropriate if one works with convergence in distribution. , which is a result analogous to [15, Theorem 2.11] for the special case of random fixed point problems, but for convergence in distribution which was excluded in [15] .
(K) = D(T(z 9 x))(] -1,1[), this contradicts (2.23). Thus, no subsequence (x n/ ) converges in distribution to an x that fulfills D(x) = D(T(z
Part (b) of Theorem 2.11 can be viewed as a "closedness result" with respect to convergence in distribution (cf. [15, Definition 2.8 b]): It is shown that each subsequence of solutions of the approximate equations has a subsequence that converges in distribution to a D-solution. As a by-product, Theorem 2.11 b contains an existence result for Z>-solutions of (2.1). The key ingredients for the proof of this part are our Lemmata 2.4, 2.8, 2.10, and assumption (2.11). Incidentally, (2.11) could be replaced by the assumption that Γis continuous and (T n ) converges to Tuniformly on compact sets, since then the conclusions of Lemma 2.10 still hold (see [6, p. 34 
]).
We feel that the (deterministic) assumptions (2.8), (2.9), and (2.11) can be checked in concrete situations, as can be seen in the examples of §3. As far as assumption (2.10) is concerned, it has been mentioned already that it is necessary for the tightness of (D(x n )); this assumption is comparable to the use of a priori bounds when using fixed point methods for obtaining solutions of nonlinear equations. In the examples of §3, we will be able to verify (2.10). In the first of these examples, this is done by using GronwalΓs inequality. For other kinds of equations, more general differential and integral inequalities could be used (see e.g. [29] ). In Theorem 2.11, we obtained convergence in distribution of (x n ) (not only of a subsequence) under a (as we think, rather restrictive) uniqueness condition. Note that in the case X = C[0,1] convergence of (x n ) in distribution can also be concluded without the uniqueness condition if for some reason one knows that all finite-dimensional distributions of (x n ) converge weakly. To conclude the weak convergence of (D(x n )) one needs the tightness, which can be concluded from Theorem 2.11 a. A related approach to obtain convergence in distribution of (x n ) for arbitrary (separable) X follows from [8, Theorem 2.21]: If (f(x n )) converges in distribution for all / in the linear hull of a total subset of X* and if (D(x n )) is tight (which is obtained from Theorem 2.11 a), then (x n ) converges in distribution.
The result of Theorem 2.11 a is also relevant for obtaining stronger modes of convergence for (x M ). We call a sequence of random variables "compact" with respect to a mode of convergence if each of its subsequences contains another subsequence that converges to a random variable in this mode of convergence. We call a subset F of X* "total" iff f(x) = 0 for all/ Ξ X* implies x = 0. Note that since Xis separable, X* has a countable total subset ([8, Theorem 1.2.1]). PROPOSITION 2.14. Let F be a countable total subset of X*, (x n ) be X-υalued random variables on (Ω, J^, P). Then:
(
a) (Buldygin) (x n ) converges in probability if and only if (D(x n )) is tight and(f(x n )) converges in probability for eachf^ F. (b) (x n ) is compact with respect to convergence in probability (equivalently: with respect to almost-sure convergence) if and only if(D(x n )) is tight and (/(*")) is compact with respect to convergence in probability for each
Proof, (a) [8, Theorem 2.4 .1]; cf. also [9, Theorem 7] . (b) The "if'-part of the statement is the nontrivial part. Let F = {/i> Λ> Λί •}• Because of (a), it suffices to show that each subsequence (x n/c ) of (x n ) has a further subsequence {x Άk ) such that (fi(x nk )) converges in probability for all i e N. For simplicity we write (x k ) for (x n/ ) Let N x be a set of indices such that (fι(x k )\k e N x ) converges in probability; assume for j e N that N l9 ... 9 Nj are defined and define (by induction) N j+1 c ΛΓ as a set of indices such that (f j+ ι(x k )\k e N j+1 ) converges in probability. By assumption, all Nj are infinite subsets of N. Thus we can construct a set K = {k l9 k 2 , k 3 ,...} c N with k λ < k 2 < k 3 < and kj e N y for all j e N. Since N τ 2 N 2 D N 3 D , we have that (fi(x k )\k e K) converges in probability for all i e N. This concludes the proof. D One can combine Proposition 2.14 with Theorem 2.11 in the following way: Under the conditions of Theorem 2.11 a, one obtains the tightness of (D(x n )); if from other considerations one obtains convergence or compactness of (f(x n )) for all/ e F(F c X* total and countable) with respect to convergence in probability, one can conclude from Proposition 2.14 that (x n ) converges or is compact with respect to convergence in probability. If X = C[0,1], one can take as i% e.g., the set of evaluation functional on a countable dense set of points in [0,1]. The question is how to obtain compactness in probability of all (f(x n )); a necessary and sufficient condition for compactness in probability for real-valued random variables in [21] does not look much simpler than the sufficient condition of [15, Theorem 4.9] that could be applied to (x n ) directly. It will be reasonable to assume that (z n ) and {y n ) converge in probability if one wants (x n ) to converge in probability. But except for special cases of linear operators T n (independent of z), where one can use the adjoint, it seems not to be easy to conclude the convergence in probability of all (f(x n )), (/ef as above) from that of (y n ) Nevertheless, it seems to be worthwhile to investigate these ideas of combining Theorem 2.11 a with Proposition 2.14 further, since one would then (under natural hypotheses) obtain a random solution (not only a D-solution) of (2.1) in the limit and also since it seems not to be easy to apply the results about convergence in probability derived from [15, Theorem 4.13] to concrete equations. , y n ) ) -> (z, y) 9 \ which is a stronger requirement (unless z and y and for all n e N, z n and y n are independent). Thus, by strengthening the convergence requirements of the stochastic inputs from separate convergence in distribution to convergence of the joint distributions we obtain as a limit a stronger type of solution. This holds true also for all conclusions drawn from Theorem 2.11 b in this paper. A conceptual reason for treating z and y separately was the example of §3.1, where these two random variables play two different roles, namely the roles of a random right-hand side and a random initial condition for a differential equation, respectively. It follows from the remarks made D above that if instead of (3.3) and (3.4) one requires ((z w , x Qn )) -» (z, x 0 ) there, then one obtains a 2) y -solution of (3.2).
Also, it follows from these remarks that if z can be decomposed in some natural way into random variables z λ and z 2 and if both are approximated (with respect to convergence in distribution) separately, then one obtains a result analogous to Theorem 2.11 with the only difference that one has to change the concept of solution in such a way that changes in z have to be permitted that preserve the distributions of z λ and z 2 , but not necessarily that of z. Thus, many variants of Theorem 2.11 are possible, where a change in the convergence requirements for (z Λ ) (and (y n )) has to be compensated by a corresponding change in the concept of solution. Which of these variants one uses has to be determined by a decision which distributions of the stochastic inputs (joint or certain marginal distributions) are available for the problem and which distributions one is able to approximate.
As a last remark in this context we note that in our form of Theorem 2.11, the only reason we needed X to be a Banach space was to make the addition of y possible. If there is no y 9 X could as well just be a Polish space.
3. Applications to random integral and differential equations. In this Section, we outline two types of problems for which Theorem 2.11 is applicable: a random differential equation (under Peano conditions) and a random Hammerstein integral equation. In the first example, we approximate only the stochastic inputs, while in the second example we also approximate the integral operator via quadrature formulas.
Our aim is to show that the conditions of Theorem 2.11 are fulfilled. We assume that the approximate problems have random solutions, which can be proven under suitable (deterministic) conditions on the functions determining the equations along the lines of [13, §6] ; there is no need to give details about this here. where ω e Ω, or equivalently (Of course we could require only that (x On ) and (z n ) are tight and apply Theorem 2.11 a.) See [6] and [18] for conditions for convergence in distribution and tightness in spaces of continuous functions. Note that it follows e.g. from Note that it follows from [12] and [27] that random differential equations like (3.1) are also relevant for obtaining Stratonovich solutions of stochastic differential equations. Now, let for each n e N, x n be a random solution of 
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We show that Theorem 2.11 is applicable. Let C Q Xbε bounded, x e C arbitrary. By standard arguments one shows that for fixed z e Z, Γ(z, C) is uniformly bounded and equicontinuous, thus by the Arzela-Ascoli Theorem relatively compact. This shows that (2. 
By an analogous argument one shows that T is jointly continuous. Hence holds. We show that this implies (2.10). Let ε > 0 be arbitrary, but fixed. Because of (3.3), there is an a ε > 0 such that with A ln := {ω e Ω| |x o «( ω )l < a ε } we have P(^l n ) > 1 -ε/2 for all «GN. Because of (3.4), there is a compact set K ε Q Z such that with A 2n := {ω e S2|z π (co) e ^ε} we have P(^2 rt ) > 1 -ε/2 for all π e N. Let n e N be arbitrary, but fixed and co e ^l n n ^2 n . Then for all j G [0,1], g(s, z π (ω, J)) e g([0,1] X i^ε); this implies the existence of a b ε > 0 (independent of «) with sup{ g(j, z π (ω, s))\s e [0,1]} < Z? ε . Thus because of (3.7), (3.8) lk(«)N holds for all n e N and ω Ξ A ln Π A 2n , where x n is a random solution of (3.5).
Since P(A ln Π A 2n ) > 1 -ε and ε > 0 was arbitrary, (3.8) implies that (2.10) holds.
We have shown that under the condition (3.6) all assumptions of Theorem 2.11 are fulfilled. Thus the conclusions of that Theorem hold, which implies that there is a subsequence of (x n ) that converges in distribution to a Z)-solution of (3.2).
Results about almost-sure convergence of approximate solutions of random differential equations can be found in [25] . Let Cclbe bounded; as above, one can see that with a suitable constant c depending at most on C we have \\T n (z 9 x) -T n (z, x)\\ < c \\z -z\\ for all n e N, x e C and arbitrary z,z^Z.
This implies that (2.9) holds.
To show that (2.11) holds, we proceed in two steps. Let (z, x) ^ Z X X and ((z rt , x n )) be a sequence in Z X X with ((z w , x n )) -> (z, x). We first show that (3.14)
Urn \\T n (z n ,x n )-T n {z,x)\\=0.
n-+oo
Since (x n ) is bounded and/is continuous, we can conclude as above from Because of (3.11), the linear functional (E n ) tend to 0 pointwise and hence uniformly on compact sets (see e.g. Note that so far we used only the continuity of/, not its boundedness. We need this only to show that (2.10) holds; if this is known for some other reason, the boundedness of/is not needed.
Let (3.9) hold and *" be a random solution of (3.13) for all n e N, i.e., x n (ω) = T n (z n (ω), x n (ω)) almost surely. Then •sup holds, which implies together with (3.12), the boundedness of / and the tightness (and hence the D-boundedness) of (z n ) that (2.10) holds.
Thus, Theorem 2.11 is applicable and we especially obtain that (x n ) contains a subsequence that converges in distribution to a Z>-solution of (3.10).
Of course, one could add a random variable y on the right-hand side of (3.10) and y n on the right-hand sides of (3.13) with (y n ) -> y; the conclusions of Theorem 2.11 would still hold.
By similar arguments, one could also apply Theorem 2.11 to fully nonlinear random integral equations of the type = ί l f(z(ω 9 t 9 s) 9 x(s))ds+y(ω 9 t), also in other function spaces. Also, for the deterministic approximation process one could use not only quadrature rules, but also collocation, Galerkin-type methods and combinations.
Note that the second example presented in this section provides a theoretical basis for investigations of the kind performed in [11] (where only linear random integral equations are treated).
Finally, we remark that with methods similar to those used in the second example, it should be possible to incorporate also into the first example a deterministic approximation procedure for the underlying deterministic initial value problem.
