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Abstract Determining process-structure-property linkages is one of the key objectives in material sci-
ence, and uncertainty quantification plays a critical role in understanding both process-structure and
structure-property linkages. In this work, we seek to learn a distribution of microstructure parameters
that are consistent in the sense that the forward propagation of this distribution through a crystal
plasticity finite element model (CPFEM) matches a target distribution on materials properties. This
stochastic inversion formulation infers a distribution of acceptable/consistent microstructures, as op-
posed to a deterministic solution, which expands the range of feasible designs in a probabilistic manner.
To solve this stochastic inverse problem, we employ a recently developed uncertainty quantification (UQ)
framework based on push-forward probability measures, which combines techniques from measure theory
and Bayes’ rule to define a unique and numerically stable solution. This approach requires making an
initial prediction using an initial guess for the distribution on model inputs and solving a stochastic
forward problem. To reduce the computational burden in solving both stochastic forward and stochastic
inverse problems, we combine this approach with a machine learning (ML) Bayesian regression model
based on Gaussian processes and demonstrate the proposed methodology on two representative case
studies in structure-property linkages.
Keywords structure-property ¨ crystal plasticity ¨ Gaussian process ¨ ICME ¨ machine learning ¨
data-consistent inversion ¨ uncertainty quantification ¨ materials design
1 Introduction
Discovering, designing, developing and manufacturing advanced materials through the process-structure-
property relationship is one of the grand challenge problems in materials science [44]. Such problems
are typically challenging to rigorously solve due to the stochastic nature of microstructures, the high-
dimensionality of feature spaces and/or observational data, the multiscale and time-dependent behavior
of materials, and the scarcity of informative data. However, the potential benefits for science and society
are irrefutable. To accelerate materials design and development, multiple integrated computation mate-
rials engineering (ICME) models have been proposed and developed over the last few decades to predict
materials behaviors in practical settings. Uncertainty quantification (UQ) plays a key role in establish-
ing process-structure-property relationships due to the natural randomness of microstructure, measure-
ment and model-form errors and parametric uncertainty in ICME models. Many, but certainly not all,
high-fidelity ICME models require substantial computational resources to make a single deterministic
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prediction. Thus, the utilization of these high-fidelity models, especially in the context of optimization
and uncertainty quantification, is often constrained by the available computational resources. Machine
learning (ML), including deep learning, is widely regarded as the fourth-paradigm in science, comple-
menting experimental/empirical science, model-based theoretical science, and computational science [3].
In the context of materials design and development, the utilization of ML to mimic high-fidelity ICME
models while requiring significantly less computational resources has tremendous potential to improve
the overall efficiency of optimization and UQ. To that end, we seek to solve a stochastic inverse prob-
lem in the context of inverse property-structure linkages by combining a forward ML model bridging
structure-property linkages and a recently developed UQ framework based on data-consistent stochastic
inversion. More precisely, our goal is to infer a probability density function of microstructure features,
such that the induced push-forward density of materials properties obtained from the ML surrogate
model matches a given target density of materials properties.
Given the critical importance of optimization and UQ for a wide variety of problems in materials
science, several frameworks have been developed over the years, see e.g., [35,33,27], to provide robust
predictions under uncertainty. A comprehensive review of UQ applications in ICME-based simulations
can be found in Honarmandi and Arro´yave [23] and a comparison of different ML methods for predicting
homogenized materials properties can be found in Fernandez-Zelaia et al [18]. Generally speaking, ho-
mogenization problems are easier to solve because the number of quantities of interest (QoI) is usually
relatively small, sometimes it is a single-output, as opposed to multi-output quantities that are often of
interest in localization problems. More specific to the work in this paper, Paul et al. [37] sought to opti-
mize different materials properties to give sets of optimal and sub-optimal microstructures characterized
by an orientation distribution function. Johnson and Arro´yave [25] proposed an inverse design framework
for process-structure linkage and identified the heat treatment in Ni-rich NiTi shape memory alloys with
a target size distribution of Ni4Ti3 precipitates. Yuan et al. [65] used a crystal plasticity finite element
method (CPFEM) to generate a training dataset and employed principal component analysis along with
random forests to predict the stress-strain behavior. Diehl et al. [14] proposed an ICME workflow cou-
pling DAMASK and DREAM.3D, which we also adopt in this work, that was subsequently employed in
Liu et al [31,30] and Diehl et al. [15] to quantify the influence of grain shape and crystallographic orienta-
tion of fine-structure dual-phase and high-strength low-alloy steel respectively. A Gaussian process (GP)
regression model and a Materials Knowledge System framework were combined in Tallman et al. [48,
49] to model a set of homogenized materials properties with respect to an orientation distribution func-
tion. Liu et al. [28,29] developed a physics-based microstructure descriptors approach to parameterize
microstructures as inputs and constructed the structure-properties map for a localization problem using
regression trees and support vector machines. Recently, more advanced deep learning techniques have
been proposed to solve localization problems [64,36] and homogenization problems [63,62], respectively.
Optimization and ML tools were also used in Wang and Adachi [59] for designing steel. In a closely
related work, Acar et al. [2] proposed a linear programming approach to maximize a mean of materials
properties under the assumption of Gaussian distribution for both inputs and outputs. The problem
we considered in this paper is somewhat similar to the work of Acar et al. [2], even though we do not
assume a parametric representation, e g., a Gaussian distribution, for the target or inverse distributions
and we not pursue a deterministic optimization approach. Inductive design exploration method (IDEM)
[17,34,12] has been introduced as a materials design methodology to identify feasible and robust design
for microstructure features, which has been applied to many problems in practice. The framework also
formulates as a deterministic optimization problem, which finds a unique and optimal microstructure
features, but currently does not allow incorporation of prior and posterior density function. Further-
more, the objectives of IDEM and the proposed framework also differ, in the sense that the previous one
finds a unique microstructure features, while the later finds a consistent probability density function of
microstructure features.
In this paper, we seek to provide a probabilistic representation of the acceptable/consistent mi-
crostructure features. This representation could be used to enhance the manufacturability of materials,
but this is beyond the scope of this paper. We utilize a recently developed formulation for solving
stochastic inverse problems to generate samples from a probability density function of microstructure
features that is model/data-consistent in the sense that the subsequent forward propagation of these
samples matches a target probability density function of homogenized materials properties. Most of the
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previously mentioned works considering materials designs have been cast into a deterministic optimiza-
tion framework, which may able to search for the globally optimal microstructures that produce optimal
homogenized materials properties. While these previous deterministic approached for optimization can
incorporate aleatoric uncertainty in the objective function, the deterministic formulation makes it very
challenging to manufacture and produce the optimal microstructure in practice due to the fact that the
homogenized materials properties do exhibit some variability, at least in the form of aleatory uncertainty
due to spatial variation. In our opinion, the inversion framework should be cast directly to the stochastic
process-property relationship. While materials design considering uncertainty and microstructure sensi-
tivity have been studied extensively, to the best knowledge of the authors, we are unaware of any prior
work that solves a class of stochastic inverse problems in structure-property relationship using ML and
UQ simultaneously and without assuming any parametric forms for the solutions.
The rest of this paper is organized as follows. Section 2 summarizes the ML workflow for for-
ward structure-property predictions using DREAM.3D as a synthetic microstructure generation code,
DAMASK as a CPFEMmodel and a GP regression model as an ML tool to bridge the structure-property
relationship. Section 3 provides background details about the stochastic inverse problems in UQ con-
text and a straightforward numerical implementation based on Monte Carlo sampling. In Section 4, we
present the first case study for twinning-induced plasticity (TWIP) steels, where the density of average
grain size is inferred based on a ML surrogate for the Hall-Petch relationship to match target distribution
of yield stress.Section 5 presents the second case study for aluminum alloy, where the density of grain
aspect ratio is inferred, using phenomenological constitutive model. Section 6 provides some additional
discussion of the results in the paper. Finally, Section 7 contains our concluding remarks.
2 A forward UQ framework employing ML for the structure-property map using CPFEM
and data mining
In materials science, microstructures are often characterized by microstructure descriptors, and due to the
stochastic nature of microstructures, statistical microstructure descriptors are much more widely used
than deterministic ones. Typical examples of deterministic microstructure descriptor include volume
fraction, total number of grains, and total number of surface areas, while statistical microstructure
descriptors include, but are not limited to, two-point correlation function, chord-length distribution,
grain size distribution, orientation distribution function, misorientation distributed function. Interested
readers are referred to the works of Groeber et al. [19,20], Bostanabad et al. [8], and Torquato [50] for
comprehensive reviews of computationally characterizing microstructures.
One approach for generating synthetic microstructures employs deterministic optimization to min-
imize differences of many microstructure descriptors. Such approaches have been well studied in the
literature, as reviewed by Bargmann et al [6] and Liu et al [32], and even applied to experimental
microstructures [55]. Notably, even though statistical microstructure descriptors are mathematically
represented as a probability density function, in practice, statistical microstructure descriptors are often
parameterized by fitting over a parameterized family of probability density functions or discretized spa-
tially into a finite number of bins, i.e., a histogram. Examples families commonly used for parametric
density fitting include Gaussian, log-normal, and Weibull distributions, where the probability density
functions are completely controlled by a small number of parameters. In either cases, this effectively
converts the representation and parameterization of deterministic or statistical descriptors into a vector
of parameters, typically real-valued, which we generally denote as λ in this paper. The vector λ P Λ Ă Rk
encodes k continuous microstructure features, which can also be thought of as microstructure descriptors.
For example, this λ vector can encode a few location and scale parameter for well-known distributions,
such as Weibull, Gaussian, or t-distribution.
Using λ to denote microstructure features, one can encode the deterministic and statistical mi-
crostructure descriptors which characterize the statistics of microstructures, and subsequently recon-
struct statistically equivalent microstructures through solving an optimization problem as described
above. In this paper, we employ DREAM.3D [21] to generate ensembles of statistically equivalent mi-
crostructures. As demonstrated in Section 4, significant variability may be observed in a materials re-
sponse due to the inherent variability in the underlying microstructure and this effect is most prevalent
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in cases with larger grains relative to the size of the stochastic volume element (SVE). To account for
this variability, for each realization of λ an ensemble of SVEs of number NSVE are generated. In this
paper, we use mpiq, 1 ď i ď NSVE to denote the microstructures.
Given these microstructures, a computational model bridging a structure-property linkage, such as
DAMASK [43,40], is employed to evaluate m homogenized materials responses for each microstructure
mpiq in the ensemble. We use Qˆpiq “
´
Qˆ1pmpiqq, . . . , Qˆmpmpiqq
¯
, where Qˆpiq P Rm to denote the vector
of these homogenized materials responses. In this paper, we are interested in both the stochastic ho-
mogenized response and the ensemble average homogenized materials properties which are computed by
averaging over a finite number of SVEs in a Monte Carlo manner as
Qpλq « N´1SVE
NSVEÿ
i“1
Qˆpiqpλq, (1)
where NSVE is the number of SVE considered and Qˆ
piq is the homogenized materials properties obtained
in the ith microstructure realization. In the limit of infinite ensemble members, this gives a deterministic
structure-property map. For completeness, in Section 4 we consider and compare the solutions to the
stochastic inverse problem using both the deterministic map and the stochastic map.
To summarize, in this paper the vector λ P Λ denotes the inputs, which are the microstructure
features, and the outputs/QoI are Qpλq P D “ QpΛq, which the homogenized materials properties
or the ensemble average of these homogenized materials properties. In theory, one can perform any
forward or inverse UQ study by exhaustively sampling the microstructure feature vector λ across the
microstructure space Λ. However, given the significant computational cost in evaluating this map, we
seek to construct a structure-property dataset and use this to build a surrogate model to approximate
Qpλq. This surrogate model can then be exhaustively sampled without running ICME models which
greatly reduces the computational efforts. While any ML tools can be used for this surrogate, in this
paper, we limit the scope of our study to the well-known Gaussian process (GP) regression model, as
demonstrated by Tallman et al. [48,49].
microstructure generation
microstructure propertiesmachine learning
spatially average
DREAM.3D
DAMASK
crystal plasticity
finite element model
ParaView
DAMASK MTEX
PETSc
Fig. 1: Detailed illustration of the microstructure-homogenized materials properties map. The input is
a k-dimensional microstructure feature vector λ P Rk. For each realization of this vector, an ensem-
ble of microstructure SVEs is generated using DREAM.3D, and the homogeneized material respose is
calculated using a CPFEM model, e.g., DAMASK. Finally, machine learning is deployed to provide a
surrogate approximation to the map Qpλq bridging the microstructure-homogenized materials properties
relationship.
In this paper, we adopt the workflow proposed by Diehl et al [14] that couples a synthetic microstruc-
ture generation framework, here using DREAM.3D [21], and a forward ICME model, here a CPFEM
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model using DAMASK [43,40], to bridge the structure-property relationship. This automated workflow
is used to explore the microstructure space, Λ, while parallelization over and within the ensembles is
utilized which exploits high-performance computing resources to generate the required datasets. Figure 1
summarizes the workflow mapping from microstructure λ PĂ Rk – a k-dimensional microstructure fea-
ture vector, to Qpλq P D Ă Rm – a m-dimensional materials properties vector, which are the QoIs. In the
rest of this section, Section 2.1 provides an overview of microstructure generation through DREAM.3D,
while Section 2.2 and Section 2.3 summarize the basics of CPFEM and Gaussian process regression,
respectively.
2.1 Microstructure generation
Synthetic microstructures are typically generated using a particle size distribution, often defined as a
log-normal distribution,
fDpd;µD, σDq “ 1
dσD
?
2π
e
´
pln d´µDq
2
2σ2
D , (2)
where µD and σ
2
D are the mean and the variance, respectively, of the normally distributed lnpDq, i.e.
lnpDq „ N pµD, σ2Dq, and D is the average grain diameter. The additional subscript in µD and σD is
introduced to avoid a conflict of notation between the mean and variance for the particle size distribution
and the mean and variance for the GP model described in Section 2.3. We employ the open-source
DREAM.3D package [21] to generate synthetic microstructures from a given set of parameters pµD, σDq
for the log-normal distribution.
2.2 Crystal plasticity finite element model
In this section, we follow the notation and description from Roters et al. [42,39,41,40], Diehl [13], and
Alharbi and Kalidindi [4] for the constitutive relations in the CPFEMmodel. For small deformations, the
elasto-plastic decomposition can be computed additively, whereas for large deformations, a multiplicative
decomposition is more appropriate,
F “ Fe ¨ Fp, (3)
following by the elasto-plastic decomposition of the velocity gradient as
L “ 9F ¨ F´1 “ 9Fe ¨ F´1e ` Fe ¨ 9Fp ¨ Fp ¨ F´1e “ Le ` Fe ¨ Lp ¨ F´1e , (4)
where Lp and Le are the plastic and elastic velocity gradient, respectively. The 2
nd Piola-Kirchoff stress
tensor S, which is a symmetric second-order tensor defined in the intermediate configuration, is given
by
S “ C
2
: pF Te Fe ´ Iq “ C : Ee “ JF´1 ¨ σ ¨ F´T , (5)
where C is the elasticity fourth-order tensor, Fe is the elastic deformation gradient, Fp is the plastic
deformation gradient [42], Ee “ 1
2
`
F
T
e Fe ´ I
˘
is the elastic Green’s Lagrangian strain, σ is the Cauchy
stress tensor (cf. [41], Section 3.3). Following Diehl et al [13,16,46], we use the open-source DAMASK [43,
40] package for the CPFEM model, and PETSc [1,5] is used as the underlying spectral solver.
2.3 Gaussian process regression
In this section, we adopt the notation from Shahriari et al [45] and Tran et al [54,51,52] for its clarity
and consistency. In the context of this paper, a Gaussian process is a spatially distributed collection of
random variables, each of which is normally distributed. A GPpµ0, kq regressor is a nonparametric model
which is fully characterized by a prior mean function, µ0pλq : Λ ÞÑ R, and a positive-definite kernel or a
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covariance function k : ˆΛ ÞÑ R. In GP regression, it is assumed that the output, f , is jointly Gaussian,
and the observations, Q, are normally distributed, leading to
f |λ „ N pm,Kq, (6)
Q|f, σ2 „ N pQ, σ2Iq, (7)
where mi :“ µpλiq, and Ki,j :“ kpλi, λjq. Equation 6 describes the prior distribution induced by the GP.
The Mate´rn family of kernels offer a broad range of options for stationary kernels, controlled by
a smoothness parameter ν ą 0 (cf. Section 4.2, [38]), including the square-exponential (ν Ñ 8) and
exponential kernels
ˆ
ν “ 1
2
˙
that are widely used in literature. In this paper, we use the Mate´rn-3/2
kernel, where ν “ 3
2
, kMate´rn3pλ, λ1q “ θ20 exp p´
?
3rqp1`
?
3rq, where r is the distance between λ and λ1.
Under these assumptions, the prediction for an unknown arbitrary point is characterized by the posterior
Gaussian distribution, which can be described by the posterior mean and posterior variance functions.
These are given by
µpλq “ µ0pλq ` kpλqT pK ` σ2Iq´1py ´mq, (8)
and
σ2pλq “ kpλq ´ kpλqT pK ` σ2Iq´1kpλq, (9)
respectively, where kpλq is a vector of covariance kpλqi “ kpλ, λiq, σ2 “ 1
n
py ´ µ0pλqqTK´1py ´ µ0pλqq
is the intrinsic variance. To estimate the hyper-parameter θ “ pθiqi“1:d, we maximize the log marginal
likelihood, which is computed as
log ppy|λ1:n, θq “ ´1
2
py ´mqT pK ` σ2Iq´1py ´mq ´ 1
2
log |K ` σ2I| ´ n
2
log p2πq. (10)
The main drawback of this surrogate representation is the scalability of computing the inverse of the
covariance matrix, which is typically requires Opn3q operations and memory. For applications involving
high-fidelity simulations, the scalability of GP regression is not a primary concern because n is typically
quite small.
3 A stochastic inverse problem for structure-property relationship in materials design
3.1 Theory
In this section, we provide a brief description of the data-consistent approach for solving a class of
stochastic inverse problems introduced in [9]. For the ease of presentation, we follow the notation and
terminology in [10] to emphasize the fact that this class of stochastic inverse problems is fundamentally
different from the classical Bayesian formulation. Interested readers are referred to [9,10] for a longer
discussion on these difference and for a precise mathematical formulation of the stochastic forward and
inverse problems.
Recall that we use Λ Ă Rk to denote a space of inputs and D Ă Rm to denote the space of the QoI,
which are connected via the parameter-to-QoI map Qpλq : Λ Ñ D Ă Rm. The approach introduced
in [9] requires Q to be a deterministic map (with stochastic inputs), but this was generalized in [11] to
incorporate stochastic maps. We comment on the extension to stochastic maps at the end of this section.
Formally, the inverse problem is defined in terms of probability measures which is beyond the scope
of this paper. Here, we present the inverse problem in terms of probability density functions, since these
are actually approximated and used in the algorithmic implementation, and refer the interested reader
to [9] for details. Briefly stated, the stochastic inverse problem seeks a probability density on model
input such that the forward propagation of this density through Q, often called a push-forward density,
matches a given target probability density on the QoI. Of course, the solution to this inverse problem is
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not necessarily unique, i.e., multiple probability densities may satisfy this requirement, and a solution
may not exist if the model is not capable of producing the data. In [9], existence is guaranteed by a
predictibility assumption and uniqueness and stability are obtained by a regularization technique similar
to the use of a prior in Bayesian inference. Following [9], we introduce an initial density, πinit
Λ
pλq, on
the model input parameters. This initial measure/density are similar to a prior probability measure in
classical Bayesian inference and can be chosen to incorporate prior knowledge or assumptions about the
distribution on the input parameters. We also define the initial prediction to be the push-forward of the
initial density through the computational model. We use π
Qpinitq
D
to denote the corresponding density
respectively on D. In Section 3.2, we discuss how to approximate π
Qpinitq
D
using standard UQ techniques,
e.g., Monte Carlo sampling, rejection sampling and kernel density estimation. More advanced techniques
can also be used, but these standard approaches will be sufficient for this work.
Given the initial density, πinitΛ , and the corresponding push-forward density, π
Qpinitq
D
, we can define an
updated probability density, πup
Λ
, that is a unique and numerically stable solution to the inverse problem
and is given by
π
up
Λ
pλq “ πinit
Λ
pλq π
obs
D
pQpλqq
π
Qpinitq
D
pQpλqq
, λ P Λ. (11)
While the expression in (11) resembles the posterior density in classical Bayesian inference, it is funda-
mentally different through the incorporation of the push-forward density.
Fig. 2: Schematic illustrating the relationship between the stochastic forward and stochastic inverse
problems. In the context of structure-property relationships, the stochastic forward problem assumes
that the distribution of inputs is known and seeks to solve for the distribution of outputs, while the
inverse problem assumes a target distribution on the outputs is known and seeks a distribution on input
that propagates forward to the target.
Figure 2 illustrates the relationship between the stochastic forward and inverse problems, where the
probability densities πΛpλq and πDpQpλqq are associated with microstructure and properties, respectively.
The stochastic forward problem seeks to solve for the distribution on Qpλq, given an assumed distribution
on λ, while the stochastic inverse problem assumes a target distribution on Qpλq is given and seeks a
consistent distribution on λ. In the context of the structure-property relationships, the stochastic inverse
problem assumes that there is a desired/target distribution on the properties and seeks a distribution
on the microstructure features such that the forward propagation of this distribution through the model
matches the desired/target distribution.
As previously mentioned, this approach was extended in [11] to incorporate stochastic maps. Theo-
retically and algorithmically, the approach is very similar to the one described here and differs primarily
in the interpretation of the updated density in Λ as a marginal of a consistent density in the joint space
defined by Λ and the stochastic variability in the model. We refer the interested reader to [11] for details.
3.2 Implementation and diagnostics
In practice, direct numerical construction of the updated density, πup
Λ
pλq, is impractical, so we often
seek to generate a set of samples from this distribution. A straightforward approach for generating
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Algorithm 1 Acceptance-rejection sampling.
Input: Probability densities fpλq, gpλq, M ą 0 such that fpλq ďMgpλq for all λ P Λ
Output: N samples from fpλq
1: iÐ 0
2: while i ă N do
3: draw λpiq „ gpλq
4: draw u „ Up0, 1q
5: if u ă
fpλpiqq
M ¨ gpλpiqq
then
6: accept λpiq; i++ Ź accept; increase i
7: else
8: reject λpiq Ź reject
9: end if
10: end while
these samples is rejection sampling. For the sake of completeness, we briefly summarize the rejection
sampling algorithm in Algorithm 1. The main objective of Algorithm 1 is to generate samples the target
density fpλq, using a proposal distribution gpλq. The acceptance-rejection algorithm continuously draws
samples from gpλq and accept the samples under certain conditions, as described by Algorithm 1. A key
assumption in Algorithm 1 is the existence of a constant M ą 0 such that fpλq ďMgpλq for all λ P Λ.
To generate samples from the updated density, πup
Λ
pλq using πinit
Λ
pλq as the proposal density, we require
the existence of a constant M ą 0 such that
π
up
Λ
pλq “ πinitΛ pλq
πobs
D
pQpλqq
π
Qpinitq
D
pQpλqq
ďMπinitΛ pλq, (12)
which is precisely the predictability assumption from [9].
We can gain more intuition and computational diagnostics by considering the ratio
rpλq “ π
obs
D
pQpλqq
π
up
Λ
pQpλqq (13)
which serves as re-weighting of the samples from the initial distribution. If we assume that we utilize
P samples from initial distribution,
!
λpiq
)P
i“1
to construct the push-forward of the initial density (the
initial forward UQ prediction), then we can re-use this information to estimate M « max
1ďiďP
rpλpiqq since
we have already evaluated Q for these samples.. Moreover, we can actually use this ratio evaluated at
these samples to give a Monte Carlo estimates of the integral of the updated density,ż
Λ
π
up
Λ
pλqdµΛ “
ż
Λ
πinit
Λ
pλqrpλqdµΛ « 1
P
Pÿ
i“1
rpλpiqq, (14)
and the Kullback-Leibler divergence between the initial and updated densities,
KLpπup
Λ
||πinit
Λ
q “
ż
Λ
π
up
Λ
pλq log
ˆ
π
up
Λ
pλq
πinit
Λ
pλq
˙
dµΛ
“
ż
Λ
rpλq logprpλqqπinitΛ pλqdµΛ
« 1
P
Pÿ
i“1
rpλpiqq logprpλpiqqq.
(15)
These diagnostics are useful since integral of the updated density provides a numerical validation of the
predictibility assumption and the Kullback-Leibler divergence provides the relative entropy, sometimes
also called the information gained, between the initial and updated densities.
In the scope of this paper, Qpλq is the map from the microstructure space Λ to the homogenized
materials properties space D. The push-forward and updated densities are well-approximated using the
standard kernel density estimation (KDE) method if a sufficient number of samples can be generated.
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However, generating samples from the map using the DREAM.3D and DAMASK workflow (or any
other high-fidelity workflow) is computationally expensive, so we employ the Gaussian process regression
technique described in Section 2.3 to approximate this map using a limited number of samples. This is
justified by the fact that in [10], we proved that the errors in the push-forward and updated densities
are bounded by the error in the approximate map.
To summarize, given a target distribution of homogenized materials properties πobs
D
, we seek to learn a
distribution of the microstructure features πup
Λ
pλq, such that its corresponding push-forward distribution
of materials properties match the target homogenized materials properties. Algorithm 2 summarizes the
numerical implementation solving stochastic inverse problems in the structure-property relationship.
Algorithm 2 Acceptance-rejection sampling algorithm for solving stochastic inverse problems in
structure-property linkage.
Input:
– Qpλq: the ML/GP approximating the structure-property map
– piobs
D
pQpλqq: target materials joint density
– piinit
Λ
pλq: the initial density for λ in microstructure space Λ
Output: at least N samples tλpiquNi“1 from the updated density pi
up
Λ
pλq
1: mÐ 0
2: while m ă N do
3: for i “ 1, . . . , P do
4: draw λpiq „ piinit
Λ
pλq
5: end for
6: construct KDE approx. of pi
Qpinitq
D
pQpλqq Ź forward UQ: Q is the surrogate ML model
7: for i “ 1, . . . , P do
8: rpiq “ rpQpλpiqqq Ź rpQpλpiqqq defined in (13)
9: end for
10: M Ð max
i
rpiq
11: for i “ 1, . . . , P do
12: draw u „ Up0, 1q
13: if u ă rpiq{M then
14: accept λpiq; m`` Ź accept; increase m
15: else
16: reject λpiq Ź reject
17: end if
18: end for
19: end while
4 Case study 1: Equiaxed grains for TWIP steels under uniaxial tension
TWIP steels have attracted significant attention lately due to their outstanding mechanical proper-
ties, including high strength and ductility. In this case study, we employ a CPFEM model to compu-
tationally probe the Hall-Petch relationship and apply the proposed framework to find the probability
density of average grain size that induces a push-forward probability density that matches a target
probability density of yield stress.
4.1 Constitutive models and materials parameters
In this section, we consider Fe-22Mn-0.6C TWIP steel and adopt the dislocation-density-based consti-
tutive model with material parameters as described in Steinmetz et al. [47] and summarized in Section
6.2.3 and Tables 8 and 9 in [40], respectively. The constitutive model was validated experimentally by
Wong et al [61], and for the sake of completeness, we briefly summarize the constitutive model here.
The TWIP/TRIP steel constitutive model is parameterized in terms of dislocation density, ̺, the dipole
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dislocation density, ̺di, the twin volume fraction, ftw, and the ε-martensite volume fraction, ftr. A model
for the plastic velocity gradient with contribution of mechanical twinning and phase transformation was
developed in Kalidindi [26] and is given by
Lp “ p1´ f tottw ´ f tottr q
˜
Nsÿ
α“1
9γαsαs b nαs `
Ntwÿ
β“1
9γstw b nβtw `
Ntrÿ
χ“1
9γχstr b nβtr
¸
, (16)
where χ “ 1, . . . , Ntr is the ε-martensite with volume fraction ftr on Ntr transformation systems, sαs and
n
α
s are unit vectors along the shear direction and shear plane normal of Ns slip systems α, s
α
tw and n
α
tw
are those of Ntw twinning systems β, and s
α
tw and n
α
tr are those of Ntr transformation systems χ. The
Orowan equation models the shear rate on the slip system α as
9γα “ ρebsν0 exp
„
´ Q
kBT
"
1´
ˆ
ταeff
τsol
˙p*q
, (17)
where bs is the length of the slip Burgers vector, ν0 is a reference velocity, Qs is the activation energy
for slip, kB is the Boltzmann constant, T is the temperature, τeff is the effective resolved shear stress,
τsol is the solid solution strength, 0 ă ρs ď 1 and 1 ď qs ď 2 are fitting parameters controlling the glide
resistance profile. Blum and Eisenlohr [7] models the evolution of dislocation densities, particularly the
generation of unipolar dislocation density and formation of dislocation dipoles, respectively, as
9̺ “ | 9γ|
bs
Γs ´ 2dˆbs
̺
| 9γ|, 9̺di “ 2pdˆ´
qdq
bs
̺| 9γ| ´ 2
qd
bs
̺di| 9γ| ´ ̺di 4νcl
dˆ´ qd, (18)
where the dislocation climb velocity is νcl “ GD0Vcl
πp1´ νqkBT
1
dˆ` qd exp
ˆ
´ Qcl
kBT
˙
, D0 is the pre-factor of
self-diffusion coefficient, Vcl is the activation volume for climb, Qcl is the activation energy for climb,
dˆ “ 3GBs
16π|τ | is the glide distance below which two dislocations form a stable dipole,
qd “ Dabs is the
distance below which two dislocations annihilate. Strain hardening is described in terms of a dislocation
mean free path, where the mean free path is denoted by Γ . The mean free path for slip is modeled as
1
Γs
“ 1
D
` 1
λs
` 1
λtw
` 1
λtr
(19)
where
1
λαs
“ 1
is
˜
Nsÿ
α1“1
pαα
1p̺α1 ` ̺α1di q
¸1{2
,
1
λαtw
“
Ntwÿ
β“1
hαβ
f
β
tw
ttwp1´ f tottw q
,
1
λαtr
“
Ntrÿ
χ“1
hαχ
f
χ
tr
ttrp1´ f tottr q
, (20)
where D is the average grain size, is is a fitting parameter, ttw is the average twin thickness, and ttr is the
average ε-martensite thickness. The mean free path for twinning and for transformation are computed,
respectively, as
1
Γ
β
tw
“ 1
itw
˜
1
D
`
Ntwÿ
β1“1
hββ
1
f
β1
tw
1
ttwp1´ f tottw q
¸
,
1
Γ
χ
tr
“ 1
itr
˜
1
D
`
Ntrÿ
χ1“1
hχχ
1
f
χ1
tr
1
ttrp1´ f tottr q
¸
, (21)
iw and itr are fitting parameters. The nucleation rates for twins and ε-martensite are 9N “ 9N0PncsP ,
where the probability P that a nucleus bows out to form a twin or ε-martensite is
ptw “ exp
„
´
ˆ
τˆtw
τ
˙ptw
, ptr “ exp
„
´
ˆ
τˆtr
τ
˙ptr
, (22)
ptw and ptr are fitting parameters. For more details, readers are referred to Roters et al. [40] (cf. Section
6.2.3) and Wong et al [61]. Table 1 lists the parameters used in this work.
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Table 1: TWIP constitutive model parameters (cf. Tables 8 and 9 in Roters et al. [40]).
Property Value Unit Property Value Unit
ptw 5.0 qs 1.0
ptr 8.0 D vary µm
ps 1.15 Vcs 1 b
3
s
ν0 10
´4 ms´1 Vcl 1.5 b
3
s
Da 2.0 D0 4 ¨ 10
´5 m2s´1
is 30.0 bs 256 pm
itw 10.0 btw 120 pm
itr 3.0 btr 147 pm
ttw 0.05 µm Ltw 0.192 µm
ttr 0.1 µm Ltr 0.128 µm
Qs 3.5 ¨ 10
´19 J Qcl 3.0 ¨ 10
´19 J
τsol 0.15 GPa C11 (ε-martensite) 242.3 GPa
C11 (γ-austenite) 175.0 GPa C11 (ε-martensite) 242.3 GPa
C12 (γ-austenite) 115.0 GPa C12 (ε-martensite) 117.7 GPa
C13 (γ-austenite) GPa C13 (ε-martensite) 45.0 GPa
C33 (γ-austenite) GPa C33 (ε-martensite) 315.0 GPa
C44 (γ-austenite) 135.0 GPa C44 (ε-martensite) 40.5 GPa
Fig. 3: The ensemble average homogenized yield stress σY versus the logarithm of average grain size µD.
As the logarithm of average grain size grows larger, the ensemble-averaged yield stress decreases, but
the variation increases due to fewer grains present in the SVE. Here, we show the data points along with
the heteroscedastic GP model, where the trend are captured in both the posterior mean and posterior
variance. Highlighted region is the 95% confidence intervals from the posterior variance of the GP model.
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4.2 Forward UQ for materials behaviors
In this case study, we vary the grain size parameter, µD, in DREAM.3D and adjust the average grain
size D in DAMASK accordingly, as D “ eµD . The QoI is the offset yield stress σˆY at ε “ 0.002 under
uniaxial tension with 9ε11 “ 0.001s´1. An ensemble of 25 SVEs, each representing a 64µmˆ64µmˆ64µm
physical domain, is generated through DREAM.3D, where the CPFEM simulation is performed on a
64ˆ64ˆ64 grid. The ensemble average homogenized yield stress is computed in a Monte Carlo manner,
σY « N´1SVE
NSVE“25ÿ
i“1
σˆ
piq
Y . Figure 3 shows the variation of σY as µD increases along with an example
of SVE in the microstructure ensemble at each λ “ µD considered. Figure 4 shows the homogenized
response for each member of the ensemble, the mean of the regression model, the confidence interval,
µ˘ 2σ, and the samples generated from the initial density and the regression model.
Fig. 4: On the left, the ensemble average homogenized yield stress, σY , as a function of the logarithm of
the average grain size, µD, along with the heteroscedastic GP regression model. The highlighted region
is the 95% confidence intervals from the posterior varaince of the GP model. On the right, the samples
generated from the initial density and the GP regression model.
Figure 5 (left) shows the inferred Hall-Petch relationship between σY and the inverse square root
of the average grain size D by transforming variables from Figure 3, along with the 95% confidence
intervals. Figure 5 (right) shows a collection of representative stress-strain relationship with respect to
different average grain sizes. The parameter µD is sampled from 0.25 to 2.75, with a spacing of 0.25.
Using linear regression, we obtain a fitted Hall-Petch relationship as σY “ σ0` k?
D
, where σ0 “ 482.14
MPa, and k “ 0.0995MPa m1{2. It is noted that increasing µD while keeping the same size of SVE leads
to a smaller number of grains as µD increases. If the number of grains are denoted as Ngrain, then Ngrain
scales as O
`
e´3µD
˘
, which naturally leads to the observation that the noise is considerably large when
µD reaches certain threshold. We found that with the mesh of 64ˆ 64ˆ 64, the error is acceptable with
the upper bound of µD of 2.75.
4.3 Inverse UQ for microstructure features
Using the GP regression model, two scenarios are considered to demonstrate the applicability of our
proposed UQ/ML stochastic inversion framework. For demonstration purposes, we consider two different
target densities. First, we consider a the normal distribution σY „ N p540, 10q, as shown in Figure 6
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Fig. 5: On the left, the inferred ML Hall-Petch relationship with 95% confidence intervals for a TWIP
steel, and a comparison with a least squares regression model. On the right, the representative equivalent
stress-strain relationship with respect to various average grain sizes. CPFEM simulations are performed
with 64µmˆ 64µmˆ 64µm SVE at the loading condition of 9ε11 “ 0.001s´1.
(right) and then a uniform distribution σY „ Up530, 550q, as shown in Figure 7 (right). We assume a
uniform initial density for λ, i.e., λ „ πinitΛ pλq “ Up0.25, 2.75q, and use Algorithm 2 to generate 105
samples from the updated density, πup
Λ
pλq. For visualization purposes, we use a kernel density estimation
(KDE) technique to construct an approximation of the updated density, but we emphasize that this KDE
is not used in the rejection sampling algorithm or in the computation of the diagnostics. Figure 6 (left)
shows the updated density of λ “ µD characterizing the density of microstructure feature µD related
to the average grain size D. In Figure 6 (right), we compare the target density of yield stress πobs
D
with
the push-forward of the initial density and the push-forward of the updated density. We see that the
push-forward of the updated density matches the target quite well. The mean and standard deviation
of the push-forward of the updated density are approximated to be 540.01 and 9.90 respectively, which
agree reasonably well with the corresponding values for the observed density. The integral of the updated
density, computed using (14), and (15), is 0.995, which indicates that the model can predict the data
and that the updated density is a probability density. In addition, the KL-divergence from the initial
to the updated, computed using (15), is 0.629, which provides a measure of the information gained in
solving the stochastic inversion problem.
In Figure 7 (left), we plot the updated density of λ “ µD characterizing the density of microstructure
feature µD related to the average grain size D for the case of a uniform target density. In Figure 7 (right),
we compare the target density with the push-forward of the initial density and the push-forward of the
updated density. We see reasonably good agreement between the target density and the push-forward of
the updated density. The oscillations in the push-forward of the updated density are due to the utilization
of a Gaussian kernel density estimator to approximate an approximately uniform density. We note that
since the ensemble-averaged mapping is monotonic, i.e. the predictive yield strength always increases
with decreasing average grain size, and both the input and output spaces are one-dimensional, the map
is a bijection and therefore the stochastic inverse problem in this case study has a unique solution.
Next, we solve a stochastic inverse problem using the stochastic map and the heteroscedastic GP
regression model in Figure 4. We focus on the case where the target density is σY „ N p540, 10q. As
before, we use Algorithm 2 to generate 105 samples from the updated density and plot the results in
Figure 8. We clearly see that the stochasticity inherent in the map has smoothed out both the push-
forward of the initial density and the updated density. We emphasize that this updated density is really
just the marginal of a consistent probability density on the joint space, which solves the stochastic inverse
problem. The mean and standard deviation of the push-forward of this consistent density are 540.1 and
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Fig. 6: On the left, the initial density, πinit
Λ
pλq “ Up0.25, 2.75q, and updated density, πup
Λ
pλq, on the mi-
crostructure feature λ “ µD. On the right, the target density on material properties, πobsD “ N p540, 10q,
and push-forwards of the initial and updated densities.
Fig. 7: On the left, the initial density, πinit
Λ
pλq “ Up0.25, 2.75q, and updated density, πup
Λ
pλq, on the mi-
crostructure feature λ “ µD. On the right, the target density on material properties, πobsD “ Up530, 550q,
and push-forwards of the initial and updated densities.
10.03 which match the the corresponding values for the target density. In addition, the integral of the
updated density is 0.994 and the KL-divergence from the initial to the updated is 0.557. The fact that
the KL-divergence is smaller for the stochastic map is consistent with the observation that the updated
density is smoothed out compared with the updated density from the deterministic map.
5 Case study 2: Aluminum with varying aspect ratios under uniaxial tension
Inspired by the studies of Liu et al [30,31], this case study seeks to assess the microstructure effects,
specifically the grain aspect ratio, on the yield stress of an aluminum alloy.
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Fig. 8: On the left, the initial density, πinit
Λ
pλq “ Up0.25, 2.75q, and updated density, πup
Λ
pλq, on the
microstructure feature λ “ µD using a stochastic map instead of the ensemble-averaged deterministic
map. On the right, the target density on material properties, πobs
D
“ N p540, 10q, and push-forwards of
the initial and updated densities.
5.1 Constitutive models and materials parameters
A phenomenological constitutive model used for fcc aluminum was first proposed by Hutchinson [24] and
extended for twinning by Kalidindi [26]. The plastic component is parameterized in terms of resistance
ξ on Ns slip and Ntw twin systems as discussed in detail in Section 6.2.2 in Roters et al. [40]. We briefly
summarize this model here for the sake of completeness. The resistance on α “ 1, . . . , Ns slip systems
evolve from ξ0 to a system-dependent saturation value and depend on shear on slip and twin systems
according to
9ξα “ hs-s0 p1` hαintq
«
Nsÿ
α1“1
| 9γα1 |
ˇˇˇˇ
ˇ1´ ξα
1
ξα
1
8
ˇˇˇˇ
ˇ
a
sgn
˜
1´ ξ
α1
ξα
1
8
¸
hαα
1
ff
, (23)
where h denotes the components of the slip-slip and slip-twin interaction matrices, hs-s0 , hint, c1, c2 are
model-specific fitting parameters and ξ8 represents the saturated resistance evolution.
Shear on each slip system evolves at a rate of
9γα “ p1 ´ f tottw q 9γ0α
ˇˇˇˇ
τα
ξα
ˇˇˇˇn
sgnpταq. (24)
Following previous studies [40,60,22,66], we utilize the values of the model parameters listed in Table 2.
Table 2: Aluminum constitutive model parameters (cf. Table 2 in Roters et al [40]).
Property Value Unit Property Value Unit
τ0 31.0 MPa
C11 106.75 GPa τ8 63.0 MPa
C22 60.41 GPa a 2.25
C44 28.34 GPa h0 75.0 MPa
9γ0 0.001 s
´1 hαβ
1
1.0 or 1.4
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5.2 Forward UQ for materials behaviors
Let a, b, c denote the ordered dimensions of fitted ellipsoids to a grain, i.e., a ą b ą c. In this case
study, we fix the largest dimension,a, and vary the aspect ratios
b
a
and
c
a
, i.e., λ “
ˆ
b
a
,
c
a
˙
. We do not
consider twinning in this demonstration. For each set of aspect ratios
ˆ
b
a
,
c
a
˙
, we generate 50 SVEs
using DREAM.3D, with each representing a physical region with volume of 36µm3 and discretized on a
36ˆ 36ˆ 36 grid with periodic boundary conditions. The average grain size is 9.97µm and the grain size
parameters are µD “ 2.30 and σD “ 0.40. following by CPFEM using DAMASK. The QoI is the offset
yield stress, σˆY , whcih is computed using DAMASK at ε “ 0.002 under a uniaxial tension loading of
ε11 “ 0.001s´1. A GP regression model is then employed as a ML tool to bridge the structure-property
relationship by approximating σY : r0, 1s2 ÞÑ R where the ensemble average homogenized yield stress
is a function of grain aspect ratio σY “ σY
ˆ
b
a
,
c
a
˙
. To assess the grain aspect ratio effect, we sample
λ “
ˆ
b
a
,
c
a
˙
at (1.00, 1.00), (1.00, 0.75), (1.00, 0.50), (1.00, 0.25), (0.75, 0.75), (0.75, 0.50), (0.75, 0.25),
(0.50, 0.50), (0.50, 0.25), (0.25, 0.25), respectively. Figure 9 (left) shows the mild effects of aspect ratio
on the stress-strain curve, while Figure 9 the points in the parameter space where the data is generated
to train the GP model and a contour plot using the GP model.
Fig. 9: On the left, the equivalent stress-strain curve predicted using CPFEM model for an aluminum
alloy with 36µmˆ 36µmˆ 36µm at 9ε11 “ 0.001s´1. On the right, a contour plot showing the effect of
grain aspect ratio
ˆ
b
a
,
c
a
˙
on σˆY .
5.3 Inverse UQ for microstructure features
Using the GP surrogate model constructed from the dataset described in the previous section, two sce-
narios are considered to demonstrate our proposed UQ/ML framework. The target densities considered
are a normal distribution σY „ N p82.5, 0.5q, as shown in Figure 10 (right) and a uniform distribution
σY „ Up82.5, 83.0q, as shown in Figure 11 (right) . The input parameters have a natural ordering, i.e.,
0.25 ď b
a
ď c
a
, so the input domain is the triangular region depicted in Figure 9 (left) and we assume a
uniform initial density on this domain. Then, we use Algorithm 2 to generate 2 ¨ 105 samples from the
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updated density πup
Λ
pλq. Again, we use a standard KDE to construct an approximation of πup
Λ
pλq strictly
for visualization purposes. Figure 10 (left) shows the updated density over Λ and Figure 10 (right)
compares the target density of yield stress and the push-forward of the updated density π
Qpupq
D
pQpλqq.
We see that the push-forward of the updated density matches the target density quite well and this
is confirmed numerically by computing the mean and standard deviation of the push-forward of the
updated density which are estimated to be 82.49 and 0.473 respectively. These values agree reasonably
well with the corresponding values for the observed density. In addition, the integral of the updated
density and the KL-divergence from the initial to the updated, computed using (14) and (15), are 0.977
and 0.635 respectively. As previously mentioned, these numerical diagnostics are computed using only
the information gathered from applying Algorithm 2, and indicate that the updated density is actually a
probability density and that some information has been learned by solving this stochastic inverse prob-
lem. In Figure 10, we see that the stochastic inverse framework identifies two modes over the parameter
space that are consistent with the target density.
Next, we consider the case of a uniform target density over a subinterval in D. Figure 11 (left) shows
the updated density on Λ. Figure 11 (left) compares the target density of yield stress πobs
D
and the
push-forward of the initial density and the push-forward of the updated density π
Qpupq
D
pQpλqq. We see
a relatively good match between the two densities and the oscillations are simply due to the use of
the Gaussian KDE to visualize the push-forward density. In terms of the diagnostics, the integral of the
updated density is 0.994, which indicates that it is a probability density, and the KL-divergence from the
initial to the updated density is 0.641, which provides an indication that information has been learned
through the stochastic inversion. Comparing Figure 11 (left) and Figure 10 (left), we see a collapse of
one of the modes in the updated density.
Fig. 10: On the left, a contour of the updated density, πup
Λ
pλq, on the microstructure features λ “
ˆ
b
a
,
c
a
˙
.
On the right, the target density on material properties, πobs
D
“ N p82.5, 0.50q, and push-forwards of the
initial and updated densities.
6 Discussion
In this work, we solve stochastic inverse problems in structure-property linkages using both deterministic
and stochastic maps. By solving a stochastic inverse problem, rather than a deterministic one, the notion
of the optimal microstructure is now relaxed and the updated distribution of microstructures provides a
probabilistic characterization over a broader population of microstructures. Utilizing the stochastic map,
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Fig. 11: On the left, a contour of the updated density, πup
Λ
pλq, on the microstructure features λ “
ˆ
b
a
,
c
a
˙
.
On the right, the target density on material properties, πobs
D
“ Up82.5, 83.0q, and push-forwards of the
initial and updated densities.
as in our first case study of TWIP steels, allows one to incorporate uncertainty from various sources.
The main difference is fully explained in recent work [11], where the solution of the stochastic inverse
problem over the parameter space is interpreted as the marginal of a data-consistent solution of the
stochastic inverse problem with the stochastic map.
In general, the stochastic inversion approach used in this paper can be applied whenever the target
distribution is contained within the support of the push-forward of the initial density. For the sake of
simplicity, we focused on uniform and normal distributions for the target materials properties because
these two distributions are among the most commonly used distributions for practitioners and engineers.
Exploring different target distributions is fairly straightforward and does not introduce much computa-
tional effort since the main computational cost is computing the push-forward of the initial density.
One of the drawbacks of the stochastic inversion framework is the reliance on probability densities.
We only require a mechanism to generate samples from the initial density, so the initial and updated
densities do not need to be approximated. On the other hand, the target and push-forward of the initial
must be approximated in order to generate samples from the updated density. In this paper, we employ
basic Monte Carlo sampling with a GP surrogate model because this allows us to generate a large number
of samples from the push-forward of the initial density for a relatively cheap computational cost, which
enables the use of non-parametric density estimation for the push-forward of the initial density. More
advanced UQ approaches, such as stochastic collocation [58], polynomial chaos expansions, adaptive
sampling techniques, or multi-fidelity sampling [56,57], could also be considered for approximating this
push-forward density.
For the process-structure relationship (which is beyond the scope of this paper), where the optimal
process parameters can be rightly determined, one can formulate the inverse problem in the process-
structure relationship as an optimization problem and use microstructure descriptors to measure differ-
ences between microstructures as objectives. Interested readers are referred to one of our recent work
[53], where Bayesian optimization is used to determine the process parameters given the microstructures.
Generally speaking, model-form uncertainty is ubiquitous in computational science. This is particu-
larly true with CPFEM models where the high-fidelity dislocation-based constitutive models are much
more expensive to simulate that the phenomenological constitutive models. If model-form uncertainty
is quantified, i.e. the model is not perfect but one can quantify its reliability, then, depending on the
characterization of the uncertainty as either epistemic or aleatoric, we can still formulate and solve a
stochastic inverse problem using either the deterministic or stochastic approach respectively.
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7 Conclusion
This paper has presented an approach for solving stochastic inverse problems in the context of structure-
property linkages that incorporates surrogate-based machine learning and measure-theoretic stochastic
inversion. The forward ML model was used to ease the computational burden in bridging the structure-
property relationship. Given this ML model, the stochastic inverse sought to infer a probability density
on microstructure features that is consistent with the model and the data in the sense that the forward
propagation of this probability density through the model matches a given target density on material
properties. The methodology was demonstrated using two case studies of a TWIP steel and an alu-
minum alloy. Other approaches for solving inverse problems in structure-property linkages were based
on optimization and gave deterministic optimal microstructure parameters. In contrast, the methodology
demonstrated in this paper relaxes this notion of optimality and the resulting updated distribution of
microstructures gives a probabilistic characterization over population of microstructures. For the sake
of clarity, we have only utilized classical Monte Carlo sampling for the ensemble averages and simple re-
jection sampling (based on Monte Carlo) to generate samples from the updated density. More advanced
sampling strategies, such as adaptive importance sample, Markov chain Monte Carlo and multilevel or
multi-fidelity Monte Carlo could also be employed, but we leave this subject for future work.
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