We consider the problem of adaptation to the margin and to complexity in binary classification. We suggest a learning method with a numerically easy aggregation step. Adaptivity both to the margin and complexity in classification, usually involves empirical risk minimization or Rademacher complexities which lead to numerical difficulties. On the other hand there exist classifiers that are easy to compute and that converge with fast rates but are not adaptive. Combining these classifiers by our aggregation procedure we get numerically realizable adaptive classifiers that converge with fast rates.
Introduction
Let (X , A) be a measurable space. Let D n = ((X i , Y i )) i=1,...,n be a sample of i.i.d. random pairs of observations where X i ∈ X and Y i ∈ {−1, 1}. Denote by π the joint distribution of (X i , Y i ) on X × {−1, 1}, and P X the marginal distribution of X i .
Let (X, Y ) be a random pair distributed according to π and independent of the data, and let the component X of the pair be observed. The problem of statistical and Lugosi (1996) ) consists in searching for a classifier that minimizes the empirical risk
over all prediction rules f in a source class F , where 1I A denotes the indicator of the set A. Minimizing the empirical risk (1) is computationally intractable for many sets F of classifiers, because this functional is neither convex nor continuous. Even when one wants to take a finite class F , one needs that it were of large cardinality depending on the size of the sample n in order to get small excess risk. This leads to difficulties in theory and in practice. Nevertheless, we might base a tractable estimation procedure on minimization of a convex surrogate φ for the loss (Cortes and is that the sign of the minimizer of the φ-risk
where φ is a convex loss function and f : X −→ R a measurable function, is in many cases equal to the Bayes classifier f * . Therefore minimizing the empirical φ-risk
and takingf n (x) = sign(F n (x)) whereF n ∈ Arg min f ∈F A (φ) n (f ) leads to an approximation for f * . Here, Arg min f ∈F P (f ), for a functional P , denotes the set of all f ∈ F such that P (f ) = min f ∈F P (f ). Lugosi or the logit boosting loss (Friedman, Hastie and Tibshirani (2000) ),
φ(x) = log 2 (1 + exp(−x)).
For the hinge-loss, denote by
the hinge risk of f : X −→ R and set
where the infimum is taken over all measurable functions f . We will call A * the optimal hinge risk. One may verify that the Bayes rule f * attains the infimum in (2) and, moreover, Zhang (2004) has shown that,
for all measurable functions f with values in R. Thus minimization of the excess hinge risk, A(f ) − A * , provides a reasonable alternative for minimization of excess risk.
The difficulty of classification is closely related to the behavior of the a posteriori probability η. Mammen and Tsybakov (1999) , for the problem of discriminant analysis which is close to our classification problem, and Tsybakov (2004) have introduced an assumption on the closeness of η to 1/2, called margin assumption (or low noise assumption). Under this assumption, the risk of a minimizer of the empirical risk over some fixed class F converges to the minimum risk over the class with fast rates, namely faster than n −1/2 . In fact, with no assumption on the joint distribution π, the convergence rate of the excess risk is not faster than n −1/2 (cf. Devroye, Györfi and Lugosi (1996) also obtain results that can lead to fast rates in classification using penalized empirical risk in a special case of low noise assumption. Audibert and Tsybakov (2005) show that fast rates can be achieved for plug-in classifiers.
In this paper we consider the problem of adaptive classification. Mammen and Tsybakov (1999) have shown that fast rates depend on both the margin parameter κ and complexity ρ of the class of candidate sets for {x ∈ X : η(x) ≥ 1/2}. Their results were non-adaptive supposing that κ and ρ were known. Tsybakov (2004) suggested an adaptive classifier that attains fast optimal rates, up to a logarithmic factor, without knowing κ and ρ. Note that the existing papers on fast rates either suggest classifiers that can be easily implementable but are non-adaptive, or adaptive schemes that are hard to apply in practice. The aim of the present paper is to suggest an easily implementable classifier that is adaptive simultaneously to complexity and to the margin parameters and that achieves the fast rates.
The paper is organized as follows. In Section 2 we prove an oracle inequality which corresponds to the adaptation step of the procedure that we suggest. In Section 3
we apply the oracle inequality to two types of classifiers one of which is constructed by minimization on sieves (as in Tsybakov (2004)), and gives an adaptive classifier which attains fast optimal rates without logarithmic factor, and the other one is based on the support vector machines (SVM), following Steinwart (2004, 2005 ).
The later is realized as a computationally feasible procedure and it adaptively attains fast rates of convergence. In particular, we suggest a method of adaptive choice of the parameter of L1-SVM classifiers with gaussian RBF kernels. Proofs are given in Section 4.
Oracle inequalities
In this section we give an oracle inequality showing that a specifically defined convex combination of classifiers mimics the best classifier in a given finite set.
Suppose that we have M ≥ 2 different classifiersf 1 , . . . ,f M taking values in {−1, 1}. The problem of model selection type aggregation, as studied in Nemirovski (2000), Yang (1999) , Catoni (1997) , Tsybakov (2003) , consists in construction of a new clas-sifierf n (called aggregate) which is approximatively at least as good, with respect to the excess risk, as the best amongf 1 , . . . ,f M . In most of these papers the aggregation is based on splitting of the sample in two independent subsamples D Thus, the first subsample is fixed and instead of classifiersf 1 , . . . ,f M , we have fixed prediction rules f 1 , . . . , f M . Rather than working with a part of the initial sample we will suppose, for notational simplicity, that the whole sample D n of size n is used for the aggregation step instead of a subsample D 
where w
Since f 1 , . . . , f M take their values in {−1, 1}, we have,
for all j ∈ {1, . . . , M}, where
is the empirical analog of the hinge risk. Since A n (f j ) = 2R n (f j ) for all j = 1, . . . , M, these weights can be written in terms of the empirical risks of f j 's,
We will use the following assumption (cf. Mammen and Tsybakov (1999) , Tsybakov (2004) ) that will allow us to get fast learning rates for the classifiers that we aggregate.
(MA1) Margin (or low noise) assumption. We say that the probability distribution π on the space X × {−1, 1} satisfies the margin assumption (MA1)(κ) with margin parameter 1 ≤ κ < +∞ if there exists c > 0 such that,
for all measurable functions f with values in {−1, 1}.
We first give the following proposition which is valid not necessarily for the particular choice of weights given in (5). (8) such that
where f * is the Bayes rule.
As a consequence, we obtain the following oracle inequality. (4) and (6) satisfies
for all integers n ≥ 1, where C > 0 depends only on a, b and on the constant c appearing in the margin assumption (8) . (9) 
Moreover, linearity of the hinge-loss on
Specifically we apply this inequality for j 0 ∈ Arg min j=1,...,M A n (f j ). To show (10) , only convexity of the loss is used. Thus, for other statistical problems using a convex loss this inequality will be satisfied iff n is constructed via (4) and (6) (10) is satisfied whenf n is the ERM aggregate defined bỹ
It is a convex combination of f j 's with weights w j = 1I (j=ĵ) whereĵ ∈ Arg min j=1,...,M A n (f j ).
Therefore, using Proposition 1, we obtain
for all integers n ≥ 1, where C > 0 depends only on a, b and c. n (f ). Our proof implies that the aggregatẽ
satisfies the inequality (10) 
) which can be written as an average of the weights (5),
for all j = 1, . . . , M, where
is the weight defined in (5), for the first k observations. This aggregate is especially useful for the on-line framework. The following theorem says that it has the same theoretical properties as the aggregate (4). f n defined by (11) satisfies
for all integers n ≥ 1, where C > 0 depends only on a, b and c, and γ(n, κ) is equal
Remark 4. For all k ∈ {1, . . . , n − 1}, less observations are used to constructf k than for the construction off n , thus, intuitively, we expect thatf n will learn better thanf k . In view of (11),f n is an average of aggregates whose performances are, a priori, worse than those off n , therefore its expected learning properties would be presumably worse than those off n . An advantage of the aggregatef n is in its recursive construction, but the risk behavior off n seems to be better than that off n .
In fact, it is easy to see that Theorem 2 is satisfied for any aggregatef n = n k=1 w kfk where w k ≥ 0 and
, and the remainder term is minimized for w j = 1 when j = n and 0 elsewhere, that is forf n =f n . Tsybakov (2004) or L1-SVM classifiers of Steinwart (2004, 2005) with our aggregation method leads to classifiers that are adaptive both to the margin parameter and to the complexity, in the two cases. Results are established for the first method of aggregation defined in (4) but they are also valid for the recursive aggregate defined in (11) .
We use a sample splitting to construct our aggregate. The first subsample
, where m = n − l and l = ⌈an/ log n⌉ for a constant a > 0, is implemented to construct classifiers and the second subsample
, is implemented to aggregate them by the procedure (4).
Adaptation in the framework of Tsybakov
Here we take X = R d . Introduce the following pseudo-distance, and its empirical analogue, between the sets G, G ′ ⊆ X :
where G∆G ′ is the symmetric difference between sets G and 
Various examples of classes Y having this property can be found in Dudley (1974), Korostelev and Tsybakov (1993), Mammen and Tsybakov (1995, 1999) .
Let (G ρ ) ρ min ≤ρ≤ρmax be a collection of classes of subsets of X , where G ρ has a complexity bound ρ, for all ρ min ≤ ρ ≤ ρ max . This collection corresponds to an a priori knowledge on π that the set G * = {x ∈ X : η(x) > 1/2} lies in one of these classes (typically we have
The aim of adaptation to the margin and complexity is to propose a classifier,f n , free from κ and ρ such that, if π satisfies (MA1)(κ) and G * ∈ G ρ , thenf n learns with the optimal rate n (A1)(Complexity Assumption). Assume that 0 < ρ min < ρ max < 1 and G ρ 's are classes of subsets of X such that G ρ ⊆ G ρ ′ for ρ min ≤ ρ < ρ ′ ≤ ρ max and the class G ρ has complexity bound ρ. For any integer n, we define ρ n, 
where
Note that the construction off j m 's does not depend on the margin parameter κ. 
As (A2) There exists a 0 > 0 and 0 < p ≤ 2 such that for any integer n,
Note that the supremum is taken over all the samples of size n and the bound is assuming for any n. Every RKHS satisfies (A2) with p = 2 (cf. Scovel and
Steinwart (2005)). We define the approximation error function of the L1-SVM as Let H be a RKHS with a continuous kernel on X satisfying (A2) with a parameter 0 < p < 2. Define the L1-SVM classifier bŷ
and λ > 0 is called the r egularization parameter. Assume that the underlying probability measure π belongs to the set Q α,β of all the probability measures on X × {−1, 1} satisfying (MA2)(α) with α ≥ 0 and (A3) with a complexity parameter satisfies the following excess risk bound: for any ǫ > 0, there exists C > 0 depending only on α, p, β and ǫ such that
Remark that if β = 1, that is f * ∈ H, then the learning rate in (16) is (up to an ǫ) n −2(α+1)/(2α+pα+4) which is a fast rate since 2(α + 1)/(2α + pα + 4) ∈ [1/2, 1).
To construct the classifierf λ α,β n n we need to know parameters α and β that are not available in practice. Thus, it is important to construct a classifier, free from these parameters, which has the same behavior asf Since the RKHS H is given, the implementation of the L1-SVM classifierf λ n only requires the knowledge of the regularization parameter λ. A straightforward application of our method would be to aggregate a family of classifiers (f λ α,β n n ) α,β with (α, β) belonging to some sufficiently dense grid. However this is not natural because α and β are not intrinsically related to the definition of the L1-SVM method. Thus to provide an easily implementable procedure, using our aggregation method, it is natural to combine L1-SVM classifiers constructed for different values of λ in a finite grid. We now define such a procedure.
We consider the L1-SVM classifiersf 
where we set ∆ = l b 0 with some b 0 > 0. The subsample D 2 l is used to aggregate these classifiers by the procedure (4), namelỹ
Theorem 4. Let H be a RKHS with a continuous kernel on a compact metric space
X satisfying (A2) with a parameter 0 < p < 2. Let K be a compact subset of (0, +∞) × (0, 1]. Then, the classifierf n , defined in (17) , satisfies
+ǫ for all (α, β) ∈ K and ǫ > 0, where Q α,β is the set of all probability measures on X × {−1, 1} satisfying (MA2)(α) and (A2) with a complexity parameter (p, β) and C > 0 is a constant depending only on ǫ, p, K, a and b 0 .
The case of the Gaussian RBF kernel
In this subsection we apply our aggregation procedure to L1-SVM classifiers using Gaussian RBF kernel. Let X be the closed unit ball of the space R d 0 endowed with the Euclidean norm ||x|| =
′ ∈ X where σ is a parameter and σ −1 is called the width of the gaussian kernel. The RKHS associated to K σ is denoted by H σ .
Scovel and Steinwart (2004) introduced the following assumption:
(GNA) Geometric noise assumption. There exist C 1 > 0 and γ > 0 such that
Here τ is a function on X with values in R which measures the distance between a
given point x and the decision boundary, namely,
for all x ∈ X , where G 0 = {x ∈ X : η(x) = 1/2}, G 1 = {x ∈ X : η(x) > 1/2} and G −1 = {x ∈ X : η(x) < 1/2}. Here d(x, A) denotes the Euclidean distance from a point x to the set A. If π satisfies Assumption (GNA) for a γ > 0, we say that π has a geometric noise exponent γ.
The L1-SVM classifier associated to the gaussian RBF kernel with width σ −1
and regularization parameter λ is defined byf
given by (15) with H = H σ . Using the standard development related to SVM (cf.
Schölkopf and Smola (2002)), we may writeF
, ∀x ∈ X , whereĈ 1 , . . . ,Ĉ n are solutions of the following maximization problem
that can be obtained using a standard quadratic programming software. According to Scovel and Steinwart (2004) , if the underlying probability measure π on X ×{−1, 1}, satisfies the margin assumption (MA2)(α) with margin parameter 0 ≤ α < +∞ and Assumption (GNA) with a geometric noise exponent γ > 0, the classifierf 
+ǫ otherwise, (18) for all ǫ > 0, where C > 0 is a constant which depends only on α, γ and ǫ. Remark that fast rates are obtained only for γ > (3α + 4)/(2α).
To construct the classifierf
we need to know parameters α and γ, which are not available in practice. Like in Subsection 3.2.1 we use our procedure to obtain a classifier which is adaptive to the margin and to the geometric noise parameters.
Our aim is to provide an easily computable adaptive classifier. We propose the following method based on a grid for (σ, λ). We consider the finite sets
where we let ∆ = l b 0 for some b 0 > 0, and
We construct the family of classifiers f where (20) which can be written in terms of the empirical risk as
Denote by R α,γ the set of all probability measures on X × {−1, 1} satisfying both the margin assumption (MA2)(α) with a margin parameter α > 0 and Assumption (GNA) with a geometric noise exponent γ > 0. Define U = {(α, γ) ∈ (0, +∞) 2 : γ > α+2 2α
}. Proof. Since log is concave, we have log(ab) = (1/x) log(a 
We have:
On the other hand (f j ) j=1,...,M are prediction rules which take there values in {−1, 1}, so we have A(f j ) = 2R(f j ) and
we work in the linear part of the hinge-loss, so we have
is the empirical risk defined in (1)).
Let j ∈ {1, . . . , M}. We can write
We have |W i,j | ≤ 1 and, under the margin assumption,
where V is the symbol of the variance. By applying Bernstein's inequality we get
Then, using the usual bound of the gaussian tail we get
For any a > 0, the mapping x −→ (ax) −1 exp(−ax 2 ) is decreasing on (0, +∞) thus, we have,
The mapping x −→ (2/a) exp(−ax) is decreasing on (0, +∞), for any a > 0 and
and
for any integers n ≥ 1 and M ≥ 2.
Let B be a positive number. The inequality T 1 ≤ Bn
Since we have 
Proof of Theorem 1.
. . , n and j = 1, . . . , M, we have
w j A n (f j ) (using the convexity of the hinge loss) which is enough for the proof) . Denote by j 0 an index such that A(f j 0 ) = min j=1,...,M A(f j ). We have A n (f j ) = A n (f j 0 ) + 1 n (log(w j 0 ) − log(w i )), for all j = 1, . . . , M, and by multiplying the last equation by w j and summing up over j, we get
Since log(w j 0 ) ≤ 0 and
the Kullback-Leiber divergence between the weights w = (w j ) j=1,...,M and uniform
where f * is the Bayes classifier. We have
According to Proposition 1,
where C > 0 is a constant depending only of a, b and c. Using (22) and the fact that (1 − γ) −1 ≤ 1 + 2γ for all 0 < γ < 1/2, we get
Now, using the inequality (3) of Zhang (2004) Proof of Theorem 2. Sincef n andf k 's take there values in [−1, 1] and l :
Let k ∈ {1, . . . , n}. Since M ≥ an b ≥ ak b , we have, according to Theorem 1,
Therefore, 
It follows from Tsybakov (2004) that, the excess risk off
where C is a positive number depending only on A, c, κ, ρ min and ρ max (note that C does not depend on ρ j 0 ).
an/ log n, so that there exists a constant C depending only on a, A 0 , A
and ρ max such that
Since 
Theorem 2 follows directly from the last assertion seeing that ρ ≥ ρ min > 0 and P κ,ρ ⊆ P κ,ρ j 0 since ρ j 0 ≥ ρ.
Proof of Theorem 4. Define 0 < α min < α max < +∞ and 0 < β min < 1 such
We consider the function on (0, +∞) × (0, 1] with values in (1/2, 2), φ(α, β) = 4(α + 1)/((2α + pα + 4)(1 + β)).
We take k 0 ∈ {0, . . . , ⌊3∆/2⌋ − 1} such that
For n greater than a constant depending only on K, p, b 0 and a there existsᾱ 0 ∈
[α min /2, α max ] such that φ(ᾱ 0 , β 0 ) = φ l,k 0 . Since α −→ φ(α, β 0 ) increases on R + , we
, where A > 0 depends only on p and α max .
Since ⌈3∆/2⌉ ≥ (3/2)l b 0 , for π satisfying the margin assumption (MA2)(ᾱ 0 )
Theorem 1 leads to Let ǫ > 0. Assume that π ∈ Q α 0 ,β 0 . We have n (1 − a/ log 3 − 1/3) ≤ m ≤ n, l ≥ an/ log n and Γ(ᾱ 0 , β 0 ) ≤ (ᾱ 0 + 1)/(ᾱ 0 + 2) ≤ 1, therefore, there exists C 2 , C ′ 2 > 0 depending only on a, b 0 , K, p and ǫ such that for any n greater than a constant depending only on β min , a and b 0 Proof of Theorem 5.
We consider the set
Each point of S is associated to a margin parameter (14) and to a geometric noise exponent by the following functions on S with values in (0, +∞),
We loose for (ϕ,
Since γ 0 > (α 0 + 2)/(2α 0 ) there exists a solution (ϕ 0 , ψ 0 ) ∈ S of the system of
For all integers n greater than a constant depending only on K, a and b 0 , there exists
With a similar argument, we have ψ l,p 2,0 ≤ (α 0 + 1)ϕ l,p 1,0 , that isγ 0 ≤ γ 0 . Now we show thatγ 0 > (ᾱ 0 + 2)/(2ᾱ 0 ). Since (α 0 , γ 0 ) belongs to a compact, (ϕ 0 , ψ 0 ) and (ϕ l,p 1,0 , ψ l,p 2,0 ) belong to a compact subset of (0, 1/2) × (1/2, 1) for n greater than a constant depending only on K, a, b 0 . Thus, there exists a constant, A, depending only on K, such that for n large enough, we have
where ∂U is the boundary of U and d(A, B) denotes the Euclidean distance between sets A and B. We have d K > 0 since K is a compact, ∂U is closed and K ∩ ∂U = ∅. Set 0 < α min < α max < +∞ and 0 < γ min < γ max < +∞ Thus, for n greater than a constant depending only on K, a and b 0 we haveγ 0 > (ᾱ 0 + 2)/(2ᾱ 0 ).
Sinceᾱ 0 ≤ α 0 andγ 0 ≤ γ 0 , we have R α 0 ,γ 0 ⊂ Rᾱ 0 ,γ 0 and
If the underlying probability measure π satisfies assumption (MA2)(ᾱ 0 ) we get from 
If the underlying probability measure π satisfies the margin assumption (14) with the margin parameter α 0 then, using Theorem 1, we obtain Let ǫ > 0 and p 2,0 ∈ {1, . . . , ⌊∆/2⌋} defined by p 2,0 = p 1,0 /4 (note that p 1,0 ∈ 4N).
We have σ l,ϕ l,p 1,0 = λ l,ψ l,p 2,0 so |Γ(γ 0 ) −Γ(γ 0 )| ≤ 2(2α max + 1)∆ −1 . To achieve the proof we use same argument as for the first part of the proof.
