Abstract. We say that a list of complex numbers is realisable if it is the spectrum of some (entrywise) nonnegative matrix. The Nonnegative Inverse Eigenvalue Problem (NIEP) is the problem of characterising all realisable lists. Although the NIEP remains unsolved, it has been solved in the case where every entry in the list (apart from the Perron eigenvalue) has nonpositive real part. For a given spectrum of this type, we show that a list of nonnegative numbers may arise as the diagonal elements of the realising matrix if and only if these numbers satisfy a remarkably simple inequality. Furthermore, we show that realisation can be achieved by the sum of a companion matrix and a diagonal matrix.
Introduction
The Nonnegative Inverse Eigenvalue Problem (NIEP) is the problem of finding necessary and sufficient conditions which determine whether a given list of n complex numbers can arise as the spectrum of some n × n (entrywise) nonnegative matrix. We say a list σ := (λ 1 , λ 2 , . . . , λ n ) is realisable if there exists a nonnegative matrix A with spectrum σ.
Below, we state some well-known conditions which are necessary for a list to be realisable. Such conditions generally involve the power sums
Theorem 1.1 (Necessary conditions in the NIEP). Suppose σ := (λ 1 , λ 2 , . . . , λ n ) is the spectrum of a nonnegative matrix A. Then (i) σ is self-conjugate, i.e. σ := λ 1 , λ 2 , . . . , λ n = σ; (ii) max i |λ i | ∈ σ; (iii) s k (σ) ≥ 0 for every positive integer k; (iv) s k (σ) m ≤ n m−1 s km (σ) for all positive integers k and m.
1
For n > 4, the NIEP remains unsolved; however, numerous authors have made significant progress by restricting their attention to lists (or to matrices) of a certain type. In 1949, Suleǐmanova [9] showed that if σ is a real list, with one positive every and n − 1 negative entries, then s 1 (σ) ≥ 0 is both necessary and sufficient for the existence of a nonnegative matrix with spectrum σ. This result was later generalised to complex lists by Laffey andŠmigoc: Theorem 1.2. [7] Let σ := (ρ, λ 2 , λ 3 , . . . , λ n ) be a list of self-conjugate complex numbers with ρ ≥ 0 and Re λ i ≤ 0: i = 2, 3, . . . , n. Then σ is the spectrum of a nonnegative matrix if and only if (1.1) s 1 (σ) ≥ 0 and (1.2) s 1 (σ) 2 ≤ ns 2 (σ).
Furthermore, when the above conditions are satisified, σ may be realised by a matrix of the form C + αI n , where C is a nonnegative companion matrix with trace zero and α is a nonnegative scalar.
If a realising matrix is known to exist for a given spectrum, one can consider the properties such a matrix might possess. In particular, in this paper, we consider the possible diagonal elements of such a matrix. Specifically, we show that if σ contains one positive element and n − 1 elements with negative real part, then σ is realisable by a nonnegative matrix with diagonal elements ∆ := (a 1 , a 2 , . . . , a n ) if and only if s 1 (∆) = s 1 (σ) and s 2 (∆) ≤ s 2 (σ).
Our work is motivated by some earlier constructive methods in the NIEP which rely heavily on diagonal elements (see [10, 11] ). To see how our results may be applied, consider, for example, the following theorem ofŠmigoc:
. . , λ m ) be realisable, where ρ is the Perron eigenvalue, and let (µ 1 , µ 2 , . . . , µ n ) be the spectrum of a nonnegative matrix with a diagonal element greater than or equal to ρ. Then
is realisable.
Statement of main result
Below, we state the main result of this paper: Theorem 2.1. Let ∆ := (a 1 , a 2 , . . . , a n ), where a 1 ≥ a 2 ≥ · · · ≥ a n ≥ 0, let ρ ≥ 0 and let (λ 2 , λ 3 , . . . , λ n ) be a self-conjugate list of complex numbers with nonpositive real parts. Then the list σ := (ρ, λ 2 , λ 3 , . . . , λ n ) is the spectrum of a nonnegative matrix with diagonal elements ∆ if and only if
Furthermore, if (2.1) and (2.2) are satisfied, then σ may be realised by a nonnegative matrix of the form
Observe that, by the Cauchy-Schwarz inequality, if a list ∆ satisfying (2.1) and (2.2) exists, then (1.1) and (1.2) must hold. Furthermore, note that if a 1 = a 2 = · · · = a n = s 1 (σ)/n in Theorem 2.1, then (2.2) becomes the JLL condition (1.2) and the matrix A takes the form A = C + s1(σ) n I n , where C is a companion matrix with trace zero. Hence Theorem 2.1 may be seen as a generalisation of Theorem 1.2.
Note that the matrix A, given in (2.3) is the sum of a companion matrix and a diagonal matrix. Let us begin by making some general observations about matrices of this form. First, we compute the characteristic polynomial of A: Lemma 2.2. Let A be defined as in (2.3) . Then the characteristic polynomial of A is given by
Proof. The fact that (2.4) is the characteristic polynomial of A can be easily verified by computing the determinant of xI n − A by Laplace expansion along the first column and then using induction on n.
The entry b 2 has a special significance: if A has spectrum σ, then, applying Newton's identities to the coefficient of x n−2 in (2.4), we see that
Hence, condition (2.2) is directly related to the nonnegativity of b 2 .
In general, it is easy to see that conditions (2.1) and (2.2) are necessary for the existence of a nonnegative matrix with spectrum σ and diagonal elements ∆: Observation 2.3. Let σ := (λ 1 , λ 2 , . . . , λ n ) be a list of complex numbers and let ∆ := (a 1 , a 2 , . . . , a n ) be a list of nonnegative numbers. If σ is the spectrum of a nonnegative matrix with diagonal elements ∆, then 
In this case, (2.2) is equivalent to
i.e. condition (2.2) says that (a 1 , a 2 , . . . , a n ) must be sufficiently close to (s 1 (σ)/n, s 1 (σ)/n, . . . , s 1 (σ)/n) with respect to the ℓ 2 norm. For n = 3, it is also relatively easy to show that (2.1) and (2.2) are essentially the required conditions, and some equivalent conditions for this case have recently been given by Hwang and Kim [5] . For completeness, we will show that, under the appropriate conditions, the given spectrum can be realised by a nonnegative matrix of the form (2.3).
Small n
It is useful to distinguish the real and complex cases. Let us first consider the case when λ 1 , λ 2 and λ 3 are real.
Proposition 3.1. If λ 1 ≥ λ 2 ≥ λ 3 and a 1 ≥ a 2 ≥ a 3 ≥ 0, then the list σ := (λ 1 , λ 2 , λ 3 ) is the spectrum of a nonnegative matrix with diagonal elements ∆ := (a 1 , a 2 , a 3 ) if and only if the following conditions hold:
may be realised by a nonnegative matrix of the form (2.3).
Proof. The necessity of (ii) and (iii) was shown in Observation 2.3. Now suppose the matrix
Now suppose (i)-(iii) hold and the matrix
Hence, letting x = a 1 in (3.3), we see that
which, by (i), is nonnegative.
Note that if we require the realising matrix to be symmetric, then the conditions on (a 1 , a 2 , a 3 ) are more restrictive (see [4] ). For a survey and comparison of numerous results on the Symmetric Nonnegative Inverse Eigenvalue Problem, the reader may be interested in [2] has spectrum (λ 1 , λ 2 , λ 3 ) = (7, 2, 1) and diagonal elements (a 1 , a 2 , a 3 ) = (6, 4, 0); however, since a 3 < λ 3 , no symmetric nonnegative matrix exists with this spectrum and these diagonal elements (see [4, Theorem 4.8] ).
Let us now consider the case when λ 2 and λ 3 are complex.
, where ρ, β ≥ 0 and α is real, and let ∆ := (a 1 , a 2 , a 3 ), where a 1 ≥ a 2 ≥ a 3 ≥ 0. Then σ is the spectrum of a nonnegative matrix with diagonal elements ∆ if and only if the following conditions hold:
are satisfied, then σ may be realised by a nonnegative matrix of the form (2.3).
Proof. Suppose there exists a nonnegative matrix A with spectrum σ and diagonal elements ∆. It is well known that the Perron eigenvalue of a nonnegative matrix must be at least as large as each of its entries. Hence (i) holds. The necessity of (ii) and (iii) was shown in Observation 2.3. Now suppose (i)-(iii) hold and the matrix A given in (3.2) has spectrum σ. As in the proof of Proposition 3.1, we note that b 2 ≥ 0 by (2.5) and
For larger n, we will require a systematic way to compute the b i . This, we address in the following section.
Computing the b i
The observations in this section will apply to general (not necessarily nonnegative) matrices of the form (2.3).
Given a 1 , a 2 , . . . , a n and an arbitrary polynomial
whose roots sum to s 1 (∆), there exists a unique solution (b 2 , b 3 , . . . , b n ) such that the polynomials (2.4) and (4.1) coincide. The aim of this section is to find this solution in closed form. The k-th elementary symmetric function of the variables x 1 , x 2 , . . . , x n is defined by
and it will also be convenient to define e k (x 1 , x 2 , . . . , x n ) = 0 if k < 0 or k > n.
Let us compare the coefficients of (2.4) and (4.1). Both polynomials are monic and the coefficient of x n−1 in both polynomials is −s 1 (∆). Comparing the coefficients of x n−2 yields b 2 = −q 2 + e 2 (a 1 , a 2 , . . . , a n ). Comparing the coefficients of x n−3 gives
. . , a n ) + e 1 (a 1 , a 2 , . . . , a n−2 )b 2 .
In general, to compute the coefficient of x n−k in (2.4), we notice that the coefficient of
, and, for j = 2, 3, . . . , k − 1, the coefficient of
. . , n. Hence, equating the coefficients of x n−k in (2.4) and (4.1) gives
Using (4.2), it is possible to calculate the b i (recursively) by considering the elementary symmetric functions of the truncated lists ∆ (j) . For example, suppose we wish the matrix A, given in (2.3), to have spectrum σ := (3, 2i, −2i, −1). Clearly, we must choose (a 1 , a 2 , a 3 , a 4 ) such that a 1 + a 2 + a 3 + a 4 = 2. By equating the polynomials
and solving the recurrence relation (4.2), we see that we must set a 1 , a 2 , a 3 , a 4 ) − e 2 (a 1 , a 2 
To find a closed-form solution to (4.2), we will need to consider the k-th complete homogeneous symmetric functions
The following relation between the elementary symmetric functions and the complete homogeneous ones is well known:
We will need a generalisation of Lemma 4.1 to truncated lists. Given a 1 , a 2 , . . . , a n , let us formally define a 2 , . . . , a j ) : j = 1, 2, . . . , n, (a 1 , a 2 , . . . , a n , 0, 0, . . . , 0 j−n zeros ) : j = n + 1, n + 2, . . .
To avoid unnecessarily long expressions, for j = 1, 2, . . ., let us denote
and let
It will also be convenient to define a j+1 , a j+2 , . . . , a n ) : i = 0, . . . , n − j; j = 0, . . . , n − 1. (
With the above notation, we give a generalisation of Lemma 4.1, featuring truncated lists:
Proof. We first note that (4.4) is independent of a k+m+2 , a k+m+3 , . . ., and hence, we need only consider n ≤ k + m + 1. The proof is by induction on n.
As a base of induction, we note that if n ≤ k + 1, then, by Observation 4.2, the left-hand side of (4.4) reduces to
which, by Lemma 4.1, equals zero. Now suppose n = k + l, where 2 ≤ l ≤ m and assume the statement holds for lists of length n − 1. Note that, by the inductive hypothesis and Observation 4.2, Item 1,
The left-hand side of (4.4) may be written as
which, by Observation 4.2, Item 2, may be written in the form (4.6)
Let us now consider (4.6) as a polynomial in a n . The constant term is equal to (4.5), which, as previously noted, equals zero, and for s = 1, 2, . . ., the coefficient of a 
Hence (4.6) equals zero, as required.
Finally, if n = k + m + 1, then the left-hand side of (4.4) may be written as
Since (4.7) is independent of a n , it must vanish by the inductive hypothesis.
Remark. Clearly, Lemma 4.3 holds for arbitrary (not necessarily real) variables a 1 , a 2 , . . . , a n .
We are now able to give a closed form solution for each b i :
be an arbitrary polynomial and let 
where
Proof. Equating the coefficients of x n−j in (x − ρ)g(x) and (2.4) gives since the additional terms on the left-hand side of (4.13) vanish. Therefore Remark. Note that, if the solution (4.9) for b j is considered as a multivariable polynomial in a 1 , a 2 , . . . , a n , then K i,j is the sum of all terms of degree i. For all j = 2, 3, . . . , n and m = 2, 3, . . . , j, the sum of all terms of degree m on the right-hand side of (4.11) is equal to 
Proof of main result
In the previous section, we considered the elementary symmetric functions of the real numbers a 1 , a 2 , . . . , a n , but we have yet to examine the elementary symmetric functions of the complex numbers ρ, λ 2 , λ 3 , . . . , λ n . Since λ 2 , λ 3 , . . . , λ n shall have negative real parts, the signs of these elementary symmetric functions may be either positive or negative. It turns out that there is some regularity in the pattern of these signs, as was shown in [1] :
be a real polynomial, where ρ is real and λ 2 , λ 3 , . . . , λ n are complex numbers with nonpositive real parts. Then for each k ∈ {1, 2, . . . , n − 2}, c k ≤ 0 implies c k+2 ≤ 0.
In order to show that the b i are nonnegative under the hypotheses of Theorem 2.1, we will require some inequalities involving elementary symmetric functions of complex variables. The required inequalities (which take a similar form to Newton's Inequalities) are given in [3] .
Theorem 5.2. [3]
Let X := (x 1 , x 2 , . . . , x n ) be a list of self-conjugate variables with nonnegative real parts. If k and l have different parity,
Since the real parts of the numbers ρ, λ 2 , λ 3 , . . . , λ n do not all share the same sign, Theorem 5.2 alone will not suffice.
Let X := (x 1 , x 2 , . . . , x n ) be a list of self-conjugate complex numbers with nonnegative real parts and let r be real. Define
and observe that for even n (say n = 2m), if
then the polynomial
has roots r, −x 1 , −x 2 , . . . , −x n . Lemma 5.3. Let X := (x 1 , x 2 , . . . , x n ) be a self-conjugate list of complex numbers with nonnegative real parts and let r ∈ R. If Q 2s (r; X ) > 0, then Q 2i (r; X ) > 0 : i = 0, 1, . . . , s and
Similarly, if Q 2t+1 (r; X ) > 0, then Q 2i+1 (r; X ) > 0 : i = 0, 1, . . . , t and (5.5) Q 2k+1 (r; X )Q 2l+1 (r; X ) ≥ Q 2k−1 (r; X )Q 2l+3 (r; X ) :
Proof. Let Q 2s (r; X ) and Q 2t+1 (r; X ) be positive. First suppose n is even and write n = 2m. Defining g as in (5.2), recall that the polynomial (5.3) has roots r, −x 1 , −x 2 , . . . , −x n , and therefore, by Theorem 5.1, Q 2i (r; X ) > 0 for each i = 0, 1, . . . , s and Q 2i+1 (r; X ) > 0 for each i = 0, 1, . . . , t.
From this point onward, the proof is essentially the same as the proof of [3, Theorem 2.3] . For this reason, we omit the details of the proof and instead refer the reader to [3] . As in the cited proof, one can show that the polynomials
and
have real roots. Hence, we may apply Newton's Inequalities to the coefficients of f 0 and f 1 , giving (5.4) and (5.5), respectively.
We are now ready to prove the main result of this paper:
Proof of Theorem 2.1. Necessity was established in Observation 2.3, so now suppose (2.1) and (2.2) hold. We will show that σ is the spectrum of a nonnegative matrix A of the form (2.3). Let
Since Re(λ i ) ≤ 0: i = 2, 3, . . . , n, it follows that c i ≥ 0 for all i. In addition, since s 1 (∆) = s 1 (σ) = ρ − c 1 , we must have ρ = c 1 + s 1 (∆), or, in other notation,
1 . Therefore, by Lemma 4.4, it sufices to show that the quantities b 2 , b 3 , . . . , b n given in (4.9) are nonnegative. Firstly, we note that (4.10) can be rearranged to give
. . , j; j = 2, 3, . . . , n. Note also that K 0,j = c 1 c j−1 − c j : j = 2, 3, . . . , n. By Theorem 5.2, K 0,j > 0 whenever j is odd. Hence b j > 0 for each odd index j.
Let us now consider b j for even indices j. By (2.5), b 2 ≥ 0. Now fix k ∈ {2, 3, . . . , ⌊n/2⌋}. We will show that b 2k ≥ 0. If K 0,2k ≥ 0, we are done, so from now on, assume K 0,2k < 0. Now consider the polynomial
By considering the even terms in q(x), we see that Theorem 5.1 implies K 0,2j < 0 : j = 1, 2, . . . k. At this point, it is helpful to consider the quantities that is to say,
Hence (5.9) is equivalent to
We also observe that, since a 1 ≥ a 2 ≥ · · · ≥ a n ,
and hence (5.10)
Now note that
By (5.10) and (5.11), it follows that
however, using the notation defined in (5.1), we have
and hence, Lemma 5.3 implies
Hence W 2 ≥ 0, as claimed. All that remains is to notice that
and hence
If σ := (ρ, λ 2 , λ 3 , . . . , λ n ), where ρ ≥ 0 and Re(λ i ) ≤ 0: i = 2, 3, . . . , n, then we can use Theorem 2.1 to calculate the maximum possible diagonal element and the minimal possible diagonal element of a nonnegative matrix with spectrum σ: Corollary 5.4. Let σ := (ρ, λ 2 , λ 3 , . . . , λ n ) be realisable, where ρ ≥ 0 and Re(λ i ) ≤ 0: i = 2, 3, . . . , n. Then σ is the spectrum of a nonnegative matrix with a diagonal element a if and only if
Proof. Let us write δ := (n − 1)(ns 2 (σ) − s 1 (σ) 2 ).
We note that since σ is realisable, it must satisfy (1.2) and hence δ is real. The necessity of (5.12) is obvious. To see that (5.13) is necessary, suppose σ is the spectrum of a nonnegative matrix with diagonal elements (a 1 , a 2 , . . . , a n ) and define (5.14)
In order to show that (5.13) is necessary, we need to show that
n 2 : i = 1, 2, . . . , n.
In fact, since the a i are labelled arbitrarily, it suffices to show that t n − 1 .
Combining (5.15) with (2.6) then gives
or, equivalently, t 2 1 ≤ δ 2 /n 2 , as required. Now suppose (5.12) and (5.13) hold and consider the list ∆ = (a 1 , a 2 , . . . , a n ), where a 1 = a, a i = s 1 (σ) − a n − 1 : i = 2, 3, . . . , n.
Define t i as before. By (5.12), a i ≥ 0 for all i = 1, 2, . . . , n and it is clear that s 1 (∆) = s 1 (σ). Furthermore, we note that, since a 2 = a 3 = · · · = a n , we must have equality in (5.15) . Combine this with the fact that (5.13) implies t which, as noted in Section 4, is equivalent to s 2 (∆) ≤ s 2 (σ). Therefore, by Theorem 2.1, σ is the spectrum of a nonnegative matrix with diagonal elements ∆.
Remark. If there is equality in the JLL condition (1.2), then it follows from Corollary 5.4 that σ can only be realised by a matrix with constant diagonal.
We conclude this paper by giving an example which shows that (for the fixed structure given in (2.3) ) the ordering of the diagonal elements cannot be arbitrary. , which is not nonnegative. Hence the requirement that a 1 ≥ a 2 ≥ · · · ≥ a n in Theorem 2.1 cannot be omitted.
