The environmental and economic pressures caused by energy consumption have led to an increased consciousness of energy-saving in the manufacturing industry. To this end, this paper focuses on an unrelated parallel machine problem with multiple auxiliary resources, which is a typical configuration in the lithography process of wafer fabrication. By comprehensively considering the jobs with different processing demands, setup times, ready times, resource constraints and energy consumptions, a scheduling model with the objective functions of minimizing the total energy consumption of the system and the total weighted completion time is developed. Based on the mathematical model, a novel modified multi-objective artificial immune algorithm integrated with the non-domination sorting strategy is proposed to solve the problem. Furthermore, to improve the performance of the proposed algorithm, clone operators, neighborhood search operators, and elite preservation operators are applied to the algorithm. The experimental results and analysis validate that the presented algorithm is efficient and effective.
I. INTRODUCTION
Driven by the increasingly severe environmental problems and high energy prices, reducing energy consumption has become a priority for manufacturing enterprises. According to the statistics, approximately 90% of the total energy consumption is a result of the production process [1] . Reducing the energy consumption and increasing the energy efficiency has become a topic of interest for the industry and academia. Various efforts, including those to improve the energy efficiency of the equipment [2] - [4] , perform research and development of the energy efficient products [5] , [6] and optimize the operational strategies [7] - [12] , have been made in recent years. Among these efforts, energy conscious production scheduling methods are considered one of the most promising techniques to reduce energy consumption due to the low financial investment and easy implementation.
The associate editor coordinating the review of this manuscript and approving it for publication was Tomás F. Pena . This paper focus on the energy based unrelated parallel machine scheduling (EUPMS) problem. In detail, we consider the unrelated parallel machines utilized for the lithography process of semiconductor manufacturing. Lithography is a bottleneck processing step in semiconductor manufacturing, involving expensive equipment (the lithography machine is worth more than $10 million); this process dominates the entire production progress of semiconductor manufacturing and consume a large portion of the total energy [13] . Thus, the effective scheduling of the lithography process can lead to significant improvements in the entire semiconductor manufacturing process.
During the lithography process, the mode of the integrated circuits (IC) is transferred from the reticle to a photosensitive polymeric material that replicates the pattern to the next layer. In addition, each layer of each product may require its own unique reticle. Typically, 20 to 30 changes in the reticles are required to process a batch of product. Since a set of reticles for a product can cost more than $150,000, a relatively small number of reticles dominate the number of lithography machines that can immediately process a given product layer. Therefore, a reasonable allocation of the reticles, which can be considered an ''auxiliary resource'' constraint, plays a vitally important role in the scheduling of the lithography process.
In this article, the realistic constraints, such as those for the setup times, resource constraints and machine speed scales, are comprehensively considered. In general, in a real-world situation, the machines operate at different speeds with different rates of power consumptions, and the resources are not shared by all jobs but allotted only to certain jobs; more importantly, an available resource is not limited to one job. These factors make the scheduling problem extremely complicated.
The EUPMS problem studied in this paper is based on the traditional unrelated parallel machine scheduling (UPMS) problem. Hsu et al. [14] explored the UPMS problem with both past-sequence-dependent setup times and learning effects simultaneously; these researchers discussed two particular cases of the problem and solved these cases by using lower bound algorithms. Fanjul-Peyro et al. [15] studied two generalizations of the UPMS problem associated with a limited number of machines and a limited number of jobs, and they used three algorithms and the IBM ILOG CPLEX optimizer to address the problem accordingly. Lee et al. [16] addressed a UPMS problem with dedicated machines and a common deadline and constructed three dedicated machine heuristics for the problem. Rambod and Rezaeian [17] addressed a UPMS problem with machine restriction and the possibility of producing imperfect items and adopted several meta-heuristics to resolve the problem. Li et al. [18] studied an unrelated parallel machine problem within the background of big data and cloud technology for manufacturing to minimize the total tardiness and energy consumption and proposed ten heuristic algorithms. Ezugwu [19] addressed the non-preemptive unrelated parallel machine scheduling problem to minimize the makespan. Three algorithms were proposed, and a comprehensive statistical analysis was performed.
Based on the above analysis, many efficient heuristic algorithms have been proposed for the UPMS problem; however, only a few published studies have focused on energy saving strategies. Furthermore, in terms of the resources, it only required that the total resource demands should not exceed the resource supply. For the convenience of research, all the articles mentioned above simplified the problem by restricting the number of each type of resource to 1, which limits their applications in the real world manufacturing environment. In some fields, for example, in the photolithography process, the reticles have unique characteristics that are not shared among all the jobs. Until now, there is a lack of related research considering the specific auxiliary resource constraints, and only a few studies have been published on this aspect [20] , [21] . Cakici and Mason [20] proposed two heuristic approaches for the photolithography machine scheduling problems considering the reticle requirements.
Zhang et al. [21] also focused on parallel machine scheduling in the photolithography process to minimize the total completion time. In that work, the dynamical arrival wafers, re-entrant process flows, dedicated machine constraints and auxiliary resource constraints were involved. In both [20] and [21] , the specific auxiliary resource constraints in the photolithography process were considered; however, these studies did not consider the energy saving strategies.
In the domain of the scheduling objective, a large proportion of the published studies appear to be limited in the single objective optimization problems, which fail to reflect the realworld situation. To address such problems, decision makers tend to take multiple objectives into account [11] , [22] . Since even the simplified UPMS problem with resource constraints has been proved to be NP-hard, it is impossible for exact algorithms to resolve large multi-objective optimization problems within a desirable time, and a growing number of scholars resort to meta-heuristic algorithms due to their computational efficiency and high solution quality [23] - [25] . Among the various meta-heuristic algorithms, the immune algorithms (IAs) have recently received a significant amount of interest and have been widely applied with notable success owing to their strong exploration ability and high convergence speed [26] . For instance, Hu et al. [27] developed a multiobjective IA based on a multiple affinity model and indicated that the proposed algorithm was more effective compared with the NSGA-II, SPEA2 and NNIA. Zhang and Xiong [28] combined the IA with the ant colony optimization (ACO) algorithm to solve the routing optimization problem of the grain emergency vehicle scheduling.
This paper addresses the EUPMS problems with multiauxiliary resource constraints. To the best of our knowledge, at present, only a few works have combined the scheduling of the semiconductor manufacturing systems with energy conservation. Since the auxiliary resource constraints are in line with the actual production needs, and the introduction of energy saving awareness is conducive to the building of a sustainable green manufacturing environment, such scheduling could be promising. In addition, it can be proved that this scheduling is an NP-hard problem. Therefore, it is unrealistic to solve the EUPMS problems using the traditional mathematical methods. To obtain the solutions with both high quality and efficiency, constrained to the abovementioned conditions, a novel mathematical formulation with the objective function of minimizing both the total weighted completion time and energy consumption is proposed; moreover, an innovative modified multi-objective immune clone selection algorithm with an elite strategy is developed.
The remainder of this paper is organized as follows. The problem formulation is described in Section 2. In Section 3, the mechanism of the proposed algorithm is discussed. Section 4 describes the computational experiments and evaluation of the performance of the algorithms. A summary of the results and the prospect of future research are provided in Section 6.
II. PROBLEM FORMULATION
This section describes the proposed bi-objective model for the EUPMS with auxiliary resource constraints. To model the problem, the assumptions, indices, parameters and decision variables used throughout the paper are defined in the following subsections.
A. PROBLEM DESCRIPTIONS AND ASSUMPTIONS
The EUPMS problem considered in this paper is to schedule N nonidentical jobs on M unrelated parallel lithography machines to not only increase the production efficiency but also minimize the energy consumption. To evaluate the production efficiency, the total weighted completion time is adopted, which is a widely used index. In contrast to in the traditional UPMS problems, all the jobs must be processed on their specified layer in the lithography process, and the challenge lies in simultaneously considering the corresponding reticle resource availability.
To clarify the problem investigated in this paper, several assumptions are made, are follows.
(1) The machines have different processing speeds, and the processing energy consumption varies for different speeds. The energy consumption is larger for a higher processing speed.
(2) All jobs are independent and must be processed on their specified layers. At any time, each job can be processed on at most one machine.
(3) Each lithography machine can process one job at a time, and once the processing of a job starts, no pre-emption is allowed until the job finishes.
(4) Each job can be processed only if both the specified auxiliary resources (reticles) and lithography machines are available. When waiting for the available auxiliary resources, the idle machines may consume energy.
(5) The auxiliary resources (reticles) can be shared among the machines; however, the reticles are specific to the layers, which mean that a type of reticle can only process the designated layer.
(6) The quantity of reticles is limited, but each type of reticle can have multiple units. (7) Both the setup times and the resulting energy consumptions are considered.
B. INDICES, PARAMETERS AND DECISION VARIABLES
For a better description of the model, the pertinent notations are as follows.
Indices and parameters: m = 1, . . . , M Index of lithography machines i, j = 0, . . . , J Index of jobs to be scheduled l = 1, . . . , L Index of processing layer t = 0, . . . , T Index of time periods in the scheduling horizon n jl Available number of a certain type of reticle required by jobj P j
Processing time of jobj V jm Speed for lithography machine m to process job j E pjm Energy consumption for lithography machine m to process jobj S jm Time for lithography machine m to setup job j E sjm Energy consumption when lithography machine m is setup with job j E ejm Energy consumption when lithogra-
A large number
Decision Variables: X ijm The binary variable takes the value 1 if job j is processed immediately after job ion the lithography machine m and 0 otherwise Y jm
The binary variable takes the value 1 if job j is required to be setup on machine m and 0 otherwise Z jt
The binary variable takes value 1 if job j finishes processing at time t and 0 otherwise U m jl The binary variable takes value 1 if job j is to be processed on layer l on machine m and 0 otherwise
C. MODEL FORMULATION
The following model is constructed on the basis of the abovementioned notations.
Objective:
Subject to:
for l = 1, . . . , L; s = 0, . . . , T ;
Equations (1) (2) (3) are the objective functions of the model that aim to minimize the total weighted completion time (TWCT) and total energy consumption (TEC). Among these equations, equation (3) is the objective function of the energy consumption. The total energy consumption includes the energy consumption generated during the machine processing, setup and idle conditions. It should be noted that when the machine is processing or remaining idle, the energy consumption is related to the machine running speed.
Constraints (4) and (5) ensure that every job is exactly assigned to one of M lithography machines. Constraints (6) and (7) state the job assignment and the processing sequence of a lithography machine. Constraint (8) ensures that each job finishes processing at a time. Constraint (9) ensures that every job involves only one layer to be processed. The completion time constraints are embodied in constraints (10) and (11) . Constraint (12) ensures that the dummy job (job 0) is assigned at the beginning of the sequence before all the jobs on each machine. Constraint (13) implies the time when a setup is required. Constraint (14) indicates the resource restriction. Constraints (15) , (16) and (17) determine the type of decision variables.
Based on the scheduling model, the following property can be defined by analyzing the problem in depth.
Property 1: For the jobs assigned to reticles, the auxiliary resource constraint can be transformed to the precedence constraint prec, which makes ∀ (i, j) ∈ prec.
Proof: For the jobs assigned to the reticles, if several jobs are assigned to an identical reticle, the next job can only begin after the current job releases the resource. Therefore, the job can only be processed after the last job finishes processing; thus, the resource constraint can be transformed to the precedence constraint.
III. MODIFIED MULTI-OBJECTIVE IMMUNE CLONE ALGORITHM
Since the scheduling problem studied in this paper is an NP-hard problem, it is extremely difficult to use the exact algorithms to obtain the optimal solutions for medium or large problems. The computational time is not desirable; therefore, most researchers employ heuristic algorithms based on artificial intelligence to resolve such problems. The immune clone optimization algorithms, as a relatively new kind of swarm intelligent algorithm, are widely used in various industries due to their competitive advantages. The immune clone optimization algorithm uses the mechanism of antibody diversity of the artificial immune system and the clonal selection operator to search for the antibody groups; this process exhibits a strong robustness in information processing and can better converge to the global optimal solution in the search process. In this paper, the frame of the immune clone algorithms serves as a ground for the proposed algorithm, and the proposed algorithm is combined with the evaluation strategy of the nondomination ranks and crowd distances. In addition, the elite population is considered to execute the clone operation and conduct a neighborhood search. Consequently, a modified multi-objective artificial immune clone algorithm (MMICA) is proposed. In the early stage of the evolution process, the evolutionary process of the MMICA focuses on the breadth search and develops new search spaces to obtain more noninferior solutions. As the evolution process progresses, the MMICA performs a deep search to obtain high quality Pareto solutions.
The details of the algorithm are presented in the following subsections.
A. REPRESENTATION AND INITIALIZATION
An ingenious representation embodied in the antibody is the key to the immune clone algorithm. According to the features of the scheduling model, the antibody is expected to contain a large amount of information. Therefore, a form of real number encoding is chosen to represent the antibody, e.g., A 1 , A 2 , . . . , A j , . . . , A J , for A i ∈ N + , where J is the total number of jobs. Each gene (A j ) in the antibody contains the information pertaining to the assignment of the machines, allocation of the resources and sequences of the jobs. Since the reticles are scarce resources for the system, the number of reticles is assumed to be limited to 9.
In contrast, the number of machines and jobs can be more than ten. Therefore, to clarify, the integral part of the gene denotes which machine is to be assigned, and the first number of the fractional part shows the allocation situation of the reticles; the remaining information indicates the sequence for all the jobs assigned a machine, where a larger manes that the job will be processed later in the sequence. For instance, as shown in Figure 1 , gene A 1 =1.234 indicates that reticle 2 is assigned to machine 1 for processing job 34. Furthermore, it must be noted that each gene has a range. The processing time of the jobs to be processed by the same reticle should not overlap. All these restrictions are reflected in the initialization to prevent the generation of the infeasible solutions; as a result, the search scope is reduced, and the total runtime is decreased.
The initialization operation includes setting the initial parameters and initializing the population. First, the maximum iteration number (G max ), population number N pop , crossover probability (θ c ), mutation probability (θ m ), polynomial variation distribution index (δ) and simulated binary cross distribution index (µ) are initialized. Next, the population is initialized. A population Pt consisting of N pop antibodies is randomly generated, and the range of values of each variable of the antibody is limited according to the known number of the lithography machines (M ) and type of reticle n ji , thereby avoiding the generation of the infeasible solutions and reducing the search range of the algorithm.
B. AFFINITY EVALUATION
As the evaluation criteria for judging the performance of the antibodies, the affinity function is determined by the non-domination ranks and crowd distances in the proposed algorithm and the population Pt is ranked according to the affinity. The non-domination rank reflects the performance of the antibody. A smaller non-domination rank value corresponds to a greater affinity. For antibodies having the same rank, the affinity is evaluated by considering the crowded distance.
where f max n and f min n represent the maximal and minimal values obtained by the nth objective function,
represents the set of feasible solutions, and x represents the set of solutions for the non-domination rank of x. Therefore, for
, the affinity of x A is higher than that of x B .
C. CLONAL EXPANSION
The antibodies are ranked according to the affinity evaluation in the ascending order. Since the antibodies with a high quality are preferred, the antibody with the highest nondomination rank is selected to be cloned to increase the average affinity of the antibodies. The best N c antibodies are stored in the memory library and cloned. The number of clone operations N clone is calculated by N clone = N c − s + 1, where s indicates the position of the antibody in the current ranking. This equation implies that the best affinity has a larger number of clones. Thus, the elite population size is enlarged from N c to N c (N c + 1) /2.
D. MUTATION
Population Z t is composed of the antibodies without a clone operation and the cloned antibodies. Simulated binary crossover and polynomial mutation strategies are applied to upgrade the antibodies, and Q t is the resulting population.
The simulated binary crossover operator can be written as
where
, u k > 0.5 , and u k ∈ U [0, 1]; µ is the crossover distribution index. The polynomial mutation operator can be written as
where α = (2ϕ)
, and ϕ ∈ U [0, 1]; δ is the mutation distribution index.
E. POPULATION RECOMBINATION AND MEMORY UPDATE
To reserve the elite population, the nonmutated antibodies and the mutated antibodies are combined; consequently, a new population is generated, and it is denoted by Et . In addition, the antibody population (Mt) is composed of several antibodies with the highest affinities and stored in the memory library to avoid the loss of the best solutions. The worst antibodies are replaced by the better antibodies, and the better antibodies are reserved in the memory library by iteration. 
F. TERMINATION CRITERIA
If the number of iterations reaches the given upper limit G max , the elite solutions in the memory library are output. Otherwise, the following step is performed.
G. DEPTH NEIGHBORHOOD SEARCH
To improve the ability of the exploitation, two neighbor search strategies are introduced. One strategy is to swap the sequence by changing the job processing sequence of the specific lithography machine at random; the other strategy is to change the reticle, which means randomly choosing a job with more than 1 reticle available. If the obtained antibody does not satisfy constraint (12) , a penalty value is added to the objective function. An update occurs only if the antibody affinity is better than the original antibody, and the new antibody population is denoted by Nt.
H. ANTIBODY REPLACEMENT
A roulette wheel selection strategy is adopted to select N pop antibodies from the current population. Meanwhile, the process of natural cell disappearance and growth in the biological clonal selection is imitated to initialize a small portion of the antibodies for updating the population and maintaining the population diversity. The specific approach is to reinitialize n re antibodies to replace the original n re antibodies with the lowest affinities. where N re is the reinitialization parameter. The selection probability is determined by both θ p and θ pq ; θ p is used to decide the front, and θ pq is used to decide to choose which antibody is placed in the front.
where N F is the number of Pareto fronts, and Rank p shows the non-domination rank of front p.
where I p represents the number of antibodies in front p, and Rank p,q represents the rank of antibody q in front p. Thus, the procedure of the proposed algorithm can be described as in the previous subsection, and the evaluation of the population is shown in Figure 2 to more clearly illustrate the algorithm.
IV. COMPUTATIONAL RESULTS AND ANALYSIS
The numerical simulations of all the algorithms are performed using MATLAB (2014a). The experimental device is a portable computer with 4 GB RAM and a 2.10 GHz Intel(R) Core(TM) i5 processor. The experimental results and analysis are as follows.
A. EVALUATION METRICS
Different from the single objective optimization problems, it is ineffective and biased to judge the performance of an algorithm merely by the solutions obtained and run time since the multi-objective optimization problems have a high complexity. Thus, in this paper, the number of solutions (NS), generational distance (GD), spacing (SP), and run time (RT) are considered as the evaluation criteria of the proposed algorithms. The definitions of the generational distance and spacing are introduced as follows.
The generational distance indicates the convergence of an algorithm. A smaller value of this distance corresponds to a better algorithm convergence.
where h i = min |P * | j=1 m k=1 f k (a i ) − f k p j 2 , and ψ represents the Pareto solutions obtained by the algorithm. P * represents the known Pareto solutions. The spacing is an indicator that represents the diversity of an algorithm. A smaller value of the spacing corresponds to a better algorithm diversity.
where d p = min q m k=1 f k a p − f k a q , a p , a q , ∈ ψ, and N denotes the number of objectives, and d denotes the average value of all d p .
B. PARAMETER SETTING
The appropriate design of the parameters directly influences the optimization performance of the MMICA. The parameters can be set manually or through various setting approaches. In this article, six parameters are set for the proposed algorithm, including the maximal number of iterations, number of populations, crossover rate, mutation rate, simulated binary crossover distribution index and polynomial mutation distribution index. To determine the best combination of values of the parameters, this article adopts the Taguchi method (Montgomery [29] ) to study the influence of the six parameters of the MMICA. As presented in Table 1 , each parameter is set to have three levels, and thus, the orthogonal array L 18 3 6 is selected. Based on the orthogonal array, for solving the EUPMS problem, the MMICA is run with each parameter combination 10 independent times. The average response variable (ARV) values of the two optimization objectives are calculated to determine the performance statistics. It is found that the algorithm performs well when N pop = 150, G max = 300, θ c = 0.5, θ m = 0.5, µ = 10, and δ = 20. Thus, the abovementioned parameter values are adopted in the subsequent experiments. All the parameters for the test problems are listed in Table 2 ; these parameters are set according to Zhang and Chiong [30] .
C. EXPERIMENTAL ANALYSIS
To effectively validate the performance of the MMICA, the classic multi-objective algorithm with a high performance, for example, the optimized non-dominated sorting genetic algorithm (NSGA-II) and multi-objective differential evolution algorithm (MDEA) are compared with the MMICA. Furthermore, since it is difficult to achieve the true Pareto front of the problem, the algorithms are executed several times and all the obtained results are combined to obtain a near optimal Pareto front. Because the results are random if the experiment is performed only once, twenty times' experiments for each instance are independently executed for the three algorithms. The problem is denoted in terms of three properties, namely, the number of jobs, machines and specific layers of jobs. For example, an instance with 20 jobs, 2 machines and 3 layers is marked as J20M2L3. Table 3 shows that when the problem scale is small, the MMICA and NSGA-II demonstrate a similar performance and outperform the MDEA in terms of the NS, GD, SP, RT; however, the MDEA takes less time than the MMICA and NSGA-II. When the problem scale increases, the MMICA demonstrates a possible competitive advantage in terms of the NS, GD, and SP. To more intuitively observe the experimental results, boxplots as a useful kind of statistical analysis technique are exploited to display the properties of the metrics, including the NS, GD, SP and RT achieved by the various algorithms on problems with different scales. The results are shown in Figure 6 . Figures 6 shows the distribution of the number obtained by each algorithm, generational distance, spacing and run time for 30 instances. It can be seen from Figure 6 (a) that compared with that of the NSGA-II and MDEA, the performance of the MMICA is better in terms of the NS metric, which means that it can provide more feasible options for schedulers to make a decision. From Figures 6(b) and (c) it can be concluded that the MMICA is superior to the NSGA-II and MDEA in terms of the GD and SP. As shown in Figure 6(d) , although the NSGA seems to consume less time to obtain the Pareto solutions, the excellent performance of the MMICA on the other metrics and its reasonable run time within an acceptable range indicate that the MMICA is an effective algorithm to resolve this multi-objective optimization problem. Figure 7 shows the Pareto solutions of different scale problems, taking the 'J20M2L3', 'J30M6L7', 'J50M5L11' problems as examples, which denote the small, medium and large scale problems, respectively. First, the trends of solutions in Figure 7 (a), (b) and (c) show that a higher energy consumption corresponds to a lower the total weighted completion time, and vice versa. In other words, the solutions exhibit and validate the conflict among the total weighted completion time and total energy consumption practically, which is in line with the theoretical inference. Second, it can be seen that when the scale is small, no significant differences exist between the MMICA and NSGA-II, and these algorithms outperform the solution obtained by the MDEA. When the scale increases, the solutions of the MMICA dominate those of the NSGA-II and MDEA, and the distribution is more uniform, which confirms the accuracy and effectiveness of the MMICA. In other words, the quality of the solution and number of Pareto solutions achieved by the MMICA are higher than those of the MMICA and NSGA-II. The superiority of the MMICA can be attributed to that the elite population being reserved and the influence of the elite population on other populations being enhances. Furthermore, the population update operator and neighbor search operator enlarge the search range of the algorithm and strengthen its ability to search in depth. Thus, the MMICA is recommended for the proposed problem.
D. STUDY ON MANAGERIAL APPLICATIONS OF MMICA
This section applies the MMICA to obtain managerial insights. In practice, schedulers may have special demands on one of the two objectives of the EUPMS problem. Therefore, in this section, the preference vector F = (F TWCT , F TEC ) is introduced for controlling the weight of two objectives, i.e., f 1 and f 2 . Generally, the value of the preference vector is randomly generated within [0, 1]; however, this aspect may lead to the decision making difficulties in practice due to the presence of excessive feasible solutions. Thus, the preference vector is partitioned into five intervals in this section. First, the values of F TWCT are randomly generated in five intervals, specifically,
, which are named cases 1 to 5, respectively. Next, the value of F TEC is calculated based on equation (26) .
Computational experiments are performed to determine the influence of the preference vector influences the two objectives. Without loss of generality, a medium scale problem is chosen and solved using the MMICA. Figure 8 exhibits the experimental results. As is known, minimizing the TWCT and TEC are two objectives with conflicting relationships. When the objective function of the TWCT plays a more important role, i.e., the value of F TWCT is higher, the solution has a lower TWCT and higher TEC. In contrast, when more attention is focused on the objective of the TEC in terms of the preference vector, the solution will lead to a lower energy consumption but higher TWCT.
Furthermore, although the value of the preference vector is divided evenly into five intervals, the computational results show that the non-dominated solutions are distributed unevenly along the Pareto front. The experimental results show that cases 2 to 4 contain more solutions compared with the cases 1 and 5.
This section described the practical production management as a scheduling application for reference. For a decision maker, if the importance of one objective is higher than the other, the decision maker should narrow the corresponding preference vector interval, thereby obtaining less feasible but more concentrated solutions. This approach would make the decision making process easier.
V. CONCLUSION
This paper studies the unrelated parallel machine scheduling problem that is integrated with the features of the lithography process in the wafer fabrication systems. The practical constraints, including those for the auxiliary resources, ready times, and setup times are simultaneously considered. Furthermore, in response to the increasing attention to energy issues, energy consumption is considered in the study. A multi-objective optimization problem that aims to minimize the total weighted completion time and total energy consumption is proposed, and accordingly, an immune clone algorithm based on the non-domination rank selection strategy is proposed to solve the problem. The depth neighborhood search and population renewal operators are combined with the proposed algorithm to enhance and balance the exploration and exploitation abilities.
The computational results demonstrated that the proposed approach is both feasible and valid for solving the instances. The MMICA exhibits generally better performance than that of the NSGA-II and MDEA. The Pareto solutions of the MMICA achieve a larger number of solutions, which reveals a more uniform distribution and higher quality of the solutions.
The combination of these algorithms cannot only help schedulers acquire the most effective solution but also provides schedulers with a wider space to choose a suitable solution to balance the production efficiency and energy consumption according to the demands.
In conclusion, the proposed unexploited problem is a novel supplement to the related research field, while the MMICA paves the way to address similar problems.
Solutions to the EUPMS problems are still in the primary stage of research. In this work, energy consumptions resulting from the transportation of resources, the clean processing of the machines and the maintenance time are not considered. To this end, more advanced multi-objective algorithms, such as the bi-criterion evolution algorithm [31] , can be adopted, and more indicators, such as the maximum spread [32] , [33] , can be introduced to evaluate the quality of the proposed algorithm. Therefore, further studies on the abovementioned possible influence factors, state of the art algorithms and quality indicators can be considered as a novel attempt for research advancement.
WANG ZHU received the Ph.D. degree in mechanical engineering from Tongji University, Shanghai, China, in 2017, and the Ph.D. degree in automation and information engineering from the University of Valenciennes and Hainaut-Cambrésis, Valenciennes, France, in 2017. She is currently a Lecturer with the Logistics Engineering College, Shanghai Maritime University, Shanghai. Her research interests are in the area of modeling, scheduling in semiconductor industries, and process industries.
LIU TIANYU received the bachelor's degree in intelligence science and technology and the Ph.D. degree in pattern recognition and intelligent systems from Xidian University, China, in 2011 and 2017, respectively. She is currently a Lecturer with the College of Information Engineering, Shanghai Maritime University, China. Her research interests include evolutionary computing, many-objective optimization, and machine learning. VOLUME 7, 2019 
