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Report on a Speaking Test 
* * * David Schneider ,Melvin Shaw and Jeffrey Gregory 
The authors taught required English courses at a Japanese college during the spring 
semester of 2001. Their students were all Japanese native speakers with the exception of 
two foreign students (one Korean, one Russian). All students were enrolled full-time in the 
first semester of their first year of college. 
We used a new speaking interview test with these students. Since any test has great 
influence on both teachers and students, it should be examined carefully from many angles. 
This is especially important when a new test is introduced. Three basic aspects to be 
examined are practicality, reliability, and validity. There are other important characteristics 
as well, but without these three no test can be appropriate. 
In this report we first describe our test and then evaluate it from these three angles. 
Test Description 
In terms of purpose, this test was designed to measure English speaking ability. It was 
not directly related to any textbook, and the precise contents of the test were not taught to 
students in advance. In this sense, it was a proficiency test (and not a mastery, achievement, 
or attainment test). 
In terms of administration and structure, the test was a one-on-one interview between the 
student (speaker) and the teacher (rater). This interview was designed to last four to five 
minutes and consisted of three parts. 
Part One was devoted to pronunciation, utilizing a subtest devised by Dobbyn as cited in 
Nation (78-79). Students had to read three sentences, each of which focused on a difficult 
sound. The sentences were printed on a paper which the rater could not see. The rater 
listened to the student and marked the sentences the student said. The rater then asked the 
student to read the printed key. The rater's marks were compared with the key to give the 
student a score. Because the sentences were selected in different combinations to make 
seven or eight different prompts, the rater had no marking hints other than the student's 
pronunciation. 
* Aomori Public College 
Sample Prompt (the student's paper) 
1. The train will leave in 30 minutes. 
2. Be careful! That razor is dangerous! 
3. I must finish this job fast. 
Key: 1. B, 2. A, 3. A 
Rater's Paper 
The rater should circle the letter of the sentence that he/she heard the student say. 
LA. The train will leave in 13 minutes. 
B. The train will leave in 30 minutes. 
2. A. Be careful! That razor is dangerous! 
B. Be careful! That laser is dangerous! 
3. A. I must finish this job fast. 
B. I must finish this job first. 
Student's score on Part One = ___ (maximum = 3) 
Part Two of our test was designed to test grammatical accuracy. It consisted of ten 
"sentences" of gradually increasing length. (Actually, some of the longer "sentences" 
consisted of two or three short sentences, as shown in the sample below.) The students had 
no paper to read; they just repeated the sentence after hearing it one time. This type of 
sentence repetition test is described by Underhill (86). No credit was given for well-formed 
paraphrases; the sentence was wrong unless the student repeated it exactly. Two different 
ten-sentence series of equal difficulty were written in order to minimize the advantage that 
later interviewees might enjoy over earlier ones. One series from our April 18 test is shown 
below: 
1. Hello. 
2. Hello, Mary. 
3. How are you? 
4. Where are you going? 
5. I'm going to English class. 
6. What time does the class start? 
7. It started 5 minutes ago. I'm late! 
8. I want to talk to you. I'll meet you after class. 
9. I'll wait for you in the library. Please come as soon as possible. 
10. I want to ask you some questions about computers. I don't understand anything. 
Student's score on Part Two = (maximum = 10) 
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Part Three of our test was a picture description task. It was designed to assess the 
student's fluency, and it was graded more impressionistically than Parts One or Two. Two 
pictures were chosen that showed familiar scenes, such as a train station or crowded 
airplane cabin, where ten or more people were engaged in various actions. After handing 
one of the pictures to the student, raters were advised to say "What do you see? Please tell 
me as much as you can about this picture." According to their responses, students were 
assigned scores from the following rating scale: 
Oral Rating Scale 
7 smooth and rapid speech using a variety of structures; able to give a full and complete 
answer with only a very few minor errors; shows extensive vocabulary knowledge; seems 
capable of doing very well on a much more difficult test involving abstract subjects 
6 gives a full, complete, and lengthy answer using a wide range of structures and 
vocabulary; although there are a few noticeable errors in grammar or word choice 
5 adequately describes the picture using both simple and complex sentences without any 
errors that block understanding; keeps talking in complete sentences for over a minute 
without prompting; seems fully competent to talk about this picture, but does not give the 
impression of being used to discussing more abstract subjects 
4 smooth, rapid, and generally accurate speech using mostly basic vocabulary and simple 
sentences, although with some errors and pauses 
3 fairly fluent production of simple sentences that have only minor errors; very fluent 
"telegraphic" speech 1) 
2 slow production of 2-3 simple sentences; fairly fluent "telegraphic" speech 
1 slow production of one simple sentence; isolated words and collocations 
o virtually no response or answers in Japanese 
Student's score on Part Three = ___ (maximum = 7) 
1) By ''telegraphic speech," we mean utterances that are characterized by the omission of such small 
linguistic items as prepositions, articles, and inflectional suffixes. The meaning of this term in 
descriptions of first language acquisition is explained by Falk (326-329). 
To summarize, the test was intended to measure general English speaking proficiency. It 
had three parts of three, ten, and seven points respectively, making a maximum total score 
of twenty. 
Test Evaluation 
We evaluated the test according to the three characteristics mentioned at the beginning of 
this report: practicality, reliability, and validity. 
As for practicality, we wanted our test to be easy for one teacher to administer and mark, 
allowing just five minutes per student. We found that this was possible if teachers carefully 
prepared the interview materials and minimized the "dead time" between students. On two 
occasions (April 18 and July 17) the three authors were able to interview and score 111 
students in less than four hours. 
As for reliability, a test should produce trustworthy scores. This is a critical issue in 
speaking tests because the rater's judgment is constantly involved. The usual method of 
increasing reliability is to have two raters score each interview. However, this decreases a 
test's practicality by greatly increasing scoring time. We wanted our test to yield reliable 
scores with only one teacher conducting and marking each interview. 
In order to examine reliability, sixteen of Shaw's students were tape recorded as they 
took the test on April 18. Using this tape, independent ratings for each of these students 
were obtained from the other two teachers. These ratings were compared using the formula 
for Cronbach's alpha. (See Appendix--Reliability.) The following inter-rater reliabilities 
were found: 
Gregory and Schneider: 
Gregory and Shaw: 




The last pair above achieved a higher coefficient than the first two pairs. A possible 
explanation for this is that this pair was a combination of two teachers who have worked 
together in English programs in Japan for seven years. Perhaps because of these years of 
common teaching experiences, these two teachers may have internalized similar standards 
for judging students' speaking. Whatever its cause, their high coefficient shows that there 
was quite a bit of consistency between their scores. This consistency may be strong enough 
to permit high-stakes testing using only one rater per student. Scoring that is this consistent 
might allow teachers to accurately test students who are not members of their own classes. 
Examples of such testing could include an English entrance exam interview or program-
wide speaking proficiency test. 
On the other hand, the inter-rater reliability coefficients for the first two pairs above were 
49 
50 
somewhat lower. They indicate a certain degree of inconsistency among the raters. The fact 
was that each of these pairs included a less experienced teacher who was a newcomer to 
Japan. This reminds of us of the need for rater training, expecially for new teachers. 
However, even these pairs acheived more than .88 reliability. This suggests that there is 
enough consistency between these raters to permit low-stakes testing such as in-class 
exams where each teacher rates hislher own students. 
Besides consistency of scoring among the three raters, there was a need for each rater to 
score consistently when compared with his past record. To investigate this intra-rater 
reliability, we each scored the same sixteen students again four to seven weeks later. At this 
second scoring, the tape was changed so that we heard students in different order. The 
following coefficients were found: 
Gregory, first and second: .9159 
Schneider, first and second: .9085 
Shaw, first and second: .9561 
One possible reason for Shaw's higher coefficient is that only he had heard the students 
in a face-to-face live interview (the first rating). All other reliability ratings were done from 
the tape. In addition, only Shaw had the opportunity to become familiar with these sixteen 
students in regular classes (because they were his students). In spite of these differences, 
the coefficients for all three teachers are sufficiently high to show that this test may provide 
fairly trustworthy scores using only one rater. 
In addition to being reliable, we wanted our test to be valid; that is, we wanted our test to 
be an accurate measure of the student's ability to speak English and to yield scores 
dependent on that ability alone. Validity is a complex area of language testing, and a half-
dozen or more types of validity have been postulated by various authors. Although we have 
not examined the validity of our test from all of these angles, we have investigated two: 
face validity and construct validity. 
Face validity is mentioned by Nakamura (128), Underhill (105-106), Heaton (159-160), 
and Davies, et al. (59). It refers to the degree of confidence that a test enjoys among the 
people who use it (e.g., students). The underlying assumption seems to be that unless 
students think a test is reasonable and fair, they might not really try (in which case their 
scores would not reflect their true ability). 
In order to examine face validity, we distributed anonymous questionnaires to our 
students one or two days after the July 17 administration of the test. The full questionnaire 
is appended to this report, but for face validity purposes we were interested mainly in Items 
3) "The test was not suitable," and 4) "It was a good test for teachers to check students' 
speaking ability." Of the 111 test takers, over 1 00 marked at least part of their 
questionnaire. The approximate results for Items 3-4 are shown below: 
Students Who Marked Item 3 ("not suitable") = 5% of marked questionnaires. 
Students Who Marked Item 4 ("good test") = 72% " " " 
No Response to Item 3 or 4 = 23% " " " 
From these results, it appears that a majority of our students felt that the test was a valid 
measure of their speaking ability. 
A second type of validity that we examined was construct validity, which in our case 
refers to the degree that the test really measures the intangible psychological construct 
known as "the ability to speak English." One way to investigate such validity is to conduct 
a differential-group experiment as described by Brown. Such an experiment "might 
compare the performance of two groups on a test: one group that obviously has the 
particular construct and another group that clearly does not" (103). 
A group of the second type (who "clearly does not" have English speaking proficiency) 
was made up of our own students. Their mean score on July 17 was 10.95 (maximum 
possible score = 20, number of students = 111). 
A group of the first type (who "obviously has the particular construct") was made up of 
six Japanese adults, who because of long-term residence in the USA, foreign study, or 
marriage, had mastered spoken English in a way that was evident to all who heard them2) . 
We administered the July version of our test to these six proficient speakers and made tape 
recordings. In order to guard against bias, these tapes were given to a rater who was not 
one of the co-authors of this report3) . This outside rater found the mean score of the 
proficient speakers to be 16.33. This is 5.38 points higher than the mean for our students. 
We feel that this higher mean for the bona fide English-as-a-foreign-Ianguage speakers is 
evidence for the construct validity of our test. 
To sum up this section on evaluation, we examined this test in terms of its practicality, 
reliability, and validity. We found that the test was practical to administer and produced 
fairly reliable scores, even when scored by a single rater. In addition, we found evidence of 
two types of validity for the test. 
2) The authors would like to thank the following proficient English speakers who took our test and 
provided valuable feedback: Reiko Kuramoto (Aomori Public College), Ichiro Iwami (Hachinohe 
Commercial High School), Hiroko Shimoyama Fitzpatrick (Akenohoshi Junior College), Takuya 
Mikami (Dibros, Ltd.), Atsuko Schneider, Yoko Shaw. 
3) We would like to thank Kent Lavoie of Aomori Public College and Akenohoshi Junior College for 




In this report we have described a speaking test and commented on its practicality, 
reliability, and validity. Although our analysis of these characteristics was not exhaustive 
(particularly for validity), we feel that the results were sufficient to warrant further interest 
in such a test. However, much work remains to be done before we can decide whether this 
is a "good test" or not. For example, the effects of the test on instruction and learning must 
be examined. Truly, this report is only a beginning. 
Received:August 28,2001 
Reliability 
Inter-Rater Reliability: Comparing the Ratings of the 01/4/18 Test Intra-Rater Reliability: Comparing Each Teacher's Rating 
by Three Teachers of the Same Test at Two Different Times 
First Individual Ratings (r1, r2) Sums of First Ratings (r1 +r2) Second Individual Ratings (r2) Sums of In'vid. R'ings (r1 +r2) 
Sixteen 10-May by 29-May by 18-Apr Gregory & Gregory Schneider 26-Jun by 29-Jun by 30-May Gregory Schneider Shaw 
Students Gregory Schneider by Shaw Schneider & Shaw & Shaw Gregory Schneider by Shaw 1st & 1st & 1st & 
from tape from tape live from tape from tape from tape 2nd 2nd 2nd 
1 10 9 10 19 20 19 13 11 10 23 20 20 
2 9 9 8 18 17 17 8 8 9 17 17 17 
3 8 7 10 15 18 17 1 1 10 9 19 17 19 
4 18 15 18 33 36 33 18 15 17 36 30 35 
5 1 1 10 10 21 21 20 12 9 10 23 19 20 
6 10 10 10 20 20 20 11 11 11 21 21 21 
7 10 9 8 19 18 17 10 8 8 20 17 16 
8 9 10 11 19 20 21 12 10 9 21 20 20 
9 9 9 8 18 17 17 9 8 8 18 17 16 
10 7 8 6 15 13 14 7 7 8 14 15 14 
11 7 4 5 11 12 9 6 5 6 13 9 1 1 
12 12 10 9 22 21 19 12 10 1 1 24 20 20 
13 10 10 9 20 19 19 11 9 9 21 19 18 
14 9 4 4 13 13 8 8 6 6 17 10 10 
15 10 7 8 17 18 15 8 5 9 18 12 17 
16 10 9 8 19 18 17 10 7 9 20 16 17 
Mean= 9.9375 8.75 8.875 18.6875 18.813 17.625 10.375 8.6875 9.3125 20.313 17.438 18.1875 
Standard Dev.= 2.515784 2.569047 3.0957 4.81274 5.3693 5.5 2.87228 2.548692 2.49583 5.1861 4.8986 5.50417 
Variance (Var.)= 6.329167 6.6 9.5833 23.1625 28.829 30.25 8.25 6.495833 6.22917 26.896 23.996 30.2958 
Number of ratings (k)= 2 2 2 2 2 2 
Cronbach's alpha= 0.88361 0.8961 0.94793 0.9159 0.9085 0.95613 
The following is our formula for calculating Cronbach's alpha (coefficient alpha), as adapted from Bailey (178-182): 
alpha = (kI(k-1»(1-((Var. r1 + Var. r2) / (Var. (r1+r2»» 










Questionnaire Given to Students July 18-19,2001 
:9Hti- I JUl{~O) aL a2, a3, a4, a5, a6 0):77AO)~~Jv: 
~~Jv~:t7 Ji 17 S :9Hti-o)Al:::°~:f-/::I'·TA,,:a:5tft~lJ::.o ~~JvO)tfl.3~C~~:t, :. 
O)TA "iJ~w~0 .sL*'¥:0)'¥::'±.f::~0 --Cjj-ljJ]ftt O)--c:mQiJ:.~"-)iJ:.:a:~)WjA:. --C 4'1& f:::'±. 
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