In large epidemiological studies, many researchers use surrogates of air pollution exposure such as geographic information system (GIS)-based characterizations of traffic or simple housing characteristics. It is important to evaluate quantitatively these surrogates against measured pollutant concentrations to determine how their use affects the interpretation of epidemiological study results. In this study, we quantified the implications of using exposure models derived from validation studies, and other alternative surrogate models with varying amounts of measurement error on epidemiological study findings. We compared previously developed multiple regression models characterizing residential indoor nitrogen dioxide (NO 2 ), fine particulate matter (PM 2.5 ), and elemental carbon (EC) concentrations to models with less explanatory power that may be applied in the absence of validation studies. We constructed a hypothetical epidemiological study, under a range of odds ratios, and determined the bias and uncertainty caused by the use of various exposure models predicting residential indoor exposure levels. Our simulations illustrated that exposure models with fairly modest R 2 (0.3 to 0.4 for the previously developed multiple regression models for PM 2.5 and NO 2 ) yielded substantial improvements in epidemiological study performance, relative to the application of regression models created in the absence of validation studies or poorer-performing validation study models (e.g., EC). In many studies, models based on validation data may not be possible, so it may be necessary to use a surrogate model with more measurement error. This analysis provides a technique to quantify the implications of applying various exposure models with different degrees of measurement error in epidemiological research.
Introduction
In large epidemiological studies, it is often impractical to collect direct quantitative measures of exposure on all subjects. Cohort studies of the effects of traffic-related air pollution are particularly challenging given the feasibility of taking measurements at only a fraction of homes for a fraction of the study duration, the multiple pollutants of interest, and the existence of indoor sources of pollutants such as fine particulate matter (PM 2.5 ) and nitrogen dioxide (NO 2 ). Some studies use exposure surrogates, such as geographic information system -based characterizations of traffic (e.g., distance to the nearest major road) around a subject's home (Garshick et al., 2003; Heinrich et al., 2005; Ryan et al., 2005) . The optimal traffic indicator to estimate exposure has differed across studies, which can be difficult to interpret in the absence of measurements, and makes it challenging a priori to determine which measures to utilize in future studies. Other studies have attempted to estimate exposures inside residences using simple housing characteristics such as presence of gas stoves (Jarvis and Chinn, 1996; Garrett et al., 1998) , shown to be a significant predictor of indoor NO 2 levels. For some pollutants and settings, indoor source proxies may be more robust predictors of indoor levels of traffic-related pollutants than the traffic indicators themselves.
Less work has been done to validate some of these indicators against measured pollutant concentrations (Gauderman et al., 2005) , or to determine what implications using proxy measures for exposure might have on outcomes in epidemiological research. Validation studies are increasingly employed to reduce exposure misclassification, and to potentially estimate the degree of misclassification and correct for it. Validation studies consist of a subset of participants with quantitative measures of exposure for at least a portion of the epidemiological study.
In this study, we quantify the implications of using exposure surrogate models with varying amounts of measurement error on epidemiological study findings. We consider previously developed models derived from validation data characterizing residential indoor NO 2 , PM 2.5 , and elemental carbon (EC) concentrations (Baxter et al., 2007) , and models with less explanatory power that may be applied in the absence of validation studies, based on indicators of traffic exposure or indoor sources. We construct a hypothetical epidemiological study under a range of odds ratios linking the effect of indoor pollutant concentrations and recurrent wheeze in the first year of life based on characteristics of our households and effect estimates from the epidemiological literature. We then calculate the estimated bias and quantify the estimated inflation of the standard errors caused by the use of the various exposure models and determine the power to detect statistically significant associations between exposure and health.
Methods
We determined the bias and uncertainty from the use of different exposure models of residential indoor exposures within a hypothetical epidemiological study under three different scenarios representing a range of health effects estimates (i.e., odds ratios of 1.05, 1.50, and 2.00 per interquartile range increase in pollutant concentration). We presumed for the purpose of this analysis that residential indoor concentrations represent the best available proxy for personal exposure for children, and that NO 2 , PM 2.5 , and EC are all potential causal agents for respiratory outcomes. We consider exposure models within three different categories:
(1) Previously developed multiple regression models for all three pollutants that include terms for ambient concentrations, geographic information system-based traffic indicators, indoor source terms, and ventilation characteristics (Baxter et al., 2007) . These models will be described in more detail in the next section. (2) Models using a single indoor source term or traffic indicator used in the previously developed models. This included: For NO 2 : gas stove usage (r1 h/day vs 41 h/day), and unweighted traffic density within a 50 m buffer of the home (number of cars/day) For PM 2.5 :occupant density (number of occupants/room) For EC: distance of the home from a designated truck route (m).
(3) Models with traffic indicators used in previous studies for personal or indoor exposures but not used in our previously developed models, including:
Distance from a major road (m) (Nakai et al., 1995; Roorda-Knape et al., 1998; Garshick et al., 2003) Distance from a highway (m) (Rjinders et al., 2001) Average daily traffic (number of cars/day) on the nearest major road (Garshick et al., 2003) .
The variables in category 3 were candidate variables for our previously developed models but were found to be poor predictors of measured indoor concentrations. They are meant to represent those that could potentially be selected in the absence of validation data but which do not strongly predict measured exposures. By design, these indicators should generally yield null findings given our simulation structure.
All questionnaire and indoor concentration data were collected as part of the Asthma Coalition for Community, Environment, and Social Stress (ACCESS) study. Ambient concentrations were collected from a centrally located ambient monitor (the Massachusetts Department of Environmental Protection monitor in Dudley Square, Roxbury). Road network and traffic data were obtained from the Massachusetts Highway Department and information on indoor source terms and ventilation characteristics were collected by a standardized questionnaire. More information on the study design is available elsewhere (Baxter et al., 2007) .
Simulated Data Generation
The initial step in our analysis involved constructing a simulated epidemiological dataset, including exposure and health outcomes data, deemed the ''data generation'' step. The rationale for simulating an epidemiological dataset is the fact that the ''true'' odds ratio cannot be known from empirical data, especially given multiple potential causative agents. We generated a main study/validation study design where the main studies included all outcomes and surrogate information and the validation studies included a subset of those participants with measured indoor pollutant concentrations.
First, we sampled with replacement from the 193 ACCESS homes with complete data at the time of our analysis to create 4500 simulated datasets consisting of 1000 homes each (the target sample size for the ACCESS study). The participant data extracted available included terms used in the three categories of models listed above, including the ambient concentrations throughout the first year of life, indoor source and traffic terms, and seasonally varying ventilation characteristics described by an open windows covariate. Next, within each dataset, weekly indoor pollutant concentrations were generated for a subset of 53 participants (the actual sampling duration and number of air pollution sampling homes in ACCESS), representing the simulated validation studies. Although there was available monitoring data for the validation study homes, we generated simulated concentrations (i.e., model-based re-sampling) to conform to the assumption that the validation study is a subset of the main study. As the main study homes do not have indoor concentration measurements, case-based re-sampling is not possible.
Weekly indoor pollutant concentrations for the simulated validation studies were generated based on previously developed models (Baxter et al., 2007) are the weekly ambient concentrations during the sampling period; Openwindows i is binary variable for whether the occupant had their windows open or closed; Gas Stove Usage i is a binary variable for whether a gas stove was used for more than 1 h/day; Unweighted Traffic Score i is the unweighted traffic density within a 50 m buffer of the home (number of cars/day); Occupant Density i is the number of occupants per room; Cooking Time i is a binary variable for whether the subject cooked more than 1 h/day; and distance from truck route i is the distance of the home from a designated truck route (m). e represented the unexplained home to home heterogeneity and is incorporated into our calculations by adding normally distributed random variation with mean zero and SD equal to the square root of the model residual variance from the previously developed models.
Given the simulated weekly pollutant concentrations, we needed to generate a binary health outcome for the simulated datasets. We calculated the probability of recurrent wheeze in the first year of life (for each participant, pollutant, and odds ratio scenario) per interquartile range (75th-25th percentiles) increase in indoor pollutant concentrations (11 p.p.b. for NO 2 , 13 mg/m 3 for PM 2.5 , and 0.30 m À1 Â 10 À5 for EC), as illustrated in Eq. (4).
where P i is the probability of recurrent wheeze in the first year of life for subject i; b 0 is the baseline risk of recurrent wheeze, which we initially assumed to be 11.5% (Marbury et al., 1996) ; and b X is the true health effect coefficient, for which we examined a range of true health effect coefficients corresponding to odds ratios of 1.05, 1.50, and 2.00, consistent with the literature (Brauer et al., 2002; Belanger et al., 2003; Ryan et al., 2005) , so that each simulated main study had three different odds ratio scenarios; and C in year i is the yearly indoor concentration of either NO 2 , PM 2.5 , or EC corresponding with the first year of life. Given our outcome of interest, a longer-term exposure is more appropriate than the weekly average concentrations generated from the validation study, so, we generated yearly average indoor pollutant concentrations.
To calculate yearly indoor pollutant concentrations corresponding with the child's first year of life, we allowed some of the variables in Eqs. (1)- (3) to vary seasonally, given seasonal differences (heating vs non-heating) in ventilation characteristics and other key covariates. Using the models described in Eqs. (1)- (3), seasonal indoor pollutant concentrations were generated using a seasonal open windows term and seasonal average ambient concentrations. The generated seasonal indoor concentrations were then averaged to calculate the yearly indoor pollutant concentrations. With the addition of e as described for the weekly indoor pollutant concentrations, these concentrations simulate actual measurements taken at each home, or the true exposures, and will be considered the gold standard.
Using the calculated probabilities, a binary outcome was randomly assigned to each participant under a Bernoulli distribution. This approach assumes that there are no other factors affecting the health outcome, which we do for simplicity to avoid having to posit distributions for other variables and associations of those variables with health outcomes, as well as to maintain our focus on the air pollution exposure assessment.
Estimation of the Observed Health Effect: Exposure Relationship from the Simulated Data
Once the health outcomes, exposure surrogates, and yearly indoor pollutant concentrations have been generated we can estimate the observed health effect F exposure relationship under different surrogate exposure models. This includes:
(1) using the generated weekly indoor pollutant concentrations in the simulated validation studies to fit the different surrogate exposure models; (2) using each fitted model relationship to predict yearly indoor concentrations for all study participants; and (3) regressing the predicted indoor concentrations derived from each exposure model on the binary health outcomes. It is noteworthy that rather than directly using the surrogate in the health analysis, we produced predicted concentrations so that the health estimates were on a comparable scale as with the previously developed multiple regression models, and so we can adjust for time trends in ambient concentrations in a similar fashion across models.
In step 1, we fit the exposure model using the simulated validation data. For the previously developed models from Baxter et al. (2007) , we fit the model in a similar manner as described in the data generation section. The exposure models within categories 2 and 3 above used each of the following single surrogates, fit as:
where for each pollutant C in wi and C ambient wi are the measured weekly indoor and ambient concentrations, respectively, from the validation study; and S i is one of the exposure surrogates (depending on the pollutant, gas stove usage, unweighted traffic density within a 50 m buffer of the home, occupant density, distance of the home from a designated truck route, distance from a major road, distance from a highway, and average daily traffic). It is noteworthy that for the health model coefficients, we denote the regression coefficients in Eq. (5) using gammas as opposed to betas, to avoid confusion with those equations in the data generation section.
In step 2, we used these exposure models to predict the yearly indoor pollutant concentrations for each subject in their first year of life. Carrying out this procedure for each surrogate exposure model gives us a different predicted indoor concentration depending on the model chosen. Finally, we used logistic regression to fit the binary health outcomes (three odds ratio scenarios for each dataset) as a function of the predicted yearly indoor concentrations, giving us an estimated health effect coefficient and SE.
Assessment of Simulation Results
The mean of the estimated health effect coefficients (across the 4500 simulated datasets) minus the true health effect coefficient (corresponding to ORs of 1. 05, 1.50, and 2.00) quantifies the estimated bias. We use the estimated median SE (as opposed to the mean, given skewed distributions) to compare the SE of each surrogate exposure model to the gold standard (i.e., yearly indoor concentrations generated in the data generation section). The estimated root mean square error (RMSE) was also calculated as shown in Eq. (6) to quantify the accuracy of the estimated coefficients.
where n ¼ number of datasets;b Xs ¼ the estimated health effect coefficient for simulation s; and b X ¼ the true health effect coefficient (corresponding to an OR of 1.05, 1.50, or 2.00). A 95% confidence interval was then calculated for eachb Xs and the proportion of those simulations with significant positive associations was tabulated. Finally, to assess the characterization of uncertainty in the health effects, the models' coverage probabilities, the proportion of simulations for which the 95% confidence interval contains b X , were calculated.
Sensitivity Analyses
We tested the sensitivity of our conclusions to the baseline risk estimates by rerunning the analyses with baseline risks of two times and half the original assumption of 11.5%. In addition, we conducted a sensitivity analysis on the residual variability incorporated when generating the yearly indoor concentration. This variability may be overestimated in that it was based on the model residuals from the weekly concentrations, which theoretically included both temporal and spatial variability. However, the temporal variability should be reduced when the validation study models are applied to predict yearly concentrations rather than weekly concentrations. Thus, we ran the analyses with this error reduced by half. We also ran the simulations using a true OR of 1.00 to determine whether the proportion of significant positive associations was approximately 2.5%, as would be anticipated under a two-sided test with a significance level of 5%.
Power Calculations
We derived the approximate relationship between the power using the true exposure (i.e., the gold standard, X) and the power using a surrogate (W) from the exposure model. Using a two-sided test, the power to detect a significant positive association based on a surrogate model given the power of the true exposure model is:
where F is the normal cumulative distribution function; R 2 is the coefficient of determination from the fitted exposure model; and the value 1.96 is the critical value under the normal distribution function for a two-sided test. The derivation of this approximation is in supplementary information available online.
Results
The distributions of the simulated odds ratios from the various exposure models and the gold standard (the generated yearly indoor pollutant concentrations) are shown in Figures 1-3 . We used the findings for distance from a major road to be representative of those exposure models derived from using traffic terms (i.e., distance from a highway, and average daily traffic on the nearest major road) not in the previously developed models due to their lack of explanatory power (category 3 models) as these findings are representative of the results for category of models. For the category 3 models and all three pollutants, the range of observed odds ratios was very large, with medians of approximately 1.00 regardless of the true odds ratio. This is reflective of the lack of a significant relationship between these traffic terms and measured indoor concentrations, and is included only to reinforce the importance of having a validation study to determine which of the numerous potential proxy variables are actually associated with the exposure of interest. For the exposure gold standard is defined as the simulated indoor concentrations. White boxes: true OR ¼ 1.05; crosshatch boxes: true OR ¼ 1.50; gray boxes: true OR ¼ 2.00; solid line ¼ median, boxes ¼ interquartile range, whiskers ¼ 10th and 90th percentiles models using individual traffic and indoor source terms from the previously developed models (category 2 models), the ranges were smaller and the median estimated odds ratios were closer to the true health effect. The previously developed models performed well in comparison to the gold standard, although with somewhat worse performance for EC (Figure 3) .
We can more formally evaluate model performance by examining the estimated biases, median SE, and RMSEs for the exposure models of NO 2 , PM 2.5 , and EC, which are shown in Tables 1, 2 , and 3, respectively. Results are shown for each true health effect estimate (b X ) associated with an interquartile increase in pollutant concentrations. The corresponding odds ratios (i.e., 1.05, 1.50, and 2.00) are also included to help illustrate the inter-pollutant comparisons. For all pollutants, the estimated bias is in most cases minimal for the previously developed models, an expected finding given our simulation framework (using these exposure models to generate the gold standard). However, modest bias was seen with low odds ratios for PM 2.5 and NO 2 and with higher odds ratios for EC (although still o 25%).
For the other exposure models, the biases were somewhat greater, although the degree depended on the pollutant, model, and odds ratio. For NO 2 (Table 1), the gas stove usage model had a large bias at an odds ratio of 1.05, but bias was on the order of 25% for higher odds ratios. The unweighted traffic density model performed similarly, although with a somewhat greater downward bias of 30-50%. For PM 2.5 (Table 2) , the occupant density model had relatively minimal bias at odds ratios of 1.5 or 2.0, but significant downward bias of 75% at an odds ratio of 1.05. For EC (Table 3) , the bias for the distance from a designated truck route model was small at an odds ratio of 1.05 (4%), but was very large for higher odds ratios.
While the median SE differed depending on the exposure model, they were similar regardless of the odds ratio. Using the previously developed exposure models, the median SE were approximately two times that of the gold standard for NO 2 and PM 2.5 , but were inflated about four times for EC. For the other exposure models, we observed SE 3-5 times those of the gold standard for all three pollutants. Similarly, the RMSEs were approximately 1.5-2 times larger using the previously developed models than if the true exposures were known (i.e., the gold standard) for NO 2 and PM 2.5 , but were 3-4 times greater for EC. For the poorer-performing surrogates (especially those in category 1), the median SE are small compared to the RMSE because we used the medians instead of the means.
The inflation of SE as well as bias in the health effect coefficients had a noticeable influence on the power to detect significant associations (Table 4) . At a true odds ratio of 1.05, even the ''gold standard'' exposure measurements only found significant effects in 8-10% of realizations, with even lower percentages for the various models. For the previously developed NO 2 model, the performance was quite favorable with respect to the gold standard, with 93% significant positive results at an odds ratio of 1.5 and 99% at an odds ratio of 2.0. This could be attributed in part to the fact that this model had an R 2 across all realizations of 0.42. It is worthy to note that the R 2 reported in this section refers to the yearly predicted models and are therefore different than those pertaining to the weekly predicted models presented earlier. For NO 2 , there was a substantial drop-off with any of the individual surrogate models, with the gas stove usage model yielding the best results (29% and 49% significance for an OR ¼ 1.5 and 2.0, respectively).
The previously developed PM 2.5 model (R 2 across all realizations of 0.28) had 60% significant positive results at an odds ratio of 1.5 and 90% at an odds ratio of 2.0 (Table 4) . The occupant density model performed reasonably, with 64% significant when the true odds ratio equaled 2.0. The previously developed EC model had an R 2 for annual average concentrations across all realizations of 0.05. This resulted in a worse performance relative to PM 2.5 or NO 2 , with only 27% significant positive results even at an odds ratio of 2.0.
Table 4 also shows that we calculated the proportion of significant positive associations under a true OR of 1.00 was close to 2.5% in all cases, suggesting that the estimated SE are reasonable in all models Our SE calculations did not account for overdispersion in the logistic regression model, from the Berkson type measurement error induced by using predicted concentrations potentially resulting in SE that are not correct (Carroll et al., 1995) . However, the robustness of the naive SE can also be illustrated by the coverage probabilities, which were approximately 0.95 at all three true odds ratios for the previously developed models and the gold standard, and at a true odds ratio of 1.05 for the individual surrogates (not shown). This indicates that the naive SE are reasonable when using the previously developed models in our simulation settings. However, the coverage was low at the larger true odds ratios for the individual surrogate models. We note that the reasonable results with regard to the naive SE can be explained in part as follows. When b X is small or when the measurement error variance is small, as is the case here for the previously developed models, the overdispersion does not dramatically inflate the SE. As an example, assume that only 20% of the original variance in indoor NO 2 levels is explained by the model. Using the largest of our odds ratios of 2.0, the overdispersion estimate is 1.17, corresponding to an inflation in the SE of only 8%. This helps to explain why the coverages in our simulations are reasonable for small ORs and for the models with more explanatory power. Given the analytic results above and the fact that in our simulations the coverage probabilities for the previously developed models are close to 0.95, we did not adjust the SE in our analyses. Considering some key sensitivity analyses, the results were not sensitive to the baseline risk chosen during the data generation process (results not shown). The reduction by half in the error incorporated when generating C in year i and C in week i caused a narrower distribution inb X , however the general conclusions remained the same (results not shown).
To better understand the implications of validation study models with varying degrees of explanatory power, we plot the approximate theoretical relationship between the power to detect a positive association using the gold standard against the power using surrogate exposure models (Figure 4) . This is based on the strength of the association between the predicted exposures from surrogate models and the true exposure (Eq. 7). We see that the empirical results reasonably follow the theoretical relationship, with the power based on a surrogate model increasing in a non-linear fashion as a function of the power under the gold standard and with low power for small R 2 . More specifically, there was low power for EC (R 2 ¼ 0.05 for the previously developed model across realizations) under all odds ratio scenarios and for PM 2.5 and NO 2 when the gold standard power is low (o11% for true 
Discussion
For all pollutants, using the previously developed models from a validation study resulted in better estimates of the true health effect coefficients, with relatively small estimated biases and lower RMSEs compared to exposure models derived from individual exposure proxies. Our simulations help to reinforce that individual measures of traffic, often used as indicators of exposure in epidemiological studies (Garshick et al., 2003; Heinrich et al., 2005; Ryan et al., 2005) , will not perform well if not well correlated with the exposure of interest (and may have reduced power even given positive correlations if other factors are not considered). Although this point is clear based on first principles, our results demonstrate the quantitative implications of selection of surrogates with varying degrees of exposure measurement error and emphasize the importance of validation for the selection of the most appropriate indicator or model of traffic exposure (Gauderman et al., 2005) .
Our results demonstrated that validation studies and the corresponding regression models can yield substantial improvements in epidemiological study performance relative to the application of individual surrogates. The strong performance of our previously developed PM 2.5 and NO 2 models provides reassurance that regression models with fairly modest R 2 (on the order of 0.3 to 0.4) would substantially improve the ability to detect significant associations compared with using individual exposure surrogates in the absence of validation studies. Not only is there improved power, but because of the non-linearities articulated in Appendix A this power is improved to a reasonably high level. This is of course provided that the study is of sufficient size and the odds ratio is high enough. In contrast, our findings for EC suggest that there is a minimal threshold of performance that such regression models must obtain to yield adequate ability to detect significant associations.
For the exposure models derived for individual surrogates and the previously developed EC model, the exposure predictions are less strongly related to true exposure, which likely explains the increase in bias. This bias is consistent with that found in Freedman et al. (2008) in regression calibration when the measurement error is large. Even for those exposure models derived from validation data some bias still occurs. This bias may be related in part to uncertainty in the exposure model coefficient estimates, which may actually induce bias away from the null, but this effect is likely to be small when the exposure model variables are reasonably good predictors.
In addition, the limited association between the above exposure surrogates and the exposure in the validation resulted in very large RMSE values compared to the median SE. These weak surrogate-true exposure relationships lead to values of g 2 (Eq. 5) near zero producing little variation in the prediction exposures. This in turn caused numerical instability in the health effect estimates leading to some extreme values.
We note several limitations to the current analysis. First, our analytical framework presumed that individual pollutants are the causative agents in question, but most surrogates do not uniquely identify a causal pollutant. For example, a traffic indicator represents a complex mixture of pollution exerted around the roadway (Jerrett et al., 2005) and may also be a marker for other factors such as socioeconomic status. It may be a more appropriate exposure surrogate for simultaneous exposure to multiple factors associated with traffic. Similarly, some indoor source terms such as occupant density may not only represent resuspension activities, but may also be associated with socioeconomic status and related occupant activity patterns. In addition, we do not take into account the heterogeneity in baseline disease rates, assuming the same likelihood of an event for all participants other than the effect of the air pollution exposures. Although this is unlikely to influence our qualitative findings, it could have a quantitative influence, especially if selected risk factors were correlated with air pollutants of interest (e.g., socioeconomic status).
Our analysis also does not include a true validation study, in the sense that the gold standard does not reflect measured exposures across the entire health-relevant time window. Rarely in epidemiology is the gold standard a perfect measurement of true exposure (Wacholder et al., 1993; Brenner, 1996; Spiegelman et al., 1997) . Direct measurements are logistically infeasible for a cohort study considering long-term exposures, so we view our validation study (shortterm monitoring across multiple seasons with models that explicitly address seasonally varying factors) as a reasonable attempt to represent measured exposure. Carrying out the estimation step for all 4500 simulated datasets addresses the effect of uncertainty in estimating model coefficients, but does not reflect uncertainty from the model selection process carried out in Baxter et al. (2007) . It also allowed us to explore the influence of the predictability of the pollutant, magnitude of the health effect, and the use of different exposure models with varying explanatory power. More generally, the aim of this simulation study was not to determine the merits of our previously developed multiple regression models per se, but to provide a quantitative framework within which various exposure models could be formally evaluated.
Finally, the performance of the exposure models is specific to our data collected in urban low-income Boston. Terms such as distance from a major road may be more robust predictors of exposures in settings with many large highways and limited surface traffic, as well as for pollutants with limited indoor sources and/or high effective penetration efficiencies. However, the methods put forth for evaluating various models are generalizable and can be applied to other datasets. Similarly, our specific conclusions about the ability to adequately predict PM 2.5 , NO 2 , and EC are predicated on our dataset and may not generalize elsewhere. The plot in Figure 4 and our main/validation study simulation approach offers a general framework that can be used in other studies to determine if a given exposure study with a particular strength of association (R 2 ) between exposure and surrogate will provide enough power in the associated health study.
Conclusions
In conclusion, our analysis provides a technique to quantify the implications of applying various exposure models with different degrees of measurement error in epidemiological research. Although it is evident that increasing measurement error will reduce the ability to detect an effect in an epidemiological study, our work provides quantitative insight about the potential implications. Our simulations reinforce the conclusion that validation studies and the related exposure models can substantially increase the likelihood of detecting significant associations, although with the caveat that statistical power will be reduced relative to gold standard measurements, significantly so in some cases. For trafficrelated air pollution, the existence of both indoor and outdoor sources of these pollutants implies that individual variables may be less effective predictors of exposure than multiple regression models. However, in many studies, such models may not be viable, or more broadly, the best surrogate may not be available and/or may require active surveillance of a participant (e.g., administering a questionnaire), so it may be necessary to use a surrogate model with more measurement error. The methodology put forth in this analysis may be applied to determine the implications of using a poorer-performing model, which may differ depending on the degree of measurement error and the magnitude of the association that is expected. This analysis highlights the importance of a validation study to account for possible bias and inflation of the standard errors due to exposure measurement error.
