A continuum model of the electrical activity of the cerebral cortex is described which predicts the occurrence of a resonance in the gamma range near 40 Hz. The emergence of this resonance is due to two re"nements to a previous model, namely the inclusion of a modulation of synaptic strength due to "nite reversal potentials, and use of parameters that better match physiological measurements. Analytical expressions for the "xed points of the system and for its linear dynamics are found in terms of average neuronal properties, and together explain the occurrence and modulation of the gamma-like resonance. The analytical results are con"rmed by a numerical simulation.
Introduction
Recordings of electrical potentials on the scalp are a common probe of brain activity, both in the clinical and cognitive research settings. However, interpretation of the recordings is largely empirical, and so an explicit analytical model of their generation would be of great value. The two major problems in modeling the large-scale activity of the brain are (i) how to deal appropriately with the anatomical complications posed by the multiplicity of neuronal interactions, and (ii) how to distinguish those aspects of neurophysiology that are signi"cant on the large scale from those that are not. In neither case are numerical simulations of realistic neurons feasible, as the number of neurons required is too high and their functional details are too intricate. Yet recordings from the scalp (electroencephalograms or EEGs) reveal the existence of low-frequency (1}50 Hz) voltage perturbations that are coherent over distances similar to the scale of the brain, and this suggests that modeling of the collective behavior of neurons may be possible, based only on the average properties of neurons.
Regarding the "rst of the above problems (anatomical complexity), it was proposed "rst by Wilson & Cowan (1973) that cortical EEGs could be modeled with a two-dimensional continuum approximation where each point has certain crucial characteristics of neurons: integration of activity from other points, and generation of activity through a nonlinear response function. The continuum approximation also allows a simple distribution function to be used to describe the spatial extent of interconnections. This style of modeling is adopted in our work. In an early version of our model, the total input to any point in the cortex was obtained by spatial convolution of activity occurring elsewhere, with a kernel that approximated the typical spread of nerve "bers (Wright & Liley, 1994; Wright, 1999) . A later version replaced the convolution with a wave equation, which made the continuum approximation more tractable, both analytically and (numerically Robinson et al., 1997) .
The second problem stated above (that of physiological complexity) was addressed in part by Rennie et al. (1999) , in which the consequences of modulation of neuronal parameters on the linear dynamics of the system were explored. The modulations can be thought of as driven by the principal system variables ("ring rates or membrane potentials) which in turn a!ect the system variables; consequently, general formulations were proposed that represented each of the possible modulations as a form of feedback.
(The feedbacks are internal to the neuron, and are distinct from interneuron feedbacks which are handled by other means in our model.) In the Appendixes, the results of that study have been used to estimate the likely e!ect of various speci"c modulatory mechanisms, including: in Appendix A, the in#uence of recent incoming "ring rate on the neuronal interconnection strength [speci"cally the phenomena of facilitation and depression (Magleby, 1987) ]; in Appendix B, the refractoriness of neurons following "ring (Johnston & Wu, 1995) ; and in Appendix C, modulation of synaptic strength by membrane potential due to the "nite magnitude of the reversal potentials at synapses (Johnston & Wu, 1995) . It is demonstrated that only the last of these feedbacks is su$cient to alter the global dynamics of the system, so it alone is added to our model in the body of the paper. Facilitation, depression, and refractoriness are generally regarded as being the major forms of modulation, but our analysis shows them to a!ect global dynamics only weakly. Their omission is of considerable value to any model of large-scale EEG, where tractability can be hard to achieve.
An application that suits this model is simulation of gamma rhythm (Eckhorn et al., 1989; Gray & Singer, 1989; Singer & Gray, 1995) . Its characteristically high frequency of 40}60 Hz probably indicates that reciprocal corticothalamic pathways are not involved, on account of the combined axonal and dendritic delays that would be involved (Steriade et al., 1990) , so a purely cortical model like this one should be adequate. The wide interest in gamma rhythm arises from the proposal by von der Malsburg (1983) that a resonant oscillation occurs when some component of an input signal is recognized, and that the spread and coupling of multiple such oscillations results in fusion of all perceptual components into a whole. Synchronous gamma rhythm is seen in strongly activated cortex and is the leading candidate for solving this so-called binding problem (Singer & Gray, 1995) . Attempts to account for gamma rhythm include that of Traub et al. (1997) who obtained 40 Hz activity in a detailed numerical model, Freeman (1992a) who postulated that it arises from reciprocal activation between excitatory and inhibitory neuron pools, and Tass & Haken (1996) who invoke more abstract nonlinear principles. It has been independently argued that there are computational bene"ts in having the system poised on the &&edge of chaos'' (Langton, 1990) , and that gamma rhythm in the brain may be the EEG manifestation of this computational mode (Skarda & Freeman, 1987) , although the connection between gamma and brain function remains controversial (Lamme & Spekreijse, 1998) .
Of the models just mentioned, those that are quantitative tend to be highly detailed and numerically intensive. In the present paper, the emphasis is on identifying the critical mechanisms underlying EEG, and this is better done with a more analytically tractable model. The methodology adopted here is that of linear analysis, since the spectral characteristics of early linearized models (e.g. Freeman, 1972; Nunez, 1974; van Rotterdam et al., 1982) showed promising similarities with recorded EEGs. Alternative modeling techniques include nonlinear analysis (e.g. Freeman, 1992b) and numerical simulation with physiologically detailed stochastic neural network models (e.g. Wilson & Bower, 1992; Lumer et al., 1997a, b) . In earlier work, we have shown that continuum models similar to the model presented here can reproduce spectral powers in the 0}30 Hz range (Robinson et al., 2000; Wright, 1990) , and sustain zero-lag synchrony between co-active sites in the cortex (Chapman et al., 2000; Robinson et al., 1998b) . However, a supplementary mechanism must be provided to account for physiological observations of oscillations in the gamma range.
The goal of the present paper is to infer more precisely the consequences of "nite reversal potentials. We also attempt to constrain the model by using only experimentally determined parameters as far as possible, so that predictions of emergent global behavior have no element of circularity.
The relevant equations and parameter values are derived in Section 2. In Section 3, the steadystate and dynamic characteristics of the model are presented, including its sensitivity to variations in parameters and the appearance of a gamma-like resonance. The "ndings are summarized in Section 4.
Theory
Assumptions common to all continuum models of cortex are that (a) the cortex can be considered to be two-dimensional, (b) two distinct populations of neurons are considered, classi"ed as excitatory or inhibitory according to their e!ect on other neurons, (c) the excitatory and inhibitory inputs to the input "bers (dendrites) and to the cell body (soma) of each neuron combine linearly to determine the transmembrane potential of the neuron, (d) the membrane potential determines the "ring rate of the neuron, and (e) the emitted impulses (action potentials) are conducted away from the soma along a "ber (axon) and eventually stimulate the dendrites and somas of other neurons. Excitation received from subcortical sources is generally taken as a free parameter, and contributes to the system's equilibrium level of activity.
An important addition to the present version of the model is the inclusion of synaptic reversal potentials. It has previously been assumed in continuum cortical models of cortical activity that the size of synaptic responses can be taken as constant, but as described in Appendix C there is a mechanism by which synaptic strengths are modulated. Following an action potential there is a perturbation in the transmembrane potential (a post-synaptic potential or PSP), the integral of which we refer to as the synaptic strength, which is a consequence of the transmembrane current induced at an activated synapse. This synaptic current is the product of the instantaneous conductance and the driving potential,
I"g(<!<PCT).
(1)
The conductance g is found to be almost independent of <, at least for the majority of synapses, although it varies transiently following the arrival of an action potential. The driving potential <!<PCT is the di!erence between the transmembrane potential <(t) and the reversal potential <PCT; the former is a function of time and the latter is the potential at which no net ionic current occurs (Johnston & Wu, 1995, p. 361) . We conventionally assume that a PSP, as measured at the soma, is proportional to the synaptic current I, albeit with a lag re#ecting the transmission properties of the membrane. We refer to the PSP integrated over its duration as the synaptic strength and represent it by s ON , where q"e, i indicates the two principal classes of target neurons (excitatory and inhibitory), and p"e, i, s represents the three sources of activity (excitatory and inhibitory neurons in the cortex, and subcortical sources). When temporal variation in the driving potential <!<PCT was neglected we could take s ON as uniform and constant. Now, however, we shall assume
which has the necessary properties that s ON "0 when the membrane potential is constant and equal to the reversal potential (i.e. < O (r, t)" <PCT N ), and that s ON is equal to the reference value
There is a convolution (symbolized here and subsequently by ) between the modulation due to reversal potentials R ON (t) and the lag function H(t), which describes the low-pass "lter characteristics of the membrane. [The soma where synaptic responses are being estimated is usually remote from the synapse, and the dendritic tree is not isopotential. Hence, the lagged value of the bracketed term in eqn (2) is a better estimate of the modulation factor.] Equation (2) allows for greater generality MECHANISMS OF EEG than will be required below: in practice, it is possible to choose identical reference potentials for both classes of neurons, so < C "< G , and to set <PCT C "<PCT Q , s CC "s CQ and s GC "s GQ by assuming that synapses from subcortical sources are physiologically identical to those from excitatory cortical neurons.
It is now possible to substitute eqn (2) into the basic dendritic equation
This represents < C (r, t) and < G (r, t), the somatic membrane potential in excitatory and inhibitory neurons, respectively, as the linear combination of the potentials due to the incoming "ring rates N , where p"e, i, s. [Linear combination of excitatory and inhibitory potentials seems to be justi"ed even when shunting inhibition is considered, according to Koch (1999) p. 423.] Shunting inhibition is the multiplicative attenuation of all PSPs initiated at more distant synapses due to an active synapse shorting the membrane at some point in the dendritic tree.) The quantities N ON are the number of synapses of type p on neurons of type q. Compared with the corresponding equations in Rennie et al. (1999) these equations have three generalizations: that modulations due to both <PCT C and <PCT G are included, the rest potentials <PCQR CG are included explicitly, and the normalized time courses of synaptic responses
(with q"e, i, p"e, i, s and 0) ON ( ON ) can be independent, in order to re#ect better the di!erent temporal characteristics of each combination of synapse and neuron type.
As in Rennie et al. (1999) the generation and propagation of action potentials are described by
Equation (5) is an empirical sigmoidal relationship between mean neuronal membrane potentials and their mean "ring rate, and is parameterized by an o!set CG , a width CG , and the maximal "ring rate QK?V CG . The constant C equals /(3, so that CG is the standard deviation (S.D.) of the derivative of Q CG , which closely resembles a normal distribution. Equation (6) describes the propagation of activity at a "nite speed throughout a two-dimensional continuum by neurons with a certain axonal range distribution (Robinson et al., 1997) . The parameters are r CG , the ranges of the axons of excitatory and inhibitory neurons, CG "v CG /r CG are the corresponding damping rates, and v CG are axonal conduction speeds.
The set of equations (3), (5), and (6) can be solved numerically for arbitrary geometries and initial conditions; however, we shall be concerned here only with the steady-state solutions and linear dispersion relations for an in"nite medium.
STEADY-STATE EQUATIONS
The result of setting all derivatives equal to zero in eqn (6), together with eqns (3) and (5), are the steady-state equations
For a given value of uniform and constant subcortical input M Q these four equations can be solved for the uniform and constant values
where we have omitted terms that are the product of two zero-mean quantities. This expression can be simpli"ed using eqn (8) (with q"e) to give
which can then be Fourier transformed to give
and similarly the corresponding expression
, and G , which are used in the linear stability analysis below.
DISPERSION RELATIONS
To infer the linear dispersion relation of electrocortical waves we must linearize the equations. Each term in eqn (3) is of the general form
, so s ON (r, t) must be written as a constant plus a zero mean perturbation, as must N (r, t). Consequently, eqn (3) (with q"e) becomes where (13) and (14) describe the relationship between the variables CG and < CG due to the process of dendritic summation. There are two additional independent relations between CG and < CG , which can be derived from a linearization of the sigmoidal function (5), and from the wave equation (6). To linearize eqn (5) we introduce the slope of the sigmoid at the chosen steady state
, in which case eqns (5) and (6) 
where in the Fourier domain the wave equation operators, eqn (7), become
We de"ne two sets of dimensionless gains,
where q"e, i and p"e, i, s. The "rst set, G ON , can be considered to be the six components of feedforward gain in view of their weak dependence on reversal potentials, while h ON will be referred to as the feedback gain. According to these de"nitions, we can write the combined feedback factors appearing in eqns (13) and (14) as
The < CG can be eliminated from eqns (13)}(15) to give
which describe the dynamics of the system in terms of feedback factors (20) and (21) have solutions
where
and the dispersion relation is
It is frequently preferable to write the transfer function as
since under assumptions made below (see Table 2 )
, and so (assuming all S ON are similar) the last terms in the numerator and denominator of eqn (25) tend to be negligible.
TABLE 1
Parameter values used throughout this paper, unless otherwise noted Here we discuss each of the values chosen for the model's parameters, in the order in which they appear in Table 1 . Here, as elsewhere, the subscript q"e, i refers to the two classes of neurons and the subscript p"e, i, s to the three sources of dendritic inputs.
The connectivities N ON are the number of synapses of type p on neurons of type q. The values in Table 1 are obtained by assuming that (a) there are 5000 dendritic and somatic synapses on both excitatory and inhibitory neurons (Douglas & Martin, 1998, pp. 459, 471) , (b) that 78% of neurons are excitatory (Douglas & Martin, 1998, p. 462) , (c) that 84% of synapses are excitatory (Douglas & Martin, 1998, p. 471) , and (d) that 2% of axons are of subcortical origin.
The synaptic strengths s ON are the integrated response due to a single impulse of type p"e, i arriving at a neuron of type q"e, i, as recorded at the cell body and in units of V s. The values in Table 1 are derived from Thomson et al. (1996) and Thomson (1997) by weighted averaging the subclasses identi"ed by them, and correcting for di!erent resting potentials. However, these values were biased in several ways due to experimental conditions that are unlike those found in vivo, principally by the general suppression of spontaneous neural activity, resulting in unnatural resting conditions. In an attempt to compensate for the biases, s CC is scaled by a factor of 1.5 as it is evident from Thomson (1997) that nearby voltage sensitive channels have a &&boosting'' e!ect on EPSPs. Also s GC is scaled by a factor of 5 to re#ect the degree of facilitation seen at levels of activity typical of the cortex (Thomson, 1997 Thomson et al. (1996) and Thomson (1997) (2)] and those reported in Thomson et al. (1996) and Thomson (1997) were measured at various transmembrane potentials. Hence, for convenience this common reference potential is adopted, and the values s OQ include a linear correction so that they all refer to this transmembrane potential.
The rest potentials <PCQR O are the potentials assumed by neurons receiving low background "ring rates. As summarized by Koch (1999, p. 417) , experimental values have a wide range, either for reasons intrinsic to the neurons, or on account of di!ering concentrations of extracellular neuromodulators (transmitters with prolonged e!ects). We make the simplest assumption consistent with in vivo experiments by setting <PCQR C "!60 mV. We assume the reversal potentials for excitatory synapses to be <PCT C "<PCT Q "0 in accord with the predominance of AMPA receptors in the cortex, and take <PCT G "!70 mV to be that of GABA receptors (Johnston & Wu, 1995, p. 361) . These values are also consistent with experimental estimates by Thomson et al. (1996) and Thomson (1997) .
We take ON to be the decay rates of postsynaptic responses of type p"e, i, s in neurons of type q"e, i. Average values of CC "68 s\, CG "47 s\ and GC "176 s\ are inferred from Thomson et al. (1996) and Thomson (1997) . In order to obtain an estimate of GG it is assumed that the more extensive dendritic geometry of excitatory neurons gives rise to longer time constants than in inhibitory neurons, and that the di!erence in EPSP decay rates equals the di!erence in IPSP decay rates:
. (This method for obtaining a value for GG is arbitrary, but does not a!ect results.) Also we set CQ " CC and GQ " GC because the majority of synapses from the subcortex are thought to be mediated by glutamate acting at AMPA receptors, just like typical excitatory synapses from cortical neurons.
The rise rates of synaptic responses are ON , and the values appearing in Table 1 are inferred from Thomson et al. (1996) and Thomson (1997) .
The smoothing function H(t) is included in eqn (2) since the summed potential < O cannot in#uence synapses instantaneously. The rate constant is chosen to be approximately equal to the average of the membrane rate constants ON and ON . We choose the maximal "ring rates QK?V CG in Table 1 to be near the upper extreme of observed cortical "ring rates, taking into account that adaption causes that maximal "ring rates to be lower than that which can be achieved transiently. The reason for setting QK?V G to be twice QK?V C is to introduce an inequality between the "ring rates of pyramidal neurons and interneurons, as is suggested by experiments. There are other equally plausible ways to achieve the same end, but this is the most transparent.
The width parameters O in eqn (5) contribute to the slope of the sigmoid relationship between < O and Q O and so to the gains of the system. Unfortunately, they cannot easily be determined experimentally, so will be treated as adjustable parameters in the present context. They have a powerful e!ect on the steady state and stability of the system, so are in practice highly constrained by the properties of actual steady states.
The parameters O are the values of < O at which neurons (assumed to have a sigmoidal response) "re at 50% of their maximal rate. However QK?V CG are not well de"ned or measurable in vivo when other nonlinearities and non-stationarities are considered. Consequently, we adopt CG " !52 mV, which result in appropriate "ring rates of about 5}15 s\, for the values of QK?V CG described above.
The "ring rate of subcortical neurons Q is taken to be 10 s\. However, subcortical activity is variable in response to events and changes of state, so values of up to 100 s\ will also be considered.
Characteristic damping rates for axonal M C "
obtained from Nunez (1995, p. 85, 512) . The characteristic axonal range of excitatory neuron is r C "0.1 m according to Nunez (1995, p. 508) , and the axon range of inhibitory neurons, equal to the radius of minicolumns, is taken as r G "10\ m (Nunez, 1995) .
These values are all the result of physiological measurement, combined with inference to obtain the large-scale average values needed for the continuum model. However, many uncertainties have been noted above, to which must be added the transient, local parameter variations expected in the in vivo brain. In view of this the values in Table 1 must be considered provisional. The results of this choice of parameters are described in the next section, as well as their sensitivity to the assumptions made in this section.
Results
The steady state and dispersion relation solutions are described below, including an assessment of parameter sensitivities and the possibility of simpli"cation of the model. Also there is a numerical simulation described.
STEADY-STATE EQUATIONS
A feature of any model of cortical activity is the form and level of input from subcortical structures, represented here by Q (r, t). It is known to vary with attention and so, for the purpose of exploring steady-state solutions, it will be taken as a free variable Q that is locally uniform and quasi-constant.
When the steady-state equations (8) and (9) are solved as a function of Q with the parameters listed in Table 1 , we "nd that the variables M CG and < M CG have just one "xed point for most values of Q (Fig. 1) . In general, however, the solutions of the steady-state equations are multivalued. It was shown by Robinson et al. (1998a) that in the absence of reversal potentials there can be 1, 3, or 5 solutions for a given Q , depending on the choice of parameters. With the addition of reversal potentials analysis becomes harder, but one special case serves to demonstrate that multiple "xed points are possible in principle. For example, when the parameters listed in Table 1 (8) and (9) that
Thus, eqn (8) (with q"e) can be written as
The solutions of eqn (26), as functions of M C , have the form of a pair of hyperbolas, while the "xed points of the system are those solutions that simultaneously satisfy eqn (9), the independent sigmoidal relation between < M C and M C . The four cases depicted in Fig. 2 arise because eqn (26) can have either a negative of positive slope, and the asymptotic value can be either less than or greater than the lower asymptote of the sigmoid. In Fig. 2(a) and (b), there are two subcases, which demonstrate that the number of solutions can be from zero to three. (Larger numbers of solutions may also be possible.) Figure 2 shows the theoretical possibilities arising from eqns (5) and (26), but when values from Table 1 are adopted and Q is considered a free variable, we "nd that only those possibilities depicted in Fig. 2 (0 which is unphysical as a "ring rate: for example, those of the type appearing in Fig. 2(b) are found to occur when Q +!50 s\, although in Fig. 1 they are scarcely resolved.
Regarding the transition that occurs between case (b1) and (d1) at Q "2.1 s\, it is of interest to note that this occurs continuously, as is evident in Fig. 1 transitions was discussed in Robinson et al. (1998a) for the more general case where < C O< G , although without synaptic modulation. A new feature of the present steady-state equations is the possibility that for some choices of parameters there are no "nite, uniform solutions, as in case (a0).
Once a particular steady-state solution is chosen then the various derived parameters can be evaluated. For reference, Table 2 lists values of several derived parameters for two values of Q .
The dispersion relation is a function only of G ON , h ON , and the rate constants appearing in Table 1 . While the rate constants in Table 1 and the  gains in Table 2 are the basis for all further numerical results below, the uncertainties in the underlying parameters should be remembered. When each of several parameters is varied, the steady-state values of C shown in Fig. 3 Table 1 is shown with a solid line. All other curves result from the indicated increments or decrements to particular parameters while other parameters are held constant. a given Q , making the relationship between C and Q monotonic. Variations of the opposite kind tend to increase C and cause the locus of solutions to have an s-like form, giving rise to multiple solutions in certain ranges of Q in accordance with Fig. 2(b) .
FIG. 3. Steady-state solutions for a variety of alternative parameter values. The solutions corresponding to the values appearing in
It is of interest to note that all parameter variations result in essentially a single family of curves. This implies that all modulations are equivalent within limits, although the sensitivity to some modulations is greater than to others. In particular, the sensitivities to O and O mean that their values*although not known experimentally*are strongly constrained by the requirement that M C is of the order 10 s\. Figure 4 shows solutions of the dispersion relation (24) for two values of Q , and for a range of wavenumbers like that observed in EEGs. The real part of each solution represents conventional frequency, and the imaginary part is the damping rate such that solutions in the upper half-plane would grow exponentially.
DISPERSION RELATION
The most striking feature of Fig. 4 is the pair of lightly damped solutions near " ($250!40i) s\. It is notable that these roots, absent in our earliest models but anticipated in our recent general examination of local feedback (Rennie et al., 1999) , have a frequency comparable to that of the gamma band (40}60 Hz) of EEG rhythms. The other pair of lightly damped roots is situated near the origin, so its e!ect is to give the system a strong response near "0. For the parameters in Table 1 , the roots occur at "( $8!21i) s\ when k"0, which lies in the delta range ((4 Hz) of EEG frequencies. The frequency and damping of this pair of low-frequency roots are functions of the parameters in Table 1 , and moderate variations in many of these parameters (i.e. that are similar to their uncertainties) can cause the roots to have larger or smaller frequencies, or even to become purely damped. For example, if <PCQR C "< C #0.003 V and k"0 then the roots occur at "($11 !22i) s\, and when <PCQR C "< C !0.003 V they are at "!16i and !26i s\. Consequently, there is considerable uncertainty about the character of these roots, and in the absence of stronger or additional constraints it is di$cult to comment on them further. The remainder of this section will discuss the gamma-like roots.
It is of interest to note the absence of modes with +$kv!i C , which appear in simpler models (see e.g. Fig. B1 ), and which can be unambiguously attributed to traveling waves. There is some re#ection of these modes in the strong k-dependence of the lightly damped modes, but they are no longer non-dispersive in character. and those that are rate constants. The gain-related parameters are those that appear explicitly in eqns (17) and (18), and (through < M O and M O ) in the steady-state equations (8) and (9); the rate constants are ON , ON , O , and . We shall consider the two classes of parameters in turn.
Subcortical activation Q is an example of a parameter that modulates the gains, as was demonstrated in Table 2 . We "nd empirically from the dispersion relation eqn (24) that the damping of all roots va ries with Q . In particular, the pair near the origin becomes unstable for su$ciently small Q , while the pair near 40 Hz becomes unstable for large Q [see Fig. 4(b) , in which the latter instability is approached].
As demonstrated in Table 3 these observations generalize to variations in all other gain-related parameters. In each case, the gains G ON and h ON must "rst be evaluated using the steady-state equations together with eqns (17) and (18). They are found to vary in proportion to each other. Then when each set of gains is substituted into the dispersion relation the corresponding roots collectively form a locus with increasing frequency and decreasing damping as G ON and "h ON " increase. This simple interdependence of all the gains imposed by the steady-state equation is a useful constraint when characterizing the dispersion relation.
Two other parameters not considered in Table 3 are <PCT C and <PCT G . Since their values are well established, only their necessity to the model will be discussed here. Their retention is suggested both by the size of h ON , and because we know of no other form of modulation satisfying the criteria in Rennie et al. (1999) for a high-frequency resonance. Of the two, <PCT C is of lesser signi"cance according to Fig. 3 and comparison of h OC and h OG in Table 2 . Also, selectively disabling <PCT C has only a small impact: we "nd that G ON are increased by about 4% and h OC "0, scarcely a!ecting the steady-state solutions (see Fig. 3 ) and leaving h OG as the dominant feedback gain. In contrast, disabling <PCT G increases G ON by about 50%, and makes h OG &0 while doubling h OC . As a result of their observations, some computational advantages might be achieved by eliminating <PCT C , although there is no reason to assume that <PCT G dominates in all situations. We shall now consider the e!ects of the rate constants ON , ON , O , and . By perturbing each in turn we see in Table 4 and Fig. 5 that the root near 40 Hz is a!ected by almost all underlying rate constants. In each case, moderate (20%) parameter variations generally result in displacements of a similar magnitude, although the displacements all occur in di!erent directions in the complex-plane. Given the importance of reversal potentials in this model, the signi"cance of is not surprising. However, the signi"cant and independent roles played by the dendritic rate constants, and the axonal damping rate C , suggests that the gamma-like mode is best considered a property of the system as a whole, rather than a simple consequence of modulation of synaptic strength.
Regarding rate constants, one special case is of particular interest. When decay rates ON are 28 5 . Displacement of the gamma-like root at " (259!37i) s\ due to the 20% perturbations appearing in Table 4. identical, and since the rise rates ON are already assumed to be identical, then S ON ( )"S( ) and eqn (23) simpli"es to
where Table 2 ) are such that F+!(h OC # h OG #h OQ ) SH, and thus the transfer function becomes independent of S, ON and ON , and it is found that the dispersion relation is without roots at gamma-like frequencies. This particular simpli"cation is contrary to available physiological measurements, but its interest lies in the fact that should such simpli"cations be made for analytical convenience, they would eliminate a phenomenon of considerable applied interest.
NUMERICAL SIMULATION
The characteristics of the gamma-like resonance can be explored further with numerical simulations in order to make realistic comparisons with experiments, and to allow for inhomogeneities in parameter values and for the nonlinearity of eqn (5). Such investigations are not described here. However, applying the numerical methods described in Robinson et al. (1997) to eqns (2)}(7) con"rms the existence of MECHANISMS OF EEG 29 FIG. 6 . Result of a numerical simulation for nearly unstable conditions. The level of uniform activation was Q "100 s\ and all other parameters were as in Table 1 . An 11;11 grid representing 0.05;0.05 m was driven by white noise (RMS amplitude 1 s\) along one edge, and the activity was recorded from the center. a resonant mode. In the example shown in Fig. 6 , the mode near 40 Hz is brought close to instability by setting Q uniformly to 100 s\, with additional white noise applied along one edge of the grid. The system displays coherent activity with a frequency similar to that predicted by the dispersion relation, and similar to that observed experimentally. Related simulations are described in more detail by Wright (1999) .
Conclusion
The use of average steady-state values to characterize neurons is the core simpli"cation on which continuum EEG models are based. However, there are mechanisms operating at the neuronal scale that have time-scales similar to that of EEG, and so challenge this assumption. This paper investigates the consequences of modulations in neuronal characteristics, within the context of one model of the brain's large-scale electrical activity. In the appendixes three commonly considered modulatory mechanisms are each recast as a form of feedback and the system dynamical characteristics inferred. Only one is found likely to a!ect the global dynamics of the system. This mechanism, which is studied more thoroughly in the main body of the paper, is the modulation of synaptic strength as a result of the "nite synaptic reversal potentials. In contrast, the modulation of synaptic strength by incoming "ring rate (facilitation and depression) and of "ring threshold by outgoing "ring rate (refractoriness) are shown to be inadequate to a!ect global dynamics signi"cantly. The appendixes also serve to demonstrate that irrelevant complications such as these can be straightforwardly identi"ed by analytical means, which is particularly relevant to achieving numerically e$cient simulations of realistic neural networks. As a result of adding reversal potentials alone, the dispersion relation is only slightly more complicated than before, yet has important additional characteristics.
The derivation of each of the model's parameters is described in some detail in Section 2.3 because there is no su$ciently accurate consensus on the correct values for the human brain. The large number of parameters, the sensitivity of results to some parameters, and the goal of a fully reductionistic model, require use of the best possible values if the emergent behavior is to be usefully compared to real EEG. Yet the di$culty in obtaining good estimates for average human in vivo parameters cannot be overemphasized, and some uncertainty remains in the values of the parameters. The average size and time course of the dendritic PSPs is thought to be modulated by the general level of background activity in ways that are only beginning to be understood (Koch, 1999, p. 416) . Also the parameters of the sigmoid response function equation (5), are likely to be functions of cell type, neuromodulators, and average "ring rate. Nevertheless, we have used values that are probably of the right order.
As a result of the addition of reversal potentials and a fuller and more accurate parameterization, this version of our model (a) has larger feedforward gains than previously assumed, (b) has additional feedback gains, and (c) the dendritic rate constants are no longer identical. One e!ect of these changes is that a resonance appears near 40 Hz. This resonance is of interest as it is broadly consistent with the characteristics of the gamma rhythm of EEG in having a frequency in the range 40}60 Hz. One of the characteristics of gamma rhythm is that it appears preferentially in highly activated cortex. In our model, increasing of the level of uniform input to the cortex*or appropriately manipulating any of the gainrelated parameters in Table 1*causes the 40 Hz resonance to be enhanced, while suppressing lower frequencies in a reciprocal manner (see Fig.  4 ). This makes modulated 40 Hz activity a robust feature of this model.
30
An obvious inference from the present results is that with high levels of cortical activation, the gamma-like resonance could become undamped. The neuronal networks underlying the continuum description would thus exhibit spontaneous "ring, probably in the form of limit cycle behavior. This accords with observations in physiological studies of synchronous oscillation (Eckhorn et al., 1989; Gray & Singer, 1989; Singer & Gray, 1995) . More speculatively, local patches of cortex would also act as sources of cortical information and exchange, in accord with psychological models of binding and association originated by von der Malsburg (1983), although a far more detailed style of modeling is needed to explore such issues of cognitive function.
It is of particular interest to note that this resonance cannot be properly understood in terms of one physiological mechanism or structure. Rather, it is a property of the whole system, since it is sensitive to all gains (see Table 3 ), each of the dendritic rate constants ( ON , ON , in Table 4 ), and to the axonal damping rate C (see Fig. 5 ). This is compatible with the conclusion of Freeman, who "rst postulated that gamma rhythm arises from the interaction of excitatory and inhibitory neural populations (Freeman, 1975) . Both experimentally and in models Eeckman & Freeman (1990) found (like us) that the resonant frequency and damping were functions not just of dendritic rate constants, but also of gain, and this was considered a distinction from alternative models postulating the coupling of intrinsic oscillators. Gamma-like oscillations have also been observed in spatially discretized EEG simulations (e.g. Wilson & Bower, 1992; Lumer et al., 1997a) , although the numerically intensive nature of such models prevents easy characterization of parameter sensitivities.
Compared to these models, the present work makes broadly similar assumptions about cortical anatomy and physiology. However, its tractible analytical form allows the structure and sensitivities of the steady-state solutions to be described, as can the modes of the system in the linear limit. We also emphasize the value of linear analysis in exploring particular modulatory processes, especially when assessing potential elaborations to the model (see appendixes).
The version of our model described here does not predict any resonances identi"able with . However, we have found separately that realistic spectral envelopes for the range 0}30 Hz can be reproduced if lower gains are used and corticothalamic feedback is added (Unpublished data). These two versions are otherwise identical, and together cover the full EEG spectrum using parameters that are obtained from physiological measurements at the neuronal scale.
APPENDIX A Facilitation
Facilitation refers to an increase in the amount of neurotransmitter released at an axon terminal as a result of preceding action potentials, and to the resulting enhancement in the size of the postsynaptic potential (PSP). According to Magleby (1987) , the degree of facilitation depends biexponentially on the time t since the preceding impulse, with Magleby, 1987) . However, "ring rates are typically less than 20 s\ in the cortex, so we shall not consider the "rst, more rapidly decaying component of facilitation, and instead assume that at each synapse
Considering now an ensemble of synapses at r, t, the average level of facilitation will depend on the distribution of interspike intervals (ISIs). For a Poisson process with a mean rate of C (r, t), the distribution of ISIs is
where I( ) is de"ned only for *0.
[We also require both that I( ) d "1 and I( ) d " 1/ C so that I( ) is normalized and is consistent with the speci"ed average "ring rate C .] By combining eqns (A.2) and (A.3) the average increment to the post-synaptic response due only to the most recent action potential is s C (r, t)"
and more generally, when all previous action potentials are taken into account, it can be shown that the enhancement to the synaptic strength (compared with when C "0) is
In order to obtain an expression that is comparable to those appearing in Rennie et al. (1999) , we need to restate eqn (A.8) in terms of perturbations from the steady-state conditions, A.9) and this is of the form
(A.10) described in Rennie et al. (1999) as Type A feedback, with s C "s C F /k and H(t)" (t). We are now in a position to make use of the previously derived results for feedback of Type A, according to which the dimensionless feedback strength is
H( )"1, and the relevant dispersion relation is
(A.12) By substituting the values quoted above from Magleby (1987) for slow facilitation and setting C "10 s\ we "nd that h "0.12 and F " 1.12, and thus facilitation in e!ect enhances the feedforward gain G CC by a factor F . However, F is too close to unity to have much e!ect on the roots of the dispersion relation.
A similar analysis can be carried out to investigate facilitation at excitatory synapses in inhibitory neurons, as well as at inhibitory synapses in both classes of neurons. However, such analyses are certain to predict even smaller e!ects, as inhibitory neurons and synapses are in the minority. In conclusion, there is little reason to believe that facilitation provides a mechanism for reasonance. Furthermore, the functional description of synaptic depression found by Magleby is su$ciently similar for it also to be discounted as a source of high-frequency resonance.
APPENDIX B Relative Refractory Period
The origin of this e!ect lies in a property of action potentials, where following the initial rapid positive-going phase of the action potential there is a more prolonged period of K> e%ux which not only causes the membrane to repolarize but also to overshoot and hyperpolarize. This hyperpolarization is about 5 mV in magnitude and decays with a rate constant of 10}50 s\.
While in reality it is the membrane potential that becomes more negative following the action potential, it is more convenient here to think of the threshold being raised for a period following an action potential. The e!ective raising of the "ring threshold makes the neuron relatively less likely to "re for approximately 30 ms, and this interval is called the relative refractory period. (There is also a shorter period following an action potential during which the neuron is absolutely refractory, but that will not concern us here.)
In order to represent this e!ect in a way compatible with our theoretical analysis, we "rst take the e!ective threshold to vary as (r, t)" #( E / )H(t) in an individual neuron following the generation of an action potential, and let H(t) be exponential, to match approximately the observed recovery from hyperpolarization,
H(t)" e\ER, t'0, (B.1) and H(t)"0 for t)0.
In order to establish a connection with our previous work, the expression for (r, t) in excitatory neurons needs to be recast as a perturbation from the steady-state threshold C , which di!ers from the resting (or Q C "0) threshold . We note that the e!ective threshold for a population of neurons under steady-state conditions (and with 'Q C , as is the case here), is approximately proportional to the average "ring rate Q C , with
so the e!ective threshold with respect to C is Rennie et al. (1999) . Thus, it can be inferred that the corresponding dispersion relation is
where D CG are given by eqn (16),¸is given by an equation similar to eqn (4), G CC and G GG are two components of gain and are like eqn (17), M is usually approximately zero as explained in connection with eqn (25), and only F " "1#h " H( ) relates to feedback. The feedback gain is obtained from a comparison of eqn (B.4) with the canonical form appearing in Rennie et al. (1999) : h " "! C E / +!0.36 if we use the value of C from Table 2 and assume E "5 mV and "30 s\. The frequency dependence of the feedback is H( )"(1!i / )\. The roots of the dispersion relation are shown in Fig. B1 . As expected from the weak feedback, inclusion of the relative refractory period has little e!ect on the dispersion relation, reinforcing the conclusion in Rennie et al. (1999) that the feedback gain h " needs to be :!1 for resonances to appear.
APPENDIX C Reversal Potential E4ect in s p
In this section, we look at the in#uence of the membrane potential on the size of the excitatory 34 C. J. RENNIE E¹ A¸. or inhibitory impulse response s N in excitatory neurons.
Since channel conductance is largely independent of voltage for most types of ion channels, we shall assume here that s N is a linear function of perturbations in the membrane potential. There is a net ionic #ux within ion channels both because of the potential gradient and because of gradients in the concentration of the various ions, but there is always some potential (the reversal potential <PCT N ) at which the e!ects of the two gradients balance and there is no net current. The reversal potential is generally non-zero and speci-"c to the type of ion channel (Johnston & Wu, 1995) .
The e!ects of reversal potentials can be incorporated into our model by making s N , the integrated perturbation in the membrane potential, a function of the membrane potential < C of excitatory neurons. The following expression for the response size in excitatory neurons:
has the required characteristics that s N "s N at the standard reference conditions (i.e. when < C (r, t)&< C "!60 mV), and s C "0 when < C (r, t)"<PCT N . The term H(t) is some lag function. This modulation of s N by < C can be identi"ed with Type B feedback, as was described in Rennie et al. (1999) , where it was assumed that the modulation of synaptic strength is described by s N (r, t)"s N #s N [< C (r, t)!< C ] H(t). Comparison of this canonical form of modulation with eqn (C.1) shows that s
We can then conclude, with reference to Rennie et al. (1999) , that the dispersion relation is
where F ( )"1!h H( )¸( ). In the present case, the dimensionless feedback gain is
(C.3)
With reference to Table 1 , and by assuming a typical "ring rate N +10 s\, we "nd the feedback gain has a value of h "!1.6 at excitatory synapses (p"e) and h "!4.7 at inhibitory synapses (p"i). Both satisfy the criterion h :!1, which was proposed in Rennie et al. (1999) for the emergence of a lightly damped resonant mode. Consequently, this mechanism is investigated in greater detail in the main part of this paper.
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