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ABSTRACT
Liu, Chenyang PhD Candidate, Purdue University, December 2016. Improving Programmability and Performance for scientific Applications. Major Professor: Vijay
Pai.
With modern advancements in hardware and software technology scaling towards
new limits, our compute machines are reaching new potentials to tackle more challenging problems. While the size and complexity of both the problems and solutions
increases, the programming methodologies must remain at a level that can be understood by programmers and scientists alike. This thesis illustrates these challenges
when developing an optimized framework to best exploit the semantic properties of
a finite-element solver. In efforts to address this problem, we explore programming
and runtime models which decouple algorithmic complexity, parallelism concerns,
and hardware mapping. This thesis builds upon these frameworks to exploit domainspecific semantics using high-level transformations and modifications to obtain performance through algorithmic and runtime optimizations.
This thesis first discusses optimizations performed on a computational mechanics
solver using a novel coupling technique for multi-time scale methods for discrete finite
element domains. We exploit domain semantics using a high level dynamic runtime
scheme to reorder and balance workloads to greatly improve runtime performance.
The framework presented automatically chooses a near-optimal coupling solution and
runs a work-stealing parallel executor to run effectively on multi-core systems.
In my latter work, I focus on the parallel programming model, Concurrent Collections (CnC), to seamlessly bridge the gap between performance and programmability. Because challenging problems in various domains, not limited to computation
mechanics, requires both domain expertise and programming prowess, there is a need

ix
for ways to separate those concerns. This thesis describes methods and techniques
to obtain scalable performance using CnC programming while limiting the burden of
programming. These high level techniques are presented for two high-performance
applications corresponding to hydrodynamics and multi-grid solvers.

1

1. INTRODUCTION
The pursuit for increased productivity is an everlasting process. Today’s modern
arms race is to build the first ubiquitous high-performance computing (UHPC) machine for exascale and petascale capabilities. In 2010, DARPA set this initiative
for researchers to create ways to solve this problem at all levels of the hardware/software stack. However, this challenge has been one of the most difficult in recent
years. High performance machines are designed with many factors in mind, including on-chip performance, communication fabric bandwidth, memory hierarchy, etc.
The applications they process must be carefully constructed using optimizing compilers, dynamic-runtime frameworks, and load-balancers to fully realize the hardware’s
potential.
Meanwhile, applications running on these machines are typically large scale simulation of real phenomena. Structural and molecular dynamics, fluid and aerodynamics, hydrodynamics, and cryptography are examples of real applications being run
on the Top 500 supercomputers in the past several decades [1–4]. Over time, these
applications have evolved from simple mathematical models to complex algorithms
in order to increase the performance, accuracy, and precision of such simulations.
The ones responsible for developing these scientific models and methods, the scientific researchers, require extensive knowledge in their respective fields, yet might
find themselves struggling with programming complexities when implementing their
ideas and methods. Alternatively, individuals with years of programming expertise
may struggle to develop programs for scientific applications when lacking sufficient
background in the science. In order to bridge these gaps, collaborative work was performed for a computational dynamics method for solving 3-dimensional finite-element
meshes with multi-scale characteristics. Because of semantic properties inherent to
the method and problem characteristics, we manage to leverage performance cost
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models to minimize computational cost and employed a high-level dynamic runtime
framework for parallel execution while balancing computation workloads on sharedmemory machines.
Chapter 2 provides background for the challenges faced for programming scientific
applications, and details a novel method of recursive domain decomposition used to
couple and solve multi-time scale problems. In Chapter 3, we discuss techniques to
leverage semantically-rich libraries and cost predictors to accurately optimize parallel
performance for our decomposed systems. Freedom of associative and commutative coupling semantics in the solution space result in a wide range of performance
possibilities. However, we accurately model and calculate runtime performance using high-level graph abstractions and an inspector-executor approach, configuring a
near-optimal runtime schedule before execution. The semantics of execution follow
the recursive nature of the problem’s decomposition, making it a challenging application to exploit parallelism while efficiently load balancing for multiple processors.
Our final parallel executor overcomes the irregular coarse grain recursive parallelism
using work-stealing constructs, minimizing the parallel critical path and optimizing
performance. The final framework employs all of the stated optimizations - given a
decomposed finite element mesh, it selects a near-optimal configuration and efficiently
executes it in parallel.
There are fundamental difficulties and trade-offs when developing scientific codes.
While functional high level languages and interpreters exist to assist non-programming
experts through high level abstractions, obtaining performance must leverage lowlevel languages such as C/C++/Fortran, which require much application and machine
specific tuning. Another approach for developing scientific applications are domainspecific languages, or DSLs in short [5]. These languages conform directly to the
semantics of problems generally encountered in specific domains, and are able to take
advantage of certain properties and behaviors exhibited in those problems. While
effective for specific domains, the time to develop DSLs along with compiler/runtime
frameworks is very costly, and the solutions they provide usually pertain to a narrow
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scope. We attempt to find a general approach that utilizes existing frameworks with
capabilities to insert application-specific tuning mechanisms such as performance cost
predictors and other high-level abstractions.
Chapter 4 discusses how Concurrent Collections (CnC) is an attractive approach
for developing scientific applications. CnC provides a task-parallel programming
paradigm that emphasizes the separation of the concerns–domain experts concentrate on their algorithms and correctness, whereas performance experts handle mapping and tuning to a target platform. Deep understanding of parallel constructs
and behavior is not necessary to write parallel applications that will run on various
multi-threaded and multi-core platforms when using the CnC model. Building upon
the many advantages from the current state of CnC, we analyze and quantify highlevel transformative techniques for similar computation reordering and task-parallel
coarsening that simplifies programmability while providing performance for complex
scientific applications. Chapter 5 and 6 cover in-depth details and results for optimizing two such applications - LULESH and HPGMG.
In short, this thesis describes the following contributions:
1. We develop a domain-aware framework for a computational mechanics solver
that finds an optimal recursive computation order and executes that configuration for a parallel machine.
2. We target Concurrent Collections to introduce high-level techniques for optimizing the LULESH application for platform-agnostic and domain-agnostic
programming concerns.
3. We employ various tiling and coarsening techniques in the LULESH code achieves
3x performance speedup over baseline research institution (OpenMP) codes
while providing portability for hardware back-ends.
4. We extend our techniques for the HPGMG code while leveraging the CnC translator to compliment automatic code-generation for our tiling and coarsening
techniques.
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2. BACKGROUND
Parallel Programming Models.

The evolution of parallel programming can

be seen through the various programming models used throughout the years. Basic
thread programming began in the 90’s, where researchers used it for languages such
as C and Java. Soon after, MPI and OpenMP programming was developed and
popularized in the late 1990’s and has maintained as industry standards for exploiting
parallelism [6, 7]. There has been no shortage of research done for these models as
they are arguably efficient. However, these constructs are primitive as they require the
programmer to reason about and express parallelism. Because of this requirement, 1)
the programmer must be knowledgeable enough to know where parallelism exists and
can be exploited, and 2) code not expressing parallel constructs cannot be parallelized
even if no dependencies exist. Additional complexities arise when explicit parallelism
is used for unbalanced workloads - in these cases, load balancing is a crucial aspect
to maintaining efficient utilization of resources.
One solution for balancing workloads is work stealing, as seen in the Cilk and
later Cilk-5 multithreaded language [8]. Using special Cilk constructs, their scheduler
can efficiently load balance and handle synchronization for parallel codes. However,
the programmer is still left to explicitly express parallelism in their program. Recently, a trend towards task-parallel models has eliminated the need for programmers
to explicitly express parallelism. Additionally, limitations of the bulk-synchronous
model have caused researchers to shift their perspectives towards dataflow and taskparallel models for scaling programs for exascale computing. [9, 10]. In task-parallel
languages, parallelism is achieved through distributing of tasks onto different processors. Task parallelism is a generalization of a data-parallel model, used heavily
in the Galois framework, which focuses on asynchronous data-parallelism [11]. However, exclusively optimizing for data-parallelism is ill-suited for complex and irregular

5
dependencies which may have limited data parallelism or require more data synchronization. Examples of task parallel frameworks we explore are Intel Thread Building
Blocks (TBB), Legion, Charm++, Chapel, and Concurrent Collections (CnC) [12–16]
Task-parallel models share certain characteristics. Generally, they require the programmer to specify computation tasks along with their data inputs and outputs, but
do not require expressing parallelism within the program. Additionally, some either
drive execution via some mapping of tasks (Legion [12]), use similar domain maps
(Chapel [16]), or some data-driven model such as message passing (Charm++ [14]), or
are just purely dependency driven (CnC) [13, 17]. These execution models automatically exploit available parallelism within the program based on their dependencies,
and are compatible with many different hardware configurations. In our work, we look
at Concurrent Collections, since its philosophy of separation of concerns along with
the high-level program declarations create opportunities to explore optimizations at
those levels.
Scientific Applications.

These applications involve some of the most com-

putationally intensive workloads and run on the most capable machines, typically in
massive parallel configurations. Normally, these applications are embarassingly parallel, meaning extremely scalable affine loops with no inter-loop dependencies or matrix
representations of systems that can be parallelized using available libraries such as
BLAS and MKL [18,19]. However, recent applications involve more complexity due to
irregular nature of data and control flow. Several popular approaches exist to solve
this problem. General-purpose programming languages such as C/C++ are typically used in collaboration with domain experts and programming gurus to achieve
a desired result; however, this comes at the expense of much time and knowledge
interchange before arriving at a sufficient solution. There are also domain-specific
languages (DSLs) tailored for specific domains [5, 20]. These languages work well for
specific use cases; however, DSLs are rarely applicable outside of their own domains,
and in many cases requires starting from scratch for newer problems. Lastly, there
exist portable toolkits for scientific applications such as PETSc and Trilinos [21, 22].
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These toolkits are extremely powerful, and include many interchangeable parts for
solving various types of problems that may share common solutions. However, these
toolkits are difficult to perform intermediate tuning, are not suited for inexperienced
users, as the learning curve is high. These toolkits are extremely well developed and
maintained, but it is reflected by the extensive programming effort put into developing
and maintaining those applications using it.
This thesis focuses on improving the performance and programmability using a
generalized approach unrestricted to domain-specific semantics or requiring proficiency of specific programming tool-chains. Our goal is to extend universal algorithmic and semantic optimizations applicable to all programs, given that they share
similar characteristics. This is a primary motivator for exploring Concurrent Collections, a programming model which is discussed in more detail in Chapter 4.

2.1

The Multi-Time step Method
The following sections summarize the method of domain re-composition for de-

composed multi-scale finite-element meshes. This work was developed by Prakash
et al. [23] and has continued to be explored in later works [24–26]. Domain-specific
concerns regarding proofs for those methods can be found in previous works.
Recursive domain decomposition is a technique employed to solve many of the
physical problems encountered in computational mechanics which span multiple time
steps. The methods used for multiple time steps are an extension of the uniform time
step problem. The dynamical behavior of these types of mechanical systems is generally governed by laws of physics expressed as partial differential equations (PDEs) of
continuum mechanics. These PDEs are most commonly solved by expressing them in
integral forms and using numerical methods, such as finite elements, finite volumes,
finite differences etc. to evaluate these integrals. For instance, the PDE:
−ρü + divσ + b = 0

∀x ∈ Ω

(2.1)
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describes the displacement u and stresses σ at all points x in a body Ω, being acted
upon by forces b. The density is denoted by ρ and a superimposed dot ( ˙ ) represents a
derivative with respect to time ( dtd ). The “div” operator represents vector divergence,
or the sum of partial derivatives in each spatial dimension (divσ =

∂σ
∂x

+

∂σ
∂y

+

∂σ
).
∂z

Note that Equation (2.1) is simply an expression of Newton’s 2nd law for every point
x in Ω. Upon writing this time-dependent PDE in integral form and numerically
discretizing, one obtains a system of ordinary differential equations (ODEs):
M ü(t) + D u̇(t) + K u(t) = p(t)

(2.2)

where M , D and K represent the mass, damping and stiffness matrices respectively,
associated with the discretization, p(t) is a vector of time-dependent forces acting on
the body, and u(t) is the vector of displacements that needs to be solved for. Most
commonly, these ODEs are solved by finite-difference schemes by approximating the
time derivatives using difference formulas. This allows one to solve for the state
un+1 ≈ u(tn+1 ) of the system at some time tn+1 from a known state un ≈ u(tn ) by
advancing through a small time-step ∆t where tn+1 = tn + ∆t.
M Un+1 = Pn+1 − N Un

(2.3)

We can then iteratively advance the state indefinitely in a time-stepping manner [27],
under the condition that the system does not diverge. However, because of various
spatial decompositions, computing the solution for the complete system may be computationally intensive. We approach this problem by partitioning our system into
sub-domains and prioritizing time-scales for those sub-domains with increased physical interactions. The system can then be recursively coupled together by enforcing
continuity constraints on the interfaces between the sub-domains.

2.2

Recursively Solving a Decomposed Domain
In this section we illustrate a non-iterative hierarchical implementation of the

recursive domain decomposition method. Given a finite element mesh partitioned into
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Fig. 2.1.: A Decomposed Problem Domain and Corresponding Recursive Coupling Order
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S subdomains, a hierarchy of subdomains can be built by combining two subdomains
at a time until the original undecomposed mesh is recreated. Such a hierarchy can be
effectively represented by the tree structure as shown in Figure 2.1. The leaf nodes
in the tree represent the subdomains that are not further subdivided. The original
undecomposed structure Ω is called the root node. In general, for any node Ω(A,B) in
the tree, the problem is substituted with two coupled sub-problems for ΩA and ΩB
replacing Equation (2.3) with:






MA

CA
M

BA

B

BB



UA
n+1



C   UB
  n+1
(A,B)
0
Λn+1
B





A A
PA
n+1 − N Un

 
  B
 =  Pn+1 − NB UB
n
 
0







(2.4)

Note that the matrices CA , BA and CB , BB represent connectivity matrices associated
with the subdomains ΩA and ΩB respectively for the interface Γ(A,B) between them
exclusively. The matrix system (2.4) is solved in a decomposed manner (instead of as
solving it as a whole), using the following sequence of operations at each time step:
(i) Solve the smaller uncoupled problems
Ms Vsn+1 = Psn+1 − Ns Usn

(2.5)

for both subdomains s = {A, B}.
(A,B)

(ii) Solve for the interface Lagrange multipliers Λn+1 :
(A,B)

(A,B)

H (A,B) Λn+1 = fn+1

(2.6)

where the matrix H (A,B) , that represents the interface operator required to enforce
B
(A,B)
continuity of the solutions UA
, is computed
n+1 and Un+1 across the interface Γ
(A,B)

only once as discussed in the remark below. The vector fn+1

is obtained from the

(A,B)

B B
uncoupled solution in step (i) above as fn+1 = CA VA
n+1 + C Vn+1 .

(iii) Update the individual subdomain solutions:
(A,B)

Usn+1 = Vsn+1 − Ys Λn+1

(2.7)
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again for both subdomains s = {A, B}, and where the matrices Ys are also precomputed once as discussed in the remark below.
Remark : The Ys matrices are precomputed once for both subdomains as:
Ms Ys = Cs

(2.8)

and do not change during the rest of the computation (for linear problems), so they
are saved and used for every time-step. The interface operator H (A,B) is then simply
obtained by matrix multiplication:
H (A,B) = BA YA + BB YB

(2.9)

and it also does not change for the duration of the computation.
A representative pseudocode for solving a general node Ω(A,B) in the tree is given
by the recursive subroutine TreeSolve presented in Figure 2.2(a), where the inputs
are Ω(A,B) (the node to be solved), P(A,B) (applied external forces to the mechanical
(A,B)

system) and Un

(the current state of the subdomain at time-step tn ), and the

(A,B)

(the desired state of the subdomain at the next time-step tn+1 ).

output is Un+1

Note that each call to TreeSolve requires computation involving the Y matrices, which
are computed with the recursive BuildY subroutine presented in Figure 2.2(b). This
function uses the various degrees of freedom (dof) on the interface Γ(A,B) to calculate
the Y matrices. Input to the subroutine is a tree node Ω(A,B) and the outputs are the
Y matrices for coupling its two daughter nodes ΩA and ΩB .
The coupling tree is solved with a single call to the recursive function: TreeSolve(Ω,
P, Un , Un+1 ) for a given load P and initial conditions Un . Leaf nodes are solved for
their responses to external forces using a conventional time integration scheme using
the Newmark method [27] and these responses are later coupled in the hierarchy to
obtain the full system solution. As for the coupling operations, they only require
(A,B)

one multiplication on a smaller (interface-sized) matrix H (A,B) and vector Λn+1 .
The subroutine BuildY makes calls to TreeSolve which requires the Y matrices to
have already been computed apriori. With our ordering of the recursive calls in the
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(A,B)

TreeSolve(Ω(A,B) , P(A,B) , Un

(A,B)

, Un+1 )

If Ω(A,B) is a Leaf Node then
Solve Ω(A,B)
Else
A
Call TreeSolve(ΩA , PA , UA
n , Vn+1 )
B
Call TreeSolve(ΩB , PB , UB
n , Vn+1 )
(A,B)

(A,B)

Compute Λn+1 from H (A,B) Λn+1 = f (A,B)
(A,B)

Λn+1

(A,B)

Λn+1

A
Update UA
n+1 = Vn+1 − YA

B
Update UB
n+1 = Vn+1 − YB

(A,B)

(A,B)

End if
END TreeSolve
(a) Subroutine to solve a general node Ω(A,B) in the tree.
(A,B)

BuildY(Ω(A,B) , YA

(A,B)

, YB

)

Do for K = A, B
If ΩK is NOT a Leaf Node :
K
Call BuildY(ΩK , YK
LeftChild(K) , YRightChild(K) )
(A,B)

Do for each dof J in Γb

If K = A : PK = +1 load on dof J in ΩK
If K = B : PK = −1 load on dof J in ΩK
(A,B)

Call TreeSolve(ΩK , PK , 0, column J of YK

)

End do
End Do
END BuildY
(b) Subroutine to build the Y matrices for a general node.

Fig. 2.2.: Subroutines for Recursive Solution Procedure

subroutines, we ensure that all Y matrices below the particular coupling node have
already been computed before we attempt to couple its children.
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The final algorithm for solving a linear dynamics problem can be summarized in
the following steps:
1. Construct the hierarchy of subdomains and build their interface matrices.
2. Form the individual subdomain system matrices.
3. Call BuildY(Ω, Ylef t , Yright ).
4. Form and factorize H matrices for all coupling levels.
5. Compute initial acceleration on the global mesh.
6. Time-stepping loop: Call TreeSolve(Ω, P, Un , Un+1 )

∀ n

It is important to note here that the initial acceleration calculations and BuildY
routines are required to be performed only once at the beginning of the computation. Especially in the case of the BuildY routine, these initialization functions are
quite costly in terms of computational cost compared to the final TreeSolve routine.
However, long term simulation of physical models may require running thousands or
millions of timesteps, which amortizes all other costs aside from TreeSolve. Later,
when discussing performance of our TreeSolve algorithms, we omit the time taken by
other routines.

2.3

Multiple Time Scales
In section 2.2, the described method is applicable for solving and coupling sub-

domains with uniform time-steps. multiple timescales allows for a more fine-grained
simulation of specific subdomains within the global problem which contain physically
interesting features. The use of different timescales for different subdomains necessitates some key modifications to the TreeSolve algorithm. The main difference is that
subdomains with smaller timescales are solved multiple times in a single TreeSolve to
advance by a large timestep. We will briefly discuss how two subdomains with different timestep granularities are coupled together. Finer details of the multi-time-scale
method can be obtained from the references [23–25].
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We describe the method to couple two subdomains, subdomain A at timestep ∆T
and subdomain B at timestep ∆t where ∆T = m∆t, m being an integer timestep
ratio. This method can be extended for more layers of coupling of subdomains at
different timestep ratios. Using the Newmark method, we wish to advance both subdomains A and B from time t0 to t0 + ∆T , shown in Figure 2.3. However, subdomain
A will only require advancing by one large timestep ∆T , whereas subdomain B needs
to advance m times by the small timestep ∆t. In the context of our TreeSolve algorithm, this means that subdomain B will perform the leaf solve m times while
subdomain A performs it a single time. We handle the different timestep ratios by
keeping track of the largest ∆T at each coupling node, and calling TreeSolve m times
depending on the timestep ratio between its left and right subtrees.

Fig. 2.3.: Representation of Time Steps for two Subdomain Case

The multi-time scale coupling requires one other modification in the algorithm
which we call load transfers. These load transfers are required when there is a common interface between subdomains with different timesteps. Because coupling only
occurs at the larger timesteps, linear interpolation is used to approximate the interface reactions at the smaller timesteps. When advancing at a smaller ∆t timestep,
these load transfers are introduced to preserve equilibrium with the subdomain at the
larger time step ∆T . The following equation defines these load transfers Sj :


j
Λ0
∀j ∈ [1, 2, · · · , m]
(2.10)
Sj = 1 −
m
where m is the time step ratio (∆T /∆t) for the coupling, j is the intermediate timestep
of subdomain B, and Λ0 is the value of Λ(A,B) obtained from the coupling operation
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in Equation (2.6) for the previous timestep. Since the Λ vector is computed in our
initial acceleration calculation at time zero and at each coupling operation, we are
guaranteed Sj will be available at every timestep for every subdomain solve, to allow
simultaneous solution of different subdomains in parallel.
RecursiveSolve(Node)
If Leaf(Node)
LeafSolve(Node) [with load transfers]
Else
For(Timestep ratio on Left)
RecursiveSolve(Left)
For(Timestep ratio on Right)
RecursiveSolve(Right)
Couple(Left, Right)
Save Load Transfer Matrix Λ
End If

Fig. 2.4.: Pseudocode for Multi-Timestep TreeSolve

The final solution algorithm is presented in Figure 2.4, where subtrees are solved
multiple times depending on their timestep ratio at an interior node, and load transfers are saved at each subdomain and accounted for at every leaf solve. When running
for multiple timescales, we ensure that all timestep values are a fixed ratio of a base
timestep value. We ensure that every child node is at a lower or equivalent time step
to its parent node. Finally, in order to correctly handle load transfers required by the
multi-timescale method, we restrict coupling of non-uniform subtrees. That is, when
subtrees of distinct timestep values are coupled, the subtree with the larger timestep
must be all be at a larger timestep value.
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In the next chapter, we leverage the domain-specific knowledge based on the semantics of this multi-time scale solver to explore the space of possible combinations
for solving these decomposed mesh systems. We prove that the space is adequately
large enough to justify requiring a dynamic runtime scheme to select an ideal configuration, and to solve that configuration using parallel constructs. It follows that
our framework still accounts for the constraints set by the domain-specific method multiple time steps, interface coupling, load transfers - but these considerations are
mostly hidden under our high-level graph abstractions as we describe our framework.
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3. OPTIMIZING A COMPUTATIONAL MECHANICS
SOLVER
In this section we explore the space of possible execution configurations for the TreeSolve algorithm. This lays the foundation for creating valid tree orderings, upon
which we develop a model for scheduling those orderings, and finally implement a
parallel execution framework for executing the multi-time stepping simulation.

3.1

Semantics of Coupling Trees
From our background description of the Newmark scheme used in the multi-time

step method (Section 2.1), we can see that our decomposed problem performs the
same work for individual subdomains, but the coupling between different subdomains
is flexible and unconstrained. A key observation is that these coupling operations are
both associative and commutative. Coupling two subdomains A and B is identical
regardless of order, and coupling (A B) with C is no different than coupling A with
(B C). Thus, given a particular coupling tree, we can create a new, equivalent tree
by re-associating coupling operations. This is equivalent to performing tree-rotations
on any pair of coupling operations, as shown in Figure 3.1(a) or by performing commutative swaps of the tree, as shown in Figure 3.1(b).
By performing a series of these commutative and associative manipulations, we
see that any binary tree with a particular set of leaf nodes represents a valid coupling
order for a given problem. However, trees with only their left and right children
swapped will have the same behavior in terms of coupling, and will hence have the
same performance. The question we ask is “How many possible distinct trees T (s)
are there for a given number of subdomains s?” It can be shown that the number of
possible trees for s subdomains, T (s), is given by:
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+
+

+
C

A

+

A

B

B

C

(a) Associative rotation: (a · b) · c ≡ a · (b · c)

+

+

A

B

B

A

(b) Commutative swap: a · b ≡ b · a

Fig. 3.1.: Possible Optimizing Operations on Trees

T (s) =

(2s − 2)!
2s−1 (s − 1)!

Intuitively, this is related to the Catalan numbers, which represent the total possible configurations for a binary tree. For a tree with s leaves, we start with the
s − 1th Catalan number,

(2s−2)!
.
s!(s−1)!

This must then be multiplied by s! to account for

all possible commutative reorderings, and then divided by 2(s−1) to disregard commutative reflections which are equivalent couplings. This quantity grows very quickly:
T (8) = 135,135, and for any reasonable number of subdomains (even small problems
may have 32 subdomains), the space of possible trees is too large to exhaustively
search for an optimal solution. In the multi-time-scale case, the constraint for different timescales reduces the possible number of orderings, but an exponential magnitude
of orderings still exists.
Given the large number of trees, how might we select the correct tree for a given
problem? In this paper, we adopt an approach that is based on the inspector-executor
model for program optimization [28, 29]. In this approach, an inspector evaluates
the given tree coupling order by a user, and uses heuristics to find an optimal tree
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coupling order that minimizes computational cost. In order to set a performancebased objective, we model the computational cost after the sequence of computations
carried out by the algorithm.

3.2

Cost Model & Heuristics
We show that the number of distinct valid trees is exponentially large and it is not

apparent how to achieve an optimal ordering. To achieve a good solution, we require
a model which correlates with the computational time required for TreeSolve, which
becomes the target of our optimization. The model we develop quantifies the cost
of any particular coupling configuration. By defining and minimizing this objective
function, we can automatically select a configuration which gives best predicted execution performance without performing computationally intensive work. This section
discusses the cost model and the optimization system we developed based on these
models.

3.2.1

Cost Model Formulation

While we know what computations must be performed in the recursive solve,
performance may be heavily impacted depending on which order subdomains are
coupled. We can model these costs prior to execution based on the properties of
the input, namely the interface and subdomain sizes. Once the tree structure is
determined, we then measure the matrix sizes for all operations to estimate actual
execution time. There are several different cost components that contribute to the
TreeSolve cost. Most of them are matrix-matrix or matrix-vector multiplications as
well as a few matrix-matrix and matrix-vector solves. We characterize their costs
based on the sizes of the matrices and the amount of work necessary to compute their
solutions. The following variable definitions are used to come up with the costs:
1. ni : number of equations in subdomain Si
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2. mv : number of equations in the coupling interface for interior node v
3. mi:v : number of equations in interface of v that are associated with subdomain
Si
4. C : Descendant leaf nodes of an interior node
0

5. v, v : interior nodes
For a given tree (or subtree), the total cost of that tree comes from the leaf nodes
in that (sub)tree, which represent the decomposed subdomains, and the interior nodes
of the (sub)tree, which represent the coupling cost of the tree. The values of these
costs are given in Table 3.1.
Cost per leaf
n3i

Cost per interior node
P

n2i mi:v

Update of Y

P

ni m2i:v

Calculating H

i∈C
i∈C

m3v
P

i∈C

P

Calculating λ
ni mi:v
P

v 0 ∈C

i∈v 0

Updating X
ni mi:v0 mi:v Solving F

Calculating Λ
m2v0 mv
P
P
v 0 ∈C
i∈v 0 ni mi:v 0 mi:v Updating Y
P

v 0 ∈C

Table 3.1: Cost Model Predictions for TreeSolve Operations

The different matrices Y , H, λ, X, F and Λ (some temporary) are used in the
final TreeSolve and BuildY subroutines. Details of the equations and computations
for these matrices are available from the creator method [23]. We note one important
fact: each interior node’s cost is determined by the number of leaf nodes under that
interior node, and hence interior nodes higher in the tree (i.e., coupling operations
higher in the tree) have higher costs than those lower in the tree.
With this cost model, our inspector can access cost values of different trees without
having to solve them. It is imperative that our cost model accurately reflects the
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execution time of the TreeSolve code prior to solving the coupling tree. In our results,
we show that the cost values correlate well with actual runtimes, enabling us to use
heuristics based on the models to create effective coupling trees.
Figure 3.2 shows CDF of tree cost for 1000 randomly generated trees, for a given
problem decomposed into 8 subdomains. It is observed that by picking only 1000
randomly coupled trees out of the whole tree space (< 1% of the space), the costs
vary substantially, and between two coupling configurations, the costs can differ by
an order of magnitude. Our work presents a way to find a configuration that obtains
a near-optimal runtime among the space of coupling trees.

Fig. 3.2.: CDF of 1000 Random Trees based on tree costs

3.2.2

Cost model validation

To validate our cost model, a set of 500 randomly generated coupling trees was
used to represent a sample of the entire space of coupling trees. These trees are
created by starting with all subdomains in separate subtrees and randomly selecting
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two subtrees to be coupled together until the full tree is obtained. Note that this
random coupling means that two subdomains that do not share an interface can be
coupled. This schedule is mathematically and semantically correct: the final solution
will be computed correctly. Nevertheless, such coupling orders are nonsensical from
a performance perspective, as there is no benefit in reduced work to be gained from
coupling subdomains that are not adjoining.

(a) 1 Core

(b) 2 Cores

(c) 4 Cores.

(d) 8 Cores.

Fig. 3.3.: Rocket: Cost vs Runtime Correlation of 500 Random Trees

Our sample input is a rocket mesh shown in Figure 3.6(b), partitioned into a 32
subdomains. Figure 3.3 explores the space of tree configurations and plots the predicted costs using our model against the actual runtimes for executing those trees
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using different thread counts. The results show that the correlation coefficient between the projected cost and expected runtime is around 0.77–0.85. Inferring from
these results, we can assume our cost model accurately reflects expected computation
time without needing to run the problem. Although we see that correlation does
decrease for higher number of threads, we can attribute that to more variance caused
by thread contention and load imbalance.

3.3

Tree Building Heuristics
With a large space of existing possible trees for a given problem, the probability

of a domain scientist choosing an optimal configuration is highly unlikely. A domain
scientist with limited computing knowledge might couple subdomains based simply
on the partition ordering of the subdomains (i.e., the order in which partitioners such
as METIS [30] produce mesh partitions). We call this the Default approach, and it
represents the baseline coupling order for a problem.

3.3.1

Bottom-up Greedy Approaches

Given that the cost model developed in the previous section computes costs on a
per-subtree basis, an intuitive approach would be to develop a greedy algorithm that
builds the coupling tree from the bottom up. Recall that when two subdomains are
coupled after being solved for a time step, their coupled solution is similar to first
joining together the equations and then solving the larger, merged subdomain. As
a result, a greedy approach might proceed by coupling together subdomains based
on some heuristic such as coupling subdomains with the largest shared interface,
and then treating the coupled subtree as a new, larger subdomain and repeating the
process. At each step, the cost model can be used to evaluate the coupling heuristic
for the remaining set of subdomains to be coupled.
We experimented with several greedy heuristics; however, there is a fundamental
drawback with this greedy approach. Although it optimizes the cost for each instance
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of coupling, it ignores the future cost of coupling subtrees necessary to solve the
complete system. This results in computationally efficient operations for local regions,
but leads to poor performance when viewed holistically. For example, coupling larger
subtrees consisting of many smaller subdomains eventually results in huge interfaces
in the final steps. Hence, bottom-up algorithms, which cannot even predict what the
costs higher in the tree will be until the lower levels have been assembled, are not
appropriate.

3.3.2

Top-down Partitioning Heuristics

Instead, we adopt a top-down approach, focusing on minimizing the coupling costs
at higher levels of the tree. Beyond this, we would also like to maintain the balance of
the tree, with both left and right subtrees for any node having roughly equal solution
times to potentially improve load balance for parallel execution.

B

B

C

D

E

D
A

A
C

E

Fig. 3.4.: Graph Representing a 5 Subdomain System

To implement our top-down approach, the inspector phase analyzes the input
problem and views the partitioned mesh as an undirected graph, as shown in Figure
3.4. In the graph, each node represents a subdomain, and edges represent shared
interfaces between them. In other words, the graph represents the topology of the
subdomains. One approach to building a tree top-down given this abstraction is to
simply perform a series of graph bisections. The graph is divided into two partitions,
with nodes from each partition representing the subdomains that will be in the left
and right subtrees of the root. This process can be repeated recursively to construct
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the entire subtree. In the multi-time-scale case, we produce multiple graphs, one
for each timestep in the problem (as subdomains at each time step must be coupled
together before moving on to larger time steps).
Note that even performing this top-down bisection relies on domain knowledge:
because this tree-building approach can produce arbitrary results, it is only legal
because we know the domain semantics allow for any coupling order. Nevertheless,
despite leveraging domain semantics to build the tree, this approach does not consider
that leaf solve and coupling costs are based on properties of the operations such as
the number of equations and interface sizes. This bisection technique is what an
application programmer might think as optimal for decomposing meshes in a topdown fashion. However, this method (labeled cost-agnostic in our experiments) does
not take into account domain specific cost information.
One of the key contributions of this work, labeled our domain-specific heuristic, is
a scheduling procedure that not only integrates domain-specific semantic information,
but also domain-specific cost information. We use domain knowledge obtained from
our cost model and apply the coupling and subdomain costs to the edge and node
weights in our graph prior to partitioning. In particular, a node’s weight is calculated
based on the leaf-node cost model, and is the cube of the number of equations in the
subdomain. Precise edge weights are harder to determine, as they rely on the overall
structure of the subtree rooted at a coupling node. However, the primary cost of a
coupling operation is proportional to the size of the interface between the domains
being coupled. Hence, edge weights are set to the interface size of the two subdomains
connected by that edge.
We then use METIS to perform repeated bisections of this graph, as in the costagnostic approach. However, there are two key differences. Firstly, METIS attempts
to create balanced partitions while minimizing the weight of cut edges. The cost of
a coupling operation is proportional to the interface size between the two domains
being coupled. When the graph is bisected, the two sets of nodes representing the
two domains that will be coupled, and the interface between those domains is exactly
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captured by the edges that are cut. Hence, because edge weights are determined
by interface size, by minimizing the weight of cut edges, METIS naturally produces
low-cost coupling operations. Secondly, the dominant cost in the TreeSolve algorithm
is the cost of solving leaf nodes for a tree. Because these costs are exactly captured
by the weights on nodes, by attempting to balance the two partitions of a graph,
METIS naturally produces balanced trees. Hence, by incorporating knowledge of our
domain-specific cost models into the top-down tree-building framework, we can produce low-cost, well-balanced trees. This tree building strategy focuses on minimizing
total work, but still performs well for both parallel and serial execution. Intuitively,
the domain-specific heuristic produces well balanced trees. Provided with sufficient
parallelism, minimizing the total work also reduces the total parallel runtime, resulting in better parallel performance as well.
After producing a coupling tree, the inspector transforms this tree into an execution schedule, which is passed on to the executor phase for execution. Our approach
provides two executors: a sequential executor and a parallel executor. Both executors
use platform-optimized BLAS [18] and LAPACK [31] routines to efficiently compute
the matrix solutions for a system using the hierarchical method. For our parallel
implementation, we use the work-stealing Cilk [8] runtime to obtain optimal parallel
performance. In the next section, we describe the parallel execution strategy.

3.4

Parallelization
This section describes the details of the TreeSolve parallel executor. We briefly

discuss the semantics of Cilk and its role in our parallel execution scheme. We then
provide details on how TreeSolve is parallelized, highlighting specific issues that arise
when running in parallel and how we overcome them.
Cilk is an algorithmic multithreaded language used to optimize parallel programs.
We chose to use Cilk because it is a minimally intrusive parallelization tool which
can deal with irregular codes without introducing large synchronization overheads.
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The parallel TreeSolve calls the Cilk multithreaded runtime system using fork-join
parallelization at each tree node. This allows each subtree path to run concurrently,
while Cilk’s work-stealing mechanism effectively handles any load balance issues that
arises due to complexities of the the recursive algorithm and multiple timescales.
Running the TreeSolve along with Cilk requires adding some minimally intrusive
code to our existing algorithm. Two Cilk constructs, spawn and sync, are used to
direct the parallel execution. The following pseudocode shows the modified TreeSolve
algorithm using Cilk.
Cilk TreeSolve(Node)
If Leaf(Node)
LeafSolve(Node) [with load transfers]
Else
Spawn TreeSolve(Left)
Spawn TreeSolve(Right)
Sync
Couple(Left, Right)
Save Load Transfer Matrix Λ
End If

Fig. 3.5.: TreeSolve Algorithm using Cilk

Figure 3.5 captures the overall structure required by Cilk to run the TreeSolve
algorithm in parallel. Running the Cilk version of TreeSolve will spawn new threads
to concurrently execute the left and right paths at each interior node of the tree.
Threads eventually reach a leaf node, where it then runs the routine for a subdomain solve to advance a timescale. Once threads finish from both the left and right
paths, they arrive at the sync point, where the atomic coupling operation updates the
subdomains from the left and right subtrees. Additional bookkeeping is required to
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correctly couple subdomains of different timescales. Static timescale values are stored
at each node in our tree structure to validate coupling of subtrees. Since subtrees
are decoupled from other subtrees from other paths, we can execute them in parallel;
however, each path may be executed different number of times depending on their
assigned timescales.
Difficulties Optimal parallelization of TreeSolve is not an easy task. Due to the recursive nature of the TreeSolve and multiple timescales, algorithms using a traditional
fork-join model performs poorly due to load imbalance. Previous versions of TreeSolve which used these methods saw unpredictable parallel performance. Depending
on the input configuration, parallel execution sometimes degraded performance by
an additional order of magnitude for extreme cases. Upon investigation, we found
that heavily imbalanced trees caused extremely poor work allocation, causing worker
threads to wait at coupling bottlenecks. We also implemented a dynamic parallel algorithm which did not use a fork-join model. This dynamic execution scheme
maintained a task queue composed of coupling and subdomain-solve computations,
executing tasks them as dependencies become available, while enqueuing new tasks as
new dependencies are satisfied. This scheme resolved issues caused by load imbalance,
but our synchronization scheme for every coupling operation was too burdensome at
execution time. While our Cilk implementation is similar to that approach, Cilk uses
synchronization methods which incur a lower overhead than traditional locks, while
using a work-stealing method to remedy load imbalance. For almost all inputs, Cilk
is able to outperform other parallel implementations of the TreeSolve algorithm.

3.5

Evaluation

3.5.1

Heuristic Performance

In this section, we evaluate the performance of the cost-agnostic and domainspecific heuristics running both sequential and parallel TreeSolve algorithms. We
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focus on the results of three physical systems, represented as finite element meshes of
hexahedral elements, as testing systems: 1) a 128 subdomain cube mesh with 15625
elements 2) a 128 subdomain rocket mesh with 3632 elements and 3) a 128 subdomain
stargrain mesh with 37152 elements. Each mesh is partitioned by METIS and are
simulated using the multi-scale solver running on an AMD Opteron 6176 SE system
configured with four 12-core processors (a total of 48 cores) running at 2.3 GHz. Each
input contains two timescales, with an eighth of the subdomains assigned to run at a
smaller timestep and the rest of the system at a larger timestep. The timestep ratio is
10 for the cube and stargrain input, while it is 100 for the rocket input. The timestep
values are based on the element length and we try to assign smaller timesteps to
the subdomains of interest, such as in the rocket mesh where cracked regions exist.
Figure 3.6 shows the three meshes after partitioning, as seen from the various colors.
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(a) Example of a Partitioned Cube Mesh

(b) Example of a Partitioned Rocket Mesh

(c) Example of a Partitioned Stargrain Mesh

Fig. 3.6.: Visualization of Finite Element Mesh Models

We plot the execution times for 500 randomly generated tree configurations using
random coupling, subject to multiple timescales, to create a distribution for comparison. Marked along the CDF for execution times in Figure 3.7 are our three
heuristics of interest. In addition to our domain-specific heuristic DS, we evaluate the
cost-agnostic tree CA and the Default DT heuristics. As described in Section 3.3, DT
serves as a baseline, where the ordering is preserved after METIS is used to partition
the initial mesh into subdomains. This coupling schedule also serves as the input
to our inspector-executor system. CA uses a top-down approach to produce a new
tree, but does not incorporate the domain-specific cost models, while our DS heuristic
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refines the top-down approach by incorporating knowledge of leaf solve and coupling
costs. For each input, we evaluate all three schedules.

Fig. 3.7.: Rocket: CDF of Runtimes for 500 Random Trees with Heuristics

Here we observe that domain-specific outperforms all the trees that we tested and
we achieved a significant speedup over randomly selected trees in the configuration
space. In other words, despite the vast configuration space, by incorporating domainspecific semantic and cost knowledge, we are able to infer a very effective coupling
order. We also note that the default heuristic performs quite poorly, and the costagnostic heuristic is slightly slower than the domain-specific schedule. We also see this
trend for the other input cases, with the domain-specific heuristic being the fastest
schedule out of 500 random trees, and the cost-agnostic schedule about 7-15% slower,
although still within the top 10th percentile out of the tree space explored.
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3.5.2

Parallel Performance

Figure 3.8 compares the execution times for each heuristic across different number
of threads for the cube, rocket and stargrain input meshes. We note that in all
cases, the DS approach delivers noticeably better performance than the CA and DT.
While the specific amount of improvement when using our DS heuristic is problemdependent, we see that incorporating domain knowledge provides a consistent edge
across multiple inputs. Table 3.2 shows the speedup of CA and DS over the baseline,
DT, for each of the inputs at both one and eight threads. Not only does the DS
schedule perform the best in single-threaded execution, the advantage increases at
higher thread counts; DS provides better scalability.
Table 3.2: Speedups of CA and DS schedules over baseline DT
No. Threads = 1 No. Threads = 8
CA

DS

CA

DS

Cube

0.94

1.33

1.04

1.52

Rocket

1.35

1.47

1.65

1.95

Stargrain 1.26

1.52

1.93

2.62

For all schedules, performance scales up to 4 threads, while for 8 threads and
beyond, scalability is limited. Using the Cilk profiling tool, we find that for each
input, past 4 cores, the runtime of critical path equals the runtime of the solver. This
indicates that the parallelism saturates at 8 threads and not much more parallelism
can be exploited. Increasing communication costs and parallel overhead plays a role
here. This lack of scalability is understandable because the structure of the input is
inherently imbalanced. Figure 3.9 shows a tree generated using top-down heuristic
using sample 32 subdomain rocket input. We see that the left side of the tree has
4 subdomains and the right side has 28 subdomains. This imbalance is due to the
fact that a small number of subdomains are at a lower time scale, which requires fine
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(a) 128 Subdomain Cube Mesh

(b) 128 Subdomain Rocket Mesh

(c) 128 Subdomain Stargrain Mesh

Fig. 3.8.: Execution times across different number of threads

grain calculations as compared to other parts of the mesh and, due to limitations of
the coupling algorithm must be solved separately from the rest of the mesh. In other
words, there is a certain amount of inevitable, application-specific load imbalance, especially when there are only a few subdomains run at small time scales. Additionally,
the tree-based nature of the algorithm and the fact that coupling occurs atomically
limit available parallelism.
Available parallelism and scalability across heuristics A natural question,
given the inherent lack of scalability, is whether our scheduling heuristics negatively
impact the available parallelism of the program. To investigate this question, we used
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Fig. 3.9.: A typical form of a tree generated from input meshes

Cilk to profile the total work, critical path length (span), and amount of parallelism
(work/span) afforded by each schedule across all of the inputs. Table 3.3 summarizes
these results.
There are two key take-aways from these results. First, as expected, the DS
scheduling heuristic, which incorporates domain-specific semantic and cost information, yields the best single-threaded performance (work), often by a significant margin.
This is consistent with the raw performance numbers shown above. Second, despite
the heuristics focusing on work minimization, with parallelism only of secondary importance, parallelism is not adversely affected. In fact, on two of the three inputs,
DS provides better parallelism than the other two schedules, and on the third input,
DS exhibits the same amount of parallelism as CA. The advantage of DS in available
parallelism is reflected in the scalability results of Table 3.2, where DS scales better
in practice than the alternative schedules.

3.5.3

Inspector phase overhead

The inspector phase, which consists of analyzing the mesh topology and creating the coupling tree, takes approximately as much time as reading the input file.
However, long term simulation of physical models may require running thousands or
millions of timesteps, which amortizes all other costs aside from the TreeSolve iterations, which is what we measured. Depending on the problem, the time taken by the
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Input

Cube

Rocket

Stargrain

Schedule Work

Critical Path Parallelism

(sec)

(sec)

DT

16.54

10.65

1.55

CA

17.60

10.02

1.76

DS

11.94

5.98

2.00

DT

2.18

1.55

1.41

CA

1.93

1.29

1.50

DS

1.27

0.67

1.90

DT

44.09

23.77

1.85

CA

34.91

11.12

3.14

DS

29.12

9.23

3.15

Table 3.3: Inherent parallelism in coupling schedules

inspector phase is 0.1% to 1% that of the total executor phase time and less than the
time it takes to run TreeSolve for one timestep.

3.6

Lessons Learned
While this work specifically targeted one method for solving computational me-

chanics problems, we note that this same general approach applies to a large number
of recursive-decomposition-based computational science problems, which arise in domains ranging from computational mechanics to fluid dynamics to peridynamics [32].
Hence, we expect that our inspector-executor system can readily be applied to these
other problems.
An interesting observation in this research is that the transformation routines
are general. The transformations performed on the computation tree merely take
advantage of commutativity and associativity. While these properties are related to
the semantics of the domain, the transformations themselves are by no means domain-
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specific. In fact, the very simplicity of these properties makes them broadly applicable.
Indeed, the same properties are exploited in systems like the tensor contraction engine
(TCE) [33].
This commonality presents an attractive possibility. Consider developing a high
level intermediate representation, which could represent programs as a composition
of abstract operations with domain-agnostic properties such as commutativity and
associativity. A program can be lifted into this high level representation, with its
domain-specific operations mapped to the appropriate abstract operations (e.g., in our
domain, the Couple operation would be mapped to an associative and commutative
abstract operation). At this point, a generic transformation engine can act on the high
level representation, and the transformed program can be lowered back to the original
representation. Even though the transformations are generic, they can be driven
by domain-specific cost models as in our application study, effectively performing
domain-specific optimizations while remaining domain agnostic. This is similar in
spirit to the approach of Willcock et al. [34], where compiler transformations that
deal with basic types are extended to work on more complex types, allowing for
the same transformation pattern to be used in multiple domains; the key difference
is that in our scenario, transformations are driven by domain-specific cost models,
rather than syntax.
Essentially, rather than performing domain-specific transformations, with new systems being built for each new domain, the kernel of the proposed optimization framework would be completely domain-independent, instantiated only with cost models
for operations and routines to translate back and forth from the intermediate representation. Such an approach would lead to a clean separation of concerns, as domain
scientists need only consider the high level properties of the operations in their domains, while systems writers can focus on efficient transformations and effective search
heuristics. Our case study of a computational mechanics solver is an important proofof-concept of this approach, as the transformations and search heuristics are oblivious
to the details of the domain, relying only on the domain-specific cost model to drive
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the search. Future work will be to map other domains (such as tensor contraction,
fluid dynamics, etc.) to the same run-time transformation framework.

3.7

Conclusions
This work presents an effective algorithm for optimizing computational mechan-

ics codes based on recursive domain decomposition for static and dynamic systems.
Solving a decomposed problem is represented as solving a binary tree, and the structure of the tree dictates the performance of the solver. We show that the number of
possible tree coupling orders is exponentially large for systems even with a moderate
number of subdomains. Among the various trees, many do not perform well, and it
is not obvious which trees have good performance.
We show that the inspector’s heuristics for building coupling trees consistently
produce trees that rank in the 99th percentile of possible trees for real problems. We
also demonstrate that the executor is able to deliver scalable performance on multiple
cores as long as there is parallelism to be exploited, providing solutions in less time
than randomly selected coupling trees. It automatically provides optimized, parallel
implementations of multi-scale computational mechanics problems, allowing domain
scientists to take advantage of novel computational techniques without devoting substantial time to the tedious process of optimizing a parallel implementation on a
problem-by-problem basis.
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4. THE CONCURRENT COLLECTIONS
PROGRAMMING MODEL
In this section, we provide some background on the Concurrent Collections (CnC)
programming model. We discuss the methodology for writing programs using CnC
and explain how it achieves its philosophy of separation of concerns, making it a
compelling model to use for programming complex scientific applications such as
LULESH. A more in-depth description of CnC can be found in previous works [13,17].
Unlike traditional programming approaches, the CnC programming paradigm
avoids expressing control flow or parallelism in its program structure. CnC replaces
the need for threads and locks or parallel regions, instead satisfying dependence constraints using a data-driven execution model to exploit parallelism. This model is an
attractive solution for a domain scientists, whose concern is focused on algorithmic
correctness and stability. In contrast, CnC employs various tuners for performance
experts to best map certain aspects of an application to target platforms. These
tuners are often used for machine-specific optimizations such as memory locality,
thread affinity, and resource mapping for distributed applications [35]. CnC is also
compatible with a number of programming languages including C/C++, Python,
Scala, and Haskell, and also supports various back-end runtime frameworks such as
Intel’s Thread Building Blocks (TBB) library, Open Community Runtime (OCR),
and CnC-HC for GPUs [36–38]. In our research, we use the C++ interface along
with the Intel TBB based work-stealing scheduler for its robustness and tendency to
outperform the other schedulers.
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4.1

The Concurrent Collections Paradigm
There are three basic building blocks that constitute a CnC program. These are

referred to as the collections, whose purposes are to establish the computation steps
being performed, tag and prescribe those step with unique identifiers, and express
which data are consumed and produced by computation steps. Figure 4.1 depicts
the three collections and their relationships along with a high level overview of the
data-driven execution in CnC.

Fig. 4.1.: CnC Program and Execution

The three types of nodes in Figure 4.1 correspond to the computation steps (ovals),
data items (rectangles), and control tags (triangles) in CnC. The step collection contains stateless computation steps of a program which are dynamically instantiated
when control tags such as Ta prescribe those steps. This collection of tags usually
contains temporal/spacial data to assist with control flow and proper execution for
dynamic steps. Finally, the set of producer/consumer dependencies comprises the
(data) item collection. Data items follow dynamic single-assignment, meaning they
are immutable, but elements in the data (item) collection may have multiple dynamic
instantiations using unique handles, similar to hashing key/value pairs.
The step collection contains a program’s computational steps, similar to that
in traditional functions. However, these steps do not modify global data, and input/output dependencies are handled by CnC constructs. Steps routines must use
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get constructs to access/consume data (item collection) inputs and put constructs
to write/produce updated values. Valid steps must perform all get operations at the
start of each step and put operations may only occur after all gets finish. Additionally,
each step may only have a single associated tag, but a single tag may prescribe multiple steps. Steps will execute when a tag has prescribed it, and all data dependencies
are ready from previous steps or the environment.
While step collections specify the computation on data, control tags dictate which
steps are dynamically created during runtime. Tags can prescribe steps at any time
in the program, whether it be dynamically during runtime or during program initialization. However, once a step is prescribed, the CnC runtime will ensure that step
executes before program completion. In Figure 4.1, StepA begins execution only once
tag Ta prescribes it and D is supplied by the environment. Similarly, StepB will not
begin executing until tag Tb prescribes it and StepA finishes producing the data for
E. The CnC program terminates once the last prescribed step is finished executing.
Conceptually, the CnC model is ideal for programmability on parallel platforms.
The level of abstraction lets programmers easily create high-level domain-specific
functionality, without needing to worry about parallelism. However, shifting too much
burden from the programmers to the runtime can become prohibitive for performance.
After investigation, we find that expressing algorithms as steps that correspond to
equations of a method does not translate into an efficient CnC program, unless task
and data granularity are considered. Tuners are not sufficient because they mainly
focus on machine-specific optimizations, whereas opportunities to reduce the runtime
overheads rely on coarsening the parallelism and data depend on program structure.
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5. LULESH: AN OPTIMIZATION STUDY IN CNC

Fig. 5.1.: Blast Wave Hydrodynamics Simulation

In this section, we describe the LULESH scientific algorithm and the optimization
process we undertake using CnC. LULESH is a fully-featured hydrodynamics miniapp [3] developed at the Lawrence Livermore National Laboratory which simulates the
effect of a blast wave in a physical domain by explicit time-stepping as seen in Figure
5.1. It is one of the scientific applications presented in the DARPA UHPC challenge
in 2010 [39]. LULESH is a complex algorithm which performs both computation and
communication based work, and optimizations in its code should apply similarly to
other applications which exhibit stencil-like and/or time-stepping behavior.
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5.1

LULESH Background
The LULESH 2.0 specification is physics code that operates on an unstructured

hexahedral mesh with two centerings. The element centerings (center of the hexahedral) handles data for thermodynamic and physical properties whereas the nodal
centerings (the corners of each hexahedra) track spatial and kinetic values such as the
position and velocity. The application begins by initializing a 3-dimensional hexahedral mesh and initializing components for each centering. The time-stepping begins
as a force is then applied at the origin, updating the kinetic values for all the nodal
centerings. Once nodal computation completes, a series of element-centered computations occurs, updating the thermodynamic variables for all elements. More in-depth
papers describing the LULESH algorithm can be found in previous work by Karlin
et al. [3, 39].
One key observation is that a great deal of computation is performed each iteration for both centerings. Furthermore, several computations are 3-dimensional
stencil calculations that require neighboring communication, which due to the dualcentered scheme, creates unique challenges for optimization. Additionally, there are
producer/consumer relationships that span across cycles of time-stepping, making
data synchronization a likely bottleneck. These unique characteristics present more
opportunities for optimization unlike those in traditional (AxPy) matrix computation.

5.2

The CnC-LULESH Program
Following the CnC philosophy of separation of concerns, we map the LULESH

algorithm as a high level graph, with computation steps and producer/consumer
dependencies labeled. This domain specification of LULESH represents how a domain
scientist might describe the algorithm, as seen in Figure 5.2. Each node in the graph
represents a vital computational required by the algorithm, and the edges clearly
depict from which steps that data is being produced and consumed for. We list and
give a brief description of each computational step.
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Fig. 5.2.: High-level LULESH Algorithm

• Compute Delta Time: Prior to every iteration, this checks all element data from the previous
iteration to determine the next time step value. Has a separate tag space.
• Compute Stress/Hourglass Partial Force: Forces are calculated for each element using data
from the previous iteration’s elements.
• Force Reduction: Partial forces for every node are summed up from 8 neighboring elements.
• Compute Velocity/Position: Kinetic values are computed for each node using previous nodal
forces/positions/velocities.
• Compute Volume/Derivative/Gradient/Characteristic: Physical properties are computed
for each element using kinetic values.
• Compute Viscosity Terms: Previous values and gradient data from 6 element neighbors is
used to calculate element viscosity terms.
• Compute Energy Terms/Time Constraints: Thermodynamics/Physics terms are calculated
for each element using previous element data.

Using the domain specification, a direct translation is made to the CnC specification, which is a textual representation describing the step, tag, and data collections.
Figure 5.3 illustrates the LULESH CnC specification, which defines and declares most
of the high level information inside the CnC context required in the program. Whereas
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Fig. 5.3.: LULESH CnC Specification

step computation and data are the norm in traditional programming, tags are conceptually different. In the context, tags are declared along with which steps they
prescribe. The number of prescribed steps and unique tag identifiers are not required
for declaration; this occurs during runtime. Altogether, the context declarations pro-
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vides high-level information for determining potential algorithmic transformations. In
the following sections, we evaluate the our minimally constrained implementation of
LULESH and discuss state-equivalent transformations that can be made to optimize
its performance.
Our baseline follows the domain specification in Figure 5.2 and the CnC specification shown in Figure 5.3. Three sets of tags are used: per iteration, per node
centering, and per element centering. Every step computation performs its required
computation according to the hydrodynamics method, but the concerns for task granularity are neglected. In the following sections, we describe the coarsening techniques
for each collection and how they impact performance.

5.3

High-Level Coarsening Techniques
Because the baseline implementation is a minimalist version of the domain spec-

ification of LULESH, many performance considerations are not considered. Firstly,
the computation for each task corresponds to an equation required by the algorithmic method/model. Each equation is applied separately for every node or element,
depending which centering is being updated. Because LULESH is a large scale simulation, small single-node problems are trivial, and we need to scale the problem to
thousands and millions of nodes and elements. However, applying our domain specification to that many individual data points will incur scheduling and synchronization
costs.
We require tiles, or blocks, of computation to coarsen our steps and reduce scheduling overheads incurred by our baseline for larger problem sizes. However, we look to
do this with the least amount of modifications our baseline codes. Performance tuners
inherent to the CnC runtime are available, but most of these tuners focus on low-level
optimizations pertaining to threads, node distribution, serialization, garbage collection, etc. We attempt to modify our program at a higher level, which we can achieve
in CnC because of its collections model. Steps, tags, and data are all declared in
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every program specification; by changing just these high-level declarations, we can
coarsen much of the program without modifying much of the underlying kernel code.
With only some reordering of kernel computations and extra intermediate temporary
storage, we can achieve this task coarsening to reduce runtime overheads. We discuss
2 techniques, step fusion and tag tiling, which we use to coarsen CnC program steps
while preserving proper program execution.

5.3.1

Step Fusion

Step fusion is an effective way to serialize multiple steps in a CnC program without altering the underlying computation. The decomposed LULESH algorithm has
steps that operate on node and element centerings. Steps that share the same tag
and operate on the same data can be legally fused, creating a new legal algorithm.
However, this fusion is only legal when dependencies from previous steps are guaranteed to be ready under serial execution, or if the resulting fused step would require
interleaving with another step (or itself ) and become a co-routine. Therefore, computation requiring updated neighbor data such as ghost exchanges cannot be fused
because the data will likely come from a step prescribed from a separate tag. When
steps are fused, data dependencies that exist between original steps are serialized in
the fused step. The set of producer/consumer data dependencies from each step are
joined and become the new set of producer/consumer dependencies for the fused step.

5.3.2

Tag Tiling

Tag tiling is an optimization used to reduce number of step prescriptions during
execution. While a naive implementation would prescribe every step in the domain
specification for each node and element, such a brute-force distribution would not
scale to larger problem sizes. Tag tiling replaces multiple dynamic step instances by
coalescing those tags into fewer larger step computations that span multiple tags.
Similarly to step fusion, tag tiling serializes the computation in the new step. The
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new tiled computation will likely require large temporary working sets, as well as
code modifications to reorder computation and optimize for potential locality. Furthermore, tag tiling alters the dependence structure. For larger tiles, the number
of dependencies increases, and in some cases, neighboring data items may allow for
data reuse, thereby reducing the number of get operations required. We find that tag
tiling is legal when there are no dependencies between different tags which prescribed
that step. An example where tiling would be invalid for step collections would be
Gauss-Seidel, due to producer-consumer inter-dependencies between orthogonal tags
for the same step.

Fig. 5.4.: Impact on Execution after Tiling vs Fusion

Figure 5.4 visualizes how the iteration space is affected through the techniques
of step fusion and tag tiling. In CnC, program execution consists of many dynamic
step computations, scheduled by tag prescriptions and synchronized using data-driven
dependencies. Whereas the LULESH baseline consists of a step for every computation
task, and a tag for every element/node in the unstructured mesh, the step fusion and
tag tiling schemes coarsen those iteration spaces. Step fusion and tag tiling are two
ideas similar to that of loop fusion and tiling in classical compilers, except in the
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context of CnC. Conceptually, they do the same thing, since they simply reorder and
serialize computation while preserving legal execution semantics.

Fig. 5.5.: Fused LULESH Algorithm

We are able to apply step fusion to the CnC-LULESH program to reduce the
number of step collection items from 13 down to 5. Figure 5.5 highlights the step
computations that get fused in the updated algorithm. The leftmost node, Compute
Delta Time requires its own space of tags per iteration due to the delta time calculation, but the other steps are either in the nodal iteration space (red) or element
iteration space (blue/green), and can be properly fused. We fuse the force computations (green) which require element-wise computations for all elements, as well as
the spatial/kinetic steps which operate on nodes (red). Fusing the force computation
reduces parallelism, but it is helpful in our case where abundant parallelism exists.
Also, the bottom 6 element computations (blue) can only be fused into 2 routines,
due to ghost exchanges at the viscosity step, requiring data dependencies computed
from the prior gradient step from multiple neighboring elements, thus preventing legal
fusion.
In the LULESH code, we successfully tile all steps corresponding to the nodal
and element-wise tags. Each tile contains a 3-dimensional spatial region that consists
of the nodes or elements. Other tile shapes were considered, but we use hexahedral
blocks to minimize the number of ghost regions when performing stencil updates.
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Implementing tag tiling involved minor changes to the steps themselves, as loops were
introduced to handle additional work, step prescriptions were reduced, and indices
remapped for correctness.
The effects of step fusion and tag tiling extend beyond just coarsening the task
parallelism of the CnC program. The modified collections result in different behavior. Step fusion serializes dependencies between steps, eliminating synchronization
overhead caused from obligatory put and get calls. For steps with common consumer
dependencies, fusing those steps reduces the total memory bandwidth during runtime. In LULESH, tag tiling also reduces total data communication required by step
computations when neighboring data is local to a tile, and there is possible data reuse
between neighbors. For example, during volume computation, each element requires
8 data gets for all node corners. For a cuboid of 8 elements, only 27 gets are required when reusing local data compared to 64 gets in a naive code. However, these
optimizations require moderate changes to the step routines themselves.

5.3.3

Data Tiling

Following task coarsening through tag tiling and step fusion, we can perform
data tiling optimizations to coarsen the data elements in the item collection. After
achieving a coarse-grain task-parallel algorithm through step fusion and tag tiling,
we can now match our data layout to our computation layout. Although the total
number of algorithmic steps is reduced along with the number of tags prescribing
those steps, the data elements are singleton values dynamically assigned by the CnC
runtime, requiring a multitude of gets for each element or node dependency in the tiled
step. Although straightforward, revamping the data layout of a program is a time
consuming task, and potentially prohibitive depending on the specific application.
Modifications to core computations aim to take advantage of data locality and reduce communication using larger block sizes. We create tiled objects and use pointers
to reduce unnecessary data movement. However, the data is treated as immutable,
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using get/put clauses to ensure proper synchronization and execution. During the
node-to-element force computation, we overlap node tiles at element interfaces, propagating communications across tiles in a wave front manner, removing the need for
two-way communication to update both tiles. The choice to overlap node tiles achieves
two things. Firstly, nodal computations will have all node neighbors in their local
tiles, requiring no communication after all nodal computations are complete. Conversely, force computations, which compute nodal forces using element properties,
can likewise be mapped locally and fully to each tile. Because interface nodes exist
on multiple tiles, depending on spatial orientation, they require communication from
neighboring node tiles. We implement a 2-phase wave-front to compute and then
update node data for all tiles.

Fig. 5.6.: Wave-front Tile Comm/Compute

Fig. 5.7.: Wave-front Tile Post-Update

During the first pass, tiles communicate their interface data their higher priority
block, as seen in Figure 5.6. Priority is based on the tile id, so tiles with a lower
id value will contain the final results of nodal values, as seen in green, but interface
nodes existing in tiles with a higher id value will not perform the computation, shown
in yellow. After all nodes are calculated, the tiles will reverse the wave-front to
communicate the final results on the interfaces to those tiles that did not perform
the computation. Figure 5.7 depicts the reversal of the communication and shows
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those updated nodes in blue. Note that those nodes in blue are redundant interface
nodes, but do not add any redundant computation. Because CnC schedules steps as
data becomes ready, and the wave-front communication is well pipelined to expose
parallelism, we see this technique very favorable in LULESH, compared to a typical
collective communication scatter-gather routine.
For LULESH, we modify kernel routines and place calls inside CnC steps which
provide flexible parameters and allows easy future modifications. Spatial stencil computation is also optimized and packed to match tile-size, requiring additional code
changes. Despite underlying code changes, performance benefits from data tiling
cannot be overlooked, especially in LULESH where numerous data items are used at
every node/element and sometimes persist for multiple iterations.
We note that without first performing tag tiling, and ideally step fusion, datatiling is not a viable optimization. Without coarsened tasks, blocked data is not
useful under the strict dynamic-single-assignment properties of CnC item collections.
In our experiments, we compare this final full-tiled implementation of LULESH to
our other progressions as well as OpenMP implementations distributed by LLNL.

5.4

LULESH Benchmarks
In this section, we evaluate the performance of our multiple configurations of

the CnC LULESH application for a problem size of 603 . These include the domain
expert baseline, a fused-only, a tiled-only, a fused&tiled, and a fully-tiled implementation. Additionally, we benchmark the LLNL LULESH 2.0.3 implementation with
OpenMP directives as a comparison representing a more traditional parallel programming model. We measure their execution times running on our shared-memory system
running on up to 48 processors. The following implementations are tested:
Baseline Our baseline expresses the LULESH application at its most decomposed
level, with minimal dependence constraints. There are 13 steps, 35 data items, and
3 tags which prescribe steps for every iteration, node, and element in the mesh,
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requiring dynamic step instances for each, but allow any order of scheduling. The
item collections also correspond to individual nodes and elements in the mesh. It
follows CnCs principles of expressing a program as partially ordered computations
and its dependencies, but excessive fine-grained parallelism plagues performance.
Fused only Using step fusion, we reduce the step collection size from 13 to 5. This
minimizes the number of prescribed dynamic steps as well as several consumer/producer data dependencies, reducing the item collection size by 5. However, communication and scheduling overheads prevent scaling.
Tiled only Tiling coarsens the tag space by prescribing blocks of work corresponding to a 3-dimensional spatial block instead of individual element, improving scalability and performance by reducing scheduling overhead and improving data locality.
A tilesize of 10-15 is typically used for a problem size of 60 when running on 48
processors. The CnC specification is identical to the baseline.
Tiled & Fused Both step fusion and tag tiling are applied at a high level. In
step routines, we attempt to exploit locality for data that is shared between common
neighbors, as well as reuse common data inputs from fused steps. These transformations require some coding changes and extra bookkeeping for extra variables and
computation re-ordering to preserve step-like properties required by every CnC step.
The corresponding CnC specification contains 5 steps, 27 data items, and 3 tags
which prescribe steps for every tiled block. However, the data items still pertain to
individual elements and nodes.
Data Tiled The data tiled code incorporates the optimizations from step fusion
and tag tiling, as well as tailoring each task with its working data set. A single get
and put reads or writes a block of variables for each tiled computation step, albeit
most steps still require multiple gets due to needing multiple data sets from different
sources. The underlying computations are rewritten to accommodate the updated
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data structures. There are still 5 steps, 27 data items, and 3 tags, but data items are
of a tiled construct.

5.5

Evaluation
Experiments were run on mesh sizes up to size 603 for 30 iterations, ten times

per configuration, with minimum and maximum results excluded to reduce variance.
The hardware is a shared memory, AMD Opteron 6176 SE system configured with
four 12-core processors (48 cores total) per socket, each processor running at 2.3 GHz,
with 512 KB per-core level 2 cache, and 12 MB level 3 cache. Table 5.1 shows the
timing results per-iteration for a mesh of dimension 603 for each configuration.
Table 5.1: LULESH Iteration Runtimes (sec): 603 Sized Mesh
Number of Cores
1

2

4

8

16

32

48

Baseline

148.40 141.68 135.18 154.89 160.27 154.70 158.47

Fused Only

101.36 95.281 72.273 58.508 60.269 59.995 64.056

Tiled Only

19.147 18.919 10.539 5.7492 3.4986 2.4606 2.2643

Tiled&Fused

11.767 11.725 6.5347 3.9041 2.3639 1.6201 1.3920

Data Tiled

0.2268 0.2339 0.1242 0.0644 0.0360 0.0255 0.0277

OpenMp

0.6882 0.3784 0.2167 0.1219 0.0852 0.0814 0.0833

Figure 5.8 shows the performance speedups against the sequential baseline for
our 4 benchmarks of LULESH in CnC and the provided OpenMP code from LLNL.
For our CnC baseline, 603 dynamic step instances are created for each minimallyconstrained step, performing and scaling extremely poorly. Applying step fusion
reduces the number of steps by more than half, and results in a 1.6-2.5x speedup,
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Fig. 5.8.: Performance Speedup

Fig. 5.9.: Scalability Results

with some improvement in parallel execution. Fusion by itself does not impact when
compared to tiling, which coarsens the computation to a much greater extent. Look-
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ing at the tiled only implementation, we see speedups of 60x compared to sequential
baseline when running on 48 threads. This improvement is a result of coarser grained
steps, reducing the synchronization required by the scheduler to instantiate the schedule so many step instances. In our next code iteration, we combine both step fusion
and tag tiling technique, yielding greater performance, but it still does not surpass
the performance from OpenMP. Finally, our fully tiled LULESH code with step and
data tiling gives an additional order of magnitude of performance improvement over
purely task coarsening implementations (note logarithmic axis). Tiling the data collections to correspond to the step collections When compared to similar processor
configurations in OpenMP, our CnC code outperforms it by 3x for 32 and 48 processor. We reason that the OpenMP implementation has a number of inefficiencies,
such as requiring barriers before each ghost exchange, as well as extra data movement
to temporary buffers when updating data. However, both programs perform the exact same computation—the difference being the scheduling of work and movement of
data.
In Figure 5.9 we observe almost no scaling from the non-tiled implementations,
whereas the tiled codes exhibit weak scaling, starting at 4 processors. However, CnC
dedicates one processor exclusively for scheduling purposes, whereas OpenMP does
not since parallelism must be explicitly expressed by the programmer. As a result,
OpenMP offers an advantage when a few processors are used, but our fully-tiled code
scales more strongly. Scaling beyond 32 processors should be possible, but we reason
our machine configuration skews results at 48 cores. In the next section, we discuss
the lessons learned and recommend an approach for achieving high performance while
maintaining programmability.
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Fig. 5.10.: Fused-Tiled Runtime Trace

Fig. 5.11.: Full-Tiled Runtime Trace
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To better understand why data tiling provides these immense performance benefits, we provide two cycle-based runtime traces of the execution running on 8 processors for a similar sized problem. We observe that the data-tiled code in Figure
5.11 takes almost negligible time executing the nodal computations, and lack the
gaps between computation steps compared that in Figure 5.10, which corresponds
to the task-coarsened code without data tiling. This can be explained by the order
of magnitude reduction in data synchronization required by the scheduler for data
items, reducing scheduling overhead as well as data movement for item collection
elements. Whereas the non-tiled implementations require CnC to synchronize 8 data
items per nodal reduction, we hide much of that synchronization by handling it within
tiles, taking advantage of intra-tile locality for neighboring element/nodes belonging
in the same block. Additionally, the tiled data layout reduces communication and
synchronization costs for dependencies from neighboring tiles. A single get operation
accesses blocked data, further reducing synchronization so that computation can be
efficiently performed. Without visualizing the huge reduction in cycle time caused
by data movement and synchronization overheads, it would otherwise seem that the
scheduler does a reasonable job utilizing threads and pipelining tasks.

5.6

Lessons Learned
In our study, we focus on the LULESH application, starting from the domain

expert’s minimally constrained algorithm, and applied high level fusion and tiling
transformations on the program by altering the step, data, and tag collections while
preserving program semantics. However, the applicability of these coarsening techniques are not limited to LULESH. Multiple factors contribute to performance improvement over the baseline LULESH code. From the perspective of code modifications, step fusion requires the fewest modifications, while data tiling requires an
overhaul of underlying data structures and computation code. Both step fusion and
tag tiling give substantial speedup, with tag tiling provides the most benefit, but it
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was a prerequisite for implementing data tiling in our application. Once the cohesive
tiling implementation was produced, the performance of LULESH using CnC begins
to shine and greatly outperforms the OpenMP implementation.
In hindsight, the most efficient method would have been to decompose the algorithm, compose the computation steps for generalized tiled data, and then map those
computations to a high level domain specification that can be mapped to a valid CnC
specification. Such a process would generate similar results to our final implementation while providing flexibility to apply step fusion and tag tiling for various tile
sizes. We recommend using the CnC translator to generate source code containing
the CnC context and additional scaffolding step code from the high level specification. This translator was recently developed by the CnC Habenero research group to
assist their work on declarative tuning [35]. However, it is not a tuning mechanism,
but an automation tool provided for programming portability. Following their syntax
to describe the CnC specification, which include all tags collections, item collections,
steps, and their dependencies, source files will be generated that for the context as
well as skeleton code for each step with pre-declared get and put constructs. The
programmer’s primary responsibility is to initialize their problem, set up their work
routines, and insert the proper computation for each step. In our final tiled LULESH
implementation, the CnC code and work routines are decoupled in such a way. The
algorithm can be tuned prior to implementing the code, while work routines can
be developed independently but adjusting for algorithmic considerations. Using the
CnC translator along with modular kernel routines, while keeping granularity in mind,
should improve productivity while maintaining performance for CnC applications.
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6. HPGMG: A MULTI-GRID SOLVER IN CNC
In this section, we analyze HPGMG [4], a high performance geometric multi-grid
solver which has potential for similar high-level optimization opportunities as with
LULESH. Multi-grid solves elliptic partial differential equations Ax = b using a hierarchical recursive approach, not unlike the computational dynamics solver. However,
the approach in HPGMG is to take advantage of spatial approximations to express
larger hard problems in terms of solutions to easier problems using grid coarsening.
Unlike the multi-time scale method, the geometric multi-grid expresses computation
as a matrix-free stencil on an unstructured grid. This is computationally efficient,
since correct computational results are achieved through O(N ) computation complexity. Even more benefits can be seen, as there are grid restriction and interpolation
phases which coarsen and refine the problem size throughout the computation phases.
In the following section, we analyze ways to optimize the HPGMG code developed
for the xStack project from researchers at PNNL/Berkeley.

6.1

HPGMG Background
HPGMG was released in 2014 as a new multi-grid benchmark for high perfor-

mance machines. Geometric multi-grid is an attractive solution for solving PDE
based systems with multi-scale mesh properties. The HPGMG-FV (finite volume)
implementation is a unique benchmark because program performance depends on a
combination of local stencil computations, network communication (MPI), and data
layout/movement overheads. Optimizing performance for the application must take
into consideration various tradeoffs for on-chip and off-chip performance side-effects.
The HPGMG application creates numerous levels of grids, restricting and interpolating through the grid hierarchy while smoothing/preconditioning and solving/factor-
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izing at each level. The result is an approximation of a full solve on the grid, with
an estimated residual error calculation on each level. This process is visualized in
Figure 6.1, that shows two solves being performed in two iterations, where multiple
restriction/interpolation phases occurring for each cycle. At each grid level, smoothing calculations are performed before and after each bottom solve, while residual
calculations are required for proper algorithmic bookkeeping. The levels that calculations occur at correspond to the grid level for the respective calculation. Intuitively,
one can reason about the bottom level solve as a heavy computation on a very coarse
grid, thus being data and computationally efficient. The top level smooth operations
and computations are extremely compute-intensive, operating on a much finer grid.
Between the top level smoothing and bottom level solves, the control flow traverses
through the hierarchy of grids between various levels, creating a V-shape. This is
known as a V-cycle, which composes the most basic iteration of the HPGMG computation.

Fig. 6.1.: HPGMG V-cycle control flow

The HPGMG computation performs multiple iterations of V-cycles, or other types
of cycles, including the F-cycle, U-cycle, or W-cycle during the multi-grid solve [4].
The differences between the cycles depend on when the inflection points occur that
determines whether to coarsen or refine the grid for the next step. For the U-cycle,
the bottom-solve does not reach the coarsest level, but requires more computation
during the solve, hence looking more like U-shape than the V-shape in Figure 6.1.
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The F-cycle uses progressively larger V-cycles, constantly performing pre-smoothing
and post-smoothing at the coarse-grain bottom-level grids before lastly solving the
full V-Cycle at the final level. Regardless of the cycle type, the HPGMG code has a
basic algorithm structure, shown in Figure 6.2.

Fig. 6.2.: HPGMG High-Level Algorithm

The five basic operations and computations are: Smooth, Restrict, Interpolate,
Residual, and (Bottom) Solve. Cycles are computed throughout the computation to
solve the grids at every level. The majority of computation lies in the smooth operation, which is a preconditioning and postconditioning step for the primary solve,
which can be any iterative or direct solver for the grid-level data, usually at the
coarsest level to reduce computation intensity. During the interpolation and restriction phases, the grid is approximated using a cell-centered or face-centered approach,
and the residual is computed after each smoothing cycle but after each smooth before each restriction phase. Figure 6.3 shows how these grids are restricted and
coarsened between hierarchy levels. Because the grids are highly dependent between
levels, parallelism exists only at each level, not available between different grid levels.
Additionally, the amount of work available at each level varies dramatically after restriction/interpolation. After each level of coarsening, computation decreases by 1/8,
and communication decreases by 1/4, but at the top (finest) grid level, the cost for
performing the smoothing computation may be extremely expensive.
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Fig. 6.3.: HPGMG Restriction Phases

In the next section we discuss the CnC implementation of HPGMG and opportunities for high-level modifications for improving performance. We explore where
step fusion and tag tiling can be legally applied, and evaluate the effects of these
transformations on the code performance.

6.2

HPGMG using CnC
In the CnC baseline implementation of HPGMG, the unstructured mesh is tiled at

each grid level, grouping data into 3-dimensional blocks of cells. Computation steps
are prescribed per block, with the finest grid containing the largest number of cells
per block, and coarser grids containing fewer cells per block; however, the number
of blocks at each level are held constant until the coarsest grid where blocks only
contain single cells. The allocated CnC tags correspond to the blocks throughout
all levels of the grid hierarchy, meaning the number of tasks at each grid level are
constant, despite the difference in computational intensity. Because tiling concerns
are prevalent in the original HPGMG code, the CnC port of HPGMG included those
optimizations and utilized the CnC translator to realize coarsened tasks along with
the data. However, these tiles do not maintain low-level semantics, as we will discuss
in future sections.
Tiled data layouts optimize the locality of data accesses and coalesce data communication between data tiles when communication between those tiles are required.
In CnC-HPGMG, the underlying kernel computation is scaled iteratively using traditional loops during the stencil computation and communication between blocked

62
data sets. In the MPI implementation, this is equivalent to the communication associated with sending and receiving data from distributed processes. In the HPGMG
implementation, these exchanges are required before every blocked computation, ensuring consistency among neighboring cells for block neighbors by applying the proper
boundary conditions. These steps are explicit in the CnC implementation, occupying an extra step in the algorithm, and correspond to computation in our sharedmemory implementation instead of communication latency on distributed-memory
systems. Figure 6.4 shows the high-level CnC specification for our shared-memory
implementation. Compared to Figure 6.2, the primary difference between the highlevel HPGMG algorithm our CnC specification are the explicit exchange steps that
occur before every smooth and residual computations.

Fig. 6.4.: CnC Specification for HPGMG

6.3

Coarsening Techniques in HPGMG
For the HPGMG baseline, we see 6 different steps, with the exchange steps oc-

curring in three separate places and the smooth computations occurring before and
after the solve steps in each cycle. The restriction and interpolate steps dictate the
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transitions between levels, with the restriction step computing a force required at
each successive level to start a new phase of pre-smoothing. The interpolation step
calculates updated displacements for the grid cells based on the previous state of
the grid, which occurs during the exchange prior to the residual calculations for the
pre-smoothing phases. Finally, once post-smoothing finishes for all levels, a new cycle can begin again starting with pre-conditioning (smoothing) of all grids. During
the smoothing phases, the cell values of the grid are continuously updated. At the
restriction step, the force for the next level is computed, and the bottom solve uses
all values at the bottom grid to perform an iterative solve. Figure 6.5 shows these
steps in pseudocode form for the HPGMG application.
We recognize three opportunities for coarsening from this high-level specification. Because inter-tag dependencies prevent fusion of step computations, we cannot
fuse those steps connected by the thicker, darker arrows shown in Figure 6.4, which
represent dependencies requiring data from neighboring tiles. The three opportunities we exploit are step fusion transformations for the exchange steps and those
computations occurring immediately after the exchange steps. Thus, we create two
exchange-smooth fused steps and a exchange-residual fused step in our new graph.
The resulting high-level specification looks identical to the domain specification shown
in Figure 6.2, except without the explicit V-cycle node.
The effects of this fusion is not as impactful as in the LULESH code because
data-tiling concerns are already addressed in the underlying code. The effects of
fusion serializes steps that would otherwise run back-to-back if scheduled properly.
We manage to reduce the number of intermediate dependencies required for synchronization, using the final result of the exchange as an input to the smoothing step,
increasing temporal locality. However, other tiling and locality optimizations cannot
be explored within fused steps, because the core kernel computations in the HPGMG
smooth and exchange functions already operate on blocked data, with hard-coded
block sizes predetermined at compile time. Because of this, we cannot restructure or
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HPGMG V-Cycle
-For each Level
-For each Smooth Cycle
*Block Exchange/Apply Boundary Conditions
*Perform Smooth Cycles
-Done (Per Smooth Cycle)
*Block Exchange/Apply Boundary Conditions
*Compute Residual
*Restrict Grid (Produce F for next level)
-Done (Per Level)
*Bottom Solve
-For each Level
*Interpolate Grid
-For each Smooth Cycle
*Block Exchange/Apply Boundary Conditions
*Perform Smooth Cycles
-Done (Per Smooth Cycle)
-Done (Per Level)
Fig. 6.5.: HPGMG Algorithmic Pseudocode

reorder any data accesses for additional locality without diving deeper into the code
or rewriting those kernel computations.
Another option we explore is to fully tile computation for an entire grid level.
We observe that the bottom solve routine is a blocked computation operating as
a single task. This is sensible because the routine runs on the coarsest grid and
is not compute-intensive. However, there are two issues with this in CnC. Firstly,
comparable codes using GPUs and MPI+X compute the bottom solve with parallel
libraries [9], unlike in CnC, where parallelism is exploited through independent tasks.
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Secondly, this singleton computation is meant to negate the communication costs
required to distribute data onto distributed nodes. However, our CnC implementation does not have exacerbated communication bottlenecks because communication
is entirely intra-node, which represents a small fraction of run-time. As a result, we
observe a steep drop in the amount of available computation per task for grids below
the finest level, but because the same number of tasks are issued at each grid level, we
observe fine-grain scheduling overhead similar to that in LULESH. In an attempt to
remedy this granularity issue, we create a new step, called blocked exchange smooth,
where the entire grid at the lowest level prescribes tasks as a single block rather than
distributing them amongst multiple blocks. Intuitively, tasks will become coarser for
coarser grids so that ample work exists inside each block compared to scheduling
overhead. However, less tasks will reduce available parallelism, so a tradeoff exists
that should be tuneable to achieve optimal performance.

6.4

Performance Evaluation
In this section, we discuss the experimental results for running the HPGMG code

on our shared memory machine. The configuration we use attempts to best balance
the block/cell ratios for a proper distribution of tasks for scaling with increasing
processors. The chosen cell size of 64 equals the total number of blocks (43 ), and each
V-cycle has 8 levels of smooth cycles, reducing unnecessary fine-grain parallelism.
The three benchmarks we compare are the iCnC baseline implementation hosted in
the xStack repository, a fused implementation which trims the exchange steps, and
a fused+extra implementation, where task coarsening occurs at the lowest levels of
smoothing to reduce additional fine-grain parallelism for the coarsest grids.
The machine is a shared-memory, AMD Opteron 6176 SE system configured with
four 12-core processors (48 cores total) per socket, each processor running at 2.3 GHz,
with 512 KB per-core level 2 cache, and 12 MB level 3 cache. Table 6.1 shows the
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average runtimes per V-cycle for 30 iterative cycles while Figure 6.6 compares the
three implementations against each other.

6.4.1

Experimental Results

Table 6.1: HPGMG Iteration Runtimes (sec): Per 8-level V-Cycle
Number of Cores
1

2

4

8

16

32

48

Baseline

15.501 15.481 7.9674 4.4624 5.4908 6.1905 6.4638

Fused

17.120 17.422 8.7536 4.6680 5.3355 6.3579 6.7405

Fused+Extra

17.523 17.405 9.0193 4.7590 5.5209 6.3233 6.3911

Fig. 6.6.: HPGMG Runtimes (sec)
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Figure 6.6 illustrates the runtimes for our three benchmarks during each V-cycle.
Although the baseline implementation already features data-tiling constructs, we observe limited scalability in the code after 8 threads. With step fusion, we do not obtain
any speedup improvements. On the contrary, fusion results in a minor degredation in
performance. During our performance study, we further analyze the probable causes
for the degradation. When rewriting our fused implementation, there are initial exchange steps for all iterations that can execute at initialization which become fused
with other computation steps that require dependencies that become available once
the program begins. However, the baseline implementation automatically performs
those computations, and do not include those computations during subsequent iterations. The 2 − 3% performance degredation can be attributed to those initial
computations which are reordered in our fused implementations. Otherwise, because
all implementations have identical data layouts and movement patterns and scheduling overhead is not a major bottleneck, reducing the number of tasks through step
fusion does not yield the same kind of performance benefits as it did in LULESH.

6.4.2

Run-time Trace Analysis

To understand why our fused HPGMG implementations ran slightly slower, we
output runtime traces to visualize the execution of tasks for 8 threads during the
execution of the original and fused implementations. In Figure 6.7 and 6.8 show the
traces for the baseline and fused code, respectively. The most noteworthy observation
are the exchange steps that occur at the beginning of the baseline code, as discussed
previously.
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Fig. 6.7.: Baseline HPGMG Runtime Trace

Fig. 6.8.: Fused HPGMG Runtime Trace

Aside from the reordering of the exchange steps, execution times for computation of all steps are constant in both implementations. Additionally, there is little
change when coarsening tasks for the bottom levels of the grid for the fusion+extra
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implementation, which looks identical to our fused implementation. Six levels of
coarsening reduces work by a factor of 86 ; at that level, there is a negligible amount
of work available, and reducing scheduling overhead does not provide any observable
difference.
As previously discussed, there are extra initial exchange steps that execute prior to
the first V-cycle in the baseline code. These data exchanges occur at every iteration/cycle for each level, but the first exchange at the top level for each iteration does not
have any data dependencies. Therefore, the baseline, which does not fuse exchange
steps, tries to execute those at the very beginning, whereas fused implementation
executes them in later iterations. This reordering of exchange steps explains why our
per-iteration timings results shows a slowdown for the fused implementations. Additionally, we see a coarser distribution of steps in our rewritten fused code. Another
difference is the distinction of smoothing tasks that coarsen and those that refine, as
shown by the blue and green tasks in Figure 6.8. By employing a small change in the
high-level declarations of the CnC step collection, but not computation, we are able
to seamlessly distinguish tasks that perform pre-conditioning and post-conditioning
smooth computations. Compared to the baseline code, changing when the smoothing transition occurs is much simpler, because our modified algorithm distinguishes
that transition. This high-level modification simplifies transitions towards any new
cycle types, such as the U-cycle, F-cycle, or any arbitrary cycle a scientist wishes
to employ. However, the baseline code would have involved algorithmic changes and
greater programming effort. In total, modifications to a couple lines of code to the
CnC graph used by the translator, and a couple changes to the header file would be
sufficient to change the cycle type.

6.5

Discussion
With LULESH, we start with the domain specification as how a domain scientist

would express their algorithmic program. However, the HPGMG baseline takes into
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specific performance considerations, acknowledging the need for data coarsening to
lessen the burden for data synchronization for dynamic runtime systems. However,
these considerations do not preserve low-level semantics nor do they account for highlevel transformations between multi-grid hierarchies that are likely needed to create
more homogeneous computation steps between separate levels to improve performance
for task-parallel runtimes such as CnC. There are several factors that plague the
performance and scalability for the CnC-HPGMG implementations, listed as follows:
1. The huge imbalance of work for tasks at the finest grid level accounts for over
80% of the execution time.
2. Each grid level depends on its previous level in the cycle to complete before
ready. For coarser grid levels, tasks increasingly less work, yet decreasing the
parallelism to increase work creates serial bottlenecks.
3. Communication costs on our shared memory system do not account for a significant portion of the computation, and is mostly hidden as computational
work for applying boundary conditions. However, the original benchmark overlaps higher communication overheads with computation for distributed implementations. In other work, characterization of performance depends on datamovement costs sometimes dominate computation [40].
4. Code inflexibility for the baseline data-tiled implementation enforces serialization for every block at every level. At coarser levels, the entire block is not
required, but dependencies assume data from the entire data-block is needed.
Naturally, the process of starting with a data-tiled implementation is ideal to
achieve code implementations with good performance. With the aid of the CnC
translator, the process of creating coarsened tasks corresponding to blocked data is
streamlined for the programmer. However, the computation within tasks requires
some level of performance portability for different levels of task granularity.

In

HPGMG, low-level semantics are not completely preserved between computations
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that occur between grid levels. The scenario occurs when grids are coarsened to a
level where the number of blocks per grid become larger than the number of cells per
block at the coarsest levels. Coarsening at this level occurs for blocks, meaning the
number of active blocks per grid are minimized. However, the number of prescribed
steps still correspond to the finer grid-levels, but some steps do not contain any meaningful computation. As a result, the dependencies for those tasks at coarser levels do
not accurately reflect that of the computation that is being performed for that task.
However, because there are fewer dependencies between those grids, and since there
is also less work to be performed, potential parallelism and coarsening opportunities
there cannot be exploited, which otherwise cause unnecessary scheduling overhead
and serialization of work.
Our results provide two key insights for our techniques applied towards HPGMG.
Firstly, we note that our fused benchmarks provides the correct and proper result
despite different fusion and serialization of steps. The legality of step fusion is valid
as long as dependencies are preserved, and computation and data are correctly maintained. Secondly, although we do not obtain any performance benefits from this
specific fusion, it improves code readability and can potentially improve code performance for programs with alternate types of data layout and control dependencies,
such as in LULESH. However, in the case of HPGMG, the lack of low-level semantics
caused by prior data-layout abstractions constrain the opportunities for performance
benefits resulting from task coarsening and data-layout optimizations, which were the
the two key benefits in LULESH. Finally, the largest performance bottleneck occurs
during the fine-grain grid computations which we are unable to optimize, limiting our
potential to obtain speedup.
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7. CONCLUSION
There is a continuous push to find the next breakthrough in the parallel programming field, in all aspects of software engineering including compilers, programming
languages, parallel execution models and runtimes, and HPC applications are a significant factor for considering the next consensual state-of-the-art paradigm.
We present three applications from distinct scientific domains and present highlevel optimizations using different frameworks to achieve scalable performance for
those applications. In the first computational dynamics application, we developed a
custom dynamic runtime scheme, and employed domain semantics to reorder computation to achieve an optimal parallel execution order. The software constructs were
leveraged from open-source libraries, while the techniques we exploited were generalizations which could be adopted for any other domain sharing similar semantics.
However, the issue of programmability taught a painful lesson whilst developing the
framework for that target application.
While exploring ways to leverage existing frameworks, we employed Concurrent
Collections to take advantage of high-level transformations using its high-level declarative program information. By tailoring underlying program semantics to an optimized high-level algorithm, we were able to achieve massive performance improvements through task and data coarsening using CnC constructs. After redefining
computation placement, and improving data layout schemes for coarser-grain execution, we achieve up to 3x speedup compared to reference OpenMP codes from the
original application developers. While performance is just one potential benefit of
algorithmic optimizations in CnC, it can provide programmability benefits without
sacrificing performance as seen in HPGMG. In this code, we were not able to exploit
high-level changes for performance, but we employed semi-automatic tools to apply
our transformations, which retained correct results. For applications in the future,
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CnC would be an ideal framework to decouple concerns from both a high-level algorithm standpoint to low-level kernel computation and data layout considerations.
While the former is addressed with the current model, the latter is an ongoing challenge in the research community for these types of runtime frameworks.
CnC goes beyond just that of scientific applications. The core belief in CnC is
that any parallel application can be programmed using their model, and that parallel
programming structure should not follow that of sequential code. The semantics of
parallelism is expressed without explicitly determining any parallel execution, simplifying the programming process for non-performance experts. However, if one has
basic low-level (C/C++) programming experience, then CnC might be one of the
best solutions for creating scalable algorithms while obtaining usable performance,
but with the potential to obtain competitive performance given time and available
performance tuning experience.
Finally, it must be acknowledged that obtaining programmability with performance for these types of high-performance codes is a very difficult problem. The use
of CnC in this research is just one such solution in the problem domain, and there may
be better alternatives depending on what level of programmability and performance is
desired. Lastly, these optimizations are not restricted to only scientific applications,
but any application where parallelism of data and control flow allows for the freedom
of execution order.
Potential future endeavors to build upon these topics include providing automation
and performance abstractions at the programming model level in Concurrent Collections. This includes extending the current CnC high level transformation techniques
into an automated framework that can perform the high level code transformations
described with step fusion and tag tiling. Currently, the CnC translator can aid the
programmer with semi-automatic code generation through initializing declarations.
However, with user-directed hints, the framework should be able to transform the
data layout to best suit the newly formed fused and/or tiled computation units, at
least at an algorithmic level. This technique should also be compatible with the idea
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of the hierarchical CnC which is a versatile way to map different problems to different software execution schemes or different hardware seamlessly. Another avenue to
explore would be pairing CnC, with its flexibility, with other high-level programming
abstractions to improve programmability, but with a performance-oriented mindset.
For example, MATLAB continues to be a popular language for scientific programmers who lack experience in computational performance. Introducing similar tools or
interfaces to easily read, write, or store data into tiled-datasets would help facilitate
data and communication concerns for program execution, as long as those constructs
are simple to employ and modify.
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