Even in the age of abundant and fast computing resources, concurrency requirements for largescale online testing programs still put an uninterrupted delivery of computer-adaptive tests at risk. In this study, to increase the concurrency for operational programs that use the shadowtest approach to adaptive testing, we explored various strategies aiming for reducing the number of reassembled shadow tests without compromising the measurement quality. Strategies requiring fixed intervals between reassemblies, a certain minimal change in the interim ability estimate since the last assembly before triggering a reassembly, and a hybrid of the two strategies yielded substantial reductions in the number of reassemblies without degradation in the measurement accuracy. The strategies effectively prevented unnecessary reassemblies due to adapting to the noise in the early test stages. They also highlighted the practicality of the shadow-test approach by minimizing the computational load involved in its use of mixed-integer programming.
As with many computing-intensive statistical procedures, Shadow CAT is only viable with modern computing techniques and resources. Only with the advent of technologies allowing for pooling of resources, for example, cloud computing, has computing power become cheap, ubiquitous, and (mostly) scalable without limit-enabling formerly utopic large-scale implementations of optimal test assembly in real time. Moreover, modern MIP solvers have become extremely powerful, solving optimal test assembly problems for large numbers of examinees concurrently. For typical assembly problems (e.g., an item pool of several hundred items and several hundred constraints), these solvers are capable of finding solutions in split seconds. Despite these technological advancements, the concurrency requirements for large numbers of examinees taking a CAT at the same time are still hefty (e.g., 250,000 examinees for consortium-based CAT implementations such as Smarter Balanced). In such a setting, with one server, a 32-item CAT would require about 8 million solves or almost 2 days (45 hr) worth of nonstop solving (at a realistic estimate of 20 ms per solve). At that rate, over 45 servers would be needed to support the computational volume within, approximately, 1 hr of test time.
Consequently, special attention is being paid at present to maximize efficiency through justifiable means. This study proposes a theoretically sound approach to maximizing efficiency under the current conceptualization of Shadow CAT. More specifically, the present study aims for determining an effective reassembly plan for shadow tests during a CAT session without compromising optimality. In the standard form, which is optimal by definition, a new shadow test is assembled for each item to be administered so that the number of assembled shadow tests equals the test length. Adaptations of the shadow-test concept to different test formats such as linear-on-the-fly test (LOFT), multi-stage test (MST), or on-the-fly MST have been devised as freezing a shadow test for some duration to select multiple items from it (van der Linden & Diao, 2014) .
This study intends to answer three practical questions: At the individual student level, can we reduce the number of shadow tests reassembled within a single CAT session without compromising its measurement quality? That is, for how long can a shadow test be frozen without causing performance degradation? If so, to what extent and through what mechanism can we optimally reduce this number? Can we expand this reassembly logic to take into account concurrency across students to balance computing requirements?
The remainder of this article is organized as follows: In the next section, we will present the methods employed for studying various reassembly policies for a single student. We will then present the results in the context of a mathematics assessment with complex test blueprint constraints. In the last section, we conclude with limitations, implications of the results for practice, and future research directions. We will put a special emphasis on the applicability of the results to address the above mentioned concurrency issues.
Method
The original design of reassembling the shadow test for each item was predicated on the assumption that the preceding shadow test may not be optimal given the updated ability estimate and that a more optimal test can be assembled from the item pool. However, the shadow test reassembled for the kth item could be equivalent to the (k21)st item. The main reasons for such equivalence are (a) interim theta estimates that are unchanged or remain in close proximity (e.g., 6 0.1 logits), (b) the relative flatness of the item information functions near their maximum, and/or (c) an item pool that is relatively shallow. For the remainder of this study, we will assume a sufficiently deep item pool and focus on the first aspect only.
Establishing a minimum threshold for reassembling the shadow test can reduce the instances where equivalent shadow tests are constructed due to only minor changes in the ability estimate.
In general, interim ability estimates change more notably in early than in latter stages of CAT, indicating a reduced need for reassembly later in the test. Conversely, some large changes in the ability estimate in the early stages may reflect more noise than signal. As a result, instead of adapting to often volatile theta estimates, freezing the shadow test in the early stages may actually be beneficial psychometrically-aside from reducing the computational burden.
We have conducted simulation studies employing the following three reassembly strategies: (a) requiring a minimal theta change before reassembling a shadow test, (b) freezing the shadow test for some items, and (c) imposing a freeze interval while also requiring a minimal theta change. For each strategy, we have simulated a range of values to determine the most effective setting.
Simulation Details
We created a hypothetical item pool modeling after real item pools (1,000 items, 918 multiplechoice [MC] and 82 constructed-response [CR] items), with all items calibrated according to the generalized partial credit model (Muraki, 1992) . Figure 1 shows the information function of the item pool.
We simulated a 32-item CAT with a complex set of test blueprint constraints based on the Smarter Balanced Math test specification. Table 1 shows the test constraints. The student ability estimates were determined using the Expected a Posteriori (EAP) with a normal prior N(0,1) for interim and maximum-likelihood estimation (MLE) for final estimation. The simulated student population consisted of n = 500 replications at each of the following ability levels u true = Figure 1 . Item pool information function (1,000 items). {22.5, 22.0, 21.5, 21.0, . . ., 2.5}, totaling 5,500 examinees. The starting ability for all students was u 0 = 0.
For the adaptive formats, the objective function for the selection of the kth shadow test (subject to the constraints in Table 1 ) was maximize X 1, 000
where x i , i = 1, . . . , 1,000, is the binary decision variable for the selection of Item i, and I i (u) is the value of Fisher information for Item i at u.
Fixed Theta Threshold
In our study, we examined the effects of requiring theta change thresholds of 0.1, 0.3, 0.5, 0.7, and 0.9 before reassembling a shadow test for a specific student. The thresholds were fixed throughout the test. We call this policy the Theta Threshold Policy. Let l be the item after which we last reassembled a shadow test for student n. To trigger a reassembly prior to deciding on the kth item, the absolute difference between this student's current theta estimate,û kÀ1, n , and the theta estimate at the last reassembly,û l, n , needed to exceed the set threshold u threshold , that is, we require
Note that a Theta Threshold Policy with u threshold = 0 yields the standard Shadow CAT logic. Implicitly, we assumed the following sequence of events: A student completes the (k21)st item, the ability estimateû kÀ1, n is updated and the change in theta Dû kÀ1, l, n determined, and the algorithm decides on reassembly. Finally, the next item, that is, the kth item, is administered either based on the existing or a newly assembled shadow test. Figure 2 illustrates the impact of imposing such a limit for a hypothetical examinee with true theta u true = -2.5, and threshold u threshold = 0.1. The shadow tests were reassembled 15 times in this illustration. Reassembly points are marked with an ''S'' for shadow test.
The size of the threshold has a direct impact on the number of shadow tests to be reassembled and so should be determined rationally, for example, in accordance with the precision of measurement. For example, the threshold may not be set markedly below the anticipated level of precision to avoid the risk of chasing the noise, especially in the early stages. Conversely, setting it too high may undercut adaptability and lead to performance degradation. This is not the only way to set a threshold. Other possibilities include variable thresholds that (a) change as the test progresses or (b) depend on the student ability. For example, the threshold can be set to a larger value for the first few items and then switch to a smaller value (or gradually decrease) afterward. Another possibility is to keep a small threshold until the student receives at least one correct and one incorrect response. While the first kind takes into account the increased noise in the early test stages, the second one might offer quicker adaptation for Note. The horizontal line denotes the true theta value; the bar chart at the bottom shows the score point received for each item (min = 0 and max = 2). students for which the initial student ability estimate did not fit well (e.g., students for whom no previous test results exist). Our results, however, indicate that for the individual student, these more elaborate approaches using variable thresholds are not warranted. That is, for the conditions and constraints examined in the current study the differential performance between the fully optimal Shadow CAT and the simpler approaches was not of practical import to call for additional improvements.
Freeze Intervals
As mentioned, the early stages of an adaptive test typically exhibit some fluctuation in the ability estimate. It is far more likely to exceed any imposed theta threshold in the early stages than in the later ones. However, this might largely just be a reaction to noise. Therefore, we studied imposing a freeze period t freeze as follows. With l denoting the item for which we last reassembled a shadow test and k denoting the next item to be administered, we only reassemble if k À l.t freeze and refer to the resulting policy as the Freeze Policy. Note that this is essentially an MST setting, albeit with the sub-test assembled at interim estimates of u rather than predetermined fixed Note. t freeze = 0, a freeze period of zero, is equivalent to the standard Shadow CAT. CAT = computer-adaptive testing.
values. The columns in Figure 3 visualize the resulting reassembly schedule for three different freeze periods (0, 1, and 3) stating if the decision for item at the next item position requires a newly assembled shadow test or not. Implicitly, the standard Shadow CAT imposes a freeze period t freeze = 0. For the current study, we examined four freeze periods, t freeze = {3, 7, 15, 31}, which effectively triggered 8, 4, 2, and 1 reassemblies, respectively.
Hybrid
As before, we fix freeze intervals of t freeze = {3, 7, 15, 31} items, but we additionally condition reassembly on a threshold in the theta change since the last reassembly, just as in the Theta Threshold Policy. Thus, we only reassemble a shadow test for student n after item (k-1) if
This policy imposes an additional condition on the reassembly schedule and can further reduce the number of reassemblies. We refer to this policy as the Hybrid Policy. Note that the Freeze Policy can be regarded as a special case of the Hybrid Policy with u threshold = 0. During the early stages of the test, we will often see that the freeze period prevents reassembly since the threshold condition will be met more regularly. During later stages, although a reassembly would be permissible as the freeze period is over, there might not be a need for a reassembly due to only low theta changes. Therefore, although the freeze period is in theory in effect throughout the whole test and not just in the early stages, it mostly reduces the number of reassemblies during the early stages.
As benchmarks, we simulated two additional testing formats: (a) the standard Shadow CAT (i.e., reassembled a shadow test for each item administered) and (b) LOFT at true theta, u true (i.e., constructing a shadow test once at each test taker's u true and freezing it for the duration of the test). We ran all simulations in R with IBM ILOG CPLEX Optimizer.
Results
In this section, we will present the results of our simulations applying the policies explained above. For each condition, the root mean square error (RMSE) and bias of the final u estimates, u MLE 32 , are calculated as follows:
and
respectively. In addition, we computed the mean number of reassemblies for each condition. Tables 2 to 4 present these statistics for all reassembly conditions along with the statistics for the two benchmarks: the standard Shadow CAT and LOFT targeting true theta.
Theta Threshold Policy
For a simulated CAT of 32 items from an item pool of 1,000 items with about 200 constraints (counting lower and upper bounds as separate constraints), we have found that even imposing a low theta threshold of 0.1 reduces the mean reassembly rates to below 50% after eight to 12 Note. Du kÀ1, l, n : The absolute difference between Student n's current theta estimate after item k 21, u kÀ1, n , and the theta estimate at the last reassembly, u l, n . LOFT = linear-on-the-fly test.
items depending on the theta location (and to 20% after about 14-20 items). As is intuitively clear (and can be seen in Figure 4 ), the mean refresh rate drops faster with a higher threshold (u threshold = 0:3). After about 10 items, the refresh rate drops to 20%. We also studied the refresh rate (the number of reassemblies) for students of different ability level with different theta threshold values, u threshold = 0:1, 0:3, . . . , 0:9. We found that the mean refresh rates dropped the fastest for students with a true theta close to 0 (see Figure 5 ). This is not surprising as our starting ability u 0 equals 0 so that students in this theta group immediately get items at their ability level. For our 32-item CAT, the mean number of reassembled shadow tests per examinee ranged from 11 to 15 with u threshold = 0:1, again depending on the true theta of the students (see Figure 6 ). The mean number further reduced to 5 to 6 with u threshold = 0:3. That is roughly 80% reduction in the number of reassembled shadow tests per examinee.
Despite these substantial reductions in reassembly rates, little degradation in the measurement accuracy has been observed as evidenced by the RMSE values in Table 2 for a Theta Threshold Policy with u threshold = 0:1 or 0:3. Table 2 additionally lists the RMSE for the standard Shadow CAT. While the RMSE (averaged across the u values) was 1.88 for the standard Shadow CAT, it was 1.88 and 1.89 for u threshold = 0:1 and 0:3, respectively. The RMSE values across different theta levels demonstrate that with the exception of extreme values (u ! |2.0|) the policies triggering 4 to 6 assemblies produced a comparable level of accuracy as the standard Shadow CAT. Figure 6 graphically displays the RMSE values for different freeze intervals and contrasts them to the two benchmarks (as boundaries of the shaded area shown at the bottom), the most optimal reassembly schedule manifested in the standard Shadow CAT and the theoretical maximum manifested Note. The shaded area around the solid line represents the range for different theta points (i.e., 22.5, 22.0, . . ., 2.0, 2.5).
Freeze Policy
in LOFT targeting true theta. The freeze intervals examined in this study, t freeze = {3, 7, 15, 31}, resulted in eight, four, two, and one reassemblies per examinee, respectively. As evident in Figure  6 , the RMSE function for eight reassemblies (t freeze = 3) was virtually indistinguishable from that for the standard Shadow CAT even at extreme theta values. The RMSE function for four reassemblies (t freeze = 7) showed some deviations only at the extreme theta values.
Hybrid Policy
The two bottom plots in Figure 7 show the RMSE functions for two freeze intervals (t freeze = 3 and 7) in conjunction with two theta thresholds (u threshold = 0:1 and 0:3). Recall that t freeze = 3 is equivalent to reassembling eight times per examinee or at every fourth item after the initial assembly (i.e., prior to deciding on Items one, five, nine, . . ., 29) and that t freeze = 7 to reassembling four times per student or every eighth item after the initial assembly (i.e., 1, 9, 17, and 25). It is not surprising to see that the RMSE functions for the hybrid condition with at most eight reassemblies show substantial similarities with those for the freeze policy of exactly eight reassemblies (t freeze = 3). However, it is interesting to note that the mean number of shadow-test reassemblies for the hybrid setting was 4.7 for u threshold = 0:1, and 3.0 for u threshold = 0:3. That is, of the eight reassembly opportunities, the shadow test was not reassembled three to five times (depending on the size of the threshold) because the theta threshold was not satisfied. That is a reduction of 85% to 90% in the number of shadow-test reassemblies, compared with refreshing at each item, that is, the standard Shadow CAT.
Conclusion
Even in times of cloud computing and advanced solvers, concurrency requirements put an undisturbed computer-adaptive testing experience at risk. This risk is relatively higher for the computing-intensive shadow-test approach that is using MIP in real time. In this study, we have explored various policies reducing the calculation load by minimizing the number of shadowtest reassemblies.
The Theta Threshold Policy requires a certain minimal change in the ability estimate since the last recalculation before triggering a reassembly. While we see differences in the decrease of the refresh rate as the test progresses depending on the true theta of a student, the effect on the overall RMSE is very limited, even for high thresholds.
The Freeze Period introduces fixed intervals between reassemblies, an idea primarily motivated by the noise in the early test stages that caused frequent but unwarranted reassemblies under the Theta Threshold Policy. The Freeze Policy can be further improved by introducing progressively increasing intervals. Freezing the shadow test at a certain point and not refreshing for the remainder of the test can be considered in conjunction with the Freeze Policy.
The Hybrid Policy finally imposes freezing the existing shadow test for a fixed number of items in addition to requiring a minimal theta change. This policy particularly reduces the number of recalculations during the early stages of a test when theta changes are typically the highest-often enough due to a lot of noise. This policy can yield the largest reduction in the number of reassembled shadow tests without lowering the measurement accuracy.
Though these policies are useful in their own right, we can apply the findings to create more flexible versions of these policies directly taking into account the overall system state, early on preventing unpleasant testing experiences due to technical issues. While we have discussed the potential approaches, this area needs additional work and empirical studies to fully understand how best to adapt the two policies.
Discussion
Theoretically, maximum adaptation is realized only in fully adaptive testing, with reassembly of the shadow test for each examinee after each administered item (van der Linden & Diao, 2014) . However, practical limitations owing to shallow item pools, and excessive content constraints and exposure control needs may overshadow the potential benefits of maximum adaptation. Moreover, the adaptability may be intentionally regulated/constrained for some testing formats, for example, MST, on-the-fly MST, to accommodate some non-psychometric considerations, Note. The shaded area was formed by the boundaries of two RMSE functions for the standard Shadow CAT (reassembled 32 times) and the LOFT at true theta values. RMSE = root mean square error; CAT = computer-adaptive testing; LOFT = linear-on-the-fly test.
for example, skipping and reviewing items within modules or item sets. It is often in the interest of the validity of the test to not allow item review, as most of our real-life decisions and interactions are adaptive and do not allow us to get back. In addition, most empirical research shows that the difference in test scores between conditions with and without review are negligible (Revuelta, Ximénez, & Abad, 2000) . Nonetheless, test takers in general prefer to have the ability to navigate back and forth to review items and their responses. This preference may originate from text anxiety (Stocking, 1997) or being accustomed to paper-and-pencil tests.
In this study, we examined practical and efficient reassembly strategies for Shadow CAT with discrete items. However, the same methodology can be applied to testing situations with both stand-alone items and item sets (e.g., passage-based reading assessments). With item sets as units, however, there are additional considerations and constraints as to where and how frequently reassemblies should/can occur. For example, freezing the shadow test for the duration of a passage-based item set can not only be natural but also conducive to allowing for p/reviewing of items.
Targeted Reassembly to Reduce Concurrency
As already noted, the concurrency requirement for large-scale CAT implementations is immense in current U.S. K-12 consortium assessments. Unfortunately, even in a cloud setting, machines may fail and latency might vary. Figure 8 shows the concurrency and latency that we observed for a relatively small, operational testing program employing Shadow CAT with, approximately, 4,000 students per day and an average testing time of 60 min per student. We observe that there is no direct connection between the concurrency and the latency, which is generally favorably low (less than 50 ms per assembly). But we also note the latency spikes for such a small scale. These spikes can also be due to other factors such as suddenly invoked security features or (temporary) limits when scaling up in the cloud. Consortia settings can increase the number of students per day by a factor 50, increasing not only concurrency but also the likelihood that other factors come into play.
We thus aim at taking the outlined approach a step further and not only reduce the number of reassembled shadow tests per student but also coordinate reassembly across concurrent students. The Hybrid Policy can be regarded as a first step in this direction. If a lot of students start a test within a few minutes, a pure Theta Threshold Policy would still see a large number of concurrent solves during the initial phase until the drop in refresh rate takes effect. As seen above, the Hybrid Policy reduces the number of concurrent solves in this initial phase and maintains the total number of reassemblies to a fraction of the number needed under the standard Shadow CAT. In fact, when we allow for coordination of reassembly across concurrent students, a reverse strategy may even be possible in which next shadow tests are assembled ahead both for a correct and incorrect response for a given student when the demand for reassembly from the other students is low.
Another approach under investigation is a Theta Threshold Policy with variable threshold. As discussed above, the results of our study to date have shown that while the refresh rate is significantly affected by an increase in the applied threshold, the effect on the RMSE is limited. Thus, it seems straightforward to combine this information with available information on the current state of the system, that is, the number of concurrently testing students, their progress in the test, and the observed latency, to increase the threshold, especially for students in the early stages of a test, to reduce the load on the system.
Another potential approach at the macro level, similar to scheduling techniques from Operations Research, involves prioritizing students based on the observed theta gap and imposing a maximum for concurrent reassemblies or solves depending on the state of the system. Unfortunately, in this case, the decision to reassemble a shadow test depends on the whole group of currently testing students, which might introduce a delay in the evaluation of the theta gap.
Large-scale, real-time implementation of automated test assembly, once considered computationally too intensive and hence impractical, has become just another routine in today's
