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We investigate the induced superconducting pair correlations in junctions between a conventional
spin-singlet s-wave superconductor and a disordered normal metal. Decomposing the pair amplitude
based on its symmetries in the time domain, we demonstrate that the odd-time, or equivalently odd-
frequency, spin-singlet p-wave correlations are both significant in size and entirely robust against
random non-magnetic disorder. We find that these odd-frequency correlations can even be generated
by disorder. Our results show that anisotropic odd-frequency pairing plays a significant role in
disordered superconducting hybrid structures.
Superconductivity arises from the formation and con-
densation of a macroscopic number of electron pairs, or
Cooper pairs. The superconducting state is characterized
by the Cooper pair amplitude which, due to the fermionic
nature of electrons, is antisymmetric under the exchange
of all degrees of freedom describing the paired electron
states. These symmetries include the positions, spin, and
relative time separation of the two electrons.
In BCS theory of superconductivity the interparti-
cle interaction is instantaneous and, hence, only static,
equal-time, pair amplitudes contribute to the order pa-
rameter. Such equal-time pair symmetries are then con-
strained to be either even in space and odd in spin, as
in the conventional spin-singlet s-wave state, or odd in
space and even in spin (e.g. spin-triplet p-wave). How-
ever, even for BCS superconductors, a growing body of
evidence suggests that dynamical pair correlations that
are odd in the relative time [1–5] can play a role in the
physics of superconducting heterostructures [6–8]. Due
to their odd time-dependence, these dynamical pair cor-
relations must be either even in space and even in spin
or odd in space and odd in spin. Such exotic odd-time
pairs are equivalently also referred to as odd-frequency
(odd-ω) pairs [1].
A well-established host of odd-time/odd-ω pairs are
ferromagnet-superconductor (FS) junctions. In these
systems, the combination of spatial invariance breaking
due to the interface and spin-singlet to spin-triplet con-
version due to the ferromagnet, generates finite odd-ω
spin-triplet s-wave pairs in the F region even for conven-
tional spin-singlet s-wave BCS superconductors [9, 10].
The presence of odd-ω s-wave pairs explains several un-
conventional features of FS junctions, such as the long-
range proximity effect [11–19], zero-bias peaks [20, 21],
and paramagnetic Meissner effect [22–24].
Odd-ω pairing can also emerge in normal metal-
conventional superconductor (NS) junctions. Here the
interface allows for both the original even-ω spin-singlet
s-wave (isotropic) and an induced odd-ω spin-singlet p-
wave (anisotropic) symmetry in the N region [8, 25–27].
However, unlike FS junctions, in NS systems odd-ω pair-
ing has so far been largely ignored. One often-cited rea-
son for this neglect is the argument that p-wave ampli-
tudes are killed in the presence of disorder [28–30]. For
example, in the quasiclassical Usadel formulation for dis-
ordered systems, only isotropic s-wave solutions are ex-
plicitly considered, while any anisotropic part is assumed
to be negligible [31]. Additionally, Anderson’s theorem
[32] has been invoked to defend the assertion of fragility
of p-wave pairs in disordered NS junctions, due to its gen-
eral notion of fragility of non-s-wave states, even though
it does not technically concern proximity-induced effects.
In this work we explicitly show that in NS junctions
odd-ω spin-singlet anisotropic p-wave pair correlations
are not only robust against disorder but as disorder
strength increases, the odd-ω amplitudes constitute a
growing fraction of the proximity-induced pair correla-
tions in the N region. Remarkably, we even find odd-ω
pairing generated by disorder. We do this by considering
a NS junction between a disordered N region and a con-
ventional spin-singlet s-wave superconductor, see Fig. 1,
explicitly calculating the fully quantum mechanical time
evolution of the proximity-induced superconducting cor-
relations. By showing that odd-ω p-wave pair correla-
tions are ubiquitous and robust, our results provide a
completely different view of superconducting pair corre-
lations in disordered heterostructures, with potentially
far reaching consequences for the physics, ranging from
zero-energy states to paramagnetic Meissner effect.
Model.— To demonstrate the robustness of odd-
time/odd-ω pair correlations we study the proximity-
induced pair amplitudes in both one-dimensional (1D)
and 2D NS junctions between a disordered N region and
a conventional spin-singlet s-wave S region, with the in-
terface at x = 0, see Fig. 1. The Hamiltonian for these
junctions can be written as
H = −t
∑
〈ij〉
c†iσcjσ − µ
∑
i
c†iσciσ +H∆ +HV, (1)
where cjσ is the destruction operator for a particle with
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2FIG. 1. Sketch of a 2D NS junction with interface at x = 0,
where filled blue and red circles represent sites in N (x < 0)
and S (x > 0) regions. The relevant spatial orbital symme-
tries, s-wave, extended s-wave, and px,y-wave, are depicted in
blue (red) for positive (negative) amplitudes.
spin σ at site j = (jx, jy) in 2D or j = jx in 1D, 〈. . . 〉 de-
notes nearest neighbor sites, t the nearest neighbor hop-
ping amplitude, and µ the chemical potential. The con-
ventional spin-singlet s-wave superconductor is captured
by H∆ =
∑
i θ(x)∆c
†
i↑c
†
i↓ + h.c., with ∆ being the or-
der parameter and θ the Heaviside step function. We
further consider random scalar, or non-magnetic, disor-
der, so-called Anderson disorder, in the N region through
HV =
∑
i θ(−x)Vic†iσciσ, with Vi taken from a uniform
distribution on the interval [−δ/2, δ/2], where δ is the
disorder strength. This type of disorder arises due to
non-magnetic impurities or fluctuations in the chemical
potential, both inevitable in experimental samples. The
length of the N (S) regions are LN(S), measured in units
of the lattice spacing a = 1.
Pair amplitudes.— The pair amplitudes may be ob-
tained from the time-ordered anomalous Green’s func-
tion Fijαβ(t2, t1) = 〈T ciα(t2)cjβ(t1)〉, where T is the
time-ordering operator. The pair amplitude Fijαβ(t2, t1)
accounts for the propagation of quasiparticles from the
(iα)-state at time t1 to the (jβ)-state at time t2. Since
Fijαβ(t2, t1) only depends on the relative time difference
τ = t2 − t1, we focus on the forward time propaga-
tion, where the even- (e) and odd-time (o), or equiv-
alently even- and odd-ω, components are extracted as
F
e(o)
ijαβ(τ > 0) = (〈ciα(τ)cjβ(0)〉 ± 〈cjβ(τ)ciα(0)〉)/2.
Since no spin-active field is present in NS junctions,
pair amplitudes exhibit the same spin symmetry as the
parent superconductor. Therefore, we uniquely decom-
pose all pair amplitudes based on their symmetries only
in space and time, obtaining
de(o)w (τ,R) =
1
2
∑
r
w (r)
∑
αβ
[iσy]
†
αβF
e(o)
R+rβR−rα(τ), (2)
with σy the y-Pauli matrix, the center of mass R =
(i + j)/2, and relative r = (i − j)/2 spatial coordinates.
We study projections of the relative spatial dependence
onto the lowest rotation symmetric wave representations:
s-wave wS (r) = δ|r|=0, extended s-wave wSext (r) =
(1/z)δ|r|=1, and pi-wave wPi (r) = [(ˆi · r)/2]δ|r|=1, where
FIG. 2. Even-ω s-wave (a) and odd-ω p-wave (b) pair mag-
nitudes as a function of space and time in clean regime 1D
NS junction with interface at x = 0. (c,d) Time evolution
of the even- and odd-ω pair magnitudes, respectively, with
solid (dashed) curve corresponding to the position in N indi-
cated by solid (dashed) lines in (a,b). Parameters: µ = 0.25t,
LN = 250, LS = 250, ∆ = 0.01t.
z denotes the coordination number.
Evaluation of the pair amplitudes in each symmetry
channel in Eq. (2) only requires computation of time-
dependent expectation values of the form 〈ciα(τ)cjβ(0)〉.
We perform these calculations numerically using the
EPOCH (Equilibrium Propagator by Orthogonal poly-
nomial CHain) method for computing the equilibrium
propagators, i.e. Green’s functions, directly in the time-
domain that we have developed in Ref. [33]. In the
EPOCH method the equilibrium propagator is expanded
in Legendre polynomial mode transients that are recur-
sively computed, allowing us to study both the even- and
odd-ω pair amplitudes directly in real space as well as the
time domain. As such, this analysis notably goes beyond
previous studies of odd-ω pairing [8, 25–27], since the
treatment is explicitly in the more natural time domain
and also fully quantum mechanical.
Clean regime.— To ultimately understand the pair am-
plitude behavior in the presence of disorder in NS junc-
tions, we first investigate their time evolution without
disorder, δ = 0. In Fig. 2 we show space and time evolu-
tion of the magnitude of the even-ω s-wave and odd-ω p-
wave pair amplitudes, |de,o(τ,R)| in a clean 1D SN junc-
tion. We explicitly find no other finite amplitudes with
|r| ≤ 1, apart from even-ω extended s-wave correlations,
which shows similar behavior as the s-wave pairing. No-
tably, the p-wave amplitude is not only non-local and odd
in space, but also non-local and odd in the relative time
coordinate, fully consistent with previous results study-
ing the time-dependence of odd-ω pair amplitudes [34].
At relative time τ = 0 the even-ω s-wave magnitude of
the pair amplitude exhibits a large and constant value in
S, due to the finite order parameter ∆ in S, as seein in
Fig. 2(a). The odd-ω pair magnitude in (b), on the other
hand, is necessarily zero at τ = 0. For finite τ both pair
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FIG. 3. Even- (a) and odd-ω (b) pair magnitudes at x = −5a in disordered N region in a 1D NS junction, averaged over 60
disorder realizations. Height of the first correlation peak, marked with circles in (a,b), as a function of disorder strength (c)
and chemical potential (e) for s-, extended-s-, and p-waves. Ratio between p-wave and s-wave magnitudes as a function of
disorder strength (d) and chemical potential (f). Unless otherwise stated, same parameters as in Fig. 2.
amplitudes develop a fan-shaped profile in both S and N
regions, albeit with smaller odd-ω magnitudes. The fan
profile is due to wave-packed propagation in time and
space, with a decay as we move away from the NS inter-
face, since the superconducting proximity effect dimin-
ishes with distance [35]. There is also an oscillatory pat-
tern, seen as resonances in Fig. 2(c,d), due to interference
between incident and reflected quasiparticle states at the
NS interface, as noted before [27, 34, 36, 37]. In partic-
ular, the resonance peaks in the N region are a result of
the following time evolution process: an electron at x1 in
N has to first propagate towards the NS interface, where
it is reflected back as a hole through Andreev reflection,
and then propagate back to x2 in N in order to contribute
to the pair amplitude [38]. A simple analytic calculation
using a 1D continuum model yields the expected time
of this process to τ0 = d/vF, where d = |x1| + |x2| is
the round trip distance and vF the Fermi velocity, see
Supplementary Material (SM) [39] for a complete deriva-
tion. This value of τ0 is fully consistent with the results
in Fig. 2(c,d). The overall result is large pair magnitudes
that disperse linearly away from the interface in both N
and S regions, in agreement with the role of the NS in-
terface as the generator of even- and odd-ω correlations
[8, 25–27].
Disorder regime.— Next we turn to the main topic and
study the induced correlations in the N region when sub-
jected to scattering by random scalar disorder. In par-
ticular, we focus on the behavior of the induced odd-ω p-
wave correlations to ascertain whether these induced am-
plitudes are fragile to disorder as previously assumed [28–
30]. In Fig. 3 we present the time evolution of disorder-
averaged even-ω s-wave and odd-ω p-wave pair magni-
tudes for different disorder strengths δ at the fixed posi-
tion indicated by a solid white line in Fig. 2. At vanishing
disorder, we have the situation discussed in Fig. 2, where
both even- and odd-ω pair magnitudes are finite in N but
exhibit strong oscillations as they evolve in time. The
even-ω correlations, in Fig. 3(a), are insensitive to weak
disorder but gradually decay at stronger disorder, while
at the same time losing their oscillatory pattern. The
odd-ω pair amplitude in Fig. 3(b), on the other hand, ac-
tually initially increases in maximum strength for weak
disorder, while finally also showing a minor decay with
a diminishing oscillatory pattern. The clearly different
behaviors of the first resonance peaks, circle markers in
Fig. 3(a,b), as disorder increases is evident in Fig. 3(c,d),
where we plot the s-wave and p-wave pair magnitudes, as
well as their ratio. While both the on-site and extended
s-wave correlations monotonically decay with disorder,
we find that the p-wave correlations first show a slight in-
crease and then only a very minor decay. Thus, the ratio
of odd-ω p-wave to even-ω s-wave correlations increases
with disorder strength, completely in contrast to naive
expectations of disorder fragility for non-s-wave states
[28–30]. This conclusion is independent of the specific ref-
erence point chosen within the N region. In terms of the
oscillatory time-evolution pattern, we find that it persists
for small disorder but decays with disorder strength: at
δ ≈ t, we still find some oscillations, while at very strong
disorder, δ ≈ 2t equal to the bandwidth, the oscillations
are completely washed out for both even- and odd-ω pair
amplitudes.
To examine the stability of these disorder behavior at
different parameters, we present in Fig. 3 (e,f) the disor-
dered averaged pair magnitudes as a function of chemical
potential µ, again at the first resonance peak (circles in
Fig. 3(a,b)). In the clean regime the even-ω s-wave pair
magnitude is almost constant for all values of µ, while
the odd-ω p-wave amplitude identically vanishes at half-
filling, µ = 0. The latter is due to particle-hole symmetry
in the normal state at µ = 0, resulting in a cancellation
4of odd-time correlations [40]. While this cancellation of
the odd-ω amplitude at µ = 0 in the clean limit occurs
in a fine-tuned situation, what is highly relevant for the
general understanding of p-wave pairing, is that it still
becomes finite at µ = 0 when introducing disorder. Thus
disorder can even generate p-wave pairing. Furthermore,
as seen in Fig. 3(f), where we plot the p-wave to s-wave
ratio, p-wave pairing is large, at around 40%, and essen-
tially constant for disorder ranging from moderately weak
to very strong. These results highlight the crucial role
of non-magnetic disorder, with disorder not suppressing
odd-ω p-wave pairing, but even generating it. In terms
of other parameter, we have verified that the disorder
behavior is not sensitive to the choice of ∆.
The extreme disorder robustness of odd-ω p-wave cor-
relations can be understood, physically, by noting that,
in the clean limit, the odd-ω pair correlations induced in
an NS junction have their origin in the spatial translation
symmetry breaking at the interface. When non-magnetic
disorder is added to the N region, this only serves to fur-
ther disrupt the spatial parity of the electronic states and,
therefore, enhance the mixing between the s-wave and p-
wave states. Because non-magnetic impurities never mix
the spin states, the constraints given by fermion statis-
tics dictate that the p-wave states must have an odd-ω
symmetry. In this way, we can understand that odd-ω
p-wave pairing should, in general, not only survive non-
magnetic disorder but that these pairs should be more
robust to disorder than the s-wave pairs. This is in stark
contrast to results using quasiclassical theory in the dirty
limit where only isotropic s-wave pairing is explicitly con-
sidered, while any anisotropic pairing terms are assumed
to be very small [31], thus predicting vanishing odd-ω p-
wave pairing in NS junction [28–30] We here also stress
that the disorder robustness of odd-ω p-wave correlations
is not in contradiction to Anderson’s theorem [32]. Both
the s- and p-wave amplitudes in the N region are gen-
erated through proximity effect and are consequences of
having a bulk s-wave superconductor nearby, with An-
derson’s theorem only formally applying to the bulk su-
perconductor.
Beyond 1D.— Above we have only reported results for
1D NS junctions, but higher dimensions show the same
results. In the SM we reproduce similar plots to Fig. 2-3
for 2D NS junctions obtained from calculating the time
evolution of Eq. (1) for a 2D system. The results are
strikingly similar, and also more stable, as they require
averaging over fewer disorder realizations to reach con-
verged values compared to the 1D case. This is to be
expected as disorder scattering in 2D more quickly evens
out any sample differences.
We discover however one striking additional feature in
the 2D case. In the clean regime the induced disorder-
averaged pair magnitudes in the N region correspond to
even-ω s-wave and extended s-wave, and odd-ω px-wave
symmetries. The absence of py symmetry is explained
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FIG. 4. Disorder-averaged s-wave (black) and p-wave (red)
pair magnitudes as a function of disorder strength in a 2D SN
junction, taken as the height of the first peak in the time evo-
lution, averaging over 15 disorder realizations. Parameters:
µ = 0.5t, LNx,y = 50, LSx,y = 50, ∆ = 0.01t.
by noting that the interface only breaks translation in-
variance in the x-direction and thus no py symmetry can
be generated. Still, when we plot all s- and p-wave am-
plitudes at finite disorder in Fig. 4, we see that the N
region hosts both disorder robust and finite odd-ω px-
and py-wave pair amplitudes. The emergence of odd-
ω correlations along the y-axis can be understood as a
result of translational invariance breaking by the ran-
dom scatterers also along the y-direction, which allow
for a transformation of pair amplitudes into the py-wave
channel. Notably, Fig. 4 show how both odd-ω p-wave
components remain robust with disorder, even initially
increasing with increasing disorder strength, whereas the
otherwise usually assumed disorder robust isotropic s-
wave state instead show a pronounced suppression with
increasing disorder. This demonstrates again that p-wave
pair amplitudes are highly disorder robust and always
constitute a significant portion of induced pairing in NS
junctions.
Conclusion.— We demonstrate that odd-ω spin-singlet
p-wave pair correlations remain robust against random
scalar, or non-magnetic, disorder in NS junctions with
a conventional superconductor. In fact, the disorder
robustness is higher for p-wave pairing than for the
isotropic s-wave components and disorder can even gen-
erate odd-ω p-wave pair correlations, even when they are
identically zero in the clean regime. As a consequence,
odd-ω p-wave correlations always constitute a significant
portion of the proximity-induced superconducting pair-
ing also in disordered systems. Our results thus present
a completely different conceptual understanding of un-
conventional odd-ω and p-wave correlations in disordered
heterostructures.
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In this supplementary material we provide details to further support the results and conclusions of the main text.
ANALYTIC TREATMENT OF PAIR AMPLITUDES IN CLEAN NORMAL
METAL-SUPERCONDUCTOR JUNCTIONS
In the main text we presented numerical results for the proximity-induced superconducting pair amplitudes in
the normal region of normal metal-superconductor (NS) junctions, modeled using a tight-binding Hamiltonian. An
important advantage of our numerical approach is that it allows us to easily consider both the clean and disordered
regimes, with no approximations. However, since numerical analyses can only be performed for a finite number of
parameters, insight can often be gained from a complementary approximate analytic calculation. In this section
we study the induced pair amplitudes in a one-dimensional (1D) NS junction in the clean regime analytically using
perturbation theory.
Bare Green’s functions
To facilitate our analytic treatment we assume that both sides of the NS junction are infinite and well described
by continuum models with dispersions given by ξk = k
2/2m − µ and Ek =
√
ξ2k + ∆
2, with ~ = 1, for the N and
S regions, respectively. Here, m denotes the effective mass of the electrons in both the N and S regions, k is the
wave vector, µ is the chemical potential, and ∆ is the superconducting order parameter in the S region. Given these
dispersions, and first assuming no tunneling between the two regions, it is straightforward to show that the Nambu
space Green’s functions in the N and S regions are given by[1, 2]:
Gˆ(0)S (k; z) =
zτˆ0 +
(
k2
2m − µ
)
τˆ3 + ∆τˆ1
z2 −
(
k2
2m − µ
)2
−∆2
,
Gˆ(0)N (k; z) =
zτˆ0 +
(
k2
2m − µ
)
τˆ3
z2 −
(
k2
2m − µ
)2 ,
(1)
where τˆi (τˆ0) is the i
th Pauli matrix (identity matrix) in the 2×2 particle-hole space and z is a complex frequency
allowing us to keep track of Matsubara (z = iωn), retarded (z = ω + i0
+), and advanced (z = ω − i0−) Green’s
functions, simultaneously. Note that the pair amplitude, F , is simply given by the off-diagonal matrix element of the
Nambu space Green’s function, and, therefore, it is trivially zero in the N region and given by the term proportional
to τˆ1 in the S region in the limit of no tunneling between the two regions.
NS junction
To study proximity-induced pairing in the N region, we assume the NS interface allows local quasiparticle tunneling
between the two systems at x = 0. In this case, the Dyson equation for the full Nambu-space Green’s function in the
N region may be written in real space as:
GˆN (x1, x2; z) = Gˆ(0)N (x1 − x2; z) + t20Gˆ(0)N (x1; z)τˆ3Gˆ(0)S (0; z)τˆ3GˆN (0, x2; z). (2)
This equation can be iterated to obtain a power series expression for GˆN (x1, x2; z) to arbitrary order in the tunneling,
t0. Since we are only interested in the qualitative behavior of these expressions we truncate this expansion to leading
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order in t0:
GˆN (x1, x2; z) ≈ Gˆ(0)N (x1 − x2; z) + t20Gˆ(0)N (x1; z)τˆ3Gˆ(0)S (0; z)τˆ3Gˆ(0)N (x2; z). (3)
The bare Green’s functions on the right-hand side of Eq. (3) may be obtained by Fourier transforming the k-space
expressions in Eqs. (1) to real space giving:
Gˆ(0)S (0; z) = −
im sgn (ImΩ)
2kFΩ
[
zgS+(z)τˆ0 + ∆g
S
+(z)τˆ1 + Ωg
S
−(z)τˆ3
]
,
Gˆ(0)N (x; z) = −
im
2kF
[
gN+ (x; z)τˆ0 + g
N
− (x; z)τˆ3
]
,
(4)
where
gS±(z) =
1√
1 + Ωµ
± 1√
1− Ωµ
,
gN± (x; z) =
e
isgn(Imz)|x|kF
√
1+
z
µ√
1 + zµ
± e
−isgn(Imz)|x|kF
√
1− zµ√
1− zµ
,
Ω =
√
z2 −∆2,
kF =
√
2mµ.
(5)
These expressions can now be inserted into Eq. (3) to find analytic expressions for the Nambu space Green’s function
in the N region. Note that the bare Green’s functions in real space given by Eqs. (4) depend solely on one coordinate as
they are the Fourier transform of Eqs. (1) which describe continuum (infinite) systems where translational invariance
is not broken.
Proximity-induced pair amplitudes
As we are primarily interested in the induced pair amplitudes in the N region, we focus on the anomalous component
of the Green’s function in Eq. (3), which is given by:
FN (x1, x2, ; z) = − it
2
0∆
2v3FΩ
sgn (ImΩ) exp
[
isgn(Imz)
(
|x1|kF
√
1 + zµ − |x2|kF
√
1− zµ
)]
√
1 + zµ
√
1− zµ
×
 1√
1 + Ωµ
+
1√
1− Ωµ
 ,
(6)
where vF = kF /m. This expression for the proximity-induced pairing in the N region is exact to order t
2
0. However,
we would like to simplify this expression to gain a better understanding of the physical properties of these pair
amplitudes. To proceed, we note that the pair amplitudes are strongly peaked for frequencies z ∼ ∆. Moreover, we
recall that, in typical superconductors, ∆ << µ. Therefore, we assume that z/µ,∆/µ << 1 and expand all terms to
leading order in these quantities. After a fair amount of algebra we obtain the approximate expression:
FN (x1, x2, ; z) ≈ − it
2
0∆
v3FΩ
sgn (ImΩ) e
isgn(Imz)z
|x1|+|x2|
vF {cos [sgn(Imz)kF (|x1| − |x2|)]
+i sin [sgn(Imz)kF (|x1| − |x2|)]} ,
(7)
which is accurate to leading order in t0, z/µ, and ∆/µ.
Proximity-induced pair amplitudes in the time domain
Now when we have relatively compact expression for the proximity-induced pairing in the N region, we wish to
make contact with the numerical results in the main text by Fourier-transforming to the time domain. First, we recall
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that, in general, a time-ordered propagator is related to the retarded and advanced propagators by:
gT (t) =
∫ ∞
−∞
dω
2pi
e−iωt
[
θ(ω)gR(ω) + θ(−ω)gA(ω)] . (8)
Using this relation, together with the expression in Eq. (7) the time-ordered pair amplitude in the N region may be
written as:
FTN (x1, x2; t) = −
it20∆
v3F
∫ ∞
0
dω
2pi
eiωτ0
{
e−iωteikF (|x1|−|x2|) + eiωte−ikF (|x1|−|x2|)√
(ω + i0+)2 −∆2
}
, (9)
where we define τ0 =
|x1|+|x2|
vF
, which corresponds to the total time for a quasiparticle at position x1 in N to travel
towards the NS interface and then back to position x2 in N, as discussed in the main text. By inspection of the terms
within the curly braces in Eq. (9), we see that the proximity-induced pair amplitude possesses both even and odd
components in the time variable, t. These even- and odd-time components are given by:
F e(x1, x2; t) = − i2t
2
0∆
v3F
cos [kF (|x1| − |x2|)]
∫ ∞
0
dω
2pi
eiωτ0 cos(ωt)√
(ω + i00)2 −∆2 ,
F o(x1, x2; t) = − i2t
2
0∆
v3F
sin [kF (|x1| − |x2|)]
∫ ∞
0
dω
2pi
eiωτ0 sin(ωt)√
(ω + i0+)2 −∆2 .
(10)
Focusing on the odd-time/odd-frequency component, and changing integration variables to u = ω/∆, we find:
F o(x1, x2; t) =
−t20∆
2piv3F
sin [kF (|x1| − |x2|)]
{∫ ∞
0
du
eiu∆(τ0+t) − eiu∆(τ0−t)√
(u+ iη)2 − 1
}
≈ −t
2
0∆
2piv3F
sin [kF (|x1| − |x2|)]
{
−i
∫ 1
0
du
[
eiu∆(τ0+t) − eiu∆(τ0−t)
]
+
∫ ∞
1
du
eiu∆(τ0+t) − eiu∆(τ0−t)
u
}
,
(11)
where in the second line we have written the exact integral on the interval [0,∞) as two approximate integrals: (i) the
interval where we assume ω/∆ ≤ 1, and (ii) the interval where we assume ω/∆ >> 1. Simplifying these expressions
we can write the odd-time/odd-frequency pair amplitude in the N region as:
F o(x1, x2; t) =
−t20∆
2piv3F
sin [kF (|x1| − |x2|)] {E1 [−i∆(τ0 + t)]− E1 [−i∆(τ0 − t)]
+ 2
ei∆τ0 [t cos(t∆)− iτ0 sin(t∆)]− t
∆(τ20 − t2)
}
,
(12)
where E1(z) =
∫∞
1
e−tz/tdt is the exponential integral.
One of the most important features to observe from Eq. (12) is that the last term gives rise to a sharp peak in
time, at t = τ0 =
|x1|+|x2|
vF
, in full agreement with the numerical results presented in the main text. In fact, this peak
has an intuitive origin in the physical processes giving rise to all pair amplitudes in the N region: τ0 is the amount of
time it takes a quasiparticle to complete a trip from x1 to the interface, reflect as a hole at the interface, and travel
back to the point x2. Additionally, we note that the expressions given by Eqs. (10) for the even- and odd-time pair
amplitudes reveal an oscillatory behavior in both time and space, consistent with the numerical results presented in
the main text for the clean regime in 1D. Furthermore, we here see that the periodicity of the spatial oscillations is
determined by the Fermi wave vector kF, while the periodicity of the temporal oscillations is determined by ∆. Lastly,
we point out that a similar analysis can be carried out for higher dimensions, where the main features discussed in
this part are expected to hold.
Comparison to numerical results in 1D
In Fig. 2(a,b) in the main text we showed that in the clean regime both the even- and odd-time pair amplitudes
develop resonance peaks for a finite time separation, which then propagate away from the NS interface, resulting in a
S4
fan-like profile. Here we show that the time separation at which the first resonance peak develops, defining the outer
structure of the fan, is the travel time for making the round trip distance to the junction at the Fermi velocity of the
normal state.
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FIG. S1. First resonance peaks of a clean 1D NS junction for the even-time s-wave and extended s-wave (black) and the
odd-time px-wave (red) pair magnitudes. Parameters are the same as in Fig. 2 in the main text. (a) Resonance peak position
as a function of time separation τ . (b) Twice the velocity of the resonance peak vR(µ), defined as twice the slope of the line in
(a), plotted as a function of the Fermi velocity in N, vF (µ), changed by tuning the chemical potential µ. (c) Pair magnitude
at the resonance peak as a function of the distance from the NS interface R.
We first show in Fig. S1 (a) that with an increasing time separation, the resonance peaks of Fig. 2 in the main
text move linearly away from the junction, implying that the resonance peaks have a definite speed, here called vR.
According the the analytical calculations presented in the previous section, this speed is the Fermi velocity vF . To
test numerically if vF is indeed the speed in the numerical calculations, it does not suffice to just compute the time
separation and position of the resonance peaks as in Fig. S1(a), but rather we need to also manipulate the Fermi
velocity vF , because only then can we observe if the resonance propagation of the resonances is dependent on the
Fermi velocity.
The Fermi velocity vF is defined as the slope of the band dispersion, vF = |d(k)/dk| at the Fermi energy. By
changing the chemical potential µ the filling of the band is changed and thus the Fermi energy intersects the energy
band (k) at new point, with a different slope. Thus, the Fermi velocity vF is manipulated by the chemical potential
µ. If the N region had been infinite, it would have had the band dispersion (k) = 2 cos(k) with Fermi velocity
vF = |d(k)/dk| = 2| sin(k)|. Even though the N region is finite in the numerical model, we still approach our problem
assuming that these ideal expression approximates the band dispersion. With this assumption the Fermi velocity
is related to the chemical potential µ through vF =
√
4− µ2. We can then numerical calculate the speeds of the
resonance peaks vR(µ) as the slope of the line in Fig. S1(a) by changing µ. Recognizing that R/a on the y-axis in
Fig. S1(a) is half the round-trip distance, we in Fig. S1(b) show how the ideal vF (µ) relates to 2vR(µ). We see that
the agreement is almost perfectly vF (µ) = 2vR(µ), exactly as suggested by our analytical results. The minor deviation
is easily caused by the fact that changing µ not only changes vF but also the low-energy density of states and thus
the overall size of the pair amplitudes. To conclude, it is the Fermi velocity that sets the speed of the resonance peaks
at the NS junction, and the time-separation for the peaks is given by the round-trip distance 2R. In closing, we also
show in Fig. S1(c) that height of the resonance peaks, i.e. the pair magnitude, slowly decays with distance away from
the junction for both odd-ω and even-ω due to the inevitable decay of the proximity effect away from the interface.
ADDITIONAL RESULTS FOR 2D NS JUNCTIONS
In the main text we mainly presented the paring amplitudes for 1D NS junctions. Here we show that the main
conclusions that we draw from the 1D system also hold in higher dimensions.
Starting with the clean regime of a 2D junction, we show, in complete analogy with Fig. 2 in the main text, the
propagation of even-ω s-wave and the odd-ω px-wave pair magnitudes |de,o(τ,R)| in Fig. S1. As for the 1D case,
the pair magnitudes are obtained from Eq. (2) in the main text. As seen, most aspects of the propagation remains
unchanged between 1D and 2D junctions. At equal times τ = 0, the even-ω magnitudes in Fig. S2(a) have a largely
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FIG. S2. Even-ω s-wave (a) and odd-ω px-wave (b) pair magnitudes in the N region as a function of position from the NS
interface R and time τ for a clean 2D SN interface located at R = 0. (c,d) Time evolution of the even- and odd-ω pair
magnitudes, respectively, with solid (dashed) curve corresponding to the fixed position in N indicated by solid (dashed) lines
in (a,b). Paramters: µ = 0.5t and ∆ = 0.01t on a square NS junction with side lengths LS = LN = 100a.
constant amplitude inside the S region, which spreads into the N region by proximity effect. In contrast, the odd-ω
magnitude at τ = 0 is identically zero by symmetry. At finite time separations τ > 0, we find a ridge of large pair
magnitudes, a resonance, linearly emanating away from the NS interface, also in agreement with the 1D results. Thus
the broad features remain unchanged between 1D and 2D, although there are also some differences. Most notable
from Fig. S2 is the absence of the fan-like oscillatory pattern seen in 1D, and, in addition, the pair resonances are
much broader, as clearly seen in the position cuts presented in Fig. S2(c,d). Both of these qualitative differences
can be directly interpreted as resulting from the change in dimension. To understand this we return to the physical
picture suggested by the pair amplitude time evolution: a quasiparticle making a round-trip from the position R in
the N region to the NS interface and then back to R. In the 1D junction, there is only one trajectory for this trip.
However, in 2D there are a plethora trajectories besides the shortest path, which is the straight line joining the R
point and the point on the NS interface closest to it. These 2D trajectories includes loops and braids that take full
advantage of the extra dimension. However, the total length of these trajectories are always longer than the shortest
path and thus their associated travel times will be longer. Still, among the likely paths, most will arrive shortly after
the round-trip time for the shortest path. As a consequence, similarly as in the 1D junction, the first resonance peak
reflects the travel time of the shortest path. The added variations in travel times in 2D however does two things; first,
it considerably broadens the first resonance peak; second, it washes out the sharp fan-like oscillatory pattern seen in
1D. This explains all qualitative differences seen in Fig. S2 compared to the 1D junction. As this picture suggests, we
also see in Fig. S2 that the width of the first resonance peak widens with R, reflecting that longer paths have more
opportunities to deviate. Less evident from Fig. S2, but still worth mentioning, is that in 2D the height of the pair
amplitude at the resonance peaks decay faster than in 1D, partly reflecting that peak is broadened, but also that the
pair amplitude wave disperse geometrically in 2D unlike in 1D.
Finally we also compare the disordered regimes for 1D and 2D NS junctions. In Fig. S3 we show how the disorder-
averaged pair magnitudes |〈de(o)s(p)〉| evolve with disorder strength δ, similarly as in Fig. 3 in the main text. The main
difference is that we in Fig. S3 show all wave projections, including the even-ω s-wave (a) and extended s-wave (b)
states, as well as the odd-ω px-wave (c) and also the odd-ω py-wave (d) states. We see in agreement with the 1D
results in the main text that the even-ω waves are monotonically decreasing (apart from statistical fluctuation) with
increasing disorder, while the odd-ω px-wave instead shows an initial increase. Additionally, we find that the odd-ω
py-wave, which by symmetry is identically zero in the clean region, is quickly generated by disorder. Thus, considering
the relative abundance of odd-ω p-waves to the even-ω s-wave pair magnitudes in Fig. S3(e), we see that the ratio
of odd- to even-ω pairing rapidly increases with disorder, with the py ratio quickly approaching that of the original
odd-ω px-wave wave.
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FIG. S3. (a-d) Disorder-averaged pair magnitudes |〈de(o)s(pi)〉| at x = −5a in the disordered N region of a 2D NS junction for
15 disorder realizations. (e) The ratio of the first resonance peaks marked by circles in (a-d) for the odd-ω px- and py-wave
magnitudes to the even-ω s-wave magnitude. Unless otherwise stated, same parameters as in Fig. 2.
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