In this paper, we will consider generalised eigenfunctions of the Laplacian on some surfaces of infinite area. We will be interested in lower bounds on the number of nodal domains of such eigenfunctions which are included in a given bounded set.
Introduction
Let (X, g) be a compact Riemannian manifold, and let us denote by (ϕ j ) j∈N an orthonormal basis of L 2 (X) made of eigenfunctions of the Laplace-Beltrami operator:
The nodal domains of ϕ j are the connected components of X\{ϕ (
This bound is in general not optimal. Indeed, we know since Stern that there exists some examples of spherical harmonics φ j having only two nodal domains, while λ j → ∞ ( [Ste25] , see also [HL13, Theorem 2.1.4]). However, it is thought that in a "generic" setting, the bound (1) should be optimal.
On the two-dimensional torus, Buckley and Wigman ([BW15] ), using ideas from Bourgain ( [Bou14] ) were able to build many families (φ j ) of eigenvalues of −∆ which satisfied N j ≥ cλ eigenfunctions of −∆ on compact manifolds of negative curvature behave according to the so-called random wave model, and hence their nodal domains should behave somewhat like those of Gaussian Random Fields.
Nodal domains on manifolds of infinite volume
In this paper, we will mainly be interested in eigenfunctions of the Laplacian on manifolds of infinite volume, hence non-compact. On such manifolds, there are no L 2 -eigenfunctions, but in general, for any h > 0 1 , there exists many solutions φ h ∈ C ∞ (X) to the equation
If φ h is such an eigenfunction, it will not be compactly supported, hence it may have infinitely many nodal domains. However, if Ω ⊂ X is a bounded set, we may consider N ⊂Ω (φ h ) = { nodal domains of φ h included in Ω}.
(2)
Note that, if Ω ⊂ Ω , then N ⊂Ω (φ h ) ≤ N ⊂Ω (φ h ). Furthermore, for any Ω ⊂ X bounded with smooth boundary, there exists C Ω such that
To prove this bound, we may just use [BM82, Lemme 16] (which generalizes results of [Ple56] and [Pee57] ), which gives us a constant c Ω > 0 such that for any solution of (−h 2 ∆ − 1)f = 0, every nodal domain of f included in Ω has a volume larger than c Ω h d . The estimate (3) can be seen as an analogue of (1) on manifolds of infinite volume. Just as in the compact case, it is natural to wonder if a lower bound of the same order holds. We will give a positive answer to this question for certain eigenfunctions on some families of surfaces which are Euclidean near infinity.
Distorted plane waves on Euclidean near infinity surfaces
Consider a Riemannian surface (X, g) such that there exists a bounded open set X 0 ⊂ X and R 0 > 0 such that (X\X 0 , g) and (R 2 \B(0, R 0 ), g eucl ) are isometric (we shall say that such a surface is Euclidean near infinity).
The distorted plane waves on X are a family of functions E h (x; ω) with parameters ω ∈ S 1 (the direction of propagation of the incoming wave) and h (a semiclassical parameter corresponding to the inverse of the square root of the energy) such that (−h 2 ∆ g − 1)E h (x; ω, g) = 0,
and which can be put in the form E h (x; ω, g) = (1 − χ)e ix·ω/h + E out .
1 The parameter h > 0 here corresponds to λ −1 j in the previous paragraph. We will therefore be considering the semi-classical limit h → 0.
Here, χ ∈ C ∞ c is such that χ ≡ 1 on X 0 , and E out is outgoing in the sense that it satisfies the Sommerfeld radiation condition, were |x| is the distance to any fixed point in X:
It can be shown (cf. [Mel95, §2] or [DZ, §4] ) that there is only one function E h (·; ω) such that (4) is satisfied and which can be put in the form (5). In the sequel, we will mainly be interested on the nodal domains of the sum of two distorted plane waves with close enough directions of propagation.
To obtain results on the nodal domains of such eigenfunctions, we need to make some assumptions on the classical dynamics of the geodesic flow on (X, g).
Classical dynamics
If (X, g) is a Riemannian surface which is Euclidean near infinity. We denote by (Φ t g ) t∈R : S * X → S * X the geodesic flow induced by the metric g. The trapped set for the metric g is defined as
In the sequel, we will always make the following two assumptions:
where dim Haus denotes the Hausdorff dimension. These two assumptions are stable by sufficiently small perturbations of the metric (for (7), this is known as the Structural stability of hyperbolic sets, cf. [KH95, Chapter 17]). Note that if the sectional curvature is strictly negative in a neighbourhood of π X (K g ), where π X denotes the projection on the base manifold, then (7) is automatically satisfied.
Generic perturbations of a metric
Our result will concern distorted plane waves for a generic perturbation of a metric satisfying (7) and (8). Let us define what we mean by generic.
Let (X, g) be a Riemannian manifold, and Ω ⊂ X be a bounded open set. We denote by G Ω the set of metrics on X which coincide with g outside of Ω. For any k ≥ 2, the distance g − g C k (Ω) between elements of G Ω is not intrinsic, since we define it using a coordinate chart. However, the topology this distance induces does not depend on the choice of coordinates.
Let P (g ) be a property which can be satisfied by a metric g on X. We shall say that P is satisfied for a generic perturbation of g in Ω if there exists an open neighbourhood G 0 of g in G Ω such that the set of {g ∈ G 0 ; P (g ) is satisfied} is open and dense in G 0 for the C k (Ω) topology.
Main theorem
Our main theorem says that, for a generic perturbation of a metric satisfying (7) and (8), the sum of the real parts of two distorted plane waves with close enough directions of propagation will have at least ch −2 nodal domains in a given bounded set Ω, for some c > 0 depending on Ω.
Theorem 1. Let (X, g) be a Riemannian surface of non-positive curvature which is Euclidean near infinity, and which satisfies (7) and (8). There exists > 0 such that for any ω 0 , ω 1 ∈ S 1 with |ω 0 − ω 1 | < and ω 0 = ω 1 , and for any non-empty open set Ω ⊂ X, the following holds. For a generic C k (X 0 ) perturbation g of g, there exists a constant c > 0 and h 0 > 0 such that for all 0 < h < h 0 , we have the function
The fact that we need to perturb the metric in a generic way is probably an artefact of the proof. However, it is not clear if we really need to have two distorted plane waves to produce ch −2 nodal domains, or if a single distorted plane wave could do under some more stringent assumptions.
The cornerstone of the proof is Proposition 1, which implies that the sum of three plane waves with random amplitudes will have a compact nodal domain with positive probability. Our proof, though elementary, works only in dimension 2, and we do not know if a similar result (with more plane waves) holds in higher dimension; if it did, Theorem 1 would hold true in any dimension provided we replace the assumption on the Hausdorff dimension of trapped set by a topological pressure assumption as in [Ing15] .
Idea of proof and organisation of the paper
The proof will heavily rely on the results of [Ing15] , which say that on manifolds of negative curvature with a condition on some topological pressure generalizing (8), distorted plane waves can be written locally as a sum of plane waves (see section 3.1). The phases of these plane waves are somehow "random", at least in a generic case, due to the chaotic dynamics induced by the negative curvature. However, the directions and amplitudes are perfectly deterministic, and the amplitudes decay exponentially.
The situation is therefore quite different from the framework of Gaussian random fields and from the Random Waves Model, and we are lead to study the nodal domains of a finite sum of plane waves with given amplitudes and direction of propagation, but random phases. More precisely, we look for criteria which guarantee that, with positive probability, such a function has at leat cR 2 nodal domains in a ball of radius R.
We will present such a criterion in section 2. Though our study barely scratches the surface of the problem, the criterion we find is enough to obtain the desired result on sum of distorted plane waves, which we will prove in section 3.
2 A criterion for a finite sum of plane waves to saturate the Courant bound 2.1 Definitions and statement of the criterion
Stable nodal domains
In the sequel, we will want to perturb slightly the functions we consider, so we have to give a definition of stable nodal domains, which will not be affected by such perturbations.
Definition 1. Let Ω ⊂ R 2 , and f ∈ C 0 (Ω). Let N ∈ N, x 1 , ..., x N ∈ R 2 and > 0. We shall say that x 1 , ..., x N belong to different -stable compact nodal domains of f if for all g ∈ C 0 (R 2 ) such that g C 0 ≤ , and for all i, j = 1, ..., N , x i belongs to a compact connected component of {x ∈ Ω; f + g = 0}, and if x i and x j do not belong to the same connected component of {x ∈ Ω; f + g = 0}.
If this is true for some choice of x 1 , ..., x N , we shall say that f has at least N -stable compact nodal domains. We shall say that f has N -stable compact connected components if f has at least N -stable compact connected components, but f does not have at least N + 1 -stable compact connected components.
If f ∈ C 0 (R 2 ), we shall write
Note that N f, is a non decreasing function.
In the sequel, we will be interested in compact nodal domains of a function of the form
Theorem 2 below gives us a lower bound on the number of nodal domains of such a function, under some hypotheses on the direction k i and on the amplitudes a i , which we shall now describe.
-independence Definition 2. Let k 1 , ..., k n ∈ R 2 , and let , T > 0. We shall say that k 1 , ..., k n are ( , T )-independent if there exists u ∈ S 1 such that for all θ, θ ∈ T n , there exists
We will sometimes say that k 1 , ..., k n are -independent if there exists
Note that if a family k of vectors is ( , T )-independent, any non-empty subfamily of k is also ( , T )-independent.
For any > 0 and n ∈ N, there exists c( ) > 0 such that for any family of vectors k = (k 1 , ..., k n ) ∈ (R 2 ) n , the family k is -independent if and only if there exists a u ∈ S 1 such that
We refer the reader to [BBB03, §4] for a proof of this fact, and for a bound on c( ). By contraposition of (12), the set of vectors which are not -independent is a union of a finite number of kernels of non-zero linear forms. Therefore, an application of Baire's Theorem gives us the following remark.
is -independent and |k i | ≤ δ for all i = 1, ..., N is open and dense in B(0, δ) ⊂ R 2N . Furthermore, if the family (k 1 , ..., k n ) is -independent for some n < N , then the set of
We shall ask that within the amplitudes a i , there is not a subfamily of amplitudes which dominates all the others, in the sense of the following definition.
Definition 3. Let > 0 and let (a i ) i∈I be a finite or countable family of real numbers. We shall say that
For example, it is a standard exercise to show that if I = N and
If the (a i ) i∈I can be regrouped by pairs a i , a i with |a i | = |a i |, then the family will be -nondominated for any > 0. We will always be in this situation in section 3.
Statement of the criterion
Let k = (k i ) i∈I be family of vectors of S 1 ⊂ R 2 indexed by a finite set I, and let a = (a i ) i∈I be a set of positive real numbers indexed by I, such that i∈I |a i | 2 = 1. We define the measure
which is a probability measure on S 1 , symmetric with respect to the origin. If θ = (θ i ) i∈I is a family of real numbers, we set
Recall that the quantity N f, (r) has been defined in (9).
Theorem 2. Let I, k, a and θ be as above. Suppose that the measures µ k,a on S 1 has at least 6 points in its support.
Then there exists strictly positive constants R 0 , 0 , 1 , 2 , 3 and c depending only on sup i∈I a i and on the 6 points in the support of µ and on their masses, such that the following holds.
Suppose that the vectors (k i ) i∈I are ( 0 , T 0 )-independent. Suppose furthermore that there exists a disjoint partition S 1 = L l=1 S l into sets of diameters all smaller that 1 , such that for all l = 1, ..., L, the set {a i ; i ∈ I and k i ∈ S l } is 2 non-dominated.
Then for all r ≥ R 0 , we have
Remark 2. This result is stable by small perturbations of a and k in the following sense. Suppose that I, k, a and θ satisfy the hypotheses of the theorem. Then there exists 4 > 0 such that, if a , k and θ are such that |a − a | < 4 and |k − k| < 4 , then
An application to the torus
The aim of this paragraph is to explain how Theorem 1 can be used to find a lower bound on the number of nodal domains of some families of eigenfunctions on the torus. These families will somehow be exceptional, since they are supported on a number of Fourier modes which does not depend on the frequency. This is hence very different from the framework of [BW15] , where the authors consider eigenfunctions which are supported on a large number of Fourier modes. It would be interesting to obtain a theorem which could describe the number of nodal domains in a larger framework containing these two situations.
Take n ≥ 3, and fix any k 1 , ..., k n ∈ S 1 such that k i = ±k j for all i, j ∈ {1, ..., n}. For any > 0 and i = 1, ..., n, we may find k i ∈ Z 2 andk i such that
< for any i = 1, ..., n.
• The family n i=1 {k i ,k i } is -independent. To obtain the last point, we simply made use of Remark 1.
Take any sequence of amplitudes a 1 , ..., a n ∈ R with a 1 , a 2 , a 3 = 0, and any sequence of real numbers θ 1 , ..., θ n ,θ 1 , ...θ n .
The function f ∈ C ∞ (R 2 ) defined by
will then satisfy all the assumptions of Theorem 2, provided that is taken small enough. Therefore, if has been taken small enough, we may find for any η > 0 a constant c > 0 such that
Now, for any p ∈ N, the function
defines a function on T 2 , which satisfies
where λ p = p|k 1 |. The bound (13) allows us to find a constant c > 0 such that
Proof of Theorem 2
The proof relies mainly on the following proposition, which we shall prove in the next subsection.
Proposition 1. There exists 5 > 0 such that the following holds. Let
has an 4 -stable compact connected nodal domain in B(0, T + R 0 ).
Remark 3. This proposition implies that, if µ is a symetric measure on S 1 with at least 6 points in its support, then the Nazarov-Sodin constant of µ, as defined in [KW15] is strictly positive.
Remark 4. The set Ω ⊂ R 3+N given by the proposition is almost conical, in the following sense.
has a compact nodal domain which is λ 4 -stable and included in B(0, T + R 0 ).
Let us explain in an informal way the idea of the proof of Theorem 2 from proposition 1. We want to consider the function f a,k,θ (x + y) = f x (y) = a i cos(k i · x + k i · y + θ i ), by seeing y as a variable, and x as a parameter. To show that f has at least cr 2 nodal domains in B(O, r), we will show that for every point x 0 , there exists a parameter x close to x 0 , such that f x has at leat a compact nodal domain. By covering B(O, r) by cr 2 balls centred around different x 0 for some c > 0, we will obtain the result.
Proposition 1 roughly says that if we consider a sum of plane waves with independent random amplitudes, we will have a compact nodal domain with probability > 0.
A priori, we do not have random amplitudes here, by the hypothesis of -independence between the directions of propagation k i roughly tells us that we can see the k i · x as random phases. To go from random phases φ i to random amplitudes, we want to use the following trick:
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The factor 2 cos(
) can then be seen as a random amplitude. Equation (15) hence allows us to go from a sum of two plane waves with independent random phases and having the same amplitude to a plane wave with a random amplitude.
To apply this trick, and put the function f x (y) in the framework of Proposition 1, it is therefore essential that the amplitudes which we consider are two by two equals. It is the hypothesis of -non-domination which will ensure us that we are almost in this situation, and which will allow us to prove the theorem.
Proof that
By assumption, on µ = µ k,a , by possibly taking 1 smaller, we may suppose that there exists 3 sets S l1 , S l2 , S l3 such that S lj ∩ (−S l j ) = ∅ for all j, j ∈ {1, 2, 3}, and such that we have
for some constant c j > 0. Take x, y ∈ R 2 . We have
where
For each l = 1, ..., L, let us write
Hence, if x, y ∈ R 2 , we have
Using the non-domination Suppose now that the set {a i ; i ∈ I l } is 2 -non-dominated for some
We may then find a partition of I l into two subsets J l and J l such that
where |r l | < 2 .
Lemma 1. Equation (17) implies that it is possible to build p i ∈ N for each i ∈ I l and weights t i 1 , ..., t i pi such that the following holds, where we writeJ l := {(i, j); i ∈ J 1 and j ≤ p i }, and J l := {(i , j ); i ∈ J 1 and j ≤ p i }.
• For every i ∈ I l , pi j=1 t i j = 1.
• There exists a bijection τ :
• The setJ l has a cardinal lower or equal than |I l |.
This lemma, a bit technical to state, simply says that it is possible to break the right-hand side and the left-hand side of (17) into small pieces, so that there are not more than |I l | pieces on the right and on the left, and that to each piece on the left corresponds a piece on the right which has almost the same amplitude.
Proof. The proof is done by recurrence on |I l |. If the set has cardinal 2, the result is obvious by taking p i = 1, t i 1 = 1 for the two elements i. Suppose that |I l | has a cardinal grater than two. There is at least one smaller element in the a i , for i ∈ I l , which we shall write a i0 . We may suppose for instance, without loss of generality, that i 0 ∈ J l . Take any i 0 ∈ J l . (17) may be rewritten as
By applying the recurrence hypothesis to this new equation which contains one less term, we may deduce the lemma.
We therefore have
where |r l (x, y)| < 2 for all x, y ∈ R d .
Turning independent vectors into independent amplitudes
Since we assume that the vectors (k i ) i∈I are ( 0 , T 0 )-independent for some T 0 > 0, we have that for all ψ i ∈ T |I| and for all x 0 ∈ R 2 , there exists x ∈ B(x 0 , T 0 ) such that for all i ∈ I, |θ i (x) − ψ i | ≤ 0 .
Since we have |J l | ≤ |I l |, this means that the phases
can -approach any ψ i ∈ T
|I|
by moving x in B(x 0 , T 0 ). In particular, for all x 0 ∈ R 2 and for any sequence b (i,j) (i,j)∈ lJ l with |b (i,j) | ≤ 3|t i j a i |, we may find x ∈ B(x 0 , T 0 ) such that for all (i, j) ∈ lJ l , we have
Applying Proposition 1
For each x ∈ R d , set
We want to apply Proposition 1 to the function f x . Thanks to (16), for each S j1 , S j2 , S j3 , we may find (i, j) ∈J lj such that t i j a i = 0. The 3 terms containing these in the definition of f x will correspond to the 3 first terms in (14), while the remaining terms in f x will correspond the remaining terms in (14).
We want to make sure that the amplitudes 2t
fall in the open set Ω described in Proposition 1. Thanks to the previous paragraph, we know that, if we take 0 small enough, we can always find x ∈ B(x 0 , T 0 ) such that this is true.
We obtain that the function f x has an 4 -stable nodal domain in B(0, T + R 0 ). Since we have
we get that if we have 1 , 2 and 3 small enough, then f a,k,θ has an 3 stable nodal domain in B(x, T + R 0 ), and hence has an 3 -stable nodal domain in B(x 0 , T + R 0 + T 0 ) for any x 0 . We may then find c > 0 such that there are cR 2 disjoint balls of radius T + R 0 + T 0 in B(0, R) for R large enough. Since each of these balls contains an 3 -stable domain for f a,k,θ , the theorem follows.
Proof of Proposition 1
Let k = (k 1 , k 2 , k 3 ) ∈ S 1 3 be such that for any 1 ≤, j j ≤ 3, j = j , we have k j = ±k j . For any family a = (a 1 , a 2 , a 3 ) ∈ R 3 , write
The proof of Proposition 1 relies on the following lemma :
Lemma 2. There exists 6 , R 0 > 0 and an open set Ω k ⊂ R 3 such that for all a ∈ Ω k , 0 belongs to an 6 -stable compact nodal domain of g a , and this nodal domain is contained in B(0, R 0 ).
Note that the set Ω k is almost a cone, in the sense that if a ∈ Ω k and if λ ∈ R\{0}, then zero belongs to a (|λ| 6 )-stable compact nodal domain of g λa .
Proof that Lemma 2 implies Proposition 1. Suppose that k = (k 1 , k 2 , k 3 ) ∈ S 1 3 are ( 5 , T )-independent, for some 5 to be determined later.
Let (φ 1 , φ 2 , φ 3 ) ∈ R 3 . We may find x ∈ B(0, T ) such that for all j ∈ {1, 2, 3}, we have |k j · x + φ j | ≤ 5 . We hence have for all j ∈ {1, 2, 31} and for all y ∈ R 2 :
for some universal constant C > 0.
In particular, if we take some coefficients a 1 , a 2 , a 3 ∈ Ω k as in Lemma 2, and if 5 is chosen small enough so that C 5 sup i=1,2,3 |a i | ≤ 6 2 , we see that
Now, if N ∈ N, we just have to impose that for all j = 1, ..., N , we have |a j | ≤
6
4N to make sure that the function
has an 6 4 -stable compact connected nodal domain in B(0, T + R 0 ). This concludes the proof of the proposition.
Before proving Lemma 2, let us give an informal sketch of the proof. Consider first the sum of two cosine a 1 cos(k 1 · x) + a 2 cos(k 2 · x). It will never have a compact nodal domain as soon as |a 1 | = |a 2 |. However, if |a 1 | and |a 2 | are very close to each other, the nodal domains are very thin in certain places, as represented in Figure 1 . By adding a third cosine in a precise way, it is possible to "obstruct these thin passages", thus building a compact nodal domain around the origin.
Proof of Lemma 2. We have by hypothesis three non zero real numbers λ, µ, ν such that λk 1 + µk 2 + νk 3 = 0. Dividing by the coefficient with the greatest modulus and exchanging the vectors, we may assume that
with |λ | ≤ 1, |µ | ≤ 1. Furthermore, we must have
Indeed, if there were equality in (18), then we would have |λ k 1 | + |µ k 2 | = |λ | + |µ | = 1 = |k 3 | = |λ k 1 + µ k 2 |, which would imply that k 1 and k 2 are collinear.
In particular, we have cos(µ π) = − cos(λ π). Without loss of generality, we may thus suppose that If cos(µ π) and cos(λ π) do not have the same sign, then | cos(λ π)| < | cos(µ π)|.
Without loss of generality, we will always suppose that a 1 > 0. The sign of the function f (x, y) = a 1 cos(x) + a 2 cos(y), with |a 2 | slightly larger than |a 1 |. f is positive in the region in grey, and negative in the region in white. We want to add a third cosine which is positive in A and C, and negative (or at least not too positive) in B and D, so as to "close" the nodal domain containing (0, 0).
Step 1 : understanding the sum of two cosine From now on, we will suppose that
with ε << 1 to be determined later. We shall write
Furthermore, we have for x ∈ S 1 ,
We deduce from this that for any A > 0, there exists c A > 0 independent of ε and a ε A > 0 such that for all 0 < ε ≤ ε A and for all x ∈ S 1 , we have :
Next, we consider the set S 2 := {x ∈ R 2 such that x · k 2 = ±π and such that
Furthermore, just as before, we see that for each B > 0, there exists a c B > 0 independent of ε and an ε B > 0 such that for all 0 < ε ≤ ε B , and for all x ∈ S 2 , we have
Step 2 : adding a third cosine We now consider the function g a1,a2,a3 . As long as |a 3 | < 2|a 1 |− ε, we have g a1,a2,a3 (0) > 0. Let us find conditions on a 3 which will guarantee that g a1,a2,a3 (x) < 0 if x ∈ S 1 ∪ S 2 , which will show that g a1,a2,a3 has a compact nodal domain. Let x ∈ S 1 be such that |x · k 2 | ≤ ε 1/4 . Then we have
Similarly, for all x ∈ S 2 , we have
Suppose first that cos(λ π) and cos(µ π) have the same sign. This means that |λ |, |µ | ≥ 1/2, so that the sign of cos(λ π) must be negative. We may take
If a 3 is chosen so, then we have g a1,a2,a3 (0) > 0 as long as ε is small enough. Take
and c A , c B as above. Since |a 3 | < Aε, Bε, we see from (21) that for all x ∈ S 1 such that |x · k 2 | ≥ c A √ ε, we have g a1,a2,a3 (x) < 0. Similarly, from (22), we have that for all x ∈ S 2 such that
ε we have from (23) and (24) that a 3 cos(k 3 · x) ≤ −2ε. Therefore, g a1,a2,a3 (x) < 0 for all x ∈ S 1 ∪ S 2 . Therefore, g a1,a2,a3 has a compact nodal domain which is 6 -stable for 6 small enough, and which belongs to B(0, R 0 ) for R 0 large enough.
All in all, we have shown that g a1,a2,a3 has an 6 -stable compact nodal domain in B(0, R 0 ) for all (a 1 , a 2 , a 3 ) such that a 1 − a 2 ∈ (0, ε 0 ) and a 3 ∈ (−(a 2 − a 1 ) − (a 1 − a 2 )/c; −(a 1 − a 2 )/c) for some c depending only on k 1 , k 2 , k 3 . This is a non-empty open set, and the connected which proves the lemma.
Suppose that cos(λ π) and cos(µ π) have opposite signs. Then (19) implies that | cos(λ π)| < | cos(µ π)|. In particular, we have | cos(µ π)| = 0. Take a 3 ∈ −sgn(cos(µ π))ε 1/3| cos(|µ |π))| + 2/3| cos(λπ)| ; −sgn(cos(µ π))ε 2/3| cos(|µ |π))| + 1/3| cos(λπ)| .
Since | cos(|λ π)| 1/3| cos(|µ |π))|+2/3| cos(λ π)| < 1, we deduce from (20) that g a1,a2,a3 < 0 on S 1 . If x ∈ S 2 is such that |x · k 2 | ≤ c B √ ε we have from (24) that
Since | cos(|µ π)| 2/3| cos(|µ |π))|+1/3| cos(λπ)| > 1, we deduce from (24) that g a1,a2,a3 < 0 on S 2 . Hence, g a1,a2,a3 (x) < 0 for all x ∈ S 1 ∪ S 2 . Therefore, g a1,a2,a3 has a compact nodal domain, which is 6 -stable for 6 small enough, and contained in B(0, R 0 ) for R 0 large enough.
All in all, we have shown that g a1,a2,a3 has a compact nodal set for all (a 1 , a 2 , a 3 ) such that a 1 − a 2 ∈ (0, ε 0 ) and a 3 ∈ ((a 1 − a 2 )/c; −(a 1 − a 2 )/c ) for some c, c depending only on k 1 , k 2 , k 3 . This is a non-empty open set, which proves the lemma.
Proof of Theorem 1
Before proving Theorem 1, let us recall the main fact from [Ing15] which we will use in the proof.
Recall of the results of [Ing15]
Let O ⊂ X be a bounded open set, and let χ ∈ C ∞ c (X) be equal to 1 on O. The main result in [Ing15] implies that we can write
Here, M > 0, and B χ,n is a set whose cardinal grows exponentially with n. The a β are smooth functions of x, ω, and their derivatives are bounded independently of h. The ϕ β are smooth function defined in a neighbourhood of the support of a β . We have
Furthermore there exists P < 0 2 such that, for any ∈ N, > 0, there exists C , such that
It was shown in [Ing15, Corollary 2] that for any x ∈ X ω ∈ S 1 , and n 0 ∈ N we have
To obtain (25), the author built a well-chosen open cover of S * X, denoted (V b ) b∈B , with all the V b bounded except one. The set B χ,n is actually a set of words on the alphabet B, of length approximately n.
Interpretation of ϕ β in terms of classical dynamics
It was shown in [Ing15] that
) is the direction of the unique trajectory coming from Λ ω which was in V b k at time k, and which is above x at time N .
Remark 5. As explained in [Ing15] (this is, for instance, a consequence of Corollary 4), if K = ∅, then for any x ∈ X and any ω ∈ S 1 , the vectors ∇ x ϕ(x, ω, g) are different for different values of β.
From Theorem 2 to Theorem 1
Proof. Let us fix χ ∈ C ∞ c (X) be equal to one on Ω. From now on, let us fix x 0 ∈ Ω, and consider a local chart ψ from an neighbourhood of the origin in R
2 to an open neighbourhood of x 0 included in Ω. For all η > 0, the results of section 3.1 give us a M η > 0 such that for all h > 0 small enough, we have for all x ∈ B(0, h
is continuous for every β, we deduce that there exists η > 0 such that if |ω 0 − ω 1 | ≤ η , we have for x ∈ B(0, h −1/3 ) :
where R η C 0 (B(0,h −1/3 ) ≤ 3η. The value of η > 0 will be fixed at the end of the proof.
This can be rewritten in a more condensed way as
Here, we have k β,ωi = k β,ωi (x 0 ) = ∇ x0 ϕ(x 0 , ω i ) for i = 0, 1 and
X is an open set, and if g is a small enough perturbation of g in the sense that C k (O), then the manifold (X, g ) will still satisfy (7) and (8), so that the resuls from section 3.1 will apply, and we will have a similar expression for F h (ψ(hx)) on (X, g ). Furthermore, all the objects appearing in the decomposition (29) depend on the metric in a continuous way. When we will want to emphasize the dependence of the directions of propagation on the metric, we will write k β,ωi (g ).
We want to apply Theorem 2 to the function
The first hypothesis in Theorem 2 is that there are at least six different k β,ω with non-zero amplitudes We know from Remark 5 that the k β,ω take different values for different β. Furthermore, we have by (27) that infinitely many amplitudes b β are non-zero. We may therefore find a constant c 0 > 0 and six indices β i , i = 1, ..., 6 such that b βi ≥ c 0 .
In Theorem 2, the constants R 0 and 3 depend only on the supremum of the amplitudes, and on the positions and amplitudes associated to the six points mentionned in the statement. In particular, if we can check that the two other hypotheses of Theorem 2 are satisfied for metrics g in a neighbourhood of g, then R 0 and 3 will depend continuously on g .
We may take N large enough, and h 0 small enough so that for all h ≤ h 0 and all x 0 ∈ O , we have
Note that the hypothesis of 1 -non-domination is always satisfied as soon as is chosen small enough, since the amplitudes in front of the cosine are two by two equal for close enough directions of propagation.
To make sure that the hypothesis of 0 -independence is satisfied, we must now perturb the metric in a generic way.
Local perturbation of the metric
The following lemma is standard, and can for example be seen as a consequence of Proposition 5 in [Rif12] . Note that it holds in any dimension. See Figure 3 .2 for an illustration of the statement.
Lemma 3. Let O ⊂ X be a small open set. Fix a distance d S * X on S * X, and a way of computing the
We suppose that there exists T ∈ R with Φ T g (ρ 1 ) = ρ 2 , and π X Φ t g (ρ 1 ) ∈ O for all t ∈ (0, T ). Then there exists 0 > 0 such that the following holds. The curve in red going from ρ 1 to ρ 2 is a geodesic for the metric g. By perturbing the metric in Ω, we can obtain a geodesic going from ρ 1 to ρ 2 .
Definition 4. We will say that the property P (g , , ω 0 , ω 1 , N ) is satisfied if the family {k β,ωi (g ); β ∈ B K,n , n ≤ N, i = 0, 1} is -independent.
Lemma 4.
There exists an open set O X 0 such that for all > 0, ω 0 , ω 1 ∈ S 1 and N ∈ N, P (x, g , , ω 0 , ω 1 , N ) is true for a generic perturbation g of g in O in any C k (O) topology for k ≥ 2.
Proof. Recall that we write Λ ω = {(x, ω), x / ∈ X 0 }, and that by (28), k β,ω (g) is the direction of the unique trajectory coming from Λ ω which is above x 0 at time n, and which was in V b k at time k for k ≤ n − 1. Therefore, k β,ω (g) depends continuously on g in the C k (O) topology for k ≥ 2, and hence P (x, g , , ω 0 , ω 1 , N ) is true for g in an open neighbourhood of g by Remark 1. Let us show that this open set is dense.
Note that, X being Euclidean near infinity, for any x 0 ∈ X and ω ∈ S 1 , there exists at most one trajectory starting from a point in Λ ω and going through x 0 without going through X 0 . This is the case precisely when x O belongs to the Euclidean region, and the trajectory is a straight line. If such a trajectory exists, it therefore corresponds to β = (0, ..., 0).
x 0 and ω being fixed, we may find an open set O X 0 such that there exists at most one trajectory starting from a point in Λ ω and going through x 0 without going through O. O being an open set, this property will remain true if we perturb slightly the metric, and if we replace ω by some ω close enough from ω.
For each ω i , i = 0, 1 and each β ∈ B k = (0, ..., 0), k ≤ N , let us take a small open set O β,ωi ⊂ O such that {t ≥ 0 ; π X (Φ −t (x 0 , k β ,ωj )) ∈ O β,ωi } = ∅ if β = β or i = j ]t 1 , t 2 [ with t 1 < t 2 if β = β and i = j.
It is always possible to find such open sets, since the trajectories we consider are in finite number, and they are all disjoint. Let k be a vector close enough from k β,ωi , so that {t ≥ 0 ; π X (Φ −t (x 0 , k β,ωi )) ∈ O β,ωi } =]t 1 , t 2 [ = ∅.
We have in particular that Φ t 1 (x 0 , k) is close from Φ t1 (x 0 , k β,ω ). By Lemma 3, we know that it is possible to perturb the metric in O β,ωi so that the trajectory of (Φ g (x 0 , k). By perturbing the metric slightly in such a way, we may therefore modify slightly a direction k β,ωi as we wish, without changing the other directions k β ,j .
Since, on the other hand, for β = (0, ..., 0), the family (k β,ω0 , k β,ω1 ) is -independent as long as we take ω 0 and ω 1 close enough from each other, we deduce from Remark 1 that the set of metrics g such that P (x, g , , ω 0 , ω 1 , N ) is satisfied is dense in a neighbourhood of g.
End of the proof of theorem 1
For a C k (O)-generic perturbation of g, we may apply Theorem 2 to the function G x0 in (30). We obtain that there exists c > 0 such that for r large enough, this function has at least cr 2 nodal domains which are 3 -stable. By taking η < 3 /6, the remainder in (29) can be made smaller that 3 /2, so that (E h (·, ω 0 ; g )) + (E h (·, ω 1 ; g )) has at least ch −2/3 nodal domains contained in a ball of radius h 2/3 around x 0 . Since the k β,ωi (x 0 ) and b β (x 0 ) depend continuously on x 0 , we may use Remark 2 to find 5 > 0 small enough, so that for all x 1 ∈ B(x 0 , 5 ), G x1 has at least cr 2 /2 nodal domains which are 3 2 -stable, so that (E h (·, ω 0 ; g )) + (E h (·, ω 1 ; g )) has at least ch −2/3 nodal domains contained in a ball of radius h 2/3 around x 1 . We may find c h −4/3 points x i ∈ B(x 0 , 5 ), with c > 0 independent of h, such that the balls B(x i , h 2/3 ) are two by two disjoint. By what precedes, in each of these balls, (E h (·, ω 0 ; g )) + (E h (·, ω 1 ; g )) has at least ch −2/3 nodal domains. All in all, (E h (·, ω 0 ; g )) + (E h (·, ω 1 ; g )) has at least c h −2 nodal domains in B(x 0 , 5 ). This concludes the proof of Theorem 1.
