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El objetivo de la estad´ıstica, y en particular de la estad´ıstica bayesiana, es proporcio-
nar una metodolog´ıa para analizar adecuadamente la informacio´n con la que se cuenta
(ana´lisis de datos), y decidir de manera razonable sobre la mejor forma de actuar
(teor´ıa de decisio´n). El propo´sito de este trabajo es dar una introduccio´n ba´sica a la
Inferencia Bayesiana, con el fin de que se tenga una visio´n general de ella.
The goal of statistics, in particular bayesian statistics, is to provide a methodology for
adequately analyzing available information (data analysis), and afterwards choosing
the best form of action (decision theory). The purpose of this article is to give a basic
introduction to Bayesian Inference with the aim being to provide a general overview
of the topic.
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Distribucio´n a priori conjugada, Distribucio´n no informativa de Jeffreys, Teorema de
Bayes, Teor´ıa de Decisio´n.
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1. Introduccio´n
El intere´s por el teorema de Bayes trasciende la aplicacio´n cla´sica, especialmente
cuando se ampl´ıa a otro contexto en el que la probabilidad no se entiende exclusiva-22
mente como la frecuencia relativa de un suceso a largo plazo, sino como el grado de23
conviccio´n personal acerca de que el suceso ocurra o pueda ocurrir (definicio´n subjeti-24
va de la probabilidad). Afirmaciones del tipo ”es muy probable que el partido X gane25
las pro´ximas elecciones”, ”es improbable que Juan haya sido quien llamo´ por tele´fono”26
o ”es probable que se encuentre un tratamiento eficaz para el sida en los pro´ximos27
cinco an˜os”, normales en el lenguaje comu´n, no pueden cuantificarse formalmente;28
resultan ajenas a una metodolog´ıa que se desenvuelva en un marco frecuentista. Una29
cuantificacio´n sobre una base subjetiva resulta, sin embargo, familiar y fecunda para30
el enfoque bayesiano. Al admitir un manejo subjetivo de la probabilidad, el analista31
bayesiano puede emitir juicios de probabilidad sobre una hipo´tesis H, y expresar por32
esa v´ıa su grado de conviccio´n al respecto, tanto antes como despue´s de haber ob-33
servado los datos. En su versio´n ma´s elemental, el teorema de Bayes toma la forma34
siguiente:35
Pr(H|datos) = Pr(datos|H)
Pr(datos)
Pr(H).
La probabilidad a priori de una hipo´tesis, Pr(H), se ve transformada en una pro-
36
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babilidad a posteriori, Pr(H|datos), una vez incorporada la evidencia que aportan37
los datos. El caso considarado se circunscribe a la situacio´n ma´s simple, aquella en38
la que Pr(H) representa un nu´mero u´nico; sin embargo, si se consigue expresar la39
conviccio´n inicial (y la incertidumbre) mediante una distribucio´n de probabilidades,40
entonces una vez observados los datos, el teorema ”devuelve” una nueva distribucio´n,41
que no es otra cosa que la percepcio´n probabil´ıstica original actualizada por los datos.42
Los me´todos bayesianos han sido cuestionados argumentando que al incorporar43
las creencias o espectativas personales del investigador, e´stas pueden ser caldo de44
cultivo para cualquier arbitrariedad o manipulacio´n. Se podr´ıa argumentar, por una45
parte, que el enfoque frecuentista no esta´ exento de decisiones subjetivas (nivel de46
significancia, usar una o dos colas, importancia que se concede a las diferencias, etc.).47
De hecho, la subjetividad (algo bien diferente de la arbitrariedad y el capricho) es un48
hecho inevitable, especialmente en un marco de incertidumbre como en el que operan49
las ciencias biolo´gicas o sociales.50
Aunque las bases de la estad´ıstica bayesiana datan de hace ma´s de dos siglos, no es51
sino hasta fechas relativamente recientes cuando empieza a tener un uso creciente en52
el a´mbito de la investigacio´n. Una de las razones que explican esta realidad y que a la53
vez anuncian un desarrollo au´n mayor en el futuro, es la absoluta necesidad del ca´lculo54
computarizado para la resolucio´n de algunos problemas de mediana complejidad. Hoy55
ya existe software disponible que hace posible operar con estas te´cnicas, lo cual augura56
una aplicacio´n cada vez mayor de los me´todos bayesianos (ver [2] y [6]).57
El marco teo´rico en el que se aplica la inferencia bayesiana es similar al de la cla´sica:58
hay un para´metro poblacional respecto al cual se desea realizar inferencia, y se tiene59
un modelo que determina la probabilidad de observar diferentes valores de un vector60
aleatorio X, bajo diferentes valores de los para´metros. Sin embargo, la diferencia61
fundamental es que la inferencia bayesiana considera al para´metro como una variable62
aleatoria, o vector aleatorio, segu´n sea el caso, lo cual conduce a una aproximacio´n63
diferente para realizar la modelacio´n del problema y la inferencia propiamente dicha.64
Algunos ejemplos que justifican lo anterior son: la verdadera proporcio´n de art´ıcu-65
los defectuosos que produce un proceso de manufactura puede fluctuar ligeramente,66
pues depende de numerosos factores; la verdadera proporcio´n de casas que se pier-67
den por concepto de hipoteca var´ıa dependiendo de las condiciones econo´micas; la68
demanda promedio semanal de automo´viles tambie´n fluctuara´ como una funcio´n de69
varios factores, incluyendo la temporada.70
En esencia, la inferencia bayesiana esta´ basada en la distribucio´n de probabilidad71
del para´metro dados los datos (distribucio´n a posteriori de probabilidad, Pr (θ | y)),72
en lugar de la distribucio´n de los datos dado el para´metro. Lo u´nico que se requiere73
para el proceso de inferencia bayesiana es la especificacio´n previa de una distribucio´n a74
priori de probabilidad Pr(θ), la cual representa el conocimiento acerca del para´metro75
antes de obtener cualquier informacio´n a trave´s de los datos.76
La nocio´n de la distribucio´n a priori, o inicial, para el para´metro es el corazo´n del77
pensamiento bayesiano. El ana´lisis bayesiano hace uso expl´ıcito de las probabilidades78
para cantidades inciertas (para´metros) en inferencias basadas en ana´lisis estad´ıstico79
de datos.80
La inferencia bayesiana se basa en el uso de una distribucio´n de probabilidad para81
describir todas las cantidades desconocidas relevantes a un problema de estimacio´n.82
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2. Conceptos bayesianos ba´sicos83
En lo que resta de este trabajo f denotara´ diferentes funciones de densidad de84
probabilidad. En cada caso el contexto hara´ claro a cua´l representa.85
2.1 Teorema de Bayes86
Sea Y = (Y1, Y2, ..., Yn)
′
un vector aleatorio cuya densidad de probabilidad f(y|θ)
depende de k para´metros que forman el vector θ = (θ1, θ2, ..., θk)
′
. Supo´ngase tambie´n
que θ tiene una densidad de probabilidad f(θ). Entonces la densidad de probabilidad
condicional de θ dado el vector de observaciones y = (y1, y2, ..., yn)
′
es
f(θ|y) = f(y|θ)f(θ)
f(y)
,
donde f(y) 6= 0. A esta ecuacio´n se le conoce como el teorema de Bayes, donde f(y)
es la distribucio´n de probabilidad marginal de Y, la que puede ser expresada como
f(y) =
{ ∫
f(y|θ)f(θ)dθ si θ es continuo,∑
θ f(y|θ)f(θ) si θ es discreto.
La suma o integral se realiza sobre el espacio parame´trico de θ. De este modo, el
teorema de Bayes puede ser escrito como
f(θ|y) = cf(y|θ)f(θ) ∝ f(y|θ)f(θ), (1)
donde f(θ) representa lo que es conocido de θ antes de recolectar los datos y es87
llamada la distribucio´n a priori, o inicial, de θ; f(θ|y) representa lo que se conoce de88
θ despue´s de recolectar los datos y es llamada la distribucio´n a posteriori, o final, de89
θ dado Y = y; c es una constante normalizadora necesaria para que f(θ|y) sume o90
integre uno.91
Dado que se ha observado Y = y, entonces, puesto que θ es desconocido, a la
funcio´n de θ definida como l(θ|y) = f(y|θ) se le denomina funcio´n de verosimilitud
de θ dado y (ver [3]). En general, otra observacio´n de Y define otra funcio´n de
verosimilitud distinta. Entonces la formula de Bayes puede ser expresada como
f(θ|y) ∝ l(θ|y)f(θ).
Ejemplo 1. Sean el para´metro θ que a priori tiene una distribucio´n uniforme en el
intervalo [0,1], y la variable aleatoria Y que tiene una distribucio´n de probabilidad
binomial con para´metros m y θ, con m conocido. Entonces se tienen las siguientes
funciones de distribucio´n
f(θ) = 1, 0 ≤ θ ≤ 1,
f(y|θ) =
(
m
y
)
θy(1− θ)m−y, y = 0, 1, ...,m.
Ahora, para una muestra aleatoria de taman˜o n la funcio´n de verosimilitud esta´ dada
por
l(θ|y) =
[
n∏
i=1
(
m
yi
)]
θΣyi(1− θ)nm−Σyi , yi ∈ {0, 1, ...,m}.
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Al aplicar el teorema de Bayes dado en la ecuacio´n (1), la distribucio´n a posteriori
de θ dada la muestra y queda expresada como
f(θ|y) = c (m!)
n∏n
i=1 yi!
∏n
i=1(m− yi)!
θΣyi(1− θ)nm−Σyi .
Esta expresio´n puede escribirse de la siguiente manera,
f(θ | y) = c (m!)
n∏n
i=1 yi!
∏n
i=1(m− yi)!
θ(Σyi+1)−1(1− θ)(nm−Σyi+1)−1,
que tiene la forma de una distribucio´n beta con para´metro (Σyi+1) y (nm−Σyi+1).
Luego el valor de la constante normalizadora c es
c =
Γ(nm+ 2)
Γ(Σyi + 1)Γ(nm− Σyi + 1)
∏
yi!
∏
(m− yi)!
(m!)n
.
No´tese que es a trave´s de l(θ|y) que los datos (informacio´n muestral) modifican el92
conocimiento previo de θ dado por f(θ).93
Por u´ltimo, es conveniente sen˜alar que la informacio´n muestral Y por lo general94
sera´ introducida en el modelo a trave´s de estad´ısticas suficientes para θ, dado que95
e´stas contienen toda la informacio´n referente a los datos. As´ı, dado un conjunto de96
estad´ısticas suficientes T para los para´metros en θ, f(y|θ) podra´ ser intercambiada97
por f(t|θ), donde t es una observacio´n de T , para lo cual bastara´ con calcular la98
distribucio´n condicional de T dado θ.99
2.2 Naturaleza secuencial del Teorema de Bayes100
Supo´ngase que se tiene una muetra inicial y1. Entonces, por la fo´rmula de Bayes
dada anteriormente se tiene
f(θ|y1) ∝ l(θ|y1)f(θ).
Ahora supo´ngase que se tiene una segunda muestra y2 independiente de la primera
muestra, entonces
f(θ|y1,y2) ∝ l(θ|y1,y2)f(θ) = l(θ|y1)l(θ|y2)f(θ),
de donde
f(θ|y1,y2) ∝ l(θ|y2)f(θ|y1).
De esta manera, la distribucio´n a posteriori obtenida con la primera muestra se con-
vierte en la nueva distribucio´n a priori para ser corregida por la segunda muestra.
Este proceso puede repetirse indefinidamente. As´ı, si se tienen r muestras indepen-
dientes, la distribucio´n a posteriori puede ser recalculada secuencialmente para cada
muestra de la siguiente manera,
f(θ|y1,y2, ...,ym) ∝ l(θ|ym)f(θ|y1,y2, ...,ym−1), para m = 2, 3, ..., r.
No´tese que f(θ|y1,y2, ...,yr) puede tambie´n ser obtenida partiendo de f(θ) y consi-101
derando al total de las r muestras como una sola gran muestra.102
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2.3 Distribucio´n a priori difusa o no informativa103
La distribucio´n a priori cumple un papel importante en el ana´lisis bayesiano, ya104
que mide el grado de conocimiento inicial que se tiene de los para´metros bajo estudio.105
Si bien su influencia disminuye a medida que ma´s informacio´n muestral esta´ dispo-106
nible, el uso de una u otra distribucio´n a priori determinara´ ciertas diferencias en la107
distribucio´n a posteriori.108
Si se tiene un conocimiento previo sobre los para´metros, e´ste se traducira´ en una109
distribucio´n a priori. As´ı, sera´ posible plantear tantas distribuciones a priori como110
estados iniciales de conocimiento existan, y los diferentes resultados obtenidos en la111
distribucio´n a posteriori bajo cada uno de los enfoques adquirira´n una importancia112
en relacio´n con la conviccio´n que tenga el investigador sobre cada estado inicial. Sin113
embargo, cuando nada es conocido sobre los para´metros, la seleccio´n de una distribu-114
cio´n a priori adecuada adquiere una connotacio´n especial, pues sera´ necesario elegir115
una distribucio´n a priori que no influya sobre ninguno de los posibles valores de los116
para´metros en cuestio´n. Estas distribuciones a priori reciben el nombre de difusas o117
no informativas.118
119
Me´todo de Jeffreys120
En situaciones generales, para un para´metro θ el me´todo ma´s usado es el de Jeffreys
(ver [5]), que sugiere que si un investigador es ignorante con respecto al vector de
para´metros θ = (θ1, θ2, ..., θn)
′
, entonces se debe cumplir la siguiente condicio´n de
invariancia: su opinio´n acerca de θ dada la evidencia Y debe ser la misma que para
una transformacio´n diferenciable uno a uno de θ, η = g(θ). Esto significa que los
resultados a posteriori que obtenga el investigador deben ser los mismos, ya sea que
use a θ o que use a η al analizar al mismo conjunto de datos Y con el mismo modelo.
Una condicio´n suficiente (ver [4]) para que se cumpla esta condicio´n de invariancia es
que √
|detI(θ)|dθ =
√
|detI(η)|dη,
donde I(θ) es la matriz de informacio´n de Fisher de taman˜o nxn, cuyo elemento
(i, j)-e´simo es
Iij = −Eθ
[
∂2 log f(Y |θ)
∂θi∂θj
]
.
Una a priori invariante propuesta por Jeffreys es
f(θ) ∝
√
|I(θ)|. (2)
Ejemplo 2. Sea la variable Y con una distribucio´n B(n, θ),
f(y|θ) =
(
n
y
)
θy(1− θ)n−y.
Entonces
log f(y|θ) = log
(
n
y
)
+ y log θ + (n− y) log(1− θ),
d log f(y|θ)
dθ
=
y
θ
− n− y
1− θ ,
d2 log f(y|θ)
dθ2
= − y
θ2
− n− y
(1− θ)2 .
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De aqu´ı
E
[
− Y
θ2
− n− Y
(1− θ)2
]
=
[
−nθ
θ2
− E(n− Y )
(1− θ)2
]
,
E
[
− Y
θ2
− n− Y
(1− θ)2
]
= − n
θ(1− θ) .
As´ı, por (2),
f(θ) ∝
√
n√
θ
√
1− θ .
Prescindiendo de n se obtiene que la distribucio´n a priori de θ es
f(θ) ∝ θ− 12 (1− θ)− 12 ,
esto es, θ ∼ Beta(0,5, 0,5).121
Ejemplo 3. Se aplicara´ el me´todo de Jeffreys para calcular una distribucio´n conjunta
a priori para los para´metros de un modelo normal. Sea Y ∼ N(µ, σ2), con ambos
para´metros desconocidos. Entonces
f(y|µ, σ) = 1√
2piσ
exp
(
− (y − µ)
2
2σ2
)
,
luego
log f(y|µ, σ) = log 1√
2pi
− log σ − (y − µ)
2
2σ2
.
La matriz de informacio´n de Fisher esta´ dada por
I(θ) = −E
 ∂2∂µ2 log f(Y |µ, σ) ∂2∂µ∂σ log f(Y |µ, σ)
∂2
∂σ∂µ log f(Y |µ, σ) ∂
2
∂σ2 log f(Y |µ, σ)
 ,
es decir,
I(θ) = −E
 − 1σ2 − 2(Y−µ)σ3− 2(Y−µ)σ3 1σ2 − 3(Y−µ)2σ4
 .
De aqu´ı
I(θ) =
[
1
σ2 0
0 2σ2
]
.
Ahora, por (2), la distribucio´n a priori no informativa para θ = (µ, σ) es
f(µ, σ) ∝
√
2
σ4
∝ 1
σ2
.
Observacio´n 1. Siguiendo el mismo procedimiento, se comprueba que las distribu-122
ciones a priori no informativas de Jeffreys para µ (con σ conocida) y σ (con µ cono-123
cida) son f(µ) ∝ 1 y f(σ) ∝ σ−1, por lo que si se supone independencia entre ambos124
para´metros se tendr´ıa que f(µ, σ) ∝ f(µ)f(σ) = σ−1, en vez de σ−2.125
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2.4 Distribucio´n a priori conjugada126
En este caso, la distribucio´n a priori es determinada completamente por una fun-127
cio´n de densidad conocida. Berger (ver [1]) presenta la siguiente definicio´n para una128
familia conjugada.129
Definicio´n 1. Una clase P de distribuciones a priori es una familia conjugada para130
la clase de funciones de densidad R, si f(θ|y) esta´ en la clase P para toda f(y|θ) ∈ R131
y toda f(θ) ∈ P .132
En este caso, la distribucio´n inicial dominara´ a la funcio´n de verosimilitud y f(θ|y)133
tendra´ la misma forma que f(θ), con los para´metros corregidos por la informacio´n134
muestral.135
Ejemplo 4. Sean el para´metro θ que a priori tiene una distribucio´n beta con para´me-
tros α y β, Y una variable aleatoria con distribucio´n binomial con para´metros m y
θ, con m conocido. Entonces se tienen las siguientes funciones de distribucio´n
f(θ) =
Γ(α+ β)
Γ(α)Γ(β)
θα−1(1− θ)β−1I(0,1)(θ),
f(y|θ) =
(
m
y
)
θy(1− θ)m−y, y = 0, 1, ...,m.
Ahora, para una muestra aleatoria de taman˜o n la funcio´n de verosimilitud esta´ dada
por
l(y|θ) =
(
n∏
i=1
(
m
yi
))
θΣyi(1− θ)mn−Σyi , yi ∈ {0, 1, ...,m}.
Al aplicar el teorema de Bayes, la distribucio´n final de θ dada la muestra y queda
expresada como
f(θ|y) ∝ l(y|θ)f(θ),
o sea,
f(θ|y) ∝ θα+Σyi−1(1− θ)β+mn−Σyi−1,
que tiene la forma de una distribucio´n beta con para´metros (α+
∑
yi) y (β + nm−136 ∑
yi). Luego, la distribucio´n final de θ tiene la misma forma que la distribucio´n a137
priori, por lo que la clase de distribuciones a priori beta es una familia conjugada138
para la clase de funciones de densidad binomial.139
Ejemplo 5. Sean el para´metro θ con una distribucio´n N(µ0, τ
2
0 ), donde µ0 y τ0 son
conocidos, y la variable X con una distribucio´n N(θ, σ2), con σ2 conocido. Entonces
se tienen las funciones de densidad
f(θ) =
1√
2piτo
exp
(
−1
2
(θ − µ0)2
τ20
)
y
f(x|θ) = 1√
2piσ
exp
(
−1
2
(x− θ)2
σ2
)
.
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Al aplicar el teorema de Bayes, se tiene
f(θ|x) ∝ exp
[
−1
2
(
(θ − µ0)2
τ20
+
(x− θ)2
σ2
)]
.
Pero
(θ − µ0)2
τ20
+
(x− θ)2
σ2
=
σ2(θ − µ0)2 + τ20 (x− θ)2
τ20σ
2
=
σ2(θ2 − 2θµ0 + µ20) + τ20 (x2 − 2xθ + θ2)
τ20σ
2
=
(σ2 + τ20 )θ
2 − 2(σ2µ0 + τ20x)θ
τ20σ
2
+
σ2µ20 + τ
2
0x
2
σ2τ20
=
θ2 − 2(σ2µ0+τ20 x)θ
σ2+τ20
τ20 σ
2
σ2+τ20
+
σ2µ20 + τ
2
0x
2
σ2τ20
=
θ2 −
2
(
µ0
τ20
+ x
σ2
)
θ
1
σ2
+ 1
τ20
1
1
τ20
+ 1
σ2
+
σ2µ20 + τ
2
0x
2
σ2τ20
=
(
θ −
µ0
τ20
+ x
σ2
1
σ2
+ 1
τ20
)2
−
( µ0
τ20
+ x
σ2
1
σ2
+ 1
τ20
)2
1
1
τ20
+ 1
σ2
+
σ2µ20 + τ
2
0x
2
σ2τ20
,
de donde se tiene que
f(θ|x) ∝ exp
−12
(
θ −
µ0
τ20
+ x
σ2
1
σ2
+ 1
τ20
)2
1
1
τ20
+ 1
σ2
 ,
es decir,
f(θ|x) = 1√
2piτ1
exp
(
−1
2
(θ − µ1)2
τ21
)
,
donde
µ1 =
1
τ20
µ0 +
1
σ2x
1
τ20
+ 1σ2
y
1
τ21
=
1
τ20
+
1
σ2
.
As´ı f(θ|x) ∼ N(µ1, τ21 ).140
141
Observacio´n 2. Precisiones de las distribuciones a priori y a posteriori.142
(i) A 1
τ20
se le conoce como la precisio´n de la distribucio´n.143
(ii) En este ejemplo se tiene: precisio´n a posteriori = precisio´n a priori+precisio´n de los144
datos.145
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Ejemplo 6. Sea X = (X1, X2, ..., Xn) un vector aleatorio, con las Xi independientes
con distribucio´n N(θ, σ2), con σ conocido y θ ∼ N(µ0, τ20 ). Entonces, al aplicar el
teorema de Bayes, la distribucio´n a posteriori de θ dada la muestra x queda expresada
como
f(θ|x) ∝ f(θ)f(x|θ) = f(θ)f(x1|θ)f(x2|θ)...f(xn|θ),
f(θ|x) ∝ f(θ)f(x|θ) = f(θ)
n∏
i=1
f(xi|θ),
f(θ|x) ∝ exp
[
−1
2
(
(θ − µ0)2
τ20
)) n∏
i=1
exp
(
−1
2
(
(xi − θ)2
σ2
)]
,
f(θ|x) ∝ exp
[
−1
2
(
(θ − µ0)2
τ20
+
1
σ2
n∑
i=1
(xi − θ)2
)]
.
Ahora,
n∑
i=1
(xi − θ)2 =
n∑
i=1
(xi − x¯+ x¯− θ)2 =
n∑
i=1
[(xi − x¯)2 + 2(xi − x¯)(x¯− θ) + (x¯− θ)2]
=
n∑
i=1
(xi − x¯)2 + 2(x¯− θ)
n∑
i=1
(xi − x¯) + n(x¯− θ)2
=
n∑
i=1
(xi − x¯)2 + n(x¯− θ)2,
porque
∑n
i=1(xi − x¯) = 0. De aqu´ı
f(θ|x) ∝ exp
[
−1
2
(
(θ − µ0)2
τ20
+
1
σ2
(
n∑
i=1
(xi − x¯)2 + n(x¯− θ)2)
)]
,
es decir,
f(θ|x) ∝ exp
[
−1
2
(
(θ − µ0)2
τ20
+
(x¯− θ)2
σ2
n
)]
.
Del ejemplo anterior se tiene que
f(θ|x1, x2, ..., xn) ∼ N(θ|µn, τ2n ),
donde,
µn =
1
τ20
µ0 +
n
σ2 x¯
1
τ20
+ nσ2
y
1
τ2n
=
1
τ20
+
n
σ2
.
3. Inferencia Bayesiana146
Dado que la distribucio´n final contiene toda la informacio´n concerniente al para´me-147
tro de intere´s θ (informacio´n a priori y muestral), cualquier inferencia con respecto a148
θ consistira´ en afirmaciones hechas a partir de dicha distribucio´n.149
JOURNAL OF BASIC SCIENCES, AÑO 1, n úm   ero 1 (Enero lirbA-  2015 )  
10 Edilberto Na´jera Rangel
3.1 Estimacio´n puntual150
La distribucio´n final reemplaza a la funcio´n de verosimilitud como una expresio´n151
que incorpora toda la informacio´n. As´ı f(θ|y) es un resumen completo de la infor-152
macio´n acerca del para´metro θ; sin embargo, para algunas aplicaciones es deseable153
(o necesario) resumir esta informacio´n de alguna forma, especialmente si se desea154
proporcionar un simple ”mejor” estimador del para´metro desconocido.155
En el contexto bayesiano (ver por ejemplo [2]) existen dos formas de reducir la156
informacio´n contenida en f(θ|y) a un simple ”mejor” estimador, a saber,157
(a) A trave´s del estimador de Bayes a posteriori.158
(b) A trave´s de la teor´ıa de decisio´n.159
Estimador de Bayes a posteriori.160
El estimador de Bayes a posteriori se define de la siguiente manera.161
Definicio´n 2. Sea (X1, X2, ..., Xn) una muestra de f(x|θ), donde θ es una variable162
aleatoria con funcio´n de densidad gθ(•). El estimador de Bayes a posteriori de τ(θ)163
con respecto a la a priori gθ(•) esta´ dado como E(τ(θ)|x1, x2, ..., xn).164
Ejemplo 7. Sea (X1, X2, ..., Xn) una muestra aleatoria de f(x|θ) = θx(1 − θ)1−x,
con x ∈ {0, 1} y gθ(θ) = I(0,1)(θ). Determinaremos los estimadores de θ y θ(1 − θ).
En este caso se tiene,
f(θ|x1, x2, ..., xn) = gθ(θ)
∏n
i=1 f(xi|θ)∫ 1
0
gθ(θ)
∏n
i=1 f(xi|θ)dθ
=
θΣxi(1− θ)n−ΣxiI(0,1)(θ)∫ 1
0
θΣxi(1− θ)n−Σxidθ
.
De aqu´ı,
E(θ|x1, x2, ..., xn) =
∫ 1
0
θθΣxi(1− θ)n−Σxidθ∫ 1
0
θΣxi(1− θ)n−Σxidθ
=
∫ 1
0
θΣxi+1(1− θ)n−Σxidθ∫ 1
0
θΣxi+1−1(1− θ)n−Σxi+1−1dθ
=
∫ 1
0
θΣxi+2−1(1− θ)n−Σxi+1−1dθ∫ 1
0
θΣxi+1−1(1− θ)n−Σxi+1−1dθ
=
Γ(
∑n
i=1 xi+2)Γ(n−
∑n
i=1 xi+1)
Γ(n+3)
Γ(
∑n
i=1 xi+1)Γ(n−
∑n
i=1 xi+1)
Γ(n+2)
=
Γ(n+ 2)Γ(
∑n
i=1 xi + 2)Γ(n−
∑n
i=1 xi + 1)
Γ(n+ 3)Γ(
∑n
i=1 xi + 1)Γ(n−
∑n
i=1 xi + 1)
=
Γ(n+ 2)(
∑n
i=1 xi + 1)Γ(
∑n
i=1 xi + 1)
(n+ 2)Γ(n+ 2)Γ(
∑n
i=1 xi + 1)
=
∑n
i=1 xi + 1 .
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Luego el estimador de Bayes a posteriori de θ, con respecto a la a priori uniforme, es∑n
i=1 xi + 1
n+ 2
.
Ahora,
E(θ(1− θ)|x1, x2, ..., xn) =
∫ 1
0
θ(1− θ)θΣxi(1− θ)n−Σxidθ∫ 1
0
θΣxi(1− θ)n−Σxidθ
=
∫ 1
0
θΣxi+1(1− θ)n−Σxi+1dθ∫ 1
0
θΣxi+1−1(1− θ)n−Σxi+1−1dθ
=
∫ 1
0
θΣxi+2−1(1− θ)n−Σxi+2−1dθ∫ 1
0
θΣxi+1−1(1− θ)n−Σxi+1−1dθ
=
Γ(
∑n
i=1 xi+2)Γ(n−
∑n
i=1 xi+2)
Γ(n+4)
Γ(
∑n
i=1 xi+1)Γ(n−
∑
i=1 xi+1)
Γ(n+2)
=
Γ(n+ 2)Γ(
∑n
i=1 xi + 2)Γ(n−
∑n
i=1 xi + 2)
Γ(n+ 4)Γ(
∑n
i=1 xi + 1)Γ(n−
∑n
i=1 xi + 1)
.
Simplificando la u´ltima expresio´n resulta,
E(θ(1− θ)|x1, x2, ..., xn) = (
∑n
i=1 xi + 1)(n−
∑n
i=1 xi + 1)
(n+ 3)(n+ 2)
. (3)
As´ı, el estimador de Bayes a posteriori de θ(1−θ), con respecto a la a priori uniforme,165
es el dado por (3).166
Ejemplo 8. Sean (X1, X2, ..., Xn) una muestra aleatoria de una distribucio´n normal
N(θ, 1) y θ ∼ N(µ0, 1). Puesto que
f(θ|x) ∝ f(θ)f(x|θ),
donde x = (x1, x2, ..., xn) es una observacio´n de (X1, X2, ..., Xn), entonces,
f(θ|x) ∝ e− 12
∑n
i=1(xi−θ)2− 12 (θ−µ0)2 .
Haciendo x0 = µ0,
n∑
i=1
(xi − θ)2 + (θ − µ0)2 =
n∑
i=0
(xi − θ)2 =
n∑
i=0
(θ2 − 2θxi + x2i )
= (n+ 1)θ2 − 2θ(n+ 1)x¯+
n∑
i=0
x2i
= (n+ 1)(θ − x¯)2 − (n+ 1)x¯2 +
n∑
i=0
x2i .
De aqu´ı
f(θ|x) ∝ e− n+12 (θ−x¯)2 ,
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de donde
f(θ|x) = 1√
2pi
n+1
e−
n+1
2 (θ−x¯)2 =
1√
2pi
n+1
e−
n+1
2 (θ−
∑n
i=0
xi
n+1 )
2
.
As´ı,
E(θ|x1, x2, ..., xn) =
∑n
i=0 xi
n+ 1
=
µ0 +
∑n
i=1 xi
n+ 1
.
Aproximacio´n a la teor´ıa de la decisio´n167
Para los bayesianos, el problema de estimacio´n es un problema de decisio´n. Asocia-168
da con cada estimador a hay una funcio´n de pe´rdida L(θ, a) que refleja la diferencia169
entre θ y a. L(θ, a) cuantifica las posibles penalizaciones al estimar θ por a. A trave´s170
de la minimizacio´n de la pe´rdida esperada final171
E(L(θ, a)) =
∫
L(θ, a)f(θ|x)dθ, (4)
se obtiene el estimador puntual de θ, para la eleccio´n particular de la funcio´n de172
pe´rdida.173
Definicio´n 3. La regla de Bayes con respecto a la funcio´n de pe´rdida L(θ, a) y a la174
funcio´n f(θ|x), es la accio´n a que minimiza (4) y la cual se denotara´ por d(x).175
Hay muchas funciones de pe´rdida que se pueden usar. La eleccio´n en particular176
de una de ellas dependera´ del contexto del problema, como se ilustra en los ejemplos177
siguientes.178
Ejemplo 9. Un ingeniero debe construir un muro contra las inundaciones debidas a
las crecidas de un r´ıo. Si decide construir un muro con altura a (medida a partir del
nivel medio del r´ıo), entonces tendra´ un costo de ac millones de pesos, donde c es una
constante. Si hay una crecida del r´ıo, no habra´ ningu´n dan˜o si su altura θ (medida
a partir del nivel medio del r´ıo) es menor que a; pero habra´ pe´rdidas valuadas en
C(θ − a) millones de pesos (donde C es una constante), si θ > a. En este caso la
funcio´n de pe´rdida es
L(θ, a) = ac+ C(θ − a)I(θ>a),
donde I(θ>a) es la funcio´n indicadora del conjunto {θ | θ > a} .179
Ejemplo 10. Consideremos ahora un juego entre dos jugadores, donde cada jugador
elige un nu´mero positivo. Desde el punto de vista del jugador 1, Θ = {1, 2, ...} , que
es el mismo conjunto de estimadores que tal jugador usara´. El jugador que elija el
nu´mero mayor gana 100 pesos del otro. En esta situacio´n la funcio´n de pe´rdida es
L(θ, a) = 100I(θ>a) − 100I(θ<a).
En 3.3 veremos otros ejemplos. Las funciones de pe´rdida ma´s usadas son:180
1. Pe´rdida cuadra´tica,
L(θ, a) = (θ − a)2.  
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2. Pe´rdida error absoluto o lineal absoluta,
L(θ, a) = |θ − a|.
3. Pe´rdida lineal. Para c1, c2 > 0,
L(θ, a) =
{
c1(a− θ) si a ≥ θ,
c2(θ − a) si a < θ.
Ejemplo 11. Sea (X1, X2, ..., Xn) una muestra aleatoria de una distribucio´n f(x|θ),
con θ ∈ R. Sea L(θ, a) = (θ − a)2. Entonces
E(L(θ, a)) = E(θ − a)2 =
∫
(θ − a)2f(θ|x)dθ.
Ahora, si
θm =
∫
θf(θ|x)dθ,
E(θ − a)2 = E((θ − θm + θm − a)2)
= E((θ − θm)2 + 2(θ − θm)(θm − a) + (θm − a)2)
= E((θ − θm)2) + 2E((θ − θm)(θm − a)) + E((θm − a)2)
= E((θ − θm)2) + (θm − a)2
= V ar(θ) + (θm − a)2.
Por lo tanto la pe´rdida esperada es mı´nima cuando
a = θm.
De aqu´ı se concluye que la regla de Bayes con respecto a la funcio´n de pe´rdida181
cuadra´tica es d(x) = E[θ|x].182
Ejemplo 12. Sea (X1, X2, ..., Xn) una muestra aleatoria de una distribucio´n f(x|θ),
con θ ∈ R, θ variable aleatoria continua. Sea ahora L(θ, a) = |θ − a|. Entonces
E(L(θ, a)) =
∫
|θ − a|f(θ|x)dθ,
donde
|θ − a| =
{
θ − a si a ≤ θ,
−(θ − a) si θ < a,
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Ahora,∫ ∞
−∞
|θ − a|f(θ|x)dθ =
∫ a
−∞
−(θ − a)f(θ|x)dθ +
∫ ∞
a
(θ − a)dθ
=
∫ a
−∞
(a− θ)f(θ|x)dθ +
∫ ∞
a
(θ − a)f(θ|x)dθ
=
∫ a
−∞
af(θ|x)dθ −
∫ a
−∞
θf(θ|x)dθ
+
∫ ∞
a
θf(θ|x)dθ −
∫ ∞
a
af(θ|x)dθ
= a
∫ a
−∞
f(θ|x)dθ −
∫ a
−∞
θf(θ|x)dθ
+
∫ ∞
a
θf(θ|x)dθ − a
∫ ∞
a
f(θ|x)dθ,
de aqu´ı,
d
da
(∫ ∞
−∞
|θ − a|f(θ|x)dθ
)
=
∫ a
−∞
f(θ|x)dθ + af(a|x)− af(a|x)− af(a|x)
−
∫ ∞
a
f(θ|x)dθ + af(a|x)
=
∫ a
−∞
f(θ|x)dθ −
∫ ∞
a
f(θ|x)dθ.
Si dda
(∫∞
−∞ |θ − a|f(θ|x)dθ
)
= 0, entonces∫ a
−∞
f(θ|x)dθ =
∫ ∞
a
f(θ|x)dθ,
de donde se sigue que ∫ a
−∞
f(θ|x)dθ = 1
2
.
Por lo tanto, el u´nico valor cr´ıtico de
∫∞
−∞ |θ − a|f(θ|x)dθ es la mediana, la cual se183
denotara´ por am.184
Ahora, como
d2
da2
(∫ ∞
−∞
|θ − a|f(θ|x)dθ
)
=
d
da
(∫ a
−∞
f(θ|x)dθ −
∫ ∞
a
f(θ|x)dθ
)
= f(a|x) + f(a|x)
= 2f(a|x),
entonces
d2
da2
(∫ ∞
−∞
|θ − a|f(θ|x)dθ
)
|a=am = 2f(am|x) > 0.
Por lo tanto am es un punto de mı´nimo local de esta funcio´n, y como es el u´nico punto185
de extremo relativo, entonces la funcio´n alcanza su mı´nimo absoluto en am.186
De aqu´ı se tiene que la regla de Bayes, con respecto a la funcio´n de pe´rdida lineal187
absoluta, es la mediana de la distribucio´n final.188
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Ejemplo 13. Sea (X1, X2, ..., Xn) una muestra aleatoria de una distribucio´n f(x|θ),
con θ ∈ R, θ variable aleatoria continua. Sea ahora L(θ, a) la funcio´n de pe´rdida
lineal. Entonces
E(L((θ, a)) =
∫ ∞
−∞
L(θ − a)f(θ|x)dθ,
donde
L(θ, a) =
{
c1(a− θ) si a ≥ θ ,
c2(θ − a) si a < θ .
Ahora,∫ ∞
−∞
L(θ, a)f(θ|x)dθ =
∫ a
−∞
c1(a− θ)f(θ|x)dθ +
∫ ∞
a
c2(θ − a)f(θ|x)dθ
=
∫ a
−∞
(c1a− c1θ)f(θ|x)dθ +
∫ ∞
a
(c2θ − c2a)f(θ|x)dθ
=
∫ a
−∞
c1af(θ|x)dθ −
∫ a
−∞
c1θf(θ|x)dθ
+
∫ ∞
a
c2θf(θ|x)dθ −
∫ ∞
a
c2af(θ|x)dθ
= a
∫ a
−∞
c1f(θ|x)dθ −
∫ a
−∞
c1θf(θ|x)dθ
+
∫ ∞
a
c2θf(θ|x)dθ − a
∫ ∞
a
c2f(θ|x)dθ,
de aqu´ı, procediendo igual que en el ejemplo anterior,
d
da
(∫ ∞
−∞
L(θ, a)f(θ|x)dθ
)
=
∫ a
−∞
c1f(θ|x)dθ −
∫ ∞
a
c2f(θ|x)dθ.
Si dda
(∫∞
−∞ L(θ, a)f(θ|x)dθ
)
= 0, entonces∫ a
−∞
c1f(θ|x)dθ =
∫ ∞
a
c2f(θ|x)dθ,
de donde se tiene ∫ ∞
a
f(θ|x)dθ = c1
c2
∫ a
−∞
f(θ|x)dθ. (5)
Sustituyendo en
1 =
∫ a
−∞
f(θ|x)dθ +
∫ ∞
a
f(θ|x)dθ
la expresio´n de
∫∞
a
f(θ|x)dθ dada por (5), se obtiene∫ a
−∞
f(θ|x)dθ = c2
c1 + c2
.
As´ı, el percentil aˆ = c2c1+c2 es el valor cr´ıtico de E[L(θ, a)].189
Por otro lado,
d2
da2
(∫ ∞
−∞
L(θ, a)f(θ|x)dθ
)
=
d
da
(∫ a
−∞
c1f(θ|x)dθ −
∫ ∞
a
c2f(θ|x)dθ
)
= c1f(a|x) + c2f(a|x)
= (c1 + c2)f(a|x),
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luego,
d2
da2
(∫ ∞
−∞
L(θ, a)f(θ|x)dθ
)
|a=aˆ = (c1 + c2)f(aˆ|x) > 0.
Por lo tanto, el percentil c2c1+c2 es un punto mı´nimo local de esta funcio´n, y como es el190
u´nico punto de extremo relativo, entonces la funcio´n alcanza en e´l su mı´nima pe´rdida191
lineal.192
As´ı, la regla de Bayes con respecto a la funcio´nde pe´rdida lineal es el percentil
c2
c1 + c2
.
3.2 Regiones de credibilidad193
La idea de una regio´n de credibilidad es proporcionar el ana´logo de un intervalo194
de confianza en estad´ıstica cla´sica. El razonamiento es que los estimadores puntuales195
no proporcionan una medida de la precisio´n de la estimacio´n. Esto causa problemas196
en la estad´ıstica cla´sica dado que los para´metros no son considerados como variables197
aleatorias, y por lo tanto no es posible dar un intervalo con la interpretacio´n de que198
existe una cierta probabilidad de que el para´metro este´ en el intervalo. En la teor´ıa199
bayesiana no hay dificultad para realizar esta aproximacio´n, porque los para´metros200
son tratados como variables aleatorias.201
Definicio´n 4. : Sea Θ el espacio parametral de θ. Una regio´n C ⊆ Θ tal que∫
C
f(θ|x)dθ = 1− α,
se llama una regio´n del 100(1 − α) % de credibilidad de θ. Si θ es discreta, en la202
expresio´n anterior reemplazamos la integral por una suma. Si Θ ⊆ R, las regiones de203
credibilidad conexas se llaman intervalos de credibilidad.204
Un aspecto importante con las regiones de credibilidad (y lo mismo sucede con los
intervalos de confianza) es que no esta´n definidos de manera u´nica. Cualquier regio´n
con probabilidad (1−α) cumple la definicio´n. Sin embargo, generalmente se desea el
intervalo que contiene u´nicamente los valores ”ma´s” posibles del para´metro, por lo
que es usual imponer una restriccio´n adicional que indica que el ancho del intervalo
debe ser tan pequen˜o como sea posible. Para hacer esto se deben considerar so´lo
aquellos puntos con f(θ|x) ma´s grandes. Esto conduce a un intervalo (o regio´n) de la
forma
C = Cα(x) = {θ : f(θ|x) ≥ γ},
donde γ es elegido tal que
∫
C
f(θ|x)dθ = 1− α.205
La regio´n C que cumple las anteriores condiciones se denomina ”regio´n de densidad206
de probabilidad ma´s grande” (HPD).207
Ejemplo 14. (Media de una normal) Sea (X1, X2, ..., Xn) una muestra aleatoria de
una distribucio´n N(θ, σ2), con σ2 conocido y θ ∼ N(b, d2). Del ejemplo 6 se sabe que
θ|x ∼ N
(
b
d2 +
nx¯
σ2
1
d2 +
n
σ2
,
1
1
d2 +
n
σ2
)
.
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Sean
µn =
b
d2 +
nx¯
σ2
1
d2 +
n
σ2
,
y
τ2n =
1
1
d2 +
n
σ2
.
Si zα es el percentil α de la distribucio´n normal esta´ndar, entonces un intervalo
del 100(1− α) % de credibilidad de θ es[
µn − τnz1− α2 , µn + τnz1− α2
]
.
Si n es grande, entonces µn ≈ x¯ y τ2n ≈ σ
2
n , luego el intervalo del 100(1− α) % de208
credibilidad de θ es aproximadamente igual al intervalo del 100(1−α) % de confianza209
de θ, de la estad´ıstica cla´sica. Sin embargo, las interpretaciones de ambos intervalos210
son distintas.211
Ejemplo 15. Sea (X1, X2, ..., Xn) una muestra aleatoria de una distribucio´n de Pois-
son, P (λ), con λ ∼gamma (a, b), donde a es un entero positivo. Entonces
f(λ|x) ∝ λΣxie−nλλa−1e− λb ,
o sea
f(λ|x) ∝ λΣxi+a−1e−λ(n+ 1b ),
de donde se tiene que
λ|x ∼ gamma
(
a+ Σxi,
(
n+
1
b
)−1)
.
Si
θ =
2(nb+ 1)
b
λ,
entonces
f(θ) ∝ θΣxi+a−1e− θ2 ,
es decir,
θ ∼ χ22(Σxi+a).
Si χ22(Σxi+a),α es el percentil α de la distribucio´n χ
2
2(Σxi+a)
, un intervalo del 100(1−α) %
de credibilidad de λ es[
b
2(nb+ 1)
χ22(Σxi+a), α2
,
b
2(nb+ 1)
χ22(Σxi+a),1− α2
]
.
Si a = b = 1, n = 10 y Σni=1xi = 6, entonces, ya que χ
2
14,0,05 = 6,571 y χ
2
14,0,95 =
23,685, un intervalo del 90 % de credibilidad de λ es
[0,299, 1,077].
JOURNAL OF BASIC SCIENCES, AÑO 1, n úm   ero 1 (Enero lirbA-  2015 )  
18 Edilberto Na´jera Rangel
Definicio´n 5. Sea f(x) una funcio´n de densidad. Se dice que f(x) es unimodal si212
existe a ∈ R que satisface las dos condiciones siguientes:213
(a) Si y ≤ x ≤ a, entonces f(y) ≤ f(x) ≤ f(a).214
(b) Si a ≤ x ≤ y, entonces f(a) ≥ f(x) ≥ f(y).215
El nu´mero a se llama moda de f(x).216
Observacio´n 3. Si f(x) es una funcio´n de densidad unimodal, entonces la moda no217
necesariamente es u´nica.218
Ejemplo 16. Sea X ∼ U(0, 1). Entonces la funcio´n de densidad de X es
f(x) =
{
1 si x ∈ (0, 1) ,
0 en otro caso .
En este caso todo x ∈ (0, 1) es una moda de f(x).219
El siguiente teorema (ver [3]) nos dice co´mo obtener el intervalo de credibilidad de220
mı´nima longitud, cuando la densidad f(θ|x) es unimodal.221
Teorema 4. Sea f(x) una funcio´n de densidad unimodal. Si el intervalo [a, b] satis-222
face223
(i)
∫ b
a
f(x)dx = 1− α,224
(ii) f(a) = f(b) > 0, y225
(iii) a ≤ x∗ ≤ b, donde x∗ es una moda de f(x),226
entonces [a, b] es el intervalo ma´s corto que satisface (i).227
Prueba. Sea [a
′
, b
′
] cualquier intervalo con b
′−a′ < b−a. Se probara´ que esto implica228
que
∫ b′
a′ f(x)dx < 1 − α. El resultado so´lo se demostrara´ para a
′ ≤ a; la prueba es229
similar si a < a
′
. Tambie´n se consideran dos casos, b
′ ≤ a y b′ > a.230
Si b
′ ≤ a, entonces a′ ≤ b′ ≤ a ≤ x∗, luego, si a′ ≤ x ≤ b′ ≤ x∗, tenemos
f(a
′
) ≤ f(x) ≤ f(b′), por lo tanto∫ b′
a′
f(x)dx ≤ f(b′)(b′ − a′).
Como b
′ ≤ a ≤ x∗, entonces f(b′) ≤ f(a); tambie´n b′ − a′ < b− a. De aqu´ı∫ b′
a′
f(x)dx ≤ f(a)(b′ − a′) < f(a)(b− a).
Ahora, como a ≤ x∗ ≤ b y f(a) = f(b), entonces f(a) ≤ f(x) si x ∈ [a, b], de donde
f(a)(b− a) ≤
∫ b
f(x)dx.
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As´ı, ∫ b′
a′
f(x)dx < f(a)(b− a) ≤
∫ b
a
f(x)dx = 1− α.
Esto completa la demostracio´n del primer caso.231
Si b
′ ≥ b, entonces b′ − a′ ≥ b− a, luego en este caso nada hay que hacer. Supon-
gamos ahora que a
′ ≤ a < b′ < b. En este caso se puede escribir∫ b′
a′
f(x)dx =
∫ b
a
f(x)dx+
[∫ a
a′
f(x)dx−
∫ b
b′
f(x)dx
]
= (1− α) +
[∫ a
a′
f(x)dx−
∫ b
b′
f(x)dx
]
,
y el teorema quedara´ demostrado si mostramos que la expresio´n entre corchetes es
negativa. Ahora, usando el hecho de que f es unimodal, del ordenamiento a
′ ≤ a <
b
′
< b y (ii) tenemos ∫ a
a′
f(x)dx ≤ f(a)(a− a′)
y ∫ b
b′
f(x)dx ≥ f(b)(b− b′),
de donde ∫ a
a′
f(x)dx−
∫ b
b′
f(x)dx ≤ f(a)(a− a′)− f(b)(b− b′).
Ya que f(a) = f(b), b
′ − a′ < b− a y f(a) > 0,
f(a)(a− a′)− f(b)(b− b′) = f(a)[(a− a′)− (b− b′)]
= f(a)[(b
′ − a′)− (b− a)]
< 0,
o sea, ∫ a
a′
f(x)dx−
∫ b
b′
f(x)dx < 0.
232
Corolario 1. Si la funcio´n de densidad final f(θ|x) es unimodal, entonces, para un
valor dado de α, el intervalo del 100(1− α) % de credibilidad de longitud mı´nima de
θ esta´ dado por
{θ : f(θ|x) ≥ k},
donde ∫
{θ:f(θ|x)≥k}
f(θ|x)dθ = 1− α.
Ejemplo 17. Sea (X1, X2, ..., Xn) como en el ejemplo 15. Por el teorema anterior, la
regio´n HPD esta´ dada por
{λ : f(λ|x) ≥ k},
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donde k es elegido tal que ∫
{λ:f(λ|x)≥k}
f(λ|x)dx = 1− α.
Como λ|x ∼ gamma (a+ Σxi, (n+ 1b )−1), se requiere encontrar λL y λU tales que
f(λL|x) = f(λU |x)
y ∫ λU
λL
f(λ|x)dλ = 1− α.
Si a = b = 1, n = 10 y Σxi = 6, mediante un procedimiento nume´rico se encuentra233
que la regio´n HPD del 90 % de credibilidad de λ es [0,253, 1,005].234
3.3 Pruebas de hipo´tesis235
Las pruebas de hipo´tesis son decisiones en las que se debe elegir una de dos hipo´tesis
diferentes,{
H0 : θ ∈ Θ0,
H1 : θ ∈ Θc0,
donde Θ es el espacio parametral, Θ0 ⊂ Θ, Θ0 6= ∅, Θc0 6= ∅.236
En un problema de prueba de hipo´tesis so´lo se pueden realizar dos acciones, aceptar237
H0 o rechazar H0. Estas dos acciones se denotan por medio de a0 y a1, respectiva-238
mente.239
En un problema de prueba de hipo´tesis, la funcio´n de pe´rdida debe reflejar el hecho240
de que si θ ∈ Θ0 pero se toma la decisio´n a1, o si θ ∈ Θc0 pero se toma la decisio´n a0,241
entonces se ha cometido un error. Sin embargo, en los otros dos casos se ha tomado242
la decisio´n correcta.243
La funcio´n de pe´rdida ma´s simple es la funcio´n de pe´rdida 0−1, la cual esta´ definida
como
L(θ, a0) =
{
0 si θ ∈ Θ0,
1 si θ ∈ Θc0,
y
L(θ, a1) =
{
1 si θ ∈ Θ0,
0 si θ ∈ Θc0.
Con la funcio´n de pe´rdida 0−1, si se toma una decisio´n correcta se incurre en una
pe´rdida de 0; si se toma una decisio´n incorrecta se incurre en una pe´rdida de 1. Esta
es una situacio´n en la cual ambos tipos de errores tienen la misma penalizacio´n. Una
funcio´n de pe´rdida ma´s realista es la funcio´n de pe´rdida 0 − 1 generalizada, la cual
esta´ dada como
L(θ, a0) =
{
0 si θ ∈ Θ0,
c0 si θ ∈ Θc0,
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y
L(θ, a1) =
{
c1 si θ ∈ Θ0,
0 si θ ∈ Θc0,
donde c0 > 0 y c1 > 0.244
Con esta funcio´n de pe´rdida, c1 es el costo de un error de tipo I (el error de245
equivocarse al rechazar H0), y c0 es el costo de un error de tipo II (el error de246
equivocarse al aceptar H0).247
Sea k la importancia relativa del error de tipo I con respecto al error de tipo II, es
decir,
k =
c1
c0
.
Si Ra(θ) es la pe´rdida esperada final,
Ra(θ) = E(L(θ, a)) =
∫
Θ
L(θ, a)f(θ|x)dθ,
entonces la regla de decisio´n de Bayes es la accio´n que minimiza Ra(θ). Pero,
Ra0(θ) = E(L(θ, a0) =
∫
Θ
L(θ, a0)f(θ|x)dθ =
∫
Θc0
c0f(θ|x)dθ
= c0P (θ ∈ Θc0|x),
Ra1(θ) = E(L(θ, a1)) =
∫
Θ
L(θ, a1)f(θ|x)dθ = kc0P (θ ∈ Θ0|x).
Por lo tanto, rechazamos H0, o sea se lleva a cabo la accio´n a1, si y so´lo si
Ra1(θ) < Ra0(θ),
si y so´lo si
kc0P (θ ∈ Θ0|x) < c0P (θ ∈ Θc0|x),
si y so´lo si
kP (θ ∈ Θ0|x) < P (θ ∈ Θc0|x),
si y so´lo si
P (θ ∈ Θc0|x) + P (θ ∈ Θ0|x) < P (θ ∈ Θc0|x) +
1
k
P (θ ∈ Θc0|x),
es decir, rechazamos H0 si y so´lo si
P (θ ∈ Θc0|x) >
k
k + 1
. (6)
Si k = 1, esto es si ambos tipos de errores tienen la misma importancia, de (6) se
tiene que rechazamos H0 si y so´lo si
P (θ ∈ Θc0|x) >
1
2
.
Si k = 9, rechazamos H0 si y so´lo si
P (θ ∈ Θc0|x) > 0,9.
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Ana´logamente, aceptamos H0 si y so´lo si
P (θ ∈ Θ0|x) > 1
k + 1
. (7)
Ejemplo 18. Sean x1, x2, ..., xn los valores observados de las v.a.i.i.d. X1, X2, ..., Xn
con distribucio´n N(θ, σ2), donde θ tiene distribucio´n inicial N(µ, τ2), con σ2, µ y
τ2 conocidos. Queremos probar H0 : θ ≤ θ0 contra H1 : θ > θ0. Del ejemplo 6, la
densidad final f(θ|x) es normal con media
nτ2x¯+ σ2µ
nτ2 + σ2
y varianza
σ2τ2
nτ2 + σ2
.
Si en (7) k = 1, es decir si ambos tipos de errores tienen la misma importancia,
entonces aceptamos H0 si y so´lo si
1
2
< P (θ ∈ Θ0|x) = P (θ ≤ θ0|x). (8)
Puesto que f(θ|x) es sime´trica con respecto a su media, la desiguadad (8) se cumple
si y so´lo si
nτ2x¯+ σ2µ
nτ2 + σ2
< θ0,
si y so´lo si
x¯ < θ0 +
σ2(θ0 − µ)
nτ2
.
Por lo tanto, H0 sera´ aceptada como verdadera si y so´lo si
x¯ < θ0 +
σ2(θ0 − µ)
nτ2
.
En caso contrario H1 sera´ aceptada como verdadera.248
En particular, si µ = θ0, y previo a la evidencia muestral a H0 y a H1 se les asigna249
una probabilidad de 12 , entonces H0 sera´ aceptada como verdadera si y so´lo si x¯ < θ0;250
en caso contrario H1 es aceptada como verdadera.251
4. Comentarios finales252
Dada la relevancia que cada vez ma´s esta´n teniendo los me´todos estad´ısticos ba-253
yesianos, es conveniente que las personas interesadas en la estad´ıstica tengan un co-254
nocimiento por lo menos ba´sico de la Estad´ıstica Bayesiana. En particular, los planes255
de estudio de las licenciaturas cuyo propo´sito es formar profesionistas con una bue-256
na preparacio´n estad´ıstica, deber´ıan tener al menos una asignatura sobre Inferencia257
Bayesiana.258
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