We derive general constraints on order and disorder parameters in Ising symmetric spin chains. Our main result is a theorem showing that every gapped, translationally invariant, Ising symmetric spin chain has either a nonzero order parameter or a nonzero disorder parameter. We also prove two more constraints on order and disorder parameters: (i) it is not possible for a gapped, Ising symmetric spin chain to have both a nonzero order parameter and a nonzero disorder parameter; and (ii) it is not possible for a spin chain of this kind to have a nonzero disorder parameter that is odd under the symmetry. These constraints have an interesting implication for self-dual Ising symmetric spin chains: every self-dual spin chain is either gapless or has a degenerate ground state in the thermodynamic limit. All of these constraints generalize to spin chains without translational symmetry. Our proofs rely on previously known bounds on entanglement and correlations in one dimensional systems, as well as the Fuchs-van de Graaf inequality from quantum information theory.
Introduction
There are two distinct ways to probe symmetry breaking in quantum many-body systems. One approach is to use order parameters -local operators that transform under some non-trivial representation of the symmetry group. The other approach is to use disorder parameters -non-local operators that implement a symmetry transformation in some region, dressed with local operators along the boundary of the region [1] . These two approaches are complementary: while order parameters are useful for detecting symmetry breaking, disorder parameters are useful for detecting the absence of symmetry breaking.
The goal of this paper is to uncover the precise relationship between these two types of probes. To make progress, we focus on the simplest class of many-body systems in which order and disorder parameters can be defined: one dimensional quantum spin chains with Ising symmetry.
We begin by recalling the (rough) definitions of order and disorder parameters in the context of Ising symmetric spin chains. Consider a spin chain composed out of spin-1/2 moments. Suppose that the Hamiltonian commutes with the Ising symmetry transformation, S = i σ Depending on the value of B, this model can be in two phases: a phase with spontaneously broken symmetry for |B| < 1, and a phase without symmetry breaking for |B| > 1. These two phases illustrate the concepts of order and disorder parameters. Indeed, a well-known property of the symmetry breaking phase is that lim |i−j|→∞ σ z i σ z j = 0. By the above definition, this property means that the symmetry breaking phase has a nonzero order parameter, namely O i = σ z i . Likewise, a well-known property of the symmetric phase is that lim |i−j|→∞ j k=i+1 σ x k = 0. Following the above definition, this means that the symmetric phase has a nonzero disorder parameter, namely O i = 1.
The above example raises the central question of this paper: we can see that the transverse field Ising model has either a nonzero order parameter or a nonzero disorder parameter for every B except at the critical points B = ±1. But is this true more generally? That is, does every gapped, translationally invariant, Ising symmetric spin chain have either a nonzero order parameter or a nonzero disorder parameter?
Conventional wisdom suggests that the answer is 'yes.' The reasoning goes as follows: we expect that every spin chain of this kind can be adiabatically connected to the transverse field Ising model in either the symmetry breaking (|B| < 1) or symmetric (|B| > 1) phase [2, 3] . Therefore, since both phases of the transverse field Ising model have a nonzero order parameter or a nonzero disorder parameter, every gapped spin chain must also have this property [4] .
In this paper, we confirm this intuition: we show that every gapped, translationally invariant, Ising symmetric spin chain has either a nonzero order parameter or a nonzero disorder parameter (Theorem 1). Our proof, however, does not follow the above line of reasoning, which is difficult to make rigorous. Instead, we derive a direct connection between order and disorder parameters using results from quantum information theory [5] together with bounds on correlations [6, 7] and entanglement [8] in one dimensional gapped ground states.
Our arguments also generalize to spin chains without translational symmetry. In that case, the statement of our theorem is slightly different since there is no reason that there has to be a nonzero order parameter or nonzero disorder parameter that is defined throughout the entire spin chainparts of the spin chain may be ordered and other parts may be disordered. Thus, what we prove is that the spin chain can always be divided into a few regions, each of which supports either a nonzero order parameter or a nonzero disorder parameter (Theorem 2).
In addition to the above constraint -the main result of this paper -we also prove two other general constraints on order and disorder parameters: we show that (i) it is not possible for a gapped, Ising symmetric spin chain to have both a nonzero order parameter and a nonzero disorder parameter; and (ii) it is not possible for a spin chain of this kind to have a nonzero disorder parameter in which O i is odd under the symmetry (Theorems 3-4). All together, we believe that this is a complete list of constraints on order and disorder parameters in Ising symmetric spin chains.
As a bonus, our constraints have an interesting implication for self-dual spin chains -that is, spin chains that are invariant under the Kramers-Wannier duality transformation: they imply that every self-dual Ising symmetric spin chain is either gapless or has a degenerate ground state in the thermodynamic limit (Corollary 1).
What is our motivation for considering these questions? First, order and disorder parameters are key concepts in the theory of symmetry breaking in one dimension, and therefore we believe it is intrinsically important to understand their relationship to one another. In fact, it is possible to generalize order and disorder parameters to higher dimensional spin systems and gauge theories [1, 9] and one can ask similar questions in that context; the questions we consider here are the simplest examples of a larger class of problems.
Another source of motivation has to do with a seemingly unrelated problem about gapped boundaries of two dimensional topological phases. Previous work has argued that gapped boundaries of two dimensional Abelian topological phase always obey a property known as 'braiding nondegeneracy' [10] . This property has important physical implications. For example, it is key for understanding why the boundaries of certain topological phases are necessarily gapless [10] . With Theorem 1, we can rigorously establish this property for the simplest nontrivial topological phase: the toric code model [11, 12] . This application will be explored in a follow-up paper [13] .
This paper is organized as follows. In section 2, we discuss our main result: every gapped, translationally invariant, Ising symmetric spin chain has either a nonzero order parameter or a nonzero disorder parameter. In section 3 we present two other constraints on order and disorder parameters (namely constraints (i) and (ii) mentioned above) and in section 4 we discuss the implications of these constraints for self-dual spin chains. In sections 5 and 6 we present the proofs of our constraints. 
Main result
Before stating our main result, we need to explain our setup. We consider spin chains made up of L spins, arranged in a ring geometry (Fig. 1a ). Each spin has d possible states. We consider Hamiltonians with nearest neighbor interactions and with bounded norm:
We assume that H is invariant under an Ising symmetry transformation of the form
where S i is a unitary operator acting on each d-dimensional spin. Note that we do not sacrifice any generality in restricting to Hamiltonians with nearest-neighbor interactions: every one dimensional Hamiltonian with finite range interactions can be represented using nearest neighbor interactions by clustering sufficiently large groups of spins into superspins. Also note that we do not assume that H is translationally invariant at this point. Next we define the notion of an order parameter -or more precisely a '(δ, ) order parameter':
Definition. A collection of operators {O i : i ∈ X} with X ⊂ {1, ..., L} is called a (δ, ) order parameter for a state |ψ , if
The set X is called the domain of definition of the order parameter.
Here δ and are two positive real numbers that characterize different aspects of the order parameter: describes the size of the region of support of the O i operators (Fig. 1b) while δ describes the strength of the (two-point) correlations. Likewise, the subset X ⊂ {1, ..., L} should be thought of as the region where the order parameter is defined. In many cases, order parameters will be defined on the whole system, X = {1, ..., L}, but the above definition allows for the more general possibility where the order parameter is only defined on a subset of the system. This is particularly relevant to systems without translational symmetry.
Our definition for a disorder parameter is similar:
The set X is called the domain of definition of the disorder parameter.
Note that in the definition of disorder parameters, the O i operators are either all even or all odd. Thus we can distinguish between two types of disorder parameters: 'even' and 'odd' disorder parameters.
We are now ready to present our main result. Let H be an Ising symmetric Hamiltonian of the form given in Eq. (1). The eigenstates of H can always be chosen so that they have a definite parity -even or odd -under the Ising symmetry. In this paper, we focus on the even eigenstates.
1 Our results depend on a single assumption: the lowest energy eigenvalue within the even subspace is non-degenerate. We will denote the corresponding eigenstate by |Ω and the energy gap within the even subspace by . Our first result is that if H is translationally invariant, then |Ω is guaranteed to have either a (δ, ) order parameter or a (δ, ) disorder parameter for appropriate δ and : Theorem 1. If H is translationally invariant, then |Ω has either a (δ, ) order parameter or a (δ, ) disorder parameter defined on the whole spin chain (i.e. X = {1, ..., L}) with
(Here, and in the remainder of the paper, we useÕ notation as follows:
) means that there exists constants C and k such that
) for all x). A few comments about Theorem 1: (1) It is important to recognize that the existence of a (δ, ) order/disorder parameter is only meaningful if is smaller than the system size L. This means that the theorem does not give any meaningful constraints on gapless spin chains whose energy gaps scale like ∼ L −1 since in that case the bound on is larger than L. On the other hand, the theorem does tell us something about gapped spin chains, i.e. spin chains where is bounded away from zero for arbitrarily large system sizes L; in this case, the theorem implies that there must be either an order parameter or a disorder parameter supported within a finite length scale that does not scale with the system size.
(2) The reader may worry that the theorem is inconsistent with the standard picture in which order/disorder parameters become arbitrarily small near critical points. The key point is that, unlike the standard setup, we do not fix a choice of order/disorder parameters across different Hamiltonians: these operators can change as we approach a critical point and, in particular, the region of support of these operators can grow (subject to the bound in Eq. 3) in order to maintain a fixed value of δ.
(3) To illustrate the theorem, consider the transverse field Ising model near the critical point. In this case, Theorem 1 implies that there exists either a (δ, ) order parameter or (δ, ) disorder parameter with δ ∼ 1 and −2 . It is interesting to compare this result to the usual renormalization group picture for the transverse field Ising model. Imagine we coarse grain the spin chain to a length scale of the same order as the correlation length ξ. According to the renormalization group picture, we expect that the usual order and disorder parameters will have strength δ ∼ 1 at this length scale. This suggests that we can always find an order or disorder parameter with δ ∼ 1 and ξ ∼ −1 . Comparing with the above results, we see that Theorem 1 is consistent with the renormalization group picture and in fact the bounds on are weaker then one might expect. This suggests that it may be possible to strengthen these bounds further.
We now move on to the more general case where H is not necessarily translationally invariant. In this case, the ground state can be spatially inhomogeneous so we may anticipate that the system can contain three types of regions: (1) regions that support an order parameter, (2) regions that support a disorder parameter that is even under S, and (3) regions that support a disorder parameter that is odd under S. The following theorem tells us that in fact, these three regions encompass the entire spin chain: Theorem 2. For general H, there exists three sets X o , X d1 , X d2 with X o ∪ X d1 ∪ X d2 = {1, ..., L} such that |Ω has a (δ, ) order parameter on X o , a (δ, ) disorder parameter that is even under S on X d1 , and a (δ, ) disorder parameter that is odd under S on X d2 . Here δ = and ≤Õ(
Note that Theorem 2 is the natural generalization of Theorem 1: it shows that general spin chains can always be divided into three regions, each of which supports either an order parameter or a disorder parameter with definite parity.
Two more constraints on order and disorder parameters
In addition to the above results we also prove two more constraints on order and disorder parameters. These constraints do not simplify significantly in the translationally invariant case, so we will only state them in the general (non-translationally invariant) case. The first constraint is as follows:
Theorem 3. If |Ω has a (δ, ) order parameter defined at two points i 1 , i 3 and a (δ, ) disorder parameter defined at two points i 2 , i 4 with i 1 < i 2 < i 3 < i 4 , then
To understand the implications of this result, consider the case where the (δ, ) order parameter and (δ, ) disorder parameter are defined throughout the entire spin chain, i.e. X = {1, ..., L}. In this case, we can choose i 1 , i 2 , i 3 , i 4 to be equally spaced with a separation of L/4. Then Eq. 4 implies
This bound implies that is not possible for a spin chain to have both a (δ, ) order parameter and a (δ, ) disorder parameter defined throughout the whole chain and also have a finite gap in the limit L → ∞. This is the constraint (i) mentioned in the introduction. Our second constraint has a similar structure:
Again, the meaning of this constraint is most clear in the case where there is an odd (δ, ) disorder parameter that is defined throughout the entire spin chain. As above, if we choose i 1 , i 2 , i 3 , i 4 to be equally spaced we derive the inequality (5). It then follows that it is not possible for a spin chain to have a (δ, ) disorder parameter that is odd under the symmetry and also have a finite gap in the limit L → ∞. This is the constraint (ii) mentioned in the introduction.
Unlike Theorems 1-2, the proofs of Theorem 3 and 4 are straightforward: both theorems follow from the non-trivial commutation algebra obeyed by order and disorder parameters. In particular, Theorem 3 originates from the fact that order and disorder parameters anticommute, e.g. σ
anticommutes with
Likewise, Theorem 4 comes from the fact that odd disorder parameters obey a fermionic commutation algebra [14] . We present these proofs in section 6.
Application to self-dual spin chains
Our results have an interesting application to self-dual spin chains. Here we define the notion of self-dual spin chains as follows. Consider a spin-1/2 chain consisting of L spins arranged in a ring, and consider a Hamiltonian of the form H = i H i where H i ≤ 1 and where each H i is supported on the interval [i, i + r] for some integer r ≤ L − 1, which we will refer to as the 'range' of H.
Suppose further that H commutes with the Ising symmetry
where H even is the restriction of H to the even (S = 1) subspace and U D is the unitary operator, defined within the even subspace, given by
The simplest example of a self-dual spin chain is the transverse field Ising model at B = 1.
Corollary 1.
For a self-dual spin chain with interactions of range r, the energy gap within the even subspace is bounded by ≤ O(
(Here, and in the rest of the paper, f (x) = O(g(x)) means that there exists a constant C such that |f (x)| ≤ Cg(x) for all x).
This corollary implies that self-dual Ising symmetric spin chains cannot have a gapped, nondegenerate ground state (within the even subspace) in the thermodynamic limit L → ∞.
Proof. Let |Ω be the lowest energy even eigenstate. Given that the spin chain is self-dual we know that U D |Ω ∝ |Ω . To understand the implications of this, notice that the duality transformation maps order parameters onto even disorder parameters and vice-versa, e.g.
It follows that if |Ω has a (δ, ) order parameter, then it also has an even (δ, ) disorder parameter and vice-versa. Next observe that every self-dual Hamiltonian is translationally invariant since the square of the duality transformation acts like a unit translation on all even operators. This means that we can apply Theorem 1 which tells us that |Ω has either a (δ, ) order parameter or a (δ, ) disorder parameter with
Here, the bound on comes from the fact that, in order to apply Theorem 1, we first need to cluster r adjacent spin-1/2's into superspins of dimension d = 2 r in order to convert our spin chain into one with nearest neighbor interactions.
Combining this observation with the previous one, we conclude that either (a) |Ω has both a (δ, ) order parameter and an even (δ, ) disorder parameter obeying (7) or (b) |Ω has an odd (δ, ) disorder parameter obeying (7) . In the first case, Theorem 3 implies thatL
is the length of our spin chain after clustering together r adjacent spin-1/2's into superspins. In the second case, we again deduce thatL ≤ 8 +Õ( 1 ) -this time using Theorem 4.
The last step is to use the bound on (7), which gives the inequality L ≤Õ( 
Proof of main result
In this section, we prove Theorems 1 and 2. We begin with some definitions.
Definitions
First some notation: for each subset X ⊂ {1, ..., L}, let S X be the symmetry transformation restricted to X, i.e.
Next, we define a notion of when a state |ψ is 'δ strongly-ordered' on a pair of intervals I 1 , I 2 : 
We also define a notion of when a state is 'δ weakly-ordered' on a pair of intervals I 1 , I 2 :
Definition. A state |ψ is δ weakly-ordered on intervals I 1 , I 2 if there exists an operator A such that:
2. A is odd under S I 1 and S I 2 .
To get some intuition about the above definition, notice that we can always expand A as a linear combination A = α O 1α O 2α where O 1α , O 2α are operators supported on I 1 , I 2 . The second condition then amounts to the requirement that O 1α and O 2α are odd under S for all α. Likewise, the third condition becomes | α O 1α O 2α ψ | ≥ δ. From this point of view, we can see that the main difference between δ weak order and δ strong order is that the former characterizes the correlations that can be detected by entangled operators of the form α O 1α O 2α , while the latter characterizes the correlations that can be detected by simple products O 1 O 2 .
We define the notion of δ strong disorder and δ weak disorder in a similar fashion: 
where J is the interval between I 1 and I 2 .
Notice that O 1 , O 2 may be both even or both odd under S: in the former case, we will say that |ψ is δ strongly-disordered with even parity, while in the latter case we will say that |ψ is δ strongly-disordered with odd parity. 
2.
A is even under both S I 1 , S I 2 or odd under both S I 1 , S I 2 .
3. | AS J ψ | ≥ δ where J is the interval between I 1 and I 2 .
4.
A ≤ 1.
Similarly to above, we will say that |ψ is δ weakly-disordered with even or odd parity depending on whether A is even or odd under S I 1 , S I 2 .
Main argument
Before giving the proof of Theorems 1-2, we need to introduce one last piece of notation: given an interval I ⊂ {1, ..., L} we define I + and I − to be the two intervals that are adjacent to I and have the same length as I (see Fig. 2 ). Also, we define I to be the interval
Proof. (of Theorems 1 and 2) We start by proving Theorem 2: we show that there exists three sets
.., L}, such that |Ω has a (δ, ) order parameter on X o , a (δ, ) disorder parameter that is even under S on X d1 , and a (δ, ) disorder parameter that is odd under S on X d2 .
We proceed in three steps -each of which depends on an associated lemma. We give the proofs of these lemmas in the next section. The first lemma is a quantum information theory result that applies to any state |ψ that has a definite parity under S: Lemma 1. Let |ψ be a state that is even or odd under S. For every pair of disjoint intervals I 1 , I 2 , the state |ψ is either δ weakly-ordered on I 1 , I 2 or (1 − δ)/2 weakly-disordered on the complementary intervals J 1 , J 2 .
Lemma 1 is useful because it gives a way to construct the three sets X o , X d1 and X d2 . Fix an integer > 0, to be chosen later, and for each i ∈ {1, ..., L}, define I i ≡ [i + 1, i + ]. We claim that the state |Ω is either 1/3 weakly-ordered on I i , I i or 1/3 weakly-disordered on I 
Lemma 2 is important because it allows us to 'upgrade' from weak order/disorder to strong order/disorder. This upgrade, in turn, allows us to construct order and disorder parameters. To construct an order parameter, we apply the above lemma with δ = 1/3. We then choose to be larger than the length λ given in the above lemma. With this choice of , it follows that |Ω is 1/6 strongly-ordered on I i , I i for each i ∈ X o . This means that, for each i ∈ X o , there exists operators O i , O i supported on I i , I i that are odd under the symmetry and satisfy
We define our order parameter to be the corresponding O i operators: {O i : i ∈ X o }. Likewise, to construct disorder parameters, we use the lemma to deduce that, for each i ∈ X d1 (i ∈ X d2 ), there exists operators O i , O i supported on I . We define the disorder parameters on X d1 , X d2 to be the corresponding O i operators: {O i : i ∈ X d1 } and {O i : i ∈ X d2 }.
All that remains is to show that the above order and disorder parameters have long range correlations. We do this with the help of the following lemma: Lemma 3. Let I 1 , I 2 be two disjoint intervals and let min = min(|I 1 |, |I 2 |, dist(I 1 , I 2 )). For any operators O 1 , O 1 , O 2 , O 2 supported on I 1 , I 1 , I 2 , I 2 that are all odd or all even under S and have norm of at most 1,
where f ( ) = poly( , −1 )e −c for some c > 0, and J denotes the interval between I 1 and I 2 .
To apply Lemma 3, consider any i, j ∈ X o with |j − i| ≥ 2 . Then, it is easy to see that min(|I i |, |I j |, dist(I i , I j )) = so the inequality (9) implies that
Likewise, for every i, j ∈ X d1 or i, j ∈ X d2 with |j − i| ≥ 2 , the inequality (10) implies that
The last step is to note that above expression for f ( ) implies that there exists ξ =Õ(
for ≥ ξ. Therefore, if we choose = max(λ, ξ), then we have
At this point we have constructed a (δ, ) order parameter on X o , and a (δ, ) disorder parameter on X d1 and X d2 with δ = 1 72 and = max(λ, ξ) ≤Õ(
2 ). This establishes Theorem 2. The proof of Theorem 1 is almost exactly the same: the only change in this case is that translational symmetry guarantees that X o and X d1 and X d2 must either be empty sets or the full set {1, ..., L}. This means that at least one of X o , X d1 or X d2 = {1, ..., L}, so |Ω has either a (δ, ) order parameter or (δ, ) disorder parameter defined on the whole system, as claimed.
The Fuchs-van de Graaf inequality and the proof of Lemma 1
In this section, we prove Lemma 1. At the heart of the proof is the following general inequality from quantum information theory. Consider any two spin states |ψ , |ψ and any collection of spins, X ⊂ {1, ..., L}. Then:
Here the first maximum is over all operators A that have A ≤ 1 and are supported in X, and the second maximum is over all unitary operators U that are supported in X c . Intuitively, the first term in Eq. (11) measures how distinguishable |ψ , |ψ are with respect to observables in X, while the second term measures to what extent |ψ can be transformed into |ψ by a unitary operation in X c . Thus, (11) tells us that if two states look similar with respect to measurements in X, then it must be possible to (approximately) transform one state into the other with an operation in X c . The inequality (11) is easiest to prove in the limiting case where the first term is exactly zero: i.e. A ψ = A ψ for every A supported in X. In this case, |ψ and |ψ have identical reduced density matrices in the region X. It then follows that there exists a unitary operator U , supported in X c , such that U |ψ = |ψ : indeed, the operator U that does the job is the unitary transformation that rotates the Schmidt states for |ψ in the region X c into the corresponding Schmidt states for |ψ . To derive the inequality (11) in the general case, let ρ, ρ be the reduced density matrices of |ψ , |ψ in the region X. The first term in Eq. (11) is then equal to the 'trace distance' between ρ, ρ , usually denoted by D(ρ, ρ ). Likewise, the second term in Eq. (11) can be identified with the square root of the 'fidelity', F (ρ, ρ ), using Uhlmann's theorem [15] . With these identifications, Eq. (11) is an immediate consequence of the Fuchs-van de Graaf inequality [5] :
With the inequality (11) in hand, we are now ready to prove Lemma 1: Lemma 1. Let |ψ be a state that is even or odd under S. For every pair of disjoint intervals I 1 , I 2 , the state |ψ is either δ weakly-ordered on I 1 , I 2 or (1 − δ)/2 weakly-disordered on the complementary intervals J 1 , J 2 .
Proof. Let |ψ = S I 2 |ψ , and X = I 1 ∪ I 2 . Substituting this into (11) gives
An obvious consequence of Eq. (12) is that either:
(i) The first term is larger than δ.
(ii) The second term is larger than 1 − δ.
We claim that in case (i), |ψ is δ weakly ordered on I 1 , I 2 , while in case (ii), |ψ is (1 − δ)/2 weakly disordered on J 1 , J 2 . Indeed, in case (i), define
where A * is the maximal choice of A. By assumption, | B ψ | ≥ δ. Furthermore, it is easy to see that B is supported on I 1 ∪ I 2 , is odd under S I 1 , S I 2 and has norm of at most 1. It follows that |ψ is δ weakly ordered on I 1 , I 2 . In case (ii), define
where U * is the maximal choice of U . By assumption,
Furthermore, it is easy to see that U ± are supported on J 1 ∪ J 2 , are even/odd under S J 1 , S J 2 , and have norm of at most 1. It follows that |ψ is (1 − δ)/2 weakly disordered on J 1 , J 2 .
Some bounds on correlations and the proof of Lemma 3
We now give the proof of Lemma 3. One of the key tools in our proof is a general result about the 'factorizability' of gapped ground states. This result was first proven by Hastings [6] and subsequently generalized in Ref. [7] . Here we adapt this result to the case of interest, namely Ising symmetric Hamiltonians in a ring geometry:
Theorem 5. (Hastings) Let |Ω be the lowest energy even eigenstate of an Ising symmetric Hamiltonian H (1). Then for every interval I and every > 0 there exists a corresponding Hermitian projection operator P I ( ) that is supported on I, is even under S, and has the following property: given a partition of {1, ..., L} into four intervals I 1 , I 2 , I 3 , I 4 , there exists an operator P bd ( ) with P bd ( ) ≤ 1, that is even under S and is supported in the region X bd = {i : dist(i, I n ) < /2, for at least two different n's} such that
where c 1 > 0 is a numerical constant, is the energy gap within the even subspace, and P s is the projection onto the even subspace.
Proof. There are only three small differences between Theorem 5 and Hastings' original result (Lemma 1 from Ref. [6] ): First, Theorem 5 applies to Ising symmetric Hamiltonians that have a gap within the even subspace while Lemma 1 from Ref. [6] applies to generic Hamiltonians that have a gap within the full Hilbert space. Second, Theorem 5 applies to spin chains with a ring geometry while Lemma 1 from Ref. [6] applies to spin chains with open boundary conditions. Finally, Theorem 5 applies to a partition into four intervals while Lemma 1 from Ref. [6] applies to a partition into two intervals. The first difference has only a very minor effect on the proof -all arguments go through exactly as in Ref. [6] , with the only modification being that one need to multiply the right hand side of Eq. (A.6) in Ref. [6] by the projector P s ; this P s is carried through to all subsequent equations, including the final result (A.11). The second and third differences are even more trivial: it is not hard to see that the proof given in Ref. [6] works equally well for a ring geometry and for a partition into any finite number of intervals.
We now use the above theorem to prove three propositions. The first proposition essentially says that the P I operators defined above can be used as (approximate) ground state projection operators in appropriate circumstances: Proposition 1. (Gd. state projectors) Let A be an operator that is even under S, has norm of at most 1 and is supported on I 1 ∪ I 2 where I 1 , I 2 are two intervals separated by a distance of at least . Then,
whereĨ j ≡ {i : dist(i, I j ) < /2} and J denotes the interval between I 1 and I 2 .
Proof. We will start with (14) . LetJ andK be the two intervals that make up (Ĩ 1 ∪Ĩ 2 ) c . Theñ I 1 ,Ĩ 2 ,J,K define a partition of {1, ..., N } into four intervals. Therefore Theorem 5 implies that
Multiplying this equation by A|Ω , and dropping the 's for notational simplicity, we derive:
Reordering the terms, using the fact that PJ , PK, P bd , P s commute with A, gives
At the same time, Eq. 16 implies that
Indeed, this follows from the following claim [16] : Claim 1. Suppose that | ψ|P O|ψ − 1| ≤ α where P is a projector and O ≤ 1. Then:
For example, to derive the first equation in (18), set P = PJ and O = PĨ 1 ( )PĨ 2 ( )PK( )P bd ( )P s , and |ψ = |Ω . The other equations follow in a similar manner.
Proof. (of Claim 1) Note that the Cauchy-Schwarz inequality implies
At the same time, the following inequality holds for any vectors |φ , |φ with norm at most 1:
Applying this inequality to |ψ , P |ψ , we derive
This establishes (19) . Likewise, applying (21) to O|ψ , P |ψ , we deduce that
By the triangle inequality,
This establishes (20).
If we now combine (17) and (18), we deduce that
This completes our derivation of (14) . As for (15) , note that the theorem implies that
Similarly to before, reordering the terms gives
By the same reasoning as above, Eq. 18 implies the desired inequality:
We now move on to the second proposition -a variation of Hastings' result that gapped ground states have short range correlations [17] : Proposition 2. (Short-range correlations) Let O 1 , O 2 be two operators that are even under the symmetry, have norm of at most 1 and are supported on intervals I 1 , I 2 separated by a distance of at least . Then,
Proof. By construction, I 1 , I c 1 define a partition of {1, ..., L} into two intervals. Therefore, according to the above theorem (with I 3 and I 4 being empty sets),
Sandwiching this inequality between Ω|O 1 and O 2 |Ω gives
where we have dropped the 's for clarity. Reordering the terms, we obtain
where we have used the fact that O 1 commutes with P I c 1 and O 2 commutes with P s , P bd , P I 1 . At the same time, using (24) and Claim 1, we deduce
Combining (25) and (26) gives:
This implies the desired inequality (23).
Our final proposition is also a result about short-range correlations, but in the more complicated case where the operators in question are either odd under symmetry or involve a symmetry transformation along an interval: 
where Eqs. (27) and (29) hold for every O 1 , O 2 that are supported on I 1 , I 2 , are odd under S, and have norm of at most 1, and Eq. (28) holds for every O 1 , O 2 that are supported on I 1 , I 2 , are even under S, and have norm of at most 1. Here, c 2 > 0 is a constant, and J is the interval between I 1 , I 2 .
This gives the desired inequality, Eq. (28), with h( ) = O( 4 g( /2)). The proof of Eq. (29) follows in exactly the same way.
We are now ready to prove Lemma 3:
Lemma 3. Let I 1 , I 2 be two disjoint intervals and let min = min(|I 1 |, |I 2 |, dist(I 1 , I 2 )). For any operators O 1 , O 1 , O 2 , O 2 supported on I 1 , I 1 , I 2 , I 2 that are all odd or all even under S and have norm of at most 1,
Proof. We begin with (32). LetĨ = {i : dist(i, I) < min /4} and
The proof proceeds in three steps. First, we note that P 1 , O 1 and P 2 , O 2 are supported on two intervalsĨ 1 ,Ĩ 2 which are separated by a distance of at least min /2. Therefore Proposition 2 implies
It follows that
Next observe that
Substituting these inequalities into (34), we conclude that
Next we invoke Proposition 1 which implies that
Combining (35),(36), we derive:
This establishes the desired inequality (32) with f ( ) = O( g( /2)).
The derivation of (33) is similar: first we note that
by the same reasoning as in (34). Next we observe that
where the first equality follows from S † J∪I 2
and similarly for the second equality. Also, we have the inequalities
|Ω
Putting this together gives:
Next, we invoke Proposition 1 to deduce
Combining (37), (38), we derive
This establishes the desired inequality (33) with f ( ) = O( g( /2)).
A bound on entanglement and the proof of Lemma 2
In this section we prove Lemma 2. The key tool in our proof is a bound on entanglement in gapped ground states due to Arad, Kitaev, Landau, and Vazirani [8] . Here we adapt this bound to the case of Ising symmetric Hamiltonians:
Theorem 6. (AKLV) Let |Ω be the lowest energy even eigenstate of an Ising symmetric Hamiltonian H (1) and let be the energy gap in the even subspace. Then for every bipartition of the spin chain into two intervals, and every ∆ > 0, there exists an even state |ψ with overlap | ψ|Ω | ≥ 1−∆ and with a Schmidt rank across the cut of at most s = eÕ (log
Proof. There are only two small differences between Theorem 6 and the original result of Arad, Kitaev, Landau, and Vazirani (Lemma 6.3 from Ref. [8] ): first, Theorem 6 applies to Ising symmetric Hamiltonians that have a gap within the even subspace, while Lemma 6.3 from Ref. [8] applies to generic Hamiltonians with a gap within the full Hilbert space. Second, Theorem 6 applies to spin chains in a ring geometry while Lemma 6.3 from Ref. [8] applies to spin chains with open boundary conditions. The first modification does not affect the proof in any way: the approximate ground state projector (AGSP) constructed in Ref. [8] is guaranteed to be Ising symmetric as long as the Hamiltonian is, so the same arguments go through in the Ising symmetric case as in Lemma 6.3 in Ref. [8] . The second modification can also be accommodated trivially since any spin chain in a ring geometry can be rewritten as a spin chain with open boundary conditions, by 'squashing' the ring -that is, clustering pairs of spins i, L − i into a single superspin with dimension d 2 .
We now proceed with the proof of Lemma 2:
Lemma 2. For every δ > 0, there exists a length λ =Õ(
2 ) such that if |Ω is δ weakly-ordered on I 1 , I 2 then it is δ/2 strongly-ordered on I 1 , I 2 for all I 1 , I 2 that are separated by a distance of at least λ. Likewise, if |Ω is δ weakly-disordered on I 1 , I 2 with even (odd) parity then it is δ/2 strongly-disordered on I 1 , I 2 with even (odd) parity for all I 1 , I 2 separated by at least λ.
Proof. We begin with the first part of the Lemma. Suppose that |Ω is δ weakly ordered on I 1 , I 2 . We wish to show that it is δ/2 strongly ordered on I 1 , I 2 as long as I 1 , I 2 are separated by a sufficiently large distance. The first step is to invoke Theorem 6 to construct a state |ψ that has a Schmidt rank s = eÕ Now since |Ω is δ weakly ordered on I 1 , I 2 , there exists an operator A supported on I 1 ∪ I 2 that is odd under S I 1 and S I 2 and satisfies Ω|A|Ω ≥ δ. Like any operator acting on I 1 ∪ I 2 we can decompose A into a sum are odd under the symmetry for all the nonvanishing terms in (39). Now consider the expectation value ψ|A|ψ . It is clear from the expression for |ψ that the only terms in (39) that contribute are those with α, β ≤ s, so that
At the same time, the formula for the trace distance between pure states implies that
Combining these three equations with the fact that Ω|A|Ω ≥ δ, implies the lower bound
Next we invoke Proposition 3. In particular, we use Eq. (27) to deduce that
since A trun is a sum of s 2 terms, each of the form O 1 O 2 . To proceed further, consider the problem of maximizing the quantity |Tr(B[ρ 1 ⊗ ρ 2 ])| subject to the constraint that B is supported on I 1 ∪ I 2 , is odd under S I 1 and S I 2 , and has norm at most 1. Given that ρ 1 ⊗ ρ 2 is a tensor product of two operators supported on I 1 , I 2 it is clear that the maximal choice of B is a product of the form B * = O 1 * ⊗ O 2 * where O 1 * , O 2 * are supported on I 1 , I 2 , are odd under the symmetry, and have norm of at most 1. In particular, this means that
At the same time, we can apply Eq. (27) again to derive the inequality
We now combine the four inequalities (40), (41), (42), (43) to conclude that
The last step is to choose ∆ so that 4 √ 2∆ = δ/4. The inequality then becomes
Finally, comparing the expressions for h( ) and s, we see that there exists λ =Õ(
This proves the first part of the Lemma.
To prove the second part, we use the same logic. Suppose that |Ω is δ weakly disordered with even parity. Then there exists an operator A supported on I 1 ∪ I 2 that is even under S I 1 and satisfies Ω|AS J |Ω ≥ δ. As above, we can approximate |Ω by a state |ψ with overlap 1 − ∆ and Schmidt rank s for the bipartition I ∪ I c . Decomposing |ψ and A in the same way as above, we have 
Proofs of additional constraints
In this section, we present the proofs of the two additional constraints on order and disorder parameters: Theorems 3 and 4.
Theorem 3. If |Ω has a (δ, ) order parameter defined at two points i 1 , i 3 and a (δ, ) disorder parameter defined at two points i 2 , i 4 with i 1 < i 2 < i 3 < i 4 , then S k |Ω = δ, since we can always make these equalities hold by replacing O i → κ i O i for appropriate |κ i | ≤ 1. Let min = min k,l (|i k − i l |) − 2 and define
S k , where
and where K j = [i j − , i j + ] andK j = {i : dist(i, K j ) < min /2}. Then according to Proposition 1,
Likewise,
At the same time, U and V anti-commute:
Indeed, this follows immediately from the fact that P 3 O 3 is odd under the symmetry S = k S k .
Combining (45)- (47), we deduce that
Plugging in the expression for g gives the desired inequality: min ≤Õ(log δ −1 / ). S k |Ω = δ Let min = min k,l (|i k − i l |) − 2 and define
Another natural extension would be to consider spin chains whose symmetry transformations are not onsite, i.e. not a product of single spin unitaries. (For an example, see the Ising symmetry transformation given in Ref. [18] ). Results about such spin chains would be relevant to the edge physics of two dimensional symmetry protected topological phases.
Finally, one could consider higher dimensional spin systems. We do not know whether Theorem 1, which guarantees the existence of order or disorder parameters in gapped, translationally invariant spin chains, has an analog in higher dimensions. However, Theorem 2, which guarantees a similar result in the non-translationally invariant case, is unlikely to have such a generalization. Indeed, the phenomenon of weak symmetry breaking [19] shows that there exist two dimensional gapped systems with broken symmetries whose order parameters are non-local. These systems do not support either a disorder parameter or a local order parameter anywhere in the weak symmetry breaking region so they provide counterexamples to higher dimensional analogs of Theorem 2.
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