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Abstract
Earlier approaches indirectly studied the
information captured by the hidden states
of recurrent and non-recurrent neural ma-
chine translation models by feeding them
into different classifiers. In this paper, we
look at the encoder hidden states of both
transformer and recurrent machine trans-
lation models from the nearest neighbors
perspective. We investigate to what ex-
tent the nearest neighbors share informa-
tion with the underlying word embeddings
as well as related WordNet entries. Addi-
tionally, we study the underlying syntactic
structure of the nearest neighbors to shed
light on the role of syntactic similarities in
bringing the neighbors together. We com-
pare transformer and recurrent models in
a more intrinsic way in terms of capturing
lexical semantics and syntactic structures,
in contrast to extrinsic approaches used by
previous works. In agreement with the ex-
trinsic evaluations in the earlier works, our
experimental results show that transform-
ers are superior in capturing lexical seman-
tics, but not necessarily better in capturing
the underlying syntax. Additionally, we
show that the backward recurrent layer in a
recurrent model learns more about the se-
mantics of words, whereas the forward re-
current layer encodes more context.
1 Introduction
Neural machine translation (NMT) has achieved
state-of-the-art performance for many language
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pairs (Bahdanau et al., 2015; Luong et al., 2015b;
Jean et al., 2015; Wu et al., 2016; Vaswani et
al., 2017). Additionally, it is straightforward to
train an NMT system in an end-to-end fashion.
This has been made possible with an encoder-
decoder architecture that encodes the source sen-
tence into a distributed representation and then de-
codes this representation into a sentence in the
target language. While earlier work has investi-
gated what information is captured by the atten-
tion mechanism of an NMT system (Ghader and
Monz, 2017), it is not exactly clear what linguistic
information from the source sentence is encoded in
the hidden distributed representation themselves.
Recently, some attempts have been made to shed
some light on the information that is being encoded
in the intermediate distributed representations (Shi
et al., 2016; Belinkov et al., 2017).
Feeding the hidden states of the encoder of dif-
ferent seq2seq systems, including multiple NMT
systems, as the input to different classifiers, Shi
et al. (2016) aim to show what syntactic informa-
tion is encoded in the hidden states. They pro-
vide evidence that syntactic information such as
the voice and tense of a sentence and the part-of-
speech (POS) tags of words are being learned with
reasonable accuracy. They also provide evidence
that more complex syntactic information such as
the parse tree of a sentence is also learned, but with
lower accuracy.
Belinkov et al. (2017) follow the same approach
as Shi et al. (2016) to conduct more analyses about
how syntactic and morphological information are
encoded in the hidden states of the encoder. They
carry out experiments for POS tagging and mor-
phological tagging. They study the effect of dif-
ferent word representations, different layers of the
encoder and target languages on the accuracy of
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their classifiers to reveal the impact of these vari-
ables on the amount of the syntactic information
captured in the hidden states.
Additionally, there are recent approaches that
compare different state-of-the-art encoder-decoder
architectures in terms of their capabilities to cap-
ture syntactic structures (Tran et al., 2018) and lex-
ical semantics (Tang et al., 2018). These works
also use some extrinsic tasks to do the compari-
son. Tran et al. (2018) use subject-verb agreement
and logical inference tasks to compare recurrent
models with transformers. On the other hand, Tang
et al. (2018) use subject-verb agreement and word
sense disambiguation for comparing those archi-
tectures in terms of capturing syntax and lexical
semantics respectively. In addition to these tasks,
Lakew et al. (2018) compare recurrent models with
transformers on a multilingual machine translation
task.
Despite the approaches discussed above, at-
tempts to study the hidden states more intrinsi-
cally are still missing. For example, to the best
of our knowledge, there is no work that studies
the encoder hidden states from a nearest neigh-
bor perspective to compare these distributed word
representations with the underlying word embed-
dings. It seems intuitive to assume that the hid-
den state of the encoder corresponding to an input
word conveys more contextual information com-
pared to the embedding of the input word itself.
But what type of information is captured and how
does it differ from the word embeddings? Further-
more, how different is the information captured by
different architectures, especially recurrent vs self-
attention architectures which use entirely different
approaches to capture context?
In this paper, we choose to investigate the hid-
den states from a nearest neighbors perspective
and try to show the similarities and differences be-
tween the hidden states and the word embeddings.
We collect statistics showing how much informa-
tion from embeddings of the input words is pre-
served by the corresponding hidden states. We also
try to shed some light on the information encoded
in the hidden states that goes beyond what is trans-
ferred from the word embeddings. To this end,
we analyze how much the nearest neighbors of
words based on their hidden state representations
are covered by direct relations in WordNet (Fell-
baum, 1998; Miller, 1995). For our German side
experiments, we use GermaNet (Hamp and Feld-
weg, 1997; Henrich and Hinrichs, 2010). From
now on, we use WordNet to refer to either Word-
Net or GermaNet.
This paper does not directly seek improvements
to neural translation models, but to further our un-
derstanding of the inside behaviour of these mod-
els. It explains what information is learned in ad-
dition to what is already captured by embeddings.
This paper makes the following contributions:
1. We provide interpretable representations of
hidden states in NMT systems highlighting
the differences between hidden state repre-
sentations and word embeddings.
2. We compare transformer and recurrent mod-
els in a more intrinsic way in terms of captur-
ing lexical semantics and syntactic structures.
3. We provide analyses of the behaviour of the
hidden states for each direction layer and the
concatenation of the states from the direction
layers.
2 Datasets and Models
We conduct our analysis using recurrent and trans-
former machine translation models. Our recur-
rent model is a two-layer bidirectional recurrent
model with Long Short-Term Memory (LSTM)
units (Hochreiter and Schmidhuber, 1997) and
global attention (Luong et al., 2015a). The encoder
consists of a two-layer unidirectional forward and
a two-layer unidirectional backward pass. The cor-
responding output representations from each direc-
tion are concatenated to form the encoder hidden
state representation for each word. A concatena-
tion and down-projection of the last states of the
encoder is used to initialize the first state of the de-
coder. The decoder uses a two-layer unidirectional
(forward) LSTM. We use no residual connection
in our recurrent model as they have been shown to
result in performance drop if used on the encoder
side of recurrent model (Britz et al., 2017). Our
transformer model is a 6-layer transformer with
multi-headed attention of 8 heads (Vaswani et al.,
2017). We choose these settings to obtain com-
petitive models with the relevant core components
from each architecture.
We train our models for two directions, namely
English-German and German-English, both of
which use the WMT15 parallel training data. We
exclude 100k randomly chosen sentence pairs
English-German
Model test2014 test2015 test2016 test2017
Recurrent 24.65 26.75 30.53 25.51
Transformer 26.93 29.01 32.44 27.36
German-English
Model test2014 test2015 test2016 test2017
Recurrent 28.40 29.61 34.28 29.64
Transformer 30.15 30.92 35.99 31.80
Table 1: Performance of our experimental systems in BLEU on WMT (Bojar et al., 2017) German-English and English-German
standard test sets.
which are used as our held-out data. Our recurrent
system has hidden state dimensions of the size of
1,024 (512 for each direction) and is trained using
a batch size of 64 sentences. The learning rate is
set to 0.001 for the Adam optimizer (Kingma and
Ba, 2015) with a maximum gradient norm of 5. A
dropout rate of 0.3 has been used to avoid over-
fitting. Our transformer model has hidden state
dimensions of 512 and a batch size of 4096 to-
kens and uses layer normalization (Vaswani et al.,
2017). A learning rate of 2 changed under warm-
up strategy with 8000 warm-up steps is used for
Adam optimizer with β1 = 0.9, β2 = 0.998 and
 = 10−9 (Vaswani et al., 2017). The dropout rate
is set to 0.1, and no gradient clipping is used. The
word embedding size of both models is 512. We
apply Byte-Pair Encoding (BPE) (Sennrich et al.,
2016) with 32K merge operation.
We train our models until convergence and then
use the trained models to translate 100K sentences
from a held-out dataset and log the hidden states
for later use in our analyses. The 100K held-out
data is randomly chosen from the WMT15 parallel
training data. The remaining of the WMT15 paral-
lel training data is used as our training data.
Table 1 summarizes the performance of our ex-
perimental models in BLEU (Papineni et al., 2002)
on different standard test sets. This is to make sure
that the models are trustable.
3 Nearest Neighbors Analysis
Following earlier work on word embeddings
(Mikolov et al., 2013; Pelevina et al., 2016), we
choose to look into the nearest neighbors of the
hidden state representations to learn more about
the information encoded in them. We treat each
hidden state as the representation of the corre-
sponding input token. This way, each occurrence
of a word has its own representation. Based on
this representation, we compute the list of n near-
est neighbors of each word occurrence. We set n
Figure 1: An example of 5 nearest neighbors of two differ-
ent occurrences of the word “deregulation”. Triangles are the
nearest neighbors of “deregulation” shown with the empty tri-
angle. Squares are the nearest neighbors of “deregulation”
shown with the empty square.
equal to 10 in our experiments. Cosine similarity
is used as the distance measure.
In the case of our recurrent neural model, we
use the concatenation of the corresponding output
representations of our two-layer forward and two-
layer backward passes as the hidden states of in-
terest for our main experiments. We also use the
output representations of the forward and the back-
ward passes for our direction-wise experiments. In
the case of our transformer model, we use the cor-
responding output of the top layer of the encoder
for each word as the hidden state representation of
the word.
Figure 1 shows an example of 5 nearest neigh-
bors for two different occurrences of the word
“deregulation”. Each item in this figure is a spe-
cific word occurrence, but we have removed oc-
currence information for the sake of simplicity.
3.1 Hidden States vs Embeddings
Here, we count how many of the words in the
nearest neighbors lists of hidden states are covered
by the nearest neighbors list based on the corre-
sponding word embeddings. Just like the hidden
states, the word embeddings used for computing
the nearest neighbors are also from the same sys-
tem and the same trained model for each experi-
ment. The nearest neighbors of the word embed-
dings are also computed using cosine similarity. It
should be noted that we generate the nearest neigh-
bors lists for the embeddings and the hidden states
separately and never compute cosine similarity be-
tween word embeddings and the hidden state rep-
resentations.
Coverage is formally computed as follows:
cpH,Ewi,j =
∣∣∣CH,Ewi,j ∣∣∣∣∣∣NHwi,j ∣∣∣ (1)
where
CH,Ewi,j = N
H
wi,j ∩NEw (2)
and NHwi,j is the set of the n nearest neighbors
of word w based on hidden state representations.
Since there is a different hidden state for each oc-
currence of a word, we use i as the index of the
sentence of occurrence and j as the index of the
word in the sentence. Similarly, NEw is the set of
the n nearest neighbors of word w, but based on
the embeddings.
Word embeddings tend to capture the dominant
sense of a word, even in the presence of signifi-
cant support for other senses in the training corpus
(Pelevina et al., 2016). Additionally, it is reason-
able to assume that a hidden state corresponding
to a word occurrence captures more of the current
sense of the word. Comparing the lists can pro-
vide useful insights as to which hidden state-based
neighbours are not strongly related to the corre-
sponding word embedding. Furthermore, it shows
in what cases the dominant information encoded
in the hidden states comes from the corresponding
word embedding and to what extent other informa-
tion has been encoded in the hidden state.
3.2 WordNet Coverage
In addition, we also compute the coverage of the
list of the nearest neighbors of hidden states with
the directly related words from WordNet. This can
shed further light on the capability of hidden states
in terms of learning the sense of the word in the
current context. Additionally, it could play the role
of an intrinsic measure to compare different archi-
tectures in their ability to learn lexical semantics.
To this end, we check how many words from the
nearest neighbors list of a word, based on hidden
states, are in the list of related words of the word
in WordNet. More formally, we define Rw to be
the union of the sets of synonyms, antonyms, hy-
ponyms and hypernyms of word w in WordNet:
cpH,Wwi,j =
∣∣∣CH,Wwi,j ∣∣∣∣∣∣NHwi,j ∣∣∣ (3)
where
CH,Wwi,j = N
H
wi,j ∩Rw (4)
and NHwi,j is the set of the n nearest neighbors of
word w based on hidden state representations.
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Figure 2: The figure shows the corresponding word and con-
stituent subtree of query hidden state (v0) and the correspond-
ing word and subtree of the first (v1) and the second (v2) and
the last (v10) nearest neighbors of it.
3.3 Syntactic Similarity
Recent extrinsic comparisons of recurrent and non-
recurrent architectures on learning syntax (Tran et
al., 2018; Tang et al., 2018) also motivate a more
intrinsic comparison. To this end, we also study
the nearest neighbors of hidden states in terms of
syntactic similarities. For this purpose, we use the
subtree rooting in the smallest phrase constituent
above each word, following Shi et al. (2016). This
way, we will have a corresponding parse tree for
each word occurrence in our corpus. We parse our
corpus using the Stanford constituent parser (Zhu
et al., 2013). We POS tag and parse our corpus
prior to applying BPE segmentation. Then, after
applying BPE, we use the same POS tag and the
Model POS English-German σ2 German-English σ2
Recurrent
All POS 18% 4 24% 7
VERB 29% 5 31% 5
NOUN 14% 3 19% 8
ADJ 19% 3 31% 7
ADV 36% 5 48% 2
Transformer
All POS 37% 14 33% 10
VERB 39% 8 36% 7
NOUN 38% 16 31% 14
ADJ 32% 11 36% 9
ADV 33% 12 38% 3
Table 2: Percentage of the nearest neighbors of hidden states covered by the list of the nearest neighbors of embeddings.
same subtree of a word for its BPE segments, fol-
lowing Sennrich and Haddow (2016).
To measure the syntactic similarity between a
hidden state and its nearest neighbors, we use
PARSEVAL standard metric (Sekine and Collins,
1997) as the similarity metric between the corre-
sponding trees. PARSEVAL computes precision
and recall by counting the correct constituents in a
parse tree with respect to a gold tree and divide the
count with the number of constituent in the candi-
date parse tree and the gold tree, respectively.
Figure 2a shows the corresponding word and
subtree of a hidden state of interest, and the rest in
Figure 2 shows the corresponding words and sub-
trees of its three neighbours. The leaves are substi-
tuted with dummy “*” labels to show that they do
not influence the computed tree similarities. We
compute the similarity score between the corre-
sponding tree of each word and the corresponding
trees of its nearest nighbors. For example, in Fig-
ure 2 we compute the similarity score between the
tree in Figure 2a and each of the other trees.
3.4 Concentration of Nearest Neighbors
Each hidden state with its nearest neighbors be-
haves like a cluster centered around the corre-
sponding word occurrence of the hidden state,
whereby the neighboring words give a clearer in-
dication of the captured information in the hidden
state. However, this evidence is more clearly ob-
served in some cases rather than others.
The stronger the similarities that bring the
neighbors close to a hidden state, the more focused
the neighbors around the hidden state are. Bearing
this in mind, we choose to study the relation be-
tween the concentration of the neighbors and the
information encoded in the hidden states.
To make it simple but effective, we estimate
the population variance of the neighbors’ distance
from a hidden state as the measure of the con-
centration of its neighbors. More formally, this is
computed as follows:
vwi,j =
1
n
n∑
k=1
(1− xk,wi,j )2 (5)
Here n is the number of neighbors and xk,wi,j is the
cosine similarity score of the kth neighbor of word
w occurring as the jth token of the ith sentence.
4 Empirical Analyses
We train our systems for English-German and
German-English and use our trained model to
translate a held-out data of 100K sentences. Dur-
ing translation, we log the hidden state represen-
tations together with the corresponding source to-
kens, their sentence and token indices.
We use the logged hidden states to compute the
nearest neighbors of the tokens with frequency of
10 to 2000 in our held-out data. We compute co-
sine similarity to find the nearest neighbors.
In addition to hidden states, we also log the
word embeddings from the same systems and the
same trained model. Similar to hidden states, we
also use embedding representations to compute the
nearest neighbors of words. We have to note that
in the case of embedding representations we have
one nearest neighbor list for each word whereas for
hidden states there is one list for each occurrence
of a word.
4.1 Embedding Nearest Neighbors Coverage
As a first experiment, we measure how many of
the nearest neighbors based on the embedding rep-
resentation would still remain the nearest neighbor
of the corresponding hidden state, as described in
Section 3.1, above.
Table 2 shows statistics of the coverage by the
nearest neighbors based on embeddings in general
and based on selected source POS tags for each
Model POS English-German σ2 German-English σ2
Recurrent
All POS 24% 6 51% 12
VERB 49% 9 48% 10
NOUN 19% 3 28% 8
ADJ 15% 2 60% 12
ADV 24% 4 23% 1
Transformer
All POS 67% 16 74% 10
VERB 77% 9 70% 9
NOUN 65% 18 63% 13
ADJ 66% 14 81% 9
ADV 74% 10 35% 5
Table 3: Percentage of the nearest neighbors of hidden states covered by the list of the directly related words to the correspond-
ing word of the hidden states in WordNet.
of our models. To carry out an analysis based on
POS tags, we tagged our training data using the
Stanford POS tagger (Toutanova et al., 2003). We
convert the POS tags to the universal POS tags and
report only for POS tags available in WordNet. We
use the same POS tag of a word for its BPE seg-
ments, as described in the Section 3.3.
The first row of Table 2 shows that only 18%
and 24% of the information encoded in the hidden
states respectively for English and German is al-
ready captured by the word embeddings, in case of
our recurrent model. Interestingly, in all cases ex-
cept ADV, the similarity between the hidden states
and the embeddings for the transformer model are
much higher, and the increase for nouns is much
higher than for the rest. This may be a prod-
uct of the existence of no recurrence in case of
transformer which results in a simpler path from
each embedding to the corresponding hidden state.
We hypothesize that this means that the recurrent
model uses the capacity of its hidden states to en-
code some other information that is encoded to a
lesser extent in the hidden states of the transformer.
4.2 WordNet Coverage
Having observed that a large portion of nearest
neighbors of the hidden states are still not covered
by the nearest neighbors of the corresponding em-
beddings, we look for other sources of similarity
that causes the neighbors to appear in the list. As
the next step, we check to see how many of the
neighbors are covered by directly related words of
the corresponding word in WordNet.
This does not yield subsets of the nearest neigh-
bors that are fully disjoint with the subset cov-
ered by the nearest neighbors from the embedding
list. However, it still shows whether this source
of similarity is fully covered by the embeddings or
whether the hidden states capture information from
this source that the embeddings miss.
Figure 3: The mean coverage per position of the nearest
neighbors of hidden states of the recurrent model; (i) by
the nearest neighbors of the embedding of the correspond-
ing word (ii) by WordNet related words of the corresponding
word of the hidden state.
Figure 4: The mean coverage per position of the nearest
neighbors of hidden states of the transformer model; (i) by
the nearest neighbors of the embedding of the correspond-
ing word (ii) by WordNet related words of the corresponding
word of the hidden state.
Table 3 shows the general and the POS-based
coverage for our English-German and German-
English systems. The transformer model again has
the lead by a large margin. The jump for nouns is
again the highest, as can be seen in Table 2. This
basically means that more words from the Word-
Net relations of the word of interest are present
in the hidden state nearest neighbors of the word.
A simple reason for this could be that the hidden
states from transformer capture more word seman-
tic than hidden states of the recurrent model. Or
(a) English-German, recurrent model (b) German-English, recurrent model
(c) English-German, transformer model (d) German-English, transformer model
Figure 5: The average variance of cosine distance scores of the nearest neighbors of words per positions.
in other words, the hidden states from the recur-
rent model capture some additional information
that brings different words than WordNet relations
of the word of interest to its neighborhood.
To investigate whether recurrency has any direct
effect on this, we compute the mean coverage by
direct relations in WordNet per position. Similarly,
we also compute the mean coverage by embedding
neighbors per position. More formally, we write:
acpH,Wj =
∑m
i=1(cp
H,W
wi,j )∣∣Sl(s)≥j∣∣ (6)
and
acpH,Ej =
∑m
i=1(cp
H,E
wi,j )∣∣Sl(s)≥j∣∣ (7)
respectively for the mean coverage by WordNet di-
rect relations per position and the mean coverage
by embedding neighbors per position.
Here cpH,Wwi,j and cp
H,E
wi,j are the values computed
in Equation 3 and 1, respectively. The function
l(s) returns the length of sentence s and Sl(s)≥j is
the set of sentences that are longer than or equal to
j.
Figure 3 shows that the mean coverage in both
embedding and WordNet cases is first increasing
by getting farther from the left border of a sen-
tence, but it starts to decrease from position 5 on-
wards, in case of the recurrent model. This is sur-
prising to see the drop in the coverages, taking into
account that the model is a bidirectional recurrent
model. However, this may be a reflection of the
fact that the longer a sentence, the less the hidden
states from the recurrent model are encoding infor-
mation about the corresponding word.
Figure 4 shows the same mean coverage for the
case of hidden states from the transformer model.
No decrease in the coverage per position in the
case of transformer, confirms our hypothesis that
the lower coverage in case of recurrent models is
indeed directly in relation with the recurrency.
In order to refine the analysis of the positional
behaviour of the hidden states, we compute the av-
erage variance per position of the cosine distance
scores of the nearest neighbors based on hidden
states. To compute this value we use the follow-
ing definition:
Avj =
∑m
i=1 vwi,j∣∣Sl(s)≥j∣∣ (8)
Here vwi,j is the variance estimate as defined in
Equation 5, l(s) is the function returning the length
of sentence s and Sl(s)≥j is the set of sentences that
are longer than or equal to j as mentioned earlier.
Figures 5a and 5b show the average variance
per position for the recurrent model. One can see
English-German
Model Precision Recall Matched Brackets Cross Brackets Tag Accuracy
Recurrent 0.38 0.38 0.42 0.31 0.46
Transformer 0.31 0.31 0.35 0.28 0.40
German-English
Model Precision Recall Matched Brackets Cross Brackets Tag Accuracy
Recurrent 0.12 0.12 0.30 0.80 0.32
Transformer 0.11 0.11 0.28 0.77 0.31
Table 4: Average parse tree similarity (PARSEVAL scores) between word occurrences and their nearest neighbors. Note
that the apparent identity of precision and recall values is due to rounding and the very close number of constituents in the
corresponding parse tree of words (gold parse trees) and the corresponding parse trees of their nearest neighbors (candidate
parse trees).
that the average variance close to the borders is
lower than the variance in the middle. This means
that the nearest neighbors of the words close to
the borders of sentences are more concentrated in
terms of similarity score in general. This could
mean the information that captures the meaning of
those words plays less of a role compared to other
information encoded in the corresponding hidden
states, especially if we take the information of cov-
erage per position into account. Interestingly, this
does not happen in the case of the transformer
model (See Figures 5c and 5d ).
4.3 Syntactic Similarity
The difference in the patterns observed so far be-
tween recurrent and transformer models (with the
coverage of embeddings and the WordNet rela-
tions), along with the reported superiority of the
recurrent model in capturing structure in extrinsic
tasks (Tran et al., 2018), lead us to investigate the
syntactic similarity between the words of interest
and their nearest neighbors. To this end, we use
the approach introduced in the Section 3.3 to study
syntactic similarity.
Table 4 shows the average similarity between
corresponding constituent subtrees of hidden states
and corresponding subtrees of their nearest neigh-
bors, computed using PARSEVAL (Sekine and
Collins, 1997). Interestingly, the recurrent model
takes the lead in the average syntactic similarity.
This confirms our hypothesis that the recurrent
model dedicates more of the capacity of its hidden
states, compared to transformer, to capture syntac-
tic structures. It is also in agreement with the re-
sults reported on learning syntactic structures us-
ing extrinsic tasks (Tran et al., 2018). We should
add that our approach may not fully explain the
degree to which syntax in general is captured by
each model, but only to the extent to which this is
measurable by comparing syntactic structures us-
ing PARSEVAL.
Embedding WordNet
POS Forward Backward Forward Backward
All 12% 24% 18% 29%
VERB 19% 36% 38% 52%
NOUN 9% 21% 14% 25%
ADJ 13% 22% 12% 17%
ADV 28% 34% 20% 23%
Table 5: Percentage of the nearest neighbors of hidden states,
from the forward and backward layers, that are covered by the
list of the nearest neighbors of embeddings and the list of the
directly related words in WordNet.
4.4 Direction-Wise Analyses
To gain a better understanding of the behaviour of
the hidden states in the recurrent model, we repeat
our experiments with hidden states from different
directions. Note that so far the recurrent hidden
states in our experiments were the concatenation
of the hidden states from both directions of our en-
coder.
Table 5 shows the statistics of embedding cov-
erage and WordNet coverage from the forward and
the backward layers. As shown, the coverage of
the nearest neighbors of the hidden states from the
backward recurrent layer is higher than the nearest
neighbors based on those from the forward layer.
Furthermore, Figure 6 shows the mean cover-
age per position of the nearest neighbors of hid-
den states from the forward and the backward re-
current layers. Figure 6a shows the mean cover-
age by the nearest neighbors of the corresponding
word embedding of hidden states. As shown for
the forward layer the coverage degrades as it goes
forward to the end of sentences. However, the cov-
erage for the backward layer, except at the very be-
ginning, almost stays constant through sentences.
As shown, the coverage for the backward layer
is much higher than the coverage for the forward
layer showing that it keeps more information from
(a) Covered by the nearest neighbors of the embedding of the
corresponding word of the hidden state.
(b) Covered by the directly related words of the corresponding
word of the hidden state in WordNet.
Figure 6: The mean coverage per position of the nearest
neighbors of hidden states from the forward and backward
recurrent layers.
the embeddings compared to the forward layer.
The decrease in the forward layer could mean that
it captures more context information when moving
forward in sentences and forgets more of the cor-
responding embeddings.
Figure 6b shows the mean coverage by the di-
rectly related words, in WordNet, of the corre-
sponding words of hidden states. The difference
between the coverage of the nearest neighbors
of hidden states from the backward layer com-
paring to those from the forward layer confirms
more strongly that the semantics of words are cap-
tured more in the backward layer. This is because
here we check the coverage by the directly re-
lated words, in the WordNet, of the corresponding
words of hidden states.
5 Conclusion
In this work, we introduce an intrinsic way of com-
paring neural machine translation architectures by
looking at the nearest neighbors of the encoder hid-
den states. Using the method, we compare recur-
rent and transformer models in terms of capturing
syntax and lexical semantics. We show that the
transformer model is superior in terms of capturing
lexical semantics, while the recurrent model better
captures syntactic similarity.
We show that the hidden state representations
capture quite different information than what is
captured by the corresponding embeddings. We
also show that the hidden states capture more of
WordNet relations of the corresponding word than
they capture from the nearest neighbors of the em-
beddings.
Additionally, we provide a detailed analysis of
the behaviour of the hidden states, both direction-
wise and for the concatenations. We investigate
various types of linguistic information captured by
the different directions of hidden states in a bidi-
rectional recurrent model. We show that the re-
verse recurrent layer captures more lexical and se-
mantic information, whereas the forward recurrent
layer captures more long-distance, contextual in-
formation.
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