We apply the concept of multimodularity in three stochastic dynamic inventory problems in which state and decision variables are economic substitutes. The first is clearance sales of perishable goods. The second is sourcing from multiple suppliers with different leadtimes. The third is transshipment under capacity constraints. In all three problems, we establish monotone optimal polices with bounded sensitivity. Multimodularity proves to be an effective tool for these problems because it implies substitutability, it is preserved under minimization, and it leads directly to monotone optimal policies with bounded sensitivity.
Introduction
In stochastic dynamic programs, one is often interested in the question of whether and when the optimal policies are monotone in the states. Take, for example, a cost minimization problem. A standard approach is to show inductively that (a) if the minimal cost function is submodular, then the objective function is also submodular; (b) the submodularity of the minimal cost function is preserved after optimization. One can then conclude that the objective function is indeed submodular and hence the optimal policies are monotone in the states.
The above standard approach works well for complementarity. We say two variables are complements (substitutes) if increasing one variable decreases (increases) the marginal cost of the other variable. In inventory management, there are many models in which the state and decision variables are economic substitutes (for example, inventories at different ages, inventories that will arrive at different times, and capacities at different locations). To use the above standard approach in these models, one may start the induction with the hypothesis that the minimal cost function is supermodular. However, minimization does not in general preserve supermodularity and hence the standard approach above is not directly useful. In this study, we show that multimodularity, which is known to imply substitutability, is preserved after optimization. We use three examples from inventory management to illustrate its applications.
The concept of multimodularity, first introduced by Hajek (1985) , has been a useful tool in the study of queuing systems (e.g., Hajek 1985 , Glasserman and Yao 1994 , and Altman et al. 2000 . We show that multimodularity propagates through dynamic programming recursion, which implies monotonicity of the optimal policies. We also establish bounds for the marginal effects of each state variable to the optimal policies.
For the models in which the state and decision variables are economic substitutes, there seem to be two other approaches to show monotone optimal policies in the existing literature.
One is to directly take the derivatives of the optimal actions and optimal value functions with respect to the state variables (Fries 1975 , Yang and Qin 2007 , Hu et al. 2008 ). This approach requires twice differentiability. In addition, the analysis with this approach is typically very tedious, especially when the state and/or action space are large. The second approach is to rely on a tool called L -convexity. The concept of L -convexity was introduced into inventory management by Lu and Song (2005) . L -convexity is a stronger notion of complementarity than submodularity. To use L -convexity to show structural properties, one must first transform the original variables into complementary variables, then show structural properties with respect to the new variables through showing L -convexity, and finally transform the properties back to those with respect to the original variables. The second approach has been used in the analysis of various inventory models with substitutable variables (Zipkin 2008 , Huh and Janakiraman 2010 ).
Multimodularity and L -convexity can be related through a unimodular coordinate transformation (Murota 2005) . In spite of their mathematical equivalence, they represent two con-ceptually different paths to the same destination. While one tackles the problems directly, the other takes a detour by transforming them into problems of complementarity.
The rest of the paper is organized as follows. In Section 2, we define multimodularity and discuss its properties. We show that multimodularity is preserved after minimization and that if the objective function is multimodular, then the optimal actions are nonincreasing in the state variables with bounded sensitivity. In Sections 3 to 5, we illustrate the applicability of multimodularity with examples. We conclude the paper in Section 6.
The analysis and results below do not require functions to be differentiable. For ease of exposition, we use the notation ∆ x i f (x) to represent (f (x + δe i ) − f (x))/δ, where e i is a vector with 1 in its i th component and zero in all the other components and δ is a small positive number. When f (x) is differentiable, then ∆ x i f (x) means ∂f (x)/∂x i . The proofs that are not given in the paper can be found in the online appendix.
Multimodularity and Optimization Properties
Multimodularity has been traditionally defined in integer variables (i.e., Murota 2005 , Hajek 1985 . In this paper, we define it in real space. A set V ⊆ R n is called a polyhedron if there exist a i ∈ R n and b i ∈ R, such that V = {v ∈ R n |a i · v ≥ b i , i = 1, 2, ..., m}. We shall focus on the following special polyhedral form: (P1) Each n-dimensional vector a i has the form ±(0, ..., 0, 1, ..., 1, 0, ..., 0); that is, the nonzero components of a i are either consecutive 1s or consecutive −1s.
Let V ⊆ R n and W ⊆ R be polyhedra satisfying (P1). We say a function g : V → R is
V and W satisfy (P1), S is a polyhedron. Moreover, each inequality that defines S involves either only one variable, or two variables with opposite signs. Hence, S is a lattice (Topkis 1998, Example 2.2.7(b) ).
The following lemma shows that multimodularity implies increasing difference and convexity.
Lemma 1 Suppose that g(v) is multimodular.
(i). g(v) has increasing difference and component-wise convexity.
(ii). If g(v) is continuous, then it is jointly convex.
(iii). If g(v) is twice differentiable, then
and
Part (iii) of Lemma 1 means that the marginal value of v i is more sensitive to a change in a variable that is closer to v i . For a two-dimensional function, this property is equivalent to diagonal dominance.
A multimodular function of discrete variables is defined similarly by replacing the space R n with Z n in the definitions above, where Z is the set of all integers. As a multimodular function has increasing difference, multimodularity implies substitutability. A multimodular function is not necessarily supermodular, however, because it is not defined on a lattice. The relationship between multimodularity and convexity in integer space is discussed in Altman et al. (2000) . If convexity is defined as convexity in the sense of linear interpolation extension, then mutimodularity implies (in fact, is equivalent to) convexity in Z n (Altman et al. 2000) and it has been recently discussed in the context of discrete batch ordering inventory systems by Ang et al. (2013) .
We now present some basic operations that preserve multimodularity.
Lemma 2 (i). If g(v)
is multimodular and α > 0, then αg(v) is multimodular.
(ii). If g(v) is multimodular, then g(−v) is multimodular.
is multimodular in v.
The above lemma also holds if we replace multimodular with anti-multimodular and convex with concave. It is obvious from Lemma 1 and Part (v) of Lemma 2 that a one-dimensional function is multimodular if and only if it is convex. To see that Part (vi) of Lemma 2 is nontriv-
may not be multimodular in general. Therefore, unlike supermodularity and convexity, the order of variables is important for multimodular functions.
In what follows, we discuss the implication of multimodularity on parametric sensitivity and preservation of multimodularity under minimization.
Theorem 1
(ii). Suppose that g(v, ζ) is multimodular on C, where C ⊆ R n × R is a polyhedron satisfying (P1). Let ζ * (v) denote the largest value of ζ that minimizes g(v, ζ). Then, ζ * (v) is nonincreasing in v, and
Theorem 1 still holds for multimodular functions defined on a discrete state space. The theorem states that multimodularity is preserved under minimization when the objective function is defined on a polyhedron that satisfies (P1). With this structural property, we can show that the optimal action is nonincreasing in each state variable and the marginal effect of each state variable on the optimal action is bounded by −1. The change in response is smaller in magnitude than a change in a state. This reflects the stability of the system. We can also compare the marginal effects of different state variables on the optimal action. In Parts (i) and
(ii), if the objective functions are g(w, v) and g(ζ, v), respectively, the conclusions continue to hold. These results are formally presented in Corollary 1 in the Appendix.
For discrete two-dimensional state space, it is known that multimodularity is preserved through dynamic programming iteration. Multimodularity implies increasing difference and diagonal dominance, both of which are preserved through dynamic programming iterations (e.g., Zhuang and Li 2012, van Wijk et al. 2009 ). This approach is essentially the same as differentiation in real space and becomes tedious when the state space increases.
Multimodularity is closely related to L -convexity. The definition of an L -convex function requires the following special form of polyhedron
that is, each entry of a i is either 0, or 1, or -1. There can be at most two nonzero entries. When there are two nonzero entries, they have opposite signs.
Let V ⊆ R n and W ⊆ R be polyhedra satisfying (P2), and e denote an n-dimensional vector of 1s. We say that a function
implies decreasing difference (i.e., complementarity) and minimization preserves L -convexity (e.g., Zipkin 2008 ). The following lemma shows that multimodular functions and L -convex functions are related through some unimodular coordinate transformations.
Lemma 3 Let U i be the i × i upper triangular matrix where all the entries on and above the main diagonal are one, and let L i be the i × i lower triangular matrix where all the entries on and below the main diagonal are one. Define M n,i as the following block diagonal matrix:
Lemma 3 allows us to transform substitutable variables into complementary ones and vice versa and is a generalization of Murota (2005) . According to Murota (2005) , a function g : V → R is multimodular if and only if it can be represented as
some L -convex function f . This corresponds to the case when the transformation matrix in Lemma 3 is M n,0 . This relationship between the two concepts has also been remarked upon in Pang et al. (2012) . By using Lemma 3, we can show the preservation of multimodularity and the preservation of L -convexity imply each other (i.e., Theorem 1(i) can be shown by using a In defining state and decision variables, we typically choose those that are most natural and intuitive. The transformed variables, which are essential in the L -convexity path, are not always natural and intuitive, especially in cases with complex original state and decision variables (e.g., the dual sourcing example in Section 4). Using L -convexity for problems with substitutable variables is a detour, so is using multimodularity for problems with complementary variables (For example, in Gong and Chao 2013, the original variables are complementary. The authors have chosen the direct path by establishing L -convexity). In the three examples in this paper, the state and decision variables we define, which are natural and intuitive, are all economic substitutes. Multimodularity, therefore, is a direct path for all of them.
In the next three sections we discuss the applications of multimodularity in three inventory problems in which state and decision variables are economic substitutes. The first and the third examples demonstrate that, to apply Theorem 1, the feasible region must form a polyhedron satisfying (P1). The second example highlights the importance of defining the right order of variables. Throughout the three sections, we let α be the discount rate and assume that at the end of the planning horizon, any unsold inventory has no value.
Clearance Sales of Perishable Inventory
Clearance sales can be an effective strategy to reduce mismatch between supply and demand for perishable goods. We consider a firm that sells perishable goods with an n-period lifetime. The firm purchases the goods at a cost c per unit. The goods can be sold either at a regular price, r, or a clearance sale price, s. Under a regular price, the demand in a period is random. Let D represent the demand and Φ its distribution function. Unmet demand is lost. Demand under the clearance sales price is abundant so that the firm can control at will how many it wants to sell under the price. Without loss of generality, items have zero value after they expire. The items that expire incur an outdating cost θ per unit to be removed from the shelf and disposed of. The items that are carried over to the next period cost a holding cost h per unit. We assume that r > c and s < αc − h. When these conditions are not met, the optimal policies are obvious.
The model is applicable to many business scenarios where the firm controls issuing. For example, blood banks supply perishable blood products to hospitals. The demand from hospitals is uncertain. When blood products approach the end of their life times, blood banks may sell them to research labs at a discounted price (Ballou 2004) . The problem has been pursued concurrently by Xue et al. (2012) , but their focus is not on monotonicity and bounded sensitivity.
At the beginning of each period, the firm decides an order quantity, q, of new items. Then, after the regular demand is realized, the firm decides the issuing policy to meet demand. At the end of each period, the items that expire in the period will be removed and disposed of. For the remaining inventory, if any, the firm decides how much of it should be carried over to the next period and how much should be sold at a clearance sale price. We use x = (x 1 , x 2 , ..., x n−1 )
to describe the initial inventory in the current period, where x i is the number of units on hand with i periods of life remaining. Let d i denote the amount of the regular demand that is met by using inventories with a remaining lifetime of i periods.
The dynamic programming formulation is as follows:
where
and V T +1 (x) = 0. In (2), z = (z 1 , z 2 , ..., z n−1 ), where z i represents the amount of inventory with a remaining life time of i periods that is carried over to the next period.
Because there is no information updating between clearance sale decision at the end of a period and the ordering decision in the next period, we can redefine time periods. Combining
(1) and (2) yields
We will analyze the optimization problem (3) henceforth. The state variables now are represented by y, the inventory levels after regular demand is fulfilled but before the clearance sales. In (3), both the clearance sale decision and the order decision are made at the beginning of a period.
where z * t = (z * t,1 , z * t,2 , ..., z * t,n−1 ). When there are multiple maximizers, (z * t , q * t ) is defined as the smallest in lexicographical order. Before we discuss the optimal policies, we first introduce the following lemma:
Lemma 4 (i). The optimal inventory issuing rule for regular sales is first-in-first-out (FIFO);
The inequalities in Lemma 4 (ii) and (iii) mean that a newer unit is more valuable than an older one. Fries (1975) , Nahmias (1975) , and Nandakumar and Morton (1993) have shown similar inequalities, but only for the ordering region, under a cost minimizing objective, and without considering clearance sales. They have all assumed the FIFO issuing rule, which may not be optimal under their model setups. Multimodularity can be established in Fries (1975) and Nandakumar and Morton (1993) if the parameters are such that FIFO is optimal. The objective function in Nahmias (1975) is obviously not multimodular because it is not even convex. Define
and if the set on the right-hand side is empty, we let k t = 0. Here k t represents the remaining lifetime of the newest inventory that is sold in clearance sale. The following theorem shows that older items are always chosen for clearance sales before newer ones.
Theorem 2
According to Theorem 2(i), all items with a remaining lifetime strictly less than k t will be sold in clearance sale and will not be carried to the next period. All items with a remaining lifetime strictly greater than k t will be carried to the next period. The marginal value of newer inventory is always greater than that of older inventory, hence older items should be cleared before newer ones. That is, FIFO is also optimal for the clearance sales. This policy is similar to the disposal saturation policy proposed for a multiechelon inventory system by Angelus (2011) under which the firm sells off all stock upstream of some threshold stage k t and there are no disposals downstream of k t . But unlike in Angelus (2011), we show the optimality of the policy here.
If any items that have a remaining life time of two periods or longer are sold in clearance sales, then no order of new items should be placed. Otherwise, one could order one unit less and keep one more unit of existing inventory. The immediate cost saving of doing this is αc − s − h.
If this additional existing unit is used to meet the regular demand in current period, then the total saving is also αc − s − h. If this additional unit is not used in the current period, then in the next period, we sell it at clearance sale and at the same time increase the order quantity by one. The total discounted saving in this case is (1 − α)(αc − s − h). Ordering and clearance sale of the inventory that will perish in one period, however, may take place at the same period because of the risk of outdating.
In what follows, we show that both the maximal profit function and the objective function in our model are anti-multimodular, which means that inventories at different ages are economic substitutes. The monotonicity and bounded sensitivity of the optimal inventory levels follow naturally from the anti-multimodularity properties. Formally,
Theorem 3
(i). The functions u t (z, q) and π t (y) are anti-multimodular.
(ii). The optimal policy for clearance sale is characterized byz t,i , wherez t,i is a decreasing function of y i+1 ,y i+2 ,...,y n−1 , and independent of y 1 , y 2 , ..., y i . The optimal policy is:
Besides, the following inequalities hold:
(iii). The optimal replenishment quantity q * t (y) is a decreasing function of y 1 , y 2 , ..., y n−1 , and the following inequalities hold:
The quantitiesz t,i are state-dependent thresholds, and they depend only on the inventories that are newer than i. Specifically, the more inventories whose remaining life time is longer than i, the less inventory with an i-period remaining life time should be carried to the next period. In addition, the thresholdsz t,i are more sensitive to the inventory whose remaining life time is closer to i. Similarly, the inequalities about the optimal order quantity confirm that the order quantity and existing inventory of any age are economic substitutes and the order quantity is more sensitive to the newer inventory than to older one.
Dual Sourcing
Firms often order from multiple suppliers with different leadtimes and costs. This stream of research was started by Daniel (1963) several decades ago. When there are only two suppliers and they have consecutive leadtimes, Fukuda (1964) and Whittermore and Saunders (1977) showed that base-stock policies are optimal. Generalization in any direction appears to be challenging. When there are three suppliers with consecutive leadtimes, Feng et al. (2006) showed by using a counter example that the base stock policies are not optimal. When there are two suppliers and one of them has leadtime 0, and Zhou and Chao (2013) remarked that the structural properties can be derived by using the tool of L -convexity.
When both suppliers have arbitrary leadtimes, heuristics have been developed by Chiang and Gutierrez (1995) , Veeraraghavan and Scheller-Wolf (2008) , and Sheopuri et al. (2010) .
We use the model in Sheopuri et al. (2010) as an example to show the application of multimodularity. For i = 1, 2, let L i and c i denote the leadtime and unit ordering cost of supplier i. We assume L 1 > L 2 and c 1 < c 2 . Let u be the amount of inventory on hand after the orders that are due in the current period are received. The system starts with an initial
, where x i and y i represent the number of units that will arrive i periods later from supplier 1 and 2, respectively. Then the firm needs to decide the ordering quantity q i from supplier i before a random demand D occurs. After the demand has been realized, the system state in the next period is given by
Let h(·) denote the convex holding and backordering cost. Define V t (u) to be the total minimum discounted cost function from period t to the end of the planning horizon, then the dynamic programming formulation is as follows:
, which denotes the sum of the initial inventory and the aggregated orders that will arrive within L 2 periods.
Theorem 4
(i).The functions V t (u) and J t (q 1 , u, q 2 ) are multimodular.
(ii). The optimal ordering quantities q * t,1 (u) and q * t,2 (u) satisfy the following inequalities:
When there are three suppliers with consecutive leadtimes, similar structural properties can be shown. In the above analysis, we have assumed that unmet demand is backlogged. For the models with lost sales, similar structural properties can also be established for the case when there are only two suppliers with consecutive leadtimes. It is an open question whether the results can be generalized.
We have established multimodularity with respect to the state and decision variables
. Each variable has a clear physical meaning and the order of variables is also natural. The structural results can also be established by using L -convexity. Any transformation suggested by Lemma 3 will create the right complementary variables, but none with the same intuitive appeal.
Transshipment under Capacity Constraints
Transshipment is a common practice in both manufacturing and services and has been studied in the literature under different modeling assumptions. Capacity constraints add an additional challenge to the already hard problem. Before we introduce the specific model, we first present the following Theorem, which is needed for the preservation of multimodularity and the parametric analysis in the model that we consider.
Theorem 5
where C 1 and C 2 are nonnegative constants. If J(y 1 , y 2 ) is multimodular, so is V (x 1 , x 2 ). Let y * 1 and y * 2 denote the largest minimizers, then the following inequalities hold:
Theorem 5(ii) is not an immediate result of Theorem 1. The reason is that although the objective function J(y 1 , y 2 ) is multimodualr in (x 1 , x 2 , y 1 , y 2 ), the set {(x 1 , x 2 , y 1 , y 2 )|x 1 ≤ y 1 ≤ Let s ij be the unit transshipment cost from facility i to facility j. Let h i and p i be the unit holding and penalty costs, respectively, at facility i. We assume that it is more beneficial to meet demand with inventory from the same facility than with inventory from the other facility.
That is, p 1 ≥ p 2 − s 12 and p 2 ≥ p 1 − s 21 .
Denote V t (x 1 , x 2 ) as the minimum discounted cost function from period t to the end of the planning horizon when the initial inventory is (x 1 , x 2 ), then we have the following dynamic programming formulation: 
Because transshipment is costly, it would be suboptimal to have transshipment in both directions in the same period. We let w 12 = u 12 − u 21 and use w 12 as the decision variable. A positive w 12 indicates that an amount of w 12 is being transshipped from facility 1 to facility 2, and a negative w 12 indicates that an amount of −w 12 is being transshipped from facility 2 to facility 1. We can rewrite J t (y 1 , y 2 , d 1 , d 2 ) as 
where z 1 = y 1 − d 1 − w 12 and z 2 = y 2 − d 2 + w 12 . We can now state the main result.
Theorem 6
(i) The function V t (x 1 , x 2 ) is multimodular in (x 1 , x 2 ), and the function
(ii) The optimal transshipment level w * 12t (y 1 , y 2 , d 1 , d 2 ) satisfies the following inequalities:
(iii) The optimal produce-up-to levels y * 1t and y * 2t satisfy the following inequalities:
Let the optimal order quantities in period t be q * it . Then Part (iii) of Theorem 6 implies that for i = 1, 2 and j = 3 − i,
Theorem 6 confirms that inventories are economic substitutes, regardless of their location and whether they are initial inventories or new items.
We have used Hu et al. (2008) with certain capacity constraints as an example to show the applicability of multimodularity in transshipment under capacity constraints. However, the main results continue to hold true under some other model setups (e.g., Yang and Qin 2007) and the analysis is similar.
Conclusion
While multimodularity is an elegant and useful tool, it is a strong property and there are models in which the optimal value functions and/or the objective functions are not multimodular. For example, in inventory management, when ordering is constrained by a random capacity (e.g., Hu et al. 2008) , the objective function is not even convex, let alone multimodular. In the perishable inventory model, if the outdating cost is accounted for by the approach in Nahmias (1975), then convexity, and consequently multimodularity, no longer hold. For these difficult problems, there seems to be no other tool besides direct differentiation.
Appendix

Proof of Theorem 3: (i). The proof is by induction. The function π T +1 (y) is obviously
anti-multimodular. Suppose it is true for t + 1. To prove the anti-multimodularity of u t (z, q), it suffices to show that for any given d,
is anti-multimodular in (z, q) because anti-multimodularity is preserved by expectation (Lemma 2(iv)). Let
Recall the constraint set:
We define a new constraint set:
In creating the new constraint set T (d), we have dropped the non-negativity constraints in O(d) and changed the other set of constraints from n i=1 d i ≤ d to a more restrictive one:
This means that one should try to satisfy demand as much as possible and use older inventories as much as possible before using newer ones. Consequently, the optimal solutions to (5) are the same whether the maximization is subject to O(d) or T (d), and the maximizers are given by:
Henceforth, we will work with the new constraint set T (d).
, then the optimization problem (5) becomes
subject to the following constraints: To prove that π t (y) = s n−1 i=1 y i + max 0≤z≤y,q≥0 u t (z, q) is anti-multimodular, it suffices to show that max 0≤z≤y,q≥0 u t (z, q) is anti-multimodular in y. Similar to the change of constraints above, we relax the feasible region to {q ≥ 0, z ≥ 0,
To see that the relaxation of the feasible region is without loss of optimality, suppose that there exists an i ∈ [1, n − 2], such that the optimal z i > y i . Then, we can always find some j > i such that the optimal z j < y j . By Lemma 4(iii), the value of u t (z, q) can be increased if we reduce z i and raise z j by the same amount until z i ≤ y i . Therefore, there is no optimal z i such that
subject to the new constraints {q ≥ 0, z ≥ 0,
The function u t (z, q) can be maximized sequentially. Let
..,ỹ n−1 ) = (−y 1 , −y 2 , ..., −y n−1 ) and letf (ỹ) = f (y) andû t (z ) =û t (z). Then we have the following optimization problem:f (ỹ) = max z û t (z ), subject to the constraints: z i ≥ 0, and
is anti-multimodular by Lemma 2(vi). The anti-multimodularity off (ỹ) comes from Theorem 1(i). Finally, by Lemma 2(ii), f (y) is anti-multimodular in y. This completes the induction.
(ii). From the proof of Theorem 3(i), π t (y) = s
Thenz t,i is decreasing and the inequalities (4) hold because of the anti-multimodularity ofû t (z) and Theorem 1. The structure of the optimal policy for clearance sale follows because of the concavity ofû t (z), which is implied by its anti-multimodularity.
(iii). From the proof of Theorem 3(i), we know that the optimal ordering quantity q * t (y) is the solution to the following optimization problem:
subject to the constraints {q ≥ 0, z ≥ 0,
we are maximizing over z first, and let
subject to the constraints {z ≥ 0,
k=i y k for all 1 ≤ i ≤ n − 1}. The result follows if f (y, q) is anti-multimodular. Define z n−1 =z n−1 + n−1 k=1 y k , then it is easy to verify that u t (z, q) is anti-multimodular in (z 1 , ..., z n−2 ,z n−1 , y, q) and the constraint set
is a polyhedron satisfying (P1). The anti-multimodularity of f (y, q) comes from Theorem 1(i).
Corollary 1
(ii). Suppose that g(ζ, v) is multimodular on C, where C ⊆ R × R n is a polyhedron satisfying (P1). Let ζ * (v) denote the largest value of ζ that minimizes g(ζ, v). Then, ζ * (v) is nonincreasing in v, and
Proof. The result follows from Theorem 1 and Lemma 2(vi).
Online Appendix
Proof of Lemma 1: (i) and (iii). For ease of exposition, we show these two parts under the assumption of twice differentiabilty. The main idea does not depend on differentiability. Let f i,j be the second derivative of f with respect to its i th and j th components. Suppose g(x) is a multimodular function, then by definition ψ(x, y) = g(x 1 − y, x 2 − x 1 , ..., x n − x n−1 ) is submodular. Hence, we have
From the last two equations, we have
From the second and the last equation, we have
Then combining (1) and the first equation, we can inductively show that
Similarly, combining (2) and the first equation, we can inductively show that
Hence, we have shown that g i,j ≥ 0 for all i, j, meaning that the function g has increasing difference and is component-wise convex.
(ii). It suffices to show that g is midpoint convex, i.e.,
We denote the cardinality of a set A by |A|. The proof is by induction on the cardinality of the set supp(v − v ) = {i ∈ {1, 2, .., n}|v i = v i }. The inequality (3) By definition, let ψ(x, y) = g(x 1 − y, x 2 − x 1 , ..., x n − x n−1 ), then ψ(x, y) is submodular, i.e.,
, where x 0 and x 0 are regarded as y and y respectively, and
where v 0 and v 0 are regarded as y and y respectively. Then we can rewrite inequality (4) as:
The induction is complete if we can show
The equality holds because it is easy to verify that 
Proof of Lemma 2: (i), (ii), (iii), (iv) and (vii) follow directly from Lemma 2.6.1 and Corollary 2.6.2 in Topkis (1998).
(v). We need to show the submodularity of
This is true due to Lemma 2.6.2 in Topkis (1998).
(vi). By (ii), to show the result, it is equivalent to show thatg(−v) is multimodular, or to show the submodularity of
Because g is multimodular, we know that g(x n−1 − x n , x n−2 − x n−1 , ..., x 1 − x 2 , y − x 1 ) is submodular in (x n−1 , x n−2 , ..., x 1 , y, x n ), hence submodular in (x 1 , x 2 , ..., x n−1 , x n , y). Therefore, ψ is submodular in (x 1 , x 2 , ..., x n−1 , x n , y) and the result follows.
Proof of Lemma 3: If f (v) is L -convex, then for any given i ∈ {0, 1, 2, ..., n}, we will first prove g(v) = f (M n,i v) is multimodular. By definition, we want to show the submodularity of
Because f is L -convex, we know that f ((y, x 1 , ..., x i−1 , x i+1 , ..., x n ) − x i e) is submodular in (y, x 1 , ..., x i−1 , x i+1 , ...x n , x i ), hence submodular in (x 1 , x 2 , ..., x n−1 , x n , y). Therefore, ψ is submodular in (x 1 , x 2 , ..., x n−1 , x n , y) and the result follows. By Lemma 2(ii), we conclude that
is submodular. The last equality confirms that f (v) is L -convex.
Proof of Theorem 1: (i). It is easy to see that both S and A(v) are polyhedrons satisfying (P1). According to the definition of multimodularity, we want to show the submodularity of
subject to the constraint w ∈ A(x 1 − y, x 2 − x 1 , .., x n − x n−1 ). Define w 1 =w 1 − x n and
To show the result, it is equivalent to show that
is submodular in (x, y) subject to the constraint (w 1 −x n ,w 2 −w 1 , ...,w m −w m−1 ) ∈ A(x 1 −y, x 2 − x 1 , .., x n − x n−1 ). The set {(x,w, y)|(x 1 − y, x 2 − x 1 , ..., x n − x n−1 ,w 1 − x n ,w 2 −w 1 , ...,w m − w m−1 ) ∈ C} is a lattice by the definition of C. Because g is multimodular, we know that g(x 1 − y, x 2 − x 1 , ..., x n − x n−1 ,w 1 − x n ,w 2 −w 1 , ...,w m −w m−1 ) is submodular in (x,w, y), and hence the minimum overw is submodular (Topkis 1998, Theorem 2.7.6 ).
(ii). Because g(v, ζ) is multimodular,
Denote ζ i = ζ * (v + δe i ), 0 ≤ i ≤ n, where e 0 = (0, 0, ..., 0). We first show that ζ 0 ≤ ζ n + δ.
For any w > 0 and ζ > ζ n + δ,
The first inequality holds due to the submodularity of ψ. The second inequality follows from the assumption that ζ −δ > ζ n and the definition of ζ n . Consequently, we have g(v, ζ) > g(v, ζ n +δ), which implies that ζ cannot be optimal for v. Hence, ζ 0 ≤ ζ n + δ.
The first inequality holds due to the submodularity of ψ. The second inequality follows from the assumption that ζ > ζ i−1 and the definition of ζ i−1 . Consequently, we have g(v + δe i , ζ) > g(v + δe i , ζ i−1 ), which implies that ζ cannot be optimal for v + δe i . Hence, ζ i ≤ ζ i−1 .
Proof of Lemma 4: (i) and (ii).
The proof is by induction on t and proceeds in the following two steps: (1). If (ii) holds for period t + 1, then the optimal inventory issuing rule for regular sales in period t is FIFO; (2). If the optimal inventory issuing rule for regular sales in period t is FIFO, then (ii) holds for period t. Obviously, the inequalities in (ii) hold for period T + 1.
Step (1): The firm's inventory issuing policy is obtained by solving the following optimization problem:
If (ii) holds for period t + 1, then we have
This means that one should try to satisfy demand as much as possible and use older inventories as much as possible before using newer ones. Consequently, the optimal solutions are given by:
This allocation rule is the exactly the same as the FIFO rule.
Step (2): Given that the optimal inventory issuing rule for regular sales in period t is FIFO, we can rewrite the dynamic programing formulation as follows:
We shall work with the optimization problem (5) for the rest of this Online Appendix. In what follows, we write the optimal policy (z * t , q * Substep (2-1): We shall first show that ∆ y i π t ≤ ∆ y i+1 π t . It is equivalent to show π t (y + δe i+1 ) ≥ π t (y + δe i ) for any small positive δ, where e i is an n − 1 dimensional vector whose ith element is 1 and all others zero. The main idea of the proof is to construct a feasible policy for state y + δe i+1 and show that it leads to a higher profit than π t (y + δe i ). If z * t,i (y + δe i ) = 0, then the policy (z * t (y + δe i ), q * t (y + δe i )) is feasible when the inventory level is y + δe i+1 . Hence,
Proof of Theorem 2: (i). We only need to show that z * t,j = 0 for j ≤ k t − 1. Suppose this is not true, then we can find j ≤ k t − 1 such that z t,j > 0. Let
where e i is an n−1 dimensional vector whose ith element is 1 and all others zero. We know from Lemma 4(iii) that f (δ) is a non-decreasing function. Thus, for any 0 < δ < min{z * t,j , y kt −z * t,kt }:
, then z * t is not the smallest maximizer using the lexicographical order. Therefore, we must have z * t,j = 0 for j ≤ k t − 1.
(ii). The proof is by contradiction through a sample-path argument. Suppose that Π =
) is the optimal policy in which q * t > 0 and z * t,2 < y 2 . We construct another policy Π = ((q t , z t ), (q t+1 , z t+1 )..., (q N , z N )) as follows:
For period t,
for some δ ∈ (0, min(q * t , y 2 − z * t,2 )].
The idea here is that in period t + 1, relative to Π, we order an additional δ units, but put an additional δ units on clearance sale. The additional δ units for clearance sale are chosen from oldest items to newest, including the newly acquired δ units.
For any period i ≥ t + 2,
We can see that Π is feasible. In period t, we gain an additional profit of (αc − s + h)δ by using policy Π . In period t + 1, we receive a lower profit by using policy Π , but the loss is upper bounded by (αc − s + h)δ. In period t + 2, the system starts with the same total initial inventory whether we use Π or Π. However, under policy π , the initial inventory is fresher, and hence in light of Lemma 4, the profit from period t + 2 onwards can only be higher. In summary, if we let π Π t and π Π t represent the total expected profits under the two policies, then
Therefore, Π cannot be the optimal policy and the result hence follows.
Proof of Theorem 4: (i). The proof is by induction. The function V T +1 (u) = 0 is obviously multimodular. Suppose it is true for t + 1. To prove the multimodularity of J t (q 1 , u, q L 2 ), it suffices to show that for any given d,
is multimodular in (q 1 , u, q 2 ). This is true because of Lemma 2(vii). The multimodularity of V t (u) follows because minimization preserves multimodularity and Eh(u − D) is convex and hence is multimodular.
(ii). The inequalities below follow directly from the multimodularity of J t (q 1 , u, q 2 ):
The desired inequalities follow from the same arguments used in the proof of Lemma 2.1 in Sheopuri et al. (2010) : The state of the system after period t + L 2 − 1 depends on the state variables x L 2 , ..., x 1 , u, y 1 , ..., and y L 2 −1 at period t only through their total.
Proof of Theorem 5: (i) If ∆ x i V (x 1 , x 2 ) ≥ −p i for i = 1, 2, then it is not hard to show p i q i + V (q 1 + x 1 , x 2 + q 2 ).
The conclusion holds since V (q 1 +x 1 , x 2 +q 2 ) is multimodualr in (q 1 , x 1 , x 2 , q 2 ) by Lemma 2(vii) and the set {(q 1 , x 1 , x 2 , q 2 )|q 1 ≥ 0, q 2 ≥ 0, q 1 + x 1 ≥ 0, q 2 + x 2 ≥ 0} is a polyhedron that satisfies (P1).
(ii) Letỹ 1 = y 1 − x 1 ,ỹ 2 = y 2 − x 2 andJ(ỹ 1 , x 1 , x 2 ,ỹ 2 ) = J(ỹ 1 + x 1 , x 2 +ỹ 2 ). Then we can rewrite V (x 1 , x 2 ) as V (x 1 , x 2 ) = min
(ỹ 1 , x 1 , x 2 ,ỹ 2 ).
If J(y 1 , y 2 ) is multimodular, thenJ(ỹ 1 , x 1 , x 2 ,ỹ 2 ) is multimodular in (ỹ 1 , x 1 , x 2 ,ỹ 2 ) by Lemma 2(vii).
We minimizeJ sequentially. If we are minimizing overỹ 1 first, then by Corollary 1(i), the function min 0≤ỹ 1 ≤C 1J (ỹ 1 , x 1 , x 2 ,ỹ 2 ) is multimodular in (x 1 , x 2 ,ỹ 2 ). Then by Theorem 1(i),
we know that V (x 1 , x 2 ) is multimodular. If the largest minimizerỹ * 2 is differentiable, then by Theorem 1(ii), we have
The desired inequality is obtained by lettingỹ * 2 = y * 2 − x 2 . If the minimization is performed inỹ 2 first, then by Theorem 1(i), the function min 0≤ỹ 2 ≤C 2J (ỹ 1 , x 1 , x 2 ,ỹ 2 ) is multimodular in (ỹ 1 , x 1 , x 2 ). By Corollary 1(i), we obtain that V (x 1 , x 2 ) is multimodular. If the largest minimizerỹ * 1 is differentiable, then by Corollary 1(ii), we have
The desired inequality is obtained by lettingỹ * 1 = y * 1 − x 1 .
Proof of Theorem 6: Part (i) of the theorem can be shown in the following two steps.
(ia) We will first show that V t (x 1 , x 2 ) is multimodular in (x 1 , x 2 ) and J t (y 1 , y 2 , d 1 , d 2 ) is multimodular in (y 1 , y 2 ) by induction. The function V T +1 (x 1 , x 2 ) is obviously multimodular.
Suppose V t+1 (x 1 , x 2 ) is multimodular. The rest of the theorem follows from part (i) of this theorem and Theorem 5(ii).
