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Abstract-Fault-tree analysis is commonly used for risk assessment of industrial systems. Several computer packages are available to carry out the analysis. Despite its common usage there are associated limitations of the technique in terms of accuracy and efficiency when dealing with large fault-tree structures. The most recent approach to aid the analysis of the fault-tree diagram is the BDD (binary decision diagram). To use the BDD, the fault-tree structure needs to be converted into the BDD format. Converting the fault tree is relatively straightforward but requires that the basic events of the tree be ordered. This ordering is critical to the resulting size of the BDD, and ultimately affects the qualitative and quantitative performance and benefits of this technique. Several heuristic approaches were developed to produce an optimal ordering permutation for a specific tree. These heuristic approaches do not always yield a minimal BDD structure for all trees. There is no single heuristic that guarantees a minimal BDD for any fault-tree structure. This paper looks at a selection approach using a neural network to choose the best heuristic from a set of alternatives that will yield the smallest BDD and promote an efficient analysis. The set of possible selection choices are 6 alternative heuristics, and the prediction capacity produced was a 70% chance of the neural network choosing the best ordering heuristic from the set of 6 for the test set of given fault trees. [5] , has been developed. This approach transforms the FT into an alternative representation, from which the failure combinations responsible for system failure (minimal cut sets) can be obtained efficiently and the exact failure probability can be calculated directly from the new representation.
Index Terms-Binary
To use the BDD, the FT is transformed by considering each of the basic events of the tree in a specified order. This ordering is crucial for the resulting size of the BDD, and hence for its benefits. The smaller the BDD, the less minimization needs to occur to find the minimal cut sets of the tree; also the quantification process involves fewer stages.
Several research papers investigate various ordering strategies and heuristics [6] - [12] . From the research to date, several heuristics have been developed which are effective for specific FT structures; but a general heuristic that produces a minimal BDD for all FT is not available. Instead of developing a new heuristic, the advantages of the current heuristics have been used. The aim of this research was to find the best ordering heuristic within a group of possibilities for a specific tree, thus allowing variation for different trees. To find the most appropriate heuristic a NN approach to finding patterns has been investigated.
Perspective
Examining the set of 6 ordering heuristics used in the study, found that the scheme that produced the smallest BDD on the largest number of occasions was the modified top-down, left-right approach. The predictive fraction of producing a minimal BDD was 29.8%. This research showed that using this new NN, which allows for selecting an ordering heuristic from a set, had a predictive capability of 70%. The remaining 30% of responses varied across the various NN models. For the MLP network, incorrect predictions on the test data-set ranged from being only a few nodes larger than the optimal BDD to being a maximum of 50 nodes larger. For the RBF network, in the majority of test trees, 5 out of the 6 incorrect predictions were the second best choice, thus the BDD was only slightly larger than the smallest, and hence would have made very little difference to the analysis. This research suggests that a suitable "mechanism" for finding the appropriate ordering heuristic for a given FT to promote an efficient conversion process to the BDD has been found. The NN is a novel technique to help in this ordering problem with important improvements (40%) in producing a minimal BDD in comparison to the previous best of the modified top-down, left-right approach. Now that NN is proven to be useful, it warrants further investigation to improve upon the predictive ability. The characteristics of the FT should be scrutinized for their relevance in determining the best ordering heuristic to use; and the way the tree is drawn needs to be addressed.
II. BINARY DECISION DIAGRAMS
A BDD is a directed acyclic graph, as shown in Fig. 1 . All paths through the BDD begin at the root vertex and terminate in 1 of 2 states:
• a 1 state (system failure), or • a 0 state (system success). A BDD is composed of terminal and nonterminal vertices, which are connected by branches. Non-terminal vertices correspond to the basic events of the FT.
All the left branches leaving a vertex are the 1 branches (component failure occurs); all the right branches are the 0 branches (component functional). Every path begins from the root vertex, and proceeds down through the diagram to the terminal vertices. Only the vertices that lie on a 1 branch on the way to a terminal 1 vertex are included in the path. All the paths terminating in a 1 state give the cut-sets of the FT. For example, the cut-sets of Fig. 1 are:
2) X1 X4.
The method to convert a FT to its equivalent BDD is described in many publications; refer to them for details [3] .
III. VARIABLE ORDERING

A. The Problem
In constructing the BDD, the ordering of the basic events is crucial to the size of the resulting diagram. An inefficient ordering scheme produces a nonminimal BDD structure. Alternative ordering schemes produce BDD of various sizes; the smaller the BDD, the more optimal the diagram. To illustrate this, consider the simple FT in Fig. 2 . The tree has 4 basic events, where X2 is repeated.
If the basic event ordering permutation of X1 X2 X3 X4 is taken, then Fig. 3 shows the resulting BDD. This structure consists of only 4 nodes; it is a minimal structure and hence produces only minimal cut sets.
However, if the alternative ordering permutation of X4 X3 X2 X1 is taken, then Fig. 4 shows the resulting BDD; it consists of 7 nodes, is nonminimal, and yields nonminimal cut sets. Analyzing the second BDD involves a minimization procedure to find the minimal cut sets; the quantification process would require additional steps compared to analyzing the BDD in Fig. 3 . For larger FT structures, the efficiency of the resulting BDD is more critical, and in the worst case of using a poor ordering permutation, the diagram might be unsolvable. The objective is to produce an ordering scheme that converts the FT to the smallest BDD possible, to take full advantage of the benefits of this approach. Instead of finding a completely new heuristic, the heuristics already in the literature have the potential to produce a minimal BDD if the appropriate heuristic can be found. Thus, a mechanism was needed to locate the appropriate heuristic for a specific tree. The remainder of this paper examines the pattern-recognition approach of NN which was used as the "mechanism."
B. Heuristics Already Available
This ordering problem has been investigated by two research communities, electronic circuits and FT. The diverse nature of the logic functions used in these applications makes the validity of conclusions drawn from the circuits [8] , [11] , [12] questionable in terms of appropriateness for FT.
The research in [6] investigated the effects that various ordering schemes produce on the resulting size of the BDD for FT structures. Six heuristics were investigated; there were vast differences in the number of computations required to construct the BDD when each of the different orderings was used. Thus, these 6 heuristics are used to demonstrate the feasibility of the "mechanism" to select the best ordering-option. These are discussed in more detail in Section V.
IV. OVERVIEW OF NEURAL NETWORKS
NN is a method of identifying patterns. It can be regarded as a particular choice for a set of functions that map a set of input variables to a set of output variables. Thus, NN could be applied to the variable-ordering problem, wherein the inputs are the FT and the outputs are the various ordering heuristics. There are different types of NN: single layer networks, multi-layer networks, and radial basis functions. The latter 2 networks are used in this research.
A. Multi-Layer Perceptron
The multi-layer network (perceptron model) has several distinct layers. The network has an input layer, an output layer, and several hidden layers each with a specified number of nodes. Fig. 5 shows the general architecture of the network. Each of the layers is connected by weights, which determine the predictive ability of the network.
There are two modes of operation:
• a training phase to determine the optimum weights of the network, • a predictive phase to generate the desired outputs for a previously unseen input. During the training phase, multi-layer perceptrons commonly use the error back-propagation algorithm. The algorithmic process consists of two possible passes through the various layers of the network: a forward pass and a backward pass. In the forward pass, an input vector is applied to the input nodes of the network, and subsequent outcomes are evaluated layer by layer. Hidden-layer node values are calculated by taking the linear combination between the specified hidden node and weight connections to each input. A nonlinear activation function is applied to the linear combination that is calculated.
The values for the output layer nodes are found by evaluating the linear combination calculated between the selected output node and weight connection to each hidden node. An activation function is then applied to the result, this can be the same function as used in the hidden layer, or can be different.
The forward calculation pass uses fixed weights. During the backward pass, on the other hand, the weights are adjusted in accordance with an error-correction rule or a delta rule. The error-correction rule, which is applied at the output nodes for each training pattern , takes the target response of each node , and subtracts from it the response generated for that node by the network , to produce an error . This error signal is then propagated backward through the network, against the direction of weight connections, hence the name "error back-propagation." The weights are adjusted to make the actual response of the network move closer to the desired response. When the error has been sufficiently reduced, then it is these weights that are used as fixed values in the predictive phase. How well the network "has been trained" and "models the problem" are reflected in the prediction of new input data. If the network has been trained well, then it will generalize well to new data, and a correct response should be predicted.
B. Radial Basis Functions
The theoretical origins of radial basis functions are founded in the techniques for performing exact interpolation of a set of data points in a multi-dimensional space [13] . The approach introduces a set of basis functions which depend on the distance between the "set of input vectors" and a "prototype vector defined at the basis function center."
Like multi-layer perceptrons, the network has several input nodes, representing each feature component of the problem, and several output nodes, or targets. The radial basis function network typically has only 1 layer of hidden nodes, where each node has an activation function centered on a chosen radial basis function.
The connections between the "input layer" and the "hidden layer of radial basis functions" represent the vectors determining the centers of the radial basis functions. The first stage of training identifies these center parameters.
The connections between the basis functions and the output layer represent the weights of the network; these are determined during the training phase of the NN. The output representing the mapping of the radial basis function NN is then taken to be a linear combination of the basis functions and the weight vectors associated with all paths to the desired output node.
Training of the radial basis function NN can be considerably quicker than training a multi-layer perceptron, because only 1 cycle is performed. There are 2 distinct phases of training. In phase 1, the input data-set alone is used to determine the network parameters (the basis function centers and width or spread parameters). In phase 2, the network parameters remain fixed while the second layer weights are established.
V. MODELING THE ORDERING PROBLEM
The difficulty in the NN approach is in correctly modeling the problem. Some FT attributes have been intuitively selected to characterize the structure. The input layer of the NN represents the 11 characteristics which were selected to represent the FT structure; the output layer of nodes within the network are used to model the 6 ordering heuristic preferences.
The 11 characteristics chosen to represent the FT structure, and the reasoning behind their selection are summarized here: 1) Fraction of AND Gates: This indicates the balance of the tree in terms of AND/OR gate types.
2) Fraction of Different Events Repeated: This characteristic indicates the proportion of repeated events and nonrepeated events within the tree. The higher the proportion of repeated events the more chance of nonminimal cut sets.
3) Fraction of Total Events Repeated: Considering all the events in the tree (all repetitions included), this factor is selected on the same belief as in 2). 4) Top Gate Type: Two possible gates are considered in the research as the starting gate of the alternating sequence of gates within the tree structure: AND and OR. This start point can influence the scheme choice. 6) Number of Levels in The Tree: This characteristic indicates the depth of the tree, illustrating the size of the subtrees. Larger subtrees lead to more variation in the ordering list.
7) Number of Basic Events: The number of basic events in the tree is believed to be one of the most variable characteristics and possibly one of the most influential in the ordering process.
8) Maximum Number of Gates in Any Level: The number of gates increases the number of levels within the tree, and hence the possible effect on the ordering, especially when subtrees were used. 9) and 10) Number of Gates with "Just Event" or "Gate Only Inputs": Both of these characteristics were included because 2 of the heuristics used these characteristics in their rules for ordering.
11) Highest Number of Repeated Events: This characteristic was selected because the higher the repetition of an event, then the more problems it could cause with the introduction of nonminimal cut sets.
The ordering heuristics chosen to be the alternatives used for selection are:
• Top-down, left-right approach; • Depth-first approach; • Priority depth-first approach;
• Repeated event versions of each of the above. The details of each of these 6 ordering heuristics are in [14] . To train and test both the multi-layer perceptron and radial-basis function NN, a set of examples is required. FT structures were used from industry and randomly generated using a computer program. All trees were analyzed for the chosen 11 characteristics and for best ordering heuristic alternative (using the number of nodes in the diagram). Table I (column #2) shows the summary characteristics of the "Training" set of FT. The minimum and maximum values are given, apart from characteristic 4 where the total number of trees with AND/OR gates is given. The characteristic number corresponds to the preceding list of 11 characteristics.
To evaluate the performance of the NN, a test-set of data was produced with various tree structures and known-best ordering heuristics. The number of correct scheme preferences predicted by the network quantified the performance.
VI. PREDICTIVE RESULTS USING NEURAL NETWORKS
A. The Network Architectures
Table II summarizes, for the multi-layer perceptron approach, the output values calculated by the network. The bold-values show the correct scheme predictions; the italic-values are the target outputs. Table II shows that 14 correct predictions were made. The incorrect predictions need to be examined to gain an insight into the full predictive capacity of the network. The results are reviewed in Section VI-C.
The test set of FT upon which both the networks were tested totaled 20. Table I (col #3) summarizes the input "Test" characteristics for all FT. For both networks, the number of input nodes totaled 11, and the number of output nodes totaled 6. The multi-layer perceptron performed best, with 1 hidden layer comprising 5 nodes; the radial basis function optimal structure was found using 4 centers. For both NN techniques, the number of correct predictions on the test set of FT was: 14 out of 20. This indicates that for this set of trees, each network had a 70% chance of selecting the ordering heuristic for a specific tree which would result in the smallest BDD.
B. Outputs Generated by Networks
The same data set of FT was used for testing both network approaches. The predictive potential of each network was established, depending on the number of correct ordering heuristic choices that were made. The correct predictions required for the 20 test trees are: Scheme: 1, 3, 2, 1 2, 2, 4, 2 4, 2, 3, 1-4, 2, 3, 2, 3, 3, 2, 2, 4, 2, 4 where test tree 1 has desired output using ordering method 1, test tree 2 has best result with ordering method 3, and so on. For the radial basis function NN, the test trees which were correctly assigned the ordering scheme which produced the minimal BDD were numbers 3-13, 16, 17, 19. The incorrect predictions are also reviewed in Section VI-C.
C. Review of Incorrect Responses
To make further assertions concerning the predictive capacity of the studied NN architectures, it is necessary to look at the incorrect predictions. Table III gives the first, second, third best ordering heuristic choices for each of the test trees. Where 2 numbers occupy a cell, either of the schemes can be used.
Of the 6 incorrect predictions produced using the optimal network architecture for the multi-layer perceptron,
• 4 is the second best ordering heuristic, • 1 is the third best ordering heuristic, • 1 is the fourth best ordering heuristic. On reviewing the size difference of the BDD produced using the second best ordering heuristic, the result is small, thus although not a "minimal BDD" a "near-minimal BDD" would have resulted using this ordering choice, which would have had little effect on the analysis procedure. The size difference for the 2 remaining incorrect schemes is slightly larger with between 10 and 50 nodes difference, but in both cases the analysis could still be carried out.
Examining the incorrect predictions made by the radial basis function NN, it became evident that a similar pattern emerged. Fig. 6 shows the predictions made with a summary given to the incorrect scheme choices; 5 out of the 6 incorrect predictions are near to best scheme coding. Looking at the values of the second-best option in comparison to the best, there is little difference in the coded values; thus the second-best option is not dramatically different, nor is the resulting BDD structure considerably larger than the optimal structure.
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