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Abstract
We study the velocity of the propagation of information for a class of local dissipative quantum
dynamics. This finite velocity is expressed by the so-called Lieb-Robinson bound. Besides the
properties of the already studied dynamics, we consider an additional relation that expresses the
propagation of certain subspaces. The previously derived bounds did not reflect the dissipative
character of the dynamics and yielded the same result as for the reversible case. In this article, we
show that for this class the velocity of propagation of information is time dependent and decays
in time towards a smaller velocity. In some cases the velocity becomes zero. At the end of the
article, the exponential clustering theorem of general frustration free local Markovian dynamics is
revisited.
∗ benoit.descamps@univie.ac.at
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I. INTRODUCTION
Locality and causality are two of the most fundamental concepts in physics. Measure-
ments are realised in a small subset of space during a small interval of time. Two measure-
ments far away from each other should not influence each other for a long period of time.
In other words, information propagates with a finite velocity. This is implied by the local
Lorentz invariance or covariance. In 1972, Lieb and Robinson [1] showed that this finiteness
is inherited by locality and not the property of local symmetry. This result was shown using
local Hamiltonians and is known as the Lieb-Robinson bound. Since then the Lieb-Robinson
bound has turned out to be a very useful tool in many areas of modern condensed matter
such as the approximation of ground states [2], the study of gapped Hamiltonians and area
laws [3–5], topological properties [6], and others [8–11], and even linear algebra [12]. An
overview of many applications such as the study of gapped systems can be found in [13–15].
Such a light cone property in matter has been studied experimentally [16]. Local dissipative
systems have been studied in the context quantum computing [17–19] or study of phase
transitions [21].
Recently this bound was studied for systems with local dissipation [22, 23]. The derived
bound was very similar to the original result for non-dissipative systems. In this article, we
revisit and derive a class of local dynamics with a more refined bound. Local dissipation
implies a local de-coherence of states in time. Imposing an additional constraint, we show
that certain systems have a decaying velocity of propagation,i.e. the light cone closes with
time. In the first part of the article, we define the subclass and prove the new bound. We
then give some examples. At the end, the method is prove the conjecture in [7]. Finally, we
discuss the exponential clustering theorem for frustration free local Markovian dynamics.
II. LOCAL DISSIPATIVE DYNAMICS
A. Propagation of Information
This section explains the connection between the Lieb-Robinson bound and propagation
of information. Assume that a system is initially prepared in a state ρ. This state, then,
evolves time under the dynamics Γt. The fact that any system can be taken to be part of a
larger one automatically implies that the map Γt needs to be complete positive and trace-
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preserving. By the same argument, any change to a state of a system should be described
by a complete positive trace-preserving map Φ. Any complete positive map has a special
decomposition [24],
Φ : ρ→ Φ[ρ] =
∑
i
Tr(ViV
†
i ρ)
ViρV
†
i
Tr V †i Viρ)
This decomposition interprets Φ as a change to ρ due to the different measurement outcomes
ViρV
†
i
Tr(ViV
†
i ρ)
with probabilities Tr(ViV
†
i ρ). Any measurement can be described in a similar way
using a set of matrices {Vi} so that
∑
i V
†
i Vi = 1. Let us now say that at t = 0, we apply some
local change,Φx, at some point x in space. After some time t, we make a local measurement,
V †y , at another point y of space. A change is detected by a difference in the probabilities of
the outcome. Maximizing over all initial states gives us a bound on how local changes are
being perceived at other points in space. This yields us the following,
|Tr(Vy[.]V
†
y ◦ Γt ◦ Φx[ρ])− Tr(Vy[.]V
†
y ◦ Φx[ρ])| ≤ ‖(Φ
∗
x[.]− [.]) ◦ Γ
∗
t [V
†
y Vy]| (1)
where Φ∗x,Γ
∗
t are the adjoint with respect to the Hilbert-Schmidt scalar product. The op-
erator Φ∗x[.] − [.] can be shown to be the generator of an unital Markovian dynamics, i.e.
∀t ≥ 0, exp[t(Φx[.]− [.])] is trace-preserving and complete positive. The case ‖(Φ
∗
x[.]− [.]) ◦
Γ∗t [V
†
y Vy]‖ ∝ ‖[Bx, .]◦Γ
∗
t [V
†
y Vy]‖, is bounded by the so-called the Lieb-Robinson bound stated
in equation (2) below. However, for proving the existence of the thermodynamic limit of
local Markovian dynamics, arbitrary local Lindblad generators are needed.
Obviously, for t = 0 we see that the upper bound in equation (1) is always zero. A
question that is often asked is what happens for t > 0. The Lieb-Robinson bound shows
that the change is progressive. For a fixed time, as the measurement is done farther away,
it becomes harder and harder to perceive the perturbation. Measurements that detect the
change at some time d, can be made at least at a distance d + v∆t after some time ∆t
with the same accuracy of the results. In other words, the propagation of the information is
inside a light cone. In this article, we show that due to dissipation, we get event horizons.
III. LOCAL MARKOVIAN DYNAMICS
Consider a D-dimensional lattice ZD with a metric. At each point x ∈ ZD of the lattice,
define a d-dimensional Hilbert space Hx and for each finite set Λ ⊂ Z
D denote the product
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space,
HΛ =
⊗
x∈Λ
Hx
Denote the algebra of all matrices acting on HΛ, i.e. the algebra of local observables of Λ,
AΛ,
AΛ =
⊗
x∈Λ
B(Hx)
If Λ1 ⊂ Λ2, the algebra AΛ1 can be identified with the algebra AΛ1 ⊗ 1Λ1\Λ2 and therefore
AΛ1 ⊂ AΛ2. Define the support of a local observable A ∈ AΛ as the minimal set X ⊂ Λ for
which A = A′ ⊗ 1Λ\X .
A natural norm to consider in this type of systems is the so-called completely bounded
norm. The cb-norm of an operator L is defined by,
‖L‖cb = sup
n≥1
‖L⊗ idMn ‖
As shown originally, the Lieb-Robinson velocity is proportional to the norm the local in-
teraction. This proportionality can be made more precise using reproducing functions. We
assume there exists a non-increasing function F : [0,∞) → (0,∞) so that F is uniformly
integrable over the lattice,
‖F‖ := sup
x∈Zd
∑
y∈Zd
F (d(x, y)) <∞
and there is a constant Cµ,
Cµ := sup
x,y∈Zd
∑
z∈Zd
F (d(x, y))F (d(y, z)
F (d(x, y)
e−d(x,y)−d(y,z)+d(x,y)
so that Cµ
∣∣
µ=0
<∞.
Further information about reproducing functions can be found in [28]. We study local
one-parameter dynamics Γt : AΛ → AΛ so that ∀A ∈ AΛ,
d
dt
Γt(A)
∣∣
t=0
= L(A) =
∑
X
IX(A)
with local operators IX : AΛ → AΛ, ∀A ∈ AY , IX [AY ] = 0 , if X ∩ Y = ∅, and diam(X) ≤
R <∞. Additionally we impose that ∀t ≥ 0 and ∀X ,
exp[tIX ] : AX → AX
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is identity preserving and complete positive. Therefore L and each IX are the Heisenberg
picture equivalent of the Lindblad generator [25] of a continuous one-parameter semi-group
of complete positive trace-preserving maps. In the theorem, we impose I∗X [1] = 0. Notice
that the complete positivity implies IX + I
∗
X ≤ 0.
Additionally assume there exists a µ > 0, so that,
‖L‖µ = sup
x,y∈Zd
∑
Z∋x,y
‖IZ‖cb
F (d(x, y)
eµd(x,y) <∞, and λIX+I∗X/2 ≥ −ν
where λT denotes the largest non-zero eigenvalue of operator T and ν > 0. The existence
of the thermodynamic limit of such systems was shown in [22].
Consider Λ1,Λ2 ⊂ Z
D, Λ1 ∩ Λ2 = ∅ and A ∈ AΛ1 and B ∈ AΛ2. In the case that Γt is
automorphic, it has already been shown that there exists C ′, v and ξ, [1, 23, 26] so that,
‖[B, exp[tL]A]‖ ≤ C ′‖A‖ ‖B‖ exp
[
vt− d(A,B)
ξ
]
(2)
These constants depend on the diameter of the support of A and B and the strength of
the interaction. This bound, of course, should also always be understood for small times
compared to the distance. Notice, that in the case that L has a unique fixed point, in
principle by taking the right observable A, we should get something like,
‖[B, exp[tL]A]‖ ≤ C ′‖A‖ ‖B‖ exp[−tGap(L)]
This bound makes sense for all times, but does not contain any information about the
distance between observables. We will reconcile and combine both properties in the following
result. We show that for a certain class of Lindblad generators, the usual light-cone picture
is only valid for small t. After a certain time, the dissipative character takes over and the
velocity v > 0 becomes time dependent and decreases towards some smaller velocity which
can be zero.
Define PX as the projector onto Ker(IX + I
∗
X). In order to derive our desired result, we
need the following property,
PY IX(1− PY ) = 0, PY PX(1− PY ) = 0, ∀X, Y ⊂ Z
d (3)
Notice that since projectors are self-adjoint, the second equality implies the mutual com-
mutation relations between the projectors,
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On the other hand, the first inequality does not necessarily implies that the projectors and
the interaction terms commute. If this were the case, it can be easily shown that dynamics
becomes ultra-local, i.e. the support of local operators does not grow under time-evolution.
Per construction, the invariant state of the system is the uniform state. Let us take a local
perturbation at the origin that can be dissipated by the interaction term that overlaps with
origin. Under time evolution, this perturbation is then propagated by the other interactions.
However, the equations (3) tell us that as the perturbation spreads, it is dissipated at a faster
rate.
Theorem. Let L be a local Lindblad generator. Given that for each local interaction IX ,
I∗X [1] = 0 and the equations (3) are satisfied. Then ∀A ∈ AΛA, B ∈ AΛB with ΛA ∩ ΛB = ∅,
‖[exp(tL)A,B]‖ ≤ 2
‖F‖
Cµ
‖A‖ ‖B‖ min{ΛA,ΛB}
(
exp
[∫ t
0
v(τ)dτ
]
− 1
)
exp [−µd(A,B)]
(4)
with the time-dependent velocity v(t),
v(t) =
[
α + βe−νt
]
Cµ‖L‖µ
with ν = −maxX λIX+I∗X/2.
α = max
X
‖IXPX‖cb/‖IX‖cb and β = max
X
‖IX(1− PX)‖cb/‖IX‖cb
Proof. The proof goes as follows. First, we find a meaningful integral representation for
[exp(tL)A,B]. This representation shows that in order for the two observables A and B
to communicate with other, they need to be propagated by the local interactions. Second,
we see that the local interactions not only play the role of propagator but they are also
dissipators. This role is expressed by the relation (3). If, after some propagations, the
observable is being dissipated at a rate λ, under the action of another interaction term the
rate becomes λ+ ν. These two ideas are then combined to give the result.
We remind the reader of the property of the exponential of a sum.
et(A+B) = etA +
∫ t
0
ds e(t−s)ABes(A+B) (5)
and
et(A+B) = etA +
∫ t
0
ds es(A+B)Be(t−s)A (6)
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Originally the dynamics [27] was recursively expanded using the first property (5), Instead
of writing down the full integral representation, a recursive inequality was used. In our case
we use the second property (6).
Define a path of n steps, Pn, between A and B as the set of the support of the local
interactions IΛj ,
Pn = {Λj|ΛB ∩ Λ1 6= ∅,Λ1 ∩ Λ2 6= ∅, ...,Λn ∩ ΛA 6= ∅ , all other intersections are empty}
Denote Pkn as the subset of Pn containing the first k steps of the path, where P
0
n = ∅. Define
the generator containing local interaction which do not intersect with the path,
LcPkn = L−
∑
Z∩Pkn 6=∅
IZ
In Lemma 1 we show,
‖[B, exp(tL)A]‖ ≤
∞∑
n=1
‖L‖nµ
(
sup
Pn
JPn
)∑
Pn
∑
x0∈ΛB
∏
Λj∈Pn
∑
xj∈Λj
∑
xn+1∈ΛA
F (d(xj−1, xj))e
−µd(xj−1,xj)
with,
JPn =
∣∣∣∣∣∣ ∫ t
0
∫ t−s1
0
...
∫ t−∑n−1j=1 sj
0
ds [B, .]
n∏
j=1
(
exp
[
sjL
c
Pj−1n
]
IΛj/‖IΛj‖cb
)
exp[(t−
n∑
j=1
sj)L
c
Pnn
]A
∣∣∣∣∣∣
(7)
with the ordered product
∏n
j=1Cj = C1C2...Cn and the supremum is taken over all paths of
length n.
Further on we show for fixed n,
JPn ≤ 2‖A‖ ‖B‖
[maxX ‖IXPX‖/‖IX‖cb +maxX ‖IX(1− PX)‖/‖IX‖cb(1− e
−νt)/(νt)]
n
n!
tn
From the definition of Cµ and the triangle inequality, it can be seen that,
∑
Pn
∑
x0∈ΛB
∏
Λj∈Pn
∑
xj∈Λj
∑
xn+1∈ΛA
F (d(xj−1, xj))e
−µd(xj−1,xj) ≤
‖F‖
Cµ
min{| suppA|, | suppB|} exp[−µd(A,B)]
Define the projector,
P kΛ =

 PΛ, if k = 0
1− PΛ, if k = 1
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where PΛ is the projector on Ker(IΛ+I
∗
Λ). From condition (3), we can rewrite the expression,
JPn ≤ 2‖A‖ ‖B‖
∫ t
0
∫ t−s1
0
...
∫ t−∑n−1
j=1
sj
0
ds
∣∣∣∣∣∣ ∏
Λj∈Pn
(
exp
[
sjL
c
Pj−1n
]
IΛj/‖IΛj‖cb(P
0
Λj
+ P 1Λj)
) ∣∣∣∣∣∣
This equation consists of 2n terms. For each string of bits of length n− k + 1 {ik, ..., in} ⊂
{0, 1}k for k = 1, ..., n, define the projector
Q
{ik ,...,in}
Pk−1n
=
∏
Λj∈Pn\P
k−1
n
(1− ijPΛj)
From condition (3) we see that this is indeed a projector. Moreover using (3), we can rewrite
our expression,
JPn ≤ 2‖A‖ ‖B‖
∑
{i1,...,in}⊂{0,1}n
R
{i1,...,in}
Pn
S
{i1,...,in}
Pn
with,
R
{i1,...,in}
Pn
=
∏
Λk∈Pn
(
‖IΛkP
ik
Λk
‖cb/‖IΛk‖cb
)
S
{i1,...,in}
Pn
=
∫ t
0
∫ t−s1
0
...
∫ t−∑n−1j=1 sj
0
ds
∏
Λk∈Pn
∣∣∣∣∣∣Q{ik ,...,in}
Pk−1n
exp
[
skQ
{ik,...,in}
Pk−1n
Lc
Pk−1n
Q
{ik ,...,in}
Pk−1n
]
Q
{ik,...,in}
Pk−1n
∣∣∣∣∣∣
We use a variation of [29, Thm IX.3.1]. Given A, P ∈Mn(C) and P projector,
‖P exp[PAP ]P‖ ≤
∣∣∣∣∣∣P exp [P A+ A†
2
P
]
P
∣∣∣∣∣∣
This equation and the definition of Q
{ik ,...,in}
Pn
, we see that we can bound each terms in
S{i1,...,in}Pn ,
∣∣∣∣∣∣Q{ik,...,in}
Pk−1n
exp
[
1
2
skQ
{ik,...,in}
Pk−1n
(Lc
Pk−1n
+ Lc∗
Pk−1n
)Q
{ik ,...,in}
Pk−1n
]
Q
{ik ,...,in}
Pk−1n
∣∣∣∣∣∣ ≤ exp
[
−νsk
n∑
j=k
ij
]
Defining new variables,
u1 = s1, u2 = s1 + s2, ... , uk =
k∑
j=1
sj ...
We can rewrite S
{i1,...,in}
Pn
,
S
{i1,...,in}
Pn
=
∫ t
0
∫ t
u1
...
∫ t
u1+...+un−1
du exp
[
−
n∑
j=1
uj
n∑
k=j
ik
]
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and,
‖IΛkP
ik
Λk
‖cb/‖IΛk‖cb ≤

 β, if ik = 1α, if ik = 0
Using these two bounds JPn becomes,
JPn ≤ 2‖A‖ ‖B‖
∫ t
0
∫ t
u1
...
∫ t
u1+...+un−1
du (α+ β exp(−νu1)) ... (α + β exp(−νun))
= 2‖A‖ ‖B‖
1
(n− 1)!
∫ t
0
du1 (α + β exp(−νu1))
(
α(t− u1) + β
(
exp(−νu1)− exp(−νt)
ν
))n−1
= 2‖A‖ ‖B‖
1
n!
[
αt+ β
(
1− exp(−νt)
ν
)]n
The first equality is the induction hypothesis, the case n = 1 can be checked easily. Com-
bining our results, we get our claim.
Lemma 1. For A and IZ with Z ∩ ΛA = ∅,
‖ IZ exp(tL)A ‖ ≤
∞∑
n=1
‖L‖nµ
(
sup
Pn
JPn
)∑
Pn
∑
x0∈ΛA
∏
Λj∈Pn
∑
xj∈Λj
∑
xn+1∈Z
F (d(xj−1, xj))e
−µd(xj−1,xj)
Proof. The procedure is very similar to [3, 13]. Consider the generator L∩Z ,
L∩Z =
∑
Λ1∩Z 6=∅
IΛ1
Using equation (6) , we can then expand,
IZ exp(tL)A =
∑
Λ1∩Z 6=∅
‖IΛ1‖cb
∫ t
0
IZ exp[s0L]IΛ1/‖IΛ1‖cb exp[(t− s0)(L− L∩Z)]A
We then continue this procedure for each term IΛ1 exp[(t−s0)(L−L∩Z)]A for which Λ1∩ΛA =
∅. Let us say that after k− 1 steps we have Λk ∩ΛA 6= ∅, from our construction we see that
we have built a path of k steps from Z to A for which JPk(Z,A) can be bounded by equation
(12). For each n, we can then use the definition of ‖L‖µ,(
sup
Pn
JPn
)∑
Pn
∏
Λj∈Pn
∑
Λj
‖IΛj‖cb ≤
(
sup
Pn
JPn
)∑
Pn
‖L‖nµ sup
x0∈ΛA
∏
Λj∈Pn
∑
xj∈Λj
∑
xn+1∈Z
F (d(xj−1, xj))e
−µd(xj−1,xj)
We can then use this procedure for [B, .].
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IV. EXAMPLES
A. Specific Subclass
We present a method to construct examples that satisfy the equations (3) for the case
PX =
1X
Tr(1X )
TrX [.] and X consists of at most two sites. For this construction α = 0 and the
Lieb-Robinson velocity goes asymptotically to zero.
Consider 2n trace-preserving complete positive operators Γj ,Φj : B(Cd) → B(Cd) and
c1, ..., cn ∈ (0, 1] with
∑
k ck = 1, so that Γ
∗
j and Φ
∗
j are not trace-preserving and
∑
j cjΓ
j⊗Φj
only has the uniform state as fixed point. We can then easily see that interaction terms Ii,j
of the form,
Ii,j[.] =
∑
k
ckΓ
k
i ⊗ Φ
k
j [.]− [.]
satisfy the structural equation (3).
Let us give some concrete examples. For A ∈ B(C2), λ, t ∈ [−1, 1], consider the following
trace-preserving map Φ(λ, t) : B(C2)→ B(C2).
Φ(λ, t) :

 A11 A12
A21 A22

→

 12(A11 + A22) t2(A11 + A22) + λA12
t
2
(A11 + A22) + λA21
1
2
(A11 + A22)


From [30], the condition |λ|+ |t| < 1 implies complete positivity. We can then construct the
following interaction terms,
Ii,j[.] =
1
3
Φi(λ1, t1)⊗Φj(λ2, t2)[.] +
1
3
Φi(λ3, s)⊗Φj(λ4, s)[.] +
1
3
Φj(λ5, r)⊗Φj(λ6,−r)[.]− [.]
with t1 + r + s = t2 − r + s = r
2 − s2 = 0.
As a second example consider the map, Ψ(λ, t) : B(C2)→ B(C2).
Ψ(λ, t) :

 A11 A12
A21 A22

→

 1+λ+t2 A11 + 1−λ+t2 A22 0
0 1−λ−t
2
A11 +
1+λ−t
2
A22


with −1 < t, λ < 1, 1− |λ| − |t| > 0. Given −1 < r1, r2, s1, s2, t1, t2, u1, u2 < 1, so that,
det


(1 + r1)(1 + r2) (1 + s1)(1 + s2) (1 + t1)(1 + t2) (1 + u1)(1 + u2)
(1 + r1)(1− r2) (1 + s1)(1− s2) (1 + t1)(1− t2) (1 + u1)(1− u2)
(1− r1)(1 + r2) (1− s1)(1 + s2) (1− t1)(1 + t2) (1− u1)(1 + u2)
(1− r1)(1− r2) (1− s1)(1− s2) (1− t1)(1− t2) (1− u1)(1− u2)

 6= 0
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And the interactions are given by,
Ii,j[.] =c1Ψi(λ1, r1)⊗Ψj(λ2, r2)[.] + c2Ψi(κ1, s1)⊗Ψj(κ2, s2)[.]+
c3Ψi(µ1, t1)⊗Ψj(µ2,−t2)[.] + c4Ψi(ν1, u1)⊗Ψj(ν2, u2)[.]− [.]
Let us finally remind the reader that a maximum range of the interaction is necessary,
∀Ii,j , d(i, j) ≤ R <∞. This condition implies an exponential decay in distance in equation
(4). Long range interactions are possible in some cases, but mostly imply slower decays.
Further discussion can be found in [28].
B. Local Covariance
In the previous section, we gave a method for the construction of non-trivial examples.
These examples give rise to an approximate event horizon or in other words are quasi-
ultra-local. An interesting question is how do ultra-local dynamics look like. In the case
of automorphisms, we would need interaction terms to commute with each other. In this
section we give an interesting class of ultra-local dynamics with non-commutating interaction
terms.
We use the concept of local covariance to introduce this particular class. It can then be
combined with the previous examples to construct additional quasi-ultra-local dynamics.
Given some group G with a unitary representation Vg : Hx → Hx, ∀x. We say that IX is
local covariant if, ∀i ∈ X ,
IX [(1X\{i} ⊗ Vg)(.)(1X\{i} ⊗ V
†
g )] = (1X\{i} ⊗ Vg)IX [.](1X\{i} ⊗ V
†
g )
Additionally, we say Ker(IX + I
†
X) is invariant with respect to the representation {Vg} of a
group G if ∀A ∈ Ker(IX + I
†
X), ∀i ∈ X ,
(1X\{i} ⊗ Vg)A(1X\{i} ⊗ V
†
g ) = A
in other words {Vg} is a local gauge symmetry of Ker(IX + I
†
X).
For every amenable group G with invariant mean µ and representation {Vg}, we can
define a projector PX on AX onto the vector space with this representation as local gauge
symmetry.
PX : AX → AX : A→
∏
i∈X
Pi[A] (8)
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with,
Pi : A→
∑
g∈G
µ(g)(Vg ⊗ 1X\{i})A(V
†
g ⊗ 1X\{i})
It can be easily checked, that equations (3) are satisfied when IX are locally covariant.
Additionally we can see that every interaction terms IX commute with the projectors PY .
This implies ultra-locality, ∀A ∈ AΛA,
exp
[
t
∑
X
IX
]
A = exp

t ∑
X∩ΛA 6=∅
IX

A
Covariance properties of dynamics has been largely studied [31–33].
V. FURTHER DISCUSSIONS
A. Localization
In [7], systems with time dependent disorder were studied. The time dependence was
chosen so that the dynamics would be equivalent to one generated by a local Lindblad
generator. Specifically the generator was of the form,
L[.] =
∑
j
i[hj,j+1, .]− γ
1j
Tr(1j)
Trj[.] (9)
The second terms are local depolarizations. They showed that when γ scaled with the size of
the system, the Lieb Robinson velocity is suppressed and we get a result similar to Anderson
localization [20].
Originally the Lieb Robinson bound was used to prove the existence of the thermodynamic
limit. For the proof, it is important for the bound to be independent of the size of the
system. Therefore the result in [7] can only be seen as a hint for effective velocity. Indeed,
the authors conjectured and showed numerically that for small γ, localization should still
appeared. When the local depolarization is too weak, the information propagates again.
Using the method developed in this article, we prove their conjecture.
Consider the following local dissipative dynamics,
L = Lint + Ldiss =
∑
Λj
IΛj +
∑
j
Dj
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with |Λj| > 1. This notation means that Dj are one-point local and play the role of
dissipation, while IΛj are the interaction terms that are responsible for the hopping.
Denote Pλj the projector onto the kernel of IΛj + I
†
Λj
+
∑
k∈Λj
(Dk+D
†
k). Define then the
projector onto the kernel of the hermitian part all interactions except the first k interactions
along a path of length n, P c
Pkn
=
∏
Λj 6∈Pkn
PΛj
Assume now the following,
∀Λj,Λk, PΛjPΛk = PΛkPΛj (10)
∀Pn, j, P
c
Pjn
Lc
Pjn
P c
Pjn
= P c
Pjn
Lc
Pjn
(11)
The method of Lemma 1 can then be repeated except only the interactions IX are taken
out of the exponentials and not the one-point dissipative terms Dj. This leads us again to
the equations,
‖[B, exp(tL)A]‖ ≤
∞∑
n=1
‖Lint‖
n
µ
(
sup
Pn
JPn
)∑
Pn
∑
x0∈ΛB
∏
Λj∈Pn
∑
xj∈Λj
∑
xn+1∈ΛA
F (d(xj−1, xj))e
−µd(xj−1,xj)
with,
JPn =
∣∣∣∣∣∣ ∫ t
0
∫ t−s1
0
...
∫ t−∑n−1j=1 sj
0
ds [B, .]
n∏
j=1
(
exp
[
sjL
c
Pj−1n
]
IΛj/‖IΛj‖cb
)
exp[(t−
n∑
j=1
sj)L
c
Pnn
]A
∣∣∣∣∣∣
(12)
We can then insert again the projectors,
JPn =
∣∣∣∣∣∣ ∫ t
0
∫ t−s1
0
...
∫ t−∑n−1j=1 sj
0
ds [B, .]
n∏
j=1
(
exp
[
sjL
c
Pj−1n
]
(1− P c
Pj−1n
)IΛj/‖IΛj‖cb
)
exp[(t−
n∑
j=1
sj)L
c
Pnn
](1− P cPnn )A
∣∣∣∣∣∣
Since, [LcPkn
, P cPkn
] = 0, ∀Pn, k and using the assumption (11),
‖(1− P c
Pjn
) exp
[
sj(1− P
c
Pjn
)(Lc
Pjn
+ Lc†
Pjn
)(1− P c
Pjn
)/2
]
(1− P c
Pjn
)‖ ≤ exp(−λsj)
Therefore,
JPn ≤ exp(−λt)
‖Lint‖
n
µt
n
n!
From which follows,
‖[A,Γt(B)]‖ ≤ C
′‖A‖ ‖B‖ exp
(
−λt+ vt− d(A,B)
ξ
)
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Generally λ < v, however, in the case of one-point dissipative terms, it is possible to make
λ > v. In the case of our example (9), we now show that the assumptions (11) are satisfied
and λ = γ and v ≤ 2maxj ‖hj,j+1‖.
Proof. Notice first Pj,j+1 =
1j,j+1
Tr(1j,j+1)
Trj,j+1⊗ IdΛ\{j,j+1}. We can take some irreducible rep-
resentation {Ug} of a group G with invariant mean µ that lives on site j. Since,
1j,j+1
Tr(1j,j+1)
Trj,j+1[.] =
∑
g,h
µ(g)µ(h)Ug ⊗ Uh[.]U
†
g ⊗ U
†
h
from the first assumption can be checked.
Notice then that,
(Lc
Pjn
+ Lc†
Pjn
) = −2γ
xB∑
k=xA
Pj
from this then follows λ = γ
Therefore we see that there is no hopping when γ > 2‖hj,j+1‖, ∀j.
B. Exponential Clustering Theorem
In [23], A general method was given for systems with unique invariant state and a dissi-
pative gap. For gapped frustration free-Hamiltonian, proving correlation properties is quite
easy. Similarly, we give a simple proof of the correlation properties of frustration free local
Markovian dynamics with a dissipative gap.
Consider a frustration free local Markovian dynamics L =
∑
X IX with unique invariant
state ρβ . By which we mean, L
∗ρβ = I
∗
Xρβ = 0, ∀X . We say that L has a dissipative gap,
if there is some λ > 0, so that ∀A ∈ Aλ, with Tr(A) = 0,
‖ exp(tL)A‖ ≤ ‖A‖ exp(−λt)
For every local Markovian dynamics, the usual Lieb-Robinson bound can be shown,
‖IX exp[tL]A]‖ ≤ C‖A‖ ‖IX‖ exp
[
vt− d(A,X)
ξ
]
(13)
Notice that it should be clear that for the case that dynamics are frustration-free, the
following bound can be shown,
‖I∗X exp[tL
∗][Aρβ ]‖ ≤ C‖A‖ ‖IX‖ exp
[
vt− d(A,X)
ξ
]
(14)
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We now show that for every local observable A ∈ AΛA, B ∈ AΛB ,
|Tr(ρβAB)− Tr(ρβA) Tr(ρβB)| ≤ ‖A‖ ‖B‖ exp (−d(A,B)/(ξ + v/λ))
Proof. Without loss of generality, we can take Tr(A) = Tr(ρβB) = 0. Notice first that from
the Lieb-Robinson bound (14) follows,
‖ exp(tL∗)[Bρβ]− exp(tL
∗ − t
∑
X∩ΛA 6=∅
I∗X)[Bρβ]‖ ≤ C
′max
X
‖IX‖ ‖B‖ exp((vt− d(A,B))/ξ)
Indeed,
‖ exp(tL∗)[Bρβ ]− exp(tL
∗ − t
∑
X∩ΛA 6=∅
I∗X)[Bρβ ]‖
= ‖
∫ t
0
ds exp((t− s)L∗ − (t− s)
∑
X∩ΛA 6=∅
I∗X)
∑
X∩ΛA 6=∅
I∗X exp(sL
∗)[Bρβ ]‖
≤ C
∫ t
0
dsmax
X
‖IX‖ ‖B‖ exp((vt− d(A,B))/ξ) ≤ C
′max
X
‖IX‖ ‖B‖ exp((vt− d(A,B))/ξ)
Our claim then follows from,
|Tr(ρβBA)| = |Tr(ρβB exp(tL− t
∑
X∩ΛA 6=∅
IX)[A]) = |Tr(A exp(tL
∗ − t
∑
X∩ΛA 6=∅
I∗X)[ρβB])|
≤ ‖B‖ ‖ exp(tL)A‖+ ‖A‖ ‖ exp(tL∗)[ρβB]− exp(tL
∗ − t
∑
X∩ΛA 6=∅
I∗X)[ρβB]‖)
It should be clear that the correlation length of systems with dynamics satisfying equation
3 is zero.
C. Conclusion
In this article, we improved the Lieb-Robinson bound for a class of local dissipative
dynamics. For this class, the bound reflects the dissipative character of the dynamics.
The bound proven in [22] only showed the spreading of local perturbation due to the local
property of the dynamics. We showed, however, that when the interactions satisfy additional
structural equations (3), this spreading can is slowed down due to the dissipative property.
Further extensions of this class could be of interest, especially the change of the bound
under a local perturbation of the class.
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In the last section, we also showed that our method is not only restricted to the proof of
our particular class. We used to prove the conjecture in (REF). In order to find additional
classes one has to find the right subspace. Subspace with constant spacing in the rate of
dissipation lead to the exponential decrease of the velocity. If the spacing were to decrease,
we get a different behavior fo the velocity. The difficulty now lies in constructing concrete
examples.
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