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Preface
I started off on my PhD journey as a computer scientist with little experience in
molecular biology and biochemistry. The more I learned, the more enthusiastic I be-
came about the interdisciplinary field of bioinformatics. However, the transition to
this new field was not easy. For me personally, working on core issues in molecular
biology, genetics, and medicine adds a wonderful sense of relevance to computer sci-
ence. Since my studies mostly concentrated on RNA, I became very interested in the
complexity of this versatile molecule. My work from the past five years is only a drop
in the bucket of RNA research, but has has been highly significant in my personal
development. The scientific results of this effort are described in this thesis.
My thesis is entitled “RNA in Formation”, because this phrase covers the three
aspects of RNA that are central to my work. One definition of formation is “the
action of forming or the process of being formed”. In this context “RNA in For-
mation” refers to the evolution of RNA molecules. RNA is thought to date back
to the earliest forms of life and to have evolved into the diverse collection of RNA
molecules in extant species. And even though the RNAs we can observe today are
only a snapshot in evolutionary time, we can use these molecules to improve our un-
derstanding of evolution in general and to anticipate the changes that lie ahead. The
second meaning of formation is “the structure or arrangement of something”. The
title thus also refers to the complex structures that RNA molecules can fold into.
These conformations determine the function of the molecule and how this function
is executed. Therefore, understanding the process of RNA folding is fundamental in
RNA research. When “RNA in Formation” is pronounced quickly it becomes “RNA
Information”. This alludes to the computational nature of the work presented in this
thesis. The studies are about finding patterns or biologically relevant information in
RNA data and about using this information to solve practical problems or to develop
computational methods. These three thoughts are summarized in the subtitle of the
thesis: “Computational Studies on RNA Structure and Evolution”.

Samenvatting
RNA in Formatie:
Computationele Studies van de Structuur en Evolutie van RNA
Dit proefschrift gaat over de structuur en evolutie van ribonucle¨ınezuren, oftewel RNA
(ribonuleic acid). RNA moleculen zijn te vinden in levende cellen en vervullen daar
belangrijke taken, zoals het opslaan en overbrengen van genetische informatie of het
op gang brengen van chemische reacties. RNAs zijn lange ketens van nucleotiden,
die elk weer bestaan uit een suiker (ribose), een fosfaat en e´e´n van vier organische
basen (aangeduid met de letters U, C, A, of G). Een nucleotide wordt ge¨ıdentificeerd
op grond van de base. De keten van basen, ook wel sequentie genoemd, beschrijft
het molecuul. RNA moleculen vouwen zich op in drie-dimensionale structuren net
zoals eiwitten dat doen. Deze structuur bepaalt welke functie het molecuul heeft en
hoe deze uitgevoerd wordt. Het is dus belangrijk om te begrijpen hoe deze structuur
gevormd wordt.
RNA moleculen zijn cruciaal voor het functioneren van een cel en zijn dus aanwezig
in alle organismen op aarde. RNAs met dezelfde functie in meerdere organismen zijn
echter niet allemaal identiek. De structuur die tevens de functie bepaalt, is globaal
gezien hetzelfde, maar er kunnen verschillen zijn in de sequentie. Deze verschillen
zijn ontstaan door evolutie, het principe van overerving met variatie. Het genetisch
materiaal in de nakomelingen van een organisme is net weer anders dan dat in de
ouder. Veranderingen die de fitheid van het organisme aantasten, zullen tegenge-
houden worden door natuurlijke selectie (bijvoorbeeld: het individu sterft of kan zich
niet voortplanten). Daarentegen leveren veranderingen waardoor het organisme beter
functioneert een evolutionair voordeel op. Dit evolutieproces vindt in feite plaats op
moleculair niveau in de cel door veranderingen in het genetisch materiaal. Met de
huidige technieken in de biologie kunnen we evolutie in macromoleculen, zoals RNA,
bestuderen om fundamenteel inzicht in het proces van evolutie te krijgen.
Dit proefschrift bevat meerdere studies van de evolutie van RNA moleculen. We
bestuderen wat de invloed van de structuur is op de evolutie van een molecuul. Ook
presenteren we twee praktische toepassingen die met RNA structuren te maken heb-
ben. Dit werk valt onder de noemer bioinformatica, een vorm van toegepaste informa-
tica. Het doel van studies in dit vakgebied is om biologische vragen te beantwoorden
door middel van (grootschalige) data analyse. Specifiek gaat het om het uitvoeren
van computationele analyses (i.e. met behulp van een computer) en het onwikkelen
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van nieuwe methoden of algoritmen, rekenkundige procedures die een bepaalde taak
uitvoeren. Hieronder geven we een korte uitleg over het werk dat in het proefschrift
gepresenteerd wordt.
Evolutie van ribosomale RNA moleculen
Darwin ontwikkelde zijn evolutietheorie door het vergelijken van het uiterlijk en ge-
drag van individuele organismen en soorten. Tegenwoordig kunnen we evolutie op
moleculair niveau bestuderen. De genetische informatie van een cel staat opgesla-
gen in het DNA en elke keer dat een cel zich deelt of een organisme zich voortplant,
kunnen er kleine veranderingen in dit DNA optreden. Deze veranderingen zullen
doorwerken in andere moleculen die door het DNA gecodeerd worden, zoals RNA en
eiwitten. Het vergelijken van sequenties van moleculen uit verschillende organismen
vertelt iets over de evolutionaire relatie tussen hen. Als de sequenties heel verschillend
zijn, zit er dus een lange tijd van evolutie tussen (mogelijk miljoenen jaren), maar
als de sequenties veel op elkaar lijken, moeten de twee organismen korter geleden
een gemeenschappelijke voorouder gehad hebben. Uit dit soort vergelijkingen weten
we bijvoorbeeld hoe genetisch verschillend mensen en chimpanzees zijn en hoe lang
geleden hun gemeenschappelijke voorouder leefde. Met name voor dit soort tijdschat-
tingen zijn modellen van de evolutie nodig die beschrijven welke veranderingen in het
DNA hoe vaak voorkomen.
Een molecuul dat uitermate geschikt is voor het bepalen van dit soort evolutionai-
re relaties tussen soorten is het ribosomale RNA (rRNA). Het ribosoom is namelijk
een essentieel onderdeel in elke cel: het is de moleculaire machine die eiwitten produ-
ceert. Dit apparaat is zo´ belangrijk dat het aanwezig is in alle organismen op aarde
en waarschijnlijk al aanwezig was in de eerste vormen van leven. Het is ook nog eens
aanwezig in grote aantallen in elke cel, dus de sequentie ervan kan relatief makkelijk
bepaald worden. Veel van wat we weten over moleculaire evolutie is gebaseerd op ver-
gelijkingen van deze rRNA moleculen. De evolutiemodellen kunnen mogelijk verfijnd
worden door in meer detail naar deze moleculen te kijken.
In hoofdstuk 2 en 3 hebben we de richting en snelheid van veranderingen in RNA
vergeleken en bestudeerd hoe dit verschilt tussen bepaalde onderdelen van structuur
en tussen groepen organismen (bijvoorbeel de zoogdieren of gammaproteo-bacterie¨n).
Een belangrijk resultaat is dat de samenstelling en de snelheid van evolutie verschilt
per onderdeel van de structuur. Ook tussen verschillende groepen organismen wor-
den verschillen gevonden. Als evolutiemodellen rekening zouden houden met deze
verschillen, zouden de verwantschappen tussen soorten nauwkeuriger bepaald kunnen
worden.
Evolutie van genetische boodschappers
Het ribosomale RNA dat hierboven beschreven staat is slechts e´e´n van de vele soorten
RNA. Een ander, veelvuldig voorkomend RNA is “messenger RNA”(mRNA), oftewel
boodschappers. De functie van deze moleculen is om de genetische instructies (ge-
nen) in het DNA van een organisme aan de ribosomen door te geven, waar ze omgezet
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worden in eiwitten. Een mRNA molecuul is dus in feite een afdruk van een gen. De
(vrijwel) universele genetische code beschrijft precies hoe de nucleotiden in het mRNA
molecuul vertalen naar een eiwit. Deze code zit zodanig in elkaar dat fouten in het
mRNA molecuul niet altijd leiden tot fouten in het eiwit. Dit komt doordat meerdere
stukjes sequentie (codons) voor hetzelfde aminozuur (bouwsteen van eiwitten) code-
ren. Toch gebruiken organismen deze redundante codons niet met dezelfde frequentie,
maar laten ze specifieke voorkeuren zien. De reden achter dit selectieve gebruik van
de genetische code is veel minder goed bestudeerd dan de genetische code zelf.
In hoofdstuk 4 hebben we de evolutie van deze genetische boodschappers onder
de loep genomen. Specifiek hebben we getest of het codongebruik in biologische
mRNA moleculen samenhangt met het voorkomen van fouten in eiwitten, net als in
de genetische code zelf het geval is. Als de boodschappers gee¨volueerd zouden zijn
om deze eigenschap te optimaliseren, zouden we verwachten dat biologische mRNA
moleculen inderdaad beter bestand zijn tegen fouten dan willekeurig gemaakte RNA
moleculen. Dit blijkt echter niet het geval te zijn. Sterker nog, willekeurig gemaakte
RNA moleculen waren beter bestand tegen deze fouten. Dit leidde tot de interessante
speculatie dat RNA moleculen misschien wel geselecteerd zijn om een bepaald niveau
van variatie toe te staan. Evolutie bestaat per slot van rekening ook alleen bij gratie
van variatie: zonder verandering kan iets ook nooit beter worden.
Structuur voorspelling
Een grote uitdaging wat betreft RNA moleculen en eiwitten is het voorspellen van de
structuur en de functie van het molecuul op grond van de keten van bouwstenen. Deze
ketens kunnen we met experimentele technieken “aflezen” en als ons begrip van het
vouwingsproces compleet zou zijn, zouden we kunnen bepalen welke vorm en functie
het molecuul heeft zonder experimenten uit te voeren. Deze voorspellingstechnieken
zijn uitermate belangrijk in de medische wereld voor bijvoorbeeld het begrijpen en
mogelijk repareren van defecten in eiwitten. Een andere belangrijke toepassing is het
doelgericht ontwerpen van medicijnen of andere moleculen die een specifieke functie
uitvoeren.
Voorspellingsmethoden voor RNA structuren bestaan in alle soorten en maten en
behalen wisselend succes op verschillende typen RNA. In hoodstuk 5 presenteren we
een nieuwe methode om RNA structuren te voorspellen voor een groep van biologisch
gerelateerde sequenties. We maken gebruik van evolutionaire patronen in de compo-
sitie van het molecuul (beschreven in hoofdstuk 2), die nog nooit voor dit doeleinde
zijn ingezet. Deze patronen blijken een rijke bron van informatie te zijn en we be-
schrijven hoe deze precies gebruikt kunnen worden voor het voorspellen van een RNA
structuur.
Knopen in het RNA
Modellen van RNA structuren worden in allerlei toepassingen gebruikt, bijvoorbeeld
voor het zoeken naar nieuwe RNA moleculen in het genetisch materiaal van een orga-
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nisme. In sommige structuren komen zogenaamde (pseudo)knopen voor die bereke-
ningen erg moeilijk maken. Deze worden dus vaak verwijderd voordat de analyse met
de structuur uitgevoerd wordt. Het probleem met het verwijderen van deze knopen
is dat veel onderzoekers dit vaak ad hoc en op een verschillende manier doen, wat tot
onduidelijkheid leidt en het moeilijk maakt om studies te reproduceren. In hoofstuk 6
beschrijven we verschillende criteria die gebruikt kunnen worden voor het defini¨eren en
verwijderen van pseudoknopen. Alle methoden kunnen resulteren in een verschillende
knoop-vrije structuur, dus onderzoekers moeten goed nadenken over welke methode
het meest geschikt is voor hun toepassing. Bovendien moeten ze goed documenteren
welke methode ze gebruikt hebben.
Bioinformatica software
De software die is ontwikkeld is om de analyses die in dit proefschrift staan beschreven
uit te voeren, heeft bijgedragen aan de opbouw van een software pakket (PyCogent)
voor “comparative genomics”(vergelijkende genoomanalyse). Dit type software is
hard nodig in de bioinformatica omdat de hoeveelheden biologische data razend snel
groeien en de analyses dus steeds groter en ingewikkelder worden. Het PyCogent
pakket zorgt ervoor dat analyses snel opgezet kunnen worden en niet iedereen steeds
dezelfde taken hoeft uit te voeren. Veel standaard concepten en methodes uit de
bioinformatica zijn namelijk ge¨ımplementeerd en direct bruikbaar. We hopen deze
software in de toekomst verder te ontwikkelen. Het doel is om dit pakket niet alleen
binnen het onderzoek in te zetten, maar ook voor educatieve doeleinden te gebruiken
zodat de volgende generatie bioinformatica studenten een vliegende start kan krijgen.
CHAPTER 1
Introduction
alle begin is moeilijk
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This thesis is about ribonucleic acid (RNA) molecules. These macromolecules,
along with DNA and proteins, are major players in the cell. Different aspects of RNA
molecules will be introduced in this chapter. The first section describes the scientific
interest in RNA in general. Next the three central elements of my thesis—RNA
structure, RNA evolution, and RNA bioinformatics—will be addressed. An overview
of our specific contribution to the field of RNA research and an outline of this thesis
will conclude this chapter.
1.1 Versatile RNA molecules
In 2005, to celebrate its 125th anniversary, the journal Science published a special
issue with 125 scientific questions that will likely drive the sciences for the next century
(Kennedy and Norman, 2005). Three of these fundamental questions involve RNA
and nicely illustrate the growing scientific interest in RNA.
How and where did life on earth arise? In modern times cells crucially depend
on the presence of both DNA molecules and proteins for reproduction and many
other tasks. Since these two types of macromolecules strongly depend on each
other, the chicken-and-egg question is in order: “which one evolved first?” RNA,
another large macromolecule in the cell, might have preceded DNA and proteins
because it can both store genetic information (like DNA) and perform protein-
like functions. Therefore, RNA molecules are likely to have played an important
role in the origin and evolution of early life on earth.
Why do humans have so few genes? Genes are pieces of DNA that code for a
protein. Early estimates of the number of genes in humans were as high as
100.000. More recently, detailed studies of the human genome have reduced
this number to a mere 20.000 (Pennisi, 2003), which is similar to the number of
genes in the simple roundworm C. elegans. What then explains the human com-
plexity? Rather than simply the number of genes, our precise control of gene
regulation, which basically means when and where genes are turned on and off,
is of critical importance (Chen and Rajewsky, 2007). Gene expression in higher
organisms is in the first place controlled by certain proteins, called transcription
factors, but recently another mechanism of gene regulation was discovered. A
class of small RNA molecules, known as microRNAs, represses gene expression
by binding to messenger RNAs (protein templates) and prohibiting their trans-
lation into protein in various ways. This RNA-mediated gene regulation might
explain for a large part the complexity of higher organisms.
What roles do different forms of RNA play in genome function? The central
dogma of molecular biology prescribes that DNA instructions are transmitted
via RNA to construct proteins, which have many functions in the cell. For
a long time the role of RNA was thought to be limited to that of messenger
between DNA and proteins, with the exception of a few large RNA molecules
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involved in protein synthesis. However, recent discoveries (two of which were
worth a Nobel prize (Cech et al., 1981; Guerrier-Takada et al., 1983; Fire et al.,
1998)) have identified many RNAs with a variety of functions. It is evident that
this versatile molecule is capable of doing much more than “simply” encode
proteins.
As becomes clear from these questions, RNA research focuses on identifying RNA
molecules in the cell and understanding how they work. These studies have pro-
found impact on society, especially in medicine and biotechnology (Milhavet et al.,
2003). One specific example is the application of RNA interference, the phenomenon
of selective gene silencing by double-stranded RNA molecules. In biotechnology this
technique is nowadays widely used to establish gene function through assessment of
the effects of silencing one or many genes, while in the context of medicine researchers
experiment with therapeutic strategies like silencing disease-causing genes. In addi-
tion, the knowledge about RNA molecules and their function is employed for the
design of molecular machines allowing controlled gene regulation and programmable
cell behavior (called synthetic biology) (Isaacs et al., 2006).
RNA is also essential for studying evolution at a molecular level. Certain RNA
molecules are present in all species and are used to determine evolutionary relation-
ships between these species. Their omnipresence suggests that this type of RNA dates
back to the earliest forms of life and therefore holds important clues about the origin
of life. Many practical applications of evolution are encountered in daily life, foremost
again in medicine. For example, predicting the changes in rapidly evolving viruses,
such as influenza and HIV, allows us to produce vaccines or antiviral drugs and—at
least somewhat—control the spread of these diseases (Suzuki, 2006; Lengauer et al.,
2007). Expertise in genetic variation is also used in agriculture (genetically-modified
foods or disease-resistant crops, for instance) and conservation efforts (preventing the
extinction of endangered species).
1.2 RNA structure
When a novel RNA molecule is discovered, the main questions are: What is it?
What does it do? How does it do it? To answer these questions, it is of the utmost
importance to determine the structure of the molecule, because the structure is key
to both the function and the mechanism behind this function (Doudna, 2000). In
other words, a certain molecular structure corresponds to a particular function. This
intricate structure-function relationship in RNA is the topic of this section. We will
give a short overview of the roles of RNA in the cell and its chemical composition, and
subsequently describe the levels of structural organization and methods for structure
determination.
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1.2.1 RNA functions
There are many classes of RNA molecules: mRNA, tRNA, rRNA, siRNA, snRNA,
stRNA, piRNA, RNase P RNA, Xist RNA, etc. It is unimportant to remember all
these names, but the list illustrates the wide variety of RNAs in the cell. Below we
will describe some RNAs that play an important role in this thesis in more detail. In
general there are two types of RNA: coding RNAs, which code for a protein molecule,
and non-coding RNAs (ncRNAs), which do not code for a protein but have different
functions in the cell.
Coding RNA molecules are involved in the process of protein synthesis. Parts of
the DNA, called genes, get transcribed into RNA molecules, which are subsequently
translated into protein molecules. These intermediate RNA molecules are called mes-
senger RNAs (mRNAs), and the term “coding RNA” collectively refers to all mRNAs.
Proteins, which are long chains of amino acids, are assembled at the ribosomes, the
protein-production machines in the cell. Most cells contain thousands of ribosomes
to construct the many proteins necessary for the cell to function.
Non-coding RNAs come in many flavors and perform a wide variety of functions
in the cell (Eddy, 2001; Mattick and Makunin, 2006). They might work alone or in
cooperation with proteins. There are two ncRNAs whose existence has been known
for a long time, because they are also involved in protein synthesis. Transfer RNAs
(tRNAs) are responsible for transporting amino acids, the building blocks of proteins,
to the ribosomes. The functional core of the ribosome itself is also made up of RNA
molecules, called ribosomal RNAs (rRNAs). Besides these two well-studied examples
of ncRNAs, many others have been identified more recently. Some ncRNAs function
as catalysts, causing or accelerating a chemical reaction in the cell without the help
of proteins, and are therefore called RNA enzymes or ribozymes. Another fascinat-
ing type of ncRNAs are riboswitches, which can regulate gene expression through
conformational changes in reaction to certain stimuli (for example temperature or
metabolites). MicroRNAs (miRNAs) and small interfering RNAs (siRNAs) are also
involved in gene regulation. Some RNAs act as the glue in RNA-protein complexes (or
ribonucleoproteins (RNPs)) holding all proteins together, such as the RNA compo-
nents in the signal recognition particle and telomerase. These are just a few examples
of ncRNAs, but it illustrates the fact that RNA molecules are involved in many cel-
lular processes.
1.2.2 Chemical components
The structural building blocks of nucleic acids, concerning both ribonucleic acid
(RNA) and deoxyribonucleic acid (DNA), are nucleotides. Each nucleotide consists
of a sugar (ribose in RNA, deoxyribose in DNA), a phosphate group, and one of four
nitrogenous bases (uracil in RNA only, thymine in DNA only, cytosine, adenine, and
guanine). Figure 1.1 shows the four bases of RNA: U, C, A, and G. There are two
purines, A and G, and two pyrimidines, U and C. Both A and C have an amino
group (-NH2), where U and G have a keto group (a carbon atom double-bonded to
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an oxygen atom) at that position.
Nucleotides are linked into a chain by phosphodiester bonds (Figure 1.1). The
5’ (five prime) carbon from one subunit is connected to the 3’ carbon from the next
subunit by a phosphate group. This 5’-phosphate group is sticking out at one end of
the chain, called the 5’ end, where the other end of the chain (3’ end) is left with a
3’-hydroxyl group. Because of this asymmetry the RNA chain has directionality. The
convention is to write RNA strings from the 5’ to 3’ end.
As described in section 1.2.1, the functions of RNA are manifold, indicating that
RNA must have a rich set of chemical tricks in its toolbox. This versatility exists de-
spite the relative simplicity of RNA sequences, which—as described above—are made
up of only four building blocks. It is in fact caused by a higher level of organization
in the RNA molecule. Specifically, RNA molecules in a cell are not floating around
as long floppy chains, but adopt a compact three-dimensional structure in which they
perform their biological function. RNA structure is inherently hierarchical in its or-
ganization, and we outline the different structural levels below.
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Figure 1.1: Building blocks of RNA. Each nucleotide contains one of four nitrogenous
RNA bases: the pyrimidines uracil and cytosine, and the purines adenine and guanine
(top). Nucleotides link together through a sugar-phophate backbone (bottom left).
Bases can form base pairs through hydrogen bonding. The standard Watson-Crick
base pairs (G-C and A-U) are shown (bottom right).
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1.2.3 Levels of structural organization
Under physiological conditions RNA molecules will quickly fold into three-dimensional
structures as soon as they are synthesized. Our understanding of the RNA folding
process is still incomplete, but it is known that both thermodynamics (energy) and
kinetics (rate of the process) influence the formation of the biologically active confor-
mation of the molecule (reviewed in Tinoco and Bustamante (1999) and Onoa and
Tinoco (2004)). Both base pairing and base stacking (to be discussed below) are
major driving forces behind structure formation.
RNA folding is hierarchical in nature (Tinoco and Bustamante, 1999), hence giving
rise to the three levels of structural organization (Figure 1.2). The first level of
organization (primary structure) is simply the sequence of bases (also called residues)
in the chain. The bases can be “read” using sequencing techniques (reviewed in
Ronaghi (2001); Schuster (2008)). Different residues in the molecule can form base
pairs through hydrogen bonding, and different base pairs can stack on top of each
other forming helices. The collection of base pairs, organized into helices, is called the
secondary structure. The term tertiary structure refers to the full spatial orientation
of secondary structure elements by means of van der Waals contacts, specific hydrogen
bonds, or additional base pair formation.
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Figure 1.2: Levels of structural organization in RNA. Depicted is the structure of
the phe-tRNA molecule (a transfer RNA that binds to phenylalanine), which was
the first and for a long time the only crystal structure available for RNA. Base pairs
between residues in the sequence create the famous cloverleaf (secondary structure),
which folds up into the tertiary structure (cartoon view, unpaired regions in gray).
The sequence is from S. cerevisiae, the secondary structure diagram was created with
S2S (Jossinet and Westhof, 2005), the tertiary structure image was created from PDB
structure 1EHZ (Shi and Moore, 2000) using PyMol (www.pymol.org).
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Many different types of base pairs occur in RNA molecules, because each base has
three edges available for pairing interactions: the Watson-Crick edge, the Sugar edge,
and the Hoogsteen or C-H edge (Westhof and Fritsch, 2000; Leontis and Westhof,
2001). The two standard base pairs are called Watson-Crick base pairs and involve
the Watson-Crick edges; G pairs with C through three hydrogen bonds, and A pairs
with U through two hydrogen bonds (Figure 1.1). Because of the strength of the base
pairs, G and C are also called strong bases and A and U weak bases. Another common
type of base pair is the G-U wobble pair (Masquida and Westhof, 2000). These three
types of base pairs are collectively called canonical base pairs, because they make
up the bulk of the base pairs in RNA. In addition, many non-canonical base pairs
exist, involving also the Hoogsteen and Sugar edge of the bases. The interactions
can also involve more than two nucleotides (triples, quadruples, etc.) or parts of the
RNA backbone. Base pairing may occur between bases from the same chain or from
different chains.
Base pairs in the secondary structure are organized into helices, where multiple
base pairs stack on top of each other (compare to the double helix in DNA). Most RNA
helices are regular A-form helices. When two base pairs have the same shape (based
on the distance between the C1’ carbon atoms in their sugars and the orientation of
the glycosidic bond) they can replace each other without disrupting the structure.
Base pairs with these similar properties are called isosteric, and there are multiple
groups of isosteric base pairs (Leontis et al., 2002).
The secondary structure acts as a scaffold for the globular 3D structure of the
molecule. Tertiary interactions between different regions in the secondary structure,
such as van der Waals contacts or coaxial helix stacking, give the molecule its active
conformation. In the tertiary structure several recurring structural elements, called
structural motifs, have been recognized (Batey et al., 1999; Moore, 1999; Leontis
et al., 2006a). These motifs often play an important functional or structural role.
1.2.4 Experimental structure determination
There are different techniques to determine the structure of an RNA molecule exper-
imentally (Felden, 2007). The most accurate method, X-ray crystallography, works
by shooting X-rays at a crystallized molecule and recording the diffraction pattern of
the beams. Computational modeling techniques are used to transform this diffraction
pattern into a map of the distribution of the electrons in the molecule, and eventu-
ally to build a complete model of the three-dimensional structure. Nuclear magnetic
resonance (NMR) spectroscopy uses the influence of electromagnetic radiation on an
atomic property, called spin, to determine the structure of a molecule. Due to the
nuclear Overhauser effect (NOE), the NMR data leads to information about spa-
tial distances between atoms in the molecule. These distance restraints (NOEs) can
be used to construct the three-dimensional structure that corresponds optimally to
the distance map. NMR techniques can be used to study the dynamics of an RNA
molecule in solution and in complex with other molecules such as proteins. RNA
structure can further be determined by cryo-electron (cryo-EM) microscopy. In this
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techniques the molecule or molecular complex is observed while it is frozen, preserving
the molecule in near-native hydrated state. An advantage of cryo-EM is that is does
not require the molecule to be crystallized and there are no size limitations.
In addition to these high-resolution methods, there are several more indirect meth-
ods for structure determination. Chemical or enzymatic probing of an RNA structure
will give information on the status of a residue (paired or not) and the stability of
the molecule, but it can not identify pairing partners. Cross-linking studies, in which
different residues in the molecule are labeled and the movement and final position of
the residues are measured, reveal the distance between these parts of the molecule in
the structure. The latest addition to the suite of experimental techniques is SHAPE
chemistry (selective 2’-hydroxyl acylation analyzed by primer extension) (Wilkinson
et al., 2006; Mortimer and Weeks, 2007), which can quantitatively assess the flexibility
of a nucleotide.
Insights into the physical process of RNA folding stem from folding/unfolding
experiments, which provide information on both the thermodynamics and kinetics
of the process. Thermal melting experiments, in which the temperature is gradually
increased to unfold the molecule, can be used to assess the stability of the structure.
These thermodynamic measurements allow for the calculation of free energies for
secondary structures. The most accurate measurements come from single-molecule
methods applying force to an individual molecule (reviewed in Tinoco et al. (2006)).
Currently the most popular method to study RNA folding kinetics is the use of
optical tweezers, which can apply very precise and directed force to an RNA molecule
(Manosas et al., 2007; Wen et al., 2007).
1.2.5 Computational structure prediction
Computational structure prediction tools are frequently used in RNA research, some-
times instead of and sometimes in addition to experiments. The ultimate goal is to
be able to predict the RNA structure from sequence information alone, which would
be possible if our understanding of the folding process would be perfect. Structure
prediction operates separately on the secondary and tertiary level of structural orga-
nization.
The secondary structure can be predicted from first principle. These methods,
reviewed in Mathews (2006) and Mathews and Turner (2006), use thermodynamics
to find the structure with the minimum free energy (MFE), presumable the most
favorable conformation of the molecule. The algorithms are mostly based on dynamic
programming, a technique in which the overall optimal solution can be determined
efficiently. Although MFE methods have been developed extensively, their accuracy
is limited by several factors (Gardner and Giegerich, 2004; Mathews, 2006; Reeder
et al., 2006). For example, the widely-used thermodynamic model (nearest-neighbor
model) is incomplete, the biologically active conformation is often not the minimum
free energy structure, and there are algorithmic limitations (such as the exclusion of
pseudoknots).
In addition to single-sequence methods there are comparative methods for sec-
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ondary structure prediction, which take an alignment of evolutionary related RNA
sequences as input (reviewed in Gardner and Giegerich (2004)). These related se-
quences perform the same function in different species and are therefore likely to fold
into the same structure. One source of evidence exploited for structure prediction is
covariation between different positions in the alignment. This covariation is caused by
isosteric base pair substitutions that happened over evolutionary time, as explained
in section 1.2.3. As a simplified example, if at position A and B in the alignment
a G and C are found in one sequence, an A and U in another sequence, and a U
and A in yet another sequence, this indicates the existence of a base pair between
position A and B because standard base pair substitutions could lead to the observed
pattern. Thermodynamic properties shared between multiple sequences also contain
information on the common structure, and several other sources of evolutionary infor-
mation are used by comparative methods. Predictions from multi-sequence methods
are generally more accurate than those produced by single-sequence methods. On
small alignments (ranging approximately from 2 to 20 sequences) the accuracy of
these methods is roughly between 30% and 90% depending on the sequence length
and topology of the molecule (Gardner and Giegerich, 2004). When many sequences
(hundreds or thousands) are available the accuracy can go up to above 90% as has
been demonstrated for the small and large subunits of the ribosomal RNA (Gutell
et al., 2002).
Also at the tertiary level of RNA, structure prediction and modeling attempts are
being made (reviewed in Shapiro et al. (2007)), but RNA structure at this level is much
more complex. Very recently, a method for both secondary and tertiary structure
prediction, including non-canonical base pairs, was published: the MC-fold and MC-
sym pipeline (Parisien and Major, 2008). Eventually, computational modeling of 3D
RNA structures, in combination with molecular dynamics and experimental structure
determination will improve our understanding of RNA functioning in full glory.
1.2.6 Summary
We study RNA structure and the RNA folding process because the structure of a
molecule determines its function and the mechanism behind this function. Thus far,
our knowledge of the folding process is incomplete. Insights into the process come from
experimental studies on RNA structures and computational techniques for structure
prediction and analysis.
Structural analysis of RNA plays an essential role in this thesis. In Chapter 2
and 3 we study the effect of structure and function in the evolution of the ribosome
by comparative sequence/structure analysis. In Chapter 5 we present an algorithm
for RNA structure prediction. A particular structural motif, the pseudoknot, is the
central topic of Chapter 6.
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1.3 RNA evolution
Darwin studied evolution using morphology and by closely observing and comparing
species. Nowadays we can study evolution at the molecular level by virtue of the
technological advances in biology. The field of molecular evolution harbors three lines
of study: the evolution of macromolecules, the evolutionary history of organisms and
genes (i.e. phylogenetics), and the origin of life. This thesis is mostly about the
evolution of a particular macromolecule, RNA, but since these three fields are highly
complementary a short discussion of each is appropriate.
1.3.1 Macromolecular evolution
The two ingredients for evolution are change (mutations) and selection. Natural
selection is the force that determines which changes will make it into the next gen-
eration, based on the fitness of the individual in a given environment. There are
different forms of selection. Some changes increase the fitness of the individual and
are therefore favored in the long run, which is called positive selection. Some changes
diminish or terminate function, and these are selected against (negative selection).
Some mutations do not affect fitness and these are called selectively neutral.
At the molecular level, changes occur in the genome (the DNA) of an organism,
and selection mostly acts on the functional molecules in the cell (RNA and proteins).
To improve our understanding of molecular evolution we study the evolution of macro-
molecules. There are several basic questions. Which residues are allowed to change
and which ones are absolutely conserved (i.e. apparently not allowed to change)? If
residues are allowed to change, what is the rate and direction of change? Additionally
we want to know what affects these changes, or in other words which properties are
under selection.
Since in RNA the structure of the molecule corresponds to a particular function,
this structure is under severe selection. Changes in the sequence that prevent the
chain from folding into a functional conformation will be selected against. At first it
was thought that the need to conserve the base pairs would be the strongest selective
force. However, already from the earliest sequence comparisons the opposite situation
was recognized (Woese et al., 1980; Noller et al., 1981; Rzhetsky, 1995; Van de Peer
et al., 1996a). Because isosteric base pairs can readily substitute for each other in the
paired regions (as explained in section 1.2.3), these regions can change relatively easily
at the sequence level without affecting the structure. The functions of the unpaired
regions often require the presence of a specific sequence, allowing fewer changes in
these areas. Thus, over evolutionary time and under selective pressure, structure is
more conserved than sequence. However, this does not mean that changes at the
sequence level do not affect the structure, even a single mutation could radically
change the structure (Schuster et al., 1994). With more and more sequences and
structures of RNA molecules becoming available, we can validate or refine the current
theories on RNA evolution.
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1.3.2 Phylogenetics
All cellular life on earth has evolved from a common ancestor, called the last universal
common ancestor or LUCA for short. Much of our knowledge of how species are
related to each other is based on ribosomal RNA, which is (as far as we know) present
in all forms of life and probably dates back to the earliest forms of life. By carefully
comparing the sequences of the small subunit of the ribosomal RNA extracted from
many organisms, we can cluster all sequences by similarity. The more similar the
sequences from two species are, the more recent their common ancestor must have
lived, thus the closer the species are related. This sequence analysis leads to a large
tree structure, the “tree of life”, representing the evolutionary relationships between
extant species (Pace, 1997). As is illustrated in Figure 1.3, life is organized in three
domains: archaea, bacteria, and eukaryotes (Woese and Fox, 1977). Archaea are
single-celled organisms, best known by the many extremophiles (organisms living
in extreme conditions like sulfur hotsprings or salt lakes) representing this domain.
Bacteria, a type of microbe, are ubiquitous and make up the bulk of the biomass in
Figure 1.3: Universal phy-
logenetic tree showing the
three domains of life: ar-
chaea, bacteria, and eukary-
otes. This tree is based
on RNA sequences from
the small subunit ribosomal
RNA (SSU rRNA). Figure
reproduced from Pace (1997)
with the author’s permission.
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the world. The eukaryotic domain contains not only simple organisms like yeast, but
also higher organisms like fungi, plants, and animals (including humans).
Another aspect of phylogenetics is adding a sense of time to the tree with the
purpose to answer questions such as “how long ago did the common ancestor of
humans and chimpanzees live?”. To estimate evolutionary times, we need accurate
models of evolution. These kind of models describe two things: the probability of
change between nucleotides and the rate of change. The most common nucleotide
substitution models are the models by Jukes and Cantor (Jukes and Cantor, 1969)
and Kimura (Kimura, 1980). There still is much controversy about the rates of
evolution. An important concept within the Darwinian theory of slow and continuous
evolution is that of a “molecular clock”, based on the observation of approximately
constant rates of substitution in several proteins (Zuckerkandl, 1987). However, many
causes of variation in the evolutionary rates are known, a specific example being the
difference in rate of change between paired and unpaired regions in RNA molecules.
In contrast with the idea of gradual evolution, another evolutionary theory states
that evolution is punctuated, with long times of little change followed by rapid bursts
of many changes giving rise to new species (Eldredge and Gould, 1972). A better
understanding of evolution (specifically of the ribosomal RNA) would allow us to
refine the underlying assumptions and therefore infer more accurate time estimates.
1.3.3 The origin of life
Contemporary life forms crucially depend on both DNA and proteins for their sur-
vival, but it is quite unlikely that the earliest organisms came into existence with this
cellular organization. There has to be an evolutionary path leading from prebiotic
chemistry, through a phase of simple life forms, to the complex cellular system of in-
terdependent macromolecules. The dominating theory about early life, first proposed
in the 1960s (Woese, 1968; Crick, 1968; Orgel, 1968), is that of an “RNA world” in
which RNA molecules were able to reproduce themselves and to perform protein-like
functions in the cell (Gilbert, 1986). This view is strongly supported by the discovery
of catalytic RNA molecules (Cech et al., 1981; Guerrier-Takada et al., 1983) and the
demonstration that the ribosome is in fact a ribozyme (Steitz and Moore, 2003).
Both the development of RNA-based life forms from prebiotic chemistry and the
transition from an RNA world to our current DNA-protein world are being studied
extensively (reviewed in Joyce (2002)). This involves studies on the origin of the
(almost) universal genetic code (Knight, 2001; Yarus et al., 2005). Artificial selection
experiments with a technique called SELEX (systematic evolution of ligands by ex-
ponential enrichment) (Ellington and Szostak, 1990; Tuerk and Gold, 1990) are an
important tool in the search for self-replicating RNAs and RNA aptamers, short RNA
molecules that can bind certain target molecules (such as amino acids).
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1.3.4 Summary
Our fundamental desire to understand how life on earth came to be and how it has
evolved, is as old as humanity itself. The field of molecular evolution focuses on
changes in several ubiquitous macromolecules in the cell, such as the ribosomal RNA,
in order to fully comprehend the principles of evolution. Specifically, the existing
models of evolution have to be improved to accurately infer the evolutionary relation-
ships between different species. RNA also forms an important link between the origin
of life on earth and the complex cellular organization as it exists today.
In this thesis we study the direction and rate of evolution in ribosomal RNA
molecules in Chapter 2 and 3. The evolution of messenger RNA molecules is the
topic of Chapter 4. Certain evolutionary patterns are used in Chapter 5 for RNA
structure prediction.
1.4 RNA bioinformatics
Bioinformatics is the field where computer science, math, and (molecular) biology
meet. It is motivated by the rapid growth of data in the life sciences and the need to
analyze the data. Most bioinformatic analyses are driven by biological questions. The
field focuses on data analysis, data integration, and tool development. Informaticians
often work with abstract representations of biological objects (such as sequences and
structures) to efficiently compare and analyze the data. Here we introduce several
concepts that are important in RNA bioinformatics.
1.4.1 Sequence representation
The primary structure of an RNA molecule, which is the sequence of nucleotides or-
dered from 5’ to 3’ end, is normally expressed as a string of one-letter abbreviations.
In addition to the four standard bases, degenerate symbols are used to specify uncer-
tainty about the identity of a residue or variation at a certain sequence position (Table
1.1). The nomenclature for all RNA symbols is specified by the International Union
of Pure and Applied Chemistry (IUPAC) (IUPAC-IUB Commission on Biochemical
Nomenclature (CBN), 1970; Nomenclature Committee of the International Union of
Biochemistry (NC-IUB), 1985). Mathematically an RNA sequence is represented as
a string over a certain alphabet, where the characters in the alphabet are the RNA
symbols {U,C,A,G,-,R,Y,S,W,K,M,B,H,V,N,?}
Multiple RNA sequences can be organized in an alignment. An alignment is
basically a table where the rows in the table correspond to the sequences themselves,
albeit with spaces inserted at appropriate positions to optimize the matching between
the sequences, and the columns contain residues with shared properties. The gap
symbol (Table 1.1) is used in the alignment context to denote an insertion or deletion
in a sequence with respect to another sequence. The goal of an alignment might be
to reflect sequence homology (sharing an evolutionary origin), in which case residues
corresponding to a single residue in the common ancestor would be aligned in the same
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Table 1.1: The RNA alphabet: standard and degenerate bases
Standard bases: U, C, A, G
Gap symbol: - (dash)
Unknown residue: ? = U, C, A, G, or -
2-fold degenerate 3-fold degenerate 4-fold degenerate
R = A or G B = C, U, or G N = U, C, A, or G
Y = C or U H = A, C, or U
S = C or G V = A, C, or G
W = A or U
K = U or G
M = C or A
column. Alternatively, an alignment could express structural similarity by aligning
the helices in the RNA structure. Since the structure is often highly conserved during
evolution, alignments based on structural similarity and sequence similarity will be
comparable, but structural variation might cause different alignment choices under
both models.
1.4.2 Structure representation
The structure of an RNA molecule can be thought of as a collection of residue in-
teractions. All interactions between two residues can be written as a pair of an
upstream and downstream sequence position (up,down) where up < down. Two base
pairs can be arranged in a nested or knotted fashion (Waterman and Smith, 1978).
A nested topology means that one pair occurs before the other (for example (1,10)
and (20,25)) or one pair is completely included in the other (for example (1,10) and
(2,9)). In a knotted organization one partner of the first pair is included in the sec-
ond pair while the other partner is not (for example (1,10) and (5,15)). These so
called pseudoknots can make computational analyses on RNA challenging. The term
“secondary structure”, strictly taken, refers to the collection of canonical base pairs
(G-C, A-U, and G-U) in an RNA complex, where each base can pair with at most
one other base and all base pairs must be organized in a nested fashion (the structure
must be pseudoknot-free) (Waterman, 1978). Sometimes though, certain types of
non-standard base pairs and pseudoknotted pairs are included in secondary structure
models.
A common way to represent the secondary structure is the Vienna format or dot-
bracket format (Hofacker et al., 1994), in which unpaired bases are denoted with a
dot, and the up and downstream positions in a base pair are denoted with an opening
and closing parenthesis respectively. This string representation has the same length
as the sequence. In case the structure contains pseudoknots, the Vienna structure
has to be accompanied by a pairing mask, which can separate conflicting parts of the
structure. Examples of these structure representations can be found in Figure 1.4.
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More graphically, structures can also be represented by graphs where the nodes are
the nucleotides and the edges are the base interactions. In case of nested structures,
a tree representation is also useful.
An RNA secondary structure can be decomposed into structural elements. The
roughest classification is the distinction between paired and unpaired bases. A slightly
more detailed scheme uses four structural elements: “stem” refers to all paired residues,
“loop” refers to unpaired bases connecting the upstream and downstream half of a
helix, “bulge” describes unpaired bases connecting exactly two helices, and all other
unpaired regions (including multi-helix junctions, ends, and pseudoknotted regions)
form the category “other”. The most detailed classification with six structural ele-
ments can be applied to pseudoknot-free structures, which can be represented as tree
structures. Details of this classification method can be found in Smit et al. (2006).
The classification can also be written as a string using one-letter abbreviations for
each structural element. Examples of a structure diagram indicating four structural
elements and a string notation can be found in Figure 1.4 A and B.
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Figure 1.4: Notation and visualization of RNA structure and nucleotide composi-
tion. (A) Sequence and structure representation. For a sequence with its secondary
structure both the Vienna string and pairing mask are shown. The secondary struc-
ture can be decomposed into structural elements denoted in the classification string
(S=Stem, L=Loop, B=Bulge, O=Other). (B) Secondary structure diagram indicat-
ing four different structural elements. This structure does not match the structure
shown in panel A. (C) A composition vector specifying the composition of the se-
quence UUCAAAAAGG. The nucleotide composition is plotted in RNA composition
space.
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1.4.3 RNA spaces
The set of all possible RNA sequences of a certain length make up RNA sequence
space. Similarly a structure space can be defined, containing all possible structures
a set of sequences can fold into. Extensive calculations on the number of sequences
and secondary structures of a certain length have been made (for example in Gru¨ner
et al. (1996)). The number of structures is smaller than the number of sequences,
because many sequences can fold into the same structure. The third space, which
plays an important role in this thesis and has been used in several studies (Huynen,
1993; Schultes et al., 1997, 1999a; Knight et al., 2005), is RNA composition space.
This space is derived from the sequence space and contains all possible compositions
an RNA sequence can have.
The composition of an RNA sequence is given by the fraction of each of the four
bases (U, C, A, and G) it contains. The fraction (or frequency) of a base is the number
of occurrences of that base in the sequence, divided by the total number of bases in
the sequence. Degenerate bases (according to the IUPAC nomenclature), gaps, and
unknown characters are ignored in the calculation of the nucleotide composition. The
fractions of U, C, A, and G always add up to one. Thus, when three of the values are
known, the value for the fourth nucleotide can be calculated as one minus the known
fractions.
Because the four fractions making up the base composition must add up to one, a
vector of these fractions (a.k.a. composition vector) can be plotted as a point in the
volume of a tetrahedron (Figure 1.4). The higher the fraction of a particular base,
the closer the point is to the corresponding corner in the tetrahedron. Sequences
with an equal amount of each of the four bases will be plotted in the center of the
space. All possible composition vectors can be visualized in this space, which is
therefore known as the RNA composition space. Since the mathematical term for this
tetrahedron is the “standard 3-simplex in the unit cube”, this particular unit simplex
with one of the four nucleotides at each corner is sometimes called the RNA simplex.
RNA composition space can be visualized with the program KiNG (Richardson and
Richardson, 1992).
As outlined above, the full spectrum of nucleotide composition is described by
four fractions. There are three unique ways to split these four fractions in sets of
two: G+C versus U+A, U+C versus A+G, and U+G versus C+A. These three
pairwise combinations of bases define three orthogonal axes in composition space,
which function as a Cartesian coordinate system. We can use coordinates along
these axes to perform calculations on points in composition space (e.g. calculating
the distance between two points). Thus, the well-known GC content is only a one-
dimensional projection of the three-dimensional data, and corresponds to one of the
axes in composition space. This axis, where the amount of G equals the amount of
C, and the amount of A is equal to the amount of U, as is the case in all perfectly
Watson-Crick base-paired regions, is named “Chargaff’s axis” after Erwin Chargaff
who first demonstrated these equalities in DNA molecules. Along the purine (A and
G) versus pyrimidine (U and C) axis, one can observe for example the purine bias in
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an RNA sequence. The third axis has the nucleotides with an amino group (A and
C) on one side and the nucleotides with a keto group (G and U) on the other side.
This axis is useful for measuring the amount of GU wobble base pairing in a set of
paired RNA residues.
1.4.4 Data analysis
Bioinformaticians analyze biological data using the abstractions described above.
Large amount of data are present in public database. These data are very diverse
in nature. In this thesis we use mostly RNA sequences, structures, and their anno-
tation (functional or evolutionary). Experimentally determined RNA structures are
available from the RCSB Protein Data Bank (PDB) (Berman et al., 2000) and the Nu-
cleic Acid Database (NDB) (Berman et al., 1992). Multiple databases, such as Rfam
(Griffiths-Jones et al., 2003), the comparative RNA web (Cannone et al., 2002), and
the european rRNA database (Wuyts et al., 2004), store sequences grouped into RNA
families and structural models for these families. A relevant resource with respect to
mRNA molecules is the codon usage database (CUTG) (Nakamura et al., 2000).
Most bioinformatic analyses are comparative in nature. Sequence comparison can
lead to new insights in molecular evolution and phylogenetics, including the recon-
struction of ancestral states. Based on sequence and structure similarities sequences
can be grouped into RNA families. Structural comparisons have led to the identifi-
cation of many RNA motifs, such as tetraloops, kink turns, and pseudoknots. The
detailed analysis of RNA structures and their dynamics improve our understanding
of the mechanisms behind RNA functions. This knowledge can be applied towards
structure and function predictions on novel RNAmolecules. Patterns in sequences and
structures (motifs) can be used to search for additional family members in sequenced
genomic material. The collaboration with wet-lab scientists is desirable both on the
input and output side of bioinformatic analyses. New data produced in the lab can
function as input, and the predictions or hypotheses resulting from the computational
studies can be tested in an experimental setting.
Many tools for data visualization and analysis have been developed in recent years.
These tools also have to be made available to users, often bench scientists. In addition
to the development of novel tools, benchmarking of existing tools is also important
for scientists to decide which tool is most suitable for their purpose. Part of the RNA
bioinformatics community, specifically the RNA ontology consortium (Leontis et al.,
2006b), works on integration and standardization. Their main purpose is to develop
a conceptual framework to facilitate the integration and interoperability of databases
and tools and efficient searches in the huge amounts of RNA data.
1.4.5 Summary
Bioinformaticians use and develop computational tools to analyze biological data.
Most studies have some comparative element either at the sequence, structure, or
functional level. Often formal definitions and mathematical representations are used
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to describe biological concepts. All the work presented in this thesis is computational
in nature. We have contributed to both large-scale data analysis and method de-
velopment. In Chapter 2, 3, and 4 we compare many sequences and structures to
investigate evolutionary properties of RNA molecules. In Chapter 5 and 6 we present
algorithms for structure prediction and pseudoknot removal respectively.
1.5 This thesis
This thesis contains several computational studies on RNA sequences and structures
with evolution as a common element. The first three chapters (Chapter 2, 3, and
4) are mostly analytical in nature. We study the evolutionary patterns of change in
RNA molecules and the reasons behind these patterns. The main questions addressed
in these chapters are:
• What are the patterns of variation, both direction and rate of change, in RNA
molecules?
• Do the evolutionary patterns differ between phylogenetic domains?
• Does RNA structure influence the changes over evolution?
• What are the reasons behind the observed patterns of variation, or what prop-
erties are under selection?
In addition to investigating these fundamental questions, we have also made some
practical contributions to the field of RNA research in the form of tools, algorithms,
and software:
• We developed a method for structure prediction using evolutionary patterns of
nucleotide composition (Chapter 5). These patterns were extensively studied
in rRNA in Chapter 2 and subsequently generalized to all RNA families. We
describe how information on the RNA structure can be extracted from these
compositional patterns and used to predict the structure from sequence data.
• We designed and implemented various algorithms for RNA pseudoknot removal
(Chapter 6). Pseudoknots often have to be removed from structural models
before computational analyses can be performed, but the criteria that should
be used to define the knots are not clear. We present several methods with
different underlying assumptions, providing practical solutions for this common
task.
• Much of the code written to perform the analyses described in this thesis con-
tributed to the development of the Python COmparative GENomic Toolkit
(PyCogent) (Knight et al., 2007). Specific contributions include a framework
for application controllers, various parsers, and several modules to handle RNA
structures.
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In Chapter 2 we present a study on the nucleotide composition in different struc-
tural elements of RNA molecules. The family of choice in this study is ribosomal
RNA (both the small and large subunit), because, as mentioned earlier, it is present
in all forms of life and therefore it is often used to infer phylogenetic relationships
between species. We compare the compositional patterns between structural element
and the three domains of life. We show that the patterns of variation are very consis-
tent across the different families despite extensive evolutionary divergence. We test
whether selection for sequence-specific motifs can explain the observed differences
between the different structural categories.
Not only the direction of evolution, but also the rate of evolution is important.
We study this aspect, again in ribosomal RNA, in Chapter 3. Which residues in
the molecule are allowed to change fast and which ones are conserved? Is there a
difference between the rates of evolution in the different structural elements? Do
paired regions always evolve fastest, as is widely believed? We tested the hypothesis
that the observed rates of evolution in the structural elements can be explained by
their distribution in the three-dimensional structure of the molecule. We demonstrate
that different structural elements evolve at different rates and that residues on the
surface of the molecule change faster than molecules in the core of the molecule. The
difference in rate of change between the structural elements can not be explained by
their different distribution throughout the molecule, suggesting that RNA structure
itself has an effect on the rate of evolution.
In Chapter 4 we also study RNA evolution, but this time in messener RNAs coding
for proteins. The genetic code, describing which three bases in the RNA code for which
amino acid, is (almost) universally used. Natural selection has shaped the genetic code
in such a way that translation errors are minimized. This error resistance is caused by
the redundancy of the genetic code, which means that multiple codons code for the
same amino acid. This effect is strongest at the third codon position where a change in
nucleotide rarely leads to a change in the amino acid that is encoded. Species do not
use all codons that code for the same amino acid in equal amounts in RNA messages,
but they exhibit specific preferences (called “codon usage”). We examine whether
mRNAs have evolved to reduce the impact of mutations by comparing biological
messages to randomized sequences. The unexpected result is that biological RNA
messages are more prone to errors than their randomized counterparts. This result
suggests the intriguing possibility that codon usage may be tuned for evolvability
rather than for error minimization.
Chapter 5 is concerned with computational prediction of RNA structures from
sequence data, an essential tool in contemporary RNA research. Building on the
observations made in Chapter 2, we studied the patterns of nucleotide composition in
many RNA families. We discovered certain features of these compositional patterns
that are shared between all RNA families and developed a novel prediction method
that exploits this information. In a performance test on a diverse set of RNA families,
ranging form the hammerhead ribozyme to the large subunit of the ribosomal RNA,
we demonstrate that our method makes accurate predictions. The results show that
evolutionary patterns of nucleotide composition form a valuable source of information
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for RNA structure prediction.
The topic of Chapter 6 is “RNA pseudoknots”, structural motifs in which several
bases within a loop pair with bases outside of that loop. In many computational
studies involving RNA structures, it is challenging to deal with pseudoknots, because
they violate certain rules about RNA secondary structures and complicate many anal-
yses. Therefore pseudoknots are often “removed” from the structures (by breaking
the base pairs and treating the corresponding sequence positions as unpaired) before
embarking on the actual structure-based analysis. The pseudoknot-removal process
is typically done in very inconsistent ways and there are no standards in the field
to perform this task, making it hard to replicate or compare studies. In Chapter
6 we start up a discussion about which rules could be used to define and remove
pseudoknots and we present several computational methods for pseudoknot removal.
The methods use different underlying assumptions and result in different pseudoknot-
free structures, suggesting that the choice of method can have a large effects on the
downstream analysis. Therefore, this important step in structural studies should be
documented well.
CHAPTER 2
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Abstract
We have encountered an unexpected property of rRNA secondary structures that may
generalize to all RNAs. Analysis of 8892 ribosomal RNA sequences and structures
from a wide range of species revealed unexpected universal compositional trends.
First, different categories of rRNA secondary structure (stems, loops, bulges, and
junctions) have distinct, characteristic base compositions. Second, the observed pat-
terns of variation are similar among sequences from large and small rRNA subunits
and all domains of life, despite extensive evolutionary divergence. Surprisingly, these
differences do not seem to be related to selection for different compositions in differ-
ent structural categories, but rather relate to the overall composition of the molecule:
Randomized RNAs with no evolutionary history show the same structure-dependent
compositional biases as rRNAs. These compositional trends may improve the accu-
racy of RNA secondary structure prediction, because they allow us to compare pre-
dicted structures against known compositional preferences. They also suggest caution
in interpreting differences in the rate of change of the GC content in different parts
of the molecule as evidence of differential selection.
2.1 Introduction
RNA molecules can be divided into secondary structure components, which may have
distinct biological functions. For example, loops that terminate a single stem, such
as the GNRA tetraloop, may engage in tertiary interactions, or junctions that link
several helices together may be selected to orient the helices specifically. Recently,
comparisons between crystal structures of homologous RNAs have revealed a surpris-
ing amount of flexibility in how a given structure is achieved (Westhof and Massire,
2004), and within the context of highly conserved structural motifs, the ability for
bases to substitute for one another can be predicted from first principles of structural
similarity (Lescoute et al., 2005). Although these structural constraints are critical for
understanding how highly conserved regions of RNA essential for biological function
evolve, we expect that more general rules that constrain the less highly conserved
features of RNA secondary structure also exist. These rules may help us improve
algorithms for structure prediction and will inform our understanding of the vast
diversity of RNAs that can perform a given catalytic task.
Because organisms vary widely in genome GC content in a manner consistent
with directional mutation pressure (Sueoka, 1962, 1988), we might expect the dif-
ferent parts of the RNA molecule to change in composition at different rates due to
the different selective constraints in different regions, just as the three reading frames
within mRNAs change in composition at different rates that reflect the average ef-
fect of mutations in each frame (Muto and Osawa, 1987). Specifically, third position
changes have the least effect because they are often synonymous, and second position
changes have the greatest effect because they often substitute an amino acid that is
chemically very different. This gives rise to substantially different slopes when regress-
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ing the GC content at a particular codon position against the overall GC content and
also affects the amino acid composition of the protein correspondingly (Sueoka, 1961;
Muto and Osawa, 1987; Lobry, 1997; Sueoka, 1999; Singer and Hickey, 2000; Knight
et al., 2001). Indeed, different RNA molecules such as tRNAs, rRNAs, and mRNAs
also change in composition at different rates relative to overall GC content (Muto and
Osawa, 1987). Even within a single molecule, the paired and unpaired regions of 16S
rRNA in bacteria and archaea have been shown to differ in slope substantially (Wang
and Hickey, 2002). In this article, we test whether these differences in response to
overall genome GC content hold for finer-grained structural categories, within both
large and small subunit rRNAs in all three domains of life. We also test whether
the differences in response are due to differences in purifying selection in the different
regions, or whether they are due to intrinsic differences in the amount of base-pairing
expected in sequences of different composition (Schultes et al., 1999b).
In RNA, each nucleotide can be assigned to one of six secondary structure cate-
gories: stem, loop, bulge, junction, end, or a type of unpaired base that we provision-
ally call “flexible” (Figure 2.1). Stems are the base-paired regions of the molecule.
Loops, bulges, and junctions are unpaired regions enclosed by stems. Let the degree
of an unpaired region be the number of stems attached to it. Then, loops have degree
one, bulges have degree two, and junctions have a degree higher than two. The ends
are all unpaired bases on the 5’ and 3’ end of the molecule. Flexible bases—also known
as “freely rotating joints” (Schuster et al., 1994), although this may be a misnomer at
the tertiary structure level—make up unpaired regions that connect two stems, but
that are not part of a closed RNA structure.
We examined whether the four bases were differentially abundant in these different
structural categories. We had three primary motivations for this analysis. First, we
wanted to test whether a finer-grained analysis of the unpaired bases would reveal dif-
Figure 2.1: Structural el-
ements in RNA secondary
structure. There are six
different structural cate-
gories: stem, loop, bulge,
junction, end, and flexible.
Each element has been as-
signed a color that is used
throughout this article to
visualize data on that el-
ement. The seventh color
(purple) is used to show
data for the whole molecule
(total).
Stem
Bulge
Loop
Junction
End
Flexible
Total
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ferences between bulges, loops, and junctions; second, we wanted to test whether any
compositional patterns were specific to 16S rRNA, as previously observed (Wang and
Hickey, 2002), or were shared between subunits and domains of life; third, we wanted
to test whether the compositional patterns resulted from selection on the biological
sequences or would be obtained from any arbitrary sequence of the same composition.
If there are consistent differences in the compositions of different structural elements
that hold across many types of RNA molecule, we may be able to use these differences
to refine the accuracy of secondary structure prediction programs such as BayesFold
(Knight et al., 2004) by testing whether a computed secondary structure matches the
known compositional preferences.
In this study we asked the following four questions about rRNA structure and
composition:
1. Do the different categories of unpaired regions differ in composition from one
another? There is a known bias towards purines in rRNAs and several other
biological RNAs (Elson and Chargaff, 1955; Schultes et al., 1997, 1999b; Lao and
Forsdyke, 2000), which can only come from the unpaired regions because the
paired regions have a 1:1 ratio of purines to pyrimindines. We tested whether
the different types of unpaired regions (especially loops, bulges and junctions)
contribute equally to this purine bias in the vast sample of rRNAs now available
in the rRNA database (Wuyts et al., 2001b, 2002), and, more generally, whether
compositions in these unpaired regions are identical within each molecule.
2. Are patterns of composition conserved across different molecules and different
domains of life? rRNA is often used to infer phylogenetic relationships between
species, in part because it is seldom horizontally transferred. Because there
has been no detectable recombination between the large and small subunits,
or between sequences from the three domains of life (bacteria, archaea, and eu-
karyotes), the six combinations of domains and subunits provide six independent
evolutionary “experiments” about the extent to which a long RNA molecule can
vary while maintaining its function. We tested whether the patterns of varia-
tion were similar in each subunit (the two subunits differ in function) and each
domain of life, which could suggest that the processes of RNA evolution are
generalizable across RNAs of different kinds and long timespans.
3. Are differences in composition between structural categories due to natural se-
lection? Structural motifs that depend on specific sequences—including but not
limited to UNCG tetraloops (Tuerk et al., 1988; Molinaro and Tinoco, 1995)
GNRA tetraloops (Woese et al., 1990), A platforms (Cate et al., 1996), and the
A minor motif (Wimberly et al., 2000; Gutell et al., 2000; Doherty et al., 2001;
Nissen et al., 2001)—have been proposed to play a major role in structuring
rRNA and in causing the purine bias in unpaired regions. If this hypothesis
were correct, we would expect that natural rRNA sequences, which are under
strong natural selection to maintain their function, and hence structure, might
have substantially different compositions in each structural component than
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would randomized sequences with the same composition. Evolved RNAs would
certainly be expected to have a much smaller range of composition. However,
if the differences between structural categories arise automatically from differ-
ences in overall sequence composition, we would expect that the natural and
randomized sequences would show similar compositional patterns and spans in
different structural components.
4. Are differences in the strength of the response of each structural category to
changes in genome GC content due to natural selection? The composition of
the rRNA is known to correlate strongly with the composition of the surround-
ing genomic context (Muto and Osawa, 1987; Guy and Roten, 2004), except
in hyperthermophiles (in which it correlates with optimal growth temperature)
(Galtier and Lobry, 1997). We tested whether these correlations hold true for
each structural category independently, or whether the structural categories are
negatively correlated such that directional changes in one category are coun-
terbalanced by opposite changes in another structural category (this latter sce-
nario would be expected if the composition of the overall rRNA sequence were
under selection). Traditionally the correlations in GC content with other infor-
mational macromolecules have been explained by purifying selection (Sueoka,
1961; Muto and Osawa, 1987; Wang and Hickey, 2002); we looked at the role of
self-organization by examining these correlations in randomly generated RNA
sequences.
2.2 Results and discussion
2.2.1 Are the different types of unpaired regions identical in composition?
Analyses of the base composition of RNA have typically focused on the differences
between paired and unpaired regions (Schultes et al., 1997; Wang and Hickey, 2002).
Here, we address the differences between six separate elements of secondary structure.
This separation is easily justified, because all structural elements are believed to have
distinct functions in the molecule. For example, junctions affect the spatial orientation
of the stems that they connect and certain kinds of loops and bulges are involved in
docking interactions that hold the 3D structure together (Tinoco, 1996). There is
thus no reason to believe a priori that different unpaired elements would have the
same base composition. Similarly, ends and flexible regions are often combined into
one category, “external elements” (Hofacker et al., 1994), but there are reasons to
believe that they might have different compositions. The ends are not constrained
in their conformation, but the flexible regions are bounded by helices and thus may
appear more similar to junctions than to free ends.
The base composition for each of the six structural elements and the overall base
composition of the molecule are visualized in composition space (Figure 2.2). An
important feature for orientation in this space is Chargaff’s axis. This axis, where the
amounts of C and G are equal, and the amounts of A and U are equal, indicates the
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line in composition space where Watson-Crick base pairing holds exactly. Deviations
from Chargaff’s axis tell us about compositional differences due to processes other
than changes in GC content, which can simply result from compensatory mutations
in stems. Our results show that all structural elements have distinct compositions.
The compositions of the whole molecules and the stems show linear distributions along
Chargaff’s axis, as expected (Schultes et al., 1997), with considerable variation in GC
content but very little variation in the other directions (Figure 2.2B). Remarkably,
the three unpaired regions that contain a substantial number of bases (loops, bulges,
and junctions) have separate distributions. The ends and flexible bases are scattered
throughout composition space, because there are very few bases in these categories,
so the sampling error is large. Therefore these latter two categories are excluded from
the rest of the analysis.
Figure 2.2: Compositional biases in SSU archaea. The composition space is visual-
ized as a tetrahedron, which can be viewed from many different perspectives. All
structural elements have a different color as defined in Figure 2.1. In the oblique
view (A), we show the linear distributions along Chargaff’s axis (green line) of the
totals and stems. The loops, bulges, and the junctions are clearly distinct. The ends
and flexible bases contain few bases, and are therefore scattered by sampling error
throughout composition space. In the other view down Chargaff’s axis (B), in which
the variation in GC content is not visible, we show how constrained all elements are
in their variation in the two other directions. This view also emphasizes the purine
bias in the totals and the unpaired regions.
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In a first attempt to quantify the compositional patterns, we looked at the amount
of bias and its direction for the mean composition of every structural element, except
ends and flexible bases, for all annotated sequences. We calculated the amount of bias
as the smallest distance between the mean of the sample and Chargaff’s axis. Looking
down Chargaff’s axis, the bias can be in either of four directions: towards purines
(AG), pyrimidines (UC), nucleotides with an amino group (AC), or nucleotides with
a keto group (GU). Thus, we expressed the bias as the sum of the excess of either G
or C and the excess of either A or U. For example, the sequence CUUAAAGGGG,
which consist of 10% C, 20% U, 30% A, and 40% G, has an excess of 0.3 (0.4− 0.1)
in the direction of G, and an excess of 0.1 (0.3− 0.2) in the direction of A. The total
bias in the example is therefore 0.4 (0.3 + 0.1), where 75% of the bias is towards G
and 25% is towards A.
We present several general observations based on these calculations. First, looking
at the composition of the total molecule, LSU sequences are more biased than are SSU
sequences, and bacteria are more biased than are archaea, which are more biased than
are the eukaryotes. Second, the molecules contain a purine bias, which consists of more
G than A: ∼60% G for the archaea and bacteria, and up to 94% for eukaryotes (in the
SSU eukaryotes, the other part is 6% U). Third, most of the variation in GC content of
the total molecules can be explained by the stems that form very similar distributions
along Chargaff’s axis. The stems have an almost equal bias in all domains of life
towards U and G, because of wobble base pairs. Interestingly, SSU sequences have a
higher GU bias in their stems than LSU sequences do. Finally, the unpaired regions
explain the purine bias in the molecules. For both archaea and bacteria, we find that
the bulges are the most biased, that the loops are least biased, and that the junctions
are between the loops and bulges. The purine bias is on average 65% A in these
domains. In eukaryotes, the bias in the unpaired regions is much smaller overall, and
the order from least to most biased is as follows: loop, bulge, junction.
Because rRNA sequences are biased towards purines and because the overall com-
position is constrained by a sum, the paired regions and the unpaired regions will
necessarily differ in composition. Specifically, a line drawn through points represent-
ing the composition of the paired and unpaired parts of an RNA molecule will pass
through the overall composition, showing that the compositions of the paired and
unpaired regions differ from the overall composition in precisely opposite directions.
However, the magnitude of the change in composition can differ, because the paired
and unpaired regions can contain different numbers of bases, and the different types
of unpaired regions, e.g. loops, bulges and junctions, are not constrained to share the
same composition. Thus, for example, if GC pairs were preferentially incorporated
into stems, the compositional differences between paired and unpaired regions would
be much greater than would be the case if the bases that participate in pairs were
randomly chosen from the whole molecule. Similarly, the amount of the sequence con-
tained in each structural category is potentially free to vary, affecting the extent to
which each component can differ in composition from the overall sequence. Thus the
compositions of individual structural components cannot be inferred from the num-
ber of base pairs and the overall composition of the molecule, and this compositional
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information may provide important clues about the assembly of RNA structures.
The unexpected differences in composition between the three different unpaired
structural categories suggest that these categories should be considered separately
in studies of RNA composition, and underscore the importance of the fine-grained
approach.
2.2.2 Do the different structural categories have the same composition in
the large and small subunit rRNA, and across all domains of life?
The three domains of life diverged billions of years ago and, although the rRNA
molecule is conserved for function in the different domains, the nonfunctional parts
presumably varied independently in each lineage. Since there is no known sequence
homology between the two ribosomal subunits, these subunits have no apparent shared
ancestry. It is therefore surprising to see the same patterns of variation across all
domains and both subunits. These patterns of variation, or space in which the rRNA
molecules can mutate freely without losing their function, are represented by the tight
distributions in composition space.
Figure 2.3 shows the compositions of the structural elements for large and small
subunit sequences from archaea, bacteria, and eukaryotes. The distributions for LSU
and SSU sequences within one domain are remarkably similar with respect to loca-
tion and variation. The separation among the various structural elements is more
pronounced in the SSU sequences, because many more SSU sequences than LSU se-
quences were available for analysis.
Across domains, slightly more difference is visible. For example, the GC content
differs, as shown by the positions of the totals along Chargaffs axis, and there is less
purine bias in eukaryotes than in the archaea and the bacteria. Also, there is more
scatter in the eukaryotes, which may be an artifact of the sequence alignments. We
have shown that removal of sequences with extreme overall base composition greatly
reduces the scatter in all structural elements (data not shown). Despite these dif-
ferences, the separation among the loops, bulges, and junctions is clear in all three
domains, and similar patterns of variation are visible. In particular, one should note
the similar relative positioning of the loops, the bulges, and the junctions in compo-
sition space for archaea and bacteria.
Samples that look distinct by eye need not be statistically different. Therefore, we
applied Monte Carlo simulations to determine whether the differences between any
combination of two samples (structural elements) within one species and domain (126
combinations in total) were significant. The calculations showed that the differences
between all combinations but one were highly significant: the remaining P -values
were < 0.02 and for all SSU samples the P -values were < 1/n, where n is the number
of randomizations (10,000 in our experiment). Consequently, the different structural
categories have significantly different compositions in the large and small subunits
and in the three domains of life, although these differences might be due to overall
differences in the composition of the molecule (see below).
Despite the statistical significance of the differences, the observed compositional
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biases are visually strikingly similar across both subunits and all domains of life. Thus
we tested whether the patterns were significantly similar using one-tailed two-sample
t-tests on the distances between different groups. Looking separately at the differ-
ences in subunit, domain, and structural element tells us which variable causes the
most difference in means. Figure 2.4 (top) shows the distance distributions of all pos-
sible combinations (a) and matches across subunits (b), domains (c), and structural
elements (d). Comparing clusters within a domain and structural element on subunit
gave the highest significance (P = 0.00032, t = −3.5, df = 286). In other words, we
found the greatest similarities between samples that came from the same structural
category and the same domain, but from different subunits. The visual similarities
Figure 2.3: Visual comparisons of sequences from two ribosomal subunits and three
domains of life. There is one row for each domain, where we show left to right : LSU
totals and stems; LSU loops, bulges, and junctions; SSU totals and stems; SSU loops,
bulges, and junctions (colors are the same as in Figure 2.1). (Top to bottom) The rows
show archaea, bacteria, and eukaryotes. The similarities are striking, considering the
long time of evolutionary divergence between the different domains.
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Figure 2.4: Histograms of the distances between the means of different samples. The
top half shows what factor, out of subunit, domain, or structural element, is most
important for compositional similarity. (A) The distances for all possible combinations
of samples. The three other histograms show the distances from subsets of all these
combinations: combinations within the same domain and structural element, across
subunit (B); combinations within subunit and structural element, and across domains
(C ); and combinations within subunit and domain, across structural elements (D).
The bottom half addresses the similarities between annotated and predicted structures.
(E ) The distances between all possible combinations. The other three graphs show
subsets within domain, subunit and structural category, but across sequence and
structure type: NA vs. NP (F ), NA vs. RP (G), NP vs. RP (H ).
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between clusters within a subunit and structural element, but across domains, were
confirmed by the t-test (P = 0.00075, t = −3.2, df = 298). The data did not cluster
by structural element (P = 0.68, t = 0.47, df = 310).
Thus, the compositions of stems, loops, bulges, and junctions differed significantly
from one another in all samples tested. Although the composition of a given structural
component (e.g. junctions) differed significantly between domains and subunits, over-
all the composition of a particular component was significantly more similar across
domains and subunits than chance would predict. Additionally, the composition of
stems varied much more than did the composition of the unpaired components, vary-
ing especially greatly in GC content. These results confirmed previous observations
that the composition of unpaired regions in 16S rRNA are tightly constrained (Wang
and Hickey, 2002).
2.2.3 Are the constraints on rRNA composition due to natural selection?
Although the different structural components of rRNA are tightly constrained within
characteristic regions of the space of possible compositions, these constraints might
arise naturally from the process of RNA folding rather than because of purifying
selection on the natural rRNA molecules. To test whether the differences between
structural components within a molecule and the constraints on the composition of
each structural component were due to selection, we compared the natural sequences
to arbitrary, randomized sequences with the same composition. Any effects due to se-
lection on the natural sequences should not be observed in the randomized sequences.
Because obtaining structures for long, arbitrary RNA sequences is prohibitively
expensive, we estimated the secondary structures of the randomized sequences us-
ing the Vienna RNA folding package (Hofacker et al., 1994). Because the predicted
structures are likely to contain errors, we also predicted the structures for the natural
rRNA sequences using the same methods. This allowed us to separate effects due to
inaccuracies in the structure prediction, which would be expected to be similar for
natural and randomized sequences, from effects due to special properties of the natu-
ral sequences. We thus examined three types of data: annotated structures of natural
sequences (NA), computer-predicted structures of the natural sequences (NP), and
computer-predicted structures of randomized sequences (RP). We used the NP struc-
tures to test the effects of computer prediction, and we used the RP structures to test
whether the compositional biases in structural components depended on the sequence,
as opposed to the composition, of the natural rRNAs (the randomized sequences were
constrained to have the same composition as the natural sequences).
The compositional biases observed in RP structures are much more similar to the
annotated sequences than was expected (Figure 2.5, top and bottom). Comparing
the NP structures to the NA structures reveals some loss of information due to the
computer predictions (Figure 2.5, top and middle). Specifically, the variance of the
samples increases in the NP structures, and some of the distinction among structural
components is lost. Remarkably, however, the separation between loops, bulges, and
junctions is still visible. The prediction of the composition of the stems is very good,
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probably because base-pairing dominates in the predictions.
Finally, the compositional biases in the RP structures are almost identical to
those in the NP structures (Figure 2.5, middle and bottom). We observe slightly
more variation in the samples from randomized sequences, because these sequences
Figure 2.5: Comparison of the compositional biases found in annotated and predicted
structures. The first row shows the annotated structures of natural sequences (NA)
in three different perspectives. The second row, used as a benchmark, shows the
predicted structures of the natural sequences (NP). The predicted structures of ran-
domized sequences (RP) are shown in the third row. (Colors are defined in Figure
2.1.)
Compositional patterns in rRNA secondary structure 45
are completely unrelated to each other. In contrast, the natural sequences are all
recognizably homologous.
We also tested whether the compositions of each structural category in the NA,
NP, and RP structures were significantly similar to one another using the same test
as for similarities between domains and subunits. On the lower half of Figure 2.4 are
the graphs associated with the comparison of natural annotated (NA) structures with
the computer predictions of the natural sequences (NP), and the predictions of the
randomized sequences (RP). The statistics confirm the visual observations discussed
above. Results of t-tests between the subsets and the distribution of all combinations
(Figure 2.4E) show that matches across the computer predicted structures (NP vs.
RP) (Figure 2.4H) are most significant (P = 2.1 × 10−9, t = −5.9, df = 2578). The
matches both across NA and NP structures (Figure 2.4F), and across NA and RP
structures (Figure 2.4G) are still highly significant (P = 1.6 × 10−7, t = −5.1 and
P = 5.9 × 10−7, t = −4.9, respectively), despite the observed shifts of the unpaired
regions in composition space.
Consequently, the different compositions of paired and unpaired regions, and of the
different types of unpaired regions, do not depend on the sequence (to the limits of our
ability to predict the structure with RNAfold) but only on the overall composition of
the molecule. This suggests that differential selection for composition in the different
structural categories does not cause the differences in composition, but rather that
they arise automatically from the process of RNA folding.
2.2.4 Are the different responses to overall GC content in paired and un-
paired regions due to natural selection?
If the constraints on the composition of the bases in each structural component are not
due to selection, the different responses of each category to overall changes in genomic
GC content might not depend on selection either. Accordingly, we tested whether the
slope of the regression line relating GC content in each structural component and in
the rRNA molecule overall or in the coding sequences in the genome differed between
the natural rRNA sequences and randomized sequences with the same composition.
Figure 2.6 (top) shows the known correlation between genomic GC content at
the selectively neutral third codon position and GC content of the total ribosomal
RNA (Muto and Osawa, 1987). Positive correlations between the GC content of the
third codon position in protein-coding regions and the GC content of paired and
unpaired regions in rRNA have been observed in bacteria (N. Sueoka, pers. comm.).
The same positive correlation holds true for each structural category individually,
and the major difference in slope is between paired and unpaired elements. Graphs
of the GC content of the ribosomal RNA versus the GC content in the different
structural elements magnify these differences (Figure 2.6 middle), since the values are
now constrained by a sum, and, at low overall GC content, the composition of the
stems is thus much closer to the composition of the unpaired regions than at high
overall GC content. The slopes of the stems are much steeper than the slopes of the
unpaired regions. There is no systematic distinction in slopes among loops, bulges,
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Figure 2.6: Correlations
with GC content in bac-
terial SSU rRNA. First,
we show the correlation
between GC content in
all structural elements of
the ribosomal RNA (in-
cluding the total riboso-
mal RNA) and the GC
content in the third codon
position in the genome
(top). The lower two
graphs show the correla-
tions between all struc-
tural elements and the
GC content of the ribo-
somal RNA for annotated
structures of real rRNA
sequences (middle) and
for predicted structures
of randomized sequences
(bottom). (Colors are de-
fined in Figure 2.1.)
and junctions. We find that the correlations are positive for all structural elements
(i.e. stem, loop, bulge, and junction) for both subunits and all domains. This means
that there is no compensation in base composition across different structural elements.
Surprisingly, we see very similar correlations in unevolved (or randomized) se-
quences (Figure 2.6, bottom). This raises the question of whether the stems are
functionally less important and thus not (as strongly) restricted in their mutations,
or whether the compositional variation in the stems can be explained by the differ-
ent overall amount of pairing in RNA sequences of different composition (Schultes
et al., 1999b). In general, the slope of the stems is more shallow and the slopes of the
unpaired regions are steeper than observed in the annotated sequences.
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We visualized these correlations in the tetrahedron by grouping sequences by GC
content and color coding them accordingly (Figure 2.7A). A given color in each struc-
tural element thus refers to the same set of sequences, which are grouped by the GC
content of the total molecule. The simplex gives us more information than the pre-
viously shown graphs in the sense that we can see the relative positioning of the sets
with similar GC content in the different structural elements. The clusters of sequences
with similar GC content are still distinct clusters in all structural elements.
This clustering might be due to either of two factors: sequence homology or compo-
sitional similarity. In the annotated sequences we cannot separate these two potential
causes, because homologous rRNA sequences have both similar sequences and similar
compositions due to evolutionary conservation. To address this issue, we can use
randomized sequences, which have strong compositional similarities, but no sequence
homology whatsoever. If we find the same clustering behavior in these randomized se-
quences, nucleotide composition, rather than sequence homology, must be the driving
force behind the characteristic compositions in the different structural elements.
Randomized sequences show strikingly similar patterns to the natural sequences
(Figure 2.7B). These sequences are constructed by calculating the base composition
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Figure 2.7: Variation in GC content in natural SSU bacterial sequences (A) and
arbitrary sequences with the same composition as the bacteria (B). Sequences with
the same gray tint have a similar composition (specifically GC content). In the real
SSU bacteria (A), the clusters of sequences with similar overall base composition
are recovered as tight clusters in all structural elements (only stems and bulges are
shown). The same phenomenon is visible in the arbitrary sequences (B). The totals
are tiny dots in the graph, because all 100 random sequences in each interval have the
same composition. The GC content in all structural elements is strongly correlated
with the GC content in the overall molecule.
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on 2% intervals on a line through the mean of the SSU bacteria, parallel to Char-
gaff’s axis, creating 100 random sequences of length 1500 in each interval, folding
the sequences with RNAfold, and applying the same classification as used through-
out the analysis. The randomized sequences form very smooth distributions through
composition space with seemingly mathematical precision. The clusters of sequences
with the same GC content in their total molecule (dots in the graph) are visible as
tight clusters in each structural category. This pattern (Figure 2.7) has two impli-
cations: First, the base composition of structural categories is consistent at a given
sequence composition, and second, similar base composition in the whole molecule
implies similar base composition in each structural category.
Several mechanisms might influence these structure-dependent compositional bi-
ases. The first is purifying selection, which would cause the nucleotide composition of
the whole sequence (and thus of all elements of the structure) to change in one direc-
tion by mutation, limited by the rate at which deleterious mutations are filtered out by
selection. Purifying selection would explain the difference in slope between paired and
unpaired elements of related and functional sequences in terms of different functional
constraints for each structural element (Wang and Hickey, 2002). For comparison, in
coding sequences, the three codon positions have different rates of change in response
to changes in genome GC content, which can be interpreted in terms of purifying
selection (Muto and Osawa, 1987; Sueoka, 1988; Lobry and Sueoka, 2002). However,
the purifying selection model would predict that randomized sequences would show
no difference in slopes between paired and unpaired regions, because they have no
functions that need to be conserved, and, in any case, share no evolutionary history.
Contrary to this prediction, we found that even randomized sequences have dif-
ferent rates of response to change in composition in each of the structural elements.
Although it is possible that purifying selection accentuates these differences, much of
the observed pattern can be attributed to the effects of folding, and claims about the
extent of purifying selection based on these slopes (Wang and Hickey, 2002) should
be treated with caution. Purifying selection is not required to explain the composi-
tional differences between stems, loops and bulges, although it may affect details of
the slopes.
The second mechanism is adaptive (or positive) selection, which means selection in
favor of a particular composition, presumably because the composition is required for
function, such as GNRA tetraloops (Woese et al., 1990) and the other motifs described
above. Selection for a particular sequence could in principle generate any possible
composition, divided in any way among the structural components. In other words,
the function of the ribosomal RNA might require more of certain bases in certain
structural components, and this positive selection might generate the compositional
differences (Lao and Forsdyke, 2000) (N. Sueoka, pers. comm.). We need adaptive
selection to explain the existence of functional RNAs and many ubiquitous structural
motifs, but we do not need it to explain the compositional biases, because they also
occur in nonevolved, nonfunctional sequences as an effect of RNA folding. However,
positive selection might explain the subtle deviations in real rRNAs from what is
expected by chance based on the randomized sequences.
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Although rRNA sequences are highly selected and conserved, the compositional
biases are consistent with those in randomized sequences, suggesting that the compo-
sitional biases in all structural elements are inherent to any sequence with the same
base composition. Thus, the major force behind the formation of structural biases ap-
pears to be what we call “self-organization”, the intrinsic factors such as base-pairing
and stacking that drive secondary structure formation.
2.2.5 What explains the trends in the composition of the structural ele-
ments?
Having demonstrated that the different structural components of rRNA differ in com-
position from one another in both subunits and all three domains of life and that these
differences appear to be driven by the overall composition of the molecule, we tested
which parameters affect the result. First, we investigated the accuracy of the RNA
folding in terms of its ability to assign bases to the correct structural categories. In
addition to the base composition of structural elements, we examined the fraction of
bases in all categories. We analyzed the NA, NP, and RP structures. We found that
the fraction of bases ending up in each structural feature is approximately the same
for all domains of life and that there are consistent differences between large and small
subunit sequences: SSU rRNA has a higher percentage of base pairs than LSU se-
quences do (Figure 2.8, left). It seems that the amount of base-pairing differs between
LSU and SSU sequences but that the remaining bases are divided almost equally over
the loops, bulges, and junctions. On average, <4% of bases appear in ends and flexible
regions. Figure 2.8 (middle and right) shows that computer predictions systemati-
cally result in too many base pairs, and thus too few bases in the unpaired regions,
which might account for the observed increase in variation for the NP structures. In
addition, the predictions are similar for sequences with the lengths of either typi-
cal LSU or SSU sequences. There is no visible difference between the predictions of
the natural and randomized sequences, suggesting that the bias is due to the folding
procedure rather than being sequence-specific. Although covariation methods, with
which the annotated structures are predicted, can systematically underpredict base-
pairing because they cannot detect pairing involving absolutely conserved positions,
the magnitude of the change (>10% of the sequence is incorrectly predicted to be
paired) is much greater than the error in the covariation structures.
Second, we tested whether some of the effects were due to the annotations in
the databases. We identified 174 rRNAs that were derived from the same original
GenBank record in the rRNA database and the CRW database, of which only 66 had
identical sequences in the two databases. We redid the analysis using only this subset
of rRNAs and the predictions to each database. Although the structures differed
in some detail, there was no meaningful difference between the compositions of the
structural components calculated from each set, which differed by <2% on average
(ranging from 0.01% to 4.5%) and were very similar visually. We also verified that the
structures of the sequences for which high-resolution crystal structures were available
were correctly represented in the databases, and found that these structures were
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Figure 2.8: Comparison of the fractions of bases in all structural elements between
natural annotated (NA) structures, predicted structures of natural sequences (NP)
and predicted structures of randomized sequences (RP). In each graph we show (from
left to right) the average fractions in each element for LSU and SSU archaea, bacteria,
and eukaryotes. (Colors are the same as in Figure 2.1.)
97% identical to those in the CRW database (when considering only Watson-Crick
and wobble pairing), consistent with previous reports (Gutell et al., 2002).
Third, we tested whether the thermodynamic parameters affected the result. The
energies for tetraloops and certain other “special” sequences used by RNAfold are
calculated using sequence databases that include rRNA sequences and might unfairly
bias the structures for arbitrary sequences to resemble the structures for natural
sequences in composition. However, repeating the analysis with the “-4” option in
RNAfold, which eliminates the contribution of tetraloop energies, did not affect the
compositions of the different structural components significantly.
We next tested whether the differences between the unpaired structural compo-
nents arose simply from the difference in pairing strength between AU and GC base
pairs. The RNAfold program provides an option to fold sequences using the abstract
“ABCD” alphabet, in which A pairs with B and C pairs with D and in which all kinds
of base pairs have the same energy parameters for pairing and stacking. Repeating
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the analysis by translating the sequences into the ABCD alphabet and folding with
the thermodynamic parameters for AU or GC pairs (i.e., all pairs were treated as
AU, or all were treated as GC) gave strikingly different compositions from normal
folding, in part because GU pairs could not be incorporated in this model. However,
in all cases, the loops, bulges and junctions differed from each other in composition.
Reassuringly, sequences in which the meanings of the bases were permuted (e.g., U
might be exchanged with C) gave symmetric patterns, indicating that whichever bases
are in excess over the 1:1 purine-pyrimidine ratio required for stems will be found in
the unpaired regions to a similar degree to the bases that were in excess in the orig-
inal composition. In other words, when all bases have the same energies, any bases
in excess will be found more frequently in the unpaired regions; however, when the
thermodynamic parameters are taken into account, the identity of the bases matters
because of differences in pairing and stacking energies.
These results suggest that the causes of differences among bulges, loops and junc-
tions are not related to their properties as parts of nucleic acid sequences per se
but are rather a general property of the class of formal grammars that includes non-
pseudo-knotted structures when applied to arbitrary character strings. The results
also indicate that the null hypothesis for studies of composition should not be that
all unpaired structural components are identical in composition.
2.3 Conclusions
We have demonstrated several important features of nucleotide composition patterns
within ribosomal RNA. First, there are striking similarities in the composition of the
different structural categories across both ribosomal subunits and the three domains
of life, despite much evolutionary divergence. Second, randomized sequences appear
almost identical to natural sequences in the composition of each structural component;
furthermore, they show the same patterns of variation, even though these random-
ized sequences are not evolved and do not have biological functions. Third, the GC
content in all structural categories is positively correlated with the GC content of
the ribosomal RNA overall, and randomized sequences show similar correlations to
the annotated sequences. Finally, the nucleotide composition of individual structural
features proves robust over multiple randomizations, since clusters of sequences with
similar base compositions yield consistent clusters for each structural element.
These results for randomized sequences emerged solely from the inherent features
of RNA folding, as reproduced by the dynamic programming method and thermody-
namic parameters used for energy minimization in RNAfold. Our conclusions thus
depend on the ability of these algorithms to provide information about arbitrary se-
quences: Although the predictions are far from perfect, there is no reason to believe
that they are biased in ways that would give the observed patterns as an artifact.
The thermodynamic parameters are derived from melting experiments on oligonu-
cleotides (Mathews et al., 1999), which are short sequences that are neither evolved
nor biologically active. There is thus no reason to believe that the rules derived from
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experiments on them would apply only to biologically active sequences, and not to
arbitrary RNA sequences. The predictions also use special bonus energies for particu-
lar loop sequences, which are based on experimental data and supported by statistics
on known RNA structures. These energies improve the predictions for natural RNA
sequences that were not themselves used to derive the parameters (Mathews et al.,
1999), and are thus likely to provide the best available estimate of the structures
of arbitrary sequences. Changing details of the parameters such as eliminating the
bonuses for tetraloops (which are inferred from a database of structures) did not affect
our results.
The computer predictions are sufficiently accurate to capture the features we ex-
amined: The predictions of the natural sequences closely resemble the patterns ob-
served from annotated sequences. The predictions are very accurate at specifying
whether bases are paired or unpaired (Mathews et al., 1999), suggesting that the
composition of the stems is probably most accurate, although there is less accuracy
in predicting the overall topology of the molecule (data not shown). The predictions
are good enough to show the separation between the unpaired regions. However, this
distinction is less sharp than in the annotated sequences, which might be due to some
mixing of the unpaired categories.
The discovery of general rules that determine the amount of base-pairing and the
nucleotide composition of a molecule will have important consequences for the accu-
racy of secondary structure prediction programs, such as BayesFold (Knight et al.,
2004). If the compositional preferences we have demonstrated for rRNA generalize
to other molecules, we may be able to assess the plausibility of a structure by asking
whether the compositional patterns comply with the specific compositional statis-
tics, thus improving the predictions. Specifically, a structure that reproduces typical
compositional biases in the different structural elements is more likely to be correct.
However, the similarities between the compositions in each component of the true
structure and the structures predicted by current methods suggests that the power
of this approach may be limited to eliminating the more egregious mispredictions. A
more promising difference is in the amount of the sequence that is assigned to each
structural category, which shows clear differences between the natural and predicted
structures. We should be able to compensate for the systematic deviations in current
computer predictions, especially the excess of base pairs.
Because the constraints on the compositions of each structural component and
the slopes of the compositional responses of each structural component to changes
in overall and genome GC content are very similar, the null model for evolutionary
studies of rRNA should not be that these components behave identically but rather
that compositional differences would be expected even in random sequences. Our
results suggests that only parts of the rRNA are under strong selection, and that
most of the molecule is able to change neutrally. Testing whether other classes of
RNA that are under stronger selection, such as the 5S rRNA, may reveal cases where
the change in each structural component does differ from what would be observed in
random sequences of the same composition (and hence the action of selection), but
we see no evidence for these effects in rRNA.
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2.4 Materials and Methods
2.4.1 Data collection and processing
We downloaded all large subunit (LSU) and small subunit (SSU) rRNA sequences
from the European Ribosomal RNA database (Wuyts et al., 2001b, 2002) at http:
//www.psb.ugent.be/rRNA/ on November 11, 2003, which had not been subsequently
updated as of July 2005. We retrieved the sequences in distribution format, which
contains gaps and secondary structure information interleaved with the sequence.
Additionally, we downloaded the helix numbering for all domains. In principle, the
helix numbering provides the locations of the upstream and downstream parts of each
helix in the alignment, although not all sequences comply with this numbering. As a
control for the effects of the alignment in the database, we also used rRNA sequences
and structures from the Gutell Comparative RNA Web (Cannone et al., 2002) and
from the Protein Data Bank (Bernstein et al., 1977).
We obtained natural rRNA sequences, which could be used for computer pre-
dictions, by stripping out all gaps and secondary structure information from our
annotated data. We created randomized versions of our annotated data by shuf-
fling the natural sequences completely, using the Fisher-Yates shuﬄe algorithm as
implemented in the random module of the Python standard library. In this way,
all structural motifs are broken, but the overall base composition of the molecule is
unaltered.
The structures associated with the rRNA sequences in the database are predicted
Table 2.1: Number of sequences analyzed; we focused on archaea, bacteria, and eu-
karyotes (8892 sequences total)
Data
In database Unusable Good Analyzed loss (%)
LSU
Archaea 37 6 31 31 0.00
Bacteria 399 129 270 270 0.00
Eukaryotes 157 79 78 78 0.00
Mitochondria 659 225 434 430 0.92
Plastid 70 7 63 63 0.00
Total 1322 446 876 872 0.11
SSU
Archaea 590 358 232 232 0.00
Bacteria 12,107 6839 5268 5260 0.15
Eukaryotes 6590 3493 3097 3021 2.45
Mitochondria 1039 274 765 764 0.13
Plastid 134 29 105 105 0.00
Total 20,460 10,993 9467 9382 0.89
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by comparative sequence analysis. We refer to these structures as “annotated”, be-
cause they are based on experimental evidence and have been compared to crystal
structures. For randomized sequences there are no secondary structure models avail-
able. Because experimentally determining structures for these sequences is impossi-
ble, we used RNAfold from the Vienna RNA folding package (Hofacker et al., 1994),
which implements the Zuker folding algorithm (Zuker and Stiegler, 1981) to estimate
an optimal secondary structure both for each natural sequence and for each permuted
sequence.
RNAfold returns the optimal structures in dot-bracket (or Vienna) format. In
order to compare the annotated structures and computer-predicted structures, we
developed an algorithm to convert the distribution format from the database into
the Vienna format. Based on the helix numbering, it finds the most likely pairs of
upstream and downstream helix parts. We verify the actual base pairing and solve the
matching for helix parts that are incorrectly or not at all annotated. Pseudo-knots are
discarded because the Vienna format cannot denote them, but because they comprise
<2% of all base pairs in rRNA (Mathews et al., 1999), this limitation has little effect
on our results.
The database contained 21,782 sequences. About 50% of these sequences were un-
usable: They contained too many undetermined positions (>50), had an odd number
of helix parts, contained pairing helix parts of different lengths, etc. From the re-
maining 50% with good data, our conversion algorithm could reliably convert 10,254
structures into dot-bracket format, which corresponds to a data loss of 0.86% of the
total number of sequences (Table 2.1). In our analysis, we focused on RNA from nu-
clear genomes: We included archaea, bacteria, and eukaryotes (263, 5530, and 3099
sequences respectively, 8892 sequences in total).
2.4.2 Decomposing secondary structure into structural categories
We identified secondary structure elements in two steps. First, by using the dot-
bracket notation of the structure, we built an ordered rooted tree (Schuster et al.,
1994; Hofacker et al., 1994), a tree representation of the structure in which the nodes
correspond to bases or base pairs, ordered from the 5’ to the 3’ end. Next, we assigned
each base to a structural category during a tree traversal, ignoring the virtual root.
Bases associated with internal nodes (i.e., base pairs) are assigned to a stem. Leaf
nodes that are children of the root are either “ends” or “flexible bases”, depending on
their position relative to the outgoing stems. All other leaves are assigned to loops,
bulges, and junctions based on the number of stems going out of their parent node.
The result of this process is a string of labels representing the structural elements of
each base, which corresponds exactly to the dot-bracket notation.
2.4.3 Calculating and visualizing base composition
We calculated the base composition for each structural element by grouping all bases
within a particular element together and counting the number of each of the four bases
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U, C, A, and G. We normalized this composition vector by the number of residues in
the element (N) in order to compare elements containing different numbers of bases.
The base composition of any RNA sequence can be visualized in a tetrahedral unit
simplex (Schultes et al., 1997) (see Figure 2.2). In this unit simplex, the three pairwise
combinations of bases define three orthogonal axes. For example, the amount of G +
C defines a position along Chargaff’s axis, where G = C and A = U. The two other
axes are the purine-pyrimidine axis, plotting the amount of A + G versus C + U,
and the amino-keto axis, plotting the amount of A + C versus G + U. The four bases
form the four vertices; sequences containing more of a particular base lie closer to the
vertex for that base.
For our particular analysis we plotted seven dots for each sequence: six for the
structural elements (stem, loop, bulge, junction, end, and flexible), and one for the
overall base composition of the molecule. Plotting the base compositions for many
RNA sequences allowed us to see the similarities or differences among species, struc-
tural elements, ribosomal subunits, or domains of life.
We used the program MAGE (Richardson and Richardson, 1992) to visualize the
composition simplex. This program treats the three dimensions (A/N, C/N, G/N) as
orthogonal axes and applies a distortion matrix to make them look like a tetrahedron.
However, we could not use these distorted coordinates to calculate distances between
points or samples. Therefore, we converted the coordinates by using combinations of
the four bases as axes that form the orthogonal right-handed Cartesian coordinate
system described above.
2.4.4 Testing whether samples are different
To test whether the difference in location between two samples was significant, we used
Monte Carlo simulations. We compared the observed distance between two samples,
i.e., the Euclidean distance between the means of the two samples, to the distribution
of distances between many pairs of random samples resampled from the original data
points. This technique does not depend on assumptions about the shape or variance
of the underlying distributions.
To apply this technique, we first pooled the points in the two samples. Next,
we randomly permuted the list of samples and divided the list into two groups that
contained the same number of points as the original samples. Finally, we compared
the distance between the means of the randomized samples to the distance between
the means of the original samples. We repeated this 10,000 times, except when a small
preliminary sample was sufficient to show that the difference was not significant. The
P -value is the number of times the observed distance was greater than or equal to
the benchmark divided by the number of randomizations. Any P -value ≤0.05 was
considered significant.
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2.4.5 Testing whether samples are similar
The Monte Carlo simulations sensitively reveal whether samples differ but cannot
directly tell us which samples are similar. We needed to test whether patterns were
more similar within structural categories, domains, or ribosomal subunits. For exam-
ple, looking at this problem in only two dimensions, the data might be clustered as
in Figure 2.9A. This figure shows a situation in which the strongest similarities are
within each domain rather than within each subunit, suggesting that the domain is
more important in determining composition. Alternatively, the data might be clus-
tered as in Figure 2.9B, where subunit identity dominates the clustering. In the first
case, the distances between points within a domain will on average be smaller than
the distances between all combinations of two points. In the second case the distances
between points within a subunit will be smaller than the distances between all combi-
nations of points. To generalize: points within a cluster will on average be closer than
points chosen at random. We can compare these two populations of distances (within
and between putative clusters) using a one-tailed two-sample t-test: the lower the
P -value, the greater the significance of the relationship represented by the clustering.
We applied this procedure in three dimensions to all annotated data. We looked
for similarities among two subunits, three domains, and four structural elements.
We considered only stems, loops, bulges, and junctions. The number of possible
combinations between n samples is n(n− 1)/2, so in case of 24 (= 2× 3× 4) samples,
the number of distances between (the means of) any two samples is 276 (= 24×23/2).
Within clusters of equal domain and structural category (across subunits), we had
12 distances, within subunits and structural elements (across domains) 24 distances,
and across structural elements, 36 distances.
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Figure 2.9: Possible outcomes of data clustering. Symbols represent the base compo-
sitions for archaea (squares), bacteria (circles), and eukaryotes (stars) in two dimen-
sions. Letters indicate the ribosomal subunit: large (L) and small (S). Data might be
clustered by domain of life (A), where most similarity is within a particular domain
and across subunits. In contrast, the subunit might be the most important factor for
base composition (B), in which case sequences from the same subunit would be most
similar, independent of the domain of life to which the sequences belong.
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We also applied this method to confirm the visual similarities between annotated
and computer-predicted structures. This gives three times as many samples as above,
and thus 2556 distances in the full sample. We made three subsets, each time within
a subunit, domain, and structural category, but across structure type (NA, NP, and
RP). Each of the subsets contained 24 distances. The distributions of distances are
visualized with histograms and compared with a one-tailed two-sample t-test.
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Abstract
Understanding patterns of rRNA evolution is critical for a number of fields, including
structure prediction and phylogeny. The standard model of RNA evolution is that
compensatory mutations in stems make up the bulk of the changes between homol-
ogous sequences, while unpaired regions are relatively homogeneous. We show that
considerable heterogeneity exists in the relative rates of evolution of different sec-
ondary structure categories (stems, loops, bulges, etc.) within the rRNA, and that
in eukaryotes loops actually evolve much faster than stems. Both rates of evolution
and abundance of different structural categories vary with distance from functionally
important parts of the ribosome such as the tRNA path and the peptidyl transferase
center. For example, fast-evolving residues are mainly found at the surface; stems
are enriched at the subunit interface, and junctions near the peptidyl transferase cen-
ter. However, different secondary structure categories evolve at different rates even
when these effects are accounted for. The results demonstrate that relative rates
and patterns of evolution are lineage-specific, suggesting that phylogenetically and
structurally specific models will improve evolutionary and structural predictions.
3.1 Introduction
RNA molecules fold into defined structures that are critical for their biological func-
tions. During RNA evolution, the structure is much more conserved than the sequence
(Fox and Woese, 1975; Gutell et al., 1994). The sequence variations that contribute
to differences between species are those that preserve the structure and function of
the RNA molecule.
An important model for studying RNA evolution is the ribosomal RNA. The
ribosome is a large complex of both RNA and protein, but it is the RNA component
that catalyzes one of the most fundamental and most highly conserved biochemical
activities: protein synthesis (Noller et al., 1992). Some universally conserved regions
of the rRNA might date back to the RNA world, a hypothetical stage of evolution in
which RNA performed all major biochemical reactions (Gilbert, 1986). In particular,
the peptidtyl transferase center, which catalyzes peptide bond synthesis, has been
independently recovered by artificial selection from random-sequence pools (Welch
et al., 1997), suggesting that it would have been relatively easy to ‘discover’ after the
evolution of RNA (Yarus and Welch, 2000).
The ribosomal RNA is present in all extant species and presumably dates back to
the earliest forms of life. It thus reflects the evolutionary history of life itself, and can
be used to establish the evolutionary relationships between all species on earth (Pace,
1997). Because reconstruction of phylogeny depends on the evolutionary model that
is assumed, it is important to understand how rRNA actually evolves.
The most widely accepted model of RNA evolution is a“rates across sites” model,
in which a multiple sequence alignment is used to assign rates of evolution to each
position in the rRNA (Uzzell and Corbin, 1971). Secondary structure is expected
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to influence evolutionary rates primarily through compensatory mutations in stems.
Because stems are assumed to be largely structural, any substitution of one base pair
for another should typically be acceptable. In contrast, unpaired regions are thought
to depend more specifically on their sequence. For example, tetraloops fall into only a
few families (Woese et al., 1990). This view was promoted by the paradoxical finding
that most of the highly conserved regions, i.e. regions with no or small variability
at the sequence level, in the bacterial small-subunit (SSU) rRNA were in unpaired,
rather than in paired, regions (Woese et al., 1980; Noller et al., 1981; Rzhetsky, 1995;
Van de Peer et al., 1996a; Schultes et al., 1997; Abouheif et al., 1998; Otsuka et al.,
1999; Ben Ali et al., 1999). This finding suggested the then-revolutionary view that
base pairing is a weak constraint on sequence compared to other influences on the
sequence near the active site of the ribosome. This idea is further supported by two
additional observations: it is often possible to experimentally swap one base pair
for another while preserving function, and paired regions change faster than unpaired
regions when the GC content of each region is plotted against total GC content (Wang
and Hickey, 2002).
The assumption that RNA evolution is composed predominantly of compensatory
mutations in paired regions suggests that specific rate matrices should be used to
describe paired regions for evolutionary studies. RNA violates the assumption of site
independence that underlies many evolutionary models, because maintaining base
pairing requires the bases at two interacting sites to change in a correlated fash-
ion. Currently, many models of RNA evolution incorporate the nonindependence of
sites in paired regions by allowing correlated mutations (Scho¨niger and von Haeseler,
1994; Muse, 1995; Rzhetsky, 1995; Tillier, 1994; Tillier and Collins, 1995, 1998; Higgs,
2000), including noncanonical base pair interactions represented as isostericity matri-
ces (Leontis and Westhof, 2001). The special treatment of paired regions is a more
accurate model of RNA evolution than using a single 4-state rate matrix. However,
these models could potentially be refined further with detailed knowledge about the
rates of change in different unpaired regions (hairpin loops, bulges, and multi-helix
junctions) and in different taxonomic groups.
Although the standard model of fast-evolving stems is widely accepted (Wheeler
and Honeycutt, 1988; Tillier and Collins, 1998; Higgs, 1998), there are three good
reasons to believe that the paired-unpaired dichotomy provides a limited view of
RNA evolution.
First, although many base pairs in many molecules can be changed experimentally
without disrupting function, the same is true for unpaired regions. For example,
replacing large or poorly-structured loops with tetraloops is commonly performed to
improve crystallization of RNAs (see for example Golden et al. (1997)). Accordingly,
it is unclear whether, on average, changes in stems can be tolerated more often than
changes in unpaired regions.
Second, the early observation that many highly conserved bases in rRNA are
unpaired (Woese et al., 1980) need not imply that most unpaired bases in rRNA are
highly conserved. For example, the conservation maps from the comparative RNA
website (Cannone et al., 2002) show that 44% and 35% of the nucleotide positions in
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bacteria and eukaryotes respectively (both LSU and SSU) are conserved in more than
98% of the sequences in the alignment. Of these 98+% conserved positions, only 50-
54% are unpaired. Because there are more paired positions than unpaired positions
in the rRNA, on average about 50% of the unpaired positions and 30% of the paired
positions are highly conserved (98+%). The other half of the unpaired positions are
thus free to evolve at higher rates. (Note that only positions that are present in at
least 95% of the sequences are counted, excluding about 8% of the positions in the
bacterial model and about 30% in the eukaryotic model, and that differences in the
definition of “highly conserved” can change the figures substantially.)
Third, we recently showed that even random sequences that have never been
exposed to selection show different rates of change in the GC contents of paired and
unpaired regions as the GC content of the whole molecule changes, suggesting that
different bases have different intrinsic propensities for base pairing (Smit et al., 2006).
Consequently, the paradigm introduced by Muto and Osawa for detecting selection
as a different response to changes to GC content in different parts of the molecule,
which works well for coding regions (Muto and Osawa, 1987; Knight et al., 2001), is
not valid for rRNA.
The aim of this paper is to test the commonly accepted hypotheses that com-
pensatory mutations in paired regions quantitatively dominate RNA evolution, and
that the unpaired regions form a single category that can be treated as homogeneous.
Specifically, we address the following questions:
1. Do the different unpaired categories (hairpin loops, bulges, and multi-helix junc-
tions) change at the same rate over a wide range of species? There are several
reasons why we might expect these structural elements to evolve at different
rates. First, they are subject to different structural and functional require-
ments. Second, they have different patterns in terms of nucleotide composition
(Smit et al., 2006), which suggests that they are under distinct evolutionary con-
straints. Third, in a study that distinguishes between these structural elements
in six mammalian rRNAs, they are shown to evolve at different rates (Vawter
and Brown, 1993). Incorporating structure-specific rates of change should make
current models of RNA evolution more accurate.
2. Do paired regions always evolve fastest, and is the general pattern of substi-
tution rates shared among all three phylogenetic domains (the archaea, the
bacteria, and the eukaryotes) and both ribosomal subunits? Rates of change
vary considerably among taxa. We might expect to see a change in the rela-
tive substitution rates in eukaryotes, because they distinguish themselves from
archaea and bacteria in several ways. First, they have longer rRNA sequences
(Spahn et al., 2001). Most if not all eukaryotic insertions are on the ribosome
surface (Doudna and Rath, 2002), where substitution rates are known to be
higher than in the ribosomal center (Wuyts et al., 2001a). The eukaryotes also
show different trends in the base composition of different structural components
of the rRNA (Smit et al., 2006). Finally, it has been shown in a small sample
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of eukaryotic sequences that loops and bulges evolve as fast as stems (Vawter
and Brown, 1993).
3. How does the distribution of different structural components in the 3D structure
of the ribosome affect their evolution? It is known that parts of the rRNA further
from the center of the ribosome evolve more quickly (Wuyts et al., 2001a). Can
the generally accepted faster rate of evolution of stems be explained by their
spatial distribution in the ribosome, e.g. because stems more frequently occur
at the ribosomal surface? Now that we have a 3D structure, understanding the
relationship between variability and 3D structure could potentially help both
structure prediction and the development of better models of rRNA evolution
for phylogeny.
3.2 Methods
3.2.1 Ribosomal sequence and structure data
There are many ribosomal sequences and structural models available, allowing a de-
tailed analysis of evolutionary rates. The first complete rRNA sequences for both the
small subunit (SSU) and large subunit (LSU) were determined for E. coli shortly after
the Sanger sequencing method became available (Brosius et al., 1978, 1980). Today,
a wealth of aligned sequence data is available. The European rRNA database (RDB)
(Wuyts et al., 2004) and the Comparative RNA website (CRW) (Cannone et al., 2002)
provide alignments containing up to several hundred LSU sequences per phylogenetic
domain (about 400 bacterial LSU sequences), and thousands of SSU sequences (about
12,000 bacterial SSU sequences in the RDB).
Soon after the first full-length rRNA sequences were determined, the first covariation-
based secondary structure models were developed (Woese et al., 1980; Stiegler et al.,
1980; Zwieb et al., 1981; Noller and Woese, 1981; Noller et al., 1981; Glotz et al., 1981;
Branlant et al., 1981). These models predicted the secondary structure in terms of
Watson-Crick and G-U wobble base pairs. As the amount of sequence data has in-
creased, the structural models have repeatedly been refined. Over time, they have
matured into complex models that also incorporate non-standard base pairs and ter-
tiary interactions (Haselman et al., 1989b,a; Gutell and Woese, 1990; Larsen, 1992;
Gutell et al., 1993, 1994). These models are available on the CRW (Cannone et al.,
2002). The RDB (Wuyts et al., 2004) provides a similar, independently developed,
set of structural models. These models were originally derived by comparing 14 SSU
rRNA sequences and surveying existing structural models (Nelles et al., 1984), and
have been successively refined (Huysmans and De Wachter, 1986; Dams et al., 1988;
Neefs et al., 1990, 1991; De Rijk et al., 1992; Neefs et al., 1993; Van de Peer et al.,
1994, 1996b).
In general, the available secondary structure models are of high quality. The
bacterial secondary structure model is especially well-established, and is consistent
with chemical experiments (Moazed et al., 1986) and crystal structures of the ribosome
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Table 3.1: Sources of sequence and structure information
Source Model species Subunit Seqs Accession Ref. Crystal structure
RDB E. coli SSU 500 J01695 1
RDB E. coli LSU 71 J01695 1
CRW E. coli SSU 4214 J01695 2
CRW E. coli LSU 436 J01695 2
RDB T. thermophilus SSU 3407 M26923 3 1GIX (ref. 7, 8)
RDB T. thermophilus LSU 184 X12612 3 1GIY (ref. 7, 8)
RDB T. thermophilus 5S 310 ∗ 4 1GIY (ref. 7, 8)
RDB S. cerevisiae SSU 500 J01353 5
RDB S. cerevisiae LSU 77 U53879 6
CRW S. cerevisiae SSU 1939 U53879 2
CRW S. cerevisiae LSU 116 U53879 2
Source: RDB — European rRNA database, CRW — Comparative RNA website.
Seqs: number of sequences in the alignment from which conservation/variability is
calculated. Accession: accession number of the structural model. Ref: reference,
1) Van de Peer et al. (1996a), 2) Cannone et al. (2002), 3) Wuyts et al. (2001a), 4)
Szymanski et al. (2002), 5) Van de Peer et al. (1997), 6) Ben Ali et al. (1999), 7)
Yusupov et al. (2001), 8) Cate et al. (1999). Crystal structure: crystal structure
we used for 3D calculations. ∗: structural model derived from 5S rRNA database.
(Gutell et al., 2002). The eukaryotic structural model has been accurately determined
for the more conserved regions, but the structure of some of the variable regions is
still disputed (Wuyts et al., 2000). Thus far, there is no crystal structure to resolve
these controversial regions.
In this study, we used sequence and structure information from three sources:
the European ribosomal RNA database (RDB) (Wuyts et al., 2004), the comparative
RNA website (CRW) (Cannone et al., 2002), and the RCSB Protein Data Bank
(Bernstein et al., 1977; Berman et al., 2003). Table 3.1 provides details about the used
model organisms, alignments, sequence accession numbers, and crystal structures.
3.2.2 Structural classification
RNA secondary structure is a collection of base pairs, interspersed with unpaired
bases. Base pairs can either be nested or non-nested. Two base pairs, one between
positions i and j and the other between positions i′ and j′(where i < j, i′ < j′,
and i < i′), are nested if either i < i′ < j′ < j or i < j < i′ < j′. Pseudoknots
are non-nested base pairs between a loop of one stem and residues outside that stem
(Studnicka et al., 1978).
RNA secondary structures can be decomposed into distinct structural classes. A
fully nested structure without pseudoknots can be represented as a tree, and thus
each position can be classified into either stem, loop, bulge, junction, end, or flexible
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(Smit et al., 2006). In this study, we did not remove pseudoknots from the structural
models, which required us to combine some of the structural classes for simplicity.
We distinguished stem, loop, bulge, and ‘junction/other’ (essentially the same as in
Vawter and Brown (1993)). The ‘junction/other’ category includes the categories
junction, end, and flexible in the fully nested structures, and pseudoknotted regions.
Most bases in this class are from multi-helix junctions.
In summary, the class ‘stem’ contains all base paired positions, the class ‘loop’
contains all unpaired positions connecting two halves of a helix, the class ‘bulge’
contains all unpaired bases connecting exactly two helices, and all other positions are
classified as ‘junction/other’.
3.2.3 Calculating rates of change from large alignments
We used two types of ‘variability maps’. In these maps, variability is calculated from a
large alignment of rRNA sequences (separated by phylogenetic domain and subunit)
and superimposed onto a structural model. First, we used the RDB variability as
calculated by the substitution rate calibration method (Van de Peer et al., 1993,
1996c), available from the European rRNA database (Wuyts et al., 2004). Second, we
used the CRW secondary structure conservation maps, provided on the comparative
RNA website (Cannone et al., 2002), where conservation is calculated based on the
nucleotide distribution at a particular alignment position.
The substitution rate calibration method classifies each position as one of six rate
categories (seven in more recent publications). Sites that are absent in 75% or more
of the sequences in the alignment are considered too variable to be classified and
are excluded from the analysis. On the CRW conservation diagrams, only four rate
categories are distinguished, ranging from more than 98% conserved to less than 80%
conserved. For a base to be classified in one of the four categories, it has to be present
in at least 95% of the sequences in the alignment. The CRW conservation method
thus uses stricter requirements for classifying residues. The two different measures
of conservation agree well (average r2 = 0.824 when using a sliding window); see
Supplementary Fig. 1 and 2 for the strength of association between the two measures.
Both CRW conservation and RDB variability data are available for SSU/LSU E.
coli as bacterial model and S. cerevisiae as eukaryotic model. The structural models
from both sources are not exactly the same, but share on average 80.5% of their base
pairs (see Supplementary Material). We used the variability maps to assign each
position to a rate category.
3.2.4 Calculating rates of change from pairwise comparisons
Calculating the rate of change from pairwise sequence comparisons circumvents two
important problems that arise from calculating variability values from large align-
ments. The first problem is that many positions have ambiguous structural classifi-
cations. This problem arises because the variability values calculated from the large
alignments are superimposed on a single structural model that is representative of
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a whole phylogenetic domain. Because not all sequences in the alignment fold into
exactly the same structure, the structural category at many positions will only be
valid for a subset of the alignment. For example, a position that is in a bulge in the
model species, might be in a multi-helix junction in another species in the alignment
because of a stem-loop insertion. In the pairwise comparison method, we avoid this
problem because we do not assume a single structural model for every sequence in the
alignment. Instead, each sequence has its own model (available on the CRW), which
is used in the comparison. Positions with ambiguous structural classifications can be
averaged over the different possibilities, or excluded from the analysis. In addition,
limiting the comparison to more closely related species also reduces the number of
ambiguous positions. The second problem is that the strict presence/absence require-
ments in the CRW calculations result in many unclassified positions. This problem
mainly affects alignments of eukaryotic sequences, because these alignments contain
many insertions that are only present in a few species. Pairwise comparisons avoid
this problem because variable regions are not excluded.
In the pairwise comparison method, we counted the base changes between the
sequences in each structural element. The neutral assumption would be that all the
changes in the molecule are distributed equally over the different structural elements,
and thus that each structural element absorbs the same percentage of change. We
applied two different counting methods. First, counting point mutations only, in
which we only counted positions with a non-degenerate base in both sequences and
the same structural classification. Second, counting insertions and deletions (indels)
in addition to point mutations, in which we counted positions with non-degenerate
base in both sequences or non-degenerate base in one sequence and gap in the other.
Especially in comparisons over larger evolutionary distances, incorporating indels is
very important because they make up a large part of the sequence divergence.
From the raw counts, we calculated the fraction divergence overall and per struc-
tural category as the fraction of positions with a different base in both sequences
divided by the total number of positions that we were counting. As mentioned be-
fore, not all positions were counted. Positions where both sequences had a gap were
eliminated before the counting process started, and positions that did not meet the
criteria for being included in the counting process were ignored. For example, these
could be positions that contained degenerate bases or that were not sequenced. We
also calculated the fraction of comparisons in which the hairpin loops were changing
faster than the stems. Optionally, we could split the counts when the structural clas-
sification was ambiguous (otherwise ignored), and we could limit the allowed fraction
of divergence or ignored positions. The tables containing results of these calculations
will specify the counting method and chosen options and limits.
For the pairwise comparisons, we used the sequences, structural models, and a
high-quality alignment from the CRW website (all downloaded in June 2006). Ini-
tially, we did a large-scale comparison within each phylogenetic domain and subunit,
where we compared all sequences for which there was a structural model and an en-
try in the CRW alignment. When looking over the whole range of diversity, many
positions were ignored because of conflicting structural information. Focusing on an
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individual lineage reduced the structural differences, because the species were more
closely related and thus less structural changes had occurred since the time of diver-
gence. Not all sequences for which a structural model was available had an exact
match in the alignment. For these groups, we aligned the sequences with MUSCLE
(Edgar, 2004) and inserted the gaps into the corresponding structural classifications.
These alignments were of high quality, because the species were closely related (see
Supplementary Material). Since there were at most very small differences between
the data calculated from the CRW alignment or from the MUSCLE alignment, we
reported the results for the largest data set.
3.2.5 3D structural calculations
We performed structural calculations using the PDB files 1GIX and 1GIY, correspond-
ing to the crystal structures of the ribosomal subunits from Thermus thermophilus
solved at 5.5 A˚. These files provide the 3D coordinates for the phosphorus atom in
each residue. It has previously been shown that the average variability of residues
increases with distance from the center of the ribosome (Wuyts et al., 2001a), but
it is unclear that the geometric center is the correct reference point. We calculated
distances between the P atom of each residue and the following locations: the dis-
tance from the peptidyl transferase center (“PTC”), defined as the P atom of residue
A2451; the distance from the tRNA path (“path”), defined as distance from the clos-
est P atom of any of the three tRNAs or any of the two mRNA codons included in
the crystal structure; the distance from the closest protein (“protein”), defined as the
distance from the closest C-α atom of any protein attached to the same subunit; the
distance from the subunit interface (“interface”), defined as the distance from the
closest P atom in the other subunit, as well as the center (“center”), defined as the
distance from average of the coordinates of all P atoms in the ribosome (including
SSU, LSU and 5S rRNA). We then correlated each of these distances for each residue
with evolutionary rate and structural category, as calculated above.
3.3 Results
We find that structural categories in the ribosomal RNA evolve at different rates, and
that these rates vary across phylogenetic domains. Although it is true that highly
conserved regions tend to be unpaired, the converse, that unpaired regions are more
conserved, is not always true (although it is widely assumed).
3.3.1 Stems indeed dominate rRNA evolution in bacteria and archaea
In bacteria, stems contain many fast-evolving positions and few slow-evolving po-
sitions compared to the three different unpaired categories. Fig. 3.1 shows this
relationship using evolutionary rates derived from a large alignment of SSU bacterial
sequences, superimposed on the E. coli secondary structure. The data shown are for
the RDB evolutionary rates and structural model, but any combination of CRW and
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RDB rates and structures gives essentially identical results (see Supplementary Ma-
terial for further comparisons). This observation is consistent with previous reports
of fast-evolving stems in bacterial SSU rRNA (Woese et al., 1980; Noller et al., 1981;
Rzhetsky, 1995; Van de Peer et al., 1996a; Schultes et al., 1997; Abouheif et al., 1998;
Otsuka et al., 1999; Ben Ali et al., 1999). For each structural category, the distri-
bution of rates appears to be bimodal with residues evolving at intermediate rates
being rare. This pattern is also observed in the eukaryotes, perhaps suggesting that
residues in the ribosome are either under strong selection or under no selection.
Directly counting the changes between sequences through pairwise comparisons
revealed a similar pattern (Table 3.2). In both bacterial and archaeal SSU sequences,
we observed that stems evolve fastest, the three unpaired regions are slower, with
hairpin loops being faster than bulges, and the junctions being slowest (Fig. 3.2 A
and B). In both groups, counting only point mutations or including indels did not
alter the observation. Including indels slightly increased the fraction of divergence in
hairpin loops at larger overall evolutionary distances (data not shown). The fastest-
evolving structural elements change 2.7 fold faster than the slowest-evolving elements
(measured at half of the maximum divergence).
The rates of substitution observed in the whole bacterial domain reappeared when
focusing on clusters of more closely related species. In proteobacteria (Fig. 3.2 E) and
firmicutes (Fig. 3.2 F), stems typically evolved faster than any unpaired categories.
There did not seem to be a difference between the bacilli and the mollicutes when
inspected individually, despite the extreme changes in GC content in the mycoplasmas
(Jukes et al., 1987). Among spirochetes, the pattern also seemed typical (data not
shown).
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Figure 3.1: In bacteria, stems
dominate in high-rate categories,
unpaired regions in low-rate cate-
gories. For each structural cate-
gory we calculated the percent of
positions (y-axis) in each rate cat-
egory (x-axis). For example, of all
the positions in stems, 8% is in
rate category 1, 22% is in rate cat-
egory 2, etc. The graph contains
four different series, one for each
structural category. Within one
series the values add up to 100%.
The data is calculated from the
RDB variability categories super-
imposed on the RDB secondary
structure model of E. coli.
Rates of evolution in rRNA 69
!
" # $
%
&
Figure 3.2: Pairwise sequence comparisons for bacteria and archaea. Stems evolve
fastest, both in the complete set of bacteria and in individual lineages. However, the
different classes of unpaired regions always evolve at significantly different rates. The
scatterplots show the fraction divergence per structural category (y-axis) versus the
fraction divergence overall (x-axis); see Methods for definition. (A) SSU bacteria.
(B) SSU archaea. (C) LSU bacteria. (D) Bacteria without Actinobacteria. (E)
Proteobacteria. (F) Firmicutes.
In both the archaea and bacteria, some sequences appeared to escape the general
pattern. Among the archaea, about 5% of the comparisons when counting only point
mutations (10% with indels) contradicted the general observation that stems change
faster than loops. In all of these comparisons one of the sequences came from either
the Aeropyrum or Pyrococcus genus. In the comparisons within bacterial SSU se-
quences, about 6% had higher rates of change for loops than for stems. Most of these
comparisons were caused by comparisons among the Actinobacteria. When all pair-
wise comparisons between two species within this group were excluded, the fraction
of comparisons that contradicted the general pattern was reduced to 0.5% (Table 3.2
and Fig. 3.2 D) (see Discussion for further interpretation of these patterns).
70 Chapter 3
Table 3.2: Stems evolve fastest in bacteria and archaea
Lineage SU Aln Mode FD FI Split Cmp MD L>S Plot
Archaea SSU CRW P 1.0 1.0 F 171 30.1 5.26
Archaea SSU CRW I 1.0 1.0 F 171 32.2 10.5 "
Bacteria SSU CRW P 1.0 0.3 F 10011 34.1 4.58
Bacteria SSU CRW I 1.0 0.3 F 10011 38.7 6.19 "
Bacteria − ** SSU CRW P 1.0 0.3 F 9108 34.1 0.53
Bacteria − ** SSU CRW I 1.0 0.3 F 9108 38.7 2.22 "
Bacteria LSU CRW P 1.0 0.2 F 787 34.7 1.27
Bacteria LSU CRW I 1.0 0.10 F 729 38.2 1.37 "
Bacteria LSU CRW P 0.06 0.1 F 12 4.35 75.0
Bacteria LSU CRW I 0.06 0.1 F 12 4.45 75.0
α-Proteobacteria SSU MUS I 1.0 1.0 F 55 16.5 7.27 ""
β-Proteobacteria SSU MUS I 1.0 0.1 F 21 15.2 4.76 ""
γ-Proteobacteria SSU MUS I 1.0 1.0 F 496 20.1 2.42 ""
γ-Proteobacteria LSU MUS I 1.0 0.1 F 136 34.1 2.94
Firmicutes SSU MUS P 1.0 1.0 F 190 25.9 1.58
Firmicutes SSU MUS I 1.0 1.0 F 190 28.5 2.63 "
Firmicutes SSU MUS I 1.0 0.15 F 153 28.5 3.27
In archaea and bacteria, the percentage of comparisons in which the hairpin loops
dominate (column L>S) is very low. The table contains the following columns:
Lineage (‘Bacteria − **’ refers to the comparisons among the bacteria where all
comparisons between two Actinobacteria are excluded), SU (subunit), Aln (type of
alignment, CRW = alignment from comparative RNA website, MUS = MUSCLE
alignment), Mode (P = point mutations only, I = Indels added), FD (limit on
fraction divergence), FI (limit on fraction ignored), Split (whether the counts
at positions with ambiguous structural classification are split between the two
structural categories; if false, the positions are ignored), Cmp (number of pairwise
comparisons), MD (maximum divergence observed), L>S (percent of comparisons
in which loops change faster than stems), and plot (data plotted in Figure 3.2, ""
entries are plotted in one graph).
As for SSU sequences, in bacterial LSU sequences all unpaired categories changed
slower than the stems (Fig. 3.2 C). However, unlike in SSU sequences, LSU bulges
changed faster than loops, when considering all bacteria or when focusing just on the
LSU γ-proteobacteria (data not shown).
3.3.2 Hairpin loops evolve faster than other structural categories in eukary-
otes
In eukaryotic SSU rRNA, loops are the fastest evolving structural element, and evolve
approximately 1.37 fold faster than stems. Eukaryotes thus do not follow the typical
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pattern of evolutionary rates observed in archaea and bacteria. This deviation from
the bacterial pattern is consistent across analyses.
Superimposing the variability values derived from large alignments onto a single
structural model is only partially useful for eukaryotes. The first reason is that there
is controversy over the structure of a particular region (positions 634–861 in the
eukaryotic RDB model for accession J01353) (Wuyts et al., 2000), in the CRW model
all these positions are unpaired, in the RDB model these positions are in a complex
pseudoknotted region. The other problem is that eukaryotic sequences have large
insertions or deletions with respect to each other. In the CRW conservation diagrams
any position that is present in less than 95% of the sequences of the alignment is
considered variable and not characterized further. This applies to about 30% of the
positions in both the SSU and LSU eukaryotic alignment. With these caveats in mind,
we examined the fraction of positions in each rate class for all structural elements.
When we used the CRW conservation values and CRW structural model and ig-
nored all unclassified positions, loops, bulges, and stems had the same fraction of
positions in rate class 3 (out of 4) and stems have the highest fraction of positions
in the fastest evolving class. This observation could no longer be made when we in-
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Figure 3.3: Comparison between rates inferred using CRW and RDB rate categories
showing that loops dominate high-rate classes in eukaryotes. The graphs show the
fraction of positions (y-axis) per rate class (x-axis) for each structural element. Both
graphs show data for S. cerevisiae. Left: CRW conservation values, CRW structural
model, excluding the controversial region, including unclassified positions as highest
rate class. Right: RDB variability scores, RDB structural model, including the con-
troversial region and unclassified positions. These two figures present essentially the
same data. The difference is caused by the different rate categories used by the two
data sources. Rate categories 1 and 5 in CRW correspond roughly to 1/2 and 5/6/7
in RDB, respectively.
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cluded the unclassified positions. In that case, stems dominated in rate class 3 and 4
(but also in class 2, which contains moderately conserved positions), but the unpaired
regions dominated in the class with the most variable positions. More than 45% of
the junctions fell in this class due to the long unstructured region. In fact, when we
ignored this region, hairpin loops dominated that class (Fig. 3.3 left). The combina-
tion of RDB variability scores and the RDB structural model showed the change more
clearly. When we ignored unclassified positions, loops and bulges dominated in the
two fastest rate classes. The positions in the unclassified regions were all unpaired,
and hairpin loops dominated this class independent of excluding the structurally con-
troversial region (Fig. 3.3 right). In summary, the results from the large alignment
are not clear-cut, but they strongly suggest that hairpin loops contain the highest
fraction of fast evolving positions.
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Figure 3.4: Pairwise sequence comparisons for eukaryotes. Hairpins (blue) evolve
fastest, both overall and in each lineage individually. The scatterplots show the
fraction divergence per structural category (y-axis) versus the fraction divergence
overall (x-axis); see Methods for definition. (A) SSU eukaryotes. (B) Viridiplantae
and Metazoa. (C) Alveolata. (D) Fungi. (E) Stramenopiles. (F) LSU eukaryotes.
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The results from the pairwise sequence comparisons leave no doubt that hairpin
loops dominate rRNA evolution in eukaryotes (Fig. 3.4 A and Table 3.3). When
we counted insertions and deletions in addition to point mutations, hairpin loops
changed at a faster rate than stems in more than 90% of the comparisons. The fact
that indels are important for eukaryotic evolution was indicated by the high fraction
of ignored positions when only counting point mutations (and hence the limitation
on the maximum fraction of ignored positions). This was emphasized by the increase
in the percentage of pairwise comparisons in which hairpin loops change faster than
stems when we added indels to the counts (from about 80% to about 93%).
The results from comparisons within several eukaryotic lineages corroborated the
Table 3.3: Hairpin loops dominate evolution in eukaryotes
Lineage SU Aln Mode FD FI Split Cmp MD L>S Plot
Eukaryotes SSU CRW P 1.0 0.3 F 2061 27.7 74.8
Eukaryotes SSU CRW P 0.1 0.2 F 163 9.97 89.6
Eukaryotes SSU CRW I 0.35 0.15 F 620 35.0 94.4 "
Eukaryotes SSU CRW I 0.1 0.15 F 115 9.90 93.0
Eukaryotes SSU CRW I 0.2 0.15 T 259 19.9 93.8
Viridiplantae SSU MUS P 1.0 1.0 F 136 15.8 100 ""
Viridiplantae SSU MUS I 1.0 1.0 F 136 17.5 99.3
Metazoa SSU MUS P 1.0 1.0 F 36 20.6 100 ""
Metazoa SSU MUS I 1.0 1.0 F 36 30.6 97.2
Alveolata SSU MUS P 1.0 0.15 F 190 17.8 86.3
Alveolata SSU MUS I 1.0 0.1 F 209 33.9 98.1 "
Alveolata SSU MUS I 0.1 0.02 F 78 6.34 96.2
Fungi SSU MUS P 1.0 0.1 F 105 17.5 46.7
Fungi SSU MUS I 1.0 0.06 F 119 22.5 87.4 "
Stramenopiles SSU MUS P 1.0 1.0 F 703 17.1 65.4
Stramenopiles SSU MUS I 1.0 1.0 F 703 19.9 91.2 "
Stramenopiles SSU MUS I 1.0 1.0 T 703 20.8 93.9
Eukaryotes LSU CRW P 0.15 0.15 F 19 15.0 47.4
Eukaryotes LSU CRW I 0.15 0.15 F 18 13.5 61.1 "
The table contains the following columns: Lineage, SU (subunit), Aln (type of
alignment, CRW = alignment from comparative RNA website, MUS = MUSCLE
alignment), Mode (P = point mutations only, I = Indels added), FD (limit on
fraction divergence), FI (limit on fraction ignored), split (whether the counts at
positions with ambiguous structural classification are split between the two struc-
tural categories; if false, the positions are ignored), Cmp (number of pairwise
comparisons), MD (maximum divergence observed), L>S (percent of comparisons
in which loops change faster than stems), and plot (data plotted in Figure 3.4, ""
entries are plotted in one graph).
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observation over all eukaryotes that hairpin loops evolve fastest (Fig. 3.4 B-E). In
plants and animals the pattern held for every single comparison (when only counting
point mutations). In the fungi, stramenopiles and alveolata, insertions and deletions
played an important role, and resulted in a 30 to 40% increase in the fraction of
comparisons in which loops evolve faster than stems.
Although too few eukaryotic LSU sequences were available for the same analysis
as above, we employed this data by comparing the three sequences for which we had
a structural model and an aligned sequence (Arabidopsis thaliana, Saccharomyces
cerevisiae, and Oryza sativa) to all other sequences in the eukaryotic LSU alignment.
In these comparisons, we classified positions using the secondary structure of the first
sequence. Examining sequences up to 15% divergence from these reference sequences,
hairpin loops evolved faster than stems in 46% (just point) and 56% (indels) of the
comparisons. These results suggest that the pattern holds between SSU and LSU,
although the small data set makes this conclusion tentative.
To control for differences in GC content, which can affect the distribution of
different structural categories (Smit et al., 2006), we limited the range of GC content
to be consistent between bacteria and eukaryotes (45-55%). This produced essentially
identical results to those shown, indicating that they are not an artifact of GC content
(data not shown).
3.3.3 The distribution of structural elements in 3D structure only partially
explains differences in rate
Crystal structures of the complete ribosome have recently become available (Ban
et al., 1999; Clemons et al., 1999; Cate et al., 1999; Ban et al., 2000; Wimberly et al.,
2000; Yusupov et al., 2001; Schuwirth et al., 2005), allowing us to relate evolution of
the rRNA to specific structural features. Since the complete ribosomal structure is
only available for bacterial species, we limit this analysis to that phylogenetic domain.
We correlated the distance from each of several structural features (see Methods)
in the T. thermophilus sequence with rate category and structural category in the
bacterial alignment. This comparison was revealing; the distribution of structural
categories within the ribosome is seen to be highly non-random.
Distance from features within the ribosome strongly affects conservation in all structural
categories
We tested whether the conservation of residues varied systematically with distance
from several different features within the ribosome, and whether these variations
were consistent across structural categories. Fig. 3.5 shows the distribution of rate
categories as a function of distance from the PTC in the bacterial LSU (the PTC
is located within the LSU). Moving away from the PTC, the slower rate categories
rapidly decrease in abundance, whereas the faster rate categories rapidly increase,
showing a clear relationship between distance from the PTC and evolutionary rate
(the proportion of bases changing at intermediate rates seems to be relatively constant
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in each distance bin). For example, 85.7% of the residues are in rate class 1 at 0-10
A˚ and none are in rate class 7; at >110 A˚ 9.68% of the residues are in rate class 1
and 41.9% are in rate class 7.
The rate categories show clear patterns as a function of distance from the core
structural elements. Fig. 3.6A shows two shells of residues in the LSU, the inner shell
being within 20 A˚ of the PTC and the outer shell being at least 80 A˚ from it. The
inner shell is primarily composed of slow-evolving residues (cool colors), reflecting the
fact that this is one of the most conserved regions within the ribosome; in contrast,
the outer shell consists primarily of fast-evolving sites (warm colors).
We see a similar trend for each of the other distances, including distance to the
nearest protein and distance to the path of the tRNA within the ribosome. We also
find that these patterns hold for each ribosomal feature and for both subunits (Fig.
3.5B; note that because both the center and the PTC are located within the LSU,
the closest approach to these features in the SSU is at least 49.5 A˚). The results also
hold for the structural categories individually, to the limits of sampling error (Fig. 3.5
C, D, E, and F show the LSU PTC distances broken down by structural category).
These results were statistically highly significant (P-value ranged from 3.03 · 10−82
to 0.002 in a G test for independence between distance bin and structural category).
The effect was strongest for the PTC (85.7% of bases within 10 A˚ in rate category
1) and weakest for proteins and the subunit interface (about 25% of bases within
10 A˚ in rate category 1, and intermediate for the tRNA path). Thus, as expected,
proximity to the PTC and, to a lesser extent, interactions with tRNAs and proteins
exhibit strong selective influences on residues within the rRNA. These influences are
reproducible for each individual structural category; it is not true that the stems, but
not the loops, are influenced by the distance to the nearest protein. Interestingly, the
effects do not saturate after a few A˚ but continue out to the surface of the molecule.
For example, the residues 60 A˚ from the PTC in the LSU evolve slower than the
residues 80 A˚ from the PTC, suggesting that the influence of specific functional sites
may extend over long distances.
Fast-evolving sites (in all structural categories) thus tend to be common near the
surface of the ribosome and rare in the interior, as previously observed by many
investigators (see for example (Wuyts et al., 2001a)). Fig. 3.6B shows the slowest
rate category from the RDB data (category 1) in blue, and the fastest categories (7
and 8) in red. The fast categories clearly cluster near the surface. Fig. 3.6B thus
directly illustrates the trend that fast-evolving sites are more abundant on the outside
of the ribosome in both subunits and across all structural elements.
Structural categories are unequally distributed throughout the rRNA
We then tested whether proximity to important functional elements of the ribosome
was associated with specific structural categories. Three important structural features
are highlighted in Fig. 3.6C: the PTC, the tRNA path, and the SSU/LSU subunit
interface. The cluster of residues within 15 A˚ of the PTC (right-hand side of the
figure, clustered around the end of the tRNA) is almost entirely composed of junctions
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Figure 3.5: Distribution of rate categories as a function of distance from the PTC.
Each bar graph shows the fraction of atoms in each rate category (y-axis) versus the
distance from the PTC [x-axis; last bin contains all atoms > 100 A˚ (or 140 A˚ on
the SSU graph) away from the PTC]. The fractions within a distance bin (vertical
column) add up to 1.0. (A) LSU all structural elements. (B) SSU all structural
elements. (C) LSU stem. (D) LSU loop. (E) LSU bulge. (F) LSU junction/other.
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Figure 3.6: Distribution of struc-
tural elements and rate categories
in the ribosome. Each panel shows
the T. thermophilus ribosome, with
residues highlighted according to
proximity to specific structural fea-
tures and colored either by rate
or by structural category. Panel
(A) shows the large subunit with
residues within 20 A˚ of the PTC
(near the tRNA ends) and residues
> 80 A˚ away from the PTC (outer
shell) highlighted. The residues are
colored by rate category (fast evolv-
ing sites in orange/red, slow evolv-
ing sites in cyan/blue, sites chang-
ing at an intermediate rate in gray).
The small subunit, 5S rRNA, and
proteins are hidden. The PyMol
script that generates these figures
is available as Supplementary Data
to allow interactive exploration of
these features. Panel (B) shows all
residues in rate category 1 colored
blue, all residues in rate category 7
and 8 colored in red colors. Panel
(C) shows all residues within 15 A˚
from PTC (right), within 15 A˚ from
the tRNA path in the SSU (left),
and within 10 A˚ on both sides of
the subunit interface (middle), col-
ored by structural element. Stem in
yellow, loop in blue, bulge in red,
and junction in green.
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(shown in green), consistent with previous findings (Yonath, 2005). The cluster of
residues within 15 A˚ of the tRNA path in the small subunit (top-left of the diagram,
near the anticodon loop of the tRNA) is also primarily composed of junctions, with
some stems (yellow) and a few bulges (red). The cluster of residues within 10 A˚ of
the subunit interface (center) consists primarily of stems.
Stems are most equally distributed in both the SSU and the LSU, making up
about 60% of the atoms in each distance bin. In the SSU, the area close to the tRNA
path is mainly made up of stems (30-60%) and junctions (30-45%), and almost no
bulges (5-8%) and loops (5-15%) (Fig. 3.7A). In the LSU, this area is mostly stems
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Figure 3.7: Distribution of structural elements in the ribosome as a function of dis-
tance from specific structural features. Each bar graph shows the fraction of atoms in
each structural element (y-axis) versus the distance from a particular feature (x-axis;
last bin contains all atoms more than that distance away). The fractions within a
distance bin (vertical column) add up to 1.0. (A) SSU, tRNA path. (B) LSU, PTC.
(C) SSU, subunit interface. (D) LSU, subunit interface.
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(50-60%), loops (9-17%) and bulges (16-20%), with junctions comprising just 10-15%
of nearby residues. Interestingly, in the LSU, the region around the PTC is composed
almost entirely of junctions (71% of the residues within 10 A˚ fall into this category,
and no bulges are present); the proportion of residues that are junctions falls steeply
with increasing distance from the PTC, dropping to less than 25% above 20 A˚ (Fig.
3.7B). Fig 3.7C and D show that the residues participating in inter-subunit RNA-
RNA contacts at the subunit interface are mostly in stems, loops, and bulges (with
only 9.6% and and 6.5% junctions within 10 A˚ of the subunit interface in SSU and
LSU respectively). All the differences in structural category representation are highly
significant (P ranges from 1.37 · 10−20 to 0.01 in G tests for independence).
The distribution of structural elements as a function of other features can be
found in the Supplementary Material. Visualization of this distribution in 3D is very
enlightening. For example, one can color the residues at both sides of the subunit
interface by structural element or rate category to find that these are mostly stems,
loops and bulges, and in general highly conserved, or changing at intermediate rates.
We encourage readers to explore the structure using the PyMol script we supply.
Variation in rates in different structural categories is not fully explained by proximity to
functional elements
Because both the rates and the structural categories are strongly influenced by the
overall structure of the ribosome, the differences in overall evolutionary rate we ob-
serve in different structural categories might be due solely to unequal distances from
for example the PTC. Can we predict the distribution of rate categories in the stems
purely from the distance data? The null hypothesis we are testing here is that the
structural category has no influence on evolutionary rate, and that distance from
functionally important regions is the sole factor that affects evolutionary rate. If
this null hypothesis were true, we would be able to calculate the rate of evolution of
each structural category as the weighted average of the products of the rate at each
distance and the fraction of bases in the structural category that is found at that
distance.
For example, suppose that the distance from the PTC were the only factor that
influenced the rate of evolution. If all bases near the PTC evolved slowly, but few of
these bases are stems, stems would appear to evolve rapidly simply because they are,
on average, far from the PTC. We can account for this effect by binning the residues
into distance classes (e.g. every 10 A˚) from the feature of interest. For each distance,
we multiply the fraction of all bases that are in each rate category by the fraction of
all stems that appear at that distance. For example, if 4% of all stems were within 10
A˚ of the PTC, and residues within 10 A˚ of the PTC were 75% in rate category 1, 20%
in category 2, and 5% in category 3, the contribution of residues within 10 A˚ of the
PTC to the overall rate of evolution in stems would be 75%*4% = 3% for category
1, 20%*4% = 0.8% for category 2, and 5%*4% = 0.2% for category 3. Repeating
this calculation for the other distances and summing the results gives the predicted
fraction of bases in stems that fall into each rate category. We can then test whether
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this prediction matches the overall distribution of stems among rate categories. See
the Supplementary Material for a description on calculating the correlations between
predicted and actual rate distributions.
We predicted the rate distribution from each structural feature (center, tRNA
path, etc.). Out of all correlations between predicted and actual rate distributions,
only the prediction based on the distance to the tRNA path has a statistically signif-
icant correlation with the actual distribution (see Supplementary Material for graphs
and additional discussion). For example, using the distance from the tRNA path in
the LSU , r2 = 0.33 and P = 0.001 for the relationship between observed and expected
deviations. The effect is thus highly significant, but relatively small, explaining only
a third of the variance. The distance from the center of the ribosome is not predictive
(r2 = 0.07− 0.11, P > 0.05).
Thus, most of the variation in the rate of evolution in the different structural
categories is not explained by the differential distribution of these structural categories
throughout the ribosome. For example, the fast evolution of stems in bacteria can
not be simply explained by a high abundance of stems on the ribosome surface. We
therefore reject the null hypothesis that the distance from functionally important
regions is the sole factor that affects evolutionary rate, and instead conclude that
structural category itself influences the evolutionary rate.
3.4 Discussion
We have demonstrated that different structural elements change at different rates
in different lineages. In bacteria and archaea, we observe the generally accepted
pattern of fast-evolving stems. However, this pattern differs markedly in eukaryotes,
where hairpin loops actually evolve considerably faster than stems do. This result is
not primarily due to insertions and deletions in non-conserved surface loops in the
eukaryotes, because it persists when these regions are excluded from the analysis.
The different types of unpaired regions always behave differently from one another,
underscoring the importance of moving beyond the paired/unpaired dichotomy in
studies of evolutionary rates in rRNA.
To minimize the effects of errors in the structural models, the alignments, and the
rate inference procedure, we used several complementary methods that agreed well
with one another. The general trends we identified are supported by existing con-
servation maps and secondary structure models calculated by two different research
groups (RDB and CRW), and by direct inference of the amount of change in each
structural category from pairs of sequences. We verified that the choice of whether
to include or exclude gaps in calculations of evolutionary distance, and use of either
automated MUSCLE alignments or hand-curated alignments from CRW, produced
similar results. No matter which metric is used to measure the substitution rates,
hairpin loops evolve substantially faster than stems in the eukaryotic lineage, and
these results hold both over short and long evolutionary distances.
There is a small but significant effect of the distribution of structural elements
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throughout the ribosome: for example, the region around the PTC is largely made up
of junctions, whereas the subunit interface and the regions near proteins (subject to
the limits of the 5.5 A˚ resolution of the crystal structure) are largely made up of stems.
We believe that differences in evolutionary rate between structural categories are not
due to these differences in distribution because we can calculate the distribution of
rates in each structural category that would be expected if distance from functionally
important regions were the only factor, and these distributions of rates do not match.
Thus, the differences in rates are likely to be meaningful and are not simply an artifact
of the composition of the most conserved regions.
The distribution of structural categories in the ribosome was influenced more
strongly by proximity to defined structural features, such as the PTC and the tRNA
path, than by proximity to the geometric center. These results suggest that the fac-
tors driving the distribution of structural elements within the ribosome are primarily
adaptive rather than consequences of, say, the physics of helix packing. However, the
results contrast strikingly with proteins, in which hydrophobic residues preferentially
assort themselves into the core of the molecule. Thus, secondary structure (and, pre-
sumably, nucleotide composition) is likely to be a poor guide to predicting whether a
particular region of the rRNA is buried or surface-exposed.
Relative rates of evolution of different structural categories, especially the ratio
of changes in stems to loops, differ drastically in different lineages. These results
suggest that the influence of each structural category on the rate of evolution is
not universally consistent, diminishing the plausibility of using differences in rates in
different regions to infer properties of the secondary structure. However, the results
do suggest that models of rRNA evolution that are specific to particular lineages
will be important for making the best alignments and phylogenies. For example, the
knowledge that loops evolve rapidly in eukaryotes would lead us to give changes in
these regions of the sequence less weight for phylogenetic inference. With the vast
number of sequences now flooding the databases (approx. 300,000 SSU sequences
deposited in the Ribosomal Database Project as of this writing, and pyrosequencing
able to produce 100,000-300,000 sequence fragments in a single 4-hour run), detailed
models of specific groups of organisms will become increasingly feasible.
Outliers from the general pattern of rRNA evolution may suggest interesting bi-
ology. For example, the Actinobacteria appear to resemble the eukaryotic pattern
more than the general bacterial pattern. It is possible that ecological factors such
as multicellularity, or molecular features such as linear rather than circular chromo-
somes, in this lineage (Hopwood, 2006) cause them to resemble eukaryotes more than
other bacteria in factors influencing rRNA evolution. This group has relatively high
GC content, contrasting with the low GC content in eukaryotes overall, suggesting
that differences in base composition are not the main factor. Similarly, in the archeal
SSU, about 5% of the comparisons (when counting only point mutations) or 10%
(when adding indels), do not support the general conclusion that stems evolve faster
on average outside the eukaryotes. Loops evolve faster than stems in comparisons
between Aeropyrum pernix and Sulfolobus, Thermoproteus, Methanothermobacter, or
Methanobacterium, and between Pyrococcus and Sulfolobus. Aeropyrum and Pyrococ-
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cus are very similar in this respect. Aeropyrum is thought to be among the deepest
diverging aerobic archaea, which may suggest some convergence with the eukaryotic
pattern.
3.5 Conclusions
This work has several implications for future analyses. For example, when construct-
ing phylogenetic trees, different models of RNA evolution should be adopted (provided
that sufficient sequences are available to infer the parameters robustly). These mod-
els should be both specific for structural categories, including treating the different
types of unpaired regions separately; they should also be specific for particular phy-
logenetic groups. For example, the general substitution model for bacteria does not
fit the Actinobacteria well. Similarly, methods for comparing microbial communities,
such as Fst (Martin, 2002), are based on diversity in an rRNA alignment. These
methods may be improved by adding masks that weight more or less variable re-
gions differently. Weighting by structural category may be an important first step for
relatively unconserved regions.
The differences in the distributions of different structural categories appear to
be driven primarily by proximity to functional features in the ribosome, rather than
assorting by geometric configuration such as the ribosome center. This observation,
combined with the lineage specificity of the rates of evolution of the different struc-
tural categories, suggest that the findings outlined here are likely to vary by lineage
rather than reflecting universal characteristics of RNA evolution. Interestingly, the
model that most change in functional RNAs comes from compensatory mutations in
stems is not universally true. In this context, we eagerly await the availability of the
structure of a eukaryotic ribosome for comparison with the results presented here for
the bacterial ribosome.
We conclude that rates of evolution in different lineages and structural features of
the rRNA show an unexpectedly rich and complex pattern, and that better under-
standing of this pattern will refine the results of a wide range of studies.
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Abstract
Background: Do species use codons that reduce the impact of errors in translation
or replication? The genetic code is arranged in a way that minimizes errors, defined
as the sum of the differences in amino-acid properties caused by single-base changes
from each codon to each other codon. However, the extent to which organisms opti-
mize the genetic messages written in this code has been far less studied. We tested
whether codon and amino-acid usages from 457 bacteria, 264 eukaryotes, and 33 ar-
chaea minimize errors compared to random usages, and whether changes in genome
G+C content influence these error values.
Results: We tested the hypotheses that organisms choose their codon usage to
minimize errors, and that the large observed variation in G+C content in coding
sequences, but the low variation in G+U or G+A content, is due to differences in the
effects of variation along these axes on the error value. Surprisingly, the biological
distribution of error values has far lower variance than randomized error values, but
error values of actual codon and amino-acid usages are actually greater than would
be expected by chance.
Conclusions: These unexpected findings suggest that selection against translation
error has not produced codon or amino-acid usages that minimize the effects of errors,
and that even messages with very different nucleotide compositions somehow maintain
a relatively constant error value. They raise the question: why do all known organisms
use highly error-minimizing genetic codes, but fail to minimize the errors in the mRNA
messages they encode?
4.1 Background
Genetic codes are arranged in a way that is highly resistant to errors, but whether
the mRNAs that genomes encode also resist errors has been largely untested. The
standard genetic code is found in most nuclear and mitochondrial genomes, although
some genomes have slight variations in the genetic code (see Knight et al. (2001)
for review). The biochemical basis for many of these variations is known, but their
purpose remains unclear. The extent to which a genetic code is resistant to errors
(in replication, transcription, or translation) can be defined by an ‘error value’ (Haig
and Hurst, 1991; Freeland and Hurst, 1998), which is the sum of the differences in
amino-acid properties when changing from each codon to each other codon that can
be reached by a single-base substitution (see Materials and methods). The standard
genetic code and all known variants resist error better (have a lower error value) than
do random codes for a wide range of different amino-acid properties and models of
random code generation (Woese, 1965; Alff-Steinberger, 1969; Ardell, 1998; Freeland
et al., 2000; Ardell and Sella, 2002; Freeland et al., 2003), although the extent to which
natural selection has reached the best of all codes remains somewhat controversial
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(Crick, 1968; Di Giulio, 1989, 2000; Judson and Haydon, 1999). We now test the idea
that organisms optimize their codon usage as well as their genetic code: codons with
low error values might be used in preference to those with high error values, to reduce
the overall probability of error.
Different organisms use the four bases in varying amounts at each of the three
positions within the codon (that is, the average counts of each of the four bases in all
the first positions of all the codons in a genome are different from the counts in all the
second positions and the third positions) (Knight et al., 2001). In particular, the first
position is heavily biased towards purines, and the second position is somewhat biased
towards A and C. These trends hold for all organisms in all three domains of life. In
addition, organisms vary extensively in GC content (the fraction of bases that are G
or C, as opposed to A or T) at each of the three codon positions, which also affects the
amino-acid usage (Sueoka, 1961; Lobry, 1997; Foster et al., 1997; Knight et al., 2001).
These features might be related to the code’s error-minimizing properties: organisms
might choose their codon and/or amino-acid usages in ways that reduce errors during
translation (Gilis et al., 2001; Zhu et al., 2003; Archetti, 2004b,a).
Previous research has suggested that the GC content of a sequence can greatly
affect its error-minimizing properties (Archetti, 2004a), and that amino-acid and/or
codon usage may be optimized in Drosophila and mouse (Archetti, 2004b) but not
in E. coli (Zhu et al., 2003), but no global survey has yet been performed. If mRNA
messages are arranged in ways that minimize error, as has been comprehensively es-
tablished for the genetic code itself (see for example (Haig and Hurst, 1991; Freeland
and Hurst, 1998; Freeland et al., 2000)), this error minimization might arise by ad-
justing the usage of individual codons or amino acids, or by adjusting the overall base
frequencies at each of the three codon positions. In particular, the error values might
be especially stable against change in GC content, since organisms have mRNAs that
vary over a wide range of GC content but vary little over the other two orthogo-
nal axes of nucleotide composition. However, it is also possible that the genetic code
was shaped under different selection pressures than those acting in modern organisms,
resulting in codon usage patterns that are random with respect to error minimization.
Codon and amino-acid usage statistics are now available for thousands of species
from the Codon Usage Tabulated from GenBank (CUTG) database (Nakamura et al.,
2000). We tested whether species preferentially use codons with low error values; that
is, codons that, if misread, would tend to substitute a more similar amino acid. To
do this, we compared the error value of the code weighted by the actual codon usages
against the error values of codes in which the codon or amino-acid usages had been
randomized. Thus, we tested three specific hypotheses: first, that organisms choose
codon usages that produce fewer errors than permuted or randomly chosen codon
usages; second, that organisms choose amino-acid usages that produce fewer errors
than permuted or randomly chosen amino-acid usages; and third, that the discrepancy
in composition in the three nucleotide positions is caused by selection of codons that
minimize errors in translation.
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4.2 Results and Discussion
4.2.1 Messages are not optimized
We used two different methods to compare the actual codon usages to randomized
codon usages. First, we used ‘shuﬄed’ codon usages. In shuﬄed codon usages, the
codons, amino acids, or positional-base frequencies were randomly permuted. This
method preserves the relative frequencies of the the different codons, amino acids, or
positional-base frequencies, but changes their meanings. For example, if the original
amino-acid usage was 5% A, 10% G, and 2% W, the usage after shuﬄing might be 5%
A, 2%G, and 10%W. Second, we used random codon usages that did not preserve the
relative frequencies of codons, amino acids, or positional-base frequencies, but instead
assigned each codon, amino acid, or positional-base frequency a random number from
a uniform distribution, followed by normalization so that the frequencies summed to
one (see Materials and methods). We analyzed species in the three domains of life
separately: 33 archaea, 457 bacteria, and 264 eukaryotes for which at least 50 genes
were available.
From the distributions of code-error values for real and randomized codon usages
(Figure 4.1 first column, and Table 4.1), we make three observations. First, the
actual distribution of error values in organisms was much tighter than in any of
the randomized usages (63.8 ≤ mean ≤ 67.7 and standard deviation ≤ 3.42 for all
domains). Second, both the permuted and random codon usages produced code-error
values significantly lower than the corresponding values for actual codon usages (P ≤
0.05 by two-tailed paired t-test between actual and shuﬄed or random codon usages).
Finally, the shuﬄed and random codon usages produced almost identical results (P
> 0.05 in all cases by two-tailed paired t-test).
The variance of the actual codon usages is significantly smaller than the shuﬄed
and random usages under each randomization model and for all domains of life. The
Table 4.1: Error values for biological and random codon usages
Archaea Bacteria Eukaryotes
Natural codon usages 67.7 ± 3.42 64.7 ± 1.77 63.8 ± 2.14
Codon permuted 52.4 ± 4.92 52.2 ± 5.15 52.7 ± 3.61
Codon random 52.6 ± 3.76 52.6 ± 3.47 52.4 ± 3.16
Amino acid permuted 61.6 ± 8.74 61.0 ± 6.95 61.1 ± 6.35
Amino acid random 61.0 ± 7.37 61.8 ± 6.96 61.7 ± 6.72
Positional base permuted 51.7 ± 6.49 52.3 ± 6.91 52.2 ± 5.44
Positional base random 52.1 ± 10.5 53.4 ± 12.6 52.1 ± 12.9
Mean ± standard deviation for each set of codon usages. The
natural codon usages invariably have higher error values and lower
standard deviations than any of the random or randomized codon
usages: this pattern is consistent for all three domains of life.
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P -value ranges are as follows: for archaea from 7.7 × 10−9 to 0.59 (where 0.59 is
the only non-significant value), for bacteria from 3.9 × 10−257 to 1.1 × 10−43, and
for eukaryotes from 8.5 × 10−131 to 5.5 × 10−10. The significance of the difference
in variance between a shuﬄed and random usage varies considerably (no consistent
trend in P -values), probably depending on each specific random sample.
The pattern was similar for shuﬄed and random amino-acid usages, and for shuf-
fled and random positional-base usages. In all cases, the means for the shuﬄed and
random distributions were similar to each other and lower than the mean for the ac-
tual distribution (Figure 4.1, columns 2 and 3). The similarities across domains are
striking: the error values for codon usages in all three domains of life fall in the same
narrow region.
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Figure 4.1: Code-error values for actual and permuted codon usages. The usages
are displayed for three randomization algorithms and each domain of life. Rows: ar-
chaea, bacteria, and eukaryotes. Columns (randomization algorithms): codon, amino
acid, positional base. Dashed black line, biological (unpermuted); solid black line,
permuted; solid gray line, random. Variability is always much less in the biological
codon usages (dashed black lines) than in any of the random or randomized usages,
and the mean is always higher, suggesting that the biological codon usages are con-
strained to a narrow band but are not optimized for error minimization.
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4.2.2 Code error is not correlated with composition
To test whether the error value varied systematically with nucleotide composition,
we plotted the error value as a function of position in the tetrahedron of possible
base compositions (see Materials and methods for discussion). If the error value
of a message depended on the composition of the codons, we would expect to see
no correlation along the GC axis, because the amount of natural variation along this
axis suggests that all values are selectively neutral and that therefore the code error is
approximately the same. In contrast, we would expect to see increasing error values
with increasing distance from the GC axis, constraining the biological variation in
these other directions. However, contrary to these predictions, we find that for the
real, permuted, and random positional-base usages, there are clear differences both in
composition and in error at the three positions, but there is no systematic variation
of error with composition.
Figure 4.2 shows the composition of each of the three codon positions and of
Figure 4.2: Relationship between base composition and code error. Bacterial codon
usages are chosen to illustrate this relationship by plotting the base composition
and code-error value for each codon position in the tetrahedral simplex (composition
space). The error value for each species is plotted as a sphere with volume proportional
to the error. Two perspectives are given. On the left is an oblique view to show
variation along Chargaff’s axis (G = C and A = T) and the relative contribution of
each codon position to the error value. On the right is a view down Chargaff’s axis
to show the bias of each codon position. First position, yellow; second position, red;
third position, blue; and total, green. As expected, the error value is always lowest at
the third position (blue) as result of interconversion among synonymous codons and
codons for similar amino acids.
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Figure 4.3: Variation in code er-
ror along the three axes in compo-
sition space: G+A, G+C, G+U.
Scatterplots of variation in code-
error value along each of the three
axes that make up the composi-
tion space. Top row, UC content;
middle row, UG content; bottom
row, UA content. Left column,
error value at each codon posi-
tion individually scaled relative to
the maximum value for that po-
sition (maximum = 1.0). Right
column, absolute error values for
each codon position. First posi-
tion, yellow; second position, red;
third position, blue; and total,
green. Data shown are for bac-
teria, though results were similar
for the other two domains (data
not shown). Although substan-
tial correlations are revealed in
the scaled data, these correlations
contribute little to the overall er-
ror value which is dominated by
the second codon position.
the total in composition space, where the volume of a sphere is proportional to its
error value. As expected, we observe clear differences in composition between the
three codon positions. We can also see that the different codon positions contribute
very differently to the total error value of the message. The second codon position
determines about 70% of the total error value, the first codon position another 29%,
and the third codon position less than 1%.
To highlight possible changes in code-error value along the three compositional
axes, which are difficult to see in the simplex, we plotted code-error value versus
composition along each of the three axes separately. Figure 4.3 shows the code error
values for the actual codon usages of bacteria along the UC, UG, and UA axes. In
the left column, the error values have been scaled relative to the maximum value for
each codon position independently to demonstrate relative changes, while in the right
column the absolute values are displayed. Results for archaea and eukaryotes are very
similar to those for bacteria (data not shown).
We applied the same analysis to permuted and random positional-base usages,
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which allowed us to examine the correlations along a wider compositional range on
all of the axes. These codon usages form spherical distributions around the center of
the tetrahedron (Figure 4.4). For permuted usages, the original compositional values
are redistributed over the three axes; the random usages show equal distributions for
each of the three codon positions with equal variation along each axis. Figure 4.5
shows the corresponding scatterplots for the permuted and random usages.
We found highly significant correlations between (total) code error and position
on each of the three orthogonal composition axes, except for the eukaryotes along the
UG axis (Table 4.2). For total code error, the significant P -values averaged 0.0042
(range 1 × 10−6 to 0.03), explaining an average of 0.19 (range 0.020 to 0.37) of the
variance in code error. However, the correlation along the GC axis was not, in general,
less than the correlation along the other axes. In addition, we found no significant
correlations along the UG and UA axes for random and permuted data sets (in a
single case the correlation was significant, but only explained 0.023 of the variation).
Along the UC axis, the correlations in random and shuﬄed bacterial and eukaryotic
usages are of similar magnitude to the correlations in the natural usages. Together
with the observation that actual usage errors are typically higher than random usage
errors, these observations suggest that selection against errors caused by variation
along the different composition axes cannot explain observed trends in codon usage.
Figure 4.4: Base composition by codon position for randomized base usages. Left:
permuted by positional bases, where the variability at each position is preserved,
but the direction of the variability is rotated by 90 degrees around an arbitrary axis.
Right: randomly chosen positional bases, where the amount of variability and the size
of the correlations between axes at each position are destroyed. First position, yellow;
second position, red; third position, blue; and total, green. Compare this figure with
biological codon usages in Figure 4.2.
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Figure 4.5: Absolute error val-
ues for permuted bacterial codon
usages. The variation in code-
error values is shown along the
three compositional axes. Com-
pare this figure with biological
codon usages in Figure 4.3. Top
row, UC content; middle row,
UG content; bottom row, UA
content. Left column, permuted
positional-base usages. Right col-
umn, random positional-base us-
ages. First position, yellow; sec-
ond position, red; third position,
blue; and total, green. Lack of
correlation along any axis and
wide range suggests that con-
straints on positional-base usage
do not explain the pattern of
codon usage error values in or-
ganisms.
Table 4.2: Correlations between composition and code-error value
UC (or AG) UG (or AC) UA (or GC)
Bacteria Natural 0.23 (1 × 10−6) 0.14 (1 × 10−6) 0.023 (0.0012)
Permuted 0.017 (0.0055) 0.0020 (0.35) 0.023 (0.0011)
Random 0.23 (1 × 10−6) 0.0026 (0.28) 0.00064 (0.59)
Eukaryotes Natural 0.21 (1 × 10−6) 0.0021 (0.46) 0.12 (1 × 10−6)
Permuted 0.14 (1 × 10−6) 0.00012 (0.86) 0.0033 (0.35)
Random 0.20 (1 × 10−6) 0.0014 (0.55) 0.0069 (0.18)
Archaea Natural 0.14 (0.029) 0.28 (0.0016) 0.37 (0.00017)
Permuted 0.073 (0.13) 0.016 (0.49) 0.029 (0.34)
Random 0.10 (0.071) 0.00056 (0.90) 0.025 (0.38)
Coefficient of determination (r2) and P -value for natural and representative
randomized usages. Because of the much smaller sample size in archaea, the
significance of the correlations is generally much lower than in the other two
domains (n = 33 for archaea, 264 for eukaryotes, and 457 for bacteria).
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4.3 Conclusions
If organisms were under strong selection to minimize errors in replication and trans-
lation, we would expect them to choose codons that are less prone to error. Con-
sequently, we would expect that the actual codon, amino-acid, and positional-base
usages would have lower error values than would permuted versions. However, we
found exactly the opposite: the actual codon, amino-acid, and positional-base usages
produce more errors than randomly chosen compositions.
Consequently, our hypothesis that genetic messages (as well as genetic codes) are
optimized for error minimization was not supported by the data. However, the low
variance in codon-usage error values in organisms suggests the intriguing alternative
possibility that mRNAs are selected for a specific level of errors, rather than to mini-
mize errors overall. Because the rate of evolution is limited by mutation, it is possible
that the ability to tune the rate of protein sequence evolution by using error-prone
codons has provided a selective advantage to modern organisms. Intriguingly, re-
cent research suggests that the canonical genetic code allows target protein sequences
to evolve far more rapidly than alternative genetic codes (Zhu and Freeland, 2006).
Codon usage may also be tuned for evolvability rather than for error minimization.
Another possible explanation for the limited variability in error minimization prop-
erties is that the genetic code was shaped under very different selection pressures than
those acting in modern organisms. Today, other factors, including directional muta-
tion or selection for translation speed, may greatly outweigh the benefits that could
be obtained by using error-minimizing codons or amino acids. However, such an ex-
planation would predict that modern usages would be random with respect to code
error, and would not predict the near constancy of error values in actual organisms.
This work is consistent with the previous observations that messages within E. coli
are not optimized for error minimization at the codon level (Zhu et al., 2003) and that
codon usage can greatly influence error minimization (Archetti, 2004a), and extends
the analysis to a sample of over 700 bacterial, archaeal, and eukaryotic species. How-
ever, it does not confirm the observation that the amino-acid usage in some species is
chosen in a way that minimizes errors (Gilis et al., 2001; Archetti, 2004b). This latter
discrepancy could be due to the different sampling of genes or the different methods
used to calculate the error value (single-step versus multi-step mutations).
As previously observed, we confirm that the three nucleotide positions differ
greatly in nucleotide composition (Knight et al., 2001) and in error minimization
(Freeland and Hurst, 1998). However, we find no evidence for a relationship between
these two properties. The universal maintenance of these patterns across species sug-
gests that some kind of selection is involved, but the factors influencing this selection
remain undefined. In particular, positional base-composition patterns orthogonal to
the actual base-composition patterns, and occupying regions of composition space in
which no organism have ever been observed, have errors no worse than do the actual
usage patterns. This similarity strongly suggests that selection for error minimization
does not play a role in keeping genomes within a narrow region of composition space.
The nucleotide composition of a message has relatively little effect on its error value,
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suggesting that other factors maintain the systematic biases in composition at the
three codon positions that are observed in all species and domains of life.
Thus, organisms do not choose their codon, amino-acid, or nucleotide composition
in a way that minimizes the effects of errors. This observation is highly unexpected
in light of the great extent to which the genetic code itself is arranged in an error-
minimizing fashion, and suggests that some factor underlying the near-constant error
values of codon usage across genomes in all three domains of life remains to be dis-
covered.
4.4 Materials and Methods
We addressed our first and second hypotheses, that genetic messages are optimized
for error minimization either at the codon or amino-acid level, by comparing the
actual codon usages from organisms to first, permuted codon usages, in which the
codon counts were preserved but the codons to which those counts applied were
randomized, and second, to completely random codon usages. We addressed our third
hypothesis, that the code error is robust to variation in GC content but not robust
to other compositional variation, by examining the correlation between composition
along each of the three compositional axes (GC, GU, and GA) and the code-error
values for real, permuted, and random codon usages.
4.4.1 Data source
We used the CUTG database as source for codon usages found in organisms (Naka-
mura et al., 2000). We repeated the analysis separately for the three domains of
life (archaea, bacteria, and eukaryotes). The species were classified according to the
NCBI Taxonomy. We analyzed the 754 species for which at least fifty genes were
available: 33 archaea, 457 bacteria, and 264 eukaryotes. Mitochondrial sequences
were excluded.
4.4.2 Calculating the error value of a message
The process of calculating an error value for a message (or codon usage) uses the
basic method for calculating an error value for a genetic code (Haig and Hurst, 1991;
Freeland and Hurst, 1998), with the addition that the error value of a change from one
codon to another is weighted by the frequency of the starting codon (Zhu et al., 2003).
To maintain consistency with previous work (Haig and Hurst, 1991; Freeland and
Hurst, 1998), we measured the distance between amino acids using polar requirement,
a measure of hydrophobicity (Woese et al., 1966).
The error value of a code is given by:
∑64
c=1
∑3
p=1
∑
b∈{U,C,A,G}[vold − vnew]2 ×
wc × wp × wb|(c,p). For all possible mutations b at each of the 3 codon positions p
in all 64 codons c, we sum the weighted size of the change in amino-acid property,
for example, hydrophobicity. The change is given by the difference in the amino-
acid property of the amino acids encoded by the old and new codons vold − vnew,
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weighted by the abundance of the codon wc, the effect of the base position wp, and
the probability of mutation to the new base given the codon and position wb|(c, p).
A ‘mutation’ from a codon to itself does not add to the error value, because the
same amino acid is present before and after the ‘mutation’. Stop codons are excluded
from the calculation. Codon frequencies were taken from the codon usage database
or assigned at random. We used a range of transition/transversion biases from 1:1 to
10:1, although there was no qualitative effect on the results. Results shown are for a
transition/transversion bias of 4:3, and equal weighting for the three base positions.
4.4.3 Creating permuted and random codon usages
We can calculate the amino-acid usage and positional-base usage from a given codon
usage. The frequency of an amino acid is the sum of the frequencies of each of its
codons. A positional-base usage is the frequency of each of the four bases at each of
the three codon positions. For example, the frequency of U at the first codon position
is the sum of the frequencies of all codons that start with a U. Thus, each codon usage
is associated with one unique amino-acid usage and one positional-base usage.
However, many different codon usages correspond to the same amino-acid usage.
To predict the codon usage associated with an amino-acid usage, we used the assump-
tion that all codons coding for the same amino acid occur with equal frequencies, so
that each gets an equal share of the amino acid frequency. Consequently, blocks of
codons (coding for the same amino acid) are assigned the same frequency. The pre-
diction of the frequency of a codon from a positional-base usage is calculated as the
product of the positional base frequencies of its bases at the three codon positions.
This method reflects the idea that if a species were under selection for amino-acid
usage only, there would be no a priori reason to assign different frequencies to the
different codons for a given amino acid. Similarly, to predict the codon usage associ-
ated with a particular positional-base usage, we take the product of the frequency of
the appropriate base at each of the three codon positions. For example, the frequency
of the codon AUG is the product of the frequency of A at the first position, U at the
second position, and G at the third position.
With the above transformations in mind, we can shuﬄe frequencies or choose ran-
dom frequencies at three levels: codons, amino acids, and positional bases. After
creating a permuted or random amino-acid usage or positional-base usage, we cal-
culate the corresponding codon usage as described above (because the error value
calculations require codon usages as input).
4.4.4 Statistics
We used the two-tailed paired t-test to compare the means of the various distributions,
because we examined the same sample before and after randomization. Differences in
variance between the error values of the actual usages and the permuted and random
usages were calculated by a two-tailed F-test.
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4.4.5 Visualization
The (positional) composition of the codon usages can be conveniently visualized with
MAGE (Richardson and Richardson, 1992), using a presentation scheme in which the
volume of a sphere is proportional to the error value at a particular codon position.
The base frequency of a set of bases, such as a sequence of nucleotides or all bases at
a particular codon position, can be visualized as a point in composition space. The
base frequency is described as a vector of the fraction of each of the four bases (U, C,
A, and G) in the set. These fractions form the four coordinates to describe sequence
composition. When visualizing the space of all possible compositions, we only have
three dimensions to work with. Three unique ways divide the four bases into sets
of two, which provide an orthogonal coordinate system. The three axes are the lines
where G+C equals A+U, G+U equals A+C, and G+A equals U+C. The GC (or AU)
axis is also called Chargaff’s Axis, because it is the line where all perfectly Watson-
Crick base-paired regions would reside. Composition space can thus be visualized as
a tetrahedral unit simplex (Schultes et al., 1997).
4.5 Additional data files
The Python code and raw data to perform the described code-error analysis are avail-
able as an Additional data with the online version of this paper. Additional data file
1 is a tar archive containing the used CUTG records, separated for archaea, bacteria,
and eukaryotes, the data used to produce the histograms in Figure 1, the kinemages
used to produce Figures 2 and 4, and the data used to produce the scatterplots in
Figures 3 and 5.
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Abstract
Structural elements in RNA molecules have a distinct nucleotide composition, which
changes gradually over evolutionary time. We discovered certain features of these
compositional patterns that are shared between all RNA families. Based on this
information, we developed a structure prediction method that evaluates candidate
structures for a set of homologous RNAs on their ability to reproduce the patterns
exhibited by biological structures. The core of the ensemble-based method is a scor-
ing function that uses the generic compositional patterns to assess the quality of all
ensemble members. In a performance test on a diverse set of RNA families we demon-
strate that the scoring function succeeds in selecting the most realistic structures in
an ensemble. The average accuracy of top-scoring structures is significantly higher
than the average accuracy of all ensemble members (improvements of 30% observed).
In addition, a consensus structure, which includes the most reliable base pairs from a
set of structures, calculated from a set of top-scoring structures is often more accurate
than a consensus calculated from the full ensemble. Our method achieves better ac-
curacy than existing methods on several RNA families, including novel riboswitches
and ribozymes. The results clearly show that nucleotide composition can be used
to reveal the quality of RNA structures and should be incorporated in the structure
prediction toolkit.
5.1 Introduction
The discovery of many non-coding RNAs, involved in catalysis and gene regulation,
has intensified the attention for RNA research (Eddy, 2001). To understand the struc-
tural, functional, and mechanistic properties of these molecules, structure prediction
is an essential tool. Efforts aimed at predicting RNA structures from sequence in-
formation started over three decades ago (Tinoco et al., 1971). Currently the field
is still under rapid development as evidenced by the many prediction methods devel-
oped in recent years (reviewed in Zuker (2000); Major and Griffey (2001); Gardner
and Giegerich (2004); Mathews (2006); Mathews and Turner (2006); Reeder et al.
(2006); Ding (2006)). Differences between the methods arise from the type of input
(single versus multiple sequences, aligned versus unaligned sequences), their predic-
tion target (types of base pairs and structural topologies), and the kinds of evidence
they use for the prediction (for example covariance, thermodynamics, or experimen-
tal evidence). Free energy minimization methods are extensively developed, but their
accuracy is limited due to several factors including our incomplete knowledge of the
folding process (Gardner and Giegerich, 2004; Mathews, 2006; Reeder et al., 2006).
Comparative sequence methods are in general more accurate than single-sequence
minimum free energy methods. When many (hundreds or thousands) of sequences
are available, very accurate structural models can be derived (over 97% in the ribo-
somal RNA (Gutell et al., 2002)). When a limited number of sequences is available,
as is often the case, accuracy ranges from about 30% to 90% (occasionally peaking
to 100% for shorter RNA molecules), depending on the number of sequences, similar-
ity between the sequences, and the length of the sequences (Gardner and Giegerich,
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2004).
Here we present a novel approach to RNA structure prediction for a set of homol-
ogous sequences, exploiting an information source thus far unused for this purpose:
evolutionary patterns of nucleotide composition. We assess the quality of candidate
structures in an ensemble using generic compositional patterns exhibited by biological
structures. Our method fits in with two prediction strategies that are being explored
in recent years: mining the information provided by an ensemble of (suboptimal) RNA
structures and combining multiple information sources in a single prediction method.
The former strategy has led to efficient algorithms to generate an ensemble of all sub-
optimal structures within a certain energy range (Wuchty et al., 1999) and to sample
from the complete Boltzmann ensemble of structures (Ding and Lawrence, 2003). It
has been shown that using the ensemble centroid as prediction, as implemented in
Sfold, reduces the number of prediction errors (Ding et al., 2005). The second strat-
egy emerged because the use of a single source often does not provide sufficiently
accurate predictions when a limited number of sequences is available. The more pow-
erful methods at this moment combine the evidence from various sources. Examples
are RNAalifold (Hofacker et al., 2002), RNAstructure (Mathews et al., 2004), and
Bayesfold (Knight et al., 2004), using combinations of covariation, thermodynamics,
and chemical mapping data. In addition, important advances are made due to the
use of novel information sources, such as abstract shapes (Giegerich et al., 2004) as
implemented in the RNAshapes package (Reeder and Giegerich, 2005; Steffen et al.,
2006) or nucleotide cyclic motifs (Lemieux and Major, 2006) as implemented in the
MC-Fold and MC-Sym pipeline (Parisien and Major, 2008).
To complement current structure prediction methods, we describe how nucleotide
composition can aid structure prediction. Different classes of structural RNAs are
known to share certain compositional biases (Schultes et al., 1997) and within an RNA
family the composition of structural elements changes in consistent ways throughout
evolution (Smit et al., 2006). We found certain characteristics of these patterns that
are shared between all RNA families. The key idea of our method is to use these
characteristic patterns of nucleotide composition, known to be exhibited by biological
sequences and structures, to distinguish between realistic and unrealistic foldings.
The method is built around a scoring function that captures the universal properties.
It is used to evaluate many structures in an ensemble. Structures more similar to
the true structure will display the expected trends and will receive a more positive
evaluation.
In this work we address the following questions. Can the patterns of nucleotide
composition be used to identify the most realistic structures in an ensemble? Is the
consensus from top-scoring structures more accurate than the consensus from the
whole ensemble? How do predictions using the nucleotide composition as the only
source compare to predictions from existing structure prediction methods? First we
will introduce the concept of nucleotide composition and the generic features. Then
we will explain how this information is used for structure prediction. The research
questions will be addressed in a performance test on a diverse set of RNA families,
ranging from the hammerhead ribozyme to the large subunit of the ribosomal RNA.
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5.2 Materials and Methods
We have developed a method for RNA structure prediction using characteristic pat-
terns of nucleotide composition as observed in biological structures. The core of the
method is a scoring function that describes these patterns. The prediction algorithm
consists of the following steps: (1) given a multiple sequence alignment, generate an
ensemble of candidate structures, (2) score all structures in the ensemble with a scor-
ing function, and (3) return top-scoring structure(s) or consensus structure. In this
section we will describe the compositional patterns and their generic features, the con-
struction and application of the scoring function, and the performance measurements
of the algorithm.
5.2.1 Nucleotide composition
The combination of an alignment and a structure that the sequences fold into can
be described in terms of nucleotide composition. The composition is calculated for
different parts of the RNA structure. We distinguish four structural elements in RNA
structures (Figure 5.1 A and B). The category “stem” contains all paired residues, the
category “loop” contains all unpaired residues that connect the upstream and down-
stream half of a helix, “bulge” contains all unpaired regions that connect exactly two
helices, and “other” contains all other unpaired residues, including multi-helix junc-
tions, ends, and pseudoknotted regions. This classification scheme is chosen over the
more coarse-grained paired/unpaired scheme and the more detailed six-way classifi-
cation (Smit et al., 2006), because it distinguishes between three important unpaired
categories and it can handle pseudoknots unlike the six-way classification (in other
words, it can be applied to any collection of base pairs in which each base has at most
one pairing partner).
The nucleotide composition of a structural element, which includes all residues in
the sequence classified as such, can be calculated as the fraction of each of the four
bases U, C, A, and G in this element (degenerate bases, gaps, and other unknown
characters are ignored in this calculation). A vector of these four fractions (for ex-
ample, U=0.1, C=0.2, G=0.3, and A=0.4) can be plotted in composition space, also
known as the RNA simplex (Figure 5.1 C).
Composition can be measured in three directions. Traditionally nucleotide com-
position is described as GC content which is the fraction of G + C. Similarly, one
can calculate the fraction of U + C and the fraction of U + G. These three fractions
together give a full description of the composition of a set of residues, and form three
orthogonal axes in composition space. Coordinates along these axes can be used to
perform calculations on the data.
Nucleotide composition changes over evolutionary time. For a single sequence
and its structure, one can plot five dots in composition space: one for each structural
element (stem, loop, bugle, and other) and one for the composition of the full sequence,
which is structure independent. When this data is plotted for multiple sequences that
fold into the same structure, composition space contains five distributions showing
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the variation in composition across the sequences (Figure 5.1 C). In this study, an
RNA structure is described by these five distributions.
5.2.2 Generic patterns
For the purpose of structure prediction we are interested in compositional features that
are shared by all RNA families. Therefore, building on the general observations made
on RNA composition (Schultes et al., 1997), we analyzed the evolutionary patterns of
nucleotide composition in many RNA families. Even though the exact location and
variation of the compositional distributions are family-specific, we identified several
generic features, extending the observations made in several ribosomal RNA families
(Smit et al., 2006).
From the multi-family survey it became apparent that the distribution of the
stems has a very specific shape and location in composition space. It is an axis-like
distribution along Chargaff’s axis (GC axis) with large variation in GC content, and
little variation in UG and UC content, describing wobble and non-standard base pairs
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Figure 5.1: RNA structure and nucleotide composition. (A) Alignment of three RNA
sequences with a reference structure (both vienna structure and pairing mask) and the
corresponding structural classification. (B) Secondary structure diagram indicating
four different structural categories: S = stem, L = loop, B = bulge, O = other.
(C) RNA composition space, containing the nucleotide composition of 80 SSU rRNA
sequences decomposed under the E. coli reference structure (source: Comparative
RNA Web (Cannone et al., 2002)). The space contains five distributions: S = stem,
L = loop, B = bulge, O = other, and T = total sequence. The inset shows the
compositional patterns generated by an incorrect structure, containing more scatter
and overlap in the loops and bulges, and increased scatter and lower GC content in
the stems.
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respectively. The distribution is often biased towards the G-U edge, caused by G-U
wobble pairs, and towards the A-G edge, because base pairs involving As and Gs are
more common than base pairs involving Us and Cs. The unpaired regions form very
tight and distinct distributions. In many families there is a clear separation between
loops and bulges. Unpaired regions have a low GC content in comparison to the
stems, and loops are often more UC rich than bulges.
The quantification of these trends was not straightforward: because the exact lo-
cation and variation differs between families, absolute values to describe these proper-
ties are not applicable to all RNAs. The critical step towards describing the universal
properties was the realization that real biological structures exhibit particular compo-
sitional patterns relative to other (incorrect) candidate structures for the alignment.
Thus, the underlying idea is that when an alignment is decomposed according to the
true biological structure, we will observe the characteristic tight distributions, but an
incorrect structure will produce scatter in all distributions and overlap between the
unpaired regions (this difference between “right” and “wrong” is visualized in Figure
5.1 C). Based on this idea, we designed a score function that can be used to evaluate
candidate structures on their ability to reproduce the expected patterns.
5.2.3 Scoring function design
Decomposition of an alignment according to some structure results in five compo-
sitional distributions in composition space, as described above. These distributions
can be quantitatively summarized by “compositional properties”, such as the mean
value or variation along one of the compositional axes (e.g. the standard deviation
of the stems along the GC axis). Differences between RNA structures will lead to
differences in the compositional patterns, which will be observable by differences in
the values of the compositional properties.
We systematically compared real biological structures to incorrect candidate struc-
tures on 31 compositional properties in three well-studied RNA families: phenylalanyl-
tRNA, bacterial 5S rRNA, and 16S rRNA from gamma-proteobacteria. We tested
both the mean and standard deviation along each axis in each of four structural el-
ements (24 properties) and seven composite properties, combining multiple elements
and/or axes. For each property we calculated the distribution (mean and standard
deviation) of values in several ensembles of candidate structures, the Z-score of the
real structure (with respect to this distribution), and similarly the Z-scores of the ten
most accurate structures in each ensemble. We selected five properties that showed
consistently low (< −0.5) or high (> +0.5) Z-scores with little variation across all
families (listed in Table 5.1 left side, the reference Z-scores and weights will be ex-
plained below).
The selected compositional properties and their Z-scores observed in the training
data are combined into a single scoring function. This function, when applied to
a novel alignment with unknown reference structure and an ensemble of candidate
structures, assigns a score to each ensemble member indicating its ability to reproduce
the expected compositional patterns. Specifically, the score is the weighted root mean
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square deviation (RMSD) from the reference Z-scores. We experimented with two
kinds of reference Z-scores (trained and extreme) and weighted versus unweighted
compositional properties, as specified in Table 5.1. Trained Z-scores are the average
Z-scores observed in the training set. Extreme Z-scores are rough extrapolations
of the observed Z-scores, indicating that the Z-score should be very low (−2), low
(−1) or very high (+2). The weights that we tested are defined as one over the
standard deviation of the observed Z-scores in the training set and basically indicate
how reliable the reference Z-score is: properties with much variation in the training
set receive a lower weight. Equation 5.1 specifies the exact scoring function.
Scorem =
√√√√ 1
N
N∑
p=1
wp(zm − zref )2 (5.1)
Thus, for a given sequence alignment and ensemble of candidate structures, we first
calculate the distribution of values for each property p (five in this case) in the ensem-
ble. Subsequently, for each ensemble member m and for each property p, we calculate
the Z-score of the member (zm). We then sum the distance of zm to the reference
Z-score for the property (zref ) weighted by wp over all properties. Finally, we take
the mean and the root of this sum.
Table 5.1: Compositional properties
Compositional property Reference Z4 Weights5
Metric1 Structure2 Axis3 Trained Extreme Weighted Unweighted
SD S UC −1.270 −2 1/0.674 1
SD S UG −0.985 −2 1/0.535 1
MEAN S UA −0.686 −1 1/0.694 1
SD LB UX −0.519 −1 1/0.806 1
MEAN LBO UA +0.814 +2 1/0.719 1
1) Metric: Standard deviation (SD) or mean (MEAN)
2) Structural element: stem (S), loop (L), bulge (B), or other (O).
3) Compositional axis: UX indicates the average over all three axes.
4) Reference Z-score: We experimented both with trained Z-scores as ob-
served in the training data set and with exaggerations of these (extreme
Z-scores).
5) Compositional properties in the score function can be weighted or not.
Weights are one divided by the standard deviation of the Z-scores observed
in the training set.
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5.2.4 Scoring function application
The scoring function assigns an RMSD score to each member of an ensemble of struc-
tures. Realistic structures will receive a low score, while more unrealistic structures
will receive a higher score. The scoring function thus roughly arranges the structures
in the ensemble from more accurate to less accurate. Note that a perfect correla-
tion between RMSD score and accuracy is not necessary and would be impossible
to achieve: optimizing the properties and parameters for a specific family would im-
prove the correlation, but would diminish the generality of the scoring function. For
this reason, reporting the single best-scoring structure is not informative, so we re-
port the average accuracy of a percentage of top-scoring structures, determined by
a cutoff (TOP cutoff, usually 5% or 10%). In addition, we report the accuracy of a
consensus structure calculated from the top-scoring set (see “Consensus calculation”).
This structure basically contains the most reliable base pairs from the given set of
top-scoring ensemble members.
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Figure 5.2: Application of the scoring function. Data shown is for an alignment of
twenty 5S rRNA sequences and an ensemble of 963 unique structures. The score
function used the extreme Z-scores and weighted properties. Consensus structures
were calculated with a TOP cutoff of 10% and a BP cutoff of 0.4. The accuracy of
the structures is expressed by the correlation coefficient (CC). In both sets, the mean
accuracy is indicated with a dotted line and the accuracy of the consensus structure
with a solid line. The height of a bar corresponds to the fraction of structures in the
corresponding accuracy range, and all bars within one set add up to 1.0.
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We visualize the application of the scoring function using 5S rRNA, one of the
families in the training set, as a specific example. Given an alignment of twenty se-
quences, we first sample a thousand structures from the Boltzmann ensemble (see sec-
tion “Ensemble generation”) and keep the unique structures (963 structures). Next,
we calculate an RMSD score for each structure in the ensemble. For both the full
ensemble (963 structures) and the 10% highest-scoring structures (96 structures), Fig-
ure 5.2 shows the accuracy distribution of all structures in the set, the mean accuracy
of the structures, and the accuracy of the consensus structure calculated from the
set (see “Prediction accuracy” for details on the reported accuracies). From the clear
shift in distribution and the improved mean and consensus accuracy in the top-scoring
set compared to the full ensemble, it becomes clear that the scoring function is able
to select the most realistic structures from the ensemble.
5.2.5 Prediction accuracy
The accuracy of a predicted structure with respect to the reference structure can be
determined both at the base-pair level and at the level of the structural classification.
The base pair similarity involves three numbers: true positives (TP) are base pairs
that occur both in the prediction and in the reference, false positives (FP) are pre-
dicted base pairs that are not in the reference structure, and false negatives (FN) are
base pairs in the true structure that were not predicted. These values can be com-
bined into three accuracy metrics (Baldi et al., 2000; Gardner and Giegerich, 2004;
Mathews and Turner, 2006). Sensitivity (SEN), defined as TP/(TP+FN), is the frac-
tion of the true structure that is predicted correctly. The positive predictive value
(PPV), defined as TP/(TP+FP), reports what fraction of the predicted base pairs is
correct. The correlation coefficient (CC), an approximation of Matthew’s correlation
coefficient (Gorodkin et al., 2001), combines these two values in
√
(SEN × PPV ).
The classification similarity (CS) expresses the topological similarity between two
structures. It is defined as the fraction of positions in the classification strings with
identical classification. The classification similarity is relevant in this study, because
the patterns of nucleotide composition are calculated from the structural classifica-
tion, and a single base-pair change may have a large effect on the overall topology of
the structure.
5.2.6 Consensus calculation
For multiple RNA structures, we can define a consensus structure, which is compa-
rable to the centroid structure defined in Ding et al. (2005) or the method described
in Mathews (2004). The first step in the calculation is to list each base pair in the
set of structures and to record in what fraction of the structures the base pair occurs.
Subsequently, a consensus is calculated at a particular “base-pair (BP) cutoff”: base
pairs are added to the consensus structure one by one, from high frequency to low
frequency, if the pair’s frequency is equal to or above the BP cutoff and both the 5’
and 3’ position are not in the consensus yet. In this way the consensus structure will
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be free of conflicts, i.e. each base interacts with at most one other base, but might
include pseudoknots. At a very high (strict) base pair cutoff only very reliable base
pairs will be included in the consensus, leading to a high PPV, but a lower SEN. In
contrast, a more relaxed cutoff will result in a higher SEN, but comes with the risk of
including false predictions and thus a lower PPV. By testing the consensus accuracy
at different cutoff values (0 to 1, steps of 0.05) in several ensembles, we determined
that a BP cutoff of 0.4 results in the best accuracy (CC). Therefore the consensus
structures in this study are calculated at this cutoff value.
5.2.7 Ensemble generation
Given an RNA alignment, the first step in the procedure is to create an ensemble of
candidate structures to be evaluated. For this task, we used the program RNAsubopt
(Wuchty et al., 1999) from the Vienna RNA package (Hofacker et al., 1994) with the
-p option to sample suboptimal structures proportional to their Boltzmann weights
(Ding and Lawrence, 2003). For each alignment we randomly sampled a thousand
structures, and removed duplicates from the set. The true structure might be in this
set of structures, but is not forced to be in there.
The prediction power of our method is limited by those RNA structures present in
the ensemble. Ideally the structures in the ensemble are distributed over the full range
of accuracy up to 100%. For shorter sequences the current sampling methods suffice
to generate an ensemble with these characteristics. However, for longer sequences
(such as RNase P, and SSU/LSU rRNA) these methods produce insufficient coverage
of the spectrum. For these cases we generated, in addition to the original ensemble,
an extended ensemble using knowledge of the reference structure. Specifically, we
constrained RNAsubopt with constraints fixing between 5 and 95% of either the
unpaired or paired positions in the true structure. The extended ensemble is a merge
of 500 constrained and 500 unconstrained structures (unique structures only). The
purpose of applying our method to the extended ensemble is to show its potential if
such extended ensembles could be generated without knowledge of the true structure.
5.2.8 Method performance
The input for our method is an alignment of related RNA sequences that presumably
fold into the same structure. We tested the method on 15 different alignments from
multiple sources (Szymanski et al., 2002; Cannone et al., 2002; Sprinzl and Vassilenko,
2005; Griffiths-Jones et al., 2005), covering a wide range of RNA families (listed
in Table 5.2). The data are divided into three groups. The training group (T)
contains three families, subsets of sequences from alignments used to derive the rules.
The validation group (V) contains four families with “new” data. The data sets
in the benchmark group (B) were taken directly from the BRaliBase I benchmark
study (Gardner and Giegerich, 2004). The reference structures were either consensus
structures that came with the alignments or base pair selections, using RNAview
(Yang et al., 2003) and MC-Annotate (Gendron et al., 2001), from experimentally
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Table 5.2: Data sets
Group RNA family Short # Seq. #
name seqs length bps
T SSU rRNA SSU 20 1546 478*
T 5S rRNA 5S 20 122 37
T tRNA-PHE tRNA 20 77 21
V Hammerhead ribozyme HH rz. 8 51 14
V GlmS ribozyme GlmS rz. 13 172 52*
V Purine riboswitch Pur. rs. 12 77 23*
V TPP riboswitch TPP rs. 12 102 20
B tRNA-PHE (M) tRNA (M) 11 75 20
B tRNA-PHE (H) tRNA (H) 11 73 20
B RNase P (M) RNaseP (M) 11 458 122*
B RNase P (H) RNaseP (H) 9 385 122*
B SSU rRNA (M) SSU (M) 11 1604 478*
B SSU rRNA (H) SSU (H) 11 1554 478*
B LSU rRNA (M) LSU (M) 11 3347 869*
B LSU rRNA (H) LSU (H) 11 2952 869*
Each data set consists of an alignment and a matching reference struc-
ture. The data are divided in three groups (column Group): T=training,
V=validation, B=benchmark. The RNA family is described in column
RNA family and column Short name. Column # seqs contains the num-
ber of sequences in the alignment. Column Seq. length contains the
length of the sequences in the alignment. Column #bps contains the
number of base pairs in the reference structure (* indicates the presence
of pseudoknots in the structure).
determined structures downloaded from the RCSB Protein Data Bank (Berman et al.,
2000). Pseudoknots were included in the reference and non-canonical base pairs were
excluded.
5.3 Results
Here we report the accuracy of our method on 15 alignments, covering a wide range
of RNA families. The data are divide into a training, a validation, and a benchmark
group. The results are calculated using the five compositional properties specified in
Table 5.1. We report the accuracy for both trained and extreme reference Z-scores
and for both weighted and unweighted compositional properties.
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5.3.1 Scoring function identifies realistic structures
The scoring function succeeds in identifying the most realistic structures from an
ensemble. The average accuracy (CC) of the 10% of ensemble members with the lowest
RMSD scores is higher than the average accuracy of all structures in the ensemble
(Table 5.3 and 5.4 accuracy column 1 and 3). The increase in mean accuracy can be as
high as 32 % (tRNA (M)). The only set for which little or no improvement is observed,
is the LSU rRNA in the benchmark group. A possible explanation for this is the lack of
reasonably accurate structures in the sampled ensemble: the most accurate structure
in both pure (non-extended) ensembles has a CC of only 41%. Possibly the sample
size needs to be increased for this long molecule, because a sample of a thousand
structures covers a relatively smaller part of structure space than an equally sized
sample for a shorter sequence.
The method does not only perform well on the training group, as might be ex-
pected, but also generalizes to RNA families not used to derive the rules. In the
validation set the top-scoring structures are on average between 6% and 22% more
accurate than the full ensemble. The scoring function is also successful on RNase P
in the benchmark group. The performance on the tRNA (M) and SSU rRNA in the
benchmark groups is comparable to the same families in the training group. The scor-
ing function demonstrates little selective power on the highly similar tRNA sequences,
probably due to a lack of variation among the sequences.
Additionally we calculated the correlation between the RMSD score and the accu-
racy for each data set. In a way this correlation is less interesting than the accuracy
of the top-scoring structures, because we do not aim to reach a strong correlation. It
is important that all low-scoring ensemble members are highly accurate, but not all
accurate structures have to get a low score. Exactly for this reason, the observed cor-
relations between score and accuracy (CC) are relatively weak (maximum r2 observed
is 0.6), but in the large majority of data sets highly significant (P-value < 10−3). This
means that the scoring function roughly orders the structures in the ensemble from
most accurate to least accurate, but the correlation is not very strong, which is unim-
portant as long as structures that receive a low score are highly accurate. We have
demonstrated above that the scoring function performs well in this respect.
5.3.2 Improved consensus from top-scoring structures
It has been shown that a centroid structure of a set of suboptimal structures (defined
as the structure with the shortest total distance to all structures in the set) is more
accurate than minimum free energy (MFE) predictions (Ding et al., 2005). In this
study we confirmed these findings by calculating the consensus structure (similar to a
centroid structure) and MFE predictions for all data sets (Table 5.3 and 5.4 accuracy
column 4 and 5). Moreover, we address the question whether the consensus structure
calculated from the top-scoring structures (“top consensus”) is more accurate than
the consensus structure calculated from the full ensemble (“ensemble consensus”).
As described above, the average accuracy of top-scoring structures is higher than the
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average accuracy of all structures in the ensemble, and thus we expect the consensus
from this set to be also more accurate than the consensus from the full set.
For the majority of data sets in our test the consensus from top-scoring structures
identified by the scoring function is significantly more accurate than the ensemble
consensus (Table 5.3 and 5.4 accuracy column 2 and 4). The improvement is most
pronounced in data sets with shorter sequences and a diverse ensemble, such as 5S
rRNA, GlmS ribozyme, and TPP riboswitch. For tRNA-PHE, the hammerhead ri-
bozyme, and the purine riboswitch there are fewer structures in the ensemble which
are all highly accurate. For these data sets the top consensus has about the same ac-
curacy as the ensemble consensus, because little or no improvement over the ensemble
consensus was possible in the first place. For the three large molecules (RNase P, SSU
rRNA, and LSU rRNA) the differences in accuracy between the top consensus and
the ensemble consensus are much smaller due to the limited diversity in the ensem-
bles. We show that when more accurate structure are added to the ensemble, these
receive low RMSD scores and end up in the top-scoring set, improving the top consen-
sus accuracy. Our method would clearly benefit from improved ensemble generation
methods.
5.3.3 Accuracy compared to other methods
It is important to compare the performance of a novel structure prediction method to
that of existing approaches. A full benchmark study is outside the scope of this work,
but we provide two ways to put the accuracy of our method in perspective. First we
applied our method to the data sets provided by the BRaliBase I benchmark study
(Gardner and Giegerich, 2004), and thus the accuracies reported here can be compared
to those in the original benchmark. However, this comparison can be approximate
at best, because we use the pseudoknotted structure as reference for all data sets, we
do not adjust the reference structure to the alignment via the consistency criterion,
and we do not distinguish inconsistent, contradicting, and compatible false positives.
To provide a more direct framework in addition to this approximate comparison, we
applied both RNAfold (Hofacker et al., 1994; Zuker and Stiegler, 1981; McCaskill,
1990) and RNAalifold (Hofacker et al., 2002) to all alignments in our data collection
(Table 5.3 and 5.4 accuracy column 5 and 6). RNAfold predicts the minimum free
energy structure for a single sequence. This type of method achieves in general lower
accuracies than multiple-sequence comparative approaches, and we thus expect our
method to make more accurate predictions than RNAfold. In contrast, RNAalifold is
a top-of-the-line prediction method for multiple-sequence alignments combining ther-
modynamics and covariation. RNAalifold outperformed most other methods tested
in the BRaliBase I benchmark and is thus a good target for our method.
The most remarkable result is that the consensus from top-scoring structures is
equally or even more accurate than the RNAalifold prediction for several families:
the GlmS ribozyme, the purine and TPP riboswitches, and 5S rRNA. Our method
matches the results of RNAalifold for the tRNA data sets, except for the high simi-
larity set in the benchmark group for reasons discussed above. On the hammerhead
ribozyme our methods achieves good accuracy (89%), but not as good as RNAalifold
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(100%). For the longer sequences (RNase P, SSU/LSU rRNA) in the benchmark data
set our method is hampered by the insufficient coverage in the ensembles. Promising
results are obtained for the RNase P (M) data sets in the benchmark group and the
SSU rRNA data set in the training group, where the top consensus structures are more
accurate than the RNAalifold prediction when using the ensembles without knowl-
edge of the true structure. For the other data sets we demonstrate that our method
has the ability to enhance structure prediction when diverse enough ensembles can
be generated, but that is of limited practical value at the moment. It emphasizes the
need to create more diverse ensembles that include structures of higher accuracy.
5.3.4 Score function settings
We applied the algorithm to all 22 data sets four times, combining weighted/unweighted
addition and trained/extreme Z-score references (Table 5.1). The results for the
weighted addition can be found in Table 5.3 and those for unweighted addition in
Table 5.4. The performance of the method was quite stable across the different
settings. The accuracy difference between trained and extreme references was larger
than between weighted and unweighted addition. Interestingly, on the short molecules
(tRNA, 5S rRNA, ribozymes, and riboswitches) the method performs best with the
extreme Z-score references, while on the long molecules (RNaseP, SSU/LSU rRNA)
performance was better using the trained reference Z-scores. Maximum accuracy for
the short molecules was often reached using the weighted addition and for the long
molecules using unweighted addition. It is not quite clear what causes these differ-
ences. Possibly it has to do with the different sample sizes within each structural
element and increased or decreased sensitivity to particular rules because of that.
Further experiments are necessary to find the optimal Z-score references and weights
in the scoring function.
Table 5.3: Method performance using weighted compositional properties (data on
next page). Each run is described by a group (colum Grp, T=Training, V=Validation,
B=Benchmark), an RNA family (column Family, short names as in Table 5.2 are
used), the number of structures in the ensemble (column Ens.size, * indicates ex-
tended ensemble using information from the reference structure), and the reference
Z-score (column Ref. Z, T=Training, E=Extreme). For each run we report the
mean accuracy of the 10% top-scoring structures (column Top avg.), the accuracy
of the consensus structure calculated from the top-scoring structures (column Top
con.), the average accuracy of all structures in the ensemble (column Ens. avg),
the accuracy of the consensus structure calculated from the full ensemble (column
Ens. con.). For comparison with existing methods we report the average accuracy
of the minimum-free-energy structures of the sequences in the alignment calculated
by RNAfold (column RNAfold) and the accuracy of the single structure common to
all sequences in the alignment calculated by RNAalifold (column RNAalifold. The
reported accuracy measure is the correlation coefficient (CC).
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Accuracy (CC)
Grp Family Ens. Ref. Top Top Ens. Ens. RNA- RNA-
size Z avg. con. avg. con. fold alifold
T SSU 908 T 0.459 0.587 0.379 0.555 0.388 0.465
E 0.465 0.577 0.379 0.555 0.388 0.465
T SSU 1000* T 0.750 0.876 0.492 0.696 0.388 0.465
E 0.737 0.865 0.492 0.696 0.388 0.465
T 5S 963 T 0.681 0.839 0.446 0.638 0.521 0.839
E 0.744 0.919 0.446 0.638 0.521 0.839
T tRNA 311 T 0.733 0.977 0.579 0.976 0.748 1.000
E 0.815 1.000 0.579 0.976 0.748 1.000
V HH rz. 157 T 0.701 0.845 0.573 0.886 0.809 1.000
E 0.773 0.889 0.573 0.886 0.809 1.000
V GlmS rz. 857 T 0.623 0.765 0.553 0.697 0.579 0.745
E 0.610 0.823 0.553 0.697 0.579 0.745
V Pur. rs. 336 T 0.828 0.909 0.736 0.861 0.841 0.861
E 0.813 0.909 0.736 0.861 0.841 0.861
V TPP rs. 795 T 0.670 0.763 0.500 0.700 0.505 0.868
E 0.725 0.886 0.500 0.700 0.505 0.868
B tRNA (H) 562 T 0.495 0.380 0.483 0.592 0.390 0.950
E 0.523 0.422 0.483 0.592 0.390 0.950
B tRNA (M) 558 T 0.821 0.953 0.574 0.866 0.611 0.976
E 0.893 0.976 0.574 0.866 0.611 0.976
B RNaseP (H) 999 T 0.553 0.644 0.496 0.649 0.417 0.698
E 0.578 0.653 0.496 0.649 0.417 0.698
B RNaseP (H) 1000* T 0.607 0.798 0.568 0.736 0.417 0.698
E 0.618 0.687 0.568 0.736 0.417 0.698
B RNaseP (M) 990 T 0.547 0.723 0.449 0.679 0.407 0.689
E 0.527 0.726 0.449 0.679 0.407 0.689
B RNaseP (M) 1000* T 0.661 0.858 0.554 0.763 0.407 0.689
E 0.641 0.854 0.554 0.763 0.407 0.689
B SSU (H) 990 T 0.516 0.627 0.452 0.625 0.474 0.656
E 0.511 0.611 0.452 0.625 0.474 0.656
B SSU (H) 1000* T 0.761 0.897 0.613 0.826 0.474 0.656
E 0.745 0.867 0.613 0.826 0.474 0.656
B SSU (M) 990 T 0.454 0.612 0.418 0.677 0.422 0.828
E 0.467 0.621 0.418 0.677 0.422 0.828
B SSU (M) 1000* T 0.717 0.876 0.583 0.845 0.422 0.828
E 0.675 0.844 0.583 0.845 0.422 0.828
B LSU (H) 990 T 0.273 0.427 0.283 0.443 0.292 0.498
E 0.265 0.361 0.283 0.443 0.292 0.498
B LSU (H) 1000* T 0.484 0.627 0.419 0.606 0.292 0.498
E 0.471 0.621 0.419 0.606 0.292 0.498
B LSU (M) 990 T 0.275 0.421 0.252 0.441 0.263 0.546
E 0.274 0.456 0.252 0.441 0.263 0.546
B LSU (M) 1000* T 0.474 0.624 0.385 0.596 0.263 0.546
E 0.481 0.622 0.385 0.596 0.263 0.546
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Table 5.4: Method performance using unweighted compositional properties. The
columns are described in the caption of Table 5.3.
Accuracy (CC)
Grp Family Size Ref Top Top Ens Ens. RNA- RNA-
avg. con. avg. con. fold alifold
T SSU 908 T 0.460 0.590 0.379 0.555 0.388 0.465
E 0.463 0.567 0.379 0.555 0.388 0.465
T SSU 1000* T 0.747 0.870 0.492 0.696 0.388 0.465
E 0.739 0.866 0.492 0.696 0.388 0.465
T 5S 963 T 0.672 0.839 0.446 0.638 0.521 0.839
E 0.740 0.889 0.446 0.638 0.521 0.839
T tRNA 311 T 0.740 0.977 0.579 0.976 0.748 1.000
E 0.814 1.000 0.579 0.976 0.748 1.000
V HH rz. 157 T 0.693 0.845 0.573 0.886 0.809 1.000
E 0.764 0.889 0.573 0.886 0.809 1.000
V GlmS rz. 857 T 0.627 0.765 0.553 0.697 0.579 0.745
E 0.609 0.823 0.553 0.697 0.579 0.745
V Pur. rs. 336 T 0.828 0.909 0.736 0.861 0.841 0.861
E 0.812 0.886 0.736 0.861 0.841 0.861
V TPP rs. 795 T 0.668 0.746 0.500 0.700 0.505 0.868
E 0.710 0.763 0.500 0.700 0.505 0.868
B tRNA (H) 562 T 0.488 0.380 0.483 0.592 0.390 0.950
E 0.523 0.422 0.483 0.592 0.390 0.950
B tRNA (M) 558 T 0.818 0.953 0.574 0.866 0.611 0.976
E 0.903 0.976 0.574 0.866 0.611 0.976
B RNaseP (H) 999 T 0.552 0.644 0.496 0.649 0.417 0.698
E 0.578 0.656 0.496 0.649 0.417 0.698
B RNaseP (H) 1000* T 0.607 0.802 0.568 0.736 0.417 0.698
E 0.611 0.679 0.568 0.736 0.417 0.698
B RNaseP (M) 990 T 0.553 0.730 0.449 0.679 0.407 0.689
E 0.523 0.724 0.449 0.679 0.407 0.689
B RNaseP (M) 1000* T 0.666 0.867 0.554 0.763 0.407 0.689
E 0.642 0.848 0.554 0.763 0.407 0.689
B SSU (H) 990 T 0.518 0.629 0.452 0.625 0.474 0.656
E 0.512 0.610 0.452 0.625 0.474 0.656
B SSU (H) 1000* T 0.774 0.899 0.613 0.826 0.474 0.656
E 0.743 0.869 0.613 0.826 0.474 0.656
B SSU (M) 990 T 0.455 0.612 0.418 0.677 0.422 0.828
E 0.469 0.601 0.418 0.677 0.422 0.828
B SSU (M) 1000* T 0.716 0.881 0.583 0.845 0.422 0.828
E 0.675 0.841 0.583 0.845 0.422 0.828
B LSU (H) 990 T 0.275 0.426 0.283 0.443 0.292 0.498
E 0.268 0.347 0.283 0.443 0.292 0.498
B LSU (H) 1000* T 0.487 0.630 0.419 0.606 0.292 0.498
E 0.469 0.617 0.419 0.606 0.292 0.498
B LSU (M) 990 T 0.275 0.415 0.252 0.441 0.263 0.546
E 0.276 0.408 0.252 0.441 0.263 0.546
B LSU (M) 1000* T 0.471 0.621 0.385 0.596 0.263 0.546
E 0.476 0.615 0.385 0.596 0.263 0.546
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5.4 Discussion
The structure-prediction method presented in this paper uses evolutionary patterns
of nucleotide composition to assess the quality of candidate structures for a multiple-
sequence alignment. At the heart of our method lies a scoring function that assigns a
score to each ensemble member, reflecting its ability to produce the patterns observed
in biological structures. The performance test of our method showed that the scoring
function is able to identify the most realistic structures in an ensemble. In addition,
the prediction accuracy was further improved by calculating a consensus structure
from the top-scoring ensemble members. Our method performed well on a wide
variety of RNA families, including several novel types of RNA such as riboswitches
and ribozymes.
In contrast to existing prediction methods, which mostly incorporate signal from
the paired regions only, our method takes full advantage of the topology of the
molecule by exploiting signal from distinct unpaired regions in addition to that from
paired regions. Also beneficial is the insensitivity to the exact alignment at each se-
quence position as long as the residues are classified in the correct structural element.
The negative side effect of this feature is that the method can not distinguish between
two structures that differ in their base pairs but result in the same classification string,
but no practical consequences hereof were observed. Our method has the potential to
incorporate pseudoknots and non-canonical base pairs, although adjustments to the
ensemble-generation methods and the scoring function would be necessary to fully
benefit from these features.
The current scoring function was designed using the compositional patterns as
the only source of evolutionary signal. The purpose was to demonstrate that simple,
biologically acceptable rules—stems vary mostly in GC content and are GC-rich, un-
paired regions are GC-poor and have rather consistent composition over evolutionary
time—can be used for structure prediction. Within this framework, the five selected
compositional properties have been shown to result in accurate predictions, in some
cases even outperforming existing prediction methods. Further research is necessary
to optimize the points of reference and weights in the scoring function. For some
RNA families the results were highly consistent across the four different settings,
while other families demonstrated higher sensitivity to these settings.
Rather than capitalizing on this information source in an isolated fashion, future
efforts should aim at combining compositional patterns with other sources of infor-
mation. A promising direction is the incorporation of the scoring function, along with
other observations, in a bayesian framework such as BayesFold (Knight et al., 2004).
The Bayesian interference approaches are becoming more feasible with advances in
computational power and already have been shown to be valuable in RNA structure
prediction (Ding, 2006). The scores based on the patterns of nucleotide composition
could potentially function as prior probabilities on the ensemble members or as a set
of observations used to update the posterior probabilities.
Along with optimizations in the scoring function, our method will benefit from
improved ensemble-generation methods. The statistical sampling of RNA secondary
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structures is a major improvement over minimum free energy and near-optimal struc-
ture predictions in terms of the coverage of the energy spectrum, but further improve-
ments can be made (Ding, 2006). As becomes clear from our study, a lack of accurate
structures in the ensemble, as observed for long sequences such as the RNAs in both
ribosomal subunits, limits the predictive power of our method. A possible strategy to
calculate improved ensembles is to collect all viable base pair regions (with high prob-
ability) and to combine them into new structures (which might include pseudoknots
in addition). Another option to improve the performance of our method on longer
sequences, which does not rely on novel methods for ensemble generation, would be
to apply a genetic algorithm: Start with a random sample of structures, score each
ensemble member and select the most realistic structures (low RMSD scores), let
them “reproduce” into a new ensemble by constrained folding, repeat, and progress
towards the true structure in this manner.
In conclusion, evolutionary patterns of nucleotide composition should be added to
the structure prediction arsenal. The presented method reaches encouraging accura-
cies on a wide variety of RNA families. Especially the good result on the riboswitches
and ribozymes support the value of this method, because many more of these novel
RNAs await discovery and structural characterization.
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Abstract
Pseudoknots are abundant in RNA structures. Many computational analyses require
pseudoknot-free structures, which means that some of the base pairs in the knotted
structure must be disregarded to obtain a nested structure. There is a surprising
diversity of methods to perform this pseudoknot removal task, but these methods
are often poorly described and studies can therefore be difficult to reproduce (in
part, because different procedures may be intuitively obvious to different investi-
gators). Here we provide a variety of algorithms for pseudoknot removal, some of
which can incorporate sequence or alignment information in the removal process.
We demonstrate that different methods lead to different results, which might affect
structure-based analyses. This work thus provides a starting point for discussion
of the extent to which these different methods recapture the underlying biological
reality. We provide access to reference implementations through a web interface (at
www.ibi.vu.nl/programs/k2nwww), and the source code is available in the PyCogent
project.
6.1 Introduction
Pseudoknots, RNA structures in which the base pairs are not fully nested, are biolog-
ically important but cannot be handled by many computational procedures. Pseudo-
knots began as a theoretical prediction (Waterman, 1978; Studnicka et al., 1978), but
were found in viral RNAs a few years later (Rietveld et al., 1982; Pleij et al., 1985).
They are now known to be critical for the structure and function of many RNAs, and
evolutionarily conserved pseudoknots are involved in processes that include ribosomal
frameshifting, self-cleavage, and self-splicing (Pleij, 1994; Hilbers et al., 1998; Staple
and Butcher, 2005; Rødland, 2006). The pseudoknotted region can be substantial: for
example, at least 36% (8 out of 22) of the base pairs in the HDV ribozyme structure
must be removed to eliminate pseudoknots. In longer structures, pseudoknots often
make up a relatively small but critical part of the molecule. For example, in the
E. coli 16S rRNA structure (Cannone et al., 2002), as few as 1.88% (9 out of 478)
of the base pairs can be removed to produce a nested structure, but these regions
include two pseudoknots that are universally conserved and essential for translation
(Vila et al., 1994; Poot et al., 1996).
Removing pseudoknots from structural models is a relevant problem for a growing
group of RNA researchers using computational tools. Because of limitations in soft-
ware or algorithms, it is often necessary to work with nested structures. Pseudoknot
elimination can be necessary, for example, to use the growing repository of RNA crys-
tal structures (Ponty, 2006; Tyagi and Mathews, 2007), to compare different RNA
structures (Andronescu et al., 2007), to classify structures into structural component
(Smit et al., 2006), to create RNA covariance models (Eddy, 2002), or to search for
RNA homologs (Chang et al., 2006). Pseudoknots also increase the computational
complexity of RNA structure prediction (Rivas and Eddy, 1999; Lyngsø and Pedersen,
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2000) and visualization (Han and Byun, 2003; Jossinet and Westhof, 2005).
To make a knotted structural model pseudoknot-free, one or more base pairs must
be “broken”, treating the corresponding part of the sequence as unpaired. The sub-
tleties of this process are often underestimated. Which criteria should be used to
designate one group of base pairs as “the helix” and another group as “the pseu-
doknot”? In the RNA molecule there may be no physical distinction between the
conflicting helices that make up a pseudoknot at a structural level. Consequently, the
decision about which helix to leave out can be arbitrary, undocumented, and difficult
to reproduce. Pseudoknots are often removed manually, or with unspecified com-
putational methods (for example, Xayaphoummine et al. (2003); Smit et al. (2006);
Metzler and Nebel (2008); Tyagi and Mathews (2007); Andronescu et al. (2007)). An
algorithm to calculate a nested structure containing the maximum number of base
pairs has been described (Ponty, 2006). In addition, related work has been done on
computing the number of locally optimal secondary structures with respect to the
Nussinov-Jacobson energy model (Clote, 2005, 2006). Some information about pseu-
doknots is also available in the SSTRAND database (submitted manuscript by M.
Andronescu, V. Bereg, H. H. Hoos, and A. Condon). Progress is also being made in
prediction and visualization of pseudoknotted structures, including a recent method
for choosing pseudoknotted helices that minimize the sum of the stacking energies of
the individual stems (Huang and Ali, 2007).
The existing methods for pseudoknot removal are limited in their underlying as-
sumptions: keeping the maximum number of base pairs is just one possibility, and is
not necessarily related to the RNA folding process. Other properties of the RNA that
have been used to designate pseudoknots include the strength of a helix (either length
or free energy), the folding pathway (which helix forms or melts first?), historical con-
siderations (which helix was discovered first?), or ease of visualization. The manual
approach is not feasible for large-scale analyses, and the computational approaches
are often unspecified or not available to the wider community. The static pseudoknot
information in a database is useful, but researchers need to be able to apply methods
to their own structures as they are determined.
Current practices lead to duplicated efforts in automating the process of pseudo-
knot removal, inconsistent nomenclature, and difficulties reproducing analyses that
require pseudoknot removal. Because the decision about how to unknot an RNA
structure can have significant effects on structure-based downstream analyses, there
is a need for explicit descriptions and user-friendly implementations of the possible
algorithms.
We present a variety of algorithms for pseudoknot removal. We explore the use of
different criteria to define pseudoknots: given a specific goal, each method points out
the most critical base pairs that have to be removed. We demonstrate that different
methods applied to the same initial structure lead to different results, indicating
that pseudoknot removal affects structure-based analyses and that researchers should
document their methods to improve reproducibility of their studies.
Our effort is in line with the goals of the RNA Ontology Consortium (Leontis
et al., 2006b), which aims to construct an ontology of RNA-related concepts to facil-
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itate the integration of data flows in bioinformatics analyses (Jossinet et al., 2007).
We intend to begin building a common vocabulary and set of reference software im-
plementations for the removal process, such that pseudoknots can be removed in a
consistent matter when the initial set of base pairs and removal method are spec-
ified. To make our software available to a wide audience we provide not only the
source code under the PyCogent project (Knight et al., 2007), but also a web inter-
face (at www.ibi.vu.nl/programs/k2nwww) and a standalone implementation offering
command line control over the methods.
6.2 Results
The main result of this study is the development and implementation of several meth-
ods to make knotted RNA structures pseudoknot-free. When pseudoknots are present
in a structural model different criteria can be used to remove them. Keeping the max-
imum number of base pairs ensures the least amount of information is lost. From a
biological perspective, however, other criteria might come into play, such as the length
of a helix or the distance between its upstream and downstream regions. We have
implemented several heuristics with different underlying assumptions about what is
important in the structure and a formal optimization approach that calculates all
optimal solutions given some scoring function. All methods find saturated structures
(Clote, 2006), in which no base pair can be added without introducing a pseudoknot.
This section begins with a short technical introduction outlining necessary concepts
and definitions. We then describe the methods and their performance.
6.2.1 RNA structure and pseudoknots
In this study, we use the term “RNA structure” for a collection of base pairs, where
one base can pair with at most one other base. The single-interaction restriction is
common in the context of RNA secondary structure. However, we consciously avoid
the term “secondary structure”, because traditionally this has been used to describe
a pseudoknot-free structure (Waterman, 1978). A base pair is denoted as a pair of
an upstream and downstream position (i, j) (where i < j), and a structure is a list
of these pairs (as in Waterman (1978)). A structure is pseudoknotted if for any pair
(i, j) there is a base pair (k, l) (i < k) such that i < k < j < l (for definitions, see, for
example Studnicka et al. (1978); Waterman (1978); Rivas and Eddy (1999); Lyngsø
and Pedersen (2000); Rødland (2006); Rastegari and Condon (2007)). A saturated
structure is a nested structure to which no base pair (out of the base pairs in the
knotted structure) can be added without introducing a pseudoknot (Clote, 2006). We
call an uninterrupted stretch of base pairs with positions [(m,n), (m+1, n− 1), (m+
2, n−2), ...] a “paired region” (a.k.a. (helical) region or ladder) (Studnicka et al., 1978;
Waterman, 1978; Rødland, 2006). A paired region may contain many base pairs or
just a single base pair. Each paired region has an upstream half (closest to the 5’ end
of the RNA sequence) and a complementary, anti-parallel downstream half (closest
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to the 3’ end). Two regions are said to be conflicting if they are involved in a knot.
A pseudoknot-free structure corresponds to a collection of paired regions that are
organized in a nested fashion. The “length” of a paired region is the number of base
pairs it contains. The “range” of a paired region is the distance between the highest
upstream position and the lowest downstream position. For a region that conflicts
with one or more other regions we can define the region’s “gain” as the length of the
region minus the cumulative length of all of its conflicting regions. The gain of a
region expresses how many base pairs are gained if that region is chosen and thus all
of its conflicts have to be eliminated (a positive gain means it is favorable to keep the
region; a negative gain, to remove it). For example, if region A (2 base pairs) conflict
with region B (4 pairs), the gain of region A is −2 and the gain of B is +2.
6.2.2 Heuristic approaches
The heuristics are split into two groups: conflict elimination methods and incremental
methods. The conflict elimination methods start with all paired regions and remove
conflicting regions successively. In contrast, the incremental methods all start with
an empty list of paired regions and then add non-conflicting regions one at a time.
The order in which the regions are eliminated or added differs in each method, and
the nested structure that will be reached differs accordingly.
EC (elimination, conflicts): The EC method tries to reach a nested structure as
fast as possible. It removes paired regions from the whole set beginning with the
one with the most conflicts. If two regions have an equal number of conflicts,
the region’s gain and starting position are used to determine which region is
processed first. This simple strategy might remove too many regions, resulting
in an unsaturated structure, so non-conflicting regions are optionally added back
(see supplemental material for details).
EG (elimination, gain): The EG heuristic eliminates conflicting paired regions on
the basis of their “gain” (see RNA structure and Pseudoknots). The algorithm
processes the regions from the one with the smallest gain to the one with the
largest gain, which means that the most unfavorable regions are removed first.
It uses the number of conflicts and the starting position in case of equal gain. To
prevent finding unsaturated structures, this method adds back non-conflicting
regions (see the EC method)
IO (incremental, order): The IO method starts with an empty list and adds paired
regions that do not conflict with any region that has already been added. It
takes the most simplistic approach, which is to add paired regions one by one,
from the 5’ end to the 3’ end or the other way round. The order of the regions
is controlled by a parameter: the default order is from 5’ to 3’. This method is
currently used by INFERNAL (E. Nawrocki, pers. comm.)
IL (incremental, length): The IL method operates under the idea that longer re-
gions are more important than shorter regions. Thus, it adds non-conflicting
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paired regions one by one, starting with the longest region and working towards
the shortest region. In case of equal lengths, the region starting closest to the
5’ end is added first (preferred end is controlled by a parameter).
IR (incremental, range): The IR method prefers short-range interactions over long-
range interactions, thus in this scenario the structure is built-up starting with
the formation of the hairpin loops. Paired regions are added to the list from
short to long-range. If ranges are equal, the region starting closest to the 5’ end
is added first (preferred end is controlled by a parameter).
6.2.3 Optimization approach
The pseudoknot removal problem can also be solved by formal optimization. A dy-
namic programming (DP) algorithm (Bellman, 1957) can efficiently calculate a solu-
tion that is optimal under some scoring function. A modification of the Nussinov-
Jacobson algorithm (Nussinov and Jacobson, 1980), restricting it to the base pairs
in the pseudoknotted structure, has been used to find a nested structure containing
the maximum number of base pairs (Xayaphoummine et al., 2003; Ponty, 2006; Tyagi
and Mathews, 2007).
Our optimization approach (OA) differs from the known DP algorithm in two re-
spects. First, it calculates all optimal solutions rather than a single one. Second, it can
handle arbitrary scoring functions, incorporating sequence or alignment information
in addition to the structure. We have implemented the traditional scoring function to
maximize the number of base pairs in the nested structure and a sequence-dependent
function that maximizes the number of hydrogen bonds in Watson-Crick base paired
regions, where each GC base pair scores 3 points and each AU or GU pair scores 2
points (Mathews et al., 1999). A detailed description of the optimization approach
can be found in the supplemental materials (see Supplemental Data).
A dynamic programming method is preferred to an exhaustive approach despite
the relatively low complexity of many natural RNA structures in terms of pseudo-
knots. Although most collections of canonical base pairs in biological structures be-
long to a class called bi-secondary structures (Haslinger and Stadler, 1999), in which
the topology of the pseudoknots is restricted, the number and size of the knot com-
ponents increases rapidly in more exotic base pair collections. Even among sets of
canonical base pairs, the complexity varies widely. For example, there are only 14
possibilities for the HDV ribozyme structure (Protein Data Bank [PDB] ID: 1DRZ)
(Ferre´-D’Amare´ et al., 1998), but 3.8× 1029 possible nested structures for the E. coli
LSU rRNA structure (PDB: 2AW4) (Schuwirth et al., 2005).
6.2.4 Implementation and availability
All methods are implemented in Python. The source code is available as part of
the PyCogent library (Knight et al., 2007) distributed through SourceForge.net. In
addition we provide a standalone implementation in combination with a script that
gives the user command-line control over the methods and we have set up a web
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interface that controls this script through the web. Both the script and the web
interface are available as supplemental materials (see Supplemental Data). The code
can easily be adjusted to incorporate the user’s preferences or extended to support
other pseudoknot removal strategies.
6.2.5 Method behavior
A legitimate question is which method should be used; however, the answer likely
depends on the situation. We are explicitly not trying to advocate the use of a
single method: Different methods produce different results precisely because they
have different goals, e.g. preserving the longest helices or preserving the most base
pairs. Different methods may be more or less suited to different applications. Rather,
the description of these methods and their behavior acts as a framework for users to
make informed decisions about the following issues: Which methods are available? Is
there a method that suits my needs? Should I develop a new method and add it to
the collection? Should I combine several existing methods?
Several factors influence the pseudoknot removal process. First, the chosen method
is of major importance, because different criteria could all produce different solutions
for the same knotted structure (Figure 6.1). Second, the selection of base pairs forming
the initial structure can lead to different conclusions under the same criterion. For
example in the set of canonical base pairs from the RNaseP structure (PDB ID: 2A64)
(Kazantsev et al., 2005), the EC and IR methods found a nested structure containing
82 base pairs (helix P2 broken), while the EG, IO, and IL method reached a solution
of 81 base pairs (helix P4 broken). When adding the immediate helix extensions, there
were two optimal solutions containing 95 base pairs each, indicating that P2 and P4
were of equal importance in terms of the number of base pairs. The fact that multiple
optimal solutions for the same knotted structure might exist is also illustrated in
Figure 6.2. Finally, we show (in Figure 6.2) that applying a different scoring function
will change the outcome of the optimization approach. Detailed information about
the performance of the methods on biological and artificial structures can be found
in Supplemental Tables 1 and 2.
We have presented a collection of automated methods for pseudoknot removal from
RNA structures. This collection will be useful to the RNA community for two reasons.
First, it allows pseudoknots to be removed in a consistent manner across different
studies, so that analyses can be reproduced exactly. This consistency is especially
important for benchmarking of new software that predicts or otherwise uses structural
information. Second, it makes explicit the implicit assumptions that underlie the
different methods, facilitating discussion of the pros and cons of the different methods
for specific biological situations. In their role as operational definitions of pseudoknots,
the presented methods can also spark a more informed discussion of which base pairs
must be broken to form a nested structure.
The results demonstrate that there are many ways to remove pseudoknots, and
that, in general, these different methods give different results. For many pseudo-
knotted structures, all of the methods produce distinct solutions. The optimization
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method provides a formally optimal solution in terms of optimization some score func-
tion, but this solution is often not unique. Therefore, we recommend that analyses
are either performed by using each optimal solution and averaging the results, or by
using additional biologically informed criteria that are applied in a well-described and
consistent manner to choose an optimal solution.
One important, but unresolved, question is how to decide which method is best
in a given situation. Both the helices that contribute to a pseudoknot are usually
standard A-form RNA helices: because designation of one group of base pairs as “the
helix” and the other as “the pseudoknot” has often been performed manually in differ-
ent families of sequences with no explicit justification—leading to the comment that
“pseudoknots are pseudointeresting” (N. Pace, pers. comm.), comparison with exist-
ing nomenclature is likely to produce inconsistent results. This will be an important
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Figure 6.1: Different behavior of pseudoknot removal methods. All algorithms can
find different nested structures for a single knotted structure. This figure shows two
different representations of a set of paired regions as found in a randomly generated
artificial RNA structure. (A) A graph representation of a collection of paired regions.
Each node is a paired region (the start point, end point, and length are specified).
Each edge indicates that the two paired regions it connects are conflicting. (B) Start
and end points of the paired regions along a sequence. The number of base pairs
in each region is specified at the start point. The bottom part of the figure reports
which regions are removed (−) or kept (+) by each of the methods (symbols repeated
at the start and end points of the regions), and how many base pairs the solution
contained. The OA method optimized the number of base pairs, and, in this case
(but not generally), produced the same result as the EG method.
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Figure 6.2: Different criteria for pseu-
doknot removal lead to different re-
sults for a pseudoknot in the group
I intron structure (PDB ID: 1ZZN)
(Stahley and Strobel, 2005). Helices
P3 and P7 are involved in a pseudo-
knot. There are two possible solutions
to create a nested structure: Keep P3
and break P7 or keep P7 and break
P3. In terms of the number of base
pairs (BPS), both solutions are equiva-
lent and optimal (both have 6 BPS). In
terms of hydrogen bonds (HB), keep-
ing P3 is optimal, because it has 16
hydrogen bonds where P7 has only 15.
The image of the structure is made
with the S2S software (Jossinet and
Westhof, 2005).
area of investigation for automatic use of structural information in databases such as
Rfam (Griffiths-Jones et al., 2003), but can only be addressed with additional data.
In particular, which nested structure is the best may depend on the goal: we can ask,
for example, which of the methods is most likely to preserve conserved interactions, or
which of the methods is most likely to produce covariance models that maximize the
number of additional homologs found in the databases. However, these are empirical
questions that require empirical studies to resolve.
In conclusion, the availability of a variety of pseudoknot resolution algorithms,
along with reference implementations of these methods, fills an important and previ-
ously unappreciated need in the field. Because the procedure for pseudoknot removal
often seems intuitively obvious, but because intuition differs between different re-
searchers, the explicit rules and motivations for the different procedures have often
been hidden. By making this information explicit and by providing a common vocabu-
lary for describing the different methods, we now have a starting point for determining
which of the various methods are optimal in specific cases, and provide a platform on
which more advanced methods can be constructed.
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6.3 Materials and Methods
6.3.1 Crystal structure data
The crystal structure data files were downloaded from the Research Collaboratory
for Structural Bioinformatics (RCSB) Protein Data Bank (Berman et al., 2000). For
each crystal structure the set of canonical base pairs was extracted by selecting all
Watson-Crick and standard G-U wobble pairs found by RNAview (Yang et al., 2003).
Occasional conflicts in this list, where RNAview annotates two bases, x and y, as a
standard base pair and also y and z as another conflicting base pair, were removed
manually by visual inspection of the crystal structure in the program PyMOL (http:
//pymol.sourceforge.net/). The helix-extension data set was created by taking the
canonical pairs and adding all additional base-base interactions identified by RNAview
(excluding stacked bases and tertiary interactions) for which the direct neighbor was
already in the collection. This means each base pair (i, j) was added if both i and j
were still unpaired and if either (i+ 1, j − 1) or (i− 1, j + 1) were already in the set.
6.3.2 Artificial structure generation
We generated an artificial RNA structure by inserting the requested number of paired
regions in a sequence of a specified length. The minimum number of base pairs in a
region was two, the maximum was 10. The algorithm randomly picked an upstream
and a downstream position (smaller than the sequence length) and calculated what
the possible region lengths were, respecting the surroundings and a three-base dis-
tance between the upstream and downstream half of a region. If the chosen sequence
positions allowed for the insertion of a region, it randomly chose an available length
and added the base pairs to the list. If they did not allow for a region, for example,
because the positions were too close to each other or to an already-inserted region,
the algorithm simply picked two new positions and checked the criteria again. This
process was repeated until the requested number of regions was inserted.
6.4 Supplemental Data
Supplemental material can be found at http://www.ibi.vu.nl/programs/k2nwww.
6.5 Acknowledgments
This work has been strongly motivated by discussions at the 2007 meeting of the
RNA Ontology Consortium (NSF Grant No. 0443508) in Madison, WI. We are also
grateful to Robin Dowell, Se´bastien Lemieux, Michael Yarus, and Norman Pace for
their contributions to the discussion. The comments of two anonymous reviewers have
greatly helped us to improve this manuscript. This work is supported by the Centre
for Medical Systems Biology. The Centre for Medical Systems Biology is supported
by a Genomics Centre of Excellence grant from the Netherlands Genomics Initiative,
which is funded by the Dutch government.
CHAPTER 7
Summarizing discussion
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126 Chapter 7
The focus of this thesis is on RNA structure and evolution. We performed com-
putational analyses to improve our understanding of the evolution of RNA molecules,
and especially of what the effect of RNA structure is on the evolution. In addition we
made several practical contributions in the form of methods and algorithms. In this
chapter the main results of the thesis are summarized and discussed. We also provide
some future perspectives for research on RNA.
7.1 Evolutionary patterns in nucleotide composition
We have extensively studied the nucleotide composition in ribosomal RNA molecules
(Chapter 2). We investigated the evolutionary changes in the composition in both
rRNA subunits (SSU and LSU) and all three domains of life (archaea, bacteria, and
eukaryotes). The first interesting observation was that the nucleotide composition
of each unpaired structural element (loops, bulges, and junctions) was significantly
different. In the data set we studied, all of the regions were rich in purines, which was
to be expected given the overall purine bias in rRNA sequences (Schultes et al., 1997).
Surprisingly though, these regions did not contribute equally to the bias. In addition,
the observed patterns of variation were highly similar between the two subunits and
three domains of life despite billions of years of divergence in which functionally
unconstrained parts of the molecule could presumably vary independently.
A possible explanation for these trends in composition was that the structural
elements are under different selective constraints, just like the different codon positions
in mRNA molecules exhibit different compositional patterns because of the effect
that mutations in each frame have (Muto and Osawa, 1987). To test this hypothesis
we examined the patterns of nucleotide composition in randomized sequences and
their predicted structures. Since these sequences are not homologous and have not
undergone any form of selection, but only have the same overall composition, we had
expected these compositional differences between the unpaired regions to disappear.
However, contrary to our expectation, the distinction between loops, bulges, and
junctions was also present in this data set. We even performed several sensitivity tests
trying to explain this phenomenon, but the results proved robust. This implied that
the compositional biases can not be explained by natural selection, even though the
rRNA sequences themselves are of course under strong selection and highly conserved.
The compositional biases seemed to be related to the overall base composition of
the sequence and to appear as a result of the RNA folding process. These findings
suggested that these compositional patterns, if they would generalize to all RNAs,
could be used to improve secondary structure prediction methods by evaluating the
predictions on their ability to reproduce the expected compositional biases.
7.2 Using nucleotide composition for structure prediction
As a follow-up on the rRNA study described above, we decided to examine the com-
positional patterns of variation in other RNA families to see if we could use the infor-
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mation for structure prediction (Chapter 5). This turned out not to be as easy as we
thought by the time of the rRNA study, because the exact biases are family-specific.
Eventually though, after the realization that we could use the patterns observed under
the real biological structure relative with respect to those observed in other (incorrect)
structures, we were able to identify several generic features shared across all RNAs.
This means for example that the variation in UC content in the paired regions will
be tiny in one family and larger in another family, but in both families the varia-
tion is very small compared to other structures each family could have folded into.
Hence, the key idea of this study was to use the compositional patterns as observed
in biological structures to distinguish between realistic and unrealistic foldings.
We implemented this idea by designing a score function that describes the generic
features. These shared properties include the characteristic axis-like distribution of
the stems (much variation in GC content, little variation in UC and UG content) and
the distinct tight distributions of the unpaired regions (as observed in the ribosomal
RNAs). The score function is used to assess the plausibility of a structure for a
set of sequences that presumably fold into the same structure. Specifically, given
an alignment of homologous RNA sequences, an ensemble of candidate structures is
generated, and subsequently the most realistic structures are selected by the score
function.
We demonstrated that accurate structure predictions can be made using the pat-
terns of nucleotide information as the only form of evidence. However, we expect
that the accuracy can be improved further when nucleotide composition is used in
combination with other information sources (such as covariation and thermodynam-
ics), since the most successful methods in structure prediction adopt this strategy
(Hofacker et al., 2002; Knight et al., 2004; Mathews et al., 2004). Thus, future work
could be aimed at integrating our method in a package such as BayesFold (Knight
et al., 2004) in order to combine multiple sources of information. Applications other
than structure prediction could also be explored. For example, since the patterns re-
sult from a matching alignment and consensus structure, they might be used to find
the optimal alignment given the (experimentally determined) structure, contrasting
with the opposite approach we just described.
7.3 Rates of change are structure and lineage specific
Besides the direction of change in ribosomal RNA molecules, which is just one aspect
of evolution, we also investigated the rate of change in the rRNA molecules (Chapter
3). The generally accepted model of RNA evolution is that the bulk of the changes
are compensatory mutations in stems and that unpaired regions are rather conserved
and homogeneous. As outlined in Chapter 3 we had reasons to believe this view could
be refined by a detailed analysis of the rates of change in all unpaired categories using
the huge amount of sequence data available today. First of all, we found that loops,
bulges, and junctions change at different rates: in general loops evolve fastest, and
junctions slowest. Hence, we conclude that these structural elements should be treated
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separately, because they do not only differ in composition (as explained in section
7.1), but also in rate of change. Moreover, the detailed look at the separate unpaired
elements revealed that the traditional view of fast-evolving stems was violated in
eukaryotes. In this phylogenetic domain changes in hairpin loops dominated the
evolution, and eukaryotes thus do not fit the traditional model which was observed in
archaea and bacteria. The eukaryotic pattern was not only caused by the insertions
and deletions in this domain, because the patterns persisted when these regions were
excluded from the analysis. These results suggest that evolutionary models specific
for structural elements and phylogenetic groups should improve the construction of
phylogenetic trees. Future work could try to assess the effects of accounting for the
observed rate differences on the phylogeny.
These observations raised another question: could these differences be explained
by the distribution of the structural elements in the three-dimensional molecule? It
is known that fast-evolving residues are mostly found on the outside of the molecule,
and highly conserved residues are mostly located on the inside, close to the catalytic
core (Wuyts et al., 2001a). Thus if the fast-evolving stems would be found mostly on
the outside, this could explain the observed rates. We could test this hypothesis in
bacteria only, because only a crystal structure from a bacterial ribosome is available.
First, the distance from functional features clearly affected the conservation in all
structural elements. Second, the elements were not distributed equally throughout the
3D structure. Combining these observations, we predicted the rates of change in each
structural element based on their distribution in the ribosome. However, we found
only a very weak correlation between the predicted and actual rate distributions.
This suggests that the distance from functional elements in the ribosome can not
fully explain the rate distributions in all structural elements, but that the structural
element itself influences the rates. Since the rates of evolution in the structural
elements differ in each phylogenetic domain, the observed rates are likely to be a poor
predictor for the secondary structure. It would be interesting to repeat this analysis
for eukaryotic species, thus we eagerly await the publication of a crystal structure for
an eukaryotic ribosome.
7.4 Messenger RNAs are not robust against errors
Messenger RNAs (mRNAs) are under very different functional constraints than struc-
tural RNAs such as those found in the ribosome. These messengers are templates for
a protein molecule, and changes at the nucleotide level might affect the protein that
is encoded. The genetic code itself is highly optimized to minimize the effect of
changes in the DNA on the protein that is produced, but whether the genetic mes-
sages (the mRNA molecules) are also robust against translation errors is studied far
less. In Chapter 4 we compared the level of error resistance in real biological mRNA
molecules to that in various randomized “messages”. To our surprise, biological mes-
sages were less resistant to translation errors than their randomized counterparts.
This means the data did not support the hypothesis that species choose their codons
Summarizing discussion 129
in a way that minimizes errors. But intriguingly the range in error values (expressing
the error resistance) observed in real mRNAs was much smaller than in the random-
ized messages, suggesting they might be under selection for a specific level of errors,
which would give them an evolutionary advantage.
A second property we investigated was the relationship between the nucleotide
composition at each codon position and the error minimization. If the differential
compositions at the three codon positions would be caused by selection for error-
resistant messages, we would expect to see a correlation between these two properties.
However, the data did not show such a correlation. Thus, natural selection for error-
resistant codons can not explain the universal compositional patterns in mRNAs.
Future work could be targeted at testing other selective forces that could explain the
differential composition. One idea we might test is whether mRNA molecules are
optimized to reduce secondary structure formation. Stable stem-loop structures in
mRNA molecules could make the ribosome stall during translation, which is of course
unfavorable for the message. We might thus expect the structural potential in real
biological messages to be smaller than in randomized messages.
7.5 The definition of pseudoknots
One of the practical contributions in this thesis is the development of several methods
for pseudoknot removal from structural models. This is a common task that needs to
be performed because many computational tools can not handle pseudoknots. Often
researchers work with ad hoc definitions, which are poorly documented. This hinders
the reproducibility of studies, and causes duplicated efforts in developing pseudoknot-
removal methods. In Chapter 6 we described that many different criteria can be
used to define (and remove) pseudoknots. Moreover, we demonstrate that different
methods applied to the same nested structure can result in different pseudoknot-free
solutions. This could have an important effect on downstream structure-based analy-
ses, and the consequences of choosing one method over another should be considered.
Assessing the effect of different methods was outside the scope of this work and was
left for future analyses. For example, in case of searching for RNA family members
with a pseudoknot-free structural model, choosing less conserved helices over more
conserved helices might result in finding more hits.
7.6 Future perspectives
The functional and structural characterization of novel RNA molecules—ribozymes,
riboswitches, small RNAs, etc.—will stay an appealing subject for research in the next
few years. The growing amount of RNA data, including sequences, structures, and
functional annotations, will facilitate more complex analyses. In addition to studying
the RNA molecules in isolation, studying them in complex with other molecules will
be interesting. How does RNA interact with other molecules? Can we predict these
interactions? Much of the work will be driven by disease-related questions, but also
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biotechnology will benefit from our increasing knowledge of RNA. The models of RNA
evolution will continue to be refined, hopefully bringing us closer to understanding
the origin of life.
Bioinformatics already is and will be a vital component of RNA research. Its value
has been demonstrated in for example RNA structure prediction, tertiary structure
analysis, detecting novel RNAs (such as riboswitches) in the genome, and miRNA and
siRNA target prediction. The rapidly growing data resources related to RNA create
a demand for more and better analysis methods, but also efficient storage and visual-
ization in biologically meaningful ways are increasingly important. The existence of
decent software packages will support the development of new analyses and allow the
construction of larger projects, such as integrating multiple data sources and tools. A
package such as PyCogent (Knight et al., 2007) is an excellent example: it provides
many core objects in bioinformatics (sequences, alignments, structures, profiles, etc.),
data retrieval methods, and application controllers to run third-party programs in an
integrative way. It also supports many standard bioinformatics analyses and several
visualization tools. It will take continuous effort to keep the package up to speed
with the rapid developments in the field. An increase in users and developers of the
package will be necessary, and one important step will be the creation of tutorial-style
documentation to make the package suitable for students to use. This state-of-the-art
software package has great potential and should be used in educational settings to
train the next generation of bioinformaticians.
In conclusion, more and more exciting discoveries about RNA are being made,
and it is clear by now that RNA has a prominent role in the cell and is involved in
many fundamental processes. Altogether, RNA research has a bright future ahead of
itself.
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