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Abstract
Recent achievements in ultra-cold experiments have made quantum simulation of
interacting many-body systems possible in a well controllable environment. Of
many candidates as quantum simulators, Rydberg atoms have been extensively
utilised due to its exaggerated and fascinating atomic properties. Example in-
cludes high susceptibility to electric fields and relatively long life time in compari-
son to atoms in low-lying states. The tunable interaction between Rydberg atoms
have made them even more versatile in simulating quantum many-body systems,
e.g. interacting spin-1/2 particles. We will start the thesis by reviewing these
properties of Rydberg atoms and explain how they lead to the Rydberg lattice
gases that of interest.
Following the review of the essential knowledge of Rydberg atoms, we first
study the ground states of interacting Rydberg lattice gases in both one-dimension
and two-dimensions. The many-body system we are interested in is initially pre-
pared in a Mott-insulator state, with each lattice site containing one atom that
is laser coupled to its highly excited Rydberg state. The extremely huge van der
Waals interactions between Rydberg atoms at close distance leads to an interesting
Rydberg blockade effect. As we shall show, these strong interactions lead to rich
phases and critical behaviours in the ground states of the many-body Hamiltoni-
ans that describes the systems. The aim of the first three chapters is to analyse
these ground states in detail.
Having investigated the static properties, we then move on to study the dynam-
ical behaviour of a class of generic spin models which can in principal be realised
by Rydberg lattice gases with tunable blockade radius. By deriving an effective
master equation, and comparing it to the exact calculation, we will demonstrate
how different pure initial states eventually evolve to the same equilibrium state
and analysed in detail the time evolution and the steady state.
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more clearly in (b) where the double minima feature is completely
gone at all values of δ for ω < ω2. . . . . . . . . . . . . . . . . . . 106
4.12 Phase diagram in the same fashion as Fig. 4.10, but with a quarter
filling region determined by introducing a quarter filling state |φ〉.
Within the quarter filling lobe, the configuration energy 〈φ|HRydsqr |φ〉1/4
is lower than the minimised variational energy 〈η|HRydsqr|η〉 for the
same parameters, Ω/V and ∆/V . The circle indicates where the
discontinues phase transition ends, and the dashed line illustrates
the numerically obtained “extended phase boundary” described in
the content. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
5.1 (a) Graphical representation of possible spin configuration for block-
ade length λ = 1 and λ = 2. Spin configurations can be also illus-
trated in the pictures of hard-rods where each up-spin is effectively
mapped to a hard-rod occupying λ + 1 lattice sites. (b) An exam-
ple of the configuration network in detail with L = 8 and λ = 1.
Each node represents a specific classical spin configurations denoted
by |nCn〉 with n being the number of up-spins in the configuration
and Cn uniquely labels the spin configuration. Two examples |3 1〉
and |4 2〉 are provided to show how the labelling works. Edge be-
tween adjacent nodes indicates that the nodes are directly coupled
by HΩ. Each column can be seen as the graphical interpretation
of the expectation value of the observable, i.e. pn = 〈Pn〉, defined
in the text in Sec. 5.4. The non-zero matrix elements in the adja-
cency matrix M2 [see Sec. 5.4] identifies three types of transitions
that describe a two-steps transition (two-spin flip operation): loop
(green), reflection (orange) and transmission (red). . . . . . . . . . 116
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5.2 (a,b) Graphical illustration of the reflection processes. Two con-
figurations can at most be connected by two reflection pathways
(a). However, since rods must not overlap, the path containing an
additional hard rod during the intermediate step is often forbidden
(b). (c) For the numerical study we fix the physical system length l
and the critical radius rc. The parameter λ is varied by increasing
the number of lattice sites. . . . . . . . . . . . . . . . . . . . . . . . 118
5.3 The time evolution of the distribution functions pn(t) by solving the
master equation with nearest neighbour blockade only, i.e. λ = 1.
The system considered has a lattice length to blockade length ratio
l/rc = 120. pn are drawn at the time intervals: Ωt = 0.02, 0.1,
0.2, 0.3, 0.4, 0.5, 0.6, 0.8 and Ωt = 2 (blue) from left to right,
as shown in (a). The initial distribution function used is p0 = 1
which is a delta function. The steady state distribution is explic-
itly demonstrated in (b) in blue and compared with the numerical
results obtained directly from Eq. (5.17) (red circles). The two
curves match perfectly. To investigate the dependence of the time-
evolution on initial distributions, we start with distributions with
different densities ranging from ρ = 0 (p0 = 1) to ρ = 0.5 (p60 = 1).
As seen, the steady state is independent of the chosen initial state. . 125
5.4 In (a), to see the dependence on the blockade length, we show the
time-evolution of the distribution function p0 = 1 with different
blockade radii λ = 1 (blue), λ = 9 (green) and λ = 59 (red). The
densities of the steady states are explicitly plotted in (b) to fur-
ther demonstrate the increase of density of the steady state with
increasing blockade length. Values of λ in the plot include 1 (blue),
2, 3, 5, 7, 9 (green), 19, 29, 39, and 59 (red). At particular blockade
length where λ = 1, 9, and 59, distribution functions at equilibrium
(Ωt = 2) are plotted in blue, green and red respectively in (c). The
Mandel Q-factor has been calculated for all steady state distribu-
tions and illustrated in (d) with x-axis being the natural log of λ.
The Mandel Q-factor saturates to −1 at large blockade length. . . . 126
5.5 For λ = 3 and l/rc = 10, the quantum evolution of the density of a
randomly chosen spin configuration in k = 0 momentum subspace
(red dash) and in complete momentum subspace (blue). The initial
pin configuration has 3 up-spins and does not have translational
symmetry (see text). . . . . . . . . . . . . . . . . . . . . . . . . . . 127
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5.6 (a) Quantum evolution of microstates in complete momentum space
and (b) the distribution functions of the steady states. In vertical
direction, we increase the blockade radius where λ = 1, 2, 3 with
a fixed l/rc = 10. In all plots, the temporal evolutions described
by the master equation and the distribution function of the steady
states are plotted in black. For each blockade radius, we randomly
chose 3 different initial states for the numerical simulation of the
quantum evolution. Then the quantum evolution and the distribu-
tion functions of the resultant steady states are illustrated in red,
green, and blue respectively for each of the initial states. . . . . . . 131
5.7 Long time quantum evolution of the hard rod density starting from
a randomly chosen initial state with n0 = 3 hard rods for λ = 4 and
l/rc = 9. The evolution predicted by the master equation is plotted
in black. To highlight the shift, the time evolution from Ωt = 0.5 to
Ωt = 20 is enlarged and shown in the left inset, and the evolution
from Ωt = 80 to Ωt = 100 is enlarged and shown in the right inset. . 133
5.8 Histogram of the parameter D, defined in Eq. (5.26), for the three
parameter sets used in Fig. 5.6. The numbers in the parentheses
show the dimension of the Hilbert space and the number of initial
states used to create the histogram, respectively. For the bottom
panel we also show the distribution of the number of hard rods
contained in the initial states as an inset. The black dashed line
with blue cross marks in the inset shows the microcanonical steady
state distribution of the number of hard rods for comparison. . . . 134
5.9 Histogram of the overlap DETH, defined in 5.29. The parameter sets
are equivalent to those in 5.8. The histogram is constructed using
all eigenstates for the respective parameter set. . . . . . . . . . . . 135
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Chapter 1
Introduction
One of the central problems in physics over the past few decades is to enhance our
understandings of the quantum many-body problem. Many-body systems exhibit
pronounced collective phenomena that manifest in quantum phase transitions,
the formation of strongly correlated ground states as well as intricate dynamical
behaviour.
In recent years, great attention has been placed on the experimental study of
many-body effects in systems of ultra-cold atomic gases [1]. Atomic ensembles
can be trapped in almost arbitrarily tailored potential landscapes and their inter-
atomic interaction properties can be manipulated by the help of external fields.
This high degree of experimental control has granted insights into a number of
collective phenomena, ranging from the first realisation of a Bose-Einstein con-
densate (BEC) [2, 3, 4] and degenerate atomic Fermi gas [5] to the demonstration
of the Mott-Insulator – superfluid quantum phase transition [6] and the Bardeen-
Cooper-Schrieffer (BCS) – BEC crossover [7, 8, 9].
What makes the physics of many-body systems non-trivial is the fact that
the individual microscopic components interact. The interactions imply a huge
increase of complexity in comparison to a single-body problem. This becomes
already evident in classical mechanics: Two-body interactions in a system con-
sisting of three bodies already make a general solution intractable [10]. Analytical
solutions can then only be found in special cases [11].
For quantum systems, in comparison to classical systems, the situation is quite
similar, but further complications might arise which can be illustrated as follows.
In a classical system one might encounter a situation where an initially strongly
interacting arrangement of particles evolves into a configuration where particles
are weakly interacting. Here, the motion of the individual component is approxi-
mately given by a free solution of Newton’s equations of motion, which might be
analytically tractable. In quantum mechanics, however, this might not be neces-
sarily true as quantum correlations can persist even if particles are non-interacting.
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Quantum features like this make many-body quantum systems intriguing and at
the same time more difficult to understand in comparison to classical systems.
Theoretical studies of many-body quantum systems are often carried out by
investigating the underlying Hamiltonian and the corresponding Schro¨dinger equa-
tion. Finding analytical solutions is often unfeasible. Yet, there are a few models
for which analytical solutions exist. Examples of soluble models include but are
not limited to, the one-dimensional spin-1/2 Heisenberg Model [12], the quantum
XY-model [13], the Heisenberg-Ising model [13], the Majumdar-Ghosh model [14],
and the Aﬄeck-Kennedy-Lieb-Tasaki spin model [15]. In almost all other cases,
approximate analytical or numerical methods have to be employed. These in-
clude perturbation theory, the use of variational principles, or mean-field theory
all of which have contributed to our understandings of the quantum many-body
problem.
A more straight forward approach to solve a quantum many-body problem is a
direct numerical-diagonalisation of its Hamiltonian. However, as the dimension of
the Hilbert space typically grows exponentially with increasing number of parti-
cles, the numerical calculation is restricted to relatively small system sizes. There
are some numerical techniques allowing us to overcome this limitations. Examples
include density matrix renormalisation group technique [16], density functional
theory [17], and quantum Monte-Carlo methods [18]. Despite the array of tech-
niques mentioned, simulating the dynamics of many-body systems numerically
remains a formidable task.
Motivated by the eagerness to enhance our theoretical understanding of the
many-body quantum problem, the goal of this thesis is to study a group of many-
body quantum systems that relate to the current experimental effort in the domain
of ultra-cold atomic physics.
The specific system we are considering features two central ingredients. The
first one is constituted by ultra-cold atoms in highly excited states, so-called Ry-
dberg atoms. These atoms possess a valence-electron which is excited to an elec-
tronic state with high principle quantum number [19]. In an ultra-cold atomic
experiment, these atoms can be prepared by a laser that drives a transition be-
tween the electronic ground state and the desired highly excited electronic state
[20, 21]. Rydberg atoms have fascinating properties and have been extensively
studied both theoretically and experimentally. The properties that are crucial for
the many-body physics explored in this thesis are their strong and tunable inter-
actions which can easily bridge distances of a few micrometers as well their long
life time in comparison to atoms being excited to low-lying electronic states.
The second central ingredient is an optical lattice. The basic principle for
creating an optical lattice is to utilise the interference pattern of two counter-
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propagating laser beams to create a periodic potential [22]. The periodic poten-
tials then permit the trapping of ultra-cold atoms. Eventually a situation can be
achieved in which there is a single atom occupying each lattice site.
In this thesis we explore the physics of Rydberg atoms trapped in such regular
lattice geometries. In particular we are interested in the interplay between the
strong interaction of Rydberg atoms and the laser excitation of Rydberg states.
Both give rise to intricate statics and rich dynamical behaviours.
Since the first proposal of using Rydberg atoms for the implementation of
quantum information protocols [23], the field of ultra-cold atomic physics with
Rydberg atoms has been flourishing. For instance, the realisation of a quantum
gate among two atoms was demonstrated experimentally in Ref. [24, 25]. The
coherent properties of these strongly interacting Rydberg gases have been studied
in a number of experiments such as Ref. [26, 27], and the Rydberg blockade
mechanism has been observed in Ref. [28, 29]. On the theoretical side, it has been
predicted that there exists rich quantum many-body phenomena in these Rydberg
gases, such as quantum critical behaviours [30].
More recently, Rydberg lattice gases have became the focus of a number of
recent theoretical and experimental investigations. The analytical treatment of a
Rydberg lattice gas are discussed in Ref. [31] and since then, a vast number of
theoretical studies on the ground state properties of Rydberg lattice gases have
been performed. Examples include but are not limited to the numerical and
approximate analytical studies of the ground states of Rydberg lattice gases in
low-dimensions with and without imhomogenities [32, 33, 34, 35, 36, 37], excited
states of the one-dimensional Rydberg lattice gas [38, 39], and the correlation and
entanglement properties of the lattice gases [40, 41]. On the experimental side,
a number of experiments have been performed to realise Rydberg excitations in
optical lattice [21, 42] which has paved the way for the possibility of realising the
ground states of the Rydberg lattice gases.
The dynamical behaviour of the Rydberg lattice gases has also been of strong
interest recently. Numerical and approximate analytical studies on the time-
evolution of Rydberg lattice gases can be found in Ref. [43, 44]. A number of
theoretical studies have shown that the excitation dynamics of Rydberg atoms in
the optical lattice can lead to crystalline structures [45, 46, 47, 48, 49]. And it is
only until recently that an ordered structure of Rydberg excitations in an optical
lattice has been observed experimentally [50].
We start the thesis by giving a brief review on the properties of Rydberg
atoms that are relevant to the Rydberg lattice gases. The Hamiltonians that
describe the Rydberg lattice gases are derived. We proceed by reviewing the
approximate analytical methods used in solving the one-dimensional homogeneous
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Rydberg lattice gas [31] and demonstrate the agreement between the analytics and
numerics obtained from direct diagonalisation of the Hamiltonian. In Chapter 3,
for the one-dimensional system, we move on to investigate how ground states are
effected by various inhomogeneities that are introduced through the local variation
of the laser parameters. In particular, we study two situations: the system with
a single impurity, and with staggered laser fields which alternate from site to site.
In the latter case where the sublattice symmetry is essentially broken, we are
able to identify a critical point and to study how critical properties are affected
by the influence of long-range interactions [36]. In Chapter 4, we explore the
ground state of the Rydberg lattice gas in a two-dimensional square lattice. By
introducing a quantum version of Baxters hard-squares model, we are able to
obtain an approximate analytical ground state that captures the exact ground
state properties in a particular parameter regime [32, 51]. Further using this
ground state as a variational ansatz, we determine an approximate phase diagram
of the system in the whole parameter range. The system is found to undergo a first
order phase transition from an ordered phase to a liquid phase. In Chapter 5, we
move on to study the dynamical behaviours of the system. In brief, by introducing
a hard-rod representation in which the effective dynamics of interacting Rydberg
atoms can be described by coherent deposition and removal of the hard rods from a
lattice, we derive an approximate master equation for the evolution of the number
of hard rods on the lattice [52]. The equation captures an equilibrium steady
state which strongly resembles a microcanonical ensemble of classical hard rods.
With numerical comparison, the master equation is found to also capture the non-
equilibrium evolution from the majority of initial states to the steady state. In
summary, both of the static and dynamical properties of the strongly interacting
Rydberg lattice gases in low-dimensions are investigated. The results obtained
provide us insightful understandings on the properties of correlated ground states
of many-body quantum systems and on how closed many-body quantum systems
relax to equilibrium.
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Chapter 2
The Rydberg Lattice Gases
2.1 Rydberg Atoms
Rydberg atoms are atoms having one valence electron excited to a state with very
high principal quantum number ν1 [19]. The binding energy of the valence electron
is described by the famous equation known as the Rydberg formula,
Ee = − Z
2Ry
(ν − δl)2 , (2.1)
where δl is known as the quantum defect that depends on the angular momentum
quantum number l and the choice of the element. The universal constant, Ry
is known as the Rydberg constant which is given by Ry = k
2
ee
4me
2~2 , where ke =
1
4pi0
is the Coulomb’s constant with 0 being the permittivity of free space, Z
is the number of protons, e is the elementary charge, and me is the mass of
an electron. The Rydberg formula is named after the atomic physicist, Johannes
Robert Rydberg for his discovery of the pattern in the spectrum of various elements
and the generalisation of this pattern into the empirical formula, the Rydberg
formula [53]. Neglecting the effect of the quantum defect at the moment, one
notices that the binding energy of a Rydberg atom would become very small due
to the ν−2 scaling. The binding energy hence indicates that the valence electron
is very loosely bound to the ion core, a property that is very distinct from atoms
being excited to low-lying states. More interestingly, like the binding energy, many
properties of Rydberg atoms, as shown later, can be described by a power-law in
terms of ν. To understand these properties of Rydberg atoms and eventually
utilise them to construct the system of interest, we will start by reviewing briefly
the physics of a Hydrogen atom in the following section.
1In common quantum mechanical text books, the notation used for the principal quantum
number is often n, but to avoid confusion with later use of n as an operator, we use ν in this
thesis to denote the principal quantum number instead.
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Fundamental Constants Symbol Atomic Units SI units (3 s.f.)
Electron mass me 1 9.11× 10−31kg
Elementary charge e 1 1.60× 10−19C
Reduced Planck’s constant ~ 1 1.05× 10−34Js
Coulomb’s constant ke 1 8.99× 109Nm2C2
Table 2.1: The values of some fundamental constants in atomic units and in SI
units.
2.1.1 Hydrogen Atom
Perhaps the simplest model one can use to understand the basic properties of a
Hydrogen atom is through the well known semi-classical model, Bohr’s model of
an atom [54]. The idea is to model the valence electron orbiting around the ion
classically according to Newton’s law of motion, but at the same time, treating
the angular momentum quantum mechanically by quantising it in terms of the
reduced Planck’s constant ~, i.e. mevre = ν~, with ν being a positive integer.
Bohr’s model predicts the total energy of the electron to be Ee = −k2ee4me2ν2~2 which
coincides with the Rydberg formula in the absence of the quantum defect. From
the above calculation, Bohr’s model also predicts an orbital radius of the electron
to be re =
ν2~2
e2meke
. Hence, one notices that the orbital radius has a ν2-scaling
behaviour. This scaling indicates that the size of a Rydberg atom is much larger
than the size of a ground state atom and atoms being excited to low-lying states.
For instance, the orbital radius of the electron in Hydrogen being excited to the
ν = 2 state is about 0.2 nm, whereas the orbital radius is about 132 nm when
being excited to ν = 50 state. Therefore, from Bohr’s model, one can already
conclude that Rydberg atoms are not only very loosely bound to the ion core, but
also have very large sizes.
For simplicity, we will adopt atomic units from now on. By the definition
of atomic units, the electron mass, the elementary charge, the reduced Planck’s
constant, and the Coulomb’s constant are unity, i.e. me = e = ~ = ke = 1.
Adopting atomic units, as an example, the electronic energy of a Hydrogen atom
as predicted by Bohr’s model reads, Ee = − 12ν2 . In Table (2.1), the values of these
fundamental constants in atomic units and SI units are provided.
Although Bohr’s model nicely introduces the idea of quantisation which turns
out to be successful in understanding both qualitatively and quantitatively the
electronic structure of a Hydrogen atom, it does not provide explanation for the
complete quantum mechanical behaviour of it. Hence, to go beyond the semi-
classical picture, let us briefly review the determination of the wavefunction of
the valence electron, ψe from the time-independent Schro¨dinger equation for a
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Hydrogen in spherical coordinates,(
−O
2
2
− 1
re
)
ψe = Eeψe. (2.2)
where O2 is the Laplacian operator that determines the kinetic energy of the
electron and in spherical coordinates it reads,
O2 ≡ 1
r2e
∂
∂re
(
r2e
∂
∂re
)
+
1
r2e sin θ
∂
∂θ
(
sin θ
∂
∂θ
)
+
1
r2e sin
2 θ
∂2
∂φ2
, (2.3)
and we have considered a standard Coulomb potential felt by the electron in
the second term. The equation can be solved by separating the wavefunction
into a radial part, Rν,l(re), and an angular part Yl,m(θ, φ), i.e. ψe(re, θ, φ) =
Rν,l(re)Yl,m(θ, φ), where the indices ν, l, and m will become clear later. The solu-
tion to the latter part, Yl,m(θ, φ), is known as the normalised spherical harmonics,
Yl,m(θ, φ) =
√
(2l + 1)(l −m)!
4pi(l +m)!
Pl,m(cos θ)e
imφ, (2.4)
where Pl,m(cos θ) are associated Legendre polynomials. The angular wavefunction
depends on two integers, l and m, where l, known as the angular momentum
quantum number, is a non-negative integer, while m, known as the magnetic
quantum number, may take integral values from −l to l.
The solution to the radial wavefunction for a bound electron satisfying the
appropriate boundary condition where the wavefunction vanishes as re = ∞ and
remains finite at re = 0 reads,
Rν,l(re) =
√
4(ν − l − 1)!
ν4((ν + l)!)3
(
2re
ν
)l
L2l+1ν−l−1(2re/n) e
− re
ν , (2.5)
with ν being the already mentioned principal quantum number, and L2l+1ν−l−1 are the
Laguerre polynomials. Taking the electronic ground state, i.e. ν = 1, l = 0,m = 0,
as an example, the wavefunction of the electron reads,
ψe =
1√
pi
e−re . (2.6)
The eigenenergy is obtained to be exactly Ee = − 12ν2 , coinciding with the
Rydberg formula for the case of a Hydrogen atom. This allows one to obtain the
electronic energy levels which is depicted in the rightmost column in Fig. 2.1. It
is worth to note that the energy levels are independent of l, i.e. electronic states
of the same ν with different l are degenerate. As we will see later for Alkali-metal
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Figure 2.1: Energy levels of a Sodium (Na) atom (left) and a Hydrogen (H) atom
(rightmost). The energies of the electronic states are taken from Ref. [55] and
converted into electron Volts. The value of the principal quantum number ν is
written next to the respective energy levels. The angular momentum quantum
number l to the respective energy level is indicated in the horizontal-axis. The
ionisation threshold (ν →∞) is illustrated as a dashed line toward the top of the
diagram.
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atoms, the l-dependent quantum defect, δl breaks this degeneracy, and hence
making electronic state energies also l-dependent. For ν →∞, the binding energy
approaches zero, which is known as the ionisation limit, and an electron having
an energy beyond this threshold is no longer bound to the ion core and becomes
a free electron leaving the atom positively charged.
Having demonstrated the quantum mechanical derivation of the electron wave-
function, one can start to utilise it to study properties of Rydberg atoms. For
instance, for a highly excited electron, the expectation value of the orbital radius,
〈rˆe〉, with rˆe being the radial operator in spherical coordinates, can be calculated
from the wavefunction with given ν and l. The solution yields [56],
〈rˆe〉 = 1
2
[3ν2 − l(l + 1)], (2.7)
agreeing with the ν2-dependence obtained from Bohr’s model as we have seen
previously. However, the angular momentum l-dependence is new compared to
Bohr’s model. Now, let us proceed further with the quantum mechanical descrip-
tion of a Hydrogen atom, and explain the origin of the quantum defect, δl seen in
the Rydberg formula in the next section.
2.1.2 Alkali-metal Atoms
Noticeably, in the definition of Rydberg atoms, there is no specification for the
choice of the element. Hence, Rydberg atoms should possess similar properties
despite the choice of the element in producing them. This can be explained by
the simple picture where the highly excited electron sees the entire ion core and
the remaining electrons as an entity that has a net charge of +1, hence making
it effectively a hydrogen like atom as shown in Fig. 2.2(a). However, for differ-
ent elements, the properties of Rydberg atoms vary slightly with respect to the
quantum defect, δl. In this section, we will look beyond the Hydrogen atom to
explain the origin of the quantum defects from a simple semi-classical picture of
the orbiting valence electron.
We choose Alkali-metal atoms in particular for reason that they have exactly
one valence electron which in this way, makes them similar to that of a Hydrogen
atom. For other elements, the situation will become even more complicated, but
the arguments that we give later still apply. To proceed, let us take Sodium (Na)
as an example, and illustrate its electronic structure of the valence electron. As
shown in the diagram in Fig. 2.1 [19, 20], the ν and l - dependent energy levels are
drawn as horizontal lines with the ν-value written next to each line and l-value
illustrated in the horizontal axis. The binding energies of the electronic levels are
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Figure 2.2: Semi-classical (elliptical) orbit followed by the valence electron of the
atom with low angular momentum. The ionic core is located at one of the focal
points of the ellipse. (a) The electron orbit in the absence of the quantum defect.
The electron sees the ion core as an entity that has a net charge of +1; (b) The
electron orbit in the presence of the quantum defect. The electron, when it travels
near to the inner turning point, can penetrate through the ion core.
taken from Ref. [55] and converted into electron Volts.
The first thing to be noticed in this diagram is the level spacing between states
with the same angular momentum l. One sees a large gap initially between the
first two electronic states, but such a gap quickly shrinks as ν becomes large due
to the inverse quadratic relation given in Eq. (2.1). Approaching the ionisation
threshold, the energy levels (not shown) hence become very close to each other
and are almost continuous. Secondly, one observes that the electronic states with
the same ν can have different energies due to different angular momentum. This
is a consequence of the presence of the angular momentum dependent quantum
defect. For increasing angular momentum, in comparison to the Hydrogen atom,
the corresponding binding energy of the electron eventually becomes degenerate
with a valence electron in a Hydrogen atom, hence indicating δl ≈ 0 for high
l. If one chooses a different Alkali-metal atom, e.g. Rubidium (Rb), or element
beyond the Alkali-metals group, although the exact energy of each electronic state
would be different, the two patterns observed still remain similar [57]. Altogether,
these observations lead to the conclusion that the properties of Rydberg atoms
are almost independent of the choice of the element and it is sufficient, in many
cases, to describe a Rydberg atom by using the highly excited Hydrogen atom.
The advantage of the latter inference is that it allows us to apply the analytical
knowledge of a Hydrogen atom to study many properties of Rydberg atoms as we
will see later.
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Now, let us look at the quantum defect from a more physical point of view and
explain the origin of the defect. Considering again an Alkali-metal atom where the
number of protons is greater than one. In a semi-classical representation, rather
than following a circular motion, as displayed in Fig. 2.2, the valence electron at
small angular momentum will orbit around the ion core by following an elliptical
path with the ion core located at one of the focal points. In Fig. 2.2(a), we
illustrate the situation where the quantum defect is neglected. In this case, the
electron sees the ion core and the inner electron cloud as an entity that has a
net charge of +1. Effectively, this makes it a Hydrogen-like atom with a non-zero
angular momentum, i.e. l > 0. As depicted in Fig. 2.2(b), where one considers
the effect of the quantum defect, the orbit of the valence electron changes. As
one sees, when the valence electron orbits toward the closer end of the ion core,
it has certain possibility to penetrate through the inner electron cloud [19]. The
penetration leads to a modification to the Coulomb potential that the valence
electron feels. As shown in Ref. [19], the modification of the potential leads to a
phase shift in the wavefunction which is the mathematical origin of the quantum
defect. The values of the quantum defect were first analysed as the Rydberg and
Ritz coefficients in the Rydberg-Ritz formula by Robert Jastrow [58] and can be
accurately measured experimentally [59, 60]. For large angular momentum where
the valence electron follows an approximately circular orbit, and as we have already
seen from Fig. 2.1, the binding energy of the valence electron in Rydberg atoms
is degenerate with that in the Hydrogen atom.
To summarize, the quantum defect observed in Alkali-metal atoms leads to a
correction to the single electron wavefunction obtained from the hydrogen model.
As a result, the properties of Rydberg atoms will depend on the magnitude of the
quantum defect, and hence, its angular momentum. Nonetheless, by introducing
an effective quantum principle number ν∗ = ν − δl, one finds that Rydberg atoms
still preserve the same ν∗-scaling behaviours for all their properties. For simplicity,
since it is only the power law scalings of these properties of Rydberg atoms that
matter, we will not consider the effect of the quantum defect, and simply continue
utilising the single electron wavefunction obtained from the Hydrogen model to
study the other properties of Rydberg atoms. Eventually, we will show how certain
properties scale with the principal quantum number, ν.
2.1.3 Properties of Rydberg Atoms
A selection of properties of Rydberg atoms along with their ν-scaling is sum-
marised in Table (2.2)[20]. These properties are important and useful in under-
standing the Rydberg lattice gases that we study in the later sections. In Sec. 2.1
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we have already shown the ν-scaling of the electronic binding energy, Ee, and the
orbital radius, re of a Rydberg atom. In this section, we will further discuss other
properties of Rydberg atoms including the energy level spacing, ∆Ee which scales
as ν−3, radiative lifetime, τ which scales as ν3 and the polarisability, α which
scales as ν7.
The energy level spacing, i.e. the energy difference between adjacent energy
levels, of a Rydberg atom can be calculated based on the already obtained expres-
sion of the electronic level energy as,
∆Ee = E
ν+1
e − Eνe =
1
2
(
1
ν2
− 1
(ν + 1)2
)
=
2ν + 1
2(ν4 + 2ν3 + ν2)
ν1≈ ν−3 (2.8)
This scaling explains what we have observed in Fig. 2.1 where adjacent energy
levels become closer to each other as ν increases.
Before we proceed to illustrate the ν-scaling of radiative lifetime of a Ryd-
berg atom, let us first briefly analyse the radial transition dipole moment matrix
elements (or dipole matrix element) between electronic states, and the selection
rule.
The dipole matrix element quantifies the coupling strength between two states,
and it is often denoted as 〈ν ′l′|dˆ|νl〉 with dˆ = −exˆ being the dipole operator in
SI unit, where e is the electron charge and xˆ being the three-dimensional position
operator in Cartesian coordinates. The two coupled states are the electron wave-
function denoted by their corresponding quantum numbers in the bra-ket notation.
The analytical expressions for transition dipole moments involving different quan-
tum numbers are in general difficult to obtain. For situations where the principle
quantum number is conserved, i.e. ν ′ = ν, and the angular momentum quantum
numbers obey l′ = l + 1, a simple analytical expression for the radial transition
dipole matrix element reads [19, 56],
〈νl|rˆe|ν(l + 1)〉 = −3ν
√
ν2 − l2
2
, (2.9)
where rˆe is the same radial operator in spherical coordinates used previously.
This radial dipole matrix element with conserved principle quantum number, ν,
illustrates a ν2-scaling behaviour. This scaling will be useful in deriving the scaling
behaviour of the van der Waals coefficient, C6, as demonstrated later in Sec. 2.1.5.
Another important property regarding the dipole matrix element with conserved
principle quantum number is that for situation where l′ = l, the dipole matrix
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Property Symbol ν-scaling
binding energy Ee ν
−2
orbital radius re ν
2
energy spacing ∆Ee ν
−3
radial transition dipole moment 〈νl|rˆe|ν(l + 1)〉 ν2
radiative lifetime τ ν3
polarisability α ν7
van der Waals coefficient C6 ν
11
Table 2.2: Selected properties of Rydberg atoms which are discussed in the con-
tent. The properties scale as functions of the principal quantum ν according to
power laws [19]. These scalings give rise to bizarre properties at large ν which
form the foundation of the Rydberg lattice gases.
element is zero due to the parity conservation between the two coupled states,
[61]. This induces a selection rule that states, ∆l = l′ − l = ±1 when ν = ν ′.
One interesting and at the same time counterintuitive property of Rydberg
atoms is that they have much longer radiative lifetime when compared to atoms
being excited to low-lying states. Intuitively, one might expect the contrary be-
cause highly excited atoms are obviously energetically unfavourable. However,
according to the given scaling, where τ ∼ ν3, one notices that the higher the
excited state the longer the lifetime of a Rydberg atom, and this lifetime can be
orders of magnitude higher than atoms in low-lying excited states. To see the
origin of the long radiative lifetime of a Rydberg atom, one can calculate the
radiative life time of a Rydberg atom in a |νl〉 state by
τνl =
[∑
ν′l′
Aν′l′,νl
]−1
, (2.10)
where Aν′l′,νl is the well known Einstein A-coefficient that quantifies the rate of
spontaneous decay from a highly excited state, |νl〉 to a low-lying state, |ν ′l′〉.
The coefficient can be expressed in terms of the radial transition dipole moment
as [56],
Aν′l′,νl =
4ω3ν′l′,νllmax
3(2l + 1)
| 〈ν ′l′ |rˆe| νl〉 |2, (2.11)
where lmax = max(l, l
′) , and ων′l′,νl is the transition frequency between the two
electronic states. The Einstein A-coefficient, as seen, scales as ω3. This means
that the sum in Eq. (2.10) is dominated by the term with the highest ω, and this
corresponds to the decay channel to the lowest low-lying state allowed by selection
rule. For such transition, the corresponding radial dipole matrix element scales as
ν−3/2 due to the normalisation of the Rydberg state wavefunction [19]. Hence, the
radiative lifetime of a Rydberg state roughly scales as ν3. Typically, with 85Rb as
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an example, it has been reported both theoretically and experimentally that the
radiative life time of Rydberg atom in the ν > 40 s-states can reach 60µs whereas
typical lifetime for an electron in the low-lying states, i.e. ν ∼ 10 is on the order of
hundreds of nanoseconds to a few microseconds [62, 63]. In short, the long lifetime
of Rydberg atoms permits them to be studied in ultra-cold atomic experiments
and this enables many studies in the field of atomic physics, many-body physics,
and quantum information.
Another important property of Rydberg atoms is the polarisability α which is
defined as the ratio of an induced dipole moment of an atom to the electric field
that create this dipole moment [64]. It quantifies how strongly an atom responds to
an external electric field. Within the framework of the quantum defect theory and
the quasi-classical approach, a detailed derivation of the ν-scaling behaviour of the
polarisability of Rydberg atom is nicely given in Ref. [65]. The ν7 scaling indicates
that a Rydberg atom has a giant polarisability which makes it very susceptible
to electric fields. One of the consequences of the huge polarisability of Rydberg
atoms is that they can polarise each other. This gives rise to strong interactions
between the atoms which can reach out to very long distances. Consequently, the
interaction leads to an interesting many-body phenomenon - Rydberg Blockade -
which forms the basis of the entire thesis. More details on this interaction and
the blockade mechanism will be discussed in Sec. 2.1.5. Having discussed some
interesting properties of Rydberg atoms, let us now review how a Rydberg atom
is excited via lasers in the following section.
2.1.4 Photoexcitation of a Rydberg Atom
Before the 70s, Rydberg atoms were produced collisionally via so-called charge
exchange [66, 67, 68] and electron impact [69, 70, 71], where both methods rely
on collision process involving charged particles. Both of these collision-dependent
methods have one thing in common which is that they are unable to select a specific
Rydberg state to be populated. This is because during the collision between the
charged particles, the amount of energy of the incident particles being transferred
to the target valence electrons cannot be precisely controlled, thus leading to
the electrons being excited to different Rydberg states according to the energy
absorbed. In modern experiments, Rydberg atoms are produced by using optical
excitation which allows specifying a particular Rydberg state to be excited. This
is done by using dye lasers [72, 73]. By specifying the photon energy, i.e. laser
frequency, the target electrons will absorb the photons with exactly the photon
energy and hence be excited to the particular Rydberg state of interest. This
optical method is often referred to as photoexcitation.
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Figure 2.3: a) A three-level system, with the three states denoted by |g〉, |m〉,
and |R〉. The two states, |g〉 and |m〉 have a transition frequency of ωgm and
are coupled by a laser with frequency of ωa and detuning δa; and the two states,
|m〉 and |R〉 have a transition frequency of ωmR and are coupled by a laser with
frequency of ωb and detuning δb. The two transition lasers are parameterised by
the Rabi-frequency Ωa and Ωb respectively. b) By carrying out a rotating wave
approximation and adiabatically eliminate the intermediate state |m〉, it is possible
to reduce the system to an effective two-level system coupled by an effective laser
with Rabi-frequency, Ω and detuning ∆ (see text for more details).
Although atoms have a complicated energy level structure, photoexcitation
allows one to concentrate only on excited states of interest, and eventually neglect
all other energy levels. This is true when the laser frequency is close to the
transition frequency between the ground state and the excited states [74]. This
condition of the laser frequency is often called near-resonance. In practice, it is
very difficult to produce Rydberg atom via a single laser due to restriction of laser
frequencies to meet the transition frequency between the electronic ground state
and the target Rydberg state. Also, due to the selection rules, exciting an electron
from its electronic ground state, i.e. ν0s-state, to a highly excited νs-state is not
allowed since the difference in angular momentum of the two states has to be ±1.
Therefore, Rydberg states in ultra-cold experiments are often populated through a
two-photon process as shown in Fig. 2.3 [75]. In detail, we have three energy levels:
the electronic ground state |g〉, an intermediate state |m〉, and a Rydberg state |R〉
with two coupling lasers with laser frequencies ωa and ωb. The transition frequency
between |g〉 and |m〉 is denoted as ωgm and between |m〉 and |R〉 is denoted as ωmR.
Here, we introduce detuning terms that quantify the difference between the laser
frequency and the transition frequency, i.e. δa = ωgm − ωa, and δb = ωmR − ωb. If
the two laser detunings are set very small with respect to the transition frequencies
ωgm and ωmR , i.e. both coupling lasers are near-resonant with the corresponding
transition frequency, we can safely approximate the complex electronic structure
by an effective picture involving only these three energy levels. In the following,
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we will show how to obtain an effective two-level description via rotating wave
approximation and adiabatic elimination.
We start by deriving the Hamiltonian of the three-level system irradiated by
the two lasers. The Hamiltonian consists of two parts: the atomic part Hatom
which accounts for the energy of the free atom, and the interaction part denoted
as Hatom-laser which accounts for the interaction between the atom and the laser.
Writing this Hamiltonian in a matrix form with the use of |g〉, |m〉 and |R〉 as the
basis states, we have,
Hone-atom =
∑
i,j
〈i| (Hatom +Hatom-laser) |j〉 |i〉 〈j| , (2.12)
where i, j denotes the three different basis states. For the atomic part of the
Hamiltonian, the basis states are eigenstates of Hatom, e.g. Hatom |g〉 = g |g〉.
Without losing generality, one can set the electronic ground state energy to be
zero, i.e g = 0 for simplicity. A non-zero g can be thought as an overall energy
shift to the system. We then have 〈g|Hatom |g〉 = 0, 〈m|Hatom |m〉 = ωgm, and
〈R|Hatom |R〉 = ωgm+ωmR. Due to orthogonality of the basis states, i.e. 〈i |j〉 = 0
for i 6= j, the off-diagonal elements in Hatom are zeros. Hence, the matrix elements
of the atomic part of Hone-atom reads,
Hone-atom = |g〉 〈g|+ ωgm |m〉 〈m|+ (ωgm + ωmR) |R〉 〈R| (2.13)
For the interaction part of the Hamiltonian, within a dipole approximation1,
the interaction energy between the atom and the laser can be approximated by
an energy of an electric dipole in an electric field as,
Hatom-laser = −dˆgm · ˆgm − dˆmR · ˆmR, (2.14)
where dˆ = −xˆ is the previously introduced dipole operator in atomic unit with xˆ
being the three-dimensional position operator, and ˆ = εpˆ cos (ωt) is the classical
monochromatic electric field generated by the laser at the position of the atom
with ε being the electric field amplitude at the position of the atom and pˆ being the
unit polarisation vector that is perpendicular to the direction of the propagation of
the electric field. The subscript gm (mR) denotes the interaction involving the two
energy levels |g〉 and |m〉 (|m〉 and |R〉). Therefore, the interaction Hamiltonian
1This is a valid approximation when the wavelength of the electric field is much longer than
the size of the atom, so that the spatial variation of the field over the extent of the atom can be
neglected.
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is further calculated as,
Hatom-laser = 2 cos (ωat) (Ωa 〈g |m〉 + Ω∗a 〈m |g〉)
+2 cos (ωbt) (Ωb 〈m |R〉 + Ω∗b 〈R |m〉) , (2.15)
where Ωa,b are known as the Rabi-frequencies defined as Ωa = εgm〈g|xˆgm ·pˆgm|m〉/2
and Ωb = εmR〈m|xˆmR · pˆmR|R〉/2, and ωa and ωb are the corresponding laser
frequencies. In the matrix representation, one realises that Hatom-laser only contains
off-diagonal elements. This is due to the previously discussed selection rule based
on parity argument where 〈i|xˆ|i〉 = 0.
Having the matrix elements of Hone-atom determined in Eqs. (2.13) and (2.15),
and further assuming the Rabi-frequencies are real for the sake of simplicity,
Hone-atom becomes,
Hone-atom =
 ωgm + ωmR 2Ωb cos (ωbt) 02Ωb cos (ωbt) ωgm 2Ωa cos (ωat)
0 2Ωa cos (ωat) 0
 . (2.16)
Now, we transform Hone-atom into a rotating frame by performing an unitary trans-
formation of the form,
U =
e
−i(ωa+ωb)t 0 0
0 e−iωat 0
0 0 1
 , (2.17)
on the time-dependent Schro¨dinger equation, one then obtains an effective Hamil-
tonian describing the one-atom system as,
H ′one-atom = U
†Hone-atomU − iU †∂tU
=
 δa + δb Ωb(1 + e
−i2ωbt) 0
Ωb(1 + e
−i2ωbt) δa Ωa(1 + e−i2ωat)
0 Ωa(1 + e
−i2ωat) 0
 ,
(2.18)
where δa = ωgm − ωa and δb = ωmR − ωb are the laser detunings of the coupling
lasers respectively.
Provided that the lasers are near-resonant, i.e. δa, δb  ωa, ωb, the four expo-
nential terms in the above equation are quickly oscillating compared to the rest of
the terms and hence quickly average to zero. This allows us to apply the rotating
wave approximation to neglect these exponential terms. The Hamiltonian then
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reduces to,
H ′one-atom ≈
δa + δb Ωb 0Ωb δa Ωa
0 Ωa 0
 . (2.19)
The rotating wave approximation allows one to neglect the time-dependence and
eventually obtain an effective Hamiltonian that describes the energy levels in a
rotating frame.
Since we are only interested in exciting the atom to the Rydberg state, ide-
ally, one would make the intermediate state remain unpopulated. To proceed, we
now look at the time-dependent Schro¨dinger equation, i∂t |φ(t)〉 = H ′one-atom |φ(t)〉
where the time-dependent wavefunction can be written as a superposition of the
three basis states as, |φ(t)〉 = Cg(t) |g〉 + Cm(t) |m〉 + CR(t) |R〉, where Cg(t),
Cm(t), and CR(t) are time-dependent probability amplitudes for their correspond-
ing basis states. In the systems that we will consider in later chapters of this
thesis, we are only interested in the ground state and the Rydberg state, hence,
we want to eliminate the intermediate state, |m〉 through a mathematical adia-
batic elimination, which amounts to having iC˙m(t) = 0 such that the population
of the intermediate state remains unchanged over time. Hence, if the intermediate
state is unpopulated initially, it will remain unpopulated. In practice, this can be
achieved by making the first laser far-detuned, i.e. δa  Ωa,Ωb which will become
apparent later. Solving the differential equations of the time-dependent probabil-
ity amplitudes with the condition iC˙m(t) = 0, one obtains a solution for Cm(t),
where
Cm(t) = − 1
δa
(ΩbCr(t) + ΩaCg(t)) . (2.20)
Here, one sees that with the condition δa  Ωa,Ωb, the small magnitude of the
probability amplitude of Cm(t) indicates that the system can be effectively de-
scribed by a two-level Hamiltonian. Substituting the results of Cm(t) to the other
two differential equations for C˙g(t) and C˙R(t), the effective two-level Hamiltonian
reads,
Heff-one-atom =
(
δa + δb −ΩaΩbδa
−ΩaΩb
δa
0
)
=
(
∆ Ω
Ω 0
)
, (2.21)
where we have defined an effective detuning, ∆ = δa + δb, and an effective Rabi-
frequency, Ω = −ΩaΩb
δa
. Notice that in deriving this effective Hamiltonian, we have
neglected an overall energy shift of −Ω2a/δa as this does not alter the two-level
description. In terms of the Pauli spin matrices and by further introducing a
35
Figure 2.4: A schematic diagram of two indistinguishable Rydberg atoms showing
the displacement vectors used in deriving the dipole-dipole interaction between
the two atoms. The larger red dot represents the a singly charged ion core and
the smaller blue dot represents the highly excited electron.
projection operator, n = |R〉 〈R| that projects onto the Rydberg state, we can
rewrite Heff-one-atom as,
Heff-one-atom = Ωσ
x + ∆n. (2.22)
In the language of spins, we formally establish the atom-spin equivalence here by
introducing |↓〉 ≡ |g〉 and |↑〉 ≡ |R〉. The spin representation will prove to be
very helpful in later section when we deal with systems contains more than one
atom. The one-atom Hamiltonian can also be interpreted as a spin-1/2 particle
in a transverse field Ω, and a longitudinal field, ∆.
2.1.5 Interacting Rydberg Atoms
The van der Waals Interaction
In this section, we will briefly discuss how two Rydberg atoms interact with each
other via the van der Waals interaction. There are different ways to derive this
interaction. Here, as depicted in Fig. 2.4, we will review a standard electrostatic
approach by considering the two Rydberg atoms separated by a distance, r = |X|
where X is the displacement vector of the second atom from the first atom. The
displacement vectors of the valence electrons of each of the Rydberg atoms from
their associated nuclei are denoted as x1 and x2 respectively. We will consider
the regime where the separation between the two nucleus is much greater than
the orbital radii of the two valence electrons in Rydberg states, i.e. r  |x1|, |x2|.
Then, treating the two nuclei as positive charges with fixed positions, the complete
Coulomb interaction potential can be expressed as,
Udd =
1
|X| −
1
|X + x2| −
1
|X− x1| +
1
|X + x2 − x1| , (2.23)
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where the first term is the Coulomb interaction between the two nuclei, the second
(third) term is the Coulomb interaction between the first (second) nucleus and
the valence electron of the second (first) atom, and the last term is the Coulomb
interaction between the two electrons. In the regime where r  |x1|, |x2|, one can
Taylor expand Udd about |x1|, |x2| = 0, and obtain
Udd ≈ x1 · x2
r3
− 3(x1 ·X)(x2 ·X)
r5
. (2.24)
This is essentially a dipole-dipole interaction where the two Rydberg atoms can
be effectively treated as two dipoles that are interacting. In the following content,
we will illustrate how one can arrive at the van der Waal interaction from the
dipole-dipole interaction, Udd by considering a simple situation where the vector
X is along the z-axis, i.e. X = rzˆ with zˆ being the unit vector in the z-direction.
As a result, the dipole-dipole interaction simplifies to,
Udd =
x1 · x2 − 3(x1 · zˆ)(x2 · zˆ)
r3
. (2.25)
The dipole-dipole interaction can cause dipole transition to other electronic
states. Although there are infinite number of states that the electron can transit
to, the most probable transitions are the ones to the closest two states in energy.
To proceed, let us construct the energy levels involved in the most probable tran-
sitions. Initially, both of the atoms are excited to the same Rydberg state denoted
by |νs〉, i.e. l = 0. Considering a simple situation where the closest energy levels
to the |νs〉 state are the |νp〉 state and |(ν − 1)p〉 with relative energies to the
zero energy state |νs〉 being Eνp and E(ν−1)p respectively1. These energy levels are
depicted in Fig. 2.5(a).
Now, we introduce a pair-state basis representation. As depicted in Fig. 2.5(b),
the case with two atoms both in the initial Rydberg-νs state is now represented by
the |νsνs〉 state; the pair-states that are coupled to the |νsνs〉 state are the |νpνp〉
state, i.e. both atoms are in the νp-state; the |(ν − 1)p(ν − 1)p〉 state where both
atoms are in the (ν− 1)p-state; and finally the |νp(ν − 1)p〉 state where one atom
is in the νp-state and the other atom is in the (ν − 1)p-state2. The energies of
1Here we introduce an overall energy shift to the electronic states such that the energy of
|νs〉 is zero.
2Note that |νp(ν − 1)p〉 ≡ |(ν − 1)pνp〉 due to the two Rydberg atoms are indistinguishable.
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Figure 2.5: (a) The relevant energy levels of the two interacting Rydberg atoms
with the energy of the |νs〉-state set to zero. (b) The same system represented in
the pair-state basis that is introduced in the main text for the derivation of the
van der Waals interaction.
these pair-states can be obtained as,
Eνsνs = 0
Eνpνp = 2Eνp
E(ν−1)p(ν−1)p = 2E(ν−1)p
and Eνp(ν−1)p = Eνp + E(ν−1)p. (2.26)
Since |Eνp| ≈ |E(ν−1)p| with Eνp > 0 and Eν−1p < 0, one notices that |Eνp(ν−1)p| 
|Eνpνp|, |E(ν−1)p(ν−1)p|, which can be observed in Fig. 2.5(b). This enables us to ne-
glect the couplings to both |νpνp〉 and |(ν − 1)p(ν − 1)p〉. Then, the Hamiltonian
that describes the two atoms in the pair-state basis can be effectively described
by a two-level system where
Hpair-state ≈
(
Eνp(ν−1)p 〈νp(ν − 1)p |Udd| νsνs〉
〈νsνs |Udd| νp(ν − 1)p〉 0
)
≡
(
Eνp(ν−1)p
γ
r3
γ
r3
0
)
, (2.27)
with γ = 〈νsνs |x1 · x2 − 3(x1 · zˆ)(x2 · zˆ)| νp(ν − 1)p〉 and the two off-diagonal
matrix elements are essentially equal. One immediately notices that from the
definition of dipole matrix element, γ is essentially proportional to the product of
two dipole matrix elements, and hence, has a ν-scaling of ν4. The eigenenergies
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of Hpair-state, which can be obtained by a straightforward diagonalisation, read,
λ± =
Eνp(ν−1)p ±
√
E2νp(ν−1)p + 4γ
2/r6
2
. (2.28)
In the regime where the interaction energy is much smaller than the energy dif-
ference between the two involved states, i.e. 〈νsνs |Udd| νp(ν − 1)p〉  Eνp(ν−1)p,
the eigenenergy, λ−, which corresponds to the situation where both atoms are in
the Rydberg νs-state initially, can be approximated as,
λ− ≈ − γ
2
(Eνp + E(ν−1)p)r6
. (2.29)
Further introducing a coefficient, C6 = −γ2/(Eνp+E(ν−1)p), known as the van der
Waals coefficient, we have arrived at the van der Waals type of interaction,
V (r) =
C6
r6
. (2.30)
As previously stated, C6 typically scales as ν
11. This can be now understood with
the fact that γ2 scales as ν8 and Eνp +E(ν−1)p is roughly an energy level spacing,
and hence scales as ν−3 as shown in Eq. (2.8). Therefore, combing the scalings,
we arrive at the result that C6 scales as ν
11. This dramatic scaling indicates that
an interaction strength between two highly excited Rydberg atoms is about ten
orders of magnitude stronger than the interaction strength between two ground
state atoms. Hence, when Rydberg atoms are at close range, the van der Waals
interaction plays a very important role. As we will see in the following sub-section,
this leads to the so-called Rydberg blockade mechanism. The other interesting
feature of the van der Waals interaction is that the interaction strength quickly
decays with increasing distance, r between the Rydberg atoms due to the inverse
power law, r−6. This is important in later study of the Rydberg lattice gases as
it allows one to neglect van der Waals interactions between Rydberg atoms that
are very far away.
The Rydberg Blockade
With the spin-1/2 description of the Rydberg atom demonstrated in previous
section, and knowing that Rydberg atoms interact via the van der Waals interac-
tion, we can now write down a Hamiltonian describing two atoms separated by a
distance, r, and both coupled to the same Rydberg states as,
Htwo-atoms = Ωσ
x
1 + ∆n1 + Ωσ
x
2 + ∆n2 +
C6
r6
n1n2. (2.31)
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Figure 2.6: Excitation energy E(r) of two atoms as a function of interatomic
distance, r. The energy required to excite either atom to its Rydberg state is given
by the energy different between the two levels, denoted as ~ω in SI units. However,
to simultaneously excite both of the atoms to their Rydberg state requires an
extra r-dependent energy due to the van der Waals interaction between the two
atoms in the Rydberg state. The blue region represents the laser linewidth which
is determined by the Rabi-frequency Ω for strong laser driving. The blockade
happens at a distance where the energy required for simultaneous excitation is
above the blue region. The analytical expression of blockade radius is given by
Rb ≈ (C6/Ω)1/6.
The first four terms are single body terms accounting for individual laser couplings
of the atom to the Rydberg state. The last term stands for the discussed van der
Waals interaction present in the case of having both atoms are in the Rydberg
state. Adopting the spin product state as the basis state, the Hilbert space con-
sists of four states which are |↓↓〉, |↓↑〉, |↑↓〉, and |↑↑〉. To see how van der Waals
interaction affects the system, let us consider resonant lasers where ∆ = 0, and
look at the energies of the basis states as a function of the separation between
the two atoms, r. As depicted in Fig. 2.6, the van der Waals interaction leads
to a r-dependent configuration energy for the doubly excited state. In detail, in
comparison to the dashed line that corresponds to the absence of van der Waals
interaction, the shift in the energy of |↑↑〉 state is huge for small r due to the
extremely large C6 coefficient. For instance, for
87Rb atom excited to 53s-state,
the experimentally measured C6 is about 13.7 GHzµm
6 [76]. Since typical spacing
between Rydberg atoms trapped in optical lattice is on the order of microme-
ters, this means that C6/r
6 is much greater than typical Rabi-frequencies ranging
from 2pi × 0.5 MHz to 2pi × 5 MHz. Therefore, the doubly excitation is strongly
suppressed in this regime. This phenomenon is often referred to as the Rydberg
blockade [23, 77, 78] and has been successfully demonstrated in ultra-cold exper-
iments [79, 80]. Such a mechanism leads to rich many-body phenomena and has
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Figure 2.7: A Rydberg ring to visualise a periodic one-dimensional lattice. Each
lattice is occupied by one atom and the atomic spacing is given by a. In the
system considered, we set the Rydberg blockade radius such that the Rydberg
atom exactly blocks excitation of its nearest neighbours, i.e. Rb & a. Here, a
Rydberg atom located on the k-th lattice site prevents possible excitations in its
two nearest neighbours on k + 1-th and k − 1-th lattice sites.
initiated vast proposals and studies in quantum information processing [77, 81]
and simulating many-body physics [30]. For two atoms sufficiently far apart, the
doubly excited state is still accessible provided that C6/r
6 < Ω. This inequality
implies a critical radius, Rb such that for r < Rb, we have C6/r
6 & Ω and hence
simultaneous excitation is highly unlikely. Rb can be then obtained as,
Rb ≈
(
C6
Ω
)1/6
. (2.32)
This critical radius, Rb is often called blockade radius. Finally, it is worth to
mention that in the blockade region, it is still possible to excite both atoms to
Rydberg states if the lasers are far-detuned such that the two-photon laser coupling
is exactly on resonance with the energy of the |↑↑〉 state. This happens when
2|∆| = C6/r6. Such effect is also known as the anti-blockade effect [82], and this
effect is assumed to be always avoidable in the rest of the thesis.
2.2 Rydberg Lattice Gases
In this section, we will formally introduce the Rydberg lattice gas and provide
a general strategy on how to obtain an approximate ground state of the system.
The system, under consideration, consists of L atoms regularly arranged on a
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lattice with lattice constant a. Each lattice site is occupied by only one atom
and the electronic ground state of the atom on the k-th lattice site is coupled to
its Rydberg state by a site-dependent laser with Rabi-frequency Ωk and detuning
∆k. The system can be realised in ultra-cold experiments with optical lattices
where the typical lattice constant ranges from 0.5 micrometers to 10 micrometers
[21]. In these optical lattices, the atom traps created by the standing waves are
often deep such that the atoms are well confined. The atoms are considered to
be fixed in space since the typical displacement of the atom is much less than the
atomic spacing. This regime is often referred to as the frozen gas [83, 84] allowing
the approximation of neglecting external degrees of freedom. For simplicity, we
will always consider a periodic boundary condition, but this is not a necessity.
In one-dimension, the periodicity can be visualised by a ring lattice [31, 78] as
shown in Fig. 2.7 and in two-dimensions, the system can be visualised by a torus.
According to the Hamiltonian derived for the two atoms case in Eq. (2.31), for a
system containing L atoms, the general Hamiltonian which describes the system
reads,
HRyd =
L∑
k
Ωkσ
x
k +
L∑
k
∆knk +
1
2
L∑
k,m
V|k−m|nknm. (2.33)
Here, the interaction strength between two Rydberg atoms that are separated by
a|k−m| is denoted by V|k−m| = V |k−m|−6, where V = C6/a6 parameterises the
van der Waals interaction at nearest neighbour distance. The factor of one half
in front of the interaction terms ensures that the interaction between every two
Rydberg atoms is only counted once. Note that the indices in Hamiltonian (2.33)
are vectors, e.g. k = (kx, ky) in two-dimensions, and L always indicates the total
number of sites on the lattice. The first two terms in the Rydberg Hamiltonian
simply represent L non-interacting two-level atoms driven by laser fields. The last
terms reflects the van der Waals interactions between every two Rydberg atoms.
In studying the ground state properties of Rydberg lattice gases, we consider the
regime where V  Ω such that the system exhibits ideal nearest neighbour block-
ade, i.e. simultaneous excitation of adjacent atoms is strictly forbidden. This is
also illustrated in Fig. 2.7 with Rb & a. However, the Rydberg Hamiltonian HRyd,
as one observes, does not explicitly demonstrate this nearest neighbour blockade
mechanism. In later sections, we will show how one can make this mechanism
manifest by transforming HRyd into its interaction picture with respect to nearest
neighbour interactions.
42
2.2.1 Strategy for Finding the Approximate Ground State
In principle, given the Hamiltonian of a system, one can always solve the Schro¨dinger
equation numerically by performing exact diagonalisation. However, for quantum
many-body systems, the dimension of the Hilbert space grows exponentially with
increasing atom number. Thus, exact diagonalisation becomes quickly unmanage-
able as system size grows. To deal with such a restriction and eventually go beyond
the numerical limits, for the system described by Hamiltonian (2.33), we present
an analytical approach which will allow us to obtain an approximate ground state
solution. In this section, we will lay out the general principles of this analytical
treatment. They will serve as a foundation for investigating the system in spe-
cially designed situations, e.g. presence of an impurity as well as in various lattice
geometries, e.g. square lattice.
Now let us start by transforming the Rydberg Hamiltonian into an interaction
picture with respect to the nearest neighbour interaction. The motivation to
perform such transformation is inspired by the Rydberg blockade mechanism.
Since no simultaneous nearest neighbour Rydberg excitations are allowed due to
V  Ωk,∆k, it is reasonable to make the blockade mechanism manifest in the
Hamiltonian. The details of the transformation are provided in Appendix A,
and one eventually obtains an effective Hamiltonian for the system in the regime
V  Ωk as,
Heff =
L∑
k
ΩkPkσxk +
L∑
k
∆knk +
1
2
L∑
|k−m|>1
V|k−m|nknm, (2.34)
where Pk is a plaquette operator defined as Pk =
∏
m[1 − nm] with the indices
m being the nearest neighbours of k, and the rest of the symbols have their usual
meanings. The first term in Heff is a quantum many-body term that effectively
demonstrates the blockade mechanism. For instance, a Rydberg excitation on the
k-th lattice site can only take place if atoms in all its neighbouring sites are in
the electronic ground state, i.e. Pk = 1. As a result, the Hilbert space is split
into uncoupled blocks, e.g. the basis state |↑↓↓ · · ·〉 is not coupled to the basis
state |↑↑↓ · · ·〉 since excitation on the second lattice site is not allowed due to the
presence of an up-spin on the first lattice site. We will focus on the subspace
where nearest neighbour excitations, e.g. |↑↑↓ · · ·〉, are strictly forbidden, and this
subspace will be referred to as the physical subspace. The second term in HRyd is
unaffected by the transformation. However, comparing with HRyd, the last term in
Heff now no longer contains nearest neighbour interactions as it explicitly appears
in the first term of Heff.
To carry on, we will approximate the Rydberg gas Hamiltonian by a frustration
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free Hamiltonian which is of the so-called Rokhsar-Kivelson (R-K) type [85, 86].
The ground state of this type of Hamiltonian can be constructed explicitly due
to special properties of the Hamiltonian which will be discussed later. We then
write the effective Hamiltonian (2.34) into a Hamiltonian of a R-K type, HR-K,
such that the ground state of HR-K can be treated as an approximate ground
state of the Rydberg Hamiltonian (2.33). To do so, we firstly add a parameter
dependent Hamiltonian, Hξk and subsequently subtracting it such that the overall
Hamiltonian stays unchanged. The parameter dependent Hamiltonian, Hξk takes
the following form,
Hξk =
∑
k
Pk[ξ−1k nk + ξk(1− nk)], (2.35)
where Pk is the same plaquette operator and ξk is a free parameter associated
with the k-th lattice site. By rearranging the terms, one can rewrite the effective
Hamiltonian as
Heff = E0(ξk) +HR-K(ξk) +H
′(ξk), (2.36)
where E0(ξk) effectively acts as the approximate ground state energy of the sys-
tem, H R-K(ξk) is the Hamiltonian that is of the R-K type with a ground state
known exactly, and H ′(ξk) contains all of the rest of the terms that acts as a
perturbation. Notice that all terms are now ξk dependent. The task then is to
minimise the perturbing term, H ′(ξk), such that the ground state of HR-K(ξk)
effectively becomes the approximate ground state of Hamiltonian (2.33). The per-
turbing Hamiltonian will mainly depend on the system dimension and the lattice
geometry as shown in later chapters. In the simple one-dimensional situation with
homogeneous system, we will demonstrate that H ′(ξk) can be almost neglected
completely within a specific parameter regime. In higher dimensions, this is no
longer possible even with introducing such parameter regime due to non-negligible
effective many-body terms. An alternative treatment will be applied to deal with
this difficulty. For now, let us assume that the impact of H ′(ξk) on the ground
state of the Rydberg lattice gas is small in general, such that this ground state is
well described by the ground state of HR-K(ξk). In the following section, we will
focus on the properties of HR-K(ξk) and analyse its ground state.
2.2.2 Hamiltonian of the Rokhsar-Kivelson Type
Since the ground state of the Rokhsar-Kivelson Hamiltonian will act effectively as
the approximate ground state of the Rydberg Hamiltonian, we now analyse HR-K
and its ground state in detail. By definition, a Hamiltonian of the R-K type can
be expressed as a sum of positive-semidefinite Hermitian operators, hk, that is
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equal to the square of it, i.e. hk = h
†
khk [86],
HR-K =
∑
k
h†khk. (2.37)
This type of Hamiltonian is essentially a frustration free Hamiltonian in which
the ground state of the total Hamiltonian is also the ground state of each local
Hamiltonian, i.e. the ground state of HR-K is also the ground state for each and
every hk in this case. This is a convenient property as it allows the ground state
to be constructed analytically by finding the wavefunction that is annihilated by
each and every one of these Hermitian operators, hk, i.e. hk|G〉 = 0. Then, due
to HR-K being a frustration free Hamiltonian, |G〉 is then the ground state of
HR-K. Another very important property of the Hamiltonian of R-K type is that,
often, the normalisation constant in the ground state is equivalent to the partition
function of a classical system defined over the Hilbert space [86].
For the Rydberg lattice gases considered in this thesis, we construct a set of
ξ-dependent hk that allows us to approximate HRyd effectively by HR-K despite
the choice of ξk locally and the dimensionality of the system. The constructed
Hamiltonian of the R-K type, HR-K takes the form of Eq. (2.37), with
hk = (ξ
−1
k + ξk)
−1/2Pk[σxk + ξ−1k nk + ξk(1− nk)]. (2.38)
It can be shown that h†khk = hk. Since the ground state is annihilated by all hk,
we construct the ground state |G〉 ≡ |{ξk}〉 as [31, 38],
|{ξk}〉 = 1√
Zξk
L∏
k
(
1− ξkσ+kPk
) |↓↓ · · · ↓〉 , (2.39)
where |{ξk}〉 depends on the choice of the parameters set {ξk}, Zξk is a normali-
sation constant, and σ+k = (σ
x
k + iσ
y
k)/2 is a spin creation operator. By expanding
this state in the spin product basis, one sees that this state is a coherent super-
position of all spin states which do not contain adjacent up-spins. Each allowed
configuration is associated with a particular ξk-dependent probability amplitude.
Therefore, the choices of the set of parameters ξk plays an important role in the
determination of the ground state since they can suppress (enhance) the weight
of particular spin configurations. For a large system size, L, we see that it is
unfeasible to expand the ground state and write it in full due to the exponentially
increasing number of states with increasing lattice size. Based on the property
of the ground state of the Hamiltonian of R-K type in which the normalisation
constant, Zξk is exactly equivalent to the partition function of a corresponding
classical system, it is then possible to analyse the ground state by establishing the
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formal connection to the classical counterpart and obtain its partition function.
Due to the nearest neighbour blockade mechanism adopted in the Rydberg lattice
gas and with each atom being effectively treated as a two-level atom (spin-1/2
particle), the classical counterparts, as we will demonstrate in latter parts of the
thesis, correspond to classical hard-object lattice models [31, 32].
In the following section, we will study a homogeneous Rydberg lattice gas in a
one-dimensional lattice by adopting the strategy discussed in the previous section
and the R-K approximation technique discussed in this section. This study is based
on the study carried out in Ref. [31] and will serve as an example in applying the
discussed strategy and technique.
2.3 A Homogeneous One-dimensional Rydberg
Lattice Gas
In Sec. 2.2.1, we outlined a strategy for finding the approximate ground state of
the Rydberg lattice gas with arbitrary dimensionality and with site dependent
laser couplings. To demonstrate how the strategy is adopted in detail and, in
particular, to show how the system is eventually connected to a lattice gas of hard-
objects (hard-object lattice model), let us take the one-dimensional homogeneous
Rydberg lattice gas as an example and analyse its static properties by following
Ref. [31, 38]. By “homogeneous”, we mean that the laser parameters are no
longer site-dependent, i.e. {Ωk,∆k} → {Ω,∆}, and therefore become spatially
homogeneous. Referring to Hamiltonian (2.34), and taking the index k to be a
scalar quantity as for one-dimension, we arrive at the system Hamiltonian,
Heff1D = Ω
L∑
k
Pkσxk + ∆
L∑
k
nk +
1
2
L∑
|k−m|>1
V|k−m|nknm, (2.40)
with Pk = Pk−1Pk+1 and Pk = (1 − nk). Now, following the procedure given
previously, by adding a term,
∑
k Pk[ξ−1nk+ξ(1−nk)] to Heff1D , and subsequently
subtracting it, we arrive at,
Heff1D = E0(ξ) +HR-Kξ +H
′(ξ),
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Figure 2.8: The ξ-manifold as introduced in Eq. (2.42) is plotted in the ω, δ-plane
defined in the content. The red dot marks the location at where ξ = 1. As ξ
approaches infinity, the curve lies exactly on the δ-axis at δ = −3.
where,
E0(ξ) = −ΩLξ;
HR-K(ξ) = Ω
L∑
k
h†khk,
with hk = (ξ
−1 + ξ)−1/2Pk−1Pk+1[σxk + ξ
−1nk + ξ(1− nk)];
H ′(ξ) =
L∑
k
[∆ + Ω(3ξ − ξ−1) + (2−6V − Ωξ)nk+2]nk
+V
∑
m>k+2
nknm
|k −m|6
−Ω(ξ − ξ−1)
∑
k
nknk+1(2− nk+2). (2.41)
To proceed, we will now minimise H ′(ξ) such that Eo(ξ) will effectively act as
the approximate ground state energy of Heff1D and the ground state of HR-K(ξ)
will act as an approximate ground state to the exact ground state of Heff1D . To
minimise H ′(ξ), we firstly introduce the following relations between the laser pa-
rameters, V , and ξ,
(i) ∆ = −Ω(3ξ − ξ−1); (ii) V = 26Ωξ. (2.42)
By substituting these relations into H ′(ξ), one immediately sees that the first line
in H ′(ξ) vanishes exactly. These parameters relation defines a manifold in which
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H ′(ξ) is minimal and hence HR-K is closest to Heff1D . We will refer Eqs. (2.42) as a
ξ-manifold since it relates all parameters to ξ, a parameter in which the meaning
of it becomes clearer and important later when constructing the ground state of
HR-K(ξ). Solving Eq. (i) above for ξ, we arrive at
ξ =
1
6
−∆
Ω
+
√(
∆
Ω
)2
+ 12
 , (2.43)
which relates the free parameter ξ to experimentally accessible laser parameters
Ω and ∆ and allows an analytical expression for the approximate ground state
energy, E0(ξ). This ξ-manifold is also illustrated in Fig. 2.8 (black) in a (ω, δ)
- plane, where ω = 26Ω/V and δ = 26∆/V . Away from the ξ-manifold, i.e.
where the combination of the laser parameters, {Ω,∆} does not fulfil Eq. (2.43),
the first line of H ′(ξ) will no longer be zero. For parameters combinations that
are sufficiently close to the ξ-manifold, the contribution of H ′(ξ) to Heff1D can be
studied perturbatively. Far away from this manifold, (c.f. Chapter 4), techniques
such as variational approach can be adopted.
The second line in H ′(ξ) accounts for interactions at separation larger than two
lattice sites, thus has very small contributions due to the quickly decaying van der
Waals interaction. We can thus neglect these long range tails in the interaction
terms. The last term is exactly zero when ξ = 1. Away from this condition, the
last term in H ′(ξ) can still be neglected in the physical subspace since nknk+1
accounts for simultaneous excitation of neighbouring atom which are excluded in
this particular subspace of the Hilbert space. Therefore, one can safely neglect
H ′(ξ) within the ξ-manifold, and hence, allowing us to approximate the exact
ground state of the Rydberg Hamiltonian by the ground state, |ξ〉 of HR-K(ξ).
Let us now concentrate on HR-K(ξ) and its analytical ground state which ac-
cording to Eq. (2.39), can be constructed as [31, 38],
|ξ〉 = 1√
Zξ
L∏
k
(
1− ξσ+k Pk
) |↓↓ · · · ↓〉 . (2.44)
Comparing it with Eq. (2.39), one immediately sees that the ground state now
only depends on a global parameter, ξ. Expanding the product, we illustrate |ξ〉
graphically in Fig. 2.9 where one sees that the ground state is simply a superpo-
sition of all possible configurations of arrangement of Rydberg atoms under the
restriction of nearest neighbour exclusion. Here, each allowed configuration is asso-
ciated with a probability amplitude of (−ξ)n with n being the number of Rydberg
atoms in the lattice, or equivalently, the number of up-spins in the spin configu-
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Figure 2.9: A graphical illustration of the ground state of HR-K(ξ), |ξ〉. Here, each
grey dot represents a lattice site occupied by a ground state atom (down-spin) and
a blue dot represents a lattice site occupied by a Rydberg atom (up-spin). Each
configuration is associated with a probability amplitude given by (−ξ).
ration. Therefore, the likelihood of Rydberg excitation is controlled by the choice
of ξ. Referring to Fig. 2.9 together with Fig. 2.8, for instance, in the limiting case
where ξ → 0, the only surviving state is the all spin-down state (spin vacuum),
and hence no Rydberg excitation; for ξ  1 on the other hand, |ξ〉 is dominated
mainly by states with high number of Rydberg excitations, and in the limiting
case, where ξ →∞, the ground state can be approximated by a superposition of
two anti-ferromagnetic spin states as |ξ〉 |ξ→∞ ≈ 1√2(|↑↓↑↓↑↓ · · ·〉 + |↓↑↓↑↓↑ · · ·〉).
Hence, one expects an expectation value of the fractional density of Rydberg atoms
defined as,
〈n〉 = 1
L
L∑
k
nk, (2.45)
to be approximately 0.5 due to nearest neighbour blockade. 2c At the end of
the previous section, we briefly brought up the idea of mapping the Rydberg
lattice gas to a hard-object model. With the aid of Fig. 2.9, let us now discuss
this mapping in detail for the one-dimensional Rydberg lattice gas. Firstly, for
all possible Rydberg arrangements on the lattice, due to the nearest neighbour
blockade, each Rydberg atom is always accompanied by a ground state atom on
each of its sides. This allows us to effectively treat each Rydberg atom as a hard-
dimer with a length of 2a and with the centre located on the lattice site. Then,
one immediately notices that the partition function is equivalent to the counting
of all possible hard-dimers arrangement on a one-dimensional lattice with each
hard-dimer weighted by a fugacity factor given by ξ2. In the following sections,
starting with a brief review of statistical physics on partition functions, we will
demonstrate how this partition function can by analytically obtained by using the
so-called transfer matrix method by following Ref. [87].
2.3.1 Brief Review of Statistical Physics
In this section, we will briefly introduce the formalisation of partition functions.
The canonical partition function of a classical system of fixed volume and number
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of particles in the content of statistical physics is defined as,
Z =
∑
c
e−βEc , (2.46)
where β = 1/(kbT ) is the inverse temperature with kb being the Boltzmann con-
stant and T being the temperature of the system, and Ec is the energy of the
system in the microstate denoted by c.
With known knowledge of the partition function, it is then possible to obtain
expectation value of thermodynamic quantities such as energy, Ec, by,
〈Ec〉 =
∑
cEce
−βEc
Z
(2.47)
As one notices so far, the partition function that describes a thermal system is
a function of temperature. However, temperature is irrelevant in the calculation
performed in the rest of thesis as we will use partition function in a more gener-
alised manner where β is parameter such that e−βHc is interpreted as the likelihood
that a configuration indexed by c with energy functional Hc would occur in the
system. And we will set β = 1 for the sake of simplicity such that the probability
of the occurrence of the configuration is only dependent on their energies. And
we shall no longer include it in the calculation in partition function so that,
Z =
∑
{c}
e−Hc , (2.48)
with Hc being unitless. Another important quantity we will frequently refer to
is the fugacity, ξ. Fugacity, in a general content is often defined as an effective
pressure that is proportional to the mechanical pressure of the system. It is related
to the chemical potential by eβµ where µ is the chemical potential. The particular
definition of the fugacity used in this thesis will be given later.
2.3.2 Partition Function of the Hard-dimers Lattice Gas
Adopting the previous mapping from the partition function Zξ of the wavefunction
|ξ〉 onto the hard-dimer gas, let us now introduce a hard-dimer gas on a one-
dimensional lattice with periodic boundary conditions. The Hamiltonian of such
a hard-dimer gas can be constructed as follows,
Hh-d = V
L∑
k
nknk+1 − 2 ln(ξ)
L∑
k
nk. (2.49)
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In the hard-dimer regime, we have V → ∞, where simultaneous occupation of
particles on adjacent lattices sites k and k+1 is restricted. Moreover, the effective
chemical potential −2 ln(ξ), as we will show later, will yield the fugacity term ξ(2n)
for n hard-dimers present in a configuration. With this Hamiltonian, the partition
function is calculated by,
Z =
∑
{nk}
e−(V
∑L
k nknk+1−2 ln(ξ)
∑L
k nk), (2.50)
with the summation
∑
{nk} ≡
∑
n1
∑
n2
· · ·∑nL and assuming that the system
obeys periodic boundary condition i.e., nL+1 = n1. Before carrying out any further
calculation, let us take a closer look at the associated weights of the hard-dimers
in the limit of V → ∞. In particular, an excitation (hard-dimer) is weighted by
the term e2 ln(ξ) = ξ2. For n hard-dimers present in the configuration, we have a
weight of ξ2n.
To carry on with the calculation of the partition function, we now expand the
sums in the exponentials which allows us to rewrite Z as,
Z =
∑
n1
∑
n2
...
∑
nL
[e−V n1n2+ln(ξ)(n1+n2)][e−V n2n3+ln(ξ)(n2+n3)]...[e−V nLn1+ln(ξ)(nL+n1)].
(2.51)
We then construct the transfer matrix by considering possible values of each of the
exponential terms as the matrix elements of a transfer matrix. Mathematically,
we have
Tn1n2 = e
−V n1n2+ln(ξ)(n1+n2), (2.52)
with n1 and n2 being the labels of the matrix elements, where nk takes the value
of either 0 for unoccupied lattice site k (down-spin), or 1 for an occupied lattice
site k (up-spin). In matrix representation, we have,
T =
(
T11 T10
T01 T00
)
=
(
e2 ln(ξ)−V eln(ξ)
eln(ξ) 1
)
V→∞
=
(
0 ξ
ξ 1
)
, (2.53)
where in the last step we have applied the hard-dimer regime where V → ∞.
Then, each of the exponential terms in the partition function can be expressed in
terms of the above transfer matrix with unique labels, and the partition function
becomes the sums over a product of L matrices. According to the rule of matrix
multiplication, where the matrix element Aij of the matrix A = B ·C is given by
Aij =
∑
k BikCkj, we see that the sum series in the partition function,
∑
n2
...
∑
nL
is equivalent to a matrix multiplication. This allows us to simplify the partition
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function as,
Z =
∑
n1
(TL)n1n1 . (2.54)
Then, by the definition of a trace where TrA =
∑
iAii, one observes that the
partition function is nothing but the trace of the matrix T to the power of L, i.e.
Z = Tr(TL). (2.55)
However, it is rather problematic to perform the matrix power TL as the matrix
contains non-zero off-diagonal elements. Since the trace is basis-independent, this
problem can be resolved by an unitary transformation, S, that diagonalises the
matrix, i.e. T′ = S−1TS =
(
λ1 0
0 λ2
)
, where S contains the eigenvectors of T
with corresponding eigenvalues λ1 and λ2. Then, the partition function can be
simplified as
Z = Tr[(T′)L] = λL1 + λ
L
2 , (2.56)
with the two eigenvalues,
λ1 =
1
2
(1−
√
1 + 4ξ2); λ2 =
1
2
(1 +
√
1 + 4ξ2). (2.57)
In the large system limit where L  1, the contribution of λ1 to the partition
function can be neglected since λL2  λL1 , and hence,
Zξ =
[
1
2
+
√
1 + 4ξ2
2
]L
. (2.58)
Neglecting λ1 allows a neater mathematical form of the partition function as well
as the fractional density that will be calculated in the proceeding section. How-
ever, we emphasise here that neglecting λ1 is not a necessity in the analytical
calculations performed in the rest of the thesis. In fact, for finite lattice size, par-
ticularly for small lattice size where numerical simulation is feasible, one observes
that the contribution of λ1 is no longer negligible. Therefore, one has to take the
contribution of λL1 into consideration, and the effect of such term will be further
discussed in Chapter 3 when studying the inhomogeneous Rydberg lattice gas.
2.3.3 Application of the Partition Function
In this section, we demonstrate a few quantities which can be calculated now
by using the previously obtained partition function, Zξ and the transfer matrix
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method. Let’s start with calculating the fractional density as defined previously,
〈N〉
L
=
∑L
k 〈ξ|nk|ξ〉
L
= 〈ξ|nk|ξ〉 ≡ 〈nk〉. (2.59)
The idea is to follow the standard partition function formalism to calculate expec-
tation values of classical observables. For instance, to calculate 〈Oˆ〉 with Oˆ being
arbitrary operator, we have 〈Oˆ〉 = ∑s Oˆe−H(s)/Z. Hence, to obtain 〈nk〉, we have,
〈nk〉 = 1
Zξ
∑
n1
∑
n2
...
∑
nL
nke
−(V ∑Lk nknk+1−2 ln(ξ)∑Lk nk). (2.60)
Noticing that the part e−(V
∑L
k nknk+1−2 ln(ξ)
∑L
k nk) can be expressed in terms of the
transfer matrix as described in previous section, we can simplify the expectation
value as,
〈nk〉 = 1
Zξ
∑
n1
∑
n2
...
∑
nL
[Tn1n2Tn2n3 ...Tnk−1nknkTnknk+1 ...TnLn1 ], (2.61)
with nk =
(
1 0
0 0
)
. The sums again, are equivalent to a trace, which allow us
to write
〈nk〉 = Tr[Tn1n2Tn2n3 ...Tnk−1nknkTnknk+1 ...TnLn1 ], (2.62)
and further using the cyclic property of the trace, we have,
〈nk〉 = Tr(nkTL), (2.63)
with T being the transfer matrix obtained in the previous section. Using the
diagonalised transfer matrix where T′ = S−1TS, 〈nk〉 becomes,
〈nk〉 = 1
Zξ
Tr[S−1nkS(S−1TS)L] =
Tr[S−1nkST′
L]
Tr[T′L]
, (2.64)
with the partition function, Zξ also expressed in terms of the transfer matrix
according to result in previous section. One finds that in the limit of L approaches
infinity,
〈nk〉 = 1
2
− 1
2
√
1 + 4ξ2
. (2.65)
Using similar ideas, we can also construct density-density correlation, 〈nknm〉.
In this case, the operator of interest will be nknm, and the expectation value can
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be obtained as,
〈nknm〉 = 1
Zξ
∑
n1
∑
n2
...
∑
nL
[Tn1n2Tn2n3 ...Tnk−1nknkTnknk+1
...Tnm−1nmnmTnmnm+1 ...TnLn1 ]. (2.66)
Following the identical procedure by turning the series of summations into matrix
representation where the sum becomes the trace of the diagonalised matrix, we
have the following formalisation,
〈nknm〉 = Tr[S
−1nkS(T′)mS−1nmS(T′)L−m]
TrT′L
, (2.67)
with the partition function also expressed in terms of the transfer matrix, the
expression yields the following result:
〈nknm〉 =
1−√1 + 4ξ2 + 2ξ2(1 + −1−2ξ2+√1+4ξ2
2ξ2
)m−k+1
2 + 8ξ2
. (2.68)
The transfer matrix method also allows one to obtain expectation values of higher
moments.
2.3.4 Exact Numerical Calculation of |G〉 in One-dimension
In this section, we will briefly explain how numerical calculation of the ground
state, |G〉 of the Rydberg lattice Hamiltonian, HRyd is performed. The idea is to
write the Hamiltonian in a matrix representation and then solve the matrix for its
eigenvalues and eigenvectors. The ground state is the eigenvector that corresponds
to the lowest eigenvalue. The matrix size will be 2L-by-2L for L atoms.
To construct the matrix, we will first write the operators in Hamiltonian HRyd
in matrix forms, where
nk =
(
1 0
0 0
)
; σxk =
(
0 1
1 0
)
. (2.69)
Then, the summations in HRyd can be expanded using Kronecker product. Using
two atoms as an example, the first term in HRyd reads,
2∑
k
Ωkσ
x
k = Ω1σ
x
1 ⊗ 12 + Ω211 ⊗ σx2 , (2.70)
where 1 is an identity matrix, and in the homogeneous Rydberg lattice case consid-
ered in the previous sections, Ω1 = Ω2. The other terms in HRyd can be expanded
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Figure 2.10: Fractional Rydberg density as a function of ξ in the ξ-manifold for a
lattice size L = 12. The analytical result obtained in Eq. (2.65) is plotted black,
and the numerical result obtained by diagonalising HRyd is depicted in dash red.
in a similar way. For L atoms, we have, with the first summation as an example,
L∑
k
Ωkσ
x
k = Ω1σ
x
1 ⊗ 12 ⊗ · · · ⊗ 1L + Ω211 ⊗ σx2 ⊗ · · · ⊗ 1L + · · ·
+ΩL11 ⊗ 12 ⊗ · · · ⊗ σxL. (2.71)
This method is very straight forward, but lacks of computational convenience as
it takes significant amount of computational time due to the amount of loops
required to carry out these summations and the fact that the matrix changes its
size each time a Kronecker product is performed. An alternative numerical method
is to use a convenient basis and write the Hamiltonian in this basis. For instance,
one can use the spin product basis, where each Rydberg arrangement in the lattice
corresponds to a particular spin product state. This further allows one to utilise
certain symmetries in the system to write the matrix in a block diagonal form [88].
As a result, one can diagonalise each block at a time instead of diagonalising the
entire matrix to reduce computational effort. This idea of block diagonalisation is
further explained in Chapter 5.
To demonstrate the numerical results and compare them with the approximate
analytical results obtained in previous sections, for a lattice size, L = 12, we plot
Rydberg fractional density in Fig. 2.10 as a function of the fugacity, ξ in the ξ-
manifold. The analytical result given in Eq. (2.65) is plotted in black and the
exact numerical result obtained by diagonalising HRyd is plotted in dash red. The
exceptionally good agreement at small fugacity shows that the validity of the
analytical treatment provided. The small discrepancy at larger ξ can be explained
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by finite size effects. For larger system size and further comparison between the
numerics and the analytical results, please refer to Ref. [31].
2.4 Conclusion
In this chapter, we started with reviewing some of the essential properties of
Rydberg atoms in relevant to this thesis. Then, with these properties in mind, we
introduced the systems, the strongly interacting Rydberg lattice gases, that have
been studied in this thesis. To show how one can both approximately analytically
and numerically investigate the ground state properties of the Hamiltonian, HRyd
that describes the Rydberg lattice gas, we used a one-dimensional homogeneous
Rydberg lattice gas as an example to provide the general methodology which
will be used in later chapters. The methods presented in this chapter were also
discussed in Ref. [31], and we refer the readers to this work for further details on
the phase diagram and Ref. [38] for the analytical construction of the first excited
state of the homogeneous Rydberg lattice gas.
One of the key steps in the approximate analytical treatment of the Rydberg
lattice gas is the use of the Hamiltonian that has the Rokhsar-Kivelson form in
which the ground state can be constructed analytically. By mapping the Hamil-
tonian of the Rydberg lattice gas onto the Hamiltonian of the Rokhsar-Kivelson
form, and by introducing a ξ-manifold, we are able to use the ground state of
HR-K to approximate the exact ground state of HRyd. There are a few limitations
in the utilisation of HR-K. Firstly, the ground state |{ξk}〉 of this Hamiltonian is
only closest to the true ground state of HRyd in the ξ-manifold. Away from this
manifold, the approximation is expected to work less well. As shown in Chapter
4 later, other techniques such as variational approach are necessary to study the
ground state of HRyd beyond the manifold. Another limitation is to do with the
analytical calculation of the normalisation constant Zξ in the ground state |ξ〉. As
we have demonstrated in Sec. (2.3.2), Zξ is equivalent to the partition function of
the hard-dimers lattice gas and can be analytically obtained by using a transfer
matrix method. One essential approximation in deriving Zξ in Eq. (2.58) is that
L 1, i.e. very large system size. This large system limit suggests that Eq. (2.58)
is less accurate when considering small systems since the contribution of λ1 in
Eq. (2.56) is no longer negligible. This problem arrises later in the study of an
inhomogenous Rydberg lattice gas in Sec. 3.3.1. Last, when we consider a Ryd-
berg lattice gas in two-dimensions later on in Sec. 4.4, the analytical calculation
of the normalisation constant in the ground state of HR-K is no longer possible
and the system size is limited by the corresponding numerical technique adopted.
Though having these limitations, the Rokhsar-Kivelson description is still powerful
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in studying the Rydberg lattice gases as we will continuously demonstrate.
In potential experimental realisation of the Rydberg lattice gas, there are a
few practical imperfections which require consideration. Laser fields in the ex-
periment are in real life never homogeneous. Therefore, the intensity of the laser
fields will have spatial variations. These variations then induce fluctuations in
the laser parameters, {Ω,∆}, that are used in describing the Rydberg lattice gas.
Therefore, strictly speaking, the ξ-manifold is almost never fulfilled due to these
fluctuations. However, provided that these fluctuations is small enough, the ap-
proximated mapping from the Hamiltonian that describes the Rydberg lattice gas
to the Hamiltonian of the R-K type is still considered to be valid. Moreover, this
mapping should enable perturbative studies of the Rydberg lattice gas not far
away from the ξ-manifold. More on this randomness in the laser parameters will
be discussed toward the end of the next chapter.
In discussing the radiative lifetime of Rydberg atoms in Sec. 2.1.3, a significant
contribution to the actual lifetime has not been discussed. This contribution comes
from the black-body radiation, and has significant impact on Rydberg atoms in
current ultra-cold atomic experiments that are operated under room-temperature
conditions [19]. The black-body radiation induces transitions from the populated
Rydberg state to nearby states due to small energy differences and the large tran-
sition dipole moment between the populated Rydberg state and nearby states[89].
On the one hand, this effect will lead to a much more complicated level structure
of the Rydberg atom. On the other hand, with increasing principle quantum num-
ber, ν, the blackbody radiation that reduces the lifetime of the excited electron
generally becomes more and more significant [90]. The decrease in the lifetime of a
Rydberg atom can reach 40% at room-temperature as claimed in Ref. [91]. With
this reduction in the lifetime, however, the actual lifetime of an atom in a highly
excited electronic state is still on the order of tens of microseconds [92]. In com-
parison to the excitation dynamic timescale, i.e. Rabi-oscillation of the atom from
its ground state to Rydberg state, which is a few microseconds in typical ultra-cold
atomic experiments [93, 94], the lifetime of Rydberg atoms is sufficiently long for
potential experimental realisation of the Rydberg lattice gas even with the consid-
eration of black-body radiation. Therefore, it is safe to neglect the contribution of
the black-body radiation to the systems of interest, which eventually ensures the
validity of the two-level approximation of the atoms by avoiding the complicated
decay channels induced by the black-body radiation.
In the next Chapter, we will begin to investigate the system with more com-
plexity emerging through the introduction of inhomogeneities into the system. As
one will see, the method described in this chapter is also applicable to inhomo-
geneous Rydberg lattice gas and permits an approximate analytical treatment.
57
Moreover, the inhomogeneities will lead to interesting physics such as symmetry
breaking and transition behaviours.
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Chapter 3
The Ground State of
Inhomogeneous One-dimensional
Rydberg Lattice Gas
In the previous chapter, we demonstrated the capability of using a frustration-
free Hamiltonian to obtain approximate ground states of the Rydberg lattice
gases. By following Ref. [31] and reviewing the homogeneous one-dimensional
Rydberg lattice gas, it was clear from the results that this approximate analyti-
cal solution obtained from the introduced quantum hard-object model based on
the frustration-free Hamiltonian very successfully described the actual Rydberg
lattice gas, particularly in the ξ-manifold. However, what remains unclear was
whether the frustration free-Hamiltonian is still applicable to a more general sit-
uation where the Rydberg lattice gas takes the generic form given in Eq. (2.33)
in which parameters can vary site-to-site. Intrigued by this unanswered question,
we will investigate deliberately designed inhomogeneous Rydberg lattice gases in
a one-dimensional setup in this chapter [36]. Surprisingly, as one shall see later,
despite the presence of arbitrary choices of inhomogeneities, the construction of a
generic frustration-free Hamiltonian permits the approximate analytical study of
the ground state properties of these inhomogeneous system.
3.1 Introduction
The study of inhomogeneities in many-body physics has been always an active
and flourishing field of research for many reasons. For instance, the presence of
inhomogeneities in a many-body system, for example, can smear out characteris-
tic sharp features of phase transitions and (de-)enhance correlations in the ground
state[95, 96]. Many-body systems subject to external fields that are inhomoge-
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neous have been extensively studied in the past [95, 96, 97, 98, 99, 100, 101, 102].
To understand the effects of these type of inhomogeneities, both analytical and
numerical approach have been developed to theoretically investigate inhomoge-
neous many-body systems such as the Ising model with random exchange energies
[96, 97]. Recently, with the tremendous boost in ultra-cold experiments, simula-
tions of many-body systems, such as the Bose-Hubbard model with inhomogeneous
external fields became feasible experimentally [103]. One of the very recent break-
through experiments with Rydberg atoms, as beautifully reported in Ref. [94],
has shown that single site addressing of atoms is achievable. The experiment on
one hand permits direct visualisation of correlations of Rydberg atoms while on
the other hand, provides precise control on the external fields experienced by indi-
vidual atom in the optical lattice. Hence, it enables the possibility to deliberately
implement inhomogeneous laser fields to the Rydberg lattice gases proposed in
the previous chapter.
Despite its fundamental interest and experimental realizability discussed so far,
inhomogeneities are also very important due to its unavoidable presence in natural
physical systems. Examples include the presence of impurities and disorder. For
instance, spatial variations in the external fields (lasers) used in ultra-cold exper-
iments are intrinsic properties of the experimental setup. Therefore, considering
only the homogeneous situation theoretically does not provide a complete picture
of a system that will be observed in an experiment, and our understandings of
the effects of these inhomogeneities are of immediate importance and relevance
to on-going researches. Motivated by these reasons, we therefore decided to go
beyond the homogeneous Rydberg lattice gases and investigate the effects of in-
homogeneities. The inhomogeneities we are mainly interested in are induced by
the variation of the laser fields that couple the ground state atoms to the Ryd-
berg state and controlled by the laser parameters, i.e. the Rabi-frequency and the
detuning. The details of how exactly they can be varied will be discussed in later
sections.
The chapter is organised as follows. We start by considering the generic Ryd-
berg lattice gases in one-dimension and show that approximated analytical solu-
tions exist despite the choices of inhomogeneous laser fields. Then, in Sec. 3.3, we
consider one of the simplest inhomogeneities that can be included into the lattice
gas, which is a single impurity. The effect of the local perturbation on the impu-
rity site is analysed in terms of the correlations between Rydberg atoms. We show
that the impurity can lead to a breaking of the ground state symmetry. Motivated
by this result, we introduce staggered laser fields where the atoms are radiated
by two alternating lasers into the system and the results are studied in detail in
Sec. 3.3.1. With the system in the staggered laser field, we demonstrate that the
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Figure 3.1: Schematics of the one-dimensional lattice with spacing, a. Each site
contains a single atom whose ground state |↓〉k is coupled to a Rydberg νs-state
|↑〉k via a laser parameterised by a site-dependent Rabi-frequency Ωk and detuning
∆k. (a) Rydberg lattice gas with a single impurity present on the j-th site. The
impurity atom is irradiated by a laser (orange) of different parameters (Ωimp,∆imp)
compare to the rest of the system (blue, and parameterised by Ωsys,∆sys). (b)
Alternating lasers are introduced to investigate the breaking of the sublattice
symmetry. On odd (even) lattice sites, a laser parameterised by Ωodd (Ωeven) and
∆odd (∆even) is used to excite atoms to Rydberg states.
system exhibits transition behaviour at a particular point in the parameter space
when long range tails of the van der Waals interaction are considered. As shown
in the subsequent sections, in order to gain insight in how long range tails induce
the observed transition behaviour, we derive an effective Hamiltonian, known as
the spin-1/2 Heisenberg XXZ model in an external magnetic field, to describe the
system near the critical point. A conclusion of the results and possible future
directions of research are given towards the end of the chapter.
3.2 The Inhomogeneous Rydberg Lattice Gases
in One-dimension
3.2.1 The System
The inhomogeneous Rydberg lattice gases in one-dimension can be pictured with
the aid of the ring lattice illustrated in Fig. 2.7 in the previous Chapter. The
modifications here are the lasers irradiated on the atoms which now can vary site-
to-site. Since in later sections, two specific choices of these lasers will be studied,
we illustrate these two situations schematically in Fig. 3.1 to help visualising how
inhomogeneities are introduced. In Fig. 3.1(a), we illustrate the single impurity
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which will be discussed in Sec. 3.3, where the impurity is introduced on the j-th
lattice site with a laser (orange) that is in general different from the rest of the
system (blue). Similarly, in 3.1(b), we demonstrate the system with staggered
laser field as introduced in Sec. 3.3.1. The lasers radiating on the odd lattice
sites (orange) is in general different from the lasers radiating on the even lattice
sites (blue). In general, to conveniently denote these inhomogeneous systems,
we introduce site-dependent Rabi-frequency, Ωk and Detuning, ∆k to couple the
ground state and the Rydberg state of the atom on the k-th lattice site. Though,
the two cases are illustrated with a chain of atoms, we still consider periodic
boundary condition for convenience.
3.2.2 The Hamiltonian and the Approximate Ground State
According to Hamiltonian (2.33), the Hamiltonian of the generic inhomogeneous
Rydberg lattice gases in one-dimension is given by
HRyd =
L∑
k
Ωkσ
x
k +
L∑
k
∆knk +
1
2
L∑
k,m
V|k−m|nknm, (3.1)
where parameters have their usual meanings. It is worth to note that though Rabi-
frequency and detuning now becomes site-dependent, we still fix the Rydberg-
Rydberg interaction strength at nearest neighbour distance to be constant, i.e
V = C6/a
6 is fixed. By following the strategy provided in Chapter 2.2.1, we
introduce a frustration-free Hamiltonian of the R-K type that reads,
HR-K =
L∑
k
Ωkh
†
khk, (3.2)
with
hk = (ξ
−1
k + ξk)
−1/2Pk[σxk + ξ−1k nk + ξk(1− nk)], (3.3)
such that h†khk = hk. In brief, as previously discussed in Sec. 2.2.1, and further
illustrated in Chapter 2.3 with the example of a homogeneous one-dimensional Ry-
dberg lattice gas, the system Hamiltonian HRyd, in principle, can be approximated
by HR-K, hence allowing us to use the ground state of HR-K as an approximate
ground state of the system. HR-K has a ground state that can be constructed
based on Eq. (2.39) in one-dimension as,
|{ξk}〉 = 1√
Z{ξk}
L∏
k
(
1− ξkσ+k Pk
) |↓↓ · · · ↓〉 . (3.4)
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Figure 3.2: Pictorial representation of the ground state given by Eq. (3.4). The
state |{ξk}〉 is a superposition of all possible arrangement of Rydberg atoms with
the nearest-neighbour blockade constraint. Each arrangement has a weight which
is determined by the number of Rydberg atoms and the position of them. The
normalisation constant is given by Z{ξk} which can be determined by transfer
matrix method in principle.
One can show that |{ξk}〉 best describes the actual ground state of HRyd within
the ξk-manifold defined as,
(i)∆k = −Ωk(3ξk − ξ−1k ); (ii)V = 26Ωkξk, (3.5)
where one notices that instead of fulfilling global conditions as it was the case in
the homogeneous situation as shown in Eq. (2.42), the laser parameters have to
be fulfilled locally and for every atom.
The ground state, |{ξk}〉, unlike in the homogeneous situation where the ground
state is only dependent on a single and global parameter, the ground state |{ξk}〉
depends on a set of fugacity parameters {ξk}. To illustrate this, we use a pic-
torial representation for the ground state in Fig. 3.2. Here, the ground state is
a superposition of all possible arrangement of Rydberg atoms compatible with
nearest-neighbour blockade mechanism, i.e. no adjacent Rydberg atoms allowed
in an arrangement. The probability amplitude associated with each arrangement
is simply given by a product of fugacity parameters depending on how many Ry-
dberg atoms are present in the arrangement and where they are. For instance, if
a configuration has two Rydberg atoms on the 1st and 3rd lattice site (top right
configuration), the corresponding weight is given by ξ1ξ3.
Comparing with the homogeneous situation where one has the control of only
one free fugacity parameter, and changing the value of ξ results in changes of the
weights of all spin configuration, now in the inhomogeneous case, one has more
degrees of control to enhance (suppress) the probability amplitude of a particular
or a set of configurations by altering fugacity parameters locally. More impor-
tantly, from Fig. 3.2, we notice that instead of writing down the full ground state
at chosen set of ξk, one only needs to obtain the ξk-dependent normalisation con-
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stant similar to the homogeneous Rydberg lattice gas. This is because all the
information on the ground state is again encoded in this normalisation constant.
Unsurprisingly, the variation of ξk from site to site leads to an increase in the com-
plexity in calculating the normalisation constant Z{ξk}. Z{ξk} now corresponds to a
partition function of a hard-dimer gas with each hard-dimer has a site-dependent
fugacity, ξk, i.e.,
H ′h-d = V
L∑
k
nknk+1 − 2
L∑
k
ln(ξk)nk. (3.6)
By following the transfer matrix method given previously, one finds that the parti-
tion function no longer depends on a single transfer matrix, Tninj , but L-different
transfer matrices which depends on the local fugacity, ξk. This dramatically
increases the complexity in the analytical calculation of the partition function.
Nonetheless, the calculation is still feasible analytically if one only considers very
few independent fugacity parameters. For example, in the following sections where
we will study the effect of an impurity and staggered laser fields, one sees that in
both situations, only two independent fugacity parameters are necessary.
3.3 An Impurity in the Lattice
Having the analytical ground state of the inhomogeneous system and the knowl-
edge on how to use transfer matrix method to obtain thermodynamic quantities
with arbitrary inhomogeneities, we will now investigate the effect of an impurity
in the Rydberg lattice gas. This is done by preparing a system with all atoms
but the j-th irradiated by the same system laser field parameterised by Ωsys and
∆sys with the corresponding fugacity parameter ξsys, satisfying the ξk-manifold
given in Eq. (2.42). The impurity is then introduced on the j-th lattice site by
applying a laser field characterised by Ωimp and ∆imp which are in general different
from the system laser field. The corresponding fugacity is then ξimp, which in an
experimental setting can be achieved by single site addressing as experimentally
demonstrated in Ref. [94]. A schematic of the system in the presence of an im-
purity is illustrated in Fig. 3.1(a). Although the diagram shows a linear chain of
atoms, we apply periodic boundary conditions as usual. As a result, the choice of
j does not qualitatively alter the results. Thus, we will conveniently choose the
middle site in the lattice as the impurity site.
To see the effect of the impurity, in the following calculation, we fix the im-
purity fugacity parameter to be ξimp = 5. The spatial density distribution across
the lattice is then calculated with varying the system fugacity (vertical axis) as
demonstrated in Fig. 3.3. Initially for very small ξsys, a peak of high density is
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Figure 3.3: Rydberg density for a lattice with 41 sites and an impurity placed
at site j = 21. The fugacity parameter of the impurity is given by ξimp = 5
(black dash) and the fugacity parameter of the remaining spins ξsys is varied from
0 to 10. With increasing ξsys the system’s correlation length lc (plotted at the cyan
diagonal lines) increases. The many-body state of the system atoms becomes more
strongly correlated and the presence of the impurity affects the state of more and
more distant atoms. Note that for ξsys = ξimp the density is homogeneous in space
due to the translational symmetry of the system.
visible at the site of the impurity. Referring to the ground state given in Eq. (3.4),
the excitation probability at site j is enhanced due to the fact that ξimp  ξsys. As
one increases ξsys, a density oscillation pattern emerges around the impurity site,
and this pattern becomes more profound as ξsys keeps increasing. The oscillation
is due to the nearest neighbour blockade mechanism so that Rydberg atom can
only present on every second site around the impurity site. This pattern indicates
the onset of stronger and stronger correlations in the ground state. As calculated
in Ref. [31], the correlation length of the system spins is given by lc = ξsys for a
homogeneous system. This length is plotted as the cyan diagonal lines in the figure
showing that the impurity indeed determines the state of the system atoms located
within a distance lc. Keeping increasing ξsys until ξsys ∼ ξimp, one observes that the
density modulations disappear. This is because the system becomes homogeneous
as ξsys = ξimp, and is now translationally invariant. Since at ξsys = 5 is sufficiently
large for the system favouring a high Rydberg density, the ground state according
to Eq. (3.4), can be approximated by a superposition of two anti-ferromagnetic
state as |G〉 ≈ 1√
2
(|↑↓↑↓ · · ·〉+ |↓↑↓↑ · · ·〉). If the impurity was absent, and the fu-
gacity parameter ξsys is increased towards infinity - a limit which is achieved when
Ωsys approaches zero - the ground state (2.44) of the homogeneous system, i.e. is
indeed a superposition of the two anti-ferromagnetic states as discussed previously
in Sec. 2.3. With the impurity, when ξsys > ξimp, the ground state, as seen in Fig.
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3.3, appears to be one of the anti-ferromagnetic states with a down-spin at the
impurity site. One can also prove this by expanding Eq. (3.4). Therefore, we see
that the presence of an impurity reduces the symmetry of the system by breaking
the sublattice symmetry of the system when ξsys > ξimp.
From the above results, we see that in the vicinity of ξsys = ξimp, interesting
physics such as symmetry breaking can occur. However, based on the calculation
so far, whether the qualitative change in the spatial density distribution indicates
transition behaviour remains unclear. Thus, in order to gain better understanding
of the system, we will enhance the inhomogeneity by introducing a staggered laser
fields that vary from odd sites to even sites. Experimentally, this is equivalent to
having one laser, parameterised by ξodd, irradiate on the odd sites while having,
in general, a different laser, parameterised by ξeven, irradiate on the even sites.
The staggered laser fields, in comparison to a single impurity, shall further reduce
the symmetry of the system. Our hope is that this deliberately designed situation
shall enhance, if it exists, the transition observed near the parameter regime where
the two laser fields merge to a single one, i.e. ξodd ≈ ξeven .
3.3.1 Identification of a Critical Point
Carrying on with the idea of introducing staggered laser fields to the system, in
this section, we will demonstrate that a critical point has been identified from
numerical simulation. The system, with the staggered laser field, is depicted in
Fig. 3.1(b). Here, to make it clear, the sublattice fugacity parameter ξodd (ξeven), is
related to the laser parameters, {Ωodd,∆odd} ({Ωeven,∆even}) through Eqs. (3.5).
For the upcoming analysis, it is convenient to define the difference ξd = ξodd−ξeven
and the sum ξs = ξodd + ξeven of the two sublattice fugacity parameters.
To investigate the effect of the staggered laser fields, let us now specifically
study the expectation value of the Rydberg density on the odd sublattice |n〉odd =∑
k=odd nk/L. Using the ground state (3.4) and following the transfer matrix
method one finds,
|n〉odd =
1
2
[
1 +
ξd − ξ−1s√
(1 + ξ−2s )(1 + ξ
2
d)
]
. (3.7)
To verify the analytical results, we numerically diagonalise Hamiltonian (2.40)
to obtain the sublattice density, 〈n〉odd, and compare it to Eq. (3.7) with fixed ξs =
5 and ξs = 20. The numerical diagonalisation used here is very similar to the one
that we introduced in Sec. 5.6. In short, we write HRyd in a matrix representation
that is calculated from the sum of the tensor products in this Hamiltonian. e.g.∑2
k Ωkσ
x
k = Ω1σ
x
1 ⊗ 12 + Ω211 ⊗ σx2 . For the laser parameters, Ωk and ∆k, we
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Figure 3.4: We plot the analytical result obtained from Eq. (3.7) in black and
compare it to the numerically obtained 〈n〉odd from diagonalising Hamiltonian
(2.40) within the ξk-manifold given in Eq. (2.42), with ξs = 5 < L in (a) and with
ξs = 20 > L in (b). In (a), we see an excellent agreement and a clear convergence
of the numerical results toward the analytical one with increasing lattice size.
However, in (b), the results disagree due to the fact that the correlation length
given by ηc = ξs/2 is beyond the lattice size and a large ξs and relatively small
L leads to non-negligible contribution from the 2nd eigenvalues of the transfer
matrix [c.f. Sec. 2.3.2] for more details)
express them in terms of ξk in the ξk-manifold introduced in Eqs. (3.5). One can
then obtain classical observables such as 〈n〉odd with the numerical ground state
obtained from the diagonalisation.
The results are compared in Fig. 3.4. In (a), we see the analytical result is
in good agreement with the numerics. As one increases the lattice size in the
numerical calculation, a convergence of the results toward the analytical results
is also found. However, in plot (b) where ξs = 20 the numerics and analytic are
no longer in agreement. We notice that the major difference between the two
cases is the choice of ξs in respect with the value of the lattice size, L. With
further investigation of different combination of ξs and L, we find that as long as
ξs < L, the results are in good agreement. To physically explain this, one can
show that the correlation length ηc = ξs/2 at ξd = 0 meaning that for ξs > L,
the correlation length of the system is beyond the lattice size. Another reason
is due to the finite size where the approximation used in the transfer matrix
method is not well justified. For instance, as demonstrated in Sec. 2.3.2, when
calculating the partition function of the hard-dimer gases, one of the eigenvalues
in the transfer matrix has be neglected in the thermodynamic limit. Nonetheless,
for small system size and large ξs, one notices that the two eigenvalues are on the
same orders of magnitudes. Therefore, in the following calculations, we restrict
ourselves to relatively large L with ξs always smaller than L.
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Figure 3.5: (a) Mean density of the odd sublattice as a function of ξd. Here,
with ξs = 5, we have plotted the analytical result given in Eq. (3.7) in black and
the numerical result obtained from diagonalising Hamiltonian (3.1) in red (with
circles) with L = 14. The latter shows a significantly steeper switching of the
sublattice populations at ξd = 0. (b) Susceptibility χodd(ξs = 5, ξd) for different
lattice sizes: L = 10 (red circles), L = 12 (blue triangles), and L = 14 (black
squares). The data suggests a divergence of the susceptibility at ξd = 0 in the
limit of large lattice sizes L.
Having justified the analytical results obtained in Eq. (3.7), now let us discuss
the features in Fig. 3.4(a) in more details. For small ξ−1s Eq. (3.7) predicts a
transition between two states in which Rydberg atoms predominantly occupy the
odd/even sublattice which takes place when the difference between the sublattice
fugacity parameters vanishes ξd = 0 [see Fig. 3.5(a)]. This is expected since
for ξ−1s = 0 and ξd = 0 both |↑↓↑↓↑ ...〉 and |↓↑↓↑↓ ...〉 are ground states and
any non-zero value of ξd will favour one over the other. Note, that according to
Eq. (3.7), which is plotted in Fig. 3.5 in black, this switching between the two
anti-ferromagnetic ground states is smooth as the susceptibility, which can be
calculated as,
χodd(ξs, ξd) = ∂〈nodd〉/∂ξd, (3.8)
saturates at a value 1/2 at the “transition point” {ξd = 0, ξ−1s = 0} [see Eq. (3.7)].
Since a tiny perturbation to the system would lead to a symmetry breaking, e.g. an
impurity, one would naturally expect the transition occurring at ξd = 0 to be sharp
rather than a crossover. Therefore, although the frustration-free Hamiltonian
(2.40) excellently describes the Rydberg gas along the curve parameterised by
Eqs. (2.42) as shown in Ref. [31], it is very questionable whether this Hamiltonian
and Eq. (3.7) faithfully describe the actual sublattice occupation of the ground
state of the Rydberg gas Hamiltonian (3.1) in one-dimension at the “transition
point”. The suspicion is confirmed by numerically calculating 〈nodd〉 in the ground
state of HRyd. This data is shown as the one with red circles in Fig. 3.5(a) and
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Figure 3.6: The scaling behaviour of the variance at ξd close to critical value ξd = 0.
The dashed line indicates the boundary of the scaling region for the L = 18 curve.
From the left to the right, we have corresponding lattice size L = 18, 16, 14, 12.
The gradient seems to not depend on the lattice size.
clearly displays a significantly sharper transition. Moreover, as shown in Fig.
3.5(b), one can anticipate a diverging behaviour of the susceptibility χodd(ξs, ξd)
with increasing lattice sizes.
This strongly suggests that {ξd = 0, ξ−1s = 0} is a critical point of the Rydberg
gas Hamiltonian (3.1) in one-dimension which is not captured by the ground state
of the frustration-free approximation (2.40). To investigate the nature of this
point, we will perform a scaling analysis in the next section by using the results
shown in Fig. 3.5(b).
3.3.2 Long Range Tails of the van der Waals Interaction
Following the previous section, we now analyse the susceptibility χodd(ξs, ξd) plot-
ted in Fig. 3.5(b). We will then further investigate the cause of this sharp transi-
tion. Near the critical point, one can express the susceptibility as χodd ∼ (ξd−ξcd)−γ
with critical exponent γ and ξcd being the critical value of ξd at where the transi-
tion occurs, we now show how γ can be numerically extracted in the vicinity of
ξd = 0. Since ξ
c
d = 0, we simply have χodd = αξ
−γ
d , with α being the proportional-
ity. Taking the logarithm of both sides, we have log δχodd = logα− γ log ξd. One
immediately sees that γ can be simply extracted by fitting the function linearly.
However, the linear behaviour, as shown in Fig. 3.6 only happens within a so called
scaling region[87], and the choice of boundaries which define this region will have
impact on the gradient of the fitted line. Here, we provide a possible but not the
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only appropriate way to define this region in the following: We first find the turn-
ing point of this curve and use data points within the upper and lower boundaries
defined by log ξd ± 1.35 (green circles). The gradients of the fitted lines, i.e. the
value of the critical exponent, is found to be γ ≈ 1.76± 0.05. This result suggests
that the second order transition belongs to the 2D-Ising universality class [87].
Having found strong evidence that {ξd = 0, ξ−1s = 0} indeed corresponds to a
critical point, we now want to explore the origin of it. The major difference be-
tween the red and black in Fig. 3.5(a) is the fact that the exact diagonalisation of
Hamiltonian (3.1) (in red) includes long ranged tails of the van der Waals interac-
tion whereas the analytical results obtained in Eq. (3.7) from the transfer matrix
method (in black) only considers nearest neighbour interactions. After further
investigation of the inclusion of these long range tails, we are able to observe two
things:
(i) When we include interactions up to next-next-nearest neighbours, V3 while
keeping longer ranged tails in the van der Waals interaction at zero, i.e. Vi = 0 for
i > 3, the sharp transition observed in Fig. 3.5 emerges. This suggests that the
sharp transition behaviour is triggered by the inclusion of van der Waals interac-
tion at next-next-nearest neighbours.
(ii) In previous parameter choices, we always have V3 = V/3
6 to ensure that
interaction strength falls off according to the quickly decaying van der Waals in-
teraction. However, when we deliberately assign values for V3 that does not obey
V3 = V/3
6, the sharp transition observed in Fig. 3.5 still present as long as V3 is
sufficiently large.
To see the latter observation in more detail, in Fig. 3.7, at fixed ξs = 10, we
have plotted sublattice density (colour code) at different values of V3 against ξd. As
one observes, the sharp transition emerges after V3 become sufficiently large (above
the red dash), although this ’critical value’ of V3 seems to be very small. Then, we
change the value of ξs to see if one obtains the same critical V3. Interestingly, it
seems that the ’critical value’ of V3 depends on the value of ξs where for increasing
ξs, the ’critical value’ of V3 becomes smaller. Since for all numerical simulations,
we have finite size effect, one cannot make a solid conclusion on what is the value
of V3 needed to turn on the transition behaviour. Rather, according to what we
have obtained so far, one can predict that for ξs → ∞, ’critical value’ of V3 is
approaching zero.
Knowing that including long range tails in the van der Waals interaction is
sufficient to change the transition behaviour of the system, we now briefly comment
on why this is the case. At the critical point, we have ξd = 0 and therefore
ξodd = ξeven which means that the fugacity parameter is site independent, ξk = ξ.
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Figure 3.7: The plot shows the sublattice density of the odd sites (colour code)
for varying V3 and ξd. As one can see, the sharp transition does not emerge
immediately when V3 is turned on, but actually, slowly emerges. The red dash
indicates the possible critical value of V3 where the smooth transition becomes
sharp.
To understand the limits of the validity of the frustration-free Hamiltonian (2.40)
and to gain further insights into the critical point, it is therefore instructive to
have a closer look at the phase diagram of the Hamiltonian (3.1) in the one-
dimensional homogeneous case. A stylized version of this diagram is depicted in
Fig. 3.8. Here one sees that the curve, which is parameterised by Eqs. (2.42)
hits the point {Ω = 0,∆c = −3V2}, i.e. ξ → ∞, where the phase boundaries of
a classical phase with Rydberg density 1/3 and one with density 1/2 coalesce.
An inspection of the frustration-free Hamiltonian (2.40) shows that in the limit
ξ →∞ this approximate Hamiltonian does not energetically discriminate between
configurations of the form |↑↓↑↓↑↓ ...〉 and |↑↓↓↑↓↓ ...〉 due to the lack of the next-
next-nearest neighbour interaction V3. This explains why its ground state (3.4)
fails to describe properties, such as the sublattice density of the Rydberg lattice
gas, in the vicinity of the critical point.
3.3.3 Effective Hamiltonian near the Critical Point
In order to understand the change in the transition behaviour we observed previ-
ously, which is apparently associated with the inclusion of long range tails in the
van der Waals interaction, in this section, we will investigate the system near the
critical point, {ξd = 0, ξ−1s = 0} with finite V3. Instead of approaching the critical
point from finite ξd to ξd = 0 with V3 = 0, we will now approach the critical point
along the V3 axis while fixing ξd to be zero. This idea of approaching the same
critical point from different axis is illustrated in Fig. 3.8 as an inset. By following
Refs. [33, 104], we will show that the a spin-1/2 Heisenberg XXZ model with an
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Figure 3.8: Stylized phase diagram of the homogeneous Rydberg lattice gas Hamil-
tonian (3.1) with Ωk = Ω and ∆k = ∆. The curve parameterised by Eqs.
(2.42) approaches in the limit ξ → ∞ the critical point {Ω = 0,∆ = −3V2}
which is located between a classical crystalline phase with Rydberg density 1/2
and one with density 1/3. Inset: In our analysis we approach the critical point
{ξd = 0, ξ−1s = 0, V3 = 0} from different directions: One experiences a 2D-Ising
type transition by approaching the critical point from finite ξd, while one experi-
ences a AFM-PM transition by approaching from finite V3.
external magnetic field effectively describes the system near the critical point.
Since the transition occurs exactly at ξd = 0, i.e. at the point where the sys-
tem recovers homogeneity, the following derivation starts by considering a global
fugacity parameter, ξ where ξ = ξs/2. Hence, ξ
−1 = 0 since ξ−1s = 0 at the critical
point. We then include next-next-nearest neighbour interactions, V3
∑L
k nknk+3
into the frustration free Hamiltonian to give,
Hnnn =
L∑
k
{ξPk−1PkPk+1 + ξ−1nk + Pk−1σxkPk+1 + V3nknk+3}, (3.9)
with symbols have their usual meanings. This Hamiltonian can be separated into
two parts as Hnnn = H0 + Hσ with Hσ =
∑
k Pk−1σ
x
kPk+1 being the off-diagonal
part of the Hamiltonian and H0 being the rest of the Hamiltonian that is diagonal.
The idea now is to treat Hσ perturbatively and look at the configuration energies
in the limit ξ →∞.
To conveniently study the system, as demonstrated in Fig. 3.9(a), we introduce
a fictitious particle that represents three adjacent spins having ↑↓↓ configuration
and a fictitious hole that represents two adjacent spins having ↑↓ configuration.
We then use 1 to label these fictitious particles and 0 to label the fictitious holes.
These particles and holes will lie on fictitious lattice with the total number of ficti-
tious lattices sites Le = m+n and actual number of lattice sites L = 3m+2n with
m being number of 1’s and n being number of 0’s. There are obviously three equiv-
alent choices for the particles and two equivalent choices for holes. Nonetheless, for
the calculation of configuration energies shown later on, it is not necessary to con-
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Figure 3.9: a) Equivalence between the spin representation and the fictitious
particle-hole representation introduced in the text. b) The pictorial description of
how configurations in the particle-hole representation are related in terms of the
effective hopping, J , chemical potential, µeff and the interaction between adjacent
particles, Ueff, i.e. the three bare parameters in the effective Hamiltonian, Hxxz
near the previously obtained critical point.
sider different choices because they will have degenerate configuration energy due
to periodic boundary condition. The reasons for introducing fictitious particles
and holes are the following: Due to the nearest neighbour blockade mechanism,
it is thus not possible to have two adjacent up-spins in any spin-configuration. In
addition, in the limit of ξ →∞, the first term in Hnnn indicates an infinite config-
uration energy if three adjacent down spins, ↓↓↓ is presented in the configuration.
Therefore, these two constraints leads to only two possible choices of local spin
configurations namely the ’particles’ and the ’holes’. Moreover, states composed
out of any combinations of 1 and 0 are strictly degenerate at {V3 → 0, ξ−1 = 0}.
For finite values of V3 and ξ, the degeneracy breaks down due to the presence of
virtual transitions of the type ↑↓↓↔↓↑↓.
Configuration Energies
Now, instead of using the ↑ and ↓ spin notation, we use the previously introduced
1 and 0, i.e. fictitious particles and holes, to label the spin configurations and
begin to obtain the configuration energy in the absence of Hσ. Starting with the
configuration that contains no fictitious particles, we find that the configuration
energy is simply given as L
2ξ
since there is no interaction between two adjacent
0’s, and there are total of L/2 holes with each hole having a configuration energy
1/ξ. Now let us place one particle on the fictitious lattice. It is then convenient
to label the fictitious lattice by the index j, and one can place the particle in
any of the j = 1, 2, ..., Le sites. Interestingly, it is easy to prove that no matter
where we place the particle, the configuration energy is the same, which is given
by L−1
2ξ
+ V3, i.e. there are total of (L − 1)/2 up-spins that each has an energy
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1/ξ and an interaction energy of V3 between the particle on the j-th site and the
hole on the (j + 1)-th site. Carrying on with the calculation, we find that the
configuration energy depends on the number of 1’s in the fictitious lattice, but is
independent of the exact locations of these particles. Therefore, we conclude a
general formula to calculate the configuration energy as,
m =
L−m
2ξ
+mV3. (3.10)
Now, we come back to the situation where Hσ is finite. We apply canonical
van Vleck perturbation theory (VVPT) [105] up to second order to obtain the
correction to the configuration energies. It is worth to note that VVPT also
allows one to obtain the effective coupling strength between configurations.
For instance, it was found that the energy correction to 0 is given by δ0 =
L/2
1/ξ−ξ from the VVPT up to second order. Taylor expanding δ0 around ξ
−1 = 0
and keeping terms up to second order, we find δ0 ≈ − L2ξ . For consistency, unless
stated otherwise, the following Taylor expansions are all performed about ξ−1 = 0.
Then, the corrected configuration energy for zero particles reads,
E0 = 0 + δ0 = 0. (3.11)
For m = 1, we find that
δ1 =
2
1
ξ
+ V3 − 2ξ +
n− 1
1
ξ
− ξ , (3.12)
where the number of holes n can be calculated as n = (L − 3m)/2 = (L − 3)/2.
To interpret this energy correction, let us look at what happens when σxk acts on
the system, i.e. a spin flip. For configurations having only one particle, a spin
flip operation can only result in two situations. Let us have the particle lying on
the j-th site of the fictitious lattice, and the up-spin in the particle is on the k-th
site of the original lattice. Then, flipping the spin at k-th site or the (k + 3)-th
site (destroying the particle at j-th fictitious lattice site or destroying the hole
at (j + 1)-th fictitious lattice site respectively) corresponds to a transition to a
configuration that contains four adjacent down-spins which gives an energy of 2ξ.
The energy correction from this type of spin-flip gives the first term in δ1. Spin-
flips at all other lattice sites will destroy a fictitious hole and will create a local
configuration containing three adjacent down-spins with an energy of ξ. With
n − 1 different but equivalent ways of making this type of spin-flip, we have the
second term in the energy correction to δ1. Performing a Taylor expansion, we
74
find that,
δ1 ≈ −1
ξ
− L− 5
2ξ
≈ −L− 3
2ξ
, (3.13)
and thus, the corrected energy of one-particle configuration reads,
E1 = 1 + δ1
≈
(
L− 1
2ξ
+ V3
)
− L− 3
2ξ
≈ 1
ξ
+ V3. (3.14)
Now with the VVPT method, one can calculate all configuration energies up
to second order correction. Here, we give the corrected configuration energy for
the 1/2-filling configuration, i.e. 0101 · · · and fully occupied configuration, i.e.
1111 · · · , as these energies will be used to calculate chemical potential and effective
interaction between neighbouring 1’s later.
For the 1/2-filling configuration, the number of particle is equal to the number
of holes, i.e. m = n. Since L = 2n + 3m, we have m = L/5. Using VVPT, one
finds that the corrected energy for m = L/5 is calculated as,
EL/5 =
2L
5ξ
+
L
5
V3 + δL/5
= L
 2
5ξ
+
V3
5
+
2
5
(
1
ξ
+ V3 − 2ξ
)

≈ L
(
1
5ξ
+
V3
5
)
. (3.15)
For the fully occupied configuration, since n = 0, L = 3m which yields m =
L/3. Again, with VVPT, the configuration energy, EL/3 reads,
EL/3 =
L
ξ
+
L
3
V3 + δL/3
= L
 1
3ξ
+
V3
3
+
1
3
(
1
ξ
+ 2V3 − 3ξ
)

≈ L
(
2
9ξ
+
V3
3
)
. (3.16)
Effective Hopping, Chemical Potential, and Interaction between Ficti-
tious Particles
In this section, we will show how configurations are related each other in terms
of their energy differences and effective couplings. A pictorial description of the
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results obtained in this section is depicted in Fig. 3.9(b), where an excitation,
i.e. a creation of a particle, requires an energy of µeff; particles can hop around
the fictitious lattice with an effective hopping amplitude given by J ; and for two
adjacent particles, there is an effective interaction which is denoted as Ueff. These
parameters will form the basis of the effective Hamiltonian that describes the
system near the critical point observed in Sec. 3.3.1, and the detailed calculation
of these parameters in relation to ξ and V3 will be given in this section.
When determining the configuration energies, the VVPT method also allows di-
rect calculation of the effective coupling between configurations in the particle/hole
representation that are translationally invariant. For instance, the 1000 · · · with
the 1 on the j-th site and 0100 · · · with the 1 on the (j+1)-th site has an effective
coupling calculated from VVPT that reads,
t =
1
1
ξ
+ V3 − 2ξ ≈ −
1
2ξ
, (3.17)
Physically, this effective coupling can be interpreted as a hopping amplitude for
particles hopping on the fictitious lattice. The energy contribution to this hopping
then can be expressed by the Hamiltonian asHhop = t
∑
j(α
†
jαj+1+αjα
†
j+1) with α
†
j
(αj) being the creation (annihilation) operator that creates (destroys) a fictitious
particle on site j.
Clearly, from the difference seen in the configuration energies of configurations
containing different number of particles, it is expected that there is a chemical
potential associated with the particle excitation, i.e. the system requires certain
energy to create a particle. To deduce this chemical potential, we use two config-
urations with different number of m and both of them interaction free. Here, the
interaction free means that the configurations do not contain adjacent particles.
The effective interaction between particles will be made clearer later. Choosing
configurations with m = 0 and m = 1 respectively. Then, one has µ∆m = E1−E0
where ∆m = 1, and using the fact that E0 is zero, we obtain
µ = E1 =
1
ξ
+ V3. (3.18)
To be consistent, we check our result by using a different set of configurations,
where we use two configurations with m = 0 and the half-filling configuration, i.e.
0101 · · · , with m = n = L/5. We emphasise here that the latter configuration
is also interaction free. In this case the chemical potential can be calculated by
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using the relation, µL/5 = EL/5 − E0. Using EL/5 obtained previously, we find
µ =
5
L
(
EL/5 − E0
)
=
1
ξ
+ V3, (3.19)
which is exactly the same µ as obtained before. Now, let us look at configura-
tions involving adjacent particles. We denote the interaction between adjacent
particles as U . We will obtain this term with the aid of the obtained chemical
potential as follows. Firstly, let us look at the fully occupied configuration, i.e.
1111 · · · and compare it with the empty configuration, i.e. 0000 · · · . The differ-
ence in particle number is L/3 and contributes an energy difference of L
3
µ. In
the 1111 · · · configuration, each particle effectively interacts with its neighbour-
ing particle which make an energy contribution of U . Since there are total of L/3
particles, to avoid double counting, the total interaction energy for 1111 · · · can
hence be denoted as L
3
U . On the other hand, the energy contribution from inter-
action is zero in 0000 · · · since adjacent particles are absent in this configuration.
Therefore, the total difference in the energy between 0000 · · · and 1111 · · · is
given by EL/3−E0 = (µ+U)L/3. Using perviously obtained EL/3 and µ, we find,
U =
3
L
(
EL/3 − E0
)− µ
=
3
L
(
2L
9ξ
+
V3L
3
)
−
(
1
ξ
+ V3
)
= − 1
3ξ
. (3.20)
Using creation (annihilation) operators α† (α) introduced perviously when we
write down the hopping Hamiltonian, we can also write down the Hamiltonian
associate with the chemical potential and effective nearest neighbour interaction,
which reads, Hµ = µ
∑
j α
†
jαj and HU = U
∑
j α
†
jαjα
†
j+1αj+1. Combining these
two with Hhop, we arrive at an effective Hamiltonian describing Hnnn in the vicinity
of the critical point that reads,
Hparticle-hole = Hhop +Hµ +HU
= t
∑
j
(α†jαj+1 + αjα
†
j+1) + µ
∑
j
α†jαj + U
∑
j
α†jαjα
†
j+1αj+1,
(3.21)
with the hopping amplitude t, chemical potential µ, and nearest neighbour inter-
action strength U shown in Eq. (3.17), (3.19), and (3.20) respectively.
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Mapping to the Heisenberg-XXZ Model
In this section, we will map Hparticle-hole onto the Heisenberg-XXZ Model. To begin
with, let us look at the creation and annihilation operators in Hparticle-hole. Within
the description in which the system is illustrated by fictitious particles and holes
sitting in a fictitious lattice with lattice index, j, for the creation and annihilation
operator acting on the j-th site, we have,
α†j |0〉j = |1〉j ; α†j |1〉j = 0;
αj |1〉j = |0〉j ; αj |0〉j = 0, (3.22)
where |1〉 (|0〉) is a state vector that denotes a fictitious particle (hole) on the j-th
fictitious lattice site. In another word, the fictitious particles and holes description
enables us to effectively treat a local particle-hole representation by a two-level
scheme where the state vectors for a fictitious particle and a fictitious hole can be
written as,
|1〉j =
(
1
0
)
j
; |0〉j =
(
0
1
)
j
. (3.23)
Therefore, the solution to these local operators α†j and αj for Eqs. (3.22) in the
matrix representation reads,
α†j =
(
0 1
0 0
)
j
; αj =
(
0 0
1 0
)
j
. (3.24)
One immediately realises that these creation and annihilation operators are equiv-
alent to the raising and lowering spin operators introduced in Eq. (2.39), i.e.
σ±k = (σ
x
k ± iσyk)/2. Therefore, with the two-level representation, and replacing
the creation and annihilation operators by the equivalent spin raising and lowering
operators, i.e. α† ≡ σ+ and α ≡ σ−, Heff can be written as,
Hparticle-hole = Hhop +Hµ +HU
= t
∑
j
(σ+j σ
−
j+1 + σ
+
j σ
−
j+1) + µ
∑
j
σ+j σ
−
j + U
∑
j
σ+j σ
−
j σ
+
j+1σ
−
j+1.
(3.25)
A general spin-1/2 Heisenberg XXZ Model in an external magnetic field is given
by,
HXXZ = J
∑
j
(SjxS
j+1
x + S
j
yS
j+1
y ) + µeff
∑
j
Sjz + Ueff
∑
j
SjzS
j+1
z . (3.26)
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Now, in order to map the effective Hamiltonian onto the XXZ-model, we first
relate the Cartesian components of the spin-operators to the Pauli spin matrices,
and the spin raising and lowering operators, σ± as the following,
Sx =
1
2
σx =
1
2
(σ− + σ+);
Sy =
1
2
σy =
i
2
(σ− − σ+);
Sz =
1
2
σz = σ
+σ− − 1
2
.
(3.27)
Using these relations, one obtains
SjxS
j+1
x + S
j
yS
j+1
y =
1
4
(σ−j σ
−
j+1 + σ
+
j σ
+
j+1 + σ
−
j σ
+
j+1 + σ
+
j σ
−
j+1)
−1
4
(σ−j σ
−
j+1 + σ
+
j σ
+
j+1 − σ−j σ+j+1 − σ+j σ−j+1)
=
1
2
(σ−j σ
+
j+1 + σ
+
j σ
−
j+1); (3.28)
SjzS
j+1
z = (σ
+
j σ
−
j −
1
2
) · (σ+j+1σ−j+1 −
1
2
))
= σ+j σ
−
j σ
+
j+1σ
−
j+1 −
1
2
σ+j σ
−
j −
1
2
σ+j+1σ
−
j+1 +
1
4
; (3.29)
and,
Sjz = σ
+
j σ
−
j −
1
2
. (3.30)
Now one only needs to equate the relevant terms. Also, one can safely drop the
identities terms 1 as they contribute to a constant energy shift. Moreover, due
to periodic boundary conditions, where the system is translationally invariant, we
have
∑
j σ
+
j σ
−
j =
∑
j σ
+
j+1σ
−
j+1. Therefore, one finds the exchange energy, J reads
J = 2t = −1
ξ
. (3.31)
For the other two terms, according to the relation we obtained above, one finds
Ueff
∑
j
SjzS
j+1
z +µeff
∑
j
Sjz = Ueff
∑
j
σ+j σ
−
j σ
+
j+1σ
−
j+1+(µeff−Ueff)
∑
j
σ+j σ
−
j . (3.32)
Equating with Eq. (3.25), one finds that
Ueff = U = − 1
3ξ
, (3.33)
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and,
µeff = Ueff + µ =
2
3ξ
+ V3. (3.34)
Summarising the results, we obtain a spin-1/2 Heisenberg XXZ model in an ex-
ternal magnetic field,
Hxxz =
∑
j
[
−1
ξ
(SjxS
j+1
x + S
j
yS
j+1
y ) +
δ
ξ
SjzS
j+1
z +
µ
ξ
Sjz
]
,
with δ = −1/3 and µ = 2/3 + ξ V3. With respect to the pseudo-spin degree of
freedom, i.e. |↑〉k, and |↓〉k, this model exhibits a critical transition between an
anti-ferromagnetic (AFM) and a paramagnetic (PM) phase at µ = δ + 1 [106],
i.e. when ξ V3 = 0. This transition can also be pictured in terms of the fictitious
particles and holes, where crossing ξ V3 = 0, the system goes from 1111 · · · to
random combinations of 1 and 0. Hamiltonian Hnnn has thus a critical point at
{V3 = 0, ξ−1 = 0}. This corroborates the previous analysis of the numerical data
displayed in Fig. 3.5 which suggested a second order transition of the Rydberg
lattice gas Hamiltonian (3.1) in one-dimension to occur at {ξd = 0, ξ−1s = 0}.
In fact due to the finite nearest-neighbour and next-next-nearest neighbour in-
teraction which is inevitably present in practice the Rydberg gas will never be
strictly at the critical point. However, due to the smallness of V3, stemming from
the r−6-scaling of the van der Waals interaction, observable exhibits a scaling be-
haviour (as for example shown in Fig. 3.5 which will be interesting to be explored
experimentally pursuing the route in Refs. [107, 108].
3.4 Conclusion and Outlook
In this chapter, we presented a detailed analysis of the static properties of in-
homogeneous one-dimensional Rydberg lattice gases. We started by showing a
generic frustration-free Hamiltonian of the Rokhsar-Kivelson type that permits
the approximate analytical investigation of inhomogeneous Rydberg lattice gases.
We then utilised the ground state property of this frustration-free Hamiltonian to
study two different inhomogeneities in detail. The first situation considered was
the presence of an impurity in the system. In this system, we investigated the
effect of the impurity on the correlation property of the ground state and showed
that the impurity can break the sub-lattice symmetry. Inspired by this result,
we further introduced staggered lasers fields. A critical point was identified in
the parameter space. A scaling analysis indicated that the 2nd order transition,
crossing the critical point, belongs to 2D-Ising universality class. Moreover, we
also studied the effect of the long range tails of the van der Waals interactions
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on the transition by deriving an effective model to describe the system near this
critical point. As shown, the Heisenberg XXZ-model in an external magnetic field
confirmed the criticality and might enable the experimental implementation and
study of impurities immersed in Luttinger liquids along the lines of Ref. [109].
As discussed, there are two different inhomogeneities being investigated in this
chapter, but the employed approach is not limited to those two. In fact, the generic
Rydberg Hamiltonian HRyd allows the implementation of various inhomogeneities
through the variations of the laser parameters from site-to-site, and they might
lead to fascinating results. One particular example, which is relevant to practical
experimental setups, is the inclusion of disorder caused by random potentials in
the optical lattice and by fluctuations in the laser parameters. These randomness
will correspond to the practical situation in potential experimental implementation
of Rydberg lattice gas [94]. Interestingly, the fluctuations in the laser parameters
eventually lead to a breakdown of the R-K approximation as the laser parameters
might not fulfil the relations described by the ξ-manifold. Nonetheless, provided
that the laser parameters are sufficiently close to the ξ-manifold, the Hamiltonian
of the R-K type can be used as a reasonable approximation to enable the study
of systems beyond the ξ-manifold.
With the implementation of inhomogeneities, it is also possible to look at the
effect of the finite width of the spatial wavefunction of the trapped atom in the
optical lattice. It would be therefore interesting to see if a detail study of such
Rydberg lattice gas would agree with the results claimed by Ref. [110] in which
the statistics, i.e. the averaged behaviour is believed to be not contributing to a
modification of the interaction strength between the trapped atoms.
Another direction worth consideration in this system could be introducing non-
ideal nearest neighbour blockade where adjacent atoms, though unfavourably, can
still be simultaneously excited to Rydberg state. The homogeneous situation of
such a system has been investigated in Refs. [33, 111]. Using perturbation theory
it was shown that in the non-ideal blockade regime, virtual hopping processes
modify the low energy part of the many-body energy spectrum, in particular the
energy gap to the ground state, which in turn can change the transition behaviour
of the system. Therefore, whether such a new blockade mechanism in the presence
of inhomogeneities will reduce the stability of the transition behaviours remains
an open and interesting question.
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Chapter 4
Two Dimensional Rydberg
Lattice Gases
Having considered both the one-dimensional homogeneous and inhomogeneous
Rydberg lattice gases in previous chapters, we will now investigate the two-
dimensional homogeneous Rydberg lattice gases in this Chapter. With a de-
tailed study of the square lattice, we demonstrate that the construction of the
frustration-free Hamiltonian allows us to approximately map the Rydberg lattice
gas to Baxter’s hard-squares model. Further, using the analytical ground state
of the frustration-free Hamiltonian as a variational ansatz, we obtain a phase di-
agram where an order-disorder phase transition has been identified in parameter
space.
4.1 Introduction
A quantum phase transition describes the change in the phases of a quantum
system at absolute zero. It is fundamentally different from classical phase transi-
tions as at zero Kelvin, thermal fluctuations are absent. Hence, it is believed that
quantum phase transitions are driven by quantum fluctuations originating from
the uncertainty principle. Moreover, since temperature does not play a role here,
the transition often occurs due to the change of relevant physical parameters, e.g.
the transverse magnetic field in a two-dimensional Ising model [112].
To understand the nature of quantum phase transition, one usually uses the
concept of level crossing between the ground state and excited states [113]. To
begin with, let us consider a Hamiltonian that describes a many-body system at
absolute zero of the form H(g) = H0 + gH1, with g being a tunable dimensionless
parameter. There can be two different situations and correspond to two different
types of quantum phase transitions. The first case is when [H0, H1] = 0. As such,
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the eigenstates of the Hamiltonian is independent of the parameter g since H0 and
H1 can be simultaneously diagonalised whereas the eigenenergy is still a function
of g. Then, there might exist a value of g = gc such that an excited state becomes
the ground state, i.e. a level-crossing. And at g = gc, the ground state energy
becomes non-analytic. This is often referred to as a first-order quantum phase
transition. The other situation is when H0 and H1 do not commute. In this case,
for a finite lattice, the level-crossing is avoided when varying g. However, this
avoided level-crossing at some value of g = gc can become sharper with increasing
lattice size and eventually becomes a actual level-crossing in the thermodynamic
limit. When this happens, the ground state energy again becomes non-analytic at
g = gc, indicating a quantum phase transition often referred to as continuous or
second order quantum phase transition.
In this Chapter, we will show that within a model description of the strongly
interacting Rydberg lattice gas on a square lattice, we can identify a first order
phase transition.
The exploration of quantum phase transitions is difficult in practice as tuning
a system down to an extremely low temperature where quantum fluctuations dom-
inate is not an easy task. Thanks to the success in ultra-cold experiments where
temperatures can be cooled down to nano-Kelvins nowadays, the investigation of
changes in the ground state of many-body systems becomes possible. This has
enabled many theoretical studies recently on quantum phase transitions in various
many-body systems.
Also motivated by experimental realisability of the Rydberg lattice gas intro-
duced previously, we would also like to identify possible quantum phase transitions
in the system. However, since one-dimensional systems often do not exhibit phase
transitions, yet with higher dimensions systems often possess rich phases, we will
explore the Rydberg lattice gas in two-dimensions in this chapter. In particular,
we will analyse in detail the ground state properties of a Rydberg lattice gas in a
square lattice. We will show that by mapping the system to Baxter’s hard-squares,
one can identify a similar phase transition in parameter space.
This chapter is organised by the following structure. We start by introducing
the Hamiltonian that describes the Rydberg lattice gases in a two dimensional
square lattice, and depicting the blockade mechanism of nearest neighbours that
we adopt in the system. To study this system, we first introduce a quantum
version of Baxter’s classical hard-squares model [51] in Sec. 4.3 which exhibits the
same symmetry property of the Rydberg lattice gas. We refer to this model as
the quantum hard-squares model. We then analyse the ground state of this model
and demonstrate how to calculate the properties of this ground state via transfer
matrix methods in Sec. 4.4. Having the knowledge of its ground state, we connect
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the quantum hard-squares model to the Rydberg lattice gas in square lattice in
Sec. 4.5, and further compare their numerical ground states in the subsequent
section. The results enable us to use the ground state of the quantum hard-squares
model as a variational ansatz to obtain the approximate ground state of Rydberg
lattice variationally in Sec. 4.7 and eventually extend this variational approach to
study the phase diagram in the entire parameter space described by the rescaled
laser parameters {Ω/V,∆/V } in Sec. 4.8. Finally, in Sec. 4.9 to further obtain an
expected quarter-filling phase in the phase diagram, we will deliberately introduce
a quarter-filling variational state to study the quarter filling region. A summery
of the results and possible future works are discussed in Sec. 4.10
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Figure 4.1: Strongly interacting Rydberg atoms in a square lattice with lattice
spacing, a. Atom are labeled by two indices, k,m. Each atom, like in the one-
dimensional system, is approximated by a two level atom with a ground state and
a Rydberg state which are coupled by a site-independent Rabi-frequency, Ω, and
detuning, ∆. In the strongly interacting regime, where V  Ω, a Rydberg atom
prevents the exaction of its four adjacent atoms to their Rydberg states. In the
quantum hard-squares model that we introduce in Sec. 4.3, each Rydberg atom is
effectively treated as a hard-square. Long range tails that are beyond next-nearest
neighbours in the van der Waals interaction will be neglected in the calculation.
This is indicated by the blue region around each Rydberg atom.
4.2 The System
We explore the two-dimensional Rydberg lattice gases by starting with the square
lattice where the system is illustrated in Fig. 4.1. The system under consideration
is very similar to the one-dimensional case in the following sense: For the lattice
part, each lattice site contains only one atom which forms a Mott-insulator [6],
and the lattice spacing is given by a. Periodic boundary condition is applied for
the purpose of simplicity, but this is not a necessity. The lattice system with
periodic boundary condition can be visualised by a torus. To label the lattice
sites (atoms), according to Eq. (2.33), one can use a two-dimensional vector, i.e.
k = {kx, ky}, but for convenience, we use {k,m} instead where k is the index
in the horizontal direction while m is the index in the vertical direction. For a
number of K sites in the horizontal direction and M sites in the vertical direction,
the total number of lattice sites is given by L = K ×M . Unless stated otherwise,
we always set K = M . Hence, the lattice size is given by L2. For the laser part, we
do not introduce any inhomogeneity such that every atom is coupled to the same
Rydberg state with the same laser characterised by the global laser parameters, Ω
and ∆ for Rabi-frequency and detuning respectively. As such, in reference to Eq.
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(2.33), the Hamiltonian describing the system reads,
HRydsqr = Ω
L∑
k,m
σxk,m + ∆
L∑
k,m
nk,m +
1
2
L∑
k,m;p,q
Vk,m;p,qnk,mnp,q, (4.1)
where symbols have their usual meanings, and Vk,m;p,q = V/(|p− k|2 + |q −m|2)3,
with V = C6/a
6 being the van der Waals interaction between Rydberg atoms at
nearest neighbour distance, a.
In the following studies of the Rydberg lattice gas in the square lattice, we
consider only the strongly interacting regime, where V  Ω. In particular, simi-
lar to the one dimensional systems, we restrict ourselves in the nearest neighbour
blockade regime, where a Rydberg atom prevents the (de-)excitation of its four
adjacent atoms. Moreover, we will only consider the subspace where configura-
tions containing Rydberg atoms in adjacent lattice sites are exclude. The system
depicted in Fig. 4.1 is an example of an allowed configuration of Rydberg atoms.
We will continue to adopt the spin notations to present the two levels of an atom,
i.e. |g〉 ≡ |↓〉, and |R〉 ≡ |↑〉.
4.3 The Quantum Hard-squares Model
Before studying the two-dimensional Rydberg lattice gas described by HRydsqr , let
us first look at model which is a quantum version of Baxter’s classical hard-squares
model [51] on a square lattice. We refer to this particular model as quantum hard-
squares model in the rest of the chapter. The reasons for looking at this particular
model is as follows. Firstly, the model’s many-body ground state wave function is
known analytically. And secondly, it possesses the same symmetry properties and
the same quantum term as HRydsqr . With these properties, it is reasonable to use
the ground state of the quantum hard-squares model as a variational input state
to approximately determine the phase diagram of the Rydberg lattice gas.
The system of the quantum hard-squares model considers a square lattice with
each lattice site either occupied by at most one particle or empty. For any lattice
site being occupied, its nearest four neighbours cannot be occupied which amounts
to having an effective hard-square located at the occupied lattice site with a di-
agonal length equal to two times the lattice spacing. One then sees that how
such model possesses the same symmetry properties of the Rydberg lattice gas in
the nearest neighbour blockade mechanism introduced previously. The quantum
parts come from the operation of placing a hard-square into or remove one from
the square lattice. And such operation on the {k,m}-th lattice site is exactly
described by the mathematical term σxk,m, which is seen in the Rydberg Hamilto-
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nian, HRydsqr . Eventually, the Hamiltonian, HR-Ksqr of this quantum hard-squares
model takes the Rokhsar-Kivelson, i.e.,
HR-Ksqr = Ω
L∑
k,m
h†k,mhk,m,
with hk,m = (ξ
−1 + ξ)−1/2Pk,m[σxk,m + ξ−1nk,m + ξ(1− nk,m)]. (4.2)
where hk,m is a positive-semidefinite, self-adjoint operator and obey h
†
k,mhk,m =
hk,m. As discussed in previous chapters, the ground state energy for a Hamilto-
nian of the Rokhsar-Kivelson type is zero and the ground state wavefunction is
annihilated by all hk,m. This then allows us to construct the ground state, |ξ〉sqr
of the quantum hard-squares model in the following form [32],
|ξ〉sqr = 1√
Zsqr
L∏
k
(1− ξPk,mσ+k,m) |↓↓ ... ↓〉 , (4.3)
where Zsqr is the normalisation constant. Simply expanding the product in this
state, one finds that |ξ〉sqr is a coherent superposition of all spin states describing
configurations of Rydberg atoms compatible with the nearest neighbour blockade
mechanism. Each configuration is weighted by a factor (−ξ)n, where n denotes
the number of occupied lattice sites within the configuration. This state belongs
to a class of states which is often named as projected entangled pair-state (PEPS)
[114, 115, 116].
Finally, analogous to the homogeneous one-dimensional case where the nor-
malisation of |ξ〉 is mapped onto the partition function of a hard-dimer gas, the
normalisation constant here in |ξ〉sqr, Zsqr is found to be exactly equivalent to the
partition function of Baxter’s classical hard-squares model [32] with a fugacity
ξ2. Knowing the normalisation constant allows one to obtain classical observables
such as density. And the nice thing about this equivalence is that it is possible
to obtain the partition function of Baxter’s classical hard-squares model numer-
ically for fairly large system size with manageable computational costs. In the
following section, we will demonstrate how the partition function of the classical
hard-squares is calculated.
4.4 The Analytical Ground State of HR-Ksqr
In the previous section, we demonstrate, in Eq. (4.3), the analytical ground state
of HR-K and its connection to Baxter’s classical hard-squares. In this section,
we start with illustrating how to obtain the partition function of the classical
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hard-squares problem through a transfer matrix method. Then, we will use the
result to obtain expectation values of classical observables such as density and
density-density correlations.
4.4.1 Partition Function of Hard-Squares
In this section, we demonstrate how to obtain the partition function of Baxter’s
classical hard-squares in detail. The Hamiltonian of this classical model is given
by,
Hh-sqr = V
L∑
k,m
nk,m(nk+1,m + nk,m+1)− 2 ln(ξ)
L∑
k,m
nk,m. (4.4)
In the hard-squares regime, the interaction strength V is set to infinity such that
simultaneous occupation of nearest neighbours are forbidden. 2 ln(ξ) here is an
effective chemical potential. The partition function of this model is given by
Zh-sqr =
L∑
k,m
e−[V
∑
nk,m(nk+1,m+nk,m+1)−2 ln(ξ)
∑
nk,m]. (4.5)
The partition function Zh-sqr can be calculated through a modified transfer matrix
method as given in Ref. [117], and we will review the details as follows.
The first step is to rewrite the partition function in a product form. Using
Taylor expansion of an exponential, we have e−x = 1− x+ x2
2!
− .... Further using
the property of a projection operator where n2k = nk, we arrive at e
−V nk,mnk+1,m =
1− nk,mnk,m+1(1− e−V ). Under the restriction where simultaneous occupation of
nearest neighbours is forbidden, i.e. V → ∞ ,we have (1 − e−V ) = 1. Therefore,
one can make further simplification to obtain e−V nk,mnk+1,m = 1 − nk,mnk,m+1.
Substituting this simple relation back into Zh-sqr, we have the partition function
in a product form that read,
Zh-sqr =
∑
nk,m
∑
nk+1,m
∑
nk,m+1
...
∑
nK,M
e2 ln(ξ)
∑
nk,m
M∏
m
K∏
k
(1−nk,mnk+1,m)(1−nk,mnk,m+1),
(4.6)
with a square lattice of size of K-by-M. The periodic boundary condition is satisfied
by the relations nK+1 = n1 and nM+1 = n1.
With e2 ln(ξ) = ξ2, we define the transfer matrix, T (nk,m, nk,m+1) as
T (nk,m, nk,m+1) =
K∏
k
ξ2
∑
nk,m
(1− nk,mnk+1,m)(1− nk,mnk,m+1), (4.7)
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such that the partition function, Zh-sqr with expansion of the product
∏M
m , reads
Zh-sqr =
∑
nk,1
∑
nk,2
∑
nk,3
...
∑
nk,M
T (nk,1, nk,2)T (nk,2, nk,3)...T (nk,M , nk,1). (4.8)
According the rule of matrix multiplication and the definition of a trace, the
partition function is simply the trace of the transfer matrix to the power of M
(see Sec. 2.3.2 for more details with the example of hard-dimers), i.e.
Zh-sqr = Tr T
M . (4.9)
Now to determine the partition function, one only needs to obtain the transfer
matrix which is described by a matrix of size 2K-by-2K . When constructing the
matrix, one finds that many matrix elements in fact are zero due to the nearest
neighbour blockade, i.e. (1− nk,mnk+1,m)(1− nk,mnk,m+1) = 0. Using this fact, it
is possible to reduce the matrix size by only considering none-zero entries in the
matrix. To exclude all these configurations, we will adopt the following technique.
Firstly, we consider the general situation where we do not take hard-squares into
consideration yet, i.e. simultaneous occupation of adjacent sites is allowed at the
moment. Here, one would naturally describe all configurations in terms of binary
codings where an occupied lattice site is represented by 1 and an empty lattice site
is represented by 0. As a result, configurations are described by binary numbers
that correspond to decimal numbers starting from 0 to 2N − 1. For instance, the
decimal number 0 corresponds to the all-site-empty configuration, and 2N − 1 is
the all-site-occupied configuration. Then, we consider the hard-squares regime by
excluding all configurations containing simultaneous occupation of adjacent sites.
This is done by creating a detecting algorithm to scan through all configurations
and exclude all the ones with the presence of ..11.. in the binary coding. As
a consequence, after excluding all unallowed configurations, the reduced matrix
has a dimension of N1,3-by-N1,3 where N1,3 is the N
th number of the Fibonacci
sequence starting with 1 and 3. The method greatly reduces the dimensionality
of the matrix. For instance, 2N/N1,3 ≈ 69 for N = 20 [117].
So far, we have provided a numerical method to obtain the partition func-
tion for the classical hard-squares. Although the transfer matrix has been sim-
plified with a reduced matrix size, the calculation of the partition function for
two-dimensional lattices is still restricted by the lattice size since matrix size still
scales exponentially with increasing lattice size. In comparison to exact numer-
ical diagonalisation of the Rydberg Hamiltonian HRydsqr , as we will show later,
a 6-by-6 lattice is already near the limit whereas the partition function with the
same computational power allows one to go up to a 16-by-16 lattice. It is worth
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Figure 4.2: Comparison between quantities obtained from |ξ〉num of HR-Ksqr (in red
boxes) and |ξ〉 through the partition function of hard-squares (in blue lines): (a)
Density of Rydberg atom, and (b) Variance of the density of Rydberg atoms of a
4-by-4 square lattice. The red squares lie exactly on top of the blue lines which
indicate that |ξ〉num is exactly equivalent to |ξ〉.
emphasising that though the partition function allows exact calculation of ground
state properties of the quantum hard-squares model up to fairly large system size,
the results, as we will discuss later, are only approximations to the exact solutions
of the Rydberg lattice gas. With the knowledge of the partition function, it is
possible to obtain expectation values of various classical observables. And this
will be presented in detail in the upcoming section.
4.4.2 Classical Observables
Now, we demonstrate how to apply the known partition function of the classi-
cal hard-squares to obtain expectation values of classical observables. We will
first start with two simple observables, the expectation value of the number of
hard-squares present in the lattice, 〈Nk,m〉; and the variance of 〈Nk,m〉 defined as
〈δNk,m〉 = 〈N2k,m〉−〈Nk,m〉2. In relation to partition function, these quantities can
be calculated as,
〈Nk,m〉 = ∂
∂Ξ
lnZh-sqr;
〈δNk,m〉 = − ∂
2
∂Ξ2
lnZh-sqr, (4.10)
with Ξ = 2ln(ξ). The obtained results are summarised in Fig. 4.2 where we have
rescaled these quantities by a factor of 1/L, with L = M × N to give the frac-
tional density of hard-squares, denoted as 〈nk,m〉 and the corresponding variance
denoted as 〈δnk,m〉. In particular, with a 4-by-4 square lattice, as function of the
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Figure 4.3: Variance of the density of Rydberg atoms obtained with lattice size
N-by-N with N being 4 to 16 in step of 2. The black vertical line demonstrates
the critical fugacity at N →∞ as predicted in the classical Baxter’s hard-square.
The plots demonstrate the ability of the transfer matrix to solve the partition
function of hard-squares for large lattice sizes. Moreover, the increasing peak
value of the variance with increasing lattice size suggests a possible divergence
at the thermodynamic limit where N → ∞. Thus, the peak value of each curve
indicates the critical fugacity for the corresponding lattice size.
fugacity, ξ, we compare the obtained 〈nk,m〉 and 〈δnk,m〉 via the partition function
(blue) with the ones obtained using the numerical ground state of HR-Ksqr , e.g.
num 〈ξ |nk,m| ξ〉num (red). As seen in the plots, the obtained values from different
methods lie exactly on top of each as expected. This indicates that the transfer
matrix method has correctly calculated the partition function and provides a nu-
merical tool to obtain the exact solutions to the ground state properties of the
quantum hard-squares model. We have also calculate the variance, 〈δnk,m〉 with
the use of the partition function for system size up to 16-by-16 and illustrate them
in Fig. 4.3 with various colours. In the plots, firstly one observes that the magni-
tude of ξ where the peak value of the variance is located seems to saturate to a
particular value. In addition, the peak value of the variance becomes larger as the
lattice size increases. These patterns together suggests a divergence in 〈δnk,m〉 as
ξ approaches a critical value, ξc.
A divergence in the statistical fluctuation suggests a phase transition at the
critical value where statistical fluctuation goes to infinity, e.g. at the critical fugac-
ity in Baxter’s classical hard-squares model (indicated by the black vertical line
at ξ2 ≈ 3.6 in Fig. 4.3. Although the transition only occurs in the thermodynamic
limit where the lattice size approaches infinity, one can still extract the critical
value by gradually increasing the lattice size and record how the maximum 〈δnk,m〉
shifts its position in terms of ξ2.
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4.4.3 Density-density Correlation
In the following, we will show how to obtain expectation values of two-body corre-
lation by using a modified partition function. In particular, we will calculate the
correlation between lattice sites which are next-nearest neighbours in the square
lattice, e.g. 〈nk,mnk+1,m+1〉. The technique adopted is to firstly add the term,
α
∑
k,m nk,mnk+1,m+1 into the Hamiltonian of the classical hard-squares, Hh-sqr.
The new Hamiltonian thus reads,
H ′h-sqr = Hh-sqr + α
∑
k,m
nk,mnk+1,m+1, (4.11)
with Hh-sqr given in Eq. (4.4). The new parameter, α can be physically interpreted
as the interaction strength between a particle present on the {k,m}-th site and
its next-nearest neighbour located on the {k + 1,m+ 1}-th site (or alternatively,
two adjacent classical hard-squares). Hence, this modified Hamiltonian describes
a classical hard-squares model with nearest neighbour interactions between the
hard-squares. H ′h-sqr allows the construction of a new partition function where,
Z ′h-sqr =
∑
k,m
e−(Hh-sqr+α
∑
k,m nk,mnk+1,m+1). (4.12)
The aim is to obtain 〈nk,mnk+1,m+1〉, and this quantity can be determined by the
following expression,
〈nk,mnk+1,m〉 = 1
Z ′h-sqr
∑
k,m
nk,mnk+1,me
−H′
h-sqr = − 1
Z ′h-sqr
∂Z ′h-sqr
∂α
= −∂ lnZ
′
h-sqr
∂α
.
(4.13)
The modified partition function, Z ′h-sqr can be also calculated through the transfer
matrix method. Firstly, writing in the product form, we have,
Z ′h-sqr =
∑
{nk,m}
e2 ln(ξ)
∑
nk,meα
∑
nk,mnk+1,m+1
N∏
m
L∏
k
(1− nk,mnk+1,m)(1− nk,mnk,m+1),
(4.14)
where we have abbreviated the series of sums,
∑
k,m
∑
k+1,m ...
∑
K,M by
∑
{k,m}.
And by defining a new transfer matrix as,
T ′h-sqr(nk,m, nk,m+1) =
L∏
k
e2 ln(ξ)
∑
nk,meα
∑
nk,mnk+1,m+1×(1−nk,mnk+1,m)(1−nk,mnk,m+1),
the partition function Z ′h-sqr can eventually be obtained by Z
′
h-sqr = Tr T
′M . The
extra term present in T ′, eα
∑
nk,mnk+1,m+1 in comparison to T can be physically
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Figure 4.4: a) Expectation values of density-density correlation for adjacent hard-
squares. We compare the results obtained directly from the quantum hard-squares
model described by HR-Ksqr (red squares) with that from the partition function of
the classical hard-squares (blue line). An exact overlap further proves the valid-
ity of the classical hard-squares model; b) Expectation values of density-density
correlation for hard-squares that are increasingly further apart within a row. The
separation of two hard-squares is presented by the number in the horizontal axis,
e.g. 2 represents two hard-squares that are separated by two lattice sites. The
vertical axes indicates an increasing fugacity to show how these density-density
correlation varies with the fugacity. The colour code works in the following way:
white for an expectation value of 0 (non-correlated) and black for an expectation
value of 1 (fully correlated). Long range order in the correlation pattern starts to
emerge after ξ reaches critical fugacity (red line).
interpreted as a α-dependent weight factor for configurations containing adjacent
hard-square. For configurations absent of adjacent hard-squares, the extra term
has no contribution to the partition function as eα
∑
nk,mnk+1,m+1 = 1. Considering
the original Baxter’s classical hard-squares situation where simultaneous diagonal
occupation is interaction free, i.e. hard-squares do not interact, we have α =
0. Therefore, the two-body correlation in Baxter’s classical hard-squares can be
calculated as
〈nk,mnk+1,m〉 =
∂ lnZ ′h-sqr
∂α
∣∣∣∣
α=0
=
∂Tr(T ′h-sqr)
N
∂α
∣∣∣∣∣
α=0
. (4.15)
To verify the validity of this new partition function, we compare 〈nk,mnk+1,m+1〉
obtained from the modified partition function (blue) with num 〈ξ |nk,mnk+1,m+1| ξ〉num
obtained from numerical diagonalisation of HR-Ksqr (red squares) in Fig. 4.4(a). As
one sees, a perfect agreement between the two results has been observed for a 4-
by-4 lattice, which confirms the validity of the transfer matrix calculation of the
modified partition function, Z ′h-sqr.
The two-body correlation obtained is not the only type of configuration that
corresponds to two adjacent hard-squares on a square lattice. The other possi-
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ble configuration can be described by the operator nk,mnk+1,m−1. Nonetheless,
carrying out the calculation of 〈nk,mnk+1,m−1〉 following the exact same method
mentioned above, we obtain the result that 〈nk,mnk+1,m+1〉 = 〈nk,mnk+1,m−1〉. This
can be explained by the rotational symmetry of the lattice, i.e. the system is rota-
tionally invariant under 90 degrees (anti-)clockwise rotation. To see this property
of the system mathematically, we can introduce a rotational operator, Rˆ, which
upon acting on a spin state will rotate the configuration anti-clockwise by 90
degrees. For example,
R
∣∣∣∣∣∣∣
↑ ↓ ↓↓ ↓ ↓
↑ ↓ ↓
〉 =
∣∣∣∣∣∣∣
↓ ↓ ↓↓ ↓ ↓
↑ ↓ ↑
〉 . (4.16)
It is easy to show that Rˆ |ξ〉num = |ξ〉num since a rotated configuration is still one
of the substates in the ground state |ξ〉num.
We now want to extend the calculation to determine two-body correlations
along one direction in the lattice, i.e. 〈nk,mnk,m+1〉, 〈nk,mnk,m+2〉, and so forth.
The same result is expected if one calculate two-body correlations along the other
direction due to the rotation symmetry discussed. In Fig. 4.4(b), with the varying
fugacity, ξ, we show the obtained two-body correlations in a row with a lattice
size of 14-by-14. In the horizontal axis, the number corresponds to the distance
between two spins. For small ξ, the system has no correlation pattern as the
overall density of hard-squares is close to zero. As ξ increases, more hard-squares
emerges, but no apparent long range order can be seen until a critical fugacity
value is reached. Here, we have also indicated the expected critical ξ in red for
reference. The results here coincide with the prediction made previously when dis-
cussing transition behaviour from the calculated variance, 〈δnk,m〉. This is because
correlation pattern in Fig. 4.4(b) indicates a phase transition from a unordered
phase to an ordered one as ξ passes a critical value.
The results obtained in the section provides the following facts: firstly, as
shown in Fig. 4.3, Fig. 4.4 (b), and Fig. 4.8, the transfer matrix method allows the
determination of the partition function of classical hard-squares up to large system
sizes containing more than 200 atoms. Knowing the partition function allows
one to calculate expectation values of classical observables such as density and
density-density correlation. This will prove to be very useful in later calculation
of the Rydberg lattice gas. Secondly, Fig. 4.2 and Fig. 4.4(a) indicate that the
partition function of the classical hard-squares allows a very accurate calculation
of the properties of the quantum many-body ground state, |ξ〉sqr of the quantum
hard-squares model described the Hamiltonian, HR-Ksqr , which takes the Rokhsar-
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Kivelson form.
4.5 Connection to the Rydberg Lattice Gas
Now, to use the knowledge of the quantum hard-squares model, in this section,
we will show how we can connect the Rydberg lattice gas in the square lattice
to the quantum hard-squares model. Starting from Hamiltonian (4.1), the first
thing we do is to transform it into an interaction picture with respect to nearest
neighbour interaction by following the procedure provided in Appendix A. The
transformation leads to an effective Hamiltonian which explicitly demonstrates
the nearest neighbour blockade mechanism. Keeping only interactions between
Rydberg atoms which are within next-nearest neighbours, as illustrated by the
blue region in Fig. 4.1, and neglecting anything beyond this region, the effective
Hamiltonian of the Rydberg gas on the square lattice reads [32],
Heff-sqr = Ω
L∑
k,m
σxk,mPk,m + ∆
L∑
k,m
nk,m +
V
8
L∑
k,m
(nk,mnk+1,m+1 + nk,mnk+1,m−1),
(4.17)
with the plaquette operator Pk,m ≡ Pk+1,mPk−1,mPk,m+1Pk,m−1 and the rest of
parameters having their usual meanings. The first term immediately illustrates
the nearest-neighbour blockade mechanism: an (de-)excitation can only take place
on site {k,m} when all its four nearest neighbour atoms are in the local ground
state. In the spin product basis, the Hilbert space is hence split into uncoupled
blocks similar to the one-dimensional case, and we are interested only in the sub-
space without the presence of adjacent Rydberg atoms. We refer to this special
subspace as the physical subspace. In the physical subspace, one can build up
the connection to the quantum hard-squares model qualitatively as shown in Fig.
4.1. The idea is the following: since Rydberg excitation in adjacent lattice sites is
strictly forbidden, each Rydberg atom is always accompanied by four ground state
atoms in its four adjacent lattice sites. Hence, this allows us to effectively treat a
Rydberg atom as a hard-square with the centre located at the lattice site and a
diagonal length of 2a. As such, the first term in Hamiltonian (4.17), being a quan-
tum term, effectively places or removes one hard-square from the lattice located
at the {k,m}-th site. In the absence of this quantum term, the Hamiltonian will
resemble the classical hard-squares model as described in Eq. (4.11) in the regime
V → ∞, with an effective chemical potential ∆ = −2 ln(ξ), and an interaction
strength of V/8 = α between adjacent classical hard-squares. With this impres-
sion in mind, one sees that how closely our Rydberg lattice gas is related to the
classical Baxter’s hard-squares model. With the presence of the quantum term
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appearing in Hamiltonian (4.17), we will continue to demonstrate how mathemat-
ically one can approximate it with the Hamiltonian of the quantum hard-squares
model as described by Eq. (4.2).
To proceed, we follow method used previously in Sec. 2.2.1. The idea is to
add a term, Hξ =
∑
k,mPk,m[ξ−1nk,m + ξ(1− nk,m)] into Heff-sqr and subsequently
subtract it so that Heff-sqr remains unchanged overall. However, by rearranging
Heff-sqr, we can arrive Hamiltonian of the following form,
Heff-sqr = E0 +HR-Ksqr +H
′, (4.18)
where the constant term E0 = −ΩLξ can be thought as an approximate ground
state energy when H ′ is minimised. HR-Ksqr is exactly the Hamiltonian that de-
scribes the quantum hard-squares model. And finally, H ′ acts as a perturbing
Hamiltonian which we want to minimise such that Heff-sqr is approximately HR-Ksqr
with an energy offset. Mathematically, the perturbing Hamiltonian reads,
H ′ = [∆− (ξ−1 − 5ξ)Ω]
L∑
k,m
nk,m
+[
V
(
√
2)6
− Ωξ]
L∑
k,m
2(nk+1,m+1 + nk+1,m−1)nk,m
+Ωξ
L∑
k,m
nk,m(−(nk+2,m + nk,m+2) + nk+1,m+1nk+1,m−1
+nk−1,m+1nk−1,m−1 + nk+1,m+1nk−1,m+1
+nk+1,m−1nk−1,m−1 − nk+2,mnk+1,m+1nk+1,m−1)
+Ω(ξ−1 − ξ)
L∑
k,m
nk,m[2(nk+1,m + nk,m+1)
−(nk+1,mnk−1,m + nk,m+1nk,m−1 + nk+1,mnk,m+1
+nk+1,mnk,m−1 + nk−1,mnk,m+1 + nk−1,mnk,m−1)
+(nk+1,mnk−1,mnk,m−1 + nk+1,mnk−1,mnk,m+1
+nk+1,mnk,m+1nk,m−1 + nk−1,mnk,m+1nk,m−1)
−nk,m+1nk,m−1nk+1,mnk−1,mnk,m]. (4.19)
The first line in H ′ consists of all single body terms and the second line contains
two-body terms that describes Rydberg atoms which are at next-nearest neighbour
distance. These two lines are exactly zero on the ξsqr-manifold defined as
(i)∆ = −(5ξ − ξ−1)Ω; (ii)V = 8Ωξ. (4.20)
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The rest of the terms in H ′ describes many-body interactions with various con-
figurations. To visualise these many-body interactions, we plot the corresponding
configurations in Fig. 4.5 with the associated ξ-dependent weight given on the
side. The green dot represents the reference Rydberg atom which is interacting
simultaneously with neighbouring Rydberg atoms on the sites presented by the
red dots. As shown, all configurations with an energy of −ξ−1 + ξ contain Ryd-
berg atoms which are located on adjacent lattice sites. In the physical subspace,
these many-body terms in principle has zero contribution to the system as the
corresponding spin product states are excluded in this subspace. The rest of the
terms are still problematic as these many-body terms cannot be simply neglected
and the contributions of them depends on ξ which in turn depends on the laser
parameters {Ω,∆} within the ξsqr-manifold. However, these terms still have small
contributions in two special cases in terms of the fractional Rydberg density, 〈n〉,
defined as the number of Rydberg atoms present in the lattice divided by the total
number of lattice, L:
(i) For a small 〈n〉, i.e. only a small amount of Rydberg atoms are randomly
populated in the lattice, these Rydberg atoms are very unlikely to present at close
range. Since the configurations as shown in Fig. 4.5 account for Rydberg atoms
at close range, the contributions of these terms are therefore insignificant.
(ii) When the laser is sufficiently detuned to overcome the interaction energy
between Rydberg atoms at next-nearest neighbours range, the system favours
a maximally occupied state having a fractional Rydberg density of ≈ 1/2. This
density can only be achieved when the Rydberg atoms are ordered into a crystalline
structure. As shown later the actual ground state of the Rydberg Hamiltonian,
HRydsqr , is well described by the ground state of HR-Ksqr in this case. Therefore,
we conclude that H ′ is minimised within the ξsqr-manifold and predict that the
ground state of HRydsqr should be very well described by the ground state of HR-Ksqr
in the ξsqr-manifold. We will justify our results in the next section by numerically
obtaining the ground states of the above two Hamiltonians and comparing them.
4.6 The Numerical Ground States of HRydsqr and
HR-Ksqr
In this section, to justify the assumption made previously where HRydsqr can be
approximated by HR-Ksqr in the ξsqr-manifold, we will simply perform direct diag-
onalisation of the two Hamiltonians with small lattice size to obtain the ground
state of each Hamiltonian. It is worth to note here that such diagonalisation is
restricted by the lattice size as for a system containing 16 particles, i.e. 4-by-4
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Figure 4.5: All possible configurations of single/many-body interactions derived
from the added Hξ. All solid dots represent atoms in the Rydberg state where
the green dot shows the reference site, {k,m}. The ξ-dependent weight is given
on the side of the corresponding configuration. Identical configurations due to
translational invariance of the lattice are included into the weight coefficients.
Notice that there are configurations that include nearest neighbour excitations
which are forbidden in the physical subspace.
Figure 4.6: Overlap between the true ground state |G〉sqr and the approximate
ground state |ξ〉num on the ξ-manifold for a 4-by-4 square lattice. The overlap
never drops below 0.5 for all ξ. The curve indicates that the two ground states
are very close to each other and even almost identical at small and large fugacity.
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Figure 4.7: Comparison of the quantities obtained from |ξ〉num and |G〉sqr of a
4-by-4 square lattice: results obtained from the ground state, |G〉sqr of Rydberg
HamiltonianHRydsqr are plotted in black solid and results obtained from the ground
state, |ξ〉num of HR-Ksqr are plotted in dashed red. (a) Density of Rydberg atoms;
(b) Ground state energy per atom (red solid shows result after applying pertur-
bation theory to the red dash); (c) Density-density correlation between Rydberg
atoms that are next nearest neighbours; (d) Variance of the quantity in (a).
square lattice, the Hilbert space is 216 which is already a large number to deal
with in terms of matrix dimension. For slightly larger system, for instance, a
6-by-6 square lattice, numerical diagonalisation is only feasible by exploring cer-
tain symmetries in the system to transform the Hamiltonian into a block diagonal
form [88]. Since interesting physics often emerges with sufficiently large system
size, e.g. phase transitions, overcoming numerical restrictions in quantum many-
body systems is hence one of the primary reasons for physicists to explore possible
alternatives in studying these systems.
As discussed, |ξ〉num is expected to be a good approximation for the true ground
state, |G〉sqr within the ξsqr-manifold, and should be the closest at small and large
ξ. These expectations are confirmed by the plot shown in Fig. 4.6 where we have
calculated the overlap between the two ground states for the system lattice size,
i.e. num 〈ξ |G〉 sqr. With such large dimension in Hilbert space, it is very unlikely
for two states to have a large overlap value unless they are similar. Therefore,
according to Fig. 4.6, where the overlap never dropped below 0.5, one can safely
conclude that |ξ〉num is a good approximation of the true ground state, |G〉sqr in
the ξsqr-manifold. Moreover, at both small ξ and large ξ, the overlap even yields
a value almost equal to one which suggests that the two ground states are almost
identical, hence providing strong evidences in supporting the arguments made in
the previous section when discussing H ′ and |ξ〉sqr.
With the numerically calculated ground states, it is possible to further obtain
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expectation values of classical observables such as the ground state energy by
sandwiching the classical operator with the ground state, i.e. 〈Oˆ〉 ≡ 〈G| Oˆ |G〉
with Oˆ being an operator and |G〉 being a ground state. In particular, we have
obtained the fractional Rydberg density, defined as 〈nk,m〉 = 〈N〉/L with 〈N〉
being the expected total Rydberg atoms in the lattice, the ground state energy,
E0, density-density correlations for Rydberg atoms located on lattice sites that
are next-nearest neighbours, i.e. 〈nk,mnk+1,m+1〉, and variance of the fractional
Rydberg density defined as 〈δnk,m〉 = 〈n2k,m〉−〈nk,m〉2. Using 4-by-4 square lattice,
and as a function of the fugacity ξ, these quantities are plotted in Fig. 4.7 where
quantities obtained from |G〉sqr are plotted in black and quantities obtained from
|ξ〉num are plotted in red. In general, the plots show a good agreement between
the two ground states, particularly in the region of both low and high values of ξ.
In the energy plot, i.e. Fig. 4.7(b), the red solid curve shows the result when first
order perturbation theory is performed with H ′ being the perturbing Hamiltonian
such that Eperturb = E0 + num 〈ξ |H ′| ξ〉num. The corrected ground state energy,
Eperturb is found to be closer to the real ground state energy (black curve) than
E0 (red dash curve). At large ξ between the dashed red and black curves, the
discrepancy seen can be explained by the non-zero energy contribution from the
many-body terms in H ′, i.e the 5-th line in Eq. (4.19). Still, these terms though
affect the ground state energy, they do not affect the fractional Rydberg density
as the real ground state is well approximated by |ξ〉num.
Let us now summarise the results obtained so far: the Rydberg lattice gas in a
two-dimensional square lattice can be well approximated by a quantum version of
Baxter’s classical hard-squares model within the ξsqr-manifold introduced in Eqs.
(4.20). This is justified by comparing the exact numerical ground states of the
Rydberg lattice gas described by HRydsqr and the quantum hard-squares model
described by HR-Ksqr , where the overlap between the two respective ground states
|G〉sqr and |ξ〉sqr is illustrated in Fig. 4.6 and other properties of the ground states
are depicted in Fig. 4.7. These excellent agreements, particularly for small and
large ξ suggest that |ξ〉sqr is a natural candidate for being used as a variational
ansatz to approximate the true ground state even away from the ξsqr-manifold.
Eventually, using such approximation, one is able to obtain a phase diagram in
the parameter space. The details of this variational approach will be given in
the next section. Moreover, as shown in Sec. 4.4, the transfer matrix method for
determining the partition function allows the calculation of ground state properties
of |ξ〉sqr for fairly large lattice size. This means that the quantum hard-squares
model provides not only excellent approximation to the original Rydberg lattice
gas, but also allows one to explore features that usually manifest at large system
size, e.g. phase transitions.
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4.7 |ξ〉sqr as a Variational Ansatz
To proceed, we now utilise the known knowledge of the quantum hard-squares
model to carry out a variational study of the Rydberg lattice gas in a square lattice.
The principle idea is to write |ξ〉sqr in terms of a variational parameter, η, which we
denote as |η〉. Then, we optimise the variational state |η〉 by minimising the energy
functional 〈HRydsqr〉η ≡ 〈η|HRydsqr|η〉. For each set of laser parameters, {Ω,∆}, we
have an energy functional to minimise and the corresponding optimised state η
will be used as an approximate ground state. This optimisation method is known
as the variational principle, which can be explained in the following way. For an
arbitrary Hamiltonian, H, one can express the ground state and the ground state
energy as, H|φ0〉 = E0|φ0〉, where E0 is the energy of the non-degenerate ground
state |φ0〉. The variational principle states that for any normalised wavefunction
|φn〉, the expectation value of the Hamiltonian over |φn〉 has a value greater or
equal the ground state energy [61]. Mathematically, we have
〈φn|H|φn〉 ≥ E0. (4.21)
This is because the ground state energy is defined as the minimum possible
eigenvalue of a Hamiltonian. The equality of the above expression only holds
if the trial wavefunction φn is exactly the ground state wavefunction |φ0〉, because
〈φ0|H|φ0〉 = 〈φ0|E0|φ0〉 = E0〈φ0|φ0〉 = E0. Therefore, in the case where the exact
ground state of a Hamiltonian cannot be obtained, the variational principle pro-
vides an upper bond of the ground state energy with a corresponding variational
state (an ansatz state). Although how close the upper boundary is to the actual
ground state energy cannot be determined by this method, if one minimises the
expression, 〈φn|H|φn〉 with respect to the variational parameter, n, in this case,
one eventually finds a good approximation of the ground state energy. And at this
point, the variational state is closest to the actual ground state.
To compute the energy functional, we express it in terms of expectation values
in the following way,
〈HRydsqr〉η = Ω
L∑
k,m
〈σxk,m〉η+∆
L∑
k,m
〈nk,m〉η+V
8
L∑
k,m
(〈nk,mnk+1,m+1〉η+〈nk,mnk+1,m−1〉η),
where 〈.〉η is used to denote 〈η|.|η〉. We have already determined the expectation
values of the classical operators in previous section by using the partition func-
tion of Baxter’s classical hard-squares [51] and the transfer matrix method [117].
Interestingly, the expectation value of the non-classical operator, σxk,m can also be
obtained [32] as one can express them in terms of the classical operators due to the
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special property of the ground state |ξ〉sqr. As seen previously, this ground state is
annihilated by all hk,m, i.e. hk,m|ξ〉sqr = 0. Therefore, any operator acting on this
expression should also be zero, i.e. Xˆhk,m|ξ〉sqr = 0, with Xˆ being an arbitrary
operator. Assigning the arbitrary operator to be the quantum operator σ+k,m, i.e.
Xˆ = σ+k,m, one finds
σ+k,mhk,m|ξ〉sqr = σ+k,mPk,m[σxk,m + ξ−1nk,m + ξ(1− nk,m)]|ξ〉sqr. (4.22)
The only non-trivial solution of the this equation is when (nk,m+ ξσ
+
k,m) |ξ〉sqr = 0.
Rearranging this solution gives the relation between the quantum operator and
classical operator as
σ+k,m |ξ〉sqr = −
nk,m
ξ
|ξ〉sqr . (4.23)
Taking the expectation value on both sides, we arrive at 〈σ+k,m〉 = −〈nk,m〉/ξ.
For the hermitian conjugate of σ+k,m, it is easy to show that 〈σ+k,m〉 = 〈σ−k,m〉 as
(sqr〈ξ|σ−k,m|)† = |σ+k,m|ξ〉sqr. Therefore, expressing everything in terms of classical
operators, the approximate ground state energy with the variational state reads,
〈HRydsqr〉η = −
2Ω
ξ
L∑
k,m
〈nk,m〉η + ∆
L∑
k,m
〈nk,m〉η
+
V
8
L∑
k,m
(〈nk,mnk+1,m+1〉η + 〈nk,mnk+1,m−1〉η). (4.24)
Using the transfer matrix methods, we have obtained the expectation values of
each of the above observables, i.e. 〈σxk,m〉,〈nk,m〉, 〈nk,mnk+1,m±1〉, and in addition
the ground state energy, E0 in Fig. 4.8. In the limiting cases where ξ → 0 and
ξ →∞, the results are indeed what one expects from an analytical treatment by
using the ground state |ξ〉sqr [c.f. Appendix B], where,
〈nk,m〉|ξ→0 ≈ 0; 〈σxk,m〉|ξ→0 ≈ 0; 〈nk,mnk+1,m+1〉|ξ→0 ≈ 0;
〈nk,m〉|ξ→∞ ≈ 1
2
; 〈σxk,m〉|ξ→∞ ≈ 0; 〈nk,mnk+1,m+1〉|ξ→∞ ≈
1
2
.
(4.25)
Knowing how the energy functional can be computed, one can perform the op-
timisation and see how well the optimised ground state, |η〉 can approximate the
true ground state |G〉sqr. For a 6-by-6 square lattice, by using the variational ap-
proach, as function of ξ, we plot the optimised ground state energy per lattice site
and the fractional Rydberg density (black squares) in Fig. 4.9 (a). Comparing the
results with the ones obtained from numerically diagonalising HRydsqr (red), excel-
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Figure 4.8: Expectation values of the observables appearing in the Hamilto-
nian (4.22) and the ground state energy: (a) Expectation value of σxk,m (b)
Density of Rydberg atoms; (c) Density-density correlation of Rydberg atoms
which are next nearest neighbours; (d) Ground state energy. Results for lat-
tice size from 4-by-4 to 14-by-14 are plotted in different colours with index given
on the right hand side of the energy plots. In the limiting cases, it is ob-
served that 〈σxk,m〉ξ→0 = 0, 〈σxk,m〉ξ→∞ = 0; 〈nk,m〉ξ→0 = 0, 〈nk,m〉ξ→0 = 0.5;
〈nk,mnk+1,m+1〉ξ→∞ = 0,〈nk,mnk+1,m+1〉ξ→∞ = 0.5. In addition, as shown in the
insets, the enlarged parts of the curves appear to be converging as lattice size
increase.
Figure 4.9: Comparing the quantities obtained from the optimised variational
method to the same quantities obtained numerically from a 6-by-6 lattice on the
ξ-manifold [32]. (a) Energy (main plot) and density per site (inset): exact ground
state energy/density of HRydsqr is plotted in red; energy/density obtained from
|ξ〉sqr in the same manifold is plotted in black; energy/density obtained with the
optimisation method to minimise 〈η|HRydsqr(ξ)|η〉 is plotted in black squares. (b)
Red curve: overlap between |ξ〉sqr and |G〉sqr; Black squares: overlap between |η〉
and |G〉sqr; Inset: the optimising parameter η as a function of ξ.
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Figure 4.10: Phase diagram (in terms of density of Rydberg atoms) generated
using the optimisation method with the variational state as a function of ω = Ω/V
and δ = ∆/V for a 16-by-16 square lattice. The red dash indicates results on
the ξ-manifold which is calculated in Fig. 4.9; The black line draws the phase
transition line and the yellow line draws the transition line where only nearest
neighbour interactions are included. The insets illustrate the energy functional at
the corresponding points A, B and C, where one sees a shift in the global minimum
as one crosses the transition line.
lent agreements are observed. Here we have also plotted the results obtained from
the unoptimised ground state, |ξ〉sqr, to demonstrate the improvement achieved
by the variational method. In Fig. 4.9(b), we illustrated the obtained the overlap
defined as num 〈ξ |G〉 sqr in red and 〈η |G〉 sqr in black squares. The latter indicates
a drastic improvement on top of the first overlap where the overlap value never
drops below 0.25 and stay higher than 0.5 for most ξ. This is a remarkable result
as these many-body states in the Hilbert space has a dimension of 67 022 for a
6-by-6 lattice size. Notice that 67 022 is actually a reduced dimension from the
original Hilbert space dimension of 236. This much smaller number is achieved
by firstly excluding all the configurations with nearest neighbour excitations, and
then by exploiting the translational and reflectional symmetries of the Hamilto-
nian (4.17) [32]. Still, an overlap value of higher than 0.5 indicates two states are
similar. Also as expected, for small and large ξ, one sees that the overlap is nearly
one, meaning the variational state, |η〉 is almost identical to the true ground state,
|G〉sqr.
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4.8 Phase Diagram of the Rydberg Lattice Gas
in Square Lattice
The excellent results produced by the variational method suggest that |ξ〉sqr is
a suitable candidate as a variational ansatz for going beyond the ξsqr-manifold.
Eventually, this allows one to explore the property of the approximate ground state
in the entire parameter space described {Ω,∆, V }. To obtain a phase diagram of
the two-dimensional Rydberg lattice gas in the whole parameter regime, the energy
functional 〈HRydsqr〉η is also minimised variationally in the regime away from the
ξ-manifold. For convenience, we describe the entire parameter regime by two re-
scaled laser parameters defend as ω ≡ Ω/V and δ ≡ ∆/V . The value of η at
where the minimum energy occurs is denoted as ηmin. With the determined ηmin,
we obtain the corresponding fractional Rydberg density, f(ω, δ) and use it as the
order-parameter for the phase diagram. The phase diagram is illustrated in Fig.
4.10. In the phase diagram, the range of values for δ and ω is chosen for the
following reasons. For positive δ, Rydberg excitation is unfavoured, and hence
the ground state is approximately a spin vacuum where the fractional Rydberg
density f = 0. We consider nearest neighbour blockade where V  Ω, hence for
the results to be valid, ω has to remain small.
We now discuss the features present in the phase diagram by following a de-
creasing ω. Firstly, one notices that in the region ω > ω1 ≈ 0.14, the system
exhibits two distinct phases, a liquid (unordered) phase and a solid (ordered)
phase, where the two phases are separated by an apparent phase boundary (black
line). Crossing this phase boundary from the liquid phase to the solid phase, which
is illustrated along the line A - B - C, we find the energy functional 〈HRydsqr〉η has
a double well structure with the global minimum located on either side of ξcrit.
In particular, as shown in the inset, around region A, the minima is on the left
of ξcrit . For positions very close to B, the double well has two local minima of
the same height showing a competition between the two distinct phases. And
finally when the laser is sufficiently negatively detuned, the laser driving is dom-
inated by the detuning, and hence leading Rydberg atoms to form a half-filled
(f ≈ 0.5) crystalline structure. These behaviours suggest that the phase tran-
sition is discontinuous. A similar first order liquid-solid transition has also been
found for Baxter’s classical hard-squares model with additional (attractive) next
nearest neighbour interactions [118, 119]. This suggests that our findings are not
just a mere artefact of our variational approach. Along the black transition line,
for ω1 > ω > ω2 ≈ 0.1, the system exhibits qualitatively different behaviour.
Close to the phase boundary, the energy functional still has two distinct minima,
however both are located below ξcrit, i.e. the transition point of Baxter’s classical
105
Figure 4.11: The variational energy 〈HRydsqr〉η as function of η. At fixed ω values
where in a) ω ≈ ω2, and in b)ω < ω2. The green line depicts the critical fugacity
of the Baxter’s hard-squares model. The black curve is the connected global
minimum of each energy functional. The red curve indicates the approximate
position where the first order transition occurs. As one can see, the only blue
curves in graph (a) that have double maxima are the ones that are near the
transition point. The double minima slowly merges into a single minima as one
goes away from the critical point. This feature is seen more clearly in (b) where
the double minima feature is completely gone at all values of δ for ω < ω2.
hard-squares, hence indicating a first order transition from a phase with lower
fractional density to a higher fractional density when reducing the detuning below
δ ≈ −0.4. At ω = ω2, the black transition line terminates at a critical point where
one finds the two wells of the variational energy 〈HRydsqr〉η merges to a single min-
imum when deviating away from the critical values point along the δ-axis. For
ω < ω2, the variational state |η〉 predicts a continuous crossover from the liquid
phase to the half-filled solid phase and the variational energy functional 〈HRydsqr〉η
exhibits only a single minimum at all values of δ. Lastly, as ω → 0, it is expected
that two classically ordered phases should be present according to Baxter’s clas-
sical hard-squares: a quarter-filling phase for 0 > δ > −0.5 and the half-filling
phase for δ < −0.5. However, the variational state |η〉 is unable to resolve these
phases and the corresponding discontinuous transition between the two phases for
ω  ω2.
Finally, we comment on the effect of longer ranged interactions, i.e. next-next-
nearest neighbour interactions. When interactions beyond nearest neighbours are
excluded in the system, as shown in the phase diagram in Fig. 4.10, the transition
line is found to be significantly shifted (yellow). Therefore, the features in the
phase diagram discussed previously can be thought as a direct consequence of
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Figure 4.12: Phase diagram in the same fashion as Fig. 4.10, but with a quarter
filling region determined by introducing a quarter filling state |φ〉. Within the
quarter filling lobe, the configuration energy 〈φ|HRydsqr |φ〉1/4 is lower than the
minimised variational energy 〈η|HRydsqr|η〉 for the same parameters, Ω/V and
∆/V . The circle indicates where the discontinues phase transition ends, and
the dashed line illustrates the numerically obtained “extended phase boundary”
described in the content.
including long range interactions between Rydberg atoms. Further including long
range tails in the van der Waals interaction present in HRydsqr in the quantum
hard-squares model, we observe the transition line to be only marginally changed
in position as shown in Fig. 4.12 in red, while the main features remain the same.
Moreover, in Fig. 4.12, we have also demonstrated an extended “phase transition
boundary” as a dashed line which corresponds to the laser parameters {∆/V,Ω/V }
where the minimum of 〈HRydsqr〉η crosses the critical fugacity η = ξc (c.f. Fig. 4.11.
The lobe presented in this phase diagram will be discussed in detail in the next
section. In the next section, we focus on the unobserved phases which are expected
close to the classical limit.
4.9 Quarter-filling Variational State
In the classical limit, i.e. Ω = 0, one can calculate energies of classical config-
urations. Hence, by comparing the energies of different configurations, one can
obtain an expected phase diagram in this limit. For instance, we obtain the con-
figuration energy to be (−∆/2 + V )L for an ordered half-filled configuration and
−∆L/4 for an ordered quarter-filling configuration. Equating these two energies,
we obtain the phase boundary which occurs at δ = ∆/V = −0.5. However, as
seen from the phase diagram obtained previously, the expected crystalline phase at
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quarter-filling is not observed. One possible reason is that the variational ansatz
used in the approximation does not possess certain symmetries and hence is un-
able to capture certain crystalline phases at less fillings. As discussed with Eq.
(4.21), there are possible variational states that provides a better approximation,
i.e. with an approximate ground state energy that is closer to the actual ground
state energy. Therefore, in order to resolve the expected quarter-filling phase in
the phase diagram, we introduce an alternative variational ansatz in the following
form,
|φ〉1/4 = Nφ[|α〉1 |↓〉2 |↓〉3 |↓〉4 |α〉5 ... |↓〉L (4.26)
+ |↓〉1 |α〉2 |↓〉3 |↓〉4 ... |↓〉L
+ |↓〉1 |↓〉2 |α〉3 |↓〉4 ... |↓〉L
+ |↓〉1 |↓〉2 |↓〉3 |α〉4 ... |α〉L],
with Nφ = 1/
√
4 + 12αL/2 being the normalisation constant. We refer to this
state as a quarter-filling state. Each of the spin product states represents one of
the four degenerate quarter filling configurations. The spin state |α〉 is defined as
|α〉 = (1−α2)1/2 |↑〉+α2 |↓〉 with the parameter α controlling whether |α〉 is in the
|↓〉 state or |↑〉 state. In the case of α = 1, we have the spin vacuum configuration
(all spins are pointing down), and when α = 0, we have a superposition of four
degenerate quarter-filling configurations and the expectation value of fractional
Rydberg density is exactly 1/4. Following methods given in Appendix C, the
energy functional of the quarter filling state is given by
〈HRydsqr〉α ≡1/4 〈φ|HRydsqr |φ〉1/4 =
6ΩLα(
L
2
−1)(1− α2) 12 + ∆L(1− α2)
4 + 12α
L
2
. (4.27)
Treating the quarter-filling state also as an variational state with the variational
parameter, α, we minimise the energy functional in the entire parameter space
{ω, δ}. To obtain regions for which the system exhibits a quarter-filling phase, we
compare the minimised 〈HRydsqr〉α to the minimised 〈HRydsqr〉η. Using fractional
Rydberg density, f as the order parameter again, for any set of laser parameters
{ω, δ}, f is determined with the use of the variational state that gives a lower
energy. In Fig. 4.12, following this method, we have obtained a new phase diagram
where one clearly sees a quarter-filling region (f = 0.25) as predicted by the new
variational state |φ〉1/4.
Although introducing a quarter-filling variational state allows the determi-
nation of classically predicted crystalline phases, whether the boundary of this
quarter-filling region is faithfully described by this new variational state is ques-
tionable. Moreover, the distinct boundary between the lobe and the rest of the
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phase diagram cannot be simply considered as a discontinuous transition since
what happens close to the boundary remains unclear with this artificial varia-
tional state. Nonetheless, to some extend, it proves the existence of different
ordered phase near the classical limit.
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4.10 Conclusion and Outlook
In this chapter, we carried out a detailed study of the strongly interacting Rydberg
gas on a two-dimensional square lattice. In brief, we connected the Rydberg lattice
gas to a quantum version of the Baxter’s hard-square model and performed a
variational study of the ground state of the Rydberg lattice gas by using the ground
state of the quantum hard-squares model as a variational ansatz. Eventually, we
obtained a phase diagram as a function of the re-scaled laser parameters, {ω, δ},
and using the fractional Rydberg density, f as the order parameter.
In the phase diagram, we have identified distinct phases such as an unordered
phase and an ordered phase with half-filled Rydberg atoms. In addition, we have
identified a discontinuous phase transition between the two phases based on the
energy functional 〈HRydsqr〉η obtained through the variational approach. This is
unlikely to be an artefact of the variational approach since similar transition is
also seen in the Baxter’s classical hard-squares model with attractive next near-
est neighbour interactions [118, 119]. However, as the R-K description becomes
less accurate away from the ξsqr-manifold due to the non-negligible contribution
from the perturbing Hamiltonian, H ′ in Eq. (4.18), certain expected phases, e.g.
quarter-filling phase, are not captured by the ground state, |ξ〉sqr, of the quantum
hard-squares model. For this reason, we have deliberately introduced a quarter-
filling state, |φ〉1/4 to perform a similar variational study that focus on finding a
distinct phase with quarterly filled Rydberg atoms. Although this approach in-
deed predicts a region in the parameter space to be a quarter-filling phase, it does
not faithfully predicts the phase boundary between itself and the remaining parts
of the phase diagram.
Based on the above arguments, it would be interesting to see whether adopting
other techniques such as variational [120] and diffusion Monte-Carlo simulations
[120, 121], and mean-field approaches will allow the determination of classical ob-
servables such as the ground state energy beyond the limit of the R-K description.
Also, making effort in developing numerical methods to determine the phase di-
agram for adequately large system size, e.g. a 8-by-8 square lattice, might also
allow us to see regions where the R-K description does not accurately describe
and that alternative methods have to be used.
Another interesting direction that one can go into is to move on to three-
dimensional systems. This, however, requires very advanced computational and
numerical knowledge as the number of lattice sites is very large already for a small
system size. e.g. a small cubic lattice with 3 sites on each side already consists
of 27 lattice sites. Last, implementing inhomogeneities such as a single impurity
along with the methods discussed in Chapter 3 in not only the square lattice but
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also other two-dimensional geometries such as triangular and honeycomb lattices
might lead to interesting results.
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Chapter 5
Quantum Dynamics of the
Quantum Hard-rods Model
In this chapter, we study the out-of-equilibrium evolution of a strongly interacting
quantum spin chain which in principle can be realised by a modified version of
the Rydberg lattice gases studied in previous chapters. By mapping this closed
system onto a system consisting of hard-rods that can be coherently deposited on
and removed from a lattice, we show that the system possesses thermalisation be-
haviour where initial states approach to an equilibrium steady state which strongly
resembles a microcanonical ensemble of classical hard rods. Starting from the fully
coherent evolution equation we derive a master equation for the evolution of the
number of hard rods on the lattice. This equation not only captures the prop-
erties of the equilibrium state, but also describes the dynamical non-equilibrium
evolution into it for the majority of initial conditions. We analyse this in detail
for hard rods of varying size.
5.1 Introduction
Thermalisation, a phenomenon that describes the process in which the system
reaches an equilibrium state, has long been studied in classical systems in the past
[122]. It has been shown that the fundamental feature which drives a classical
system toward equilibrium is dynamical chaos [123]. However, in many-body
closed quantum systems, where the dynamics of the system is often described by
a linear Schro¨dinger equation, dynamical chaos clearly does not exist. Thus, the
explanation for how a closed quantum system thermalises to an equilibrium state
has to be fundamentally different from the classical picture.
A straightforward approach to monitor the thermalisation process of a quan-
tum system would involve a direct calculation of their microscopic dynamical evo-
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lution. However, for an interacting many-body system, this is often a formidable
task due to the exponential growth of the Hilbert space with the number of parti-
cles. Circumventing this problem requires sophisticated numerical tools and clever
mathematical approaches. It is hence fair to say that our understanding of the
equilibration and thermalisation of closed quantum systems is still far less devel-
oped than for their classical counterparts.
Sparked by the recent tremendous boost in experimental ultra-cold atomic and
molecular physics[6, 124, 125], there has been an ever growing interest in under-
standing thermalisation in closed quantum systems. This is because these experi-
ments allow one to realise almost ideal closed quantum systems by isolating them
from the thermal environment[126]. In the mean time, many theories have been
established to reveal the mystery of thermalisation in an isolated quantum system.
For instance, the eigenstate thermalisation hypothesis (ETH) has suggested that
there exists a thermal state in each eigenstate of the system Hamiltonian if the
system is non-integrable [127, 128]. Recent numerical studies have proven the va-
lidity of this hypothesis [129, 130, 131], and works have been done to extend ETH
to explain quantum systems that are integrable [132]. There are also alternative
approaches to understand thermalisation in quantum systems, such as eigenstate
randomisation hypothesis (ERH) [133] and the typicality argument [134].
Unfortunately, these hypotheses, though proved to be successful in understand-
ing the steady state the system eventually evolves to, do not provide a detail ex-
planation on how initial states equilibrate. Motivated by this unanswered question
and intrigued by the fact that Rydberg lattice gases themselves are ideal closed
quantum systems, in this chapter, we propose to study the dynamical behaviour
of a generic quantum spin model. The model which belongs to the class of Ising
models in a transverse field and can be mapped onto a system of quantum hard
rods that are coherently removed from/deposited on a lattice, can be principally
realised by the interacting Rydberg lattice gases discussed in the previous chapters.
We aim to understand what exactly has happened to the initial states on their
route to the steady state. To do so, we will derive an effective master equation
that captures the temporal evolution of the system and the result will be com-
pared with numerical simulations and ETH. The work presented in this chapter
expands a recent work [44] and are summarised in [52].
The chapter is organised in the following way: In Sec. 5.2 we introduce the spin
Hamiltonian that represents a quantum version of a hard-objects model. In Sec.
5.3, we introduce a specific graphical representation of the Hilbert space, namely
the configuration network, to conveniently illustrate the dynamics of this system.
The properties of the configuration network will be studied here. Utilising these
properties, we will demonstrate in Sec. 5.4, with certain well justified approxima-
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tions, the derivation of a master equation that describes the motion of the system
in particle number space. In Sec. 5.5 the master equation is numerically studied
and a steady state solution is derived. To demonstrate how well this master equa-
tion captures the actual quantum time-evolution of the system and the properties
of the steady state, we compare the solution of the master equation with the exact
numerical quantum evolution. This is done by numerically solving the many-body
Schro¨dinger equation in Sec. 5.6. Conclusions and an outlook are provided in Sec.
5.7.
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5.2 The System
The system under consideration describes a chain of L spin-1/2 particles which
are equidistantly arranged at a nearest neighbour distance a0. The total physical
length of the system is thus l = La0. The spins are exposed to a transverse
magnetic field of field strength Ω (Rabi-frequency) which couples the local spin
down-state |↓〉 (ground state atom) to the spin up state |↑〉 (Rydberg atom). Spins
furthermore interact via a two-body interaction when they are simultaneously in
the spin up state. The interaction strength is V when the two spins are located
within a critical radius rc = λa0. We refer λ as blockade length for reasons that will
become clear later. Spins separated by a distance larger than rc do not interact.
The Hamiltonian of this system can be written as
Hspin = HΩ +HV = Ω
L∑
k=1
σxk + V
L∑
k=1
λ∑
i=1
nknk+i, (5.1)
with the operators having exactly the same meanings as in the previous chapters.
For convenience, periodic boundary conditions are chosen, i.e. nL ≡ n1, but this
is not a necessity.
In this chapter, we consider the specific regime in which V/Ω → ∞. This
means that it is energetically forbidden to have spin configuration that contains
two or more up-spins within a length of λ, hence the notion blockade length. This
largely constrains the number of allowed (classical) arrangements of spins and
leads to a substantially reduced dimension of the Hilbert space. In Fig. 5.1(a),
we provide examples of permitted spin configurations for the cases λ = 1 and
λ = 2. Due to the exclusion one can employ a description of the basis states in
terms of hard rods. Each configuration of spins can be uniquely mapped into an
arrangement of hard rods as illustrated in Fig. 5.1(a) for λ = 1 (dimers) and λ = 2
(trimers). Hard rods are deposited and removed by spin flips effectuated by the
transverse magnetic field of strength Ω. We draw this connections to hard rods
since in the course of this chapter we will make use of a number of known results
from statistical mechanics that concern the counting of the possible arrangements
of rods.
In relation to previous chapters, the spin model considered here can be realised
by the Rydberg lattice gases studied. For instance, the coupling between the |↓〉
and the |↑〉 in this spin model can be realised by resonate laser couplings between
the ground state and a Rydberg state of an Alkali-metal atom. In addition to the
ideal nearest neighbours blockade considered in previous Rydberg lattice gases,
the spin model described by Eq. (5.1) also considers a generic blockade length set
by λ. This parameter λ is closely related to the physical blockade radius in the
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Figure 5.1: (a) Graphical representation of possible spin configuration for blockade
length λ = 1 and λ = 2. Spin configurations can be also illustrated in the pictures
of hard-rods where each up-spin is effectively mapped to a hard-rod occupying
λ + 1 lattice sites. (b) An example of the configuration network in detail with
L = 8 and λ = 1. Each node represents a specific classical spin configurations
denoted by |nCn〉 with n being the number of up-spins in the configuration and Cn
uniquely labels the spin configuration. Two examples |3 1〉 and |4 2〉 are provided
to show how the labelling works. Edge between adjacent nodes indicates that
the nodes are directly coupled by HΩ. Each column can be seen as the graphical
interpretation of the expectation value of the observable, i.e. pn = 〈Pn〉, defined in
the text in Sec. 5.4. The non-zero matrix elements in the adjacency matrixM2 [see
Sec. 5.4] identifies three types of transitions that describe a two-steps transition
(two-spin flip operation): loop (green), reflection (orange) and transmission (red).
concept of Rydberg blockade as discussed in Chapter 2. In brief, the variation of
Rydberg blockade radius, hence, λ, can be achieved by using different Rydberg
states or varying the lattice spacing of the optical lattice [135].
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5.3 Configuration Network
5.3.1 Structure
To get insights into the dynamics of the spin system we represent its state space
through a configuration network, as shown in Fig. 5.1(b). To construct such
a configuration network, we introduce the basis states |nCn〉. Each of these
states represents a specific classical arrangement Cn of n hard rods. These states
obey the completeness relation
∑
nCn |nCn〉 〈nCn| = 1 and orthonormality rela-
tion 〈nCn|mKm〉 = δnmδCnKm . We interpret each of the microstates |nCn〉 as a
node of a network. By grouping configurations containing the same number of
hard rods into columns we obtain the network structure depicted in (5.1b). The
time-evolution of the system can then be imagined as a temporal change in the
occupation of these nodes. Dynamics is introduced through the Hamiltonian HΩ
which leads to transitions between microstates that are represented as edges of the
network. Since HΩ causes only single spin flips, nodes in neighbouring columns are
only linked directly, if their corresponding microstates can be converted into one
another by the removal/deposition of one hard rod. For example, setting λ = 1
the state |↓↑↓↓↑↓↓↑↓〉 in the n = 3 column is directly linked with |↓↑↓↓↓↓↓↑↓〉,
but not with |↓↓↑↓↓↓↑↓〉 in the n = 2 column. In the following we will analyse in
detail the properties of the configuration network.
5.3.2 Properties of the Configuration Network
The most basic properties that define the structure of our configuration network
are the number of columns and the number of nodes within each column. Fixing
the length of the system to L sites, and applying periodic boundary condition,
the maximum number of hard rods that each occupy λ+ 1 sites (i.e., the blockade
length is λ), which can be placed on the lattice is bL/(λ+ 1)c, where bxc denotes
the closest integer smaller or equal to x. The index counting the number of hard
rods can thus take the values n = 0, 1, ..., bL/(λ+ 1)c. The number of microstates
νn contained in the n-th column is given by the number of ways in which one can
distribute n indistinguishable hard rods of length λ + 1 over L lattice sites. As
shown in Appendix D.1, this is a standard combinatorial problem [136]. Further
proved by an alternative transfer matrix method given in Appendix D.2, νn has a
solution that reads,
νn =
L(L− 1− λn)!
n!(L− (λ+ 1)n)! . (5.2)
Having determined the properties of the “backbone” of the network we now turn
to assessing the linkage of the nodes. In particular, we calculate the mean number
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Figure 5.2: (a,b) Graphical illustration of the reflection processes. Two configu-
rations can at most be connected by two reflection pathways (a). However, since
rods must not overlap, the path containing an additional hard rod during the
intermediate step is often forbidden (b). (c) For the numerical study we fix the
physical system length l and the critical radius rc. The parameter λ is varied by
increasing the number of lattice sites.
of different possibilities Tn→n±1 to go from a state with n hard rods to one in
the adjacent columns. This quantity can be expressed as Tn→n±1 = cn,n±1/νn,
where cn,n±1 denotes the total number of links between columns n and n± 1 and
hence cn±1,n = cn,n±1. (Note that this symmetry does not hold for the Tn→m.)
Moreover, we know that Tn→n−1 = n, as in a configuration of n hard rods there
are n possibilities for removing one hard rod reaching a state with n−1 hard rods.
Using these relations the total number of links between two columns evaluates to
cn,n−1 = Tn→n−1νn =
L(L− 1− λn)!
(n− 1)!(L− (λ+ 1)n)! ,
cn+1,n = Tn+1→nνn+1 =
L(L− 1− λ(n+ 1))!
n!(L− (λ+ 1)(n+ 1))! ,
(5.3)
which can then be used to calculate Tn→n+1.
Let us continue by analysing the second order processes shown in Fig. 5.1(b),
i.e. loops, reflections and transmissions, as they will enter in the derivation of
the master equation. Selecting a node from the network, the number of loop
transitions from that node equals the number of links that this node has with
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other nodes. Therefore, the mean number of loop transitions from a state with n
hard rods is given by
N
(n)
loop = Tn→n+1 + Tn→n−1. (5.4)
Reflections connect two configurations that contain the same number of hard rods
but differ in the position of exactly one hard rod [cf. Fig. 5.2]. Two configurations
that are randomly selected from one column will typically differ by the positioning
of more than one hard rod and are thus not connected by a reflection. If two
microstates happen to be connected there are at most two paths as illustrated
in Fig. 5.2: a de-excitation followed by an excitation or vice versa. For n  1
(at high density) there is often even only one path available [c.f. Fig. 5.2(b)].
Similar considerations can also be made for transmission diagrams, i.e., the average
number of paths connecting two microstates containing n and n± 2 hard rods is
∼ 1. In fact the mean number of reflections (transmissions) N (n)refl (N (n)trans) between
two randomly selected states can be calculated analytically:
N
(n)
refl =
Tn+1→n(Tn+1→n − 1)νn+1
νn(νn − 1) +
Tn−1→n(Tn−1→n − 1)νn−1
νn(νn − 1) ,
N
(n)
trans =
Tn+2→n+1Tn+1→n + Tn−2→n−1Tn−1→n
νn
.
(5.5)
To illustrate that loop transitions are far more abundant than reflections and
transmissions we present some numerical examples in Table (5.1). Here we com-
pare N
(n)
loop, N
(n)
refl and N
(n)
trans for a number of lattice and hard rod sizes. This leads
to two observations. First, the relative weight of loop transitions largely increases
with increasing systems size L, as due to the larger dimension of the Hilbert space
each state can have more connections to other configurations. Second, the proba-
bility that two states within a column of the network are connected by a reflection
is vanishingly small in the ”bulk” of the network (1  n  bL/(λ + 1)c). The
same is also true for transmissions between columns n and n ± 2. Note, that
near the boundaries of the network, i.e. columns close to the maximum/minimum
n-value, the condition N
(n)
loop  N (n)trans, N (n)refl are less well satisfied. However, this
concerns only an exponentially small subset of states forming the configuration
network. These two observations on the statistics of the configuration network are
of central importance in the derivation of the effective master equation for pn(t)
that we are going to present in the following section.
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L λ n N
(n)
loop N
(n)
refl N
(n)
trans
2 8.22 0.54 2.2212 1
4 5.71 0.17 0.51
2 296 0.026 21
75 174.78 1.27× 10−57 1.39× 10−57
2 280.1 0.026 25
25 93.39 1.64× 10−27 3.18× 10−27
2 244.78 0.025 2
300
14
10 68 3.11× 10−13 1.73× 10−12
Table 5.1: Relative importance of the three transition types in terms of the defined
averages. The symbols have their usual meanings. Notice that we have chosen a
relatively small lattice size and a large one and for each lattice sites, we use various
blockade length to see how average transitions change. Furthermore, we choose
n in the way such that n = 2 corresponds to the configurations near the edges
(when n = 1, there is only reflection toward one side) and n ∼ L/λ corresponds
to the configurations in the centre of the configuration network.
5.4 Derivation of the master Equation
Our aim is to derive an equation of motion which describes the evolution of the
system in particle number space. This means that we are not interested in the
actual population of individual nodes within the graph shown in Fig. 5.1(b) but
rather in the probability pn of the system to reside in a specific column n. We will
see that this eventually leads to a master equation which has a steady state where
pn(t→∞) is proportional to the number of classical configurations making up the
n-th column. This strongly suggests that this steady state corresponds to a mi-
crocanonical equilibrium state in which all permitted classical spin configurations
are populated with equal probability.
5.4.1 Configuration States and Probability Distribution
The probability pn is defined as pn = Trρ(t)Pn, where ρ(t) is the density matrix
of the system and Pn =
∑
Cn |nCn〉 〈nCn| is a projector which projects onto the
subspace spanned by all microstates contained in the n-th column of the configu-
ration network [c.f. Fig. 5.1(b)]. The set of expectation values pn can be thought
as the distribution function which describes the probability of finding n up-spins
in the system at a given time. Throughout the rest of the chapter, we are inter-
ested in a situation where the initial state of the system ρ(0) has a fixed number
of hard-rods, i.e. [Pn, ρ(0)] = 0.
To begin with the formal derivation of the Master equation, let us momentarily
return to the case of finite V and transform Hamiltonian (5.1) into the interaction
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picture with respect to HV according to Appendix E.1. In the spin configuration
basis, i.e. |nCn〉, the spin Hamiltonian Hspin in the interaction picture reads,
HI(t) =
∑
nCn,mKm
hnCnmKme
−i(ωmKm−ωnCn )t |nCn〉 〈mKm| , (5.6)
where ωnCn = 〈nCn|HV |nCn〉 and hnCnmKm = 〈nCn|HΩ|mKm〉.
Proceeding with the second order von Neumann equation derived in Appendix
E.2 and further using the exact master Equation derived in Appendix E.3 based
on the second order von Neumann equation, one finds that pn = Trρ(t)Pn = 〈Pn〉
evolves in time according to
∂t〈Pn〉t = −
∫ t
0
dsTr{PnHI(t)HI(s)ρ(s) +HI(s)HI(t)Pnρ(s)
−HI(s)PnHI(t)ρ(s)−HI(t)PnHI(s)ρ(s)}, (5.7)
where HI is the Hspin in the interaction picture as obtained in Eq. (5.6).
Eq. (5.7) is still exact at this stage. To make progress we make an approxima-
tion which is to perform the replacement ρ(s) → ρ(t). At this point it is illusive
why this is sensible but we will provide a numerical justification of this step a pos-
teriori. Now, we return to the ideal blockade regime where V/Ω → ∞, in which
allowed spin configurations have the same configuration energy, ωnCn = 0. Adopt-
ing this fact, one notices that the exponential factor in HI(t) becomes e
−i0t = 1.
As a result, the interaction picture Hamiltonian becomes time-independent in the
ideal blockade regime, i.e. HI(t) → HΩ. Therefore, the time-integration in Eq.
(5.7) simply amounts to a multiplication by t.
Accepting the steps so far, one finds that Eq. (5.7) depends on matrices of the
form
H2I (0) =
∑
nCn
pLp
〈nCn|H2Ω |pLp〉 |nCn〉 〈pLp| , (5.8)
where the matrix elements 〈nCn|H2Ω |pLp〉 read,
〈nCn|H2Ω |pLp〉 =
∑
mKm
〈nCn|HΩ|mKm〉 〈mKm|HΩ|pLp〉 .
The aim now is to obtain the value of these matrix elements for any arbitrary
choices of the two microstates |nCn〉 and |pLp〉 in Eq. (5.8).
Revisiting the configuration network where each basis state, |nCn〉 is repre-
sented by a unique node with the edges connecting nodes illustrating possible
direct transition driven by HΩ, one finds that the transitions between nodes can
be described by an adjacency matrix, M [137]. In network theory, an adjacency
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matrix is a K-by-K matrix that illustrates the number of transitions between ad-
jacent nodes in a graph containing total of K nodes. In our case, as seen in the
configuration network in Fig. 5.1(b), if two nodes, i and j, where i, j are short
hand notation for nCn,mKm, are directly connect by an edge, the corresponding
entry of this adjacency matrix, Mi,j is one, and is zero otherwise. Since our con-
figuration network is undirected,M is symmetric; and since there is no edges that
directly links a node to its self, the diagonal elements of M is zero. The matrix
elements of an adjacency matrix to the power of s, i.e. (Ms)i,j, represents the
total number of different s-steps transitions along the edges between the nodes
in a graph. And (Ms)i,j = 0 simply means a transition of s-steps between the
i-th and the j-th nodes does not exist. Since H2Ω describes a two-step transition
from a node to another, we can therefore map the squared Hamiltonian, H2I to
an adjacency matrix to the power of two, i.e. M2 . The matrix elements (M2)i,j
thus corresponds to 〈nCn|H2Ω |pLp〉.
The idea of mapping the squared Hamiltonian H2Ω to M2 builds up a con-
nection between the matrix elements of H2I and the configuration network. For
instance, for two microstates that are not connected by a direct two-step transition
in the configuration network, one immediately knows that the corresponding ma-
trix element is zero. Then, by exploiting the nature of HΩ, which is to couple spin
configurations in neighbouring columns, one immediately sees that both m = n±1
and p = m±1 have to be satisfied for the matrix element to yield a non-zero value
(see Eq. (5.8) for the meaning of indices). In these cases, the non-zero matrix
elements amount to three distinct types of transitions in relationship to the con-
figuration network in Fig. 5.1(b): (i) loops (green) with |pLp〉 = |nCn〉, where the
initial and final states are identical, (ii) reflections (orange) with |pLp〉 = |nC ′n〉,
where the initial and final state are not identical but are located in the same col-
umn, and (iii) transmissions (red) with |pLp〉 = |n± 2Ln±2〉, where the initial and
final state are located in two columns with a difference in excitation number being
|n − p| = 2. As a result, the calculation of the matrix elements 〈nCn|H2Ω |pLp〉 is
related to counting the number of the three possible transitions. Using Fig. 5.1
as an example, for the state |3 1〉, we have 〈3 1|H2Ω |3 1〉 = 4, 〈3 1|H2Ω |3 2〉 = 1,
· · · , since they are 4 possible loop transitions, 1 reflection transition that arrives at
|3 2〉, and so on. The question now is how to count these numbers for large system
size since the complexity of these configuration networks scales exponentially with
the increasing lattice size.
As demonstrated in the previous section, of all three types of two-step transi-
tions, loop transition significantly dominates over the other two types of transition,
i.e. N
(n)
loop  N (n)trans, N (n)refl . This result allows us to make an essential approximation
at this stage which is to neglect all matrix elements that correspond to reflection
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and transmission. Mathematically, this approximation corresponds to only keep-
ing the diagonal elements (loop transitions) inM2. Accepting this step, Eq. (5.8)
can be approximated as,
H2I (0) ≈
∑
nCn
〈nCn|H2Ω |nCn〉 |nCn〉 〈nCn| , (5.9)
where
〈nCn|H2Ω |nCn〉 =
∑
mKm
| 〈nCn|HΩ |mKm〉 |2,
with m = n± 1.
The final approximation consists of neglecting the variation of the matrix el-
ements of H2Ω with Cn within a given column of the configuration network, by
replacing the matrix element with its average taken over all microstates within a
column,
〈nCn|H2Ω |nCn〉 → Ω2N (n)loop,
and with,
Ω2N
(n)
loop = Ω
2(Tn→n+1 + Tn→n−1), (5.10)
where we have used the analytical form of N
(n)
loop calculated in previous section.
This is a valid approximation for large system sizes as the number of loops for
different Cn in the n-th column are nearly the same and is much larger than the
variation among them. Even, for small system size, like the one shown in Fig.
5.1(b), the number of loops for nodes in the same column is roughly the same.
Accepting all approximations made so far and using the first term in Eq. (5.7)
as an example, with a particular n value, one finds that
∫ t
0
Tr[PnHI(t)HI(s)ρ(s)] ≈ Ω2tN (n)loopTr
[∑
Cn
|nCn〉 〈nCn| ρ(t)
]
≈ Ω2t(Tn→n+1 + Tn→n−1)pn, (5.11)
where we have used the definition of pn = Tr [Pnρ(t)] and Pn =
∑
Cn |nCn〉 〈nCn|.
Applying the same treatment to the other three terms in Eq. (5.7) and grouping
terms of pn with the same index number n, one arrives at the final master equation,
∂tpn (t) = 2Ω
2t [Tn+1→npn+1(t) + Tn−1→npn−1(t)]
−2Ω2t [Tn→n−1pn(t) + Tn→n+1pn(t)] . (5.12)
To solve these coupled differential equations, we express them in a matrix form
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that reads,
p˙(t) = 2Ω2tAp(t), (5.13)
where p(t) is the vector form of the distribution function,
i.e. p(t) = (p1, p2, · · · , pL/(λ+1))† and A, with a size of (nmax +1)-by-(nmax +1) and
nmax = L/(λ + 1) + 1, is the coefficient matrix described by the rates functions.
The matrix elements of A follows
Aij = −(Ti−1→i + Ti−1→i−2)δi,j + Ti→i−1δi+1,j + Ti−1→iδi,j+1, (5.14)
and with special boundary condition Aii = −Ti−1→i when i = 1 and Aii =
−Ti−1→i−2 when i = nmax + 1. One immediately sees that the coefficient ma-
trix obeys detailed balance where each matrix column has a sum of zero, thus
suggesting a steady state solution [138]. To solve the differential equation, we
introduce the substitution of τ = t2/2 with dτ/dt = t. Since ∂p(τ)
∂t
= ∂p(τ)
∂τ
dτ
dt
, we
have
∂p(τ)
∂τ
= 2Ω2Ap(τ). (5.15)
The solution to the above differential equation is standard and reads p(τ) =
e2Ω
2τAp(0). Substituting τ = t2/2 back, one finds,
p(t) = eΩ
2t2A p(0). (5.16)
By determining the analytical form of the matrix elements of A, one is able to
solve the master equation analytically for the probability distribution pn.
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Figure 5.3: The time evolution of the distribution functions pn(t) by solving the
master equation with nearest neighbour blockade only, i.e. λ = 1. The system
considered has a lattice length to blockade length ratio l/rc = 120. pn are drawn at
the time intervals: Ωt = 0.02, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.8 and Ωt = 2 (blue) from
left to right, as shown in (a). The initial distribution function used is p0 = 1 which
is a delta function. The steady state distribution is explicitly demonstrated in (b)
in blue and compared with the numerical results obtained directly from Eq. (5.17)
(red circles). The two curves match perfectly. To investigate the dependence of the
time-evolution on initial distributions, we start with distributions with different
densities ranging from ρ = 0 (p0 = 1) to ρ = 0.5 (p60 = 1). As seen, the steady
state is independent of the chosen initial state.
5.5 Time Evolution and the Steady State of the
master Equation
Since the coefficient matrix A calculated in Eq. (5.14) obeys detailed balance, i.e.
each column of A sums to zero, there exists a steady state for the distribution
function peqn which reads
peqn =
νn∑L/(λ+1)
n=0 νn
, (5.17)
and with peqn Tn→n+1 = p
eq
n+1Tn+1→n. Both the time evolution of the initial state and
the steady state solution can be numerically studied by using Eq. (5.16). Here, we
fix the lattice length to critical radius ratio as l/rc = 120 and we investigate the
time-evolution of distribution functions and the properties of the steady states.
In particular, as shown in Fig. 5.3, by fixing the blockade length to λ = 1, we
demonstrate the temporal evolution of the distribution function p0 = 1, the steady
state solution and the dependence on initial conditions. In (a), at the beginning of
the temporal evolution, one sees a quick diffusive dynamic which can be explained
as the spreading of the occupation of the nodes in the configuration network.
Then, the overall shape of the distribution does not change much but the position
continuously moves toward the right until it reaches the steady state. The steady
state distribution obtained from the master equation (blue) is illustrated together
with the steady state predicted by Eq. (5.17) (red circles) in (b), where one sees
a perfect match between the two curves. Lastly, we look at the dependence on
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Figure 5.4: In (a), to see the dependence on the blockade length, we show the
time-evolution of the distribution function p0 = 1 with different blockade radii
λ = 1 (blue), λ = 9 (green) and λ = 59 (red). The densities of the steady states
are explicitly plotted in (b) to further demonstrate the increase of density of the
steady state with increasing blockade length. Values of λ in the plot include 1
(blue), 2, 3, 5, 7, 9 (green), 19, 29, 39, and 59 (red). At particular blockade
length where λ = 1, 9, and 59, distribution functions at equilibrium (Ωt = 2) are
plotted in blue, green and red respectively in (c). The Mandel Q-factor has been
calculated for all steady state distributions and illustrated in (d) with x-axis being
the natural log of λ. The Mandel Q-factor saturates to−1 at large blockade length.
initial distributions where pn(t = 0) are chosen to have a density ranging from
ρ = 0 to ρ = 0.5 at an equal step size 0.5/6. The density ρ is calculated by
using ρ = nrc/l = nλ/L. Distributions with these densities correspond to delta
functions from p0 = 1 to p60 = 1. Notably, all curves reach the same steady state
approximately at the same time Ωt ≈ 1.2 independent of the chosen initial states.
To see the effect of changing blockade length, we fixed the initial state to be
p0 = 1 and let it involve under the master equation with blockade radii ranging
from λ = 1 to λ = 59. Time-evolutions at these blockade radii and the properties
of their steady states are illustrated in Fig. 5.4. Results at λ = 1, 9, and 59 are
particularly highlighted in the present figure in the colours blue, green, and red
respectively. In (a), one finds that the higher the blockade length, the faster the
system reaches the steady state. The densities of the steady states, which have
been explicitly plotted in (b), also increase with increasing blockade length. The
distribution functions at equilibrium are shown in (c). The results here coincide
with those studied in Ref. [40]. Finally, we calculate the Mandel Q-factor, defined
as Q = 〈n
2〉−〈n〉2
〈n〉 − 1 [139], for each steady state distribution in (d). The Q-
value compares a distribution function to a Poisson and a Poisson distribution
is defined to have a Q-value being zero. For a distribution having a negative Q-
value, it indicates a sub-Poissonian behaviour and as it approaches −1, variance
is approximately zero which suggests the absence of fluctuation in experimental
detections of the density of the steady state [140].
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Figure 5.5: For λ = 3 and l/rc = 10, the quantum evolution of the density of
a randomly chosen spin configuration in k = 0 momentum subspace (red dash)
and in complete momentum subspace (blue). The initial pin configuration has 3
up-spins and does not have translational symmetry (see text).
5.6 Exact Numerical Quantum Evolution
After having discussed the main features of the time evolution and the steady state
of the master equation we will now compare its predictions to the exact quantum
dynamics of the system. The quantum evolution of a spin configuration, |Φ(0)〉,
can be described by the solution to the Schro¨dinger equation as,
|Φ(t)〉 = e−iHct |Φ(0)〉 , (5.18)
where Hc denotes the spin Hamiltonian (5.1) in the spin configuration basis |nCn〉
representation. For a system containing L lattice sites, the dimension of the
Hilbert space grows exponentially as L increases. Thus, exact numerical calcula-
tion is restricted by the system size. In order to perform numerical calculations
of sufficiently large system sizes efficiently, we will work with a different set of
basis states which eventually allows us to block-diagonalise the Hamiltonian as
illustrated in Ref. [88]. In the following section, we will derive this set of basis
states, which we will refer to as quasi-momentum basis states. The name will be
become apparent as the derivation proceeds.
5.6.1 Quasi-momentum Basis States
To start the derivation, it is convenient to introduce some notations. Here, to
differentiate the notation for the microstates, i.e. |nCn〉, we introduce, for a lattice
size of L, a more general notation of the spin configuration, |n1, n2, n3, ..., nL〉 where
ni = 1, 0 corresponds to a presence of an up-spin or not respectively. Periodic
boundary conditions apply such that nL+1 = n1. Now, we define a translational
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Number of up-spins Reference State Notation Configuration N(ri, n)
0 |r1, 0〉 | ↓↓↓↓↓↓↓↓〉 1
1 |r1, 1〉 | ↑↓↓↓↓↓↓↓〉 8
2 |r1, 2〉 | ↑↓↑↓↓↓↓↓〉 8
2 |r2, 2〉 | ↑↓↓↑↓↓↓↓〉 8
2 |r3, 2〉 | ↑↓↓↓↑↓↓↓〉 4
3 |r1, 3〉 | ↑↓↑↓↑↓↓↓〉 8
3 |r2, 3〉 | ↑↓↑↓↓↑↓↓〉 8
4 |r1, 4〉 | ↑↓↑↓↑↓↑↓〉 2
Table 5.2: The basis constructed by exploiting the translational symmetry of the
periodic lattice with a lattice size of L = 8 and blockade length λ = 1.
operator, T , which shift the spins by one to the right, i.e.,
T |n1, n2, n3, ..., nL〉 = |nL, n1, n2, ..., nL−1〉. (5.19)
This corresponds to a decrease in the spin index by one. It can be proved that
the translational operator commutes with the Hamiltonian in Eq. (5.1). The
eigenstates of the translational operator can be calculated as,
TN |φ(k)〉 = eik|φ(k)〉, (5.20)
where the eigenvalue eik is obtained from the fact that TN = 1, i.e. translating N
times of a given state will bring it back to the given state. Therefore, we have N
non-equivalent solutions to the value of k,
k = m
2pi
N
,with m = 0, 1, ...N − 1. (5.21)
Before constructing the new set of basis states, let us first define a set of
reference states, denoted as |ri, n〉 with n being the number of up-spins in the spin
configuration, and ri denoting the reference state with i uniquely labelling each
distinct configuration state. These reference states have the following properties:
(i) Every reference state has a corresponding, equivalent microstate. (ii) Reference
states are unique in the sense that a reference state cannot be expressed by any
other reference states under translational operations. (iii) Microstates that do not
have their counterpart reference states can be expressed in terms of a particular
reference state under translational operations. To give an example of how to
obtain the reference states, we have identified and provided the complete eight
reference states for a system of eight lattice sites with blockade length being λ = 1
in Table (5.2). From the table, one can demonstrate the above three properties of
a reference state. For instance, it is not possible to express any of the reference
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states in terms of any other reference states with translational operations. Also,
spin configurations that are not shown in the table can be expressed in terms of a
reference state under translational operation, e.g. |↓↓↑↓↓↓↓↓〉 = T 2|r1, 1〉.
With these reference states and the eigenvalues of the translational operator,
we can now construct the new basis states in the following way,
|si, n〉k = 1√
N(si, n)
N(si,n)∑
N=1
e−ikNTN |ri, n〉, (5.22)
where N(si, n) is the normalisation constant, and the value of it is basically the
number of translations the reference state needs to take to arrive back to itself, i.e.
TN(si,n)|ri, n〉 = |ri, n〉. A basis state |si, n〉k is associated to the particular refer-
ence state |ri, n〉 with an allowed k-value. And the basis state can be interpreted
as a superposition of all configuration states that can be translated from the as-
sociated reference state. Due to the properties of the reference states discussed
earlier on, it is easy to prove that the constructed basis states obey orthogonality,
i.e. k〈si, n|sj, n′〉k′ = δi,jδn,n′δk,k′ .
The form of the new basis states resembles that of a discrete momentum state,
hence, we refer to these basis states as quasi-momentum basis states with quasi-
momenta k. The advantage of using these basis states is that the Hilbert space
can be divided into uncoupled blocks with different quasi-momenta. We refer to
each block as a k-subspace, with k being the allowed quasi-momenta determined
in Eq. (5.21). As a result, instead of diagonalising the entire Hamiltonian at once,
one can diagonalise each block separately. The dimension of most of the blocks
is roughly 1/L of the dimension of the entire Hilbert space with L being the
lattice size. The use of the quasi-momentum basis states will reduce the effort in
numerical calculation of the quantum evolution of the system. Moreover, this also
allows one to perform numerical calculation with larger system sizes.
Finally, we perform a change of basis to write the microstates, i.e. |nCn〉 in the
quasi-momentum basis state representation,
|nCn〉 =
∑
k
∑
i
∑
n′
k〈si, n′|nCn〉|si, n′〉k
=
∑
k
eikm√
N(si, n)
|si, n〉k, (5.23)
with m being the number of translational operations required for the reference
state to be translated into the spin configuration corresponding to the microstate,
|nCn〉. Notice that k〈si, n′|nCn〉 is only non-zero when n = n′, and moreover, there
is only one reference state that the spin configuration |nCn〉 can be translated
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into under the translational operation. These facts allow us to drop the two
summations in the second step.
Therefore, the quantum evolution of a microstate in the quasi-momentum basis
representation, according to Eq. (5.18) reads,
|Φ(t)〉 = 1√
N(si, n)
∑
k
e−iHkteikm|si, n〉k, (5.24)
withN(si, n) being the normalisation constant of the quasi-momentum basis states
|si, n〉k introduced in Eq. (5.22), k being the allowed wave vectors, Hk being the
Hamiltonian in the quasi-momentum basis representation. Knowing the state
|Φ(t)〉, one can calculate the expectation value, 〈n〉 of the number operator n by
〈n〉 = 〈Φ(t)|n|Φ(t)〉
=
1
N(si, n)
∑
k
〈
si, n|eiHkte−ikmne−iHkte−ikm|si, n
〉
k k
. (5.25)
From this expression, one sees that to obtain 〈n〉, instead of diagonalising the
entire Hamiltonian Hspin, one can diagonalise the Hamiltonian in each individual
k-subspace, i.e., Hk, separately, and perform the summation on the results.
If one chooses a state having translational symmetry such that N(si, n) < L,
i.e. it takes less than L steps of translation to get back to the state itself, one sees
that this state only evolves in certain k-subspaces. For instance, the vacuum state
where all spins are in the down-spin state has N(si, n) = 1, and the only allowed
wave vector is k = 0. In this special situation, 〈n〉 = 〈n〉0, and thus one only needs
to consider the temporal evolution in k = 0 subspace. However, if one randomly
chooses a spin configuration state, it is more likely that the state does not have
any special translational symmetry such that N(si, n) = L. In this case, it is
necessary to consider the complete momentum space. We demonstrate the above
argument in Fig. 5.5, where an example of the temporal evolution of a randomly
chosen spin configuration in the k = 0 subspace has been plotted in (red dash)
and the temporal evolution of the same state in the complete momentum space
has been plotted in blue. The latter curve shows a more pronounced dephasing
comparing with the red dashed curve.
5.6.2 Comparison to the solutions of the master Equation
To finally compare our analytical solution of the master Equation to the exact
quantum evolution, we have adopted the above numerical method for systems
up to L = 30 sites. The left column of Fig. 5.6 shows the numerically exact
quantum evolution of the hard rod density together with the prediction of the
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Figure 5.6: (a) Quantum evolution of microstates in complete momentum space
and (b) the distribution functions of the steady states. In vertical direction, we
increase the blockade radius where λ = 1, 2, 3 with a fixed l/rc = 10. In all plots,
the temporal evolutions described by the master equation and the distribution
function of the steady states are plotted in black. For each blockade radius, we
randomly chose 3 different initial states for the numerical simulation of the quan-
tum evolution. Then the quantum evolution and the distribution functions of the
resultant steady states are illustrated in red, green, and blue respectively for each
of the initial states.
master equation (in black). The ratio of system length to critical radius is fixed to
l/rc = 10 and we choose λ = 1, 2, 3 from the top to the bottom panel. Note that
the dimension of the Hilbert space increases from top to bottom. The differently
coloured curves in each panel show solutions to the Schro¨dinger equation starting
from randomly chosen initial states |n0Cn0〉 with the same number of hard rods n0
but different spin configurations Cn0 . The initial number of hard rods is chosen
such that the initial state lies in a region of the configuration network with large
connectivity, i.e., where the statistical assumptions underlying the derivation of
the master equation are well met. The right column shows the corresponding
probability distributions pn at Ωt = 20. For both 〈n〉λ/L and pn the agreement
between the results of the exact quantum calculation and the prediction of the
master equation is remarkably good. In particular, for long times the results of
the full quantum calculation and solution of the master equation only differ by
roughly one per cent. For short times the quadratic time dependence of 〈n〉λ/L
as well as its dependence on λ are well reproduced (see insets). For longer times
the full quantum solutions exhibit oscillations around the equilibrium value of
〈n〉λ/L. Being a simple rate equation our master equation does not reproduce
these. However, the quantum oscillations decrease with increasing dimension of
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the Hilbert space. For λ = 1 this behaviour was also reported in reference [44].
At long times we observe a small systematic offset of 〈n〉λ/L obtained from
the exact numerics from the steady state values predicted by the master equation.
In the cases shown in Fig. 5.6(a), where the initial state contains fewer hard rods
than the equilibrium state, the quantum calculations suggest a sightly lower value
of the average hard rod density at long times. In contrast, for initial states with a
higher hard rod density than the equilibrium value the quantum results lie sightly
above the prediction of the master equation. Due to this systematic dependence on
the initial state, we attribute this small offset to the presence of memory effects
in the quantum dynamics that were completely neglected in the derivation of
the master equation. Furthermore, the data of the full quantum calculation for
λ = 3 exhibit a very slow drift of 〈n〉λ/L towards the steady state of our rate
equation. This effect is seen more clearly in Fig. 5.7, where we follow the time
evolution of the hard rod density for λ = 4 to much longer times. The observed
shift might be indicative of a pre-equilibration process in the quantum system, in
which 〈n〉λ/L quickly reaches a quasi-equilibrium state, which then very slowly
equilibrates to the “true” steady state. However, the drift might also stem from
a long wavelength oscillation present in the full quantum calculation due to the
finite size of the system. Since the full quantum calculations are limited to small
system sizes it is difficult to further explore this effect, which seems to be more
pronounced with increasing λ.
Let us finally return to the observation made in Fig. 5.6(b) that distribution
functions pn calculated fully quantum mechanically and using the master equation
agree very well at long times. In order to quantify the degree of agreement we use
the following overlap measure [141],
D = 1− 1
2
L/(λ+1)∑
n=0
|p¯n − peqn | . (5.26)
Here peqn denotes the steady state solution of the master equation and p¯n is the equi-
librium distribution obtained from the solution of the Schro¨dinger equation, time
averaged over a time interval ∆t, i.e., p¯n =
∫ t+∆t
t
dτ pn(τ)/∆t. The distribution
functions are identical when D = 1, and D = 0 for distribution functions that are
completely non-overlapping. For the three situations discussed in Fig. 5.6 we have
selected 100 randomly chosen initial spin configurations for L = 10, λ = 1 and 500
randomly chosen initial spin configurations for L = 20, λ = 2 and L = 30, λ = 3,
and have used them as initial states of the quantum evolution. The time average
in order to compute p¯n was taken over the interval ∆t = [20/Ω, 40/Ω]. We have
collected the results of these simulations in the histograms shown in Fig. 5.8. Here
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Figure 5.7: Long time quantum evolution of the hard rod density starting from a
randomly chosen initial state with n0 = 3 hard rods for λ = 4 and l/rc = 9. The
evolution predicted by the master equation is plotted in black. To highlight the
shift, the time evolution from Ωt = 0.5 to Ωt = 20 is enlarged and shown in the
left inset, and the evolution from Ωt = 80 to Ωt = 100 is enlarged and shown in
the right inset.
we see that for the vast majority of initial conditions D is close to one with only a
few outliers. This indicates that indeed equilibration is largely independent of the
initial state. In order to demonstrate that the used set of initial conditions is repre-
sentative we have looked at the distribution of the number of hard rods contained
in the initial states. As an example the inset in Fig. 5.8 shows this distribution for
the parameters of the bottom panel. Comparing this to the microcanonical steady
state distribution we see that indeed each number is represented with the correct
weight. Finally, looking at the histograms shown in Fig. 5.8 as a function of the
dimension of the Hilbert space we see that the system equilibrates better with
increasing number of available microstates, confirming similar observations made
in [44] for the case λ = 1. In the thermodynamic limit, the master equation in Eq.
(5.12) therefore indeed provides an excellent description of the non-equilibrium
dynamics in particle number space.
5.6.3 Eigenstate Thermalisation Hypothesis
In this section, we show numerically that our closed quantum system obeys the
ETH. To do this, we numerically diagonalise Hamiltonian (5.1) to obtain the
eigenstates and eigenenergies, and denote them as |i〉 and i respectively. Thus,
Hspin|i〉 = i|i〉. For any initial state |φ〉, we can rewrite it in terms of the
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Figure 5.8: Histogram of the parameter D, defined in Eq. (5.26), for the three pa-
rameter sets used in Fig. 5.6. The numbers in the parentheses show the dimension
of the Hilbert space and the number of initial states used to create the histogram,
respectively. For the bottom panel we also show the distribution of the number of
hard rods contained in the initial states as an inset. The black dashed line with
blue cross marks in the inset shows the microcanonical steady state distribution
of the number of hard rods for comparison.
134
Figure 5.9: Histogram of the overlap DETH, defined in 5.29. The parameter sets
are equivalent to those in 5.8. The histogram is constructed using all eigenstates
for the respective parameter set.
eigenstates basis, such that |φ〉 = ∑i |i〉〈i|φ〉, and we further denote 〈i|φ〉 = Ei.
For an arbitrary initial state, it is then possible to write down the expectation
value of the projector Pn =
∑
Cn |nCn〉 〈nCn| at time t as,
〈φ|Pn|φ〉(t) =
∑
i,j
E∗iEje
−i(j−i)t〈i|Pn|j〉. (5.27)
According to ETH, in the infinite time limit where τ →∞ the time average value
of 〈Pn〉(τ) ≡ 〈φ|Pn|φ〉(τ) can be calculated as,
〈Pn〉(τ) = lim
τ→∞
1
τ
∫ t
0
dt〈φ|Pn|φ〉(t)
=
∑
i
E∗iEi〈i|Pn|i〉+ i lim
τ→∞
[∑
i 6=
E∗iEj〈i|Pn|j〉
j − i
(
e−i(j−i)τ − 1
τ
)]
=
∑
i
E∗iEi〈i|Pn|i〉, (5.28)
provided that 〈i|Pn|i〉 only weakly depend on i.
In the following we will perform a comparison between the distribution func-
tion calculated in the eigenstates, denote as pin ≡ 〈Pn〉(τ) and the equilibrium
distribution peqn defined in Eq. (5.17). This analysis follows closely the one pre-
sented in the previous section: We first numerically diagonalize Hamiltonian (5.1).
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Subsequently, we calculate the overlap
DETH = 1− 1
2
L/(λ+1)∑
n=0
|pin − peqn | (5.29)
for all eigenstates |i〉 and produce a histogram of the results. The corresponding
data is shown in 5.9, with the parameter sets being equivalent to those in 5.8.
Each histogram is constructed using all eigenstates for the respective parameter
set. The result shows features that are very similar to Fig. 5.8. For example, the
number of states giving rise to a distribution function with high overlap with peqn
increases as the Hilbert space dimension grows. In general this indicates that our
system satisfies the ETH.
It is interesting to note that the actual time-evolution produces states whose
distribution functions have higher overlap with peqn than the average energy-eigenstate.
This indicates that for the systems sizes and observable considered here the off-
diagonal terms which have been neglected in deriving Eq. (5.28) still contribute
significantly.
5.7 Conclusion and Outlook
In conclusion, we analysed in detail the time-evolution of a driven quantum spin
system through a derived master equation. The master equation which describes
the temporal behaviour of the observable pn reliably predicted the actual time-
evolution that one obtains from numerical treatment of the quantum system. The
master equation, unlike the numerics where system size is the limiting issue, was
found to be capable of calculating results for very large system sizes in a consid-
erable short time and it could be applied to arbitrary blockade length (quantum
hard-rods with varying sizes). By showing what happens en route to the equilib-
rium in our results, we showed that the expectation value of pn can be calculated
at a finite time from a statistical ensemble that corresponds to the partition of a
hard-rods gas.
One of the interesting findings in the results is the gradual shift of the blue
curves (numerical result) toward the steady state observed in Fig. 5.7 which indi-
cates the presence of a new (very slow) timescale. The master equation we have
derived fails to capture this small but obvious shift that one obtains in the nu-
merics. With further analysis involving different initial states, it is found that
such a phenomenon always presents. A similar phenomenon has been observed
in other systems and are named prethermalisation [142, 143, 144]. Therefore, it
is intriguing to understand what causes this shifting and why does it occur in a
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non-integrable, closed quantum system described by Hspin.
In deriving the master equation, we only considered a second order expansion of
the von Neumann equation [c.f. Appendix E.3]. As a result, we arrive at a master
equation which contains a squared Hamiltonian H2I such that only second order
processes, e.g. reflections, are considered. In fact, it is possible to go beyond the
second order expansion. For instance, a fourth order expansion can be achieved
by continuously replacing ρ(s) in Eq. (E.10) with the ρ(t) obtained in Eq. (E.9)
for two more times. Then, by expanding all the commutators, apart from the
second order terms described by H2I , one will also obtain 16 terms with each term
depends on H4I . Since there is no clear evidence for us to argue that these higher
order terms are negligible, it is interesting to see how they might affect our results.
As a fourth order process contains more information in describing the dynamics,
it is expected that they might reduce the memory effect as discussed along with
the results produced in Fig. 5.6. The matrix elements of these more complicated
H4I can be also mapped to adjacency matrices in the form of M4 which will be
calculable by using the combinatoric results obtained.
A few other things that one can calculate for this system are for instance the
level-spacing distribution of out Hamiltonian to see whether it gives a Wigner
distribution, a Poisson distribution or something in-between. Due to the fact that
our system is non-integrable, but contains symmetries such as the translational
symmetry used in constructing momentum eigenbasis, we expect the spectrum of
the level spacing distribution to be something in between the Wigner and Poisson
distributions.
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Appendix A
Interaction Picture and the
Effective Hamiltonian
The Hamiltonian of the Rydberg lattice gas as given in Eq. (2.33), takes the
following form,
HRyd =
L∑
k
Ωkσ
x
k +
L∑
k
∆knk +
1
2
L∑
k,m
V|k−m|nknm, (A.1)
and the corresponding Schro¨dinger equation reads,
i
∂
∂t
Ψ = HRydΨ, (A.2)
with Ψ being the wavefunction.
To transform the Hamiltonian into an interaction picture with respect to the
nearest neighbour interaction, we apply the unitary transformation,
U = exp
−itV
L∑
〈k,k′〉
nknk′
 = ∏〈k,k′〉 e−itV nknk′ , (A.3)
where the notation 〈k,k′〉 indicates that k and k′ are indices of atoms who are
nearest neighbours of each other. The state vector in the interaction picture is
then given by ΨI = U
†Ψ, or Ψ = UΨI . Therefore, the Schro¨dinger equation can
be written as,
i
∂
∂t
(UΨI) = HRyd(UΨI), (A.4)
Using the product rule, the left hand side becomes i( ∂
∂t
U)ΨI + iU(
∂
∂t
ΨI). Then,
applying U † on both sides, and rearranging the equation, one finds,
i
∂
∂t
ΨI = [U
†HRydU − iU †( ∂
∂t
U)]ΨI , (A.5)
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where U †HRydU − iU †( ∂∂t)U acts as an effective Hamiltonian, and it can be calcu-
lated as,
Heff = U
†HRydU − iU † ∂
∂t
U
= U †HRydU − U †
V L∑
〈k,k′〉
nknk′
U
= U †
 L∑
k
Ωkσ
x
k +
L∑
k
∆knk +
1
2
L∑
|k−m|>1
V|k−m|nknm
U. (A.6)
To carry on the calculation, since the unitary transformation commutes with the
number operators, i.e. nk, one only needs to consider the term U
†σxkU .
Using the fact that number operators are projection operators, i.e. n2k = nk,
and using the Taylor expansion of an exponential, one can rewrite an exponential
in the following way,
eitV nanb = 1 + itV nanb +
(itV nanb)
2
2!
+ · · ·
= 1 + nanb[−1 + 1 + itV + (itV )
2
2!
+ · · · ]
= 1 + nanb[e
itV − 1]. (A.7)
Using this fact, one finds that
U †σxkU =
∏
〈k,m〉
eitV nknk′ σxk
∏
〈k,k′〉
e−itV nknk′
=
∏
〈k,k′〉
[
1 + nknk′(e
itV − 1)]σxk
×
∏
〈k,k′〉
[
1 + nknk′(e
−itV − 1)] . (A.8)
Then,writing σxk as σ
+
k + σ
−
k , we can expand the brackets by using the following
relations:
nkσ
x
k = σ
+
k , nkσ
+
k = σ
+
k , nkσ
−
k = 0,
σxknk = σ
−
k , σ
−
k nk = σ
−
k , σ
+
k nk = 0.
One eventually finds that
U †σxkU = σ
+
k
∏
k′
[
1− nk′ + nk′eitV
]
+ h.c., (A.9)
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where h.c. stands for the hermitian conjugate of the present part, and the indices
k′ are again the nearest neighbours of k. In the limit of V  Ωk,∆k, we apply
rotating wave approximation where the rapid oscillating phases, e±itV , can be
neglected since these terms will quickly average to zero over time. In addition,
defining a plaquette operator, Pk =
∏
k′ [1− nk′ ], one arrives at
U †σxkU = σ
x
kPk. (A.10)
Therefore, the effective Hamiltonian reads
Heff =
L∑
k
Ωkσ
x
kPk +
L∑
k
∆knk +
1
2
L∑
|k−m|>1
V|k−m|nknm. (A.11)
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Appendix B
Expectation Values of the
Observables in the Limiting Cases
The ground state ξ in the two limiting cases can be expressed as,
|ξ〉ξ→0 =
∣∣∣∣∣∣∣∣∣∣

↓ ↓ ↓ · · ·
↓ ↓ ↓
↓ ↓ ↓
...
. . .

〉
−ξ

∣∣∣∣∣∣∣∣∣∣

↑ ↓ ↓ · · ·
↓ ↓ ↓
↓ ↓ ↓
...
. . .

〉
+
∣∣∣∣∣∣∣∣∣∣

↓ ↑ ↓ · · ·
↓ ↓ ↓
↓ ↓ ↓
...
. . .

〉
+ · · ·
 ,
(B.1)
|ξ〉ξ→∞ =
∣∣∣∣∣∣∣∣∣∣

↑ ↓ ↑ · · ·
↓ ↑ ↓
↑ ↓ ↑
...
. . .

〉
−1
ξ

∣∣∣∣∣∣∣∣∣∣

↓ ↓ ↑ · · ·
↓ ↑ ↓
↑ ↓ ↑
...
. . .

〉
+
∣∣∣∣∣∣∣∣∣∣

↑ ↓ ↓ · · ·
↓ ↑ ↓
↑ ↓ ↑
...
. . .

〉
+ · · ·
 .
(B.2)
where we have denoted ↑ as an occupied site, and ↓ as an unoccupied site. In the
ξ → 0 case, atoms do not want to be excited, thus allowing us to approximate
the ground state as the all unoccupied configuration plus very small corrections
where each configuration has only one excitation. In the limit of ξ → ∞, the
ground state is approximated by configuration that contains maximum excitation,
i.e. half of the total number of sites, L/2 in addition with configurations with one
less occupation. The coefficients in front of the corrections ensures that they are
vanishingly small.
Using the states, |ξ〉ξ→∞ and |ξ〉ξ→0 defined in Sec. 4.7 and denote 〈.〉 ≡ 〈ξ|.|ξ〉,
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for ξ → 0, we have
〈
∑
k,m
nk,m〉 = 〈0|
∑
k,m
nk,m|0〉 − ξ〈0|
∑
k,m
nk,m|1〉
−ξ〈1|
∑
k,m
nk,m|0〉+ ξ2〈1|
∑
k,m
nk,m|1〉
= ξ2L (B.3)
where L is the total number of sites, and we have abbreviated the configurations
in the way that the number represents the number of up-spins, and for empty
configuration, we have |0〉. Thus, nk,m|0〉 = 0. Using same notations, we have
〈
∑
k,m
σxk,m〉 = 〈0|
∑
k,m
σxk,m|0〉 − ξ〈0|
∑
k,m
σxk,m|1〉
−ξ〈1|
∑
k,m
σxk,m|0〉+ ξ2〈1|
∑
k,m
σxk,m|1〉
= 0− ξL− ξL+ 0.
= −2ξL (B.4)
Lastly, we have
〈
∑
k,m
nk,mnk+1,m+1〉 = 0, (B.5)
since no configuration contains two up-spins, all terms will be zero.
In the ξ →∞ case, we have,
〈
∑
k,m
nk,m〉 = 〈L
2
|
∑
k,m
nk,m|L
2
〉 − 1
ξ
〈L
2
− 1|
∑
k,m
nk,m|L
2
〉
−1
ξ
〈L
2
|
∑
k,m
nk,m|L
2
− 1〉+ 1
ξ2
〈L
2
− 1|
∑
k,m
nk,m|L
2
− 1〉
=
L
2
− 0− 0 + L
2ξ2
(
L
2
− 1)
=
L
2
(
1 +
L− 2
2ξ2
)
. (B.6)
Notice that due to the nearest neighbour exclusion, the maximum occupation is
half of the total number of sites, i.e. L
2
. Also, the different ways of having L
2
− 1
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occupations is L
2
.
〈
∑
k,m
σxk,m〉 = 〈
L
2
|
∑
k,m
σxk,m|
L
2
〉 − 1
ξ
〈L
2
− 1|
∑
k,m
σxk,m|
L
2
〉
−1
ξ
〈L
2
|
∑
k,m
σxk,m|
L
2
− 1〉+ 1
ξ2
〈L
2
− 1|
∑
k,m
σxk,m|
L
2
− 1〉
= 0− 1
ξ
L
2
− 1
ξ
L
2
+ 0
= −L
ξ
. (B.7)
Finally,
〈
∑
k,m
nk,mnk+1,m+1〉 = 〈L
2
|
∑
k,m
nk,mnk+1,m+1|L
2
〉 − 1
ξ
〈L
2
− 1|
∑
k,m
nk,mnk+1,m+1|L
2
〉
−1
ξ
〈L
2
|
∑
k,m
nk,mnk+1,m+1|L
2
− 1〉
+
1
ξ2
〈L
2
− 1|
∑
k,m
nk,mnk+1,m+1|L
2
− 1〉
=
L
2
− 0− 0 + 1
ξ2
L
2
(
L
2
− 2
)
=
L
2
[
1 +
1
ξ2
(
L
2
− 2
)]
. (B.8)
Now, we can substitute in the limiting condition into these approximated expec-
tation values and divide everything by L to calculate the mean expectation, we
have
〈nk,m〉|ξ→0 ≈ 0, 〈σxk,m〉|ξ→0 ≈ 0, 〈nk,mnk+1,m+1〉|ξ→0 ≈ 0,
〈nk,m〉|ξ→∞ ≈ 1
2
, 〈σxk,m〉|ξ→∞ ≈ 0, 〈nk,mnk+1,m+1〉|ξ→∞ ≈
1
2
.
(B.9)
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Appendix C
Configuration Energy of the
Quarter Filling State
Using the definition of the quarter filling state defined in Sec. 4.9, where
|φ〉1/4 = Nφ[|α〉1 |↓〉2 |↓〉3 |↓〉4 |α〉5 ... |↓〉L
+ |↓〉1 |α〉2 |↓〉3 |↓〉4 ... |↓〉L
+ |↓〉1 |↓〉2 |α〉3 |↓〉4 ... |↓〉L
+ |↓〉1 |↓〉2 |↓〉3 |α〉4 ... |α〉L], (C.1)
with |α〉 = (1 − α2)1/2 |↑〉 + α| ↓〉 one finds the following 〈α|α〉 = 1 and 〈α| ↓〉 =
〈↓ |α〉 = α, and α being real. The configuration energy can be calculated as,
1/4〈φ|HRydsqr |φ〉1/4 = N2φ
[〈 1 |+ 〈 2 |+ 〈 3 |+ 〈 4 |]{
Ω
∑
σ2k,m + ∆
∑
nk,m
}
[| 1 〉+ | 2 〉+ | 3 〉+ | 4 〉],
(C.2)
with | 1 〉, and etc. denote the sub-states in φ. The interaction term in HRydsqr
is neglected due to the lack of interactions of the quarter filling configuration.
Expanding the expression, one finds that
〈 1 |HRydsqr| 1 〉 =
L
4
{ 1〈α|∆n1 |α〉1 2〈↓ |↓〉2 3〈↓ |↓〉3 ...}
=
L
4
∆(1− α2). (C.3)
The coefficient L/4 is due to quarter filling, i.e. maximum Rydberg atom the
system can have is L/4. And there are total of four equivalent terms in the energy
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calculation which in the end gives ∆L. The cross terms in the energy reads
〈 1 |HRydsqr| 2 〉 = 1〈α|Ωσx1 | ↓〉1 2〈↓ |α2〉2 3〈↓ |↓〉3 4〈↓ |↓〉4 5〈α| ↓〉5 · · ·
=
L
2
Ωα(
L
2
−1)(1− α2) 12 . (C.4)
There are total of 12 equivalent cross terms and together with 〈 1 |HRydsqr| 1 〉, we
have the quarter filling state energy as,
1/4〈φ|HRydsqr |φ〉1/4 =
6ΩLα(
L
2
−1)(1− α2) 12 + ∆L(1− α2)
4 + 12α
L
2
. (C.5)
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Appendix D
Calculation of Configuration
Network Properties
D.1 The Combinatorial Method
The first method to calculate the mean connectivities considers counting νn and
cn→n±1 directly. The idea is to consider each hard-rod as an effective particle and
all hard-rods are indistinguishable. The problem then becomes a standard com-
binatorial one which is to count the number of ways to arrange indistinguishable
particles on a lattice [136]. Here, each hard-rod occupies λ + 1 original lattice
sites and will be counted as if it occupies one effective lattice site. In general,
the number of ways to arrange indistinguishable particles on a lattice can be cal-
culated by using the combinatorics as νn =
Leff!
n!(Leff−n)!
with Leff being the total
number of effective lattice sites and n being the number of hard-rods on the lat-
tice. For an open boundary one-dimensional lattice chain, with n hard-rods (n
up-spins), one finds that Leff = L− λn. To further include the periodic boundary
condition in the counting mechanism, we assign the first hard-rod with a known
position. There are in total L different ways to place this hard-rod. For each way,
one can count the number of ways to arrange the remaining n− 1 hard-rods, and
eventually multiply by L. However, due to indistinguishability of the particles,
there will be n repetitions for a total of n hard-rods since each one of the n − 1
hard-rods can be interchanged with the first assigned hard-rod. The amount of
effective lattice sites on which to arrange the remaining n− 1 hard-rods, becomes
Leff = L− (λ+ 1)− λ(n− 1). Finally, substituting Leff and n− 1 into the general
combinatorics, and together with the L/n factor derived from assigning the first
hard-rod and avoiding repetitions, one finds that the number of nodes contained
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in the n-th column can be calculated as,
νn =
L(L− 1− λn)!
n!(L− (λ+ 1)n)! . (D.1)
To calculate the total number of edges between neighbouring columns, i.e. cn→n±1
with cn−1→n = cn→n−1 and cn+1→n = cn→n+1, one can use the relation that
cn→n−1 = Tn→n−1νn and cn+1→n = Tn+1→nνn+1. Now, let us consider Tn→n−1
from a physical perspective. For a spin configuration containing n up-spins, e.g.
|↓↑↓↑〉 with n = 2, there are obviously n different possible ways to flip one up-spin
to arrive at spin configurations with n − 1 up-spins, e.g. |↓↓↓↑〉 and |↓↑↓↓〉 by
flipping one up-spin from the example above. This simply means Tn→n−1 = n.
Therefore, we have,
cn→n−1 = Tn→n−1νn =
L(L− 1− λn)!
(n− 1)!(L− (λ+ 1)n)! ,
cn+1→n = Tn+1→nνn+1 =
L(L− 1− λ(n+ 1))!
n!(L− (λ+ 1)(n+ 1))! , (D.2)
and these results can be further used to obtain Tn→n+1 and Tn−1→n.
D.2 Transfer Matrix Method
The alternative method, which is the one used in Ref. [44] is to introduce a
spin-coherent state similar to the one provided in [31],
|ξ〉 = 1√
Nξ
L∏
k
(1− ξ
[
k+λ∏
i=k−λ,i 6=k
(1− ni)
]
σ+k )|0〉
=
1√
Nξ
{|0〉 − ξ|1〉+ ξ2|2〉 − · · ·} , (D.3)
where the sub-state, |n〉, is a superposition state of all allowed microstates with n
up-spins, e.g. |1〉 = |↑↓↓↓ · · ·〉+ |↓↑↓↓ · · ·〉+ |↓↓↑↓ · · ·〉+ · · ·+ |· · · ↓↓↓↑〉. Thus, the
state in Eq. (D.3) is a weighted sum over all allowed microstates under the con-
straint of having a blockade length, λ. The weight of all microstates is controlled
by a single parameter, ξ. The normalisation constant of the state |ξ〉, Nξ can be
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expressed as,
Nξ = 〈ξ|ξ〉
= 〈0 |0〉 + ξ2 〈1 |1〉 + ξ4 〈2 |2〉 + · · ·
= ν0 + zν1 + z
2ν2 + · · ·
=
L/(λ+1)∑
n=0
znνn, (D.4)
where we have set z = ξ2, and νn counts the number of sub-sub-states in the
sub-state |n〉. One immediately sees that Nξ is nothing but a generating function
for a series of numbers {ν0, ν1, ν2, · · · } [145]. In general, an ordinary generating
function is expressed as G(an;x) =
∑∞
1 anx
n for a series a1, a2, a3.... To extract
the n-th number, an from this series, the expression an =
1
n!
∂n
∂xn
G(an;x)
∣∣∣
x=0
can
be used. The derivatives ensure that numbers before an give zero and evaluating
at x = 0 makes terms after an vanish. Therefore, νn can be calculated as,
νn =
1
n!
∂Nξ
∂z
∣∣∣∣∣
z=0
. (D.5)
In Ref. [31], it is shown that in the case of λ = 1, i.e. nearest neighbour blockade,
the normalisation constant, Nξ is equivalent to the partition function of a hard-
dimer gas. Here, we have generalised the spin-coherent state to include a general
blockade length , λ. As a result, the corresponding normalisation constant Nξ
eventually can be mapped to partition function of a hard-rod gas where each hard
rod occupies adjacent λ + 1 lattice sites. Using the partition function of a hard-
trimer gas derived in Appendix F with a zero chemical potential 2 ln(ξ) = 0 →
ξ = 1, i.e. all configuration states have the same weight, and by mathematical
induction, one finds that
νn =
L
n!
3n−1∏
j=2n+1
(L− j), (D.6)
and this agrees with the obtained expression in the combinatorial method with
λ = 2 [see Eq. (D.1)].
The next step is to calculate the total number of edges between neighbouring
columns, cn→n±1, which is mathematically given by,
cn→n±1 = 〈n± 1|
∑
k
σk
−|n〉, (D.7)
where |n〉 = ∑Cn |nCn〉. Let us now consider cn→n−1 as an example and to calculate
〈n − 1|∑k σk−|n〉, we use a property of the spin state in Eq. (D.3), where the
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expectation value of the off-diagonal operator σ−k can be written in terms of the
expectation values of diagonal operator nk as
〈
ξ
∣∣∑
k σ
−
k
∣∣ ξ〉 = −ξ−1 〈ξ |∑k nk| ξ〉.
Using this expression, one can define a generating function for cn→n−1 as,
Λ−(z) =
∑
k
〈ξ|nk|ξ〉
= −ξ〈ξ|
∑
k
σ−k |ξ〉
= −ξ (〈0| − ξ〈1|+ ξ2〈2| − · · · )∑
k
σk
− (|0〉 − ξ|1〉+ · · · )
= ξ
(
ξ〈0|
∑
k
σk
−|1〉+ ξ3〈1|
∑
k
σk
−|2〉+ ξ5〈2|
∑
k
σk
−|3〉+ · · ·
)
= ξ2c1→0 + ξ4c2→1 + ξ6c3→2 + · · ·
=
∑
n
zncn→n−1. (D.8)
Again, using mathematical induction, one finds that,
cn→n−1 =
1
n!
∂n
∂zn
Λ−(z)
∣∣∣
z=0
=
L
(n− 1)!
3n−1∏
j=2n+1
(L− j) . (D.9)
Following similar steps, one can also induct an analytical expression for cn→n+1
which reads,
cn→n+1 =
1
n!
∂n
∂zn
Λ+(z)
∣∣∣
z=0
=
L
n!
3n−2∏
j=2n+3
(L− j) . (D.10)
These two expressions also agree with the combinatorial results calculated in Eq.
(D.2) in the case of λ = 2, if one expand the products.
Up to now, one sees that both methods mentioned in this section can be used to
calculate the mean connectivities. However, the transfer matrix method is rather
complicated compared to the combinatorics as the calculation of the partition
function involve diagonalising a transfer matrix with size (λ + 1) − by − (λ + 1)
analytically. Thus, the complexity of the calculation increases as the blockade
length, λ increases. However, it is worth to point out that the combinatoric method
only works in the regime where all microstates (nodes in the configuration network)
are equally probable, and this corresponds to ξ = 1 in the transfer matrix method.
Therefore, in a more general case where ξ 6= 1, the transfer matrix method has to
be adopted.
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Appendix E
Derivation of a master Equation
from a General Hamiltonian
E.1 Unitary Transformation and the Interaction
Picture
We start by introducing a complete and orthonormal basis |α〉 and write a general
Hamiltonian in matrix form separating the diagonal and off-diagonal part:
H = 1H1
=
{∑
α
|α〉〈α|
}
H
{∑
α
|α〉〈α|
}
=
∑
α
|α〉〈α|Hdiag|α〉〈α|+
∑
α,β
|α〉〈α|Hoff-diag|β〉〈β|
=
∑
α
〈α|Hdiag|α〉|α〉〈α|+
∑
α,β
〈α|Hoff-diag|β〉|α〉〈β|
=
∑
α
ωα|α〉〈α|+
∑
α,β
hα,β|α〉〈β|, (E.1)
where ωα = 〈α|Hdiag|α〉, hα,β = 〈α|Hoff-diag|β〉 and α 6= β.. To study the dynamics
of the system described by H, it is often useful to transform the Hamiltonian into
the interaction picture such that both the Hamiltonian and state vectors are time
dependent. To transform from the Schro¨dinger picture to the interaction picture,
we introduce the unitary operator Uˆ(t) = exp[−iHdiagt] where we set ~ = 1. The
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unitary operator satisfies UU † = 1. In terms of the general basis |α〉,
Uˆ(t) = exp{−i
∑
α
ωα|α〉〈α|t}
= exp{−iω0|0〉〈0|t} exp{−iω1|1〉〈1|t} · · ·
=
∏
α
exp{−iωα|α〉〈α|t}, (E.2)
where we have used the fact that diagonal operators commute, i.e. [|αi〉〈αi|, |αj〉〈αj|] =
0. Taylor expanding the exponential gives,
Uˆ(t) =
∏
α
[
1 + (−iωα|α〉〈α|t) + (−iωα|α〉〈α|t)
2
2!
+ · · ·
]
=
∏
α
[
1 + |α〉〈α|
(
iωαt+
(iωαt)
2
2!
+ · · ·
)]
=
∏
α
[
1 +
(
e−iωαt − 1) |α〉〈α|] , (E.3)
where we have used the fact that |α〉 〈α| is a projection operator such that (|α〉 〈α|)2 =
|α〉 〈α|. We then perform the unitary transformation to transfer the Hamilto-
nian into an interaction picture where the effective Hamiltonian reads HI(t) =
Uˆ †(t)Hoff-diagUˆ(t). After termwise application, the interaction picture Hamilto-
nian then reads,
HI =
∑
α,β
{
1 + (eiωαt − 1)|α〉〈β|
}
hα,β|α〉〈β|
{
1 + (e−iωβt − 1)|β〉〈β|
}
=
∑
α,β
hα,β
{
1|α〉〈β|1 + (eiωαt − 1)|α〉〈β|1 +
+1(e−iωt − 1)|α〉〈β|+ (eiωαt − 1)(e−iωβt − 1)|α〉〈β|
}
=
∑
α,β
hα,β|α〉〈β|
{
1 + eiωαt − 1 + e−iωβt − 1 + eiωαte−iωβt − eiωαt − e−iωβt + 1
}
=
∑
α,β
hα,βe
−i(ωβ−ωα)t|α〉〈β|, (E.4)
again with ωα = 〈α|Hdiag|α〉, hα,β = 〈α|Hoff-diag|β〉 and α 6= β. By transforming
into the interaction picture, the Hamiltonian HI(t) is now time-dependent. We
will then continue to derive the master equation in the interaction picture.
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E.2 The von Neumann Equation in the Interac-
tion Picture
The von Neumann equation can be derived starting from the Schro¨dinger equation
in the interaction picture,
i∂t|ψI〉 = HI |ψI〉, (E.5)
where |ψI〉 is the time-dependent state vector in the interaction picture, i.e.|ψI〉 =
Uˆ †|ψS〉 with |ψS〉 being the state vector in the Schro¨dinger picture, and we have
set ~ = 1. Since the Hamiltonian, HI is hermitian, one can also write
−i∂t〈ψI | = 〈ψI |HI . (E.6)
Taking the derivatives of the density operator, ρ(t) = |ψI〉〈ψI | with respect to t,
one finds that
∂tρ(t) = ∂t(|ψI〉〈ψI |)
= (∂t|ψI〉)〈ψI |+ |ψI〉(∂t〈ψI |). (E.7)
Now substitute the Schro¨dinger equation for the wavefunction into the above equa-
tion, one finds
∂tρ(t) = −iHI |ψI〉〈ψI |+ i|ψI〉〈ψI |HI
= −i[HIρ(t)− ρ(t)HI ]
= −i[HI , ρ(t)], (E.8)
which is known as the von Neumann equation. Formally integrating both sides of
the equation from 0 to t gives,
ρ(t)− ρ(0) = −i
∫ t
0
ds[HI(s), ρ(s)]. (E.9)
Rearrange the equation and inserting ρ(t) into the right-hand-side of the von
Neumann equation gives
ρ˙ = −i[HI(t), ρ(0)]−
∫ t
0
ds[HI(t), [HI(s), ρ(s)]]. (E.10)
In principle, one can repeatedly make the substitution of ρ(s) into the commutator
and obtain an equation containing higher orders. However, we will only consider
the above second order process here as it is sufficient to describe dynamics of the
system we consider in the main text.
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E.3 An Exact master Equation
The expectation value of an arbitrary observable, Oˆ in terms of the density matrix
is given as,
〈Oˆ〉 = Tr
(
ρOˆ
)
. (E.11)
Using the integral form of the von Neumann equation derived in Eq. (E.10), one
can write the time evolution of Oˆ as,
∂t〈Oˆ〉t = ∂tTr
(
ρOˆ
)
= Tr
(
ρ˙Oˆ
)
= −Tr{iOˆ[HI(t), ρ(0)]} −
∫ t
0
dsTr{Oˆ[HI(t), [HI(s), ρ(s)]]},(E.12)
where we have used the cyclic property of trace to move Oˆ in the front. Expanding
the first commutator and using cyclic property of trace again, one finds that,
−Tr{iOˆ[HI(t), ρ(0)]} = −iTr{OˆHρ(0)− Oˆρ(0)H}
= −iTr{ρ(0)OˆH − Oˆρ(0)H}
= −iTr{[ρ(0), Oˆ]H}.
(E.13)
Thus, if one chooses the observable Oˆ and the initial state to be commute, one
can eventually neglect the first term in Eq. (E.12). Expanding the commutators
in the second term in Eq. (E.12), and moving ρ terms to the most right, one finds,
∂t〈Oˆ〉t = −
∫ t
0
dsTr{OˆHI(t)HI(s)ρ(s) +HI(s)HI(t)Oˆρ(s)−
−HI(s)OˆHI(t)ρ(s)−HI(t)OˆHI(s)ρ(s)}. (E.14)
Up to now, we have derived an exact master equation describing the temporal
behaviour of an arbitrary observable, Oˆ.
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Appendix F
Partition Function of a
Hard-trimer Gas
The partition function of hard-rods can be calculated using the transfer matrix
method [87]. In this section, we will calculate the partition function of hard rods
with λ = 2, i.e. hard-trimers, by using the transfer matrix method. For such a
blockade radius, the Hamiltonian is given by,
Hhard-trimer =
L∑
k
(V nknk+1 +Wnknk+2)− 2 ln (ξ)
L∑
k
nk (F.1)
which considers both nearest and next-nearest neighbours interactions with V →
∞ and W → ∞. 2 ln (ξ) acts as an effective chemical potential. The partition
function of the Hamiltonian can be calculated as,
Ztrimer = Tr
[
e−H hard-trimer
]
=
∑
n1n2
∑
n3n4
...
∑
nL−1nL{
e−[
V
2
(n1n2+2n2n3+n3n4)+W (n1n3+n2n4)+ln (ξ)(n1+n2+n3+n4)]
}
·
·
{
e−[
V
2
(n3n4+2n4n5+n5n6)+W (n3n5+n4n6)+ln (ξ)(n3+n4+n5+n6)]
}
...
... ·
{
e−[
V
2
(nL−1nL+2nLn1+n1n2)+W (nL−1n1+nLn2)+ln (ξ)(nL−1+nL+n1+n2)]
}
,
(F.2)
where we have expanded the exponential of the Hamiltonian in such a way that
each bracket contains terms with four different indices ni to ni+3 and the next
bracket starts from ni+2. The factor of one-half in the front ensures no dou-
ble counting. This allows us to express the trace in terms of series of sums∑
n1n2
∑
n3n4
...
∑
nL−1nL where we have grouped every two indices as an effective
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new index. The new index has four degrees of freedom, i.e. n1n2 = 1, 1; 1, 0; 0, 1; 0, 0.
However, in the limit of V → ∞, one can exclude the configuration n1n2 = 1, 1.
Now, we can treat each bracket as a matrix T with nini+1 being the labels of the
matrix elements, i.e.,
Tn1n2,n3n4 = e
−[V2 (n1n2+2n2n3+n3n4)+W (n1n3+n2n4)+ln (ξ)(n1+n2+n3+n4)]. (F.3)
Then, taking into account the three possible configurations of the indices, one can
write out the matrix as
Tn1n2,n3n4 =
 T10,10 T10,01 T10,00T01,10 T01,01 T01,00
T00,10 T00,01 T00,00
 =
 ξ
2e−W ξ2 ξ
ξ2e−V ξ2e−W ξ
ξ ξ 1
 . (F.4)
Notice that if the n1n2 = 1, 1 configuration is not excluded, the transfer matrix
will be a 4-by-4 matrix with first row and first column yielding a zero entry in the
nearest neighbour blockade regime, i.e. e−V → 0 and
e−W → 0
. The exclusion of this configuration simplifies the calculation since it reduces the
matrix size. The partition function can then be calculated,
Ztrimer =
∑
n1n2
∑
n3n4
...
∑
nL−1nL
Tn1n2,n3n4Tn3n4,n5n6 ...TnL−1nL,n1n2 . (F.5)
The sums are simply matrix multiplication since Ai,j =
∑
k Bi,kCk,j with matrix-A
is the product of matrix-B and C, i.e. A = B ·C. Since the matrix element of the
matrix T only depends on the possible configurations that nini+1 can take and is
independent of the what value of i takes, one can write the partition function as,
Ztrimer =
∑
n1n2
TL/2n1n2,n1n2 = Tr(T
L/2), (F.6)
where the matrix T is usually named as transfer matrix. The power L/2 arises
from the summing index, which runs through odd numbers only and the summa-
tion is nothing but a trace since TrA =
∑
iAii. To compute T
L/2, it is convenient
to diagonalise the transfer matrix first. In the limit V,W → ∞, and introducing
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fugacity defined as z ≡ ξ2 The analytical form of the partition function reads,
Ztrimer = 2
−L3−L/2
{[
4− 4(−2)
1/3(1 + 6z)
η(z)1/3
+ 2(−2)2/3η(z)1/3
]L/2
+2L/2
[
2 +
2(2)1/3(1 + 6z)
η(z)1/3
+ 22/3η(z)1/3
]L/2
+
[
4 +
4(−1)2/3(2)1/3(1 + 6z)
η(z)1/3
+ 2(−1)1/3(2)2/3η(z)1/3
]L/2}
(F.7)
, with η(z) = (2 + 9z(2 + 3z) + 3
√
3z3(4 + 27z2))
1
3 . Notice that in the limit where
L → ∞, the first term and the last term (square bracket) are vanishingly small
compared to the middle term due to the 2L/2 pre-factor of the middle term.
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