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Samenvatting
Gedurende de laatste decennia hebben we een spectaculaire evolutie in pro-
cessor design meegemaakt. Twintig jaar geleden waren computerarchitecten
nog processoren aan het bouwen met e´e´n enkele rekenkern met 100 miljoen
transistoren aan een klokfrequentie rond de 1.5 GHz. De nieuwste processoren
daarentegen kunnen klokfrequenties bereiken tot 4.5 GHz in de ‘turbo boost’
mode. Ook kunnen ze over meer dan 24 rekenkernen beschikken, die bovendien
tegelijkertijd nog verschillende draden kunnen uitvoeren.
Architecten hebben de exponentie¨le groei in het aantal transistoren gebruikt
om de prestatie van een rekenkern te verhogen door het toevoegen van aller-
lei prestatieverhogende technieken zoals speculatie, pijplijning, out-of-order
uitvoering, grote caches, prefetching, enz. Tegenwoordig zijn brede out-of-
order processoren de standaard en is het verder verbeteren van de prestatie
van e´e´n enkele rekenkern moeilijk geworden. Daarom gebruiken architecten
het toenemend aantal transistoren tegenwoordig voor het verhogen van het
aantal rekenkernen per processor. Door het aantal rekenkernen te verhogen is
het mogelijk voor de software-architect om werk simultaan uit te voeren en op
die manier de uitvoeringstijd van parallelle programma’s te verkorten. Tech-
nieken zoals herbestemmingsbuffers, bredere pijplijnen, out-of-order verwerking
van instructies maken de processor niet alleen sneller, maar ook complexer.
Door deze toenemende complexiteit is de nood aan snelle en nauwkeurige
hulpmiddelen om de nieuwe processoren te evalueren heel groot. Het hulp-
middel bij uitstek is tot nog toe altijd simulatie geweest. De nauwkeurigheid
van simulatie is heel hoog, waardoor dit de perfecte oplossing lijkt. Maar om-
dat deze simulatoren het ontwerp gedetailleerd modelleren, zijn ze heel traag.
Voor langdurende computerprogramma’s leidt dit tot simulatietijden die zo
lang duren dat het eigenlijk niet meer nuttig is om te simuleren.
Bij het simuleren van langlopende programma’s kunnen computerarchi-
tecten niet langer vertrouwen op de gedetailleerde simulatoren. Daarom maken
ze vaker gebruik van een functionele en/of bemonsterde simulatie. Maar zelfs
deze simulatietechnieken zijn niet altijd bruikbaar als langdurende programma’s
of grote systemen gesimuleerd moeten worden.
Technieken zoals analytische modellen zijn een goede manier om gede-
tailleerde simulatie aan te vullen. Analytische modellen voorspellen de uitvo-
eringstijd van programma’s door middel van wiskundige modellen. Het ge-
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bruik van de resultaten uit functionele simulatie door de wiskundige modellen
zorgt ervoor dat ze veel sneller zijn ten opzichte van gedetailleerde simulatie.
Desondanks kunnen deze modellen een hoge nauwkeurigheid garanderen. Een
voorbeeld van een analytisch model is het intervalmodel [20]. Dit model is
gebaseerd op de observatie dat de maximale prestatie of de hoeveelheid in-
structies die de processor per klokcyclus kan verwerken gelijk is aan de breedte
van de pijplijn. De instructiestroom zal echter niet altijd perfect verlopen. Om
een nauwkeurige schatting te verkrijgen, modelleert het interval model ook on-
derbrekingen zoals foutief voorspelde sprongen en/of instructie- en data-cache
missers.
Het intervalmodel is in staat om op een snelle en nauwkeurige manier de
prestatie van een programma te voorspellen. Voor elk ontwerp in de ontwerps-
ruimte dient een nieuwe functionele simulatie uitgevoerd te worden. Deze
terugkerende kost is een probleem bij een grote ontwerpsruimte. Om dit prob-
leem aan te pakken wordt er gebruik gemaakt van micro-architecturaal on-
afhankelijke profileringstechnieken. Een dergelijk profiel bevat enkel eigen-
schappen die onafhankelijk zijn van de onderliggende micro-architectuur waar-
door een programma slechts e´e´n keer geprofileerd moet worden. Vervolgens kan
dit profiel gebruikt worden om micro-architectuurafhankelijke inputs te bepalen
voor een analytisch model. Gezien het profiel slechts e´e´n keer opgesteld dient
te worden is dit dus de perfecte oplossing voor het profileren van grote ontwerp-
sruimtes.
De grote uitdaging is het bouwen van deze micro-architecturaal onafhanke-
lijke profileringstechnieken. Om het geheugengedrag te modelleren is reeds
een model beschikbaar, StatStack genaamd [18]. StatStack maakt gebruik
van hergebruiksafstanden tussen geheugentoegangen om te voorspellen wat de
prestatie is voor een cache-geheugen van eender welke grootte. Er bestaat ook
werk rond het modelleren van spronggedrag zoals ‘taken rate’ en ‘transition
rate’ [9, 24]. Ook bestaat er een werk van Yokota et al. dat gebruik maakt
van sprongentropie [61]. Bij het gebruik van deze technieken kan er echter geen
nauwkeurige voorspelling gemaakt worden van de kost ten gevolge van foutief
voorspelde sprongen. Daarom is er nood aan een nieuwe techniek.
Wij stellen lineaire sprongentropie voor, een nieuwe techniek die bepaalt
hoe voorspelbaar het spronggedrag is van een programma. Als de entropie 0
is, betekent dit dat het patroon heel regelmatig is en dat de sprongen makke-
lijk voorspelbaar zijn. Dit zal leiden tot een laag aantal foutief voorspelde
sprongen. Als de entropie 1 is, betekent dit dat er veel willekeurig sprongge-
drag aanwezig is. Hierdoor zijn sprongen heel moeilijk te voorspellen, wat
zal leiden tot een groot aantal foutief voorspelde spongen. In onze techniek
is de definitie van entropie overgenomen van Shannon entropie, maar is de bi-
naire formule omgevormd van een som van logaritmen naar een simpele lineaire
functie. Onze nieuwe lineaire functie komt beter overeen met de werking van
sprongvoorspellers, wat een meer nauwkeurige modellering oplevert.
Omdat verschillende sprongvoorspellers een andere prestatie zullen leveren
voor deze programma’s, zal elke sprongvoorspeller over zijn eigen model moeten
beschikken. We voorspellen het aantal foutief voorspelde sprongen als een
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lineaire functie van de sprongentropie. De volgende vergelijking geeft het aantal
foutieve voorspellingen M aan in functie van de entropie E:
M(E) = α+ β × E. (1)
In deze formule zullen α en β berekend worden door middel van training.
Deze parameters zullen anders zijn voor elke sprongvoorspeller. Wij valideren
deze nieuwe techniek door het voorspellen van de voorspellingsnauwkeurigheid
van vijf sprongvoorspellers: GAg, GAp, PAp, gshare en een gecombineerde
voorspeller, voor 95 programma’s uit SPEC CPU 2006 en CPB 2011. Deze
techniek levert een gemiddelde fout op van 0.70 MPKI1 voor CBP en 0.89
MPKI voor de SPEC programma’s.
Lineaire sprongentropie kan gebruikt worden voor het sturen van if-conver-
sie. Lineaire sprongentropie is een techniek die met een hoge nauwkeurigheid
sprongen kan classificeren in gemakkelijk en moeilijk te voorspellen sprongen.
Dit gebeurt voor elke individuele sprong in een programma waardoor dit profiel
gebruikt kan worden voor het sturen van if-conversie. De invloed van het
spronggedrag in een programma hangt af van de hoeveelheid foutief voorspelde
sprongen. Met andere woorden, als sprongen heel moeilijk te voorspellen zijn,
zal de invloed heel groot zijn. Die impact verkleinen zal moeten gebeuren door
het vermijden van deze sprongen. Door onze techniek te implementeren in de
LLVM compiler, wordt de prestatie van programma’s tot 2.4% verbetert ten
opzichte van standaard if-conversie.
Lineaire sprongentropie is ook bruikbaar om de invloed van sprongge-
drag op de prestatie van een programma te bepalen. Eerst wordt een en-
tropieprofiel opgesteld van het programma door het uit te voeren met onze
profileringstool. Vervolgens wordt gebruik gemaakt van deze entropie samen
met het model van de gebruikte sprongvoorspeller om het aantal foutief voor-
spelde sprongen te bepalen. Hieruit kan de totale invloed van alle sprongen
bepaald worden op de uitvoeringstijd van het programma. Lineaire spron-
gentropie is gebruikt in het model van Van den Steen et al. [56] dat werd
voorgesteld op de ISPASS 2015 conferentie. In dit model is de fout van de
sprongcomponent slechts 1% in vergelijking met simulatie. Dit leidt tot een
fout van 0,16% op de volledige uitvoeringstijd. Het oude model van Yokota
daarentegen onderschat de invloed met gemiddeld 60%. Dit leidt tot een fout
van 7% op de totale uitvoeringstijd.
Het model voorgesteld door Van den Steen et al. [56] kan gebruikt wor-
den om de prestatie te schatten van een computerprogramma dat uit slechts
e´e´n draad bestaat. Maar aangezien softwareprogrammeurs niet langer kunnen
rekenen op de computerarchitect om de prestatie van e´e´n enkele rekenkern te
verbeteren, moeten programma’s aangepast worden om hun rekenwerk parallel
uit te voeren. Alleen door veel parallel werk uit te voeren kan de software de
hardware ten volle benutten. Dit voegt weer extra complexiteit toe, zowel voor
de softwareontwikkelaar, als voor de hardwaredesigner. Om de softwareon-
1MPKI: Het aantal fouten per 1000 instructies.
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twikkelaar te ondersteunen bij het optimaliseren van zijn programma’s en om
de hardwaredesigner toe te laten snel en efficie¨nt een grote ontwerpsruimte te
analyseren is er een hoge nood aan betere tools die de noodzakelijke inzichten
geven.
Om deze nieuwe uitdagingen aan te pakken, stellen we RPPM voor, een
micro-architecturaal onafhankelijke modelleringstool voor het maken van een
snelle prestatieschatting voor meerdradige programma’s op parallelle hardware.
Meerdradige programma’s maken gebruik van meerdere, zogenaamde, werk-
draden die het rekenwerk verdelen en parallel kunnen uitvoeren. Door het
verdelen van het werk zal het programma hetzelfde werk sneller kunnen uitvo-
eren, maar hierdoor zal de complexiteit van het programma toenemen. Deze
draden zullen elkaar be¨ınvloeden, zowel direct door synchronisatie als indirect
via het geheugen.
Het eerste grote verschil tussen enkeldradige en meerdradige programma’s is
de directe invloed die de verschillende draden kunnen uitoefenen op elkaar door
synchronisatie. Deze functies zijn beschikbaar via verschillende bibliotheken
zoals OpenMP, pthread, enz. Draden be¨ınvloeden elkaar via het geheugen.
Om de invloed die draden op elkaar uitoefenen via het geheugen te modelleren,
gebruiken we een nieuwe versie van StatStack [1]. Deze tool is in staat om het
geheugengedrag van deze meerdradige programma’s te modelleren.
Om synchronisatiegedrag te modelleren worden alle oproepen naar de syn-
chronisatiebibliotheken opgevangen tijdens een profileringsfase, dit samen met
alle andere eigenschappen die nodig zijn om de prestatie van elke individuele
draad te bepalen alsook het geheugengedrag. Om de uitvoeringstijd van meer-
dradige programma’s te bepalen, wordt eerst de uitvoeringstijd van alle draden
tussen de verschillende synchronisatiepunten bepaald. Dit gebeurt door het
enkeldradige model uit te breiden met de meerdradige StatStack versie. De
laatste stap is het terug toevoegen en modelleren van alle synchronisatiege-
beurtenissen.
RPPM is in staat de uitvoeringstijd van alle Parsec en Rodinia programma’s
te voorspellen met een gemiddelde absolute fout van 11%, een aanzienlijke
verbetering ten opzichte van na¨ıve uitbreidingen van het enkeldradige model
die leiden tot een gemiddelde fout van 28%. Wij tonen ook aan dat RPPM een
nuttig model is om op een snelle en nauwkeurige manier een ontwerpsruimte te
onderzoeken en inzicht te verkrijgen in het gedrag van een computerapplicatie
op toekomstige hardware.
Summary
Over the last few decades, we witnessed a spectacular evolution in processor
design. Whereas 20 years ago, architects were building single-core processors
with 100 million transistors at clock frequencies around 1.5 GHz, contemporary
state-of-the-art processors can reach clock frequencies exceeding 4.5 GHz in a
so-called turbo boost mode, and feature more than 24 cores, with multiple
threads running simultaneously on the same physical core.
Architects used the exponentially increasing number of transistors through
Moore’s Law to speed up single-threaded performance through various per-
formance enhancements, including speculation, out-of-order execution, larger
caches, etc. Nowadays, superscalar out-of-order processing is the defacto stan-
dard and improving single-threaded performance is becoming harder. There-
fore, architects are using the available transistor count for scaling up the num-
ber of cores in a processor. By increasing the core count, the software architect
is able to process data in parallel, thereby significantly increasing performance.
But speculation, deeper and wider pipelines, out-of-order processing of instruc-
tions, etc. not only make processors faster, they also make them more complex.
Due to the increased complexity, the need for fast and accurate tools to
evaluate new processor designs is very high. The preferred tool, until now, for
processor design has been detailed simulation. The level of accuracy for cycle-
accurate simulation is very high, hence it may appear to be the perfect tool for
taking important design decisions. However, since these simulators implement
the design in great detail, they are also very time-consuming. This leads to
impractical slowdowns when simulating long-running applications.
To simulate long-running applications, architects can no longer rely on de-
tailed simulators and hence need to use functional and/or sampled simulation.
Unfortunately, even these simulation techniques become unfeasible when sys-
tems become too large or applications too long-running.
Techniques such as analytical models are a good way to complement detailed
timing simulations. These models predict the execution time using a mathe-
matical model that uses inputs derived from a simple functional simulation. It
does this while maintaining high prediction accuracy. The interval model [20]
is one example that is based on the observation that, without miss events, the
performance or instructions per cycle (IPC) of the processor pipeline should be
equal to the width of the pipeline. This means that the processor is able to pro-
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cess instructions at its maximum IPC, e.g., at the designed dispatch width, as
long as there are no miss events. This behavior is best observed at the dispatch
stage, where instructions leave the front-end of the pipeline (after fetching and
decoding is done) and enter the back-end, where the instructions are executed
and all communication to memory is handled. The interval model models the
impact of branch mispredictions, instruction- and data-cache misses.
The interval model is able to provide a fast and accurate way for predicting
application performance, but with a growing design space, even the recurring
cost of re-running the functional simulations with different configurations be-
comes a major concern. Our approach to this problem is the use of a micro-
architecture independent profiling technique, such that this profile only consists
of application characteristics that are independent of the microarchitecture the
application is running on. After building the profile, microarchitecture-specific
inputs are generated based on a given hardware configuration, which enables
the analytical model to predict performance. Constructing this profile is a one-
time cost, thus the perfect solution for the exploration of large processor design
spaces.
The key challenge is thus to create microarchitecture-independent profiling
techniques to provide inputs to the interval model. To model cache behavior, a
tool called StatStack [18] can be used, which uses reuse distance histograms to
predict the cache miss rate of an application for any cache size. Some prior work
has been done to model branch behavior of an application, e.g., taken rate and
transition rate [9, 24], and branch entropy by Yokota et al. [61]. Unfortunately,
this prior work is not able to provide an accurate prediction of the number of
mispredicted branches for a specific branch predictor. Therefore, a new, more
accurate model is needed.
We propose linear branch entropy, a novel metric that quantifies how
regular the branch behavior of an application is. An entropy of 0 means that
there is a regular pattern in the branch behavior. Therefore, these branches
are easy-to-predict, leading to a low number of mispredicted branches. When
entropy equals 1, this implies that there is a lot of randomness in the branch be-
havior, therefore these branches are hard-to-predict, leading to a high number
of mispredicted branches. We keep this the same as the definition of Shannon
entropy, but we adapt the entropy formula from a sum of logarithmic func-
tions to a simple linear function, and we demonstrate that our new approach
correlates better with how a branch predictor actually works.
Because different branch predictors have a different misprediction rate for
the same application, each type of branch predictor has its own model. We
find that a linear relationship between entropy and the measured branch mis-
prediction rate is the best fit. We use the following equation to calculate the
misprediction rate M for a given entropy E:
M(E) = α+ β × E. (2)
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Parameters α and β are calculated during a training run and are different
for every branch predictor. We validate this new metric by predicting the
misprediction rate for five branch predictors, e.g., GAg, GAp, PAp, gshare and
a tournament predictor, for 95 benchmarks from two benchmark suites, SPEC
CPU 2006 and CPB 2011. Across all modeled predictors, the average absolute
error is around 0.70 MPKI and 0.89 MPKI for CBP and SPEC, respectively.
The average MPKI equals 10.8, which means that the model features a relative
error of less than 10%.
The first use case of linear branch entropy is the ability to steer if-conver-
sion. Linear branch entropy is an accurate metric for categorizing branches into
hard-to-predict and easy-to-predict branches. This can be done on a per-branch
basis and is thus an effective tool to profile branches to steer if-conversion. The
impact of branch behavior on the overall execution time of an application is
influenced by the number of mispredicted branches. When branches are very
hard to predict, the branch predictor is not able to avoid most mispredictions.
Thus, decreasing the branch impact should be done by avoiding this penalty,
through if-conversion. By implementing this technique in the LLVM compiler,
we improve performance by up to 2.4% compared to the default implementation
of if-conversion.
The second use case of linear branch entropy is the ability to provide inputs
to the interval model to model the branch penalty. During the profiling run
of the application, linear branch entropy is calculated. During the modeling
phase, the model of the used branch predictor along with the entropy provides
a prediction for the misprediction rate. From this, we can derive the number
of mispredicted branches, which in turn, can be used to calculate the impact
of all mispredicted branches. The use of linear branch entropy to model the
branch penalty is used as part of the single-threaded model proposed by Van
den Steen et al. [56]. In this model, the error of the branch component is only
1% compared to simulation, leading to a 0.16% error on the complete execu-
tion time, whereas Yokota’s model, on average, leads to an underprediction of
around 60%, or to a 7% error when predicting overall execution time.
This microarchitecture-independent analyical model can predict the execu-
tion time of single-threaded applications, but in order to make the most out of
current multicore processor hardware, applications need to adapt. Program-
mers can no longer rely on the computer architect to improve performance.
Therefore, applications need to adapt and parallelize the work to utilize the
available hardware to the best possible extent. This adds yet another dimen-
sion and even more complexity to the design of both the hardware and the
software. To enable the software architect to adapt their applications to up-
coming multicore hardware, and to enable the hardware architect to optimize
this new hardware, they need new tools that enable them to do a fast and ac-
curate design space exploration, and that give them the necessary insight into
the possible performance bottlenecks.
To tackle these new challenges, we propose RPPM, a micro-architectural
independent modeling tool for rapid performance prediction of multi-threaded
applications on multicore hardware. Multi-threaded applications create multi-
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ple worker threads that are able to execute in parallel. By dividing the work
among these worker threads, the application tries to speed up the execution.
But this comes with a cost and significant added complexity. These threads
can and will interfere with each other, both directly through synchronization
and indirectly through memory.
The first major difference between single- and multi-threaded applications
is the interference threads have upon each other through synchronization. The
most used synchronization primitives include critical sections, barriers and
producer-consumer relationships. These functions are available through par-
allel execution libraries, such as OpenMP, pthread, etc. Interference through
memory can occur in many ways and can both lead to an increase or a de-
crease of the execution time. To model interference through memory, RPPM
uses a new version of StatStack [1], that is able to predict cache miss rates for
multi-threaded applications.
To model multi-threaded execution behavior, we catch all calls to the syn-
chronization libraries during the profiling phase, together with all characteris-
tics needed to model per-thread behavior and multi-threaded memory behavior.
To predict the execution time of multi-threaded applications, we first predict
the execution time of all individual threads, between synchronization events.
This is done by extending the single-threaded model with multi-threaded Stat-
Stack. The next step is to predict the overhead caused by synchronization,
which is done by reintroducing all synchronization events and by modeling
their execution behavior.
RPPM predicts the execution time of all Parsec and Rodinia applications
with an average absolute error of 11%. This significantly outperforms naive
extensions of the single-threaded model that do not model any synchronization,
leading to an average error of 28%. We also show that RPPM is a valuable
tool to speed up design space exploration and to gain insight into the execution
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This chapter introduces the reader to the work that is described in this thesis
and ends with an overview of how the book is structured.
1.1 Motivation
In the last decades we witnessed a spectacular evolution in processor design.
While 20 years ago architects were still building single-core processors with 100
million transistors at clock frequencies around 1.5 GHz1, contemporary state-
of-the-art processors can reach clock frequencies exceeding 4.5 GHz in so-called
turbo boost mode2, while featuring more than 24 cores, with multiple threads
running simultaneously on the same physical core. This is made possible thanks
to Moore’s law which states that the number of transistors doubles every gen-
eration leading to a whopping 10 billion transistors that architects currently
have available.
Architects used this increasing number of transistors to speed up single-
threaded performance through various enhancements, including pipelining, out-
of-order executing, speculation, larger caches, pre-fetching, etc. Nowadays,
superscalar out-of-order processing is the norm and improving single-threaded
performance is becoming harder, therefore architects are using the available
transistor count for scaling up the number of cores in a processor. By increasing
core count, the software architect is able to process data in parallel, thereby
significantly improving performance. But reorder buffers, wider pipelines, out-
of-order processing of instructions, do not only make processors faster, they
also make them more complex.
Due to this increased complexity, the need for fast and accurate tools to
evaluate new processor designs is very high. The preferred tool, until now, for
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increased complexity, simulation time has increased dramatically. This makes
detailed simulation impractical for designing future designs. Techniques such
as analytical models are a good way to complement detailed timing simula-
tions. These models predict the execution time using a mathematical model
that uses inputs derived from a simple functional simulation. It does this while
maintaining high prediction accuracy. But with a growing design space, even
the recurring cost of re-running the functional simulations with different con-
figurations becomes a major issue.
Our approach to this problem is the use of a micro-architectural independent
profiling technique, such that this profile only consists of application character-
istics that are independent of the microarchitecture the application is running
on. After building the profile, microarchitecture-specific inputs are generated
based on a given hardware configuration, needed for the analytical model to
make a prediction. Constructing the profile is a one-time cost, making the an-
alytical model a compelling solution for driving big design space explorations.
1.2 Key Challenges
Creating micro-architectural independent profiles means we need to iden-
tify characteristics that are not influenced by the hardware where the profiling
is running on, and that are measurable without knowing the exact microar-
chitecture of the target design. Prior work has been done to analyze branch
behavior [9, 12, 24, 61], but none of the existing work provides the accuracy
needed for our model. Therefore the first challenge was the development of a
metric that is both easy to use and delivers the accuracy needed for the model
to accurately predict the penalty caused by incorrectly predicted branches.
This new metric gives us valuable insight into the impact branch prediction
has on the overall execution time of an application. Now that we have a
method to categorize branches based on their behavior, the challenge is to use
this information to speed up the execution of an application by minimizing the
impact hard-to-predict branches have on performance.
Today, hardware uses more and more parallel processors to increase the
total throughput of the chip, but in order to evaluate changes to this new
design, simulation is becoming too slow. The main challenge is to provide
the hardware architect with tools to quickly and efficiently evaluate the new
design choices. These tools are also very important for the software engineer,
since developing and optimizing parallel applications is not a trivial problem.
Software engineers also need tools to analyze the behavior of an application on
new parallel hardware.
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1.3 Thesis Contributions
Contribution #1: Linear Branch Entropy.
The first main contribution of this thesis is the use of a technique based on
Shannon’s entropy theory to model branch behavior in a micro-architectural
independent way. The predictability of a branch highly depends on the ran-
domness of the taken/not-taken pattern of that branch. Shannon’s formula can
be used to translate this randomness into a single number, called entropy. The
basic formula however was found to be too complex for practical use.
We therefore simplify Shannon’s formula and propose linear branch entropy.
This new entropy metric is still a number between 0 and 1, where 0 means easy-
to-predict and 1 means hard-to-predict, but now there is a linear relationship
between randomness and entropy. This makes it a lot easier to work with,
especially when inverting the formula in order to calculate the misprediction
rate for a branch predictor based on the entropy of an application. This work
resulted in a publication at the 2015 ISPASS conference:
S. De Pestel, S. Eyerman, and L. Eeckhout. Micro-architecture in-
dependent branch prediction modeling. In Proceedings of the IEEE
International Symposium on Performance Analysis of Systems Soft-
ware (ISPASS), pages 135 -144, March 2015.
Upon publication of the above work, the linear branch entropy technique
developed in this thesis was used to validate the coverage of the benchmarks
in the 2016 Championship of Branch Prediction or CBP. More precisely, my
entropy work was used to verify whether the set of benchmarks contains a suf-
ficiently diverse set of benchmarks from both ends of the spectrum, i.e., con-
taining benchmarks with straightforward branch behavior and hard-to-predict
behavior.
M. Breughe. Maximizing Branch Behavior Coverage for a Lim-
ited Simulation Budget. Championship Branch Prediction (CBP-
5), June 2016, www.jilp.org/cbp2016/program.html.
Contribution #2: Modeling Branch Misprediction Penalty.
The novel entropy technique developed in this thesis can be used to predict
the penalty created by the branch predictor during the execution of an applica-
tion. Linear branch entropy was integrated in a fellow PhD student’s profiling
and modeling tool to model the execution time of single-threaded applications.
This resulted in two co-authored publications:
S. Van den Steen, S. De Pestel, M. Mechri, S. Eyerman, T.E. Carl-
son, D. Black-Schaffer, E. Hagersten, and L. Eeckhout. Micro-
architecture independent analytical processor performance and power
modeling. In Proceedings of the IEEE International Symposium on
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Performance Analysis of Systems Software (ISPASS), pages 32-41,
March 2015.
S. Van den Steen, S. Eyerman, S. De Pestel, M. Mechri, T.E.
Carlson, D. Black-Schaffer, E. Hagersten, and L. Eeckhout. An-
alytical processor performance and power modeling using micro-
architecture independent characteristics. IEEE Transactions on
Computers (TC), 65(12) pages 3537-3551, 2016.
Contribution #3: Steering If-Conversion.
Entropy is an accurate characteristic to categorize branches into hard-to-
predict versus easy-to-predict branches. This can be done on a per-branch basis
in a microarchitactural-independent way. It thus is an effective tool to profile
branches to steer if-conversion, which is a technique to avoid the penalty caused
by incorrect branch predictions. Instead of executing only one path, based on
the result from the branch predictor, if-conversion will execute both possible
directions. After executing both paths, based on the condition of the branch,
it will keep the result from the correct execution path.
Of course, since if-conversion will execute both paths, this is only a good
idea for hard-to-predict branches, where the benefits of avoiding the costly mis-
prediction outweighs the cost of executing both paths. We demonstrate that by
guiding the existing if-conversion heuristics with this entropy information, we
improve performance by up to 2.4% compared to the default implementation of
this heuristic in the LLVM compiler. This work together with extensions on the
ISPASS paper resulted in a publication in IEEE Transactions on Computers:
S. De Pestel, S. Eyerman, and L. Eeckhout. Linear Branch En-
tropy: Characterizing and Optimizing Branch Behavior in a Micro-
Architecture Independent Way. IEEE Transactions on Computers
(TC), 66(3) pages 458-472, 2017.
Contribution #4: RPPM: Micro-architecture Independent Multi-
Threaded Performance Modeling.
To make the most out of the current multicore processor hardware software
needs to adapt. To speed up applications, software developers can no longer
rely on computer architects to speed up single-threaded performance. Instead,
they need to adapt their applications and parallelize the work to utilize the
available multicore hardware to the best possible extent.
Multi-threaded applications add yet another dimension for the software en-
gineer and hardware architect to take into account. To enable the software
engineers to adopt their applications to new upcoming hardware and to enable
the hardware architect to evaluate new designs, new tools are needed. Exist-
ing simulation techniques lack the speed to simulate long-running applications
across a large design space and do not always provide the necessary insight into
the bottlenecks and issues of parallel applications.
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We already developed a micro-architectural independent profiling tool for
single-threaded applications, and this tool proved to be a useful complement to
simulation when exploring a large design space. Extending this tool for multi-
threaded applications requires changes to the memory model to accurately
model interference in both private and shared cache levels. In addition, it
requires a way to model synchronization overhead caused by synchronization
primitives used by multi-threaded applications.
This new multi-threaded performance model was published in IEEE CAL
and accepted for ISPASS 2019. In these publications, we demonstrate that with
an average prediction error of 11% across the Parsec and Rodinia benchmarks,
this is a valuable tool to speed up design space exploration and gain insight in
the behavior of these applications on future designs.
S. De Pestel, S. Van den Steen, S. Akram, and L. Eeckhout. RPPM:
Rapid Performance Prediction of Multithreaded Applications on
Multicore Hardware. IEEE Computer Architecture Letters (CAL),
17(2), pages 183-186, 2018.
S. De Pestel, S. Van den Steen, S. Akram, and L. Eeckhout. RPPM:
Rapid Performance Prediction of Multithreaded Workloads on Mul-
ticore Processors. IEEE International Symposium on Performance
Analysis of Systems Software (ISPASS), accepted, March 2019.
1.4 Other Research Activities
During my PhD, I also took the opportunity of applying for an internship
at Google Inc. I was fortunate to be one of the 2000 interns that got in and I
started working at the GMail backend team, a group led by Amer Diwan, for
12 weeks. The main focus of my research was to build a framework that used
empirical data to create a map of how requests are processed by the different
backend structures of GMail and how they communicate with each other and
the rest of Google’s infrastructure.
When users access their email, requests are sent through the GMail system.
Every now and then, the system selects a request and records how this request
was handled by the backend and what subsystems this request needs to suc-
cessfully handle the request. This data is stored and is later used by system
architects to study the behavior of the system. But due to the massive amount
of requests, GMail has to handle every minute of every hour of every day, and
hence a highly optimized and parallelized framework had to be developed to
translate this data into an insightful graph. This graph is automatically gener-
ated every day, and can be used to answer questions like: How many requests
go to a specific subsystem? What is the average and tail latency of these re-
quests? How many requests failed? Are we able to recover from this failure or
does this lead to an error?
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These massive data sets required massively parallel applications to process
them. Building and optimizing these applications gave me valuable insight
in how these applications work, and what the scaling bottlenecks are. When
restarting my work on the micro-architectural independent tool to profile multi-
threaded applications after the internship at Google, this new insight proved
helpful into the development of the tool itself.
Although this internship did not result in any publications, these 12 weeks
were a valuable experience both from a professional and personal standpoint.
1.5 Thesis Overview
Chapter 2 introduces the necessary background to understand the thesis.
We discuss how superscalar out-of-order processors work, what type of instruc-
tions there are, how they flow through the different pipeline stages, and how
they affect the overall execution time of a computer application. Next, we ex-
plain different simulation techniques and give an introduction to the interval
model. Lastly, we explain the advantage of a micro-architactural independent
modeling.
The remainder of this thesis provides an overview of the research that was
done during my PhD. The thesis is organized in two parts. Part I discusses the
research and modeling technique that we developed to model branch behavior
of applications independently of the underlying micro-architecture.
Chapter 3 introduces our new Linear Branch Entropy metric which is a
micro-architectural independent model to model the branch behavior of an
application. We demonstrate that it is more accurate than previously proposed
techniques such as taken rate, and transition rate, as well as the entropy model
proposed by Yokota et al. [9, 24, 61].
Chapter 4 illustrates the usefulness of the Linear Branch Entropy model
to analyze state-of-the-art branch predictors, to create a well-balanced set of
benchmarks, to analyze the impact of history length, and to cluster benchmarks
to speed up branch prediction simulation.
Chapter 5 shows how Linear Branch Entropy can be used to analyze the
impact of mispredicted branches on the total execution time of an applica-
tion. Chapter 6 is an extensive case study where the insight gained by a
Linear Branch Entropy model is used to speed up an application. Through
if-conversion, which is a technique that converts hard-to-predict branches into
conditional move instructions to minimize the performance impact of mispre-
dicted branches.
Part II of this dissertation describes the extension of the micro-architectural
independent model to accurately model multi-threaded application performance
on multicore processors.
Chapter 7 introduces this model with a thorough explanation of the two key
challenges when modeling multi-threaded application, i.e., memory interference
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and synchronization. We also show that we outperform naive extensions of the
single-threaded model. Chapter 8 demonstrates that the model can be used to
speed up design space exploration, and gain valuable insight in the execution
behavior of a multi-threaded application by generating bottlegraphs.
Finally, in Chapter 9, we conclude the thesis and discuss avenues for fu-





This chapter provides background information about superscalar out-of-order
processors and how to create performance models for this type of processors.
This chapter also provides some background on the interval model since this
model forms the basis for the work done in this thesis.
2.1 Processor Architecture
The models we develop in this thesis are aimed at modeling superscalar
out-of-order (OoO) processors. Therefore this section provides a brief overview
on the way these OoO processors work and how they are able to speed up the
execution of an application. We start by introducing in-order processors after
which we build up to superscalar out-of-order processors [26, 36].
2.1.1 In-order Processor
A processor handles every instruction of the application it is executing in a
number of steps before its completion. Figure 2.1 shows the pipeline through
which every instruction needs to pass from left to right. These steps are:
Fetch: The fetch stage is the first stage in the pipeline and reads the instruc-
tions from memory. This unit also has to decide which instruction to
fetch next. In general it will fetch the next instruction in the application
binary, but instructions such as branches, jumps, calls, etc. are able to
change the control flow of the application.
Decode: There are a lot of different instructions, therefore the next stage
of the pipeline decodes the instructions. This stage reads the binary
instruction, collects the data from the register file and communicates this
to the execute stage of the processor.
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Figure 2.1: Pipeline model of an in-order processor.
The decode stage is the last stage of what is called the front-end of the
processor pipeline. Every stage after the decode stage is part of the back-end
of the processor pipeline.
Execute: Once the processor decodes the instructions, it can send the instruc-
tion to the correct execution unit and perform the actual operation. In
the execute stage, a distinction is made between arithmetic instructions
and instructions that communicate with memory. This is shown in Fig-
ure 2.1 with two units: one for arithmetic instructions (the ALU) and
one for load and store operations from and to memory.
Commit: The last stage of the pipeline is the commit stage, in which the
architectural state of the processor is updated with the result of the op-
eration.
As mentioned before, there is a whole range of instructions that can be
used. These instructions can be grouped in three different categories:
Arithmetic and logic operations
This first group contains the arithmetic and logic operations. These are the
instructions that perform the actual work. This includes arithmetic instructions
to add, subtract, multiply or divide numbers, compare operations to check if
two values are the same, greater, smaller, etc., and bitwise operations such as
xor, shift, etc.
These instructions are executed by the arithmetic logic units or ALUs in the
execute stage of the pipeline (see Figure 2.1). The input for these operations is
provided by the register file during the decode stage or by a constant value in
the application executable file itself. At the end of the pipeline, during commit,
the result is written back in a register in the register file, ready to be used by
the next or subsequent instructions. Most of these instructions only take one
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cycle1 to execute, but more complex floating-point operations can take up to
tens of cycles. These long-running instructions can cause a bottleneck in the
execution of the application where the processor needs to stall to wait for the
result.
Control flow operations
Control flow operations are instructions that change the control flow of the
application. In the fetch, stage the processor fetches instructions in sequential
order and sends them to the next stage, but the next instruction is not guaran-
teed to be the correct instruction to fetch. A branch or a call can interrupt the
normal flow of instructions by redirecting the processor to another instruction
instead of the next one.
A call or a jump is not difficult for the fetch stage to handle correctly since
the address of the next instruction is either given as an argument, or predicted
by the branch target buffer. But a branch, and more specifically a conditional
branch, is more difficult for a processor to handle, since the address of the next
instruction is only known after this branch is executed. This can cause a delay
where the processor needs to wait for the branch to reach the execute stage
before it can know what the next instruction is going to be. To avoid wasting
time waiting for the branch to get executed, a branch predictor will provide a
prediction for the next instruction (see Figure 2.1). If the predictor is able to
correctly predict the outcome, the processor will be able to continue working
without wasting time. If the prediction was wrong, the processor will need
to stop, remove all incorrect instructions from the pipeline and start fetching
again from the correct path.
Data handling and memory operations
The last group of instructions contains instructions that have to do with
reading from or writing to memory. Processors have become faster with every
generation, but the memory was unable to scale at the same rate, therefore
in current systems, reading from or writing to memory takes a very long time
for the processor. In the meantime the processor is forced to wait until the
data becomes available before it can process this data. To solve part of this
problem, a cache is introduced.
2.1.2 Caches
Accessing to main memory takes more than 100 processor cycles. This
means that every time the processor wants to load data from memory it must
wait for at least 100 cycles. Remember that most arithmetic instructions only
take one cycle to execute, so 100 cycles is a very long time for the processor
to wait. To reduce this long access time, a cache is typically placed in-between
1A cycle is the period of the processor clock.





Figure 2.2: Model of a cache hierarchy where two cache levels were added
in-between the core and main memory.
the processor and main memory. This is shown in Figure 2.2 where two cache
levels are in-between the core and main memory. This cache has a fast access
time, but can only hold a limited amount of data. The bigger the cache, the
longer the access is going to take.
Therefore, a hierarchical structure is used with a fast but small cache at
the first level and a slow but big cache at the last level. If the processor now
wants to access data it will first go to the first level. If the data resides in this
level, it will only take a couple cycles before the data is made available in the
register file; if not, it goes to the next level, etc. In theory, the hierarchy can
have as many levels as possible, but in most systems the hierarchy is limited
to three levels of cache.
A cache can only hold a limited amount of data, therefore when the cache
is full and new data is loaded, it needs to remove data in order to free space
for the new data to be stored instead. A replacement policy is needed to select
which data to remove. Using a least recently used or LRU replacement policy
ensures that data that is frequently used is highly likely to stay in the cache.
But when data needs to be removed, or when it is the first access to that data
element (e.g., a cold miss), the likelihood of encountering an access to data
that is not in the cache is still there. Since these accesses are unavoidable, a
different solution needs to be made to further decrease the performance penalty
due to these miss events.
2.1.3 Out-of-Order Processing
When waiting for a long-latency memory access, the processor cannot ex-
ecute instructions that depend on the data that is needed from memory, but
not all following instructions are necessarily waiting for this data. If there
are instructions that do not need this data, it is possible to continue doing
useful work by executing these independent instructions. Therefore we need
to enable the processor to execute instructions out-of-order with respect to
sequential program order.
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This is done by introducing buffers in front of all ALUs and a data structure
called a reorder buffer or ROB, which keeps track of all instructions that are
currently present in the processor. The ROB is filled by the front-end pipeline
and is used to keep track of how they originally entered the back-end stage
of the processor. When the instruction at the end of the list (the oldest in-
struction) is finished, this instruction will be committed and removed from the
ROB. Instructions enter and leave the ROB in program order, but execute on
a functional unit possibly out of program order – hence the term out-of-order
execution. Register renaming eliminates false data dependences (anti and out-
put dependences) so that only real (read-after-write) data dependences remain,
which enables data flow execution.
Out-of-order execution enables the processor to continue executing instruc-
tions as long as there are instructions left in the ROB that do not depend on
outstanding memory accesses. When the processor keeps executing instruc-
tions, it is possible to execute a second long-latency load and end up with
multiple outstanding memory accesses, leading to memory-level parallelism or
MLP. By exploiting MLP, the processor can hide (part of) the long access la-
tency of going to main memory by overlapping them, resulting in a significant
decrease of the execution time.
2.1.4 Superscalar Out-of-Order Processing
Now that we can execute instructions out-of-order, there is a high probabil-
ity that there are more instructions available that are ready for execution. The
IPC or instructions per cycle indicates how many instructions the processor can
execute in parallel on average. All the designs that were discussed so far could
only execute one instruction every cycle, thus only reaching a maximum IPC
of one. In order to increase the number of instructions that can be executed in
parallel, more ALUs are needed leading to superscalar execution.
By increasing the number of resources, more instructions can get executed in
parallel. But if we are able to execute more instructions in parallel, this means
that we can finish all instructions in the ROB in a shorter time, therefore the
width of the front-end needs to be increased.
By increasing the width of the fetch and decode stages, the processor can
fill the ROB fast enough to keep the ALUs busy. The width of the front-end
pipeline is the upper bound for the achievable IPC. It is not possible to achieve
an IPC that is higher than the number of instructions the front-end pipeline
can provide per cycle. However, to achieve a high IPC, enough independent
instructions need to be available in the ROB ready to be executed, therefore a
bigger ROB and issue buffers are needed.
A bigger ROB enables the processor to maximize the possible IPC and MLP
by exposing more instructions to the ALUs. Together with a bigger ROB,
bigger issue buffers are needed since all instructions need to fit in these buffers
as well. As soon as the buffers reach their capacity, the front-end pipeline needs
to halt issuing instructions even if the ROB is not full yet. But when increasing

























Figure 2.3: Pipeline model of a superscalar out-of-order processor with a
wider front-end pipeline and bigger execute stage.
the ROB size and the rate at which we can fill the buffer, we need to increase
the commit width as well.
To avoid the ROB from filling up with instructions that are finished we
need to be able to commit finished instructions (at least) at the same rate as
the front-end pipeline can fill the ROB with new instructions.
A superscalar processor is obviously more complex than suggested by Fig-
ure 2.3. A superscalar processor has multiple pipeline stages, and various com-
ponents with specific configuration parameters. The entire design needs to be
balanced to achieve the highest possible performance over a wide range of ap-
plications. To enable a computer architect to tune their design, there is a need
for tools that provide a prediction of the performance of the aforementioned
design without the need for an actual hardware implementation, because this
would be very time consuming and extremely expensive.
2.2 Performance Modeling
Performance modeling can be used to evaluate designs in the early stages
of the design cycle where building a prototype and then measuring the perfor-
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mance of that hardware prototype is unfeasible. Performance modeling can be
done using simulation [17] and/or analytical modeling [35].
2.2.1 Simulation
A simulator is the go-to tool for evaluating a new architectural design. The
level of accuracy for cycle-accurate simulation is extremely high, hence it may
appear to be the perfect tool for taking important design decisions. These
simulators essentially implement the new design in a high-level programming
language enabling it to simulate the new design on any machine and evaluating
every aspect of the design in great detail.
There are a lot of different approaches to simulation: functional simulation
versus timing simulation; trace-driven versus execution-driven simulation; a
simulator can implement a complete system or only implement one aspect of
the machine. All simulation techniques have their benefits and downsides. We
now discuss the most important simulation techniques.
Timing Simulation
Timing simulation is used when the architect is most interested in timing-
related design choices [17]. The result of a timing simulation will tell the user
how long an application will run, if it will run correctly, when specific events
happen and when possible performance bottleneck arise.
Timing or detailed simulation will simulate the application in a cycle-
accurate way. Timing simulations simulate every aspect of the design, leading
to very high accuracy but they are extremely slow since it will take a signifi-
cant amount of time to simulate a single instruction, which would only take one
cycle in real hardware, leading to a slowdown in the order of tens of thousands.
To avoid the high slowdown of cycle-accurate simulation, the level of detail
can be tuned back. One alternative is cycle-level simulation [5, 7, 62]. Cycle-
level simulation will only provide high detail in some parts of the design and
do a fast and less accurate simulation of the rest of the architecture. This
leads to a significant speedup compared to cycle-by-cycle simulation while still
maintaining a high level of accuracy.
Functional Simulation
One way of speeding up simulation even more is through pure functional
simulator [3, 42]. Functional simulation only simulates the functionality of
the system, without a timing model. Therefore, this simulation does not pro-
vide all timing details of the system. This simulation technique only checks if
the system works correctly and provides high-level statistics such as dynamic
instruction count, cache miss rate, the number of mispredicted branches, etc.
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High-level information such as the prediction error of the branch predictor
can be measured by only simulating the branch predictor unit. Because it only
simulates conditional branch instructions and only has to simulate the branch
predictor unit, this will decrease the simulation time significantly compared to
a detailed timing simulation of the complete system.
Trace-Driven Simulation
Trace-driven simulators are using a sequential instruction trace as the input
to the simulator [17]. The information in the trace will depend on what the
focus of the simulation is. If the simulator only simulates the cache, it only
needs a trace containing all accesses to memory. But when it is doing a detailed
complete system simulation, the trace will need to contain information for all
dynamically executed instructions.
This can lead to problems when simulating long-running applications, since
the dynamic instruction count executed by these applications can be very high,
and the file containing this trace can become too big to store [22]. There-
fore some simulators are adapted to generate the trace on the fly by using a
tracer/profiler that is running and feeding the trace to the simulator as it is
simulating the trace, thus eliminating the large storage need.
Even if the simulator is using a trace from a file, this file is first generated
using a tracer or a profiler. Most of these only record instructions that were
successfully completed and lack instructions executed on the wrong path after
a branch misprediction. Therefore these traces are not always representative
of the real execution of an application.
Execution-Driven Simulation
To solve the problem of the large traces and the lack of information about
instructions on the wrong path, the actual static binary can be used as an input
to the simulator. This is called execution-driven simulation [17]. Since this is
not a trace file but a file only containing static instructions, every instruction
appears only once in the file, thus significantly reducing the file size.
Since these files also contain instructions that are not necessarily getting
executed, including instructions from both paths of a branch, it is very easy to
simulate wrong-path instructions in case of a branch misprediction.
Sampled Simulation
Instead of simulating the complete execution of an application, several tech-
niques were proposed to speed up simulation by only simulating a sample of the
complete application execution and extrapolating the results to the complete
execution [17].
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Figure 2.4: IPC shows an on/off behavior when focusing on the dispatch
stage.
There is a whole range of possible sampling techniques. A pure random
sampling technique selects multiple regions at random and simulates these in
detail [15]. A second method of selecting the regions to simulate is one where
the regions are distributed evenly throughout the whole program execution [59].
These methods do not check whether the selected regions are representative for
the complete execution of the benchmark, instead they rely on the idea that
as long as you select enough regions throughout the entire execution, it should
be statistically representative.
In order to have a higher guaranteed accuracy a pre-run can be used, during
which a profile of the application is built [53]. This profile is then used to select
the most representative regions of the applications to simulate in detail.
2.2.2 Analytical Modeling
When systems become too large or applications execute too many instruc-
tion for detailed simulation, an analytical performance model can be used to
approximate performance metrics [34, 35]. These analytical models rely on
probabilistic methods, queuing theory, etc. They replace detailed simulation
with simple formulas that provide insight into how an application behaves on
the architectural design that is being evaluated.
Analytical models are extremely fast because they are based on simple
mathematical formulas and algorithms, and building these models is also a lot
easier than developing a complex detailed cycle-accurate simulator. The input
to these models are statistics such as instruction dependencies, cache miss
rates, branch misprediction rates, etc. that were obtained through specialized
functional simulation.
To build these models, some assumptions are made to keep the model sim-
ple, but this does not necessarily lead to low accuracy as we will demonstrate
later in this work. Instead, by keeping the models simple, the insight gained
from these models is higher than what can be gained from detailed simulation.
















Figure 2.5: Detailed view of the interval timing of a branch misprediction.
2.3 Interval Model
Interval analysis [20] in an intuitive model that is based on the observation
that, without miss events, the performance or instructions per cycle (IPC) of
the processor pipeline should be equal to the width of the pipeline. This means
that the processor is able to process instructions at its maximum IPC until a
miss event occurs. This is illustrated in Figure 2.4, where IPC is maximized in-
between miss events at the designed dispatch width. Every time a miss occurs,
IPC drops to zero since no instructions can be processed by the pipeline any
further.
This behavior is best observed when looking at the dispatch stage, which
is the pipeline stage at which instructions leave the decode stage and enter the
issue queue and ROB before being executed. At the fetch stage, the IPC can
show peaks and dips when reading non-sequential instructions, for example
at a branch or a function call, because these instructions reside most likely
in another cache line. Therefore, IPC will drop to the maximum number of
instructions that can be loaded from that cache line and ramp up the next
cycle to make up for lost time. At the execute and commit stages, the periods
of zero IPC can be hidden by out-of-order execution of instructions that are
left in the ROB and are not on the critical path of the miss event. This makes
any of these stages (fetch, execute, commit) less ideal for interval analysis.
The reason for and the length of the penalty is different for every miss type,
as we will describe in the following paragraphs.
Branch misprediction
When a branch is fetched, it is not clear what the next instructions are going
to be. A branch can interrupt the normal flow of instructions and can send
the execution of the application to another part in the code. But the processor
can only know this after the branch is executed. Therefore waiting is not an
option, as it is better to predict the outcome of the branch and start fetching










Figure 2.6: Detailed view of the interval timing of an I-cache miss.
these instructions. In case the branch predictor made the correct prediction,
the processor does not stall, leading to a significant speedup.
But when the branch predictor made an incorrect prediction, all instruc-
tions fetched after this branch just became useless and need to be removed
from the pipeline. This is visualized by the dashed line in Figure 2.5. During
the first part of the penalty, the processor was still fetching and dispatching
instructions so the IPC was still high. But the processor was actually fetching
and dispatching instructions that would later be removed from the ROB, so
the effective IPC was actually zero.
The time it took for the processor to realize that it was handling instructions
on the wrong path is called the branch resolution time. This is the time it
takes the branch to reach the execution stage after being dispatched. This
time depends on the length of the dependency path of the branch, since all
instructions on the dependency path need to be executed before the branch is
executed and is thus not a constant value. After the branch resolution time,
the front-end needs to fill up again before useful instructions are dispatched.
The sum of the branch resolution time and the front-end refill time is the total
penalty for a branch misprediction.
I-cache miss
An I-cache miss happens at the fetch stage of the pipeline when the proces-
sor is not able to fetch the next instruction from the instruction cache. If this
happens, the processor will need to fetch the instructions from a lower cache
level, or in the worst case, read the instructions from memory.
Now that the fetch stage is not able to provide the next instruction, the
decode stage will soon stop dispatching instructions, and IPC will drop to zero.
There is a delay between the miss event and the moment at which the dispatch
rate drops to zero. The reason for this delay is because the miss happens right
at the start of the pipeline, but dispatch only happens when instructions leave
the front-end pipeline, so all instructions that are successfully fetched but not
yet dispatched can still continue to the execution stage. After this delay, the










Figure 2.7: Detailed view of the interval timing of a long latency data cache
miss.
dispatch rate will stay zero until the miss event is resolved and the front-end
pipeline is filled up again.
Figure 2.6 illustrates this. Dispatch can continue dispatching instructions
until the front-end is empty and will restart after the miss is resolved and the
front-end is filled again. Since the time it takes for the front-end to drain and
refill is the same, the penalty is not influenced by the length of the front-end
pipeline. Therefore the penalty is equal to the time it takes for the miss event
to be resolved.
Data cache misses
When a load is issued, the processor can continue dispatching and executing
independent instructions. As a result, the small latency of going to the first
levels of cache can be hidden. But the processor can only continue processing
instructions until the reorder buffer fills up, at which moment dispatch halts
and waits for empty slots in the reorder buffer. Therefore, the model can be
simplified by only taking accesses to main memory into account, assuming that
the access latency to the cache is small enough to be hidden by the ROB.
This is in contrast with the I-cache miss where even a small latency cannot be
hidden.
This is illustrated in Figure 2.7. IPC at dispatch will only drop to zero when
the ROB is full. And IPC will ramp up again when the data returns from main
memory and the load can be committed and removed from the ROB.
When a store is issued and the (old) data is not in the cache, this also pro-
duces a long-latency access to memory, but since instructions directly following
a store will (almost) never depend on that store, we can buffer the stores and
commit the stores even before the data is actually written to memory. When
a load is issued, we can first check this store queue.
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Overlapping misses
Figures 2.6, 2.5 and 2.7 only show what happens with an isolated miss
event. Front-end miss events will never overlap each other. When an I-cache
miss occurs there are no other instructions in the pipeline to fetch, hence there
are no branches to predict. If the processor is fetching instructions along the
wrong path, after a branch misprediction, an I-cache miss will not influence
performance since instructions fetched were not useful anyway.
But since the processor is able to continue fetching and executing instruc-
tions that are not relying on the data it is waiting for, it is possible for the
processor to encounter a second data cache miss in the same ROB. When this
happens, the latency of the second load is completely hidden underneath the
first load. The number of overlapping misses if at least one is outstanding is
called MLP or memory-level parallelism. This was already discussed as one
of the main performance benefits from out-of-order processing of instructions.
Therefore, in order to have an accurate estimation of the performance impact
of long-latency memory accesses due to cache misses, we will need to take MLP
into account.
Overlapping events between front-end and back-end misses do occur, and
are more likely with increasing ROB size, but the impact on overall execution
















The resulting model is described by Equation 2.1. The first component
is the base component and estimates the execution time without any miss
events by dividing the number of dynamically executed instructions (N) by
the width of the front-end pipeline (D). The second component calculates the
impact of all incorrect branch predictions (mbpred) by multiplying them with
the sum of the average branch resolution time (cres) and the length of the front-
end pipeline (cfe). The third component is the impact of instruction cache
misses. As mentioned before, even the small latency of going to a level-2 cache
influences the execution time, so the accesses to all cache levels will need to
be counted (mILi) and multiplied by their respective access penalty (cLi+1).
For the last component, only the accesses to main memory due to last-level
cache load misses (mLLC) are counted and multiplied by the access time to
main memory (cmem). But since here overlapping accesses will decrease the













Figure 2.8: Schematic overview of how micro-architectural independent
modeling works.
impact on overall execution time, this component is divided by the average
memory-level parallelism (MLP ).
2.4 Micro-architectural Independent Modeling
The interval model provides a performance prediction much faster than
simulation, because we avoid the need for a time-consuming and complex timing
simulation. Instead, we are able to compute all inputs to Equation 2.1 by some
simple and lightweight functional simulations. A branch simulator calculates
the number of incorrect branch predictions for a specific branch predictor. A
cache simulator provides cache miss numbers for all levels of the I-cache and
the total number of main memory requests again for a specific cache simulator.
Finally, an ROB simulator estimates the average branch resolution time and
MLP.
Running three functional simulators and combining all results in a simple
mathematical equation is faster than running a timing simulation, but this
process is a recurring cost for every new design a computer architect wants to
analyze. Although when trying a new branch predictor, the cache numbers are
not likely going to change, and the ROB simulator could calculate the numbers
for a different set of ROB lengths at the same time, still the overhead for
analyzing and predicting performance for a large design space is significant.
Instead of re-running the functional simulations for every design point, a
micro-architecture independent profile could be build [58]. Using this profile, we
can estimate the inputs to Equation 2.1 by combining this micro-architecture
independent profile with the design or designs we want to analyze. Figure 2.8
gives a schematic overview of how this would work. On top, the building of
the microarchitecture-independent profile is shown: this is done by a profiling
tool and is a one-time cost per application. The second step is to combine this
profile with the processor configuration of interest to predict performance using
a mathematical model like the interval model. Using this approach reduces the
time needed for a design space exploration significantly because the profile
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needs to be computed only once after which it can be re-used for predicting
performance across a range processor configurations in the design space.
Some of the inputs needed for the micro-architectural independent model
are easy to profile. The number of successfully committed instructions can even
be counted using hardware performance counters; the instruction mix can be
profiled using an instrumentation tool and could give an estimate of the average
instruction latency. StatStack is a tool developed specifically to profile the
memory behavior of applications in a micro-architecture independent way [18].
Some prior work has been done to model the branch behavior, although a
new tool is needed to enhance its accuracy. A model for MLP, issue stage
contention, etc. are also needed. A more in depth explanation about how to





The first part of the thesis describes how linear branch entropy is defined and
how it can be used to model branch behavior of applications, how it is used to
estimate the overhead introduced by the branch predictor when modeling the







Branch prediction is and will remain an important performance contributor.
Branch mispredictions disrupt the continuous flow of instructions in a core, and
although advanced branch predictors succeed in correctly predicting the ma-
jority of branches, the impact of branch mispredictions on overall performance
is non-negligible for many applications. Therefore, performance analysis and
estimation techniques should take into account branch prediction effects.
Previous work has quantified the penalty of a branch misprediction [20, 21],
i.e., how many cycles are lost when an incorrect prediction occurs. However, to
the best of our knowledge, there currently exists no technique to profile branch
behavior in a branch predictor independent way. The common technique to
analyze the performance impact of branch behavior is to simulate a particular
branch predictor for a particular application. This is not scalable if the number
of applications and/or the number of possible branch predictor configurations
is large, as is the case for example in a large design space exploration study. All
different branch predictors need to be simulated for all applications, resulting
in a large number of simulations. Furthermore, the simulator only provides
the misprediction rate and gives no insight into the underlying causes: is a
high miss rate caused by the irregular behavior of the branches in the appli-
cation, or by the predictor performing poorly, or both? A micro-architecture
independent characterization analyzes each application only once, obtaining an
application-specific – but branch predictor independent – profile. This profile
is then used to estimate the number of branch mispredictions for this applica-
tion for different types of branch predictors, without simulation or re-profiling.
To be meaningful, a predictor-independent branch profile should have a good
correlation with the branch misprediction rates of specific branch predictors.
This is not straightforward, because branch prediction accuracy depends both
on particular branch patterns in the application and the specific structure of
the predictor. Given the multitude of different branch predictors, each having
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different patterns that they can or cannot detect, finding a single profile that
correlates well for all is challenging.
We propose linear branch entropy, a novel metric that quantifies how regular
the branch behavior of an application is. An entropy of 0 means that the
branches are highly predictable, resulting in few branch mispredictions; on the
other hand, an application with an entropy close to 1 has a large number of
branch mispredictions. We define global entropy as the entropy based on global
branch history, and local entropy as the entropy based on local branch history.
Furthermore, there is one entropy number per history length. All of these
entropies can be measured through a single profiling run of the application of
interest.
Linear branch entropy can be used to characterize and classify applications
depending on their branch behavior. Furthermore, because entropy correlates
well with misprediction rate, we can construct a model for a specific branch
predictor that translates entropy into misprediction rate. We find that a linear
relationship between entropy and misprediction rate fits best and is intuitive to
understand. We therefore use a training set of benchmarks, for which we know
both the entropy and the misprediction rate, to fit a line and use that model
to estimate the branch misprediction rates for other applications. In summary,
we have one entropy profile per application and one miss rate versus entropy
model per branch predictor (two parameters to define a linear relationship).
Combined, the misprediction rate for all applications and all predictors can be
estimated. The linear model itself can also be used to analyze and compare
branch predictors (without the input of specific applications): the two parame-
ters of the linear model (constant factor and slope) indicate how well a specific
branch predictor predicts regular (low-entropy) and irregular (high-entropy)
branches.
We make the following novel contributions:
• We propose linear branch entropy, which correlates better to branch mis-
prediction rates than the classic definition of Shannon’s binary entropy,
because it more closely resembles the organization of a branch predictor.
• We show that linear branch entropy indeed has a better correlation: we
find that there is a linear function between entropy and misprediction
rate, and we show that this function results in more accurate branch
misprediction rate estimations than prior work (on average 38% lower
error compared to the best prior work, i.e., a combination of taken and
transition rate).
• We use linear branch entropy to classify benchmarks based on their
branch behavior, and we show that we are able to obtain the same branch
misprediction rate ordering by evaluating only 5 representative bench-
marks out of a set of 40 benchmarks.
• We compare the top-four branch predictors of the latest branch compe-
tition using the new model, and show that the third runner-up is better
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Predict not taken Predict taken
Figure 3.1: A state diagram of a two-bit saturating counter.
at predicting high-entropy branches than the winner. However, most of
the evaluated benchmarks contain only low-entropy branches, and the
winning predictor performs better for those branches.
Predictor-independent branch profiling is a key component of a micro-
architecture independent performance model, enabling performance estimation
and analysis over a large design space with a single profile. We envision the
proposed microarchitecture-independent branch prediction model as a key part
towards a complete performance model using microarchitecture-independent
metrics only.
We begin by discussing prior work on branch classification and predictor
analysis in Section 3.2. In Section 3.3, we then introduce our new entropy
metric. We explain how to build the profiler and the branch predictor model,
in Section 3.4 and evaluate the correlation of linear branch entropy to branch
misprediction rates for different predictors and we compare against prior work
in Section 3.5.
3.2 Background
In this section, we discuss the previously proposed taken rate and transition
rate to classify branches, and discuss related work on using entropy to charac-
terize branches. We also show the similarities between our way of measuring
entropy and prior work in analyzing branch predictors as a Markov predictor.
We begin by summarizing the basics about branch prediction.
3.2.1 Branch Prediction
Branch predictors predict the outcome of a conditional branch (and also the
branch target address, which is not in the scope of this work). They do that by
using information from the past, e.g., whether the branch has been previously
taken or not. This information is represented by a saturating counter. Fig-
ure 3.1 depicts a two-bit saturating counter as a state diagram. Every time a
branch is taken, the counter increments or saturates on three. When the value
is two or three, the predictor will predict taken. When the previous branches
were not taken, the saturating counter will decrease. Once the value drops to
one or zero the predictor will predict the next branch as not taken.

















Figure 3.2: Two examples of two level branch predictors. (a) is a GAg
predictor using global history to index the PHT. (b) is a PAp predictor,
using both the branch address to index the history table and concatenates
the local history with the branch address to index the PHT.
A bimodal predictor [55] uses a table of saturating counters, indexed by the
program counter (PC) or branch address. This way it can predict the outcome
of a branch based on the previous outcomes of that same branch. Because there
are correlations between the outcome of the current branch and the outcomes
of previous branches, branch predictors often keep track of history information.
These predictors are called two-level predictors [60], because they use history
at the first level, to index a pattern history table (PHT), at the second level.
In Figure 3.2 two examples of two-level branch predictors are shown. The
first predictor is the GAg predictor (Figure 3.2a). The first level of this predic-
tor uses a global history register, containing the outcome of all prior branches,
to index the PHT. The second example is the PAp predictor (Figure 3.2b).
This predictor records the previous outcome of each static branch instruction
separately (per-address history), for which it uses the PC or branch address to
index its branch history table (BHT). Next, it concatenates the branch history
with the branch address to index the PHT.
These techniques can lead to more combinations like GAp (global history,
per-address indexing) or PAg (local history, global indexing). A gshare pre-
dictor is a variant of a GAp predictor, which XORs global history and branch
address bits, instead of concatenating them. A tournament or hybrid predic-
tor combines multiple predictors, and uses a metapredictor to choose which
predictor performs best for which branch instruction [45].
Modern state-of-the-art predictors, such as TAGE [51] and neural predic-
tors [31], increase the history length without increasing the size of the predictor.
The TAGE predictor does this by only increasing the length of the history for
branches that benefit from this longer history. Easy-to-predict branches do not
need this longer history, so by saving on hardware cost and warmup time for
these branches, TAGE can select some branches and record a longer history for
them. Classic two-level branch predictors grow exponentially in size with in-
creasing history size. Neural branch predictors on the other hand scale linearly
with growing history length, enabling them to increase the history significantly
without the large hardware cost.
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3.2.2 Taken Rate
Taken rate is defined as the number of times a given branch is taken divided
by the total number of times the branch is executed [9]. Branches with a high
(close to 1) or low (close to 0) taken rate are easy to predict, because they are
highly biased towards a particular direction (taken or not taken). A taken rate
of around 0.5 typically indicates a branch that is difficult to predict, because its
outcome varies between taken and not taken. Taken rate can detect branches
that are easy to predict, but classifies some branches that are easy to predict
with some history information (e.g., a periodic switch between taken and not
taken) as difficult to predict (because its taken rate is close to 0.5).
3.2.3 Transition Rate
To solve this problem, Haungs et al. [24] propose to measure transition
rate to classify branches. Transition rate is defined as the number of times
a given branch switches between taken and not-taken over the total number
of times the branch is executed. A low or high transition rate indicates a
highly predictable branch: a low transition rate means that the branch has a
bias towards a certain direction, and therefore comprises both high and low
taken rate branches. A high transition rate indicates a branch that switches
frequently, and might therefore have a regular pattern that can be recognized
by a predictor that keeps track of branch history.
The authors also show that a combination of taken and transition rate
has a slightly better correlation with misprediction rate than each of the met-
rics separately. An important advantage of taken and transition rate is that
they are very easy to measure and are independent of the particular branch
predictor, i.e., they capture a program characteristic. However, they cannot
detect branches that have a regular but slightly more complex pattern (e.g.,
a repeating pattern of two times taken and one time not taken has a taken
and transition rate of 67%, but can be accurately predicted with two bits of
history).
3.2.4 Branch Entropy
Yokota et al. [61] measure the entropy of branch outcomes using the stan-




p(Si) log2 p(Si) (3.1)
Si denotes all possible branch outcome patterns and p(Si) the probability for
pattern Si. Yokota et al. define local and global history entropy, as well as
predictor-dependent entropy. They show that entropy correlates well with mis-
prediction rate and that inverting the entropy function to a binary probability
(i.e., solving Equation 3.3 to p) yields an upper bound for branch prediction
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accuracy. We find that a linearized version of entropy leads to a simpler model
to estimate branch misprediction rates, and we are able to predict the actual
misprediction rate of a specific predictor, instead of a lower bound.
3.2.5 Branch Predictor as a Markov Predictor
Chen et al. [12] show that a branch predictor, in fact, implements a simpli-
fied prediction-by-partial-matching algorithm, which is a set of Markov predic-
tors of different orders. A Markov predictor of order m predicts the outcome
of the next branch as the most frequent outcome seen in the past after the
same outcome history of the last m branches. Our way of profiling is similar
to building a Markov predictor: we collect the distribution of the outcome of
a branch per history of m previous branches. This distribution is the input
for our entropy metric. We then reduce the history by one bit to calculate
the entropy for m − 1 history bits, similar to a partial matcher, which also
reduces the order to find new patterns. However, we use this information to
characterize branches and estimate branch misprediction rates, while Chen et
al. use this insight to propose better branch predictors.
3.2.6 Micro-Architecture Independent Characterization
Several researchers use micro-architecture independent metrics to charac-
terize and analyze programs. Joshi et al. [33] use taken rate and forward branch
taken rate to characterize branch behavior, while Hoste and Eeckhout [27] use
the misprediction rate of a theoretic prediction-by-partial-matching algorithm.
Shao and Brooks [52] show that application profiling depends on the ISA, and
present an ISA-independent profiler. They use the entropy model of Yokota et
al. [61] to characterize branch behavior.
3.3 Linear Branch Entropy
The general idea behind branch prediction is that there exists correlation
between branch outcomes. Depending on the outcome of previous branches or
previous outcomes of the same branch, a particular branch can have a higher
probability to be taken or not1. The better the correlation is between the
outcome of the current branch and the history of previous outcomes, the more
accurately the branch is predicted. The accuracy of a branch predictor thus
depends on how stable the outcome is for each history pattern. We use this
insight to quantify the predictability of a branch: for each branch i and history
pattern H (which could be local or global history), we record the number of
taken and not-taken branches, denoted n1(i,H) and n0(i,H), respectively. We
1We only consider branch predictors that use the history of outcomes of previous branches
to predict future branches. The methodology can also be applied on branch predictors
that have other inputs (e.g., call stack depth), by defining corresponding patterns.
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This is similar to the definition of taken rate [9]. The main difference is that we
do not calculate a single taken rate per static branch instruction, but a taken
probability for each possible history pattern of each static branch.
Now we have to transform these taken probabilities into a branch pre-
dictability metric. As discussed before, a taken probability of 0 (never taken)
and 1 (always taken) are highly predictable. An often used metric in physics
and information theory to denote the amount of disorder or the amount of in-
formation in a system is entropy. The classic definition of binary entropy (also
denoted Shannon entropy) is
E(p) = −p× log2(p)− (1− p)× log2(1− p). (3.3)
Entropy is 0 if p = 0 or p = 1, and 1 if p = 0.5. This definition is used by Yokota
et al. [61]. They showed that the inverse of this function, i.e., reconstructing p
given E(p), forms an upper bound for branch prediction accuracy.
We use a alternative definition of entropy, which we call linear branch en-
tropy, defined as
EL(p) = 2×min (p, 1− p) . (3.4)
This equation also equals 0 for p = 0 and p = 1, and 1 for p = 0.5 (hence the
factor of 2). It is easy to calculate, and we find that misprediction rate is ap-
proximately a linear function of this entropy, resulting in a simple linear model
for the branch predictor’s misprediction rate. The intuition behind this is that
a branch predictor also performs a simple function: it selects the outcome with
the highest occurrence in the recent past, by making use of (2-bit) saturating
counters. Therefore, it is easy to see that misprediction rate is proportional
to the probability of the least frequent outcome, hence the minimum of p and
1− p. On the other hand, Shannon entropy relates to information theory, and
reflects the number of bits needed to represent a certain amount of information,
which is conceptually more complex than the functioning of a branch predic-
tor. A limitation of the linear entropy function is that it is not differentiable
in p = 0.5, which could be a problem in mathematical optimization, but which
is not a problem for our model.
Figure 3.3 plots the Shannon binary entropy, based on Equation 3.3, and
the new linear branch entropy, based on Equation 3.4, in the same graph. The
Y-axis shows the entropy as a function of the probability of a taken branch on
the X-axis. Both curves share the following characteristics: entropy equals zero
if the probability is very low (0) or very high (1), and 1 when the probability
equals 0.5.
After calculating the entropy for each branch and for each history pattern
using Equations 3.2 and 3.4, we average the entropies over all branches and all
history patterns. Let n(i,H) be the number of occurrences of branch i with













Figure 3.3: Comparison between Shannon’s binary entropy and the linear
branch entropy we propose.
history pattern H (i.e., n(i,H) = n0(i,H) + n1(i,H)), and let N be the total














This averaging method is sound, because branch entropy is linear in p. This
is another advantage over the Shannon entropy metric, which cannot be easily
averaged due to the logarithms, and which also explains the detour Yokota et
al. [61] had to make to find an upper bound for the hit rate (calculating entropy
over all patterns, and then solving this entropy for a binary probability).
3.4 Branch Predictor Model
In this section we discuss our three main components of the proposed branch
predictor model: (1) we propose a branch behavior profile that is application-
dependent but independent of a specific branch predictor, (2) we build a model
that relates branch entropy to the misprediction rate for a specific branch
predictor organization, and (3) we propose a fast branch predictor design
space exploration tool by combining the application-dependent profile and the
predictor-dependent model. This section elaborates on each of these three
components. For the ease of discussion, we begin by explaining how the design
exploration tool (third component) is organized, because this provides a clear
overview on how the components relate to each other.














Figure 3.4: Schematic overview of how the branch predictor model works.
The dashed box represents the training phase, which has to be done once
for each branch predictor type.
3.4.1 Overview
Figure 3.4 gives a high-level overview of the proposed framework. The
calculation of the branch entropy is illustrated at the bottom: the application
is executed within a profiler, resulting in a (set of) entropy number(s). The
profiler is discussed in Sections 3.4.2 and 3.4.3. The top part of the figure
shows the predictor-dependent model. The dashed box shows the steps that
need to be done only once for each predictor to construct the model that
relates branch entropy to misprediction rate. We first need to select some
benchmarks for training. For this training set, we measure both the entropy
and branch predictor accuracy. The branch misprediction rate is measured
using a simulator. A simulation for every different type of branch predictor
that we want to model is required, hence the multiple simulations in Figure 3.4.
The entropy and branch misprediction rates for the training set are then
used to construct a model for each of the branch predictors. There is one model
per branch predictor, which takes as input the branch entropy of an application
and predicts branch misprediction rates. A branch predictor model is tied to a
specific branch predictor, and can be used to estimate the misprediction rates
for all applications.
Once the models are built, the misprediction rates for a new application can
be estimated by profiling that application once, obtaining its branch entropy
number. This entropy number is then used to estimate the misprediction rates
for all modeled branch predictors instantaneously, by just evaluating a linear
function. Introducing a new type of branch predictor requires simulating this
branch predictor for the training benchmarks, and constructing a new model.
Afterwards, this model can be used for all applications, for which we can reuse
their already measured entropy numbers.
In summary, (1) we have to profile an application to measure its branch
entropy to serve as input for the model to make a prediction, and (2) we have
to construct a model using entropies and misprediction rates from a training
set. The profiler itself also consists of two phases: recording branch histories









Figure 3.5: The profiler records branch outcomes and history of every unique
branch, both for the global and local history.
and outcomes, and calculating entropy. The next sections discuss each of these
steps.
3.4.2 Recording Branch Behavior
We need a profiling run to determine the outcome (taken or not) of every
branch and record the branch history. We do this by maintaining a outcome
frequency table (OFT) that is indexed by a history pattern, and that has two
counters per entry: the number of not-taken branches n0 and taken branches
n1 when this history pattern is encountered.
We keep two versions of the tables, one indexed by global history (outcome
of all previous branches), and one indexed by the local history (outcome of the
previous occurrences of the same static branch instruction), see Figures 3.5a
and 3.5b, respectively. We make this distinction because current branch pre-
dictors use either local or global history, or a combination of both, and it is
impossible to reconstruct global history from local history information or vice-
versa without detailed information on how branches interleave.
Furthermore, we keep track of one OFT per static branch instruction, to
be able to model branch predictors that use branch address bits to index the
second level of the branch predictor. The history pointers keep track of a
history of m bits, which is the largest history we want to model. From this,
we can extract the entropy for all smaller history lengths, as we will explain in
the next section.















Figure 3.6: Reducing the size of the OFT to calculating branch entropy for
a smaller history size.
Although this seems a lot of data, the tables are actually very sparsely
occupied. Each branch has only a limited number of actually encountered
history patterns, so only a fraction of the 2m entries is used. Therefore, we
use an associative array instead of a full table to record the information. In
all of our profiling runs, our tool used at most 10 MB of memory for m = 20
(compared to 52 GB if we had allocated the full table).
3.4.3 Calculating Branch Entropy
After recording the information in the tables, we calculate branch entropy.
Formula 3.4 is used to calculate the entropy of every OFT entry for every
unique branch. Then we take a weighted average over all entropy values using
Formula 3.5. This leads to two numbers, representing the branch entropy for
the global and local history when using m history bits.
To get the branch entropy for a smaller number of history bits, we collapse
the tables to reduce the history size. To get the table for m−1 history bits, the
oldest history bit, represented by the most significant bit of the index, needs to
be removed. After removing this bit, the two entries with the same index need
to be merged to one entry. This is done by adding the taken and not-taken
counters of the different entries (see Figure 3.6). The table now represents
the OFT for m− 1 history bits and can be used to calculate the new entropy
number. This process can be repeated until the number of history bits equals
0 (e.g., to model a simple bimodal predictor). The result of this step is two
sets of entropy numbers, one for local and one for global history, containing
entropy numbers for history sizes from 0 to m.
Tournament predictors: These entropy numbers reflect two basic branch
predictor organizations: a GAp predictor, which uses global history and branch
address bits to index its PHT, and a PAp predictor, which uses local history and
branch address bits. Tournament predictors [45] combine multiple predictors
to obtain better prediction accuracy. They aim at selecting the optimal history
(local or global) per individual branch. Therefore, next to global and local
history entropy, we also calculate tournament entropy : we calculate global
and local entropy per branch, take the minimum of the two, and average that
minimum over all branches. This adds a third set of entropy values to the
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application branch profile. Note that this does not change the way the tables
are recorded; this only affects the entropy calculation step.
Warming: A PHT entry in a branch predictor contains meaningful informa-
tion only after a few updates to that entry. So, even if a branch has stable
behavior, the first few predictions can be wrong, depending on the initial value
of the saturating counter. To account for this warming effect, we assign an
entropy of 1 to the first access, which boils down to modeling a probability
of 50% to predict the first branch correctly. This only has a noticable impact
on the final entropy number if there are many different branches and branch
histories that occur only a few times.
Aliasing: A branch predictor can also suffer from aliasing: because a branch
predictor does not use the complete branch address, different branches can map
to the same entry, which can lead to positive interference (all branches have the
same outcome) or negative interference (the branches have different outcomes).
To model this, we gradually reduce the number of address bits, and add all
tables that have the same truncated address element by element, similar to
collapsing the tables to model a smaller number of history bits. In the extreme,
we use no address bits, meaning that all tables are added together. This models
a predictor that uses no address bits, such as a GAg predictor. Modeling
aliasing into the entropy adds multiple extra sets of entropy numbers, one for
each setting of the number of address bits used to index the branch predictor
PHT. Modeling aliasing also affects only the entropy calculation step, and has
no impact on the way the tables are recorded. We will show the necessity of
modeling branch aliasing in Section 3.5.5.
The resulting branch entropy profile for an application consists of multiple
sets of entropy numbers: a set for local, one for global, and one for tournament
history. Each set has an entropy number for each considered history length
and number of address bits. Recording all of these values is necessary, as each
application behaves differently when the history length and number of address
bits is changed. Note that all of these numbers are calculated using a single
profiling step. One can also choose not to model some effects, such as not
taking into account warmup for predictors with adaptable history length (that
combine the short warmup time for small histories and the accuracy of long
histories, see Section 4.1), or not modeling aliasing for predictors that have
aliasing-reducing hashing functions.
3.4.4 Model Construction
The last component involves the construction of the model that relates en-
tropy values to branch misprediction rate. Because different branch predictors
have a different misprediction rate for the same application, each type of branch
predictor will have its own model. We build this model using the entropy num-
bers and the branch predictor misprediction rates for the benchmarks in the
training set. Selecting the training set is straightforward but needs to be rep-
resentative: because we have to measure the branch entropy profile for each
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application, we can select a subset of applications that covers the full range of
entropy values, leaving out applications that have a similar entropy to that of
already selected applications.
We first select the set of entropy numbers that is conceptually close to
the predictor we want to model: local, global or tournament history. For
common predictors (e.g., bimodal predictor, GAg, GAp, PAp, etc.), this is
straightforward. For other, more complex predictors (e.g., perceptron-based
predictors), this might not be so obvious. For these predictors, we can build a
model for each set of entropy numbers, and select the one that has the smallest
error on the training set. Building the model only takes a fraction of time once
the entropies and branch misprediction rates are known.
Because we have an entropy number for each number of history bits, we do
not need to construct a new model for each history length for a particular type
of branch predictor. Instead, we can fit the entropies and misprediction rates
for all history sizes and for all benchmarks in the training set to a single model.
This reduces the number of models, and also increases the number of points
to fit the model (or it reduces the number of simulations required to produce
enough training data). Furthermore, because we incorporate branch address
aliasing in the entropy calculation, we can also incorporate the entropies and
misprediction rates for a varying number of address bits for indexing into a
single model.
We find that a linear relationship between entropy and misprediction rate
fits best. This can be intuitively explained by our choice of using a linear
entropy function: a branch predictor usually predicts the outcome most en-
countered in the same context in the past, so the fraction of the least encoun-
tered outcome correlates well with the misprediction rate. We use the following
equation to calculate the misprediction rate M from the entropy E:
M(E) = α+ β × E. (3.6)
Parameters α and β are determined using a least squares fit.
Figures 3.7(a) and 3.7(b) shows the result of such a fit. Every point repre-
sents the branch predictors misprediction rate (Y-axis) and the corresponding
entropy value (X-axis). There are 40 benchmarks and 20 different history
lengths, resulting in 800 points. The fitted model is indicated by the dashed
line. It is clear that a linear model is appropriate for this data, and that the
fit is relatively good.
3.5 Results
We now evaluate the accuracy of the proposed branch predictor model.



















































Figure 3.7: Graphical representation of the training input and the fitted
model.
3.5.1 Experimental Setup
To construct and evaluate the proposed branch predictor model, we use the
framework provided by the 2011 Championship Branch Predictor competition
(CBP)2. This framework consists of a set of 40 benchmarks from different do-
mains (client, server, work station, multimedia and integer) and a simulation
environment in which we can easily implement different branch predictors. We
implement our entropy profiling tool within this framework. We also evaluate
our branch predictor model using the SPEC CPU 2006 benchmarks. Thereto,
we implement our profiler and a branch predictor simulator in Pin [41]. We
construct one-billion instruction simulation points using SimPoint [54] for all
benchmarks with all reference inputs (leading to 55 benchmark-input combi-
nations).
Recording the tables with the branch history patterns takes approximately
the same time as simulating a branch predictor, so measuring entropy has
the same overhead as one branch predictor simulation, but enables predicting
misprediction rates for all modeled branch predictors. Using the model as a
replacement for simulation therefore leads to a speedup equal to the number of
evaluated branch predictor configurations. Note that the training phase needs
to be done only once per predictor, on a limited set of applications and history
lengths (e.g., 20 points per predictor to estimate the two parameters of the
model should be sufficient if a good entropy coverage is present in the training
set). We notice that some benchmarks – in particular the SPEC benchmarks
– show significant phase behavior, leading to different behavior for the same
branch at different points in time during the execution. We therefore profile
the entropy for every interval of one million instructions, and calculate the
final entropy number as the average entropy across all intervals, weighted by
the number of branches per interval.
We also consider the most recent 2014 Championship Branch Predictor
competition, but find that the provided benchmarks have a narrower entropy
2Available at http://www.jilp.org/jwac-2/
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range than those from the 2011 competition. The benchmarks from the 2014
competition are within the [0, 0.21] entropy range, while those from 2011 range
within [0, 0.39]. Because our model is constructed using regression, a larger
range will result in a more robust model. We therefore choose to use the 2011
benchmarks to evaluate the model (we could not simulate the 2014 benchmarks
on the 2011 infrastructure and vice versa, preventing the evaluation of a su-
perset consisting of the 2011 and 2014 benchmarks). Nevertheless, we ported
the predictor code of the 2014 winning predictors to the 2011 framework to
evaluate our model on the latest state-of-the art predictors (see Chapter 4).
3.5.2 Model Accuracy
We first show that linear branch entropy correlates well with branch mispre-
diction rate, by evaluating the accuracy of the branch predictor model. Because
the model is a linear function, model accuracy is a good indicator for correla-
tion: if the model is accurate, branch entropy correlates well with misprediction
rate, and vice versa. We evaluate the accuracy of the model for a few com-
mon two-level predictors: a GAg predictor, a GAp predictor, a PAp predictor
and a gshare predictor. Furthermore, we also evaluate a tournament predictor,
consisting of a GAp and a PAp predictor, with a metapredictor (indexed with
address bits only) to choose between the two predictors.
We evaluate the model using leave-one-out cross-validation: we train the
model on all but one benchmark, and evaluate the accuracy for the left-out
benchmark; and we repeat this process for all benchmarks as the left-out bench-
mark. We report the average difference in MPKI (misses per 1,000 instructions)
between prediction and simulation. Using MPKI instead of misprediction rate
avoids inflating numbers when there are few branches. Furthermore, MPKI is
proportional to the branch miss CPI penalty of an application [19].
We train the model for each of the predictors using simulation results for
all training benchmarks and for history sizes between 0 and 20 bits. For GAg,
gshare and GAp, the global history entropy is used to fit the model to the
misprediction rates; for the PAp and tournament predictors, we use local and
tournament history entropy, respectively. For GAg, we calculate a single global
entropy number across all branches (by combining all per-branch tables into
one table), instead of an entropy number per branch. For gshare, we find that
using per-branch entropy (as in the GAp predictor) leads to relatively large
errors. By XOR-ing address bits and history, we loose some of the information
of the address bits. We find that fitting the misprediction rates for gshare to
the global entropy with a single entropy number across all branches (as for
GAg) provides the best results. This can be explained by the fact that we use
the same amount of history bits as for the GAg predictor to index the pattern
history table (PHT), and that the XOR with the address bits partly solves the
problem of GAg that the same history for different branches is mapped to the
same entry (history aliasing). This aliasing reduction effect is now visible in a
low (even negative) parameter α for the gshare model, which is a measure for
aliasing, as we will discuss in the next section.
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Figure 3.8: Prediction error as a boxplot, showing median and average
absolute error.
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The prediction error is shown as a box-and-whiskers plot3, see Figures 3.8a
and 3.8b, and per benchmark, see Figures 3.9a and 3.9b, for the five branch
predictors, on CPB and SPEC, respectively. These numbers are for one spe-
cific configuration (i.e., number of history and address bits) for each predictor.
These configurations have approximately the same hardware cost (4 K bytes at
the second level). The error of the tournament predictor is the smallest for CBP
with an average absolute error of 0.36 MPKI; for SPEC, the smallest error is
observed for the GAp predictor with an average absolute error of 0.63 MPKI.
For all modeled predictors, the average absolute error is around 0.70 MPKI
and 0.89 MPKI for CBP and SPEC, respectively. The average MPKI for all
predictors is 10.8, which means that the model has a relative error of less than
20%, and the errors are both negative and positive. The highest average errors
are observed for the PAp predictor (0.87 MPKI and 1.14 MPKI for CBP and
SPEC, respectively) and gshare (0.69 MPKI and 1.06 MPKI). This is because
these predictors suffer from PHT aliasing, which, in contrast to pure branch
address aliasing, is not modeled in our entropy calculation. The PAp predictor
suffers from aliasing in its history table: we use 10 bits to index the history
table, which means that it may happen that different branches update the same
history, which pollutes this history. This effect is not modeled in our entropy
calculation. Modeling this would require separate tables for every setting of the
number of bits used to index the branch history table, which would incur too
much overhead. The gshare predictor XORs history and address bits, which
also leads to unpredictable aliasing effects (branches with a different history
and instruction address may map to the same entry).
Although the models for CBP and SPEC have similar average errors, the
SPEC benchmarks have more outliers. Some of the SPEC benchmarks show
more irregular behavior than the CBP benchmarks. In particular, gcc has
many unique branches, causing a lot of aliasing effects in the first level of the
branch predictors. As a result, the branch misprediction rate is often predicted
too low, leading to negative errors. The extreme points at the negative side in
Figure 3.8b for the PAp, gshare and tournament predictor, are all for gcc with
different input sets. There is also one outlier on the positive side, which is dealII
for all predictors. We find that the branches in dealII show very fine-grained
phase behavior: during a few thousand instructions, a particular branch is
first taken multiple consecutive times, and then not-taken multiple times. Our
entropy metric aggregates the outcomes per one million instructions, leading to
a large entropy value for this branch (because it is about half of the time taken
and half of the time not), but a predictor can accurately predict the sequences
of equal outcomes, only missing when the outcome flips. Reducing the entropy
measuring interval time would solve this problem, but incurs more overhead
in the profiler, and also makes it impossible to detect long history patterns.
Because we see this behavior in only one of the 95 evaluated benchmarks, we
deem this additional overhead is not worth the gain in accuracy.
3The box covers the second and third quartile, with a line at the median. The whiskers
cover all points within 1.5 interquartile distance outside of the box, and the crosses are the
outliers. The circles represent the average of the absolute value of the error.
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(a) Prediction error for the CBP 2011 benchmarks.
Figure 3.9: Prediction error in MPKI for the different predictors.
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(b) Prediction error for the SPEC CPU 2006 benchmarks.
Figure 3.9: Prediction error in MPKI for the different predictors.















Table 3.1: Model parameters for the different branch predictors (in % miss
rate).
3.5.3 Interpreting the Model Parameters
Tables 3.1a and 3.1b show the fitted α and β parameters for each of the
predictors (in % miss rate), for the CBP and SPEC benchmarks, respectively.
Given the linear branch predictor model, one can give an intuitive meaning to
these parameters. α is the misprediction rate for zero entropy, and determines
the misprediction rate for low-entropy branches, while β is the slope of the
line, and therefore is an indicator for the misprediction rate for high-entropy
branches. Note that when α is negative, the model would predict negative
misprediction rates for low entropy numbers. Obviously, this makes no sense,
so we estimate a zero misprediction rate in such a case.
The α and β parameters allow for comparing branch predictors. For exam-
ple, the GAp predictor is good at predicting low-entropy branches (low α, see
Table 3.1a), but has difficulties with high-entropy branches (high β), whereas
the PAp predictor predicts difficult branches more accurately (low β), but has a
higher miss rate for low-entropy branches (high α), due to warmup effects (i.e.,
a static branch has to be executed multiple times until the history contains
valid information).
A complementary explanation for the α parameter is that it quantifies the
impact of the intrinsic misprediction rate of the predictor due to aliasing, i.e., α
is the offset that is added to all misprediction rates. For example, in Table 3.1a,
we can see that PAp has the largest α of all predictors. On the other hand,
for some predictors, α is negative, e.g., for gshare, in which case we estimate
a zero misprediction rate for low-entropy branches. These predictors almost
perfectly predict low-entropy branches, because they alleviate aliasing issues.
Although the model parameters can differ significantly for the two bench-
mark suites (e.g., for the PAp predictor), the difference is not as big as it may
seem: a model with a low α and a high β may be similar to a model with a
high α and a low β, in the typical entropy range, i.e., between 0.1 and 0.2.
A cross-validation experiment between the results for CBP and SPEC shows
that these models may seem different but are in fact fairly similar. Figure 3.10
shows the average absolute error for the models constructed using the CBP and
SPEC benchmarks, respectively, and then evaluated on the other benchmark
suite. The error only slightly increases when the model of a different benchmark
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Figure 3.10: Average absolute error for the two models (constructed using
CBP and SPEC benchmarks) on the two benchmark suites for common
predictors.
the SPEC benchmarks increases the error slightly more than using the SPEC
model on the CBP benchmarks; this is because the SPEC benchmarks show a
uniform distribution of entropy numbers, whereas the CPB benchmarks show
a more clustered and sparse distribution.
3.5.4 Comparison to Prior Work
Prior work proposed taken and transition rate for classifying branches (see
Section 3.2). Although they do not specifically target estimating branch mis-
prediction rates, they show that taken and transition rate correlate well with
misprediction rate. Therefore, we also built models that use taken rate, tran-
sition rate and a combination of both. The models are built by dividing taken
and transition rate numbers into bins, and using the average miss rate in a
bin as the branch miss rate estimation (requiring a similar training phase as
our technique). For the combination of taken and transition rate, we construct
two-dimensional bins, combining the bins from taken and transition rate (for
example, a bin contains all branches that have a taken rate between 0.1 and 0.2,
and a transition rate between 0.6 and 0.7; this is similar to what is described
in [24]).
Figure 3.11 shows the resulting error box plots for our example predictors
and the CBP benchmarks. The figure shows that the combination of taken and
transition rate is indeed better than taken or transition rate individually. It is
also clear that the branch entropy method proposed in this work outperforms
all three other methods. For the GAg predictor, the improvement is the highest:
the average absolute error drops by more than 2× to 1.82 MPKI. For the other





















Figure 3.11: Model error in MPKI for taken rate, transition rate, the two
combined, Yokota’s lower bound, and linear branch entropy, for the CBP
benchmarks.
predictors, the average absolute error drops from an average of 3.2 MPKI to 2
MPKI (38% reduction).
Other prior work by Yokota et al.[61] shows that branch entropy can provide
an upper bound on the hit rate (or a lower bound on the miss rate), by re-
constructing p (binary probability) from the entropy number. This means that
there is only one model that is used for all branch predictors. Figure 3.11 also
shows the error when we use only entropy (i.e., we divide linear entropy by 2 to
reconstruct the p), and no specific fitted model per predictor. It shows that all
errors are negative, i.e., the misprediction rate is always underestimated, which
is consistent with the notion of a lower bound. The average absolute error for
this method is 3.71 MPKI, which is higher than our model and which is also
higher than the model using the combination of taken and transition rate.
Figure 3.12 shows the average MPKI estimation error for different predictor
sizes (using different history sizes and numbers of address bits used to index
the PHT), for both our model and the model using the combination of taken
and transition rate (which is the most accurate of all prior proposals). As a
reference, the average MPKI of the predictors is also shown. This graph shows
that our model is more accurate than taken and transition rate across all sizes,
and that the relative error remains approximately the same for small and large
predictors.
3.5.5 Modeling Aliasing
Some branch predictors suffer from branch address aliasing: because only a
few bits of the address are used to index the PHT, multiple branches may map
to the same entry. We model this by combining the recorded outcome frequency
tables (OFT) for branches that map to the same PHT entry (see Section 3.4.2).
This has some impact on the complexity for calculating entropy, because we
have to look for branch addresses that, when truncated, map to the same entry,
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Figure 3.12: Average absolute MPKI error for different predictor sizes (the
horizontal axis shows the number of entries in the second-level PHT) for
the CBP benchmarks; as a reference, MPKI is shown as well for the various
predictors.
Figure 3.13 shows the impact of (not) modeling aliasing for the GAp pre-
dictor. The top figure shows the model fit where no aliasing is incorporated
in the entropy profile; the bottom figure includes modeling aliasing. It is clear
that the fit is much better if we include aliasing. The average absolute MPKI
error decreases from 1.22 to 0.64.
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Figure 3.13: GAp model without taking aliasing into account (top graph)
versus accounting for aliasing (bottom graph) for the CBP benchmarks.




Now that we have shown that our model to estimate branch misprediction
rates using a predictor-independent profile is accurate, the most straightfor-
ward way to use it is to predict misprediction rates for different branch pre-
dictors when performing a design space exploration. In the results section of
the previous chapter, we have already shown that our model is accurate across
a large design space. However, because we have a separate application profile
(entropy) and branch predictor model (linear regression model), we can also
use the model to compare branch predictors, which we will do in this chapter.
We also show how entropy can be used to classify benchmarks and select a
representative subset of benchmarks for branch predictor studies.
4.1 Comparing State-of-the-Art Predictors
As discussed in Section 3.5.3, the parameters α and β of the linear model
can be used to compare branch predictors. As a case study, we now compare
the top-four branch predictors from the 2014 Championship Branch Predictor
competition in the 4 KB hardware budget category. These are, ranked by the
number of mispredictions per thousand instructions (MPKI):
1. Seznec: TAGE-SC-L [51] (5.29 MPKI)
2. Otiv: H-Pattern [47] (5.47 MPKI)
3. Ishii: GL-TAGE [29] (5.58 MPKI)
4. Jime´nez: Strided Sampling HPP [30] (5.81 MPKI)
Note that the MPKI values and the ordering differs slightly from the results
presented at the CBP-4 workshop, because we evaluated these predictors on the
2011 CBP benchmarks. We will discuss the results using the 2014 benchmarks
at the end of this section.
First, we need to select the entropy numbers that should be used to model
the misprediction rate for these branch predictors. Since they all claim to
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be able to handle large branch histories, we use 25 history bits, which is the
largest history we used for measuring entropy1. Furthermore, we do not model
branch address aliasing and warmup effects when calculating the entropy, as-
suming that these advanced predictors are able to eliminate these effects (e.g.,
by keeping multiple tables with different hashing and history lengths).
We also conjecture that tournament entropy should fit best, because all four
use both global and local history. We verified this claim by constructing models
using global history entropy, local history entropy and tournament entropy, and
noticed that tournament entropy indeed leads to the lowest error on the training
set.
The resulting average MPKI error equals 0.91 for Seznec’s predictor, 1.14
for Otiv’s predictor, 1.26 for Ishii’s predictor and 1.39 for Jime´nez’ predictor






Table 4.1: Model parameters for the state-of-the-art branch predictors (in
%).
Table 4.1 shows the parameters of the linear model for the four predictors.
Looking at the table we can see that the Seznec predictor has the lowest α, but
also the second highest β. For the Jime´nez predictor, it is the other way around:
it has the highest α, but the lowest β. Figure 4.1 shows the models for the four
predictors. Again, we assume a zero misprediction rate if the model estimates
a negative misprediction rate. The figure shows that Seznec’s misprediction
rate is lower than for Jime´nez if the entropy is lower than 0.147, but for larger
entropies, Jime´nez performs better, with a 2.47% lower misprediction rate if
the entropy equals 0.5. The similarity between the models of the predictors of
Seznec, Otiv and Ishii can be explained by the fact that they all extend upon
the TAGE predictor, while Jime´nez proposes a perceptron-based predictor.
Entropy Seznec Otiv Ishii Jime´nez
INT04 0.0022 0.09 0.10 0.10 0.63
INT06 0.0985 4.90 4.86 4.99 4.80
INT01 0.196 10.19 10.21 10.29 9.89
INT02 0.258 12.85 12.80 12.78 12.08
WS04 0.389 24.45 23.87 24.99 22.57
Table 4.2: Entropy and simulated misprediction rate (%) for the top-4 CBP
predictors.
To ensure that this behavior is real and not an anomaly of our model, we
show entropies and simulated misprediction rates for some of the benchmarks
1We see no significant decrease in entropy when we increase the history beyond 25 bits.
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Figure 4.1: Models for the state-of-the-art predictors of the 2014 CBP cham-
pionship. The entropies of all benchmarks are shown at the top.
in Table 4.2. We can see that for the benchmark INT04, which has a very low
entropy, the Seznec predictor outperforms the Jime´nez predictor. For bench-
marks close to the cross-over point (INT06 and INT01), the misprediction rates
for all predictors are very similar. For the high-entropy benchmark WS04, the
Jime´nez predictor has a 1.9% lower misprediction rate than the Seznec predic-
tor. Of all benchmarks that have an entropy higher than the cross-over point
at 0.147 entropy, the average misprediction rate of Jime´nez is almost 1% lower
than the misprediction rate of Seznec.
By looking at the entropy distribution of all benchmarks, shown on top
of Figure 4.1, it is clear why Seznec’s predictor performs best on average:
only 6 out of 40 benchmarks have an entropy that is higher than 0.147 (the
cross-over point is indicated by the dashed line). The average misprediction
rate is therefore mostly determined by the low-entropy benchmarks, for which
Seznec’s predictor performs best. This is further exacerbated by the choice of
benchmarks in the 2014 competition: only 3 out of 40 have an entropy higher
than 0.147, with a maximum entropy of 0.21, which is only slightly higher than
the cross-over point.
4.2 2016 Championship Branch Prediction
Our proposed branch entropy metric was used by the CBP organizers to
provide a more diverse and balanced set of benchmarks for the 2016 edition [6].
To maximize branch behavior coverage, while limiting the number of bench-
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Figure 4.2: The entropy for all benchmarks used in the 2016 CBP.
marks in the benchmark suite, they constructed a branch behavior vector. This
vector contains metrics like MPKI, IPC, ILP and misprediction rate for a set
of predictors, static and dynamic instruction count, but also global, local and
tournament entropy for a history size of 32 and 63 bits.
The result is a benchmark suite that consists of 440 benchmarks in two
categories, server and mobile. To visualize the results, we use the tournament
entropy, using 25 bits of history without warmup. This is the same configura-
tion we used before in Section 4.1 to model the 2014 CBP winning predictors.
Figure 4.2 is thus comparable with the top part of Figure 4.1.
It is clear from Figure 4.2 that all benchmarks have, on average, a very
low entropy. In fact none of the 440 benchmarks has an entropy higher than
0.147 (the cross-over point from Section 4.1), whereas the 2011 CBP had 6
out of 40 benchmarks above an entropy value of 0.147 and 2014 CBP had 3
out of 40 benchmarks above 0.147. There is a clear trend towards low-entropy
benchmarks and thus easy-to-predict benchmarks across subsequent editions
of CBP.
4.3 Representative Benchmark Selection
In Section 3.5, we showed that our linear branch entropy metric correlates
well with branch misprediction rate across a wide range of predictors. This
means that benchmarks with a similar entropy also have a similar misprediction
rate, and just produce redundant results in a study where branch predictors are
compared. By only simulating benchmarks that have different entropy values,
and therefore different inherent branch behavior, we can reduce the number of
benchmarks that need to be evaluated.
To validate this, we cluster the 40 benchmarks in our setup based on en-
tropy. Because we have multiple entropy numbers per benchmark (local, global,
and tournament, and for different history sizes), we first perform principal com-
ponent analysis (PCA) to reduce the number of dimensions. We find that 2
principal components (PC) already account for 98.3% of the variance, so we se-
lected two dimensions. The result of PCA is illustrated in Figure 4.3. The first
principal component (PC1) basically weights each entropy equally, and is there-
fore proportional to the average entropy across all history sizes. PC2 gives a
negative weight to small-history entropies and a positive weight to large-history
entropies: a PC2 close to 0 means that large and small history entropy are ap-








Figure 4.3: Result of PCA analysis and clustering for the 40 benchmarks.
Cluster representatives are highlighted as a solid dot.
proximately equal, while a negative PC2 means that large-history entropy is
lower than small-history entropy, so these benchmarks have more benefit when
history is increased. PCA makes no particular difference between local, global
and tournament entropy in its first two components.
We then cluster the benchmarks using these two principal components, by
performing K-means clustering. We select an optimal number of clusters using
BIC (Bayesian Information Criterion), which results in 5 clusters. For these 5
clusters, we select the benchmark that is closest to the cluster center as the rep-
resentative benchmark; these are highlighted in Figure 4.3. We then simulate
these 5 benchmarks on a branch predictor simulator, and weight the mispre-
diction rates with the number of benchmarks in the respective cluster. This
number is then compared to the average misprediction rate of the whole set of
benchmarks. Table 4.3 shows the average misprediction rate across all bench-
marks and the weighted average misprediction rate for the 5 representative
benchmarks for different predictors. It also shows the average misprediction
rate for a similar method using taken and transition rate as an input to the
clustering mechanism (also for 5 clusters). For clustering using entropy, the
difference between the actual and estimated miss rate is 4.5%, compared to
14.5% when using taken and transition rate. Furthermore, the clustering using
entropy preserves the ordering of the branch competition top four, while using
taken and transition rate classifies the Seznec predictor as the worst.
From this result we can conclude that linear branch entropy indeed gives
a good representation of the predictability of the branches in an application.
Therefore using entropy to group benchmarks with similar entropy numbers
leads to an accurate clustering with a minimum number of clusters.
4.4 Impact of History Length
Sections 4.1 demonstrates that linear branch entropy a good representation
is for the accuracy of state-of-the-art branch predictors, in spite of being based
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Predictor Miss rate Cluster average Cluster average
using entropy using taken/trans. rate
GAp 14.69 14.62 15.71
PAp 10.26 9.58 11.04
GAg 8.54 8.29 9.82
gshare 7.12 7.56 8.27
Jime´nez 4.95 5.46 5.57
Ishii 4.76 4.94 5.46
Otiv 4.66 4.93 5.54
Seznec 4.49 4.50 5.59
Table 4.3: Average misprediction rates (in %) across all benchmarks and
average misprediction rate using entropy-based clustering and taken/tran-
sition rate based clustering. Predictors are ordered by decreasing average
miss rate.
on the notion of how simple branch predictors operate. Modern branch predic-
tors use much longer history lengths and are substantially more complex than
the traditional gshare and two-level predictors. The question can be raised why
linear branch entropy is also a good representation for more advanced branch
predictors. We will do so by showing that branch entropy correlates well with
branch predictability, even for state-of-the-art branch predictors with very long
history lengths.
Prior work suggests that some branch patterns have a long period, and
long history lengths are needed to capture these patterns [50]. But recording
long history comes with a large hardware cost. Therefore modern predictors,
such as the winning TAGE-based predictor from Seznec, will only record long
history lengths for branches that benefit from it. Seznec’s predictor uses 11
banks with different histories ranging from 0 to 359 bits. The predictor assigns
easy-to-predict branches to a bank using little to no history, thus saving room
to assign hard-to-predict branches to banks with (very) long history. For il-
lustration purposes we select the first integer (INT01) benchmark from CBP.
This benchmark has a linear branch entropy of 0.205, which is relatively high
and will therefore contain branches that benefit from a long history.
Figure 4.4 shows branch entropy for two sets of branches for all history
lengths of the 11 banks in Seznec’s predictor, without taking warmup effects
into account. The first set (dashed line) contains branches assigned to bank 3
(using 13 history bits); therefore this set represents branches that yield good ac-
curacy using an average amount of history. The second set (solid line) contains
branches from bank 10, using 359 history bits. These branches are classified as
hard-to-predict by Seznec’s predictor.
The difference between the two sets is noticeable over the whole range of his-
tory bits. When using no history information there is already a clear difference
in branch entropy between the two sets, where the hard-to-predict branches
start with an entropy of 0.63 and the medium set starts at 0.32. When in-
creasing history size to 13 bits (history length of the third bank), there is a
huge decrease in the entropy for both sets. But the entropy for the hard set



















Figure 4.4: Impact of the number of history bits on medium and hard to
predict branches.
is still 0.13, whereas the medium set already reaches 0.06. Although the en-
tropy of the medium set still has a huge decrease in entropy up to 53 bits,
these branches still end up in the third bank. This choice is probably due to
size restrictions of banks with longer history. These higher banks are occupied
by branches that benefit more from a longer history. In particular, the set of
hard-to-predict branches have an entropy that is still twice as high when using
53 bits of history, and this behavior is constant when further increasing history
length.
The key take-away from this analysis is that linear branch entropy correlates
well with branch predictability, even for very long history lengths as observed




Linear branch entropy was developed in the scope of a bigger effort to
model the execution time of applications by only profiling microarchitecture-
independent execution characteristics. This model was first published at the
ISPASS 2015 conference [56]. To accurately estimate the complete execution
time, we need a way to accurately estimate the penalty caused by mispredicted
branches.
5.1 Branch Misprediction Penalty
As discussed in Chapter 2, the interval model forms the core idea of the
single-threaded micro-architecture independent model. The interval model can
be described by Equation 2.1. In this equation the second component is the
one estimating the branch penalty. This part of the equation is replicated in
Equation 5.1.
Cbranch = mbpred × (cres + cfe) (5.1)
Three values are needed to calculate this equation. The first value mbpred
is the number of mispredicted branches; the second value cres is the branch
resolution time; and the third value cfe is the depth of the front-end pipeline.
This last value is a fixed value and is set as a part of the design we want
to analyze. We now describe how we estimate the number of mispredicted
branches, and then how we estimate the branch resolution time.
5.1.1 Predicting the Number of Mispredicted Branches
The workflow is the same as described in Section 3.4 and is illustrated in
Figure 5.1. The first step is to build the model for the branch predictor. To do
so, a training run is needed. During this training run, a number of applications
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Figure 5.1: Schematic overview of how the branch predictor model works.
The dashed box represents the training phase, which has to be done once
for each branch predictor type.
are simulated with a branch predictor simulator to obtain the misprediction
rates. In addition, the workload is profiled once to obtain the linear branch
entropy. These numbers are combined to derive the model as explained in
Section 3.4.
After building the model, the next step is to use this model to estimate
the number of mispredicted branches for an unseen application. During the
profiling phase, the branch profiling unit is gathering all branch instructions in
order to build an entropy profile for the application. The branch profiling unit
does not need to be sampled since it is fast enough, but the branch entropy
information is stored for every window of 1 million instructions. During the
integration into the single-threaded model this proved to increase the accuracy
by improving the branch unit to catch any phase behavior an application may
exhibit during its execution.
The branch predictor used during this study is the same tournament branch
predictor as used to evaluate the results in Section 3.5. The model from Ta-
ble 3.1b can be reused and is shown in Equation 5.2. During the modeling
phase, the tournament entropy is used in the equation. The result is the branch
predictor misprediction rate in percentage. If multiplied with the number of
branch instructions, the result is an estimation for the number of mispredicted
branches.
mbpred(Et) = (0.14 + 52.52× Et)×Nbranch (5.2)
5.1.2 Branch Resolution Time
The branch resolution time is defined as the time it takes for the branch to
get executed after entering the reorder buffer. This depends on the length of
the dependency chain leading up to the branch instruction. To calculate the
branch resolution time, we use an algorithm, called the ‘leaky-bucket’ algorithm
devised by Michaud et al. [46].
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Algorithm 1 Leaky bucket model: calculating the branch resolution time.
1: while Ni > D do
2: if ROBi +D 6 ROB then
3: Ni = Ni −D;
4: ROBi = ROBi +D;
5: else
6: Ni = Ni − (ROB −ROBi);
7: ROBi = ROB;
8: leave = min(I(ROBi), D);
9: ROBi = ROBi − leave;
10: cres = lat×ABP (ROBi);
The ‘leaky-bucket’ algorithm is shown as pseudo code in Algorithm 1. The
inputs to the algorithm are the number of independent instructions as a func-
tion of the reorder buffer size (I(ROB)), the distance between two branch
mispredictions (Ni), and the width of the front-end pipeline (D).
The first part (lines 1 to 9) of the Algorithm estimates the number of
instructions that are in the ROB (ROBi) by the time the second incorrect
predicted branch gets dispatched. To do this, it simulates the dispatching
(lines 2 to 7) and committing (lines 8 and 9) of instructions in the reorder
buffer. When there is enough room in the reorder buffer to fit all instructions
residing in the front-end pipeline, all D instructions enter the reorder buffer,
otherwise the reorder buffer gets filled to capacity. Ni gets decreased with this
number of instructions as the processor comes closer to dispatching the branch
instruction. The number of instructions that leave the reorder buffer every
cycle is estimated by the number of independent instructions that on average
reside in a reorder buffer containing ROBi instructions (I(ROBi)) but can
never by higher than the width of the pipeline (D).
When the branch instruction enters the reorder buffer, the branch resolution
time is estimated as the average instruction latency (lat) multiplied by the
average branch path1 (ABP) for the number of instructions that are in the
reorder buffer (ABP (ROBi)).
5.2 Results
To evaluate linear branch entropy against simulation and to show that it
outperforms the proposal of Yokota et al. [61], we implement both strategies in
the profiler and modeling tool of the single-threaded model to estimate the
number of mispredicted branches (mbpred). Next, we calculate the branch
resolution time as described in the previous section. Combining the predicted
number of mispredicted branches with the predicted branch resolution time
provides an estimate for the branch component.
1The average branch path is equal to the average number of producing instructions leading
to a branch instruction.







Figure 5.2: Branch component as predicted by simulation (left bar), linear
branch entropy (middle bar) and Yokota et al. (right bar). The benchmarks
are sorted by decreasing branch CPI component. The results are normalized
to simulation.
The results are shown in Figure 5.2. The results are normalized to simu-
lation which is shown as the left bar, the bar in the middle is the result from
linear branch entropy, and the right bar are the results from Yokota et al. The
bar is a representation of the complete execution time, where the highlighted
part at the top represents the impact of the branch behavior.
The error of the branch component for the linear branch entropy model
equals 1% on average, whereas Yokota’s model, on average, has an underpre-
diction of around 60%, leading to a 7% error on the complete execution time.
This can be seen in the last stack where the weighted average of all benchmarks
is shown. It is clear that the linear branch entropy yields an almost perfect
prediction of the branch component whereas the Yokota et al. model estimates
only half of the real branch impact.
The biggest error for our linear branch entropy method is observed for the
namd and sphinx3 benchmarks. This is due to a poor fit of the model for these
particular benchmarks. More specifically, the average entropy for sphinx3 equals
0.085, so when using the model from Equation 5.2, the resulting estimation of
the misprediction rate is around 4.6% while the simulated misprediction rate is
2.21%. The entropy for namd equals 0.024, leading to an prediction of 1.40%,
while the simulated misprediction rate is 3.47%. Although there are other
benchmarks with a poor fit and thus an inaccurate estimation, the error for




In this chapter, we show how branch entropy can be used to guide the
compiler for performing if-conversion. If-conversion is a well-known compiler
technique that replaces branches by predicated execution [2]. Conceptually, it
transforms control dependences into data dependences. If-conversion can result
in a speedup or slowdown, depending on the balance between the benefits of
removing the branch instruction, and the penalty of introducing additional
data dependences. The compiler thus has to decide which branches to convert
to obtain a net performance improvement.
Modern compilers (e.g., LLVM and the GNU C compiler gcc) use heuris-
tics to steer if-conversion: they primarily consider the size of the basic blocks
that are to be converted and the available instruction-level parallelism (ILP).
Predicated instructions need to be fetched and decoded — and possibly exe-
cuted if the instruction set supports partial predication as in x86 — even if
the predicate turns out to be false. Therefore, if-conversion is only beneficial
if the basic blocks are small, avoiding too much overhead for fetching (and
possibly executing) useless instructions. If-conversion also introduces new data
dependences, hence, if ILP is limited already, if-conversion may reduce it even
more.
The basic premise of our proposal is to if-convert hard-to-predict branches.
If branches are predicted well by the branch predictor, the control dependences
are removed, so adding more data dependences is likely to hurt performance.
On the other hand, if a branch is frequently mispredicted, we can avoid the
misprediction penalty using if-conversion. However, a compiler is typically
unaware of which branches are hard to predict in hardware at runtime.
We use branch entropy to differentiate easy- from hard-to-predict branches.
Although it does not depend on a specific predictor, branch entropy corre-
lates well with the misprediction rate across a wide range of branch predictors.
Branch entropy is measured using a single profiling run. After the profiling run,
the application is compiled using the branch information to steer if-conversion.
Because branch entropy is independent of the micro-architecture and its branch
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predictor, profiling needs to be done only once for each application of interest,
and the if-converted binary can be deployed across a variety of machines, as
we will demonstrate. This is in contrast to traditional feedback-directed op-
timization [10] for which a new profile needs to be collected for every branch
predictor (and application).
6.1 Prior Work
Mahlke et al. [43] show that if-conversion can reduce the number of branch
mispredictions by more than 50% on average. They if-convert unbiased branches,
because the branch predictors they evaluate via simulation do not use any his-
tory. Our branch entropy metric takes into account branch history, and we
evaluate our technique on real hardware, containing history-based branch pre-
dictors. Choi et al. [14] analyze the impact of if-conversion on the branch
misprediction rate on an Intel Itanium processor. They show that the actual
performance gains of if-conversion are typically around 2-3%, much lower than
what was found in previous studies, which were based on simulation. Hazel-
wood and Conte [25] use dynamic compilation to if-convert branches with high
misprediction rates, leading to a 2.6% performance improvement on average
and up to 14% for one application (evaluated using simulation). We use static
compilation, which implies that we do not have any dynamic branch mispredic-
tion information. Moreover, our technique is independent of the configuration
of the branch predictor, resulting in a binary that performs well across microar-
chitectures.
6.2 If-Conversion on x86 using LLVM
The x86 instruction set only supports partial predication [44]. It features
one predicated instruction, namely conditional move cmov, which moves or
copies the content of one register to another register if a specific condition
is met. The condition can be any condition that is allowed for conditional
branches, e.g., cmoveq performs the move if a previous compare instruction
has equal operands. If-conversion on x86 is implemented by executing the
basic block unconditionally, and at the end add one or more conditional moves
to copy the results into the new registers if the condition is met. In case
the condition is not met, the results are ignored. This implies there are severe
limitations for using if-conversion on x86. The basic block cannot contain stores
or I/O output instructions, which cannot be undone if the condition is not met.
By extension, it cannot contain system calls or calls to library functions.
Modern compilers, such as LLVM, use heuristics based on the analysis of
the static code. In particular, LLVM tries to minimize the total number of
additional instructions and dependences (gcc uses similar heuristics). First,
the instruction-level parallelism (ILP) needs to be high enough, because if-
conversion introduces additional data dependences. Then, if the ILP is high
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Convertable Converted branches
Benchmark Input branches Default New
astar BigLakes2048.cfg 76 19 31
bzip2 chicken.jpg 30 76 47 13
gcc 166.i 2781 708 181
gobmk 13x13.tst 520 180 127
h264ref foreman ref encoder 979 261 122
hmmer nph3.hmm swiss41 263 125 2
libquantum 1397 8 36 20 5
mcf inp.in 15 9 5
omnetpp omnetpp.ini 425 292 15
sjeng ref.txt 198 76 44
Table 6.1: Evaluated benchmarks and inputs, along with the number of
convertable branches and the number of branches converted by if-conversion
in LLVM (default) versus our technique.
enough, the critical path can only grow with a specified number of instructions.
The code path grows by the if-conversion itself (by inserting cmov instructions),
and because both the ‘if’ and ‘else’ paths need to be executed. If both these
conditions are met, the branch is if-converted.
We advocate using branch predictability information to steer if-conversion,
instead of heuristics based on static code analysis. Branch predictability is
quantified using our linear branch entropy metric: branches with a high entropy
are converted, while branches with a low entropy are not. After analyzing the
initial results of our technique, we discovered another case where if-conversion
almost always leads to a performance improvement: there is only one condi-
tional block that is either executed or skipped, and that block is executed most
of the time (e.g., an ‘if-then’ clause without an ‘else’, and the condition of the
‘if’ is almost always true). To capture this type of branches, we compute the
taken rate of branches in ‘if-then’ constructs, and we if-convert the branches if
the taken rate is close to zero. We discuss how much branch entropy and taken
rate contribute separately in Section 6.4.3.
6.3 Experimental Setup
We perform all experiments on an Intel Core i7-860 (Nehalem microarchi-
tecture). We implement our if-conversion algorithm in LLVM v3.5.0, replacing
the default heuristics. If-conversion is part of the -O2 optimization level, so
we compare the performance of our technique to that of -O2. We select all
C/C++ integer benchmarks of the SPEC CPU2006 benchmark suite that we
were able to compile on LLVM. The floating-point benchmarks have very regu-
lar branch behavior, which means that if-conversion has no considerable impact
for these benchmarks. LLVM could not compile the FORTRAN benchmarks.
Table 6.1 lists the benchmarks and the reference inputs we used. We measure
the execution time of the program using performance counters.




























Figure 6.1: Performance improvement of our new if-conversion technique
compared to the standard technique implemented in LLVM.
Currently, our profiler is implemented in the dynamic binary translation tool
Pin [41], but is straightforward to be implemented in the standard profiling tool
of LLVM. The profile is generated using the training input provided with the
SPEC CPU2006 benchmarks, while the final performance is evaluated using
the reference input. Each program is run 10 times, and we report the average
performance improvement compared to standard -O2, along with the minimum
and maximum observed improvement.
We decide to if-convert branches if the local entropy of a branch exceeds
a certain threshold τe, or if a single-block branch has a taken rate that is less
than τt. We use local entropy because this entropy number is not influenced
by other branches in the application. So if we if-convert a branch based on
its local entropy, this will not influence the entropy of the remaining branches.
To find the optimal values for these parameters, we perform an exhaustive
parameter sweep, and find τe = 0.18 and τt = 0.16 to be optimal. However,
the results are not very sensitive to the specific values: the variability of the
average performance improvement is less than 0.1% for any setting between 0.14
and 0.20 for τe and τt. We also do not convert branches that are infrequently
executed (less than 5000 times) in the training input set. Branches that are
not executed frequently will usually not have a big impact on performance, and
they also provide too little information to obtain a stable and useful entropy
number. Table 6.1 also lists the number of convertable branches (branches for
basic blocks that do not contain stores, I/O, system calls, etc.), the number of
branches converted by standard if-conversion and by our novel technique.
6.4 Results
Figure 6.1 shows the performance improvement of the benchmarks compiled
with our new if-conversion criterion relative to default if-conversion in LLVM.
We observe a distinctive improvement beyond default if-conversion for four of
the benchmarks. The largest improvements are obtained for bzip2, omnetpp






















Figure 6.2: Analysis of the impact of every single convertable branch on the
execution time for bzip2.
fault -O2. Our technique performs similarly to LLVM’s if-conversion for the
other benchmarks, with only gobmk suffering from a small 0.2% performance
degradation, leading to a 0.66% average performance improvement across all
the benchmarks. Interestingly, for all but one of the benchmarks, we if-convert
fewer branches than standard if-conversion, see Table 6.1, while yielding better
performance. This suggests we apply if-conversion more selectively and more
effectively.
In the remainder of this section, we will analyze these results in more detail,
starting by analyzing the converted branches for bzip2, the best performing
benchmark, and then finding the reason for the poor performance of the gobmk
benchmark. We will also discuss the contributions of entropy and taken rate
separately, and we show results on other machines.
6.4.1 Analysis of bzip2
To obtain more insight into why we improve performance, we do the fol-
lowing experiment. We convert each of the convertable branches of bzip2 in-
dividually, and evaluate their impact on performance. Figure 6.2 shows the
sorted normalized execution time (versus no if-conversion) for all convertable
branches (76 in total). Some if-converted branches improve performance (zone
I), while others degrade performance (zone III). The majority of branches (zone
II) have a negligible impact on performance.
The figure also indicates the branches that our technique converts with an
‘×’, and the branches that standard if-conversion converts are shown with a
‘+’, (so branches with an ‘S’ are converted by both techniques). Compared to
standard if-conversion, our technique converts fewer zone-III branches, which
degrades performance, and more zone-I branches, which improves performance.
However, we miss one of the three branches of zone-I, and we convert one branch
of zone-III.
To explain the results, Table 6.2 lists more information about the three
branches in zone I (branches 1 to 3) and the one branch in zone III that we
convert (branch 4). The second column lists the execution time when that
branch is if-converted (and only that branch), normalized to no if-conversion;
this is the number shown in Figure 6.2. The next three columns contain profile
information for the reference run without if-conversion: the number of times
this branch is executed, its entropy and its taken rate. The three columns on
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Norm. Profile info Perf. counter change
exec. # Dyn Ent TaR Instrs Branches Misses
time [106] [106] [106] [106]
1 98.57 % 581.39 0.442 0.319 - 397 - 582 - 90
2 99.34 % 0.04 0.235 0.581 - 958 + 64 - 107
3 99.39 % 11.40 0.030 0.985 - 865 - 12 + 128
4 100.69 % 21.28 0.975 0.499 0 - 1 + 51
Table 6.2: Profile and hardware performance counter information for inter-
esting branches in bzip2.
the right contain performance counter data, showing the difference between no
if-conversion and converting that branch in terms of the number of committed
instructions, the number of committed branches, and the number of branch
mispredictions.
The first two branches have a higher entropy than the threshold and are
thus converted by our technique. The first branch behaves as expected: there
are 582 million fewer branches, which is about the number of times this branch
is executed, and there are 90 million fewer branch misses. There are also fewer
instructions, which can be explained by the fact that for example a move and
a branch instruction can be converted to a single conditional move instruction.
The second branch behaves differently. Although it is only executed 38
thousand times, converting this branch reduces the number of instructions by
958 million, increases the number of branches by 64 million, and decreases the
number of branch mispredictions by 107 million. Obviously, this effect cannot
be explained by the if-conversion of this branch solely. An analysis of the code
shows that due to the if-conversion, other optimizations are triggered, with
secondary effects resulting in a performance improvement.
We observe different results for the third and fourth branch. The third
branch has an entropy of 0.03 and a taken rate of 0.99, which suggests that
this branch is highly predictable. If-converting this branch would normally
lead to performance degradation, because we then need to execute the code
that the branch always jumps over. However, we notice a performance im-
provement. The number of branches decreases with 12 million, which is about
the number of times this branch is executed, but the number of instructions also
decreases considerably, which is unexpected. The number of branch mispredic-
tions increases, but apparently, this extra penalty is undone by the decrease in
the number of instructions due to the same code optimization of last branch.
These two branches are part of the same code and converting one of these
branches triggers another compiler optimization. If we would if-convert both
branches, they do not reinforce each other, on the contrary, if-converting the
third branch now introduces a performance degradation, as predicted by the
low entropy and high taken rate.
Lastly, we consider the fourth branch in Table 6.2, which has a high entropy,
and a 0.5 taken rate, suggesting that it is highly unpredictable. This seems







Figure 6.3: Performance improvement for gobmk relative to standard if-
conversion (-O2) for our technique using the reference input (Ref) versus
the training input (Train).
a performance degradation. By looking at the performance counter numbers,
we again see unexpected behavior: the number of branches decreases by 1
million only, while this branch is executed 21 million times; this implies that
new branches were added. The number of mispredictions increases unexpect-
edly, suggesting that the newly introduced (and possibly other) branches get
mispredicted.
In conclusion, our premise that frequently executed high-entropy branches
should be if-converted holds. If-converting less frequently executed branches
can sometimes result in unpredictable behavior because of secondary effects,
i.e., the code around the branch is rearranged, which causes a larger (positive
or negative) performance impact than the impact of if-conversion. Neverthe-
less, our technique is still superior to standard if-conversion, by identifying
frequently executed, hard-to-predict branches, and not if-converting easily pre-
dictable branches.
6.4.2 Analysis of gobmk
The performance benefits of if-conversion are limited in general — only few
benchmarks benefit — yet we do not want to degrade performance beyond
standard if-conversion for the benchmarks that do not benefit. We succeed in
this, except for gobmk, which shows a small performance degradation of 0.2%.
We find the reason for this slowdown to be a mismatch between the profiling run
and the reference run. We obtained this insight by using the reference input,
instead of the training input to collect the profiling information. We observed
the result as shown in Figure 6.1 for all benchmarks, except for gobmk which
is shown in Figure 6.3. Using the reference input for profiling leads to a small
performance improvement compared to standard if-conversion. We conclude
that a more representative training input is likely to solve the performance
degradation of gobmk.
6.4.3 Branch Entropy versus Taken Rate
Our if-conversion criterion uses two criteria to decide whether a branch
should be if-converted or not: entropy, which selects hard-to-predict branches,
and taken rate, which selects almost-never-taken branches. In this section, we








Figure 6.4: Average performance improvement relative to standard if-
conversion for no if-conversion (NoIf), using only entropy as a criterion
(Ent), only taken rate (TaR), and both (Ent + TaR).
show the contribution of both metrics separately. Figure 6.4 shows the perfor-
mance improvement if we only take branch entropy into account for deciding
whether to if-convert a branch (‘Ent’); if we only if-convert ‘if-then’ branches
with a near zero taken rate (‘TaR’); and the combination of both (‘Ent + TaR’,
which is our proposed technique). As a reference, we also show the performance
of not if-converting any branch (‘NoIf’). Again, all the numbers are relative
to standard if-conversion (-O2). Only taking into account taken rate yields
an average execution time that is slightly worse than standard if-conversion,
but better than not converting any branch. When using entropy only, there is
already a significant performance improvement over the LLVM’s if-conversion.
Combining both metrics, i.e., our proposed technique, outperforms using the
individual metrics.
6.4.4 Impact across Microarchitectures
To check whether our results are consistent across machines, we evaluate
the same binaries on two other processor architectures: an Intel Core i7 with a
Sandy Bridge processor, and an Intel Atom with a Diamondville architecture
(2-wide in-order pipeline). On the Sandy Bridge machine, the performance
gains per benchmark are almost exactly the same as on the Nehalem machine.
Figure 6.5 shows the results for the Atom processor. We observe similar results
as for the Nehalem machine, however, now our top-3 performing benchmarks
only get an average performance improvement around 1%. The main reason
is the higher execution time on the Atom machine compared to the Core i7:
more than 5× on average and close to 8× for mcf. In contrast, the number of
mispredicted branches increases by 1.5× only (1.2× for mcf). So the impact of
branch behavior on the total execution time is smaller than on the Nehalem
machine, hence the smaller performance impact of our if-conversion algorithm.
Note that the absolute performance improvement (decrease in execution time)
of our technique on the Atom machine is larger than for the Core i7 machines,




























Figure 6.5: Performance improvement of our if-conversion algorithm on an





The second part of this dissertation describes the model we developed to make
rapid performance predictions of the execution time of multi-threaded







Simulation is the predominant methodology for computer architects to eval-
uate new processor architectures. Unfortunately, simulation is extremely time-
consuming and tedious, especially when simulating multi-threaded workloads
on multicore hardware. Analytical performance modeling is an attractive com-
plement to detailed cycle-level simulation to quickly explore large design spaces
at early stages of the design process. Several research groups have proposed
analytical performance models for superscalar processors. These techniques
can be broadly classified into three main categories: (1) empirical models, (2)
mechanistic models and (3) hybrid models. Empirical models use training data
obtained through simulation to create black-box models using machine learning
and regression techniques, see for example [28, 37, 38, 39, 40, 48]. Mechanis-
tic models are white-box models that capture the first-order mechanics of a
processor, see for example [20, 58]. Hybrid models cover the middle ground
through parameter fitting of a parameterized semi-mechanistic model, see for
example [13, 23]. Empirical models are typically very accurate but do not
provide insight and require extensive oﬄine training. Mechanistic models are
challenging to develop but once developed, they provide deep insight and do
not require further oﬄine training. This work seeks to advance the state of the
art in mechanistic modeling.
Prior work in mechanistic modeling is limited to single-threaded processors.
Interval modeling, developed over a series of research papers by Michaud et
al. [46], then Karkhanis and Smith [34] and finally Eyerman et al. [20], models
a superscalar processor performance by building up a CPI stack of components
that represent useful computation versus lost cycles due to miss events. To
collect the number of miss events (cache misses, branch misprediction rates,
etc.), interval modeling relies on oﬄine functional cache and branch predic-
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tor simulation. More recently, Van den Steen et al. [58] improved upon this
prior work by collecting only microarchitecture-independent characteristics of
an application. The key advantage of doing so is that it allows for profiling
the workload only once after which performance can be predicted for a range
of previously unseen architectures. This prior work unfortunately is limited to
single-core processors.
Mechanistic modeling of multi-threaded application performance is funda-
mentally more difficult than predicting single-thread performance. Not only
do we need to accurately model per-thread performance, we also need to accu-
rately model synchronization, resource interference and cache coherence effects.
Moreover, as demonstrated later in this thesis, multi-threaded application per-
formance prediction is further complicated by the fact that small prediction
inaccuracies of the execution time in-between synchronization events, lead to
an accumulation of errors across the entire program execution because appli-
cation progress is determined by the slowest (most critical) thread.
Straightforward extensions of prior work towards multi-threaded workloads
further motivate this work. Predicting multi-threaded application performance
based on only the main thread or only the critical thread leads to an average
performance prediction error compared to detailed simulation of 45% and 28%,
respectively, and a maximum error above 110%. There are three reasons for the
poor accuracy: (1) it does not model contention in shared resources, (2) it does
not model cache coherence effects, and (3) it does not model synchronization
overhead.
Some prior work focused on multicore performance prediction. Jongerius
et al. [32] propose a multicore performance model for multiprogram workloads
only. They focus on resource contention (i.e., negative interference) and do
not model positive interference, cache coherence nor synchronization. Popov
et al. [49] predict multi-threaded application performance using Amdahl’s Law
supplemented with the simulation of snippets of representative parallel code
regions.
We propose RPPM (Rapid Performance Prediction for Multi-threaded ap-
plications) for predicting multi-threaded application performance on multicore
hardware. A profiler collects a set of characteristics that captures a workload’s
execution behavior in a microarchitecture-independent way. The profile con-
tains per-thread characteristics, as for the single-threaded model, as well as
characteristics that affect inter-thread interactions, including shared memory
access behavior and synchronization. The profile is then used to predict per-
formance on a previously unseen multicore architecture. We assume that the
number of threads considered during profiling equals the number of cores of
the target architecture. A key feature of RPPM is that the profile needs to be
collected only once, using which the performance can be predicted for a range
of multicore architectures. Although the profile is measured during a particu-
lar multi-threaded execution, and therefore it may be subject to a particular
inter-thread interleaving, we find it to enable accurate performance prediction
across architectures.
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We evaluate the accuracy of RPPM against detailed cycle-level simulation
for all the OpenMP multi-threaded Rodinia benchmarks and a subset of the
pthread-based Parsec benchmarks. RPPM predicts performance within 11.2%
on average (23% max error) for a quad-core processor. We demonstrate the
usefulness and applicability of RPPM for design space exploration studies and
application performance analysis. In particular, we use RPPM to quickly iden-
tify the optimum among five design points with varying characteristics in terms
of pipeline width and clock frequency while delivering the same peak perfor-
mance (in operations per second). In addition, we use RPPM to construct
bottlegraphs to analyze an application’s parallel execution (im)balance.
7.2 Background
Modeling multi-threaded workload performance is challenging for at least
three reasons. (1) One needs to accurately model per-thread performance. (2)
One needs to accurately model inter-thread synchronization and interaction,
including resource interference and cache coherence effects. (3) Because threads
synchronize in a multi-threaded workload, there is an effect of accumulating
errors. The latter is probably less well-known, hence we describe it next.
7.2.1 Accumulating Errors
In contrast to single-threaded performance modeling where performance
prediction errors over relatively small execution regions are averaged out across
the entire program execution, this is not the case for multi-threaded applica-
tions. Modeling multi-threaded performance is complicated by the fact that
accurate predictions are needed in-between synchronization events, i.e., inaccu-
rately predicting performance for the critical thread between synchronization
events leads to an accumulation of error when predicting overall application
performance.
We substantiate this claim through the following discussion. Without loss of
generality, consider a barrier-synchronized multi-threaded application. (Other
synchronization mechanisms such as critical sections and producer-consumer
interactions face similar issues.) Predicting the execution time for each thread
in an inter-barrier region may lead to over- and under-estimations for different
threads. On average, we assume (expect) the average per-thread execution
time to be predicted accurately for each inter-barrier region, i.e., the execution
time may be over-estimated for some threads and under-estimated for others.
However, even though the execution time predictions are accurate on average
across all threads, this is not enough for multi-threaded workloads because
the execution time of the inter-barrier region is determined by the slowest
thread. Over-estimations of the execution time of inter-barrier regions lead to
an accumulation of errors.




1 0.00% 0.00% 0.00%
2 0.33% 1.67% 3.34%
4 0.60% 3.00% 6.01%
8 0.78% 3.89% 7.79%
16 0.88% 4.41% 8.83%
Table 7.1: Accumulating prediction errors in barrier-synchronized applica-
tions: overall prediction error as a function of thread count and inter-barrier
prediction error. Prediction errors accumulate because of synchronization.
We illustrate this further using a micro-benchmark consisting of a loop
of one million iterations for which each iteration takes the same amount of
time. Assume now that the analytical model is 100% accurate on average but
introduces some (random) over- or under-estimations within a given bound.
The loop is parallelized such that n iterations run in parallel, with n the number
of threads. All threads synchronize at a barrier after they have each executed
one iteration. We run this micro-benchmark with different number of threads
and different assumed inter-barrier prediction errors. The results are shown in
Table 7.1.
When only a single thread is running, the over- and underestimations bal-
ance each other out and the resulting prediction error equals zero, i.e., we
perfectly predict the average inter-barrier execution time, as expected. How-
ever, when running multiple threads, the execution time of an inter-barrier
region is determined by the slowest thread reaching the barrier. As a result,
the prediction error accumulates across barriers, leading to significant inaccu-
racies for predicting overall application execution time. We note that the error
increases with increasing thread count.
7.2.2 Single-Threaded Performance Model
With this mind, we now provide a brief background on microarchitecture-
independent analytical performance modeling for single-threaded applications,
which we build upon to model per-thread performance in RPPM; we refer the
reader to [58] for a more elaborate exposition of the single-threaded perfor-
mance model. We next describe naive extensions to this prior work to predict
multi-threaded application performance, which, as we will show in the evalua-
tion, are inaccurate.
The single-threaded performance model consists of two steps. In the pro-
filing step, we use a Pin tool [41] to collect an application profile containing
only microarchitecture-independent statistics, i.e., these statistics are inherent
to the workload and are independent of the underlying microarchitecture. In
the prediction step, these statistics are used as input to the analytical model to
predict the execution time on a particular processor configuration. Execution
7.2. BACKGROUND 79















We distinguish four components in the model:
Instruction-level parallelism: The base component is obtained by dividing
the number of micro-ops (N) by the effective dispatch rate (Deff). The effective
dispatch rate is a function of the width of the front-end pipeline, the available
ILP in the application, and the amount of contention in the functional units. To
accurately model ILP, we need fine-grained profile information, i.e., we collect
statistics regarding instruction mix and inter-instruction dependences at the
granularity of a thousand instructions, which we call a micro-trace. In order
not to slow down profiling too much, we profile a micro-trace of a thousand
instructions once every one million instructions. This allows us to characterize
time-varying behavior in ILP at a moderate profiling cost.
Branch misprediction: The branch component quantifies the lost cycles due
to branch mispredictions, as previously explained in great detail in Chapter 5.
In short, the branch component is computed as the number of mispredictions
(mbpred) times the branch resolution time (cres) (this is the time between the
branch being dispatched into the issue queue and reorder buffer and its execu-
tion) plus the front-end pipeline refill time (cfr). The number of mispredictions
is calculated using the linear branch entropy model explained in Part I of this
thesis.
Instruction cache: The I-cache component quantifies the impact of instruc-
tion cache misses and is computed as the product of the cache miss rate at
each level (mILi) and the respective miss latency (cLi+1). The cache miss rates
are predicted using micro-architecture-independent reuse distance distributions
using StatStack [18].
Long-latency loads: The D-cache component quantifies the time the core
stalls waiting for main memory requests to resolve as a result of long-latency
load misses. This component is computed as the number of last-level cache
misses due to load instructions (mLLC) times the average memory access la-
tency (cmem), divided by the amount of memory-level parallelism (MLP) or
the average number of outstanding long-latency load misses if at least one is
outstanding. MLP is computed using a microarchitecture-independent model
as described in [57].

















Figure 7.1: Schematic overview of the RPPM tool.
7.2.3 Naive Extensions for Multi-threaded Applications
We now discuss two naive extensions of the single-threaded performance
model to predict the execution time of multi-threaded applications running on
a multicore processor. In the evaluation, we will compare RPPM’s accuracy
against these approaches.
MAIN: In the first approach, we only profile the main thread. We define
the main thread as the thread that gets initiated upon program execution;
this thread completes the initialization phase before creating the other worker
threads, and finalizes the execution once the worker threads have finished their
execution. We apply the single-threaded model as described above to predict
the execution time of the main thread. The predicted execution time for the
main thread is then used as a prediction for the overall execution time of the
multi-threaded application.
CRIT: The second approach profiles all application threads separately instead
of only the main thread. After using the model to predict the execution time for
every thread, the thread with the longest execution time will be marked as the
critical thread. We then use the predicted execution time of the critical thread
as a prediction for the overall execution time of the multi-threaded application.
Both these naive extensions do not properly take synchronization into ac-
count. Nor do they account for interference in shared resources and cache
coherence effects. RPPM models both synchronization and shared resource
interference, as we describe next.
7.3 RPPM
RPPM predicts multi-threaded application performance using two key com-
ponents, see also Figure 7.1:
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1. A profiler that collects microarchitecture-independent statistics includ-
ing per-thread core characteristics, shared memory access behavior and
synchronization events.
2. A prediction tool that takes these statistics as input and predicts multi-
threaded execution time on a particular multicore processor architecture.
A key property of RPPM is that the profile contains a collection of charac-
teristics that are independent of the underlying microarchitecture. Hence, we
need to collect it only once and we can then predict performance for a range
of microarchitectures. We note though that RPPM assumes the same number
of threads during profiling as there are cores in the processor architecture for
which we make the prediction. However, a single profile can be used to predict
performance for a wide range of multicore architectures while varying clock fre-
quency, pipeline width and depth, window and buffer sizes, cache sizes, cache
hierarchies, branch predictors, etc. The fact that the profile is independent
of the underlying microarchitecture speeds up design space exploration studies
substantially.
In the next section we explain the workflow of RPPM in more detail. In the
two sections following the next section, we are going into more detail of what
the main differences are compared to the single-threaded model, i.e., memory
interference and synchronization. We explain how they differ from the single-
threaded model, what we added or changed during profiling and performance
prediction.
7.3.1 RPPM Workflow
Figure 7.2 illustrates how RPPM is structured. The first step is to build a
profile of the application’s execution in a microarchitecture-independent way.
Profiling is done using a Pin tool [41], a dynamic binary instrumentation tool.
Some of the characteristics that we collect are the same as for the single-
threaded model by Van den Steen et al. [58], i.e., statistics that relate to an
individual thread’s execution such as instruction mix, inter-instruction depen-
dences and branch behavior. To model multi-threaded execution performance,
we in addition need to profile synchronization behavior as well as memory
system behavior.
The second step is the multi-threaded performance model itself, which op-
erates in two phases. The first phase (Figure 7.2b) predicts the active exe-
cution time for each thread in-between synchronization events. We use the
microarchitecture-independent profile to predict per-epoch active execution
times for each thread. To do so, Equation 7.1 from the single-threaded model
is used. Although this is the same equation, some of the numbers that serve
as input to the model need to be computed differently. In particular, we need
to account for the impact shared resources and cache coherence may have on
per-thread performance because of a positive or negative interference.
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(a) Profiling
?
(b) Phase 1 (c) Phase 2
Figure 7.2: RPPM predicts multi-threaded execution time in three steps: (a)
We profile an application’s synchronization behavior and per-epoch statis-
tics for each thread. We then predict an application’s execution time (b)
by predicting per-epoch active execution times for each active thread, and
(c) by estimating the impact of synchronization on overall application per-
formance.
The second phase, illustrated in Figure 7.2c, is a new addition compared to
the single-threaded model to account for synchronization events. This phase
models the synchronization behavior to predict the overhead caused by syn-
chronization. In addition, it introduces idle time, shown as dashed lines in
Figure 7.2c, to predict the overall execution time of the application.
7.3.2 Memory Interference
To model the cache behavior, we use a tool called StatStack [18]. This tool
records the reuse distance between memory accesses during profiling to estimate
the missrate of a fully-associative LRU cache. The single-threaded modeling
tool already used StatStack to estimate the impact of memory operations on
an application’s execution time. RPPM is using a new version of this tool
that is also capable of predicting the number of cache misses in multi-threaded
applications [1].
Single-threaded StatStack
To predict the miss rate of a cache, StatStack records reuse distances be-
tween memory accesses to the same address. A reuse distance is defined as the
number of accesses between two memory accesses to the same location. In the
top left part of Figure 7.3, a small example where the reuse distance between
the first two accesses of A equals 4; between the last two accesses of A the reuse
distance equals 1. Step one is recording and merging these reuse distances into
a reuse distance histogram. The result is shown in the top right part of Fig-
ure 7.3. For every reuse distance, a stack is visible. The height of the stack is
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Figure 7.3: Modeling private caches is done in three steps. First profile
memory accesses to create a reuse distance histogram, then derive a stack
distance to predict the missrate for any cache size.
an indication of how many times this reuse distance was encountered during
profiling.
The main reason reuse distance is used is because it is very easy and cheap
to count the number of accesses between two memory accesses of the same data
address. In a fully-associative LRU cache, an access will miss when the number
of unique accesses in-between this access and the previous access to the same
cache block is bigger than the size of the cache. So in order to predict whether
the second access is a hit or a miss, the number of unique accesses is needed
and not just the number of accesses.
Therefore, StatStack converts this reuse distance histogram into a stack
distance histogram, where stack distance is defined as the number of unique
accesses between two accesses to the same memory address. To convert a reuse
distance into a stack distance, the number of reuse distances smaller than this
reuse distance is calculated and used as an estimate for the stack distance.
When this is done for every reuse distance in the histogram, the result is a
stack distance histogram. Now this can easily be translated to a miss rate
curve as shown in the bottom part of Figure 7.3.
Note that stack distance is in fact also microarchitecture-independent, but
is a lot harder to record. Recording this would require us to keep a list of all
unique accesses, which can grow rapidly leading to a large memory footprint.
And we constantly need to check if an access to this address is already in the
list, leading a significant slowdown during profiling.
Multi-threaded StatStack
Multiple threads of the same application can and most likely will access the
same memory addresses during the execution. This can lead to both positive
and negative interference depending on the organization of the cache hierarchy.
An example is shown in Figure 7.4: when the two threads would run in complete
isolation, the accesses to A and D would both have a reuse distance of 3 and
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Figure 7.4: Reuse distance can change significantly when moving to a shared
cache.
a stack distance of 2. But since these are two threads are from the same
application, they will influence each other.
Threads can have a negative influence on each other in the private cache. As
seen in Figure 7.4, the first thread is also accessing the data at memory location
D. If this is a read, there is not going to be any interference with the second
thread. However if thread 1 writes a new value to this memory address, this
would mean that the value stored in the private cache of the second thread is no
longer valid. A cache coherence protocol makes sure that the value is marked
as invalid and therefore the second access to memory address D would always
result in a cache miss. This is called write invalidation and it is important for
the model to take this type of interference into account.
Negative interference can also happen in a shared cache. Because memory
accesses of both threads interleave, there is a high possibility that the number
of accesses between two memory accesses increases significantly. This happens
for memory access A in Figure 7.4. Now the reuse distance increases from 3
in the private cache to 7 in the shared cache, and the stack distance increases
from 2 to 4. This increase could mean that now the address is no longer in the
cache.
The interference can also have a positive effect, i.e., the same access to D
from the first thread that could lead to write invalidation in the private cache
of the second thread, will also cause a decrease in the reuse and stack distance
when sharing a cache. The reuse distance will shrink from 3 to 1; likewise, the
stack distance decreases from 2 to 1. This will likely mean that this memory
access will still be available in the shared cache. This can also cause some type
of prefetch behavior, where one thread is always reading data for the first time,
leading to cache misses, but then the data is always available in the shared
cache for the other threads to access.
To model the interference in the private cache, StatStack records the
memory accesses of all threads at the same time. By doing this, it enables
StatStack to model write invalidation in the private cache. When predicting a
hit or a miss for a certain memory access, it will check the ordering of accesses
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Figure 7.5: Modeling shared caches involves five steps. Two extra steps are
needed to combine the individual reuse distance histograms into a shared
histogram, and later split the shared stack distance histogram into his-
tograms for every individual thread.
between, StatStack predicts a miss; if not, it will check the stack distance in
the same way as for single-threaded applications (see Figure 7.4).
Modeling shared caches is more complicated and involves five steps as
illustrated in Figure 7.5. Step one is to create reuse distance histograms for
all individual threads. This is done for all threads individually since this infor-
mation is needed later on in the process to create an accurate stack distance
histogram per thread. But now using global reuse distances, as explained in
Figure 7.4, we need to take the accesses of all other threads sharing the same
cache into account. Calculating the global reuse distance is done by increasing
the reuse distance with the number of accesses the other threads did in-between
these two accesses. The second step is to merge the reuse distance histograms
from all threads into one reuse distance histogram. Merging is done by simply
stacking the histograms on top of each other. If thread 1 has 10 accesses with
a reuse distance of 4 and thread 2 has 15, together they will have 25 accesses
with a reuse distance of 4. This is shown in the top right corner of Figure 7.5.
Now that a merged reuse distance histogram is created, the same technique
as was developed for the single-threaded version is used to derive a (combined)
stack distance histogram. Although this time we are not really interested in the
stack distance histogram itself, but more in the translation from reuse distance
to stack distance. Now that this translation is known, we can construct a
stack distance histogram for every individual thread, by translating the reuse
distance into a stack distance. So if during step 3 in the process, the creation
of the stack distance histogram, we learned that a reuse distance of 4 translates
to a stack distance of 3, we will now construct a stack distance by adding all
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accesses with a reuse distance of 4 from the first thread to stack number 3 of
the stack distance histogram.
The last step (step 5 in Figure 7.5) is the creation of a miss rate curve as a
function of cache size. This step is done for every individual thread and uses the
same approach as for single-threaded applications. The main difference is that
one thread will end up with different curves for different cache configurations:
one curve for a private L1 cache, one for a shared last-level cache that is shared
with all other threads, maybe a shared L2 cache that is only shared with a
couple other threads, etc.
Note that StatStack assumes a particular ordering of memory accesses dur-
ing profiling. We should make sure that the order in which the memory accesses
appear during profiling is representative of the order in which the memory ac-
cesses would appear in the modeled hardware configuration.
7.3.3 Synchronization
Synchronization is used by multi-threaded applications for different goals.
Threads of an application should be synchronized to avoid conflicts in critical
resources, or to make sure threads make equal progress, or to wait for input
from other threads, etc.
We track all synchronization events (barriers, critical sections, condition
variables, etc.) by tracking specific library function calls. The current version of
RPPM provides support for both the pthread and OpenMP parallel execution
models, but even user-created solutions that do not use an existing library
could be implemented with minimal effort. This can be done by just adding
the code into a function and communicate to RPPM to track all calls to this
function and model it accordingly.
When using the pthread library, the programmer typically uses the available
function calls to mark synchronization events. Defining a critical section for
example is done by calling pthread mutex lock and pthread mutex unlock
at the start and end of a critical section, respectively. For OpenMP, the pro-
grammer marks a for loop with a #pragma telling the compiler to insert the
necessary function calls for the runtime environment to execute the loop using
parallel threads. For example, the function call to gomp team barrier wait
marks a barrier. We capture these function calls in the profiler and log the
location of the calls in the application’s synchronization profile.
Complex parallel applications use multiple barriers and/or multiple critical
sections. To be able to distinguish different synchronization events, we also
track function arguments. For example, the function gomp team barrier wait
passes the barrier (gomp barrier t) as a pointer, and by tracking these func-
tion arguments we keep track of which specific barrier a thread is waiting for.
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Condition Variables
Condition variables are a widely used synchronization primitive but require
special support beyond instrumenting function calls to the synchronization li-
brary. In the Parsec benchmarks, condition variables are used to implement
barriers and producer-consumer relations.
To fully understand the examples in Algorithms 2 and 3, a short explanation
for the used function calls is useful:
pthread mutex lock(&mutex): Since different threads are accessing the same
condition variable, this needs to happen in a critical section. A criti-
cal section is a region of code that only one thread can access at the
same time. To make sure that only one thread has access to this re-
gion at the same time, they need to lock the section by calling the
pthread mutex lock function. Only the first thread gets the lock, the
other threads need to wait until this thread finishes its execution of the
critical section. The &mutex argument is used to distinguish between
different critical sections.
pthread mutex unlock(&mutex): This function call releases the obtained lock
and is used by the thread to indicate that it finished the work in the
critical section and leaves the critical section to be accessed by another
thread.
pthread cond wait(&cond, &mutex): When the condition is not met, a thread
calls the pthread cond wait function to tell the pthread library that it
cannot make any progress. It releases the critical section (indicated by
the &mutex argument) and stalls the execution. The thread stalls until
another thread indicates that the condition has changed and that now
the thread might be able to make progress again. When this happens,
the thread tries to lock the critical section again and continues the exe-
cution in the critical section. The &cond argument is used to distinguish
between different condition variables.
pthread cond broadcast(&cond): A thread calls the pthread cond broadcast
function to wake up all threads that are waiting for this condition to
change. Calling this function never results in a stall, so releasing the
critical section is not needed.
These four function calls are used by the programmer to implement different
synchronization techniques. A barrier and producer-consumer synchronization
are the most frequently used in the Parsec benchmarks. These two are now
discussed in detail, but they can also implement semaphores and other varia-
tions.
Barriers. Condition variables are frequently used to implement barriers, for
which the variable is used to count the number of threads that have
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Algorithm 2 Barrier using condition variables.
1: pthread mutex lock(&mutex);
2: n++;
marker cond wait(&cond, &mutex);
3: if n < threads then
4: pthread cond wait(&cond, &mutex);
5: n = 0;
6: pthread cond broadcast(&cond);
7: pthread mutex unlock(&mutex);
reached the barrier. One way of implementing this, is shown in Algo-
rithm 2. All actions are done within a critical section. After success-
fully grabbing the lock and entering the critical section, the thread will
increment the condition variable (n). Next, it checks whether the vari-
able equals the number of worker threads. If not, the thread calls the
pthread cond wait function, pauses its execution and releases the lock.
If the condition is met, the thread calls the pthread cond broadcast
function to tell all waiting threads that the condition is satisfied and all
threads can continue their execution.
As mentioned before, we profile all pthread library calls to characterize
an application’s synchronization behavior. Unfortunately, this is not suf-
ficient for condition variables because the pthread cond wait function is
not always called. In particular, the last thread arriving at the barrier
does not actually call this function, see Algorithm 2. The problem here
is that which thread arrives at the barrier the latest, or in other words,
which thread does not call the pthread cond wait function, depends on
the micro-architecture on which the application is executed, and may be
different between the profiling run and the run for which the model pre-
dicts performance. To be able to adequately model condition variables,
we need to know when there is a ‘possibility’ for a thread to wait — not
only when the thread effectively waits during the profiling run. We there-
fore introduce a marker between lines 2 and 3 in Algorithm 2 to notify
the profiler that all threads can potentially call the pthread cond wait
function. This allows RPPM to capture the condition variable for all
threads.
Producer-Consumer. A second synchronization technique that is implemented
using condition variables is a producer-consumer relationship. A producer-
consumer relationship is used when on thread (the consumer) needs to
wait for another thread (the producer) to finish its execution and pro-
duce a result that the consumer needs to continue. An example of a
producer-consumer algorithm is shown in Algorithm 3.
The producer increments the condition variable i to indicate it produced
an item or job ready for a consumer to process. To signal any waiting con-
sumers that it produced an item, the thread calls the pthread cond broadcast
function. The code would work without the if-statement (on line 2) as
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Algorithm 3 Producer-Consumer using condition variables.
Producer:
1: pthread mutex lock(&mutex);
marker cond broadcast(&cond);
2: if i == 0 then
3: pthread cond broadcast(&cond);
4: i++;
5: pthread mutex unlock(&mutex);
Consumer:
1: pthread mutex lock(&mutex);
marker cond wait(&cond, &mutex);
2: while i == 0 do
3: pthread cond wait(&cond, &mutex);
4: i−−;
5: pthread mutex unlock(&mutex);
well, but some of the benchmarks first check if the number of items is
zero. If it is, there is a possibility that there are consumers waiting. If i is
not zero, then it is impossible for a consumer to be waiting, thus calling
the broadcast function would be unnecessary overhead.
Although the code would work just fine without the if-statement, since
there is an if-statement, we need to add a marker between lines 1 and
2 (marker cond broadcast) to indicate that there is a possible call to
the pthread cond broadcast function. The number of times the actual
broadcast function is called depends on the behavior of the application
during profiling, therefore, the marker can be used instead.
The consumer first checks if there are items left. If there are no items to
process, it calls the pthread cond wait function and waits for a producer
to call the broadcast function. If there are items left, the consumer does
not need to wait and just takes an item to process and indicates this
by decrementing the number of available items (i). Just like in the case
of a barrier, whether or not the wait and broadcast functions are called
depends on the architecture during the profiling run. To profile this
possible wait location, we add a marker between lines 1 and 2 in the
source code.
The problems with conditionally calling synchronization functions is solved
by adding markers in the source code and by catching them during profiling.
While this involves manual changes to the source code, it is not that cum-
bersome in practice: searching the respective condition variable function calls
and adding markers is fairly straightforward. For our set of benchmarks from
Parsec (we used the OpenMP version of Rodinia), we have five, out of 10, bench-
marks that use condition variables. For four benchmarks (bodytrack, raytrace,
streamcluster and vips), we had to add one marker for the pthread cond wait
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function. For facesim, we added a marker for the pthread cond wait function
and a marker for the pthread cond broadcast function. In total, we thus had
to add six markers.
Estimating synchronization overhead
The overall execution time of a multi-threaded application is predicted
by combining the predicted per-epoch active execution times for each of the
threads with the predicted synchronization overhead.
Algorithm 4 Estimating synchronization overhead
1: while not finished do
2: for Thread T in sorted(Threads, shortestTimeFirst()) do
3: if not isBlocked(T) then
4: Proceed T to next synchronization event
5: else
6: Add idle time
Estimating synchronization overhead is done using Algorithm 4. We iden-
tify the thread with the shortest total execution time (active and idle time)
thus far that is not blocked by the next synchronization event and symbolically
proceed it to this next event. We emulate the execution behavior at each syn-
chronization event and we repeat this process until all threads reach the end of
execution and the application finishes. At the end of the symbolic execution,
the critical path through the execution determines the application’s execution
time.
During the symbolic execution while emulating a synchronization event,
we calculate the number of cycles a thread spends waiting for other threads,
not making forward progress. This is illustrated in Figure 7.2(c) for barrier
synchronization. Active execution time is depicted by a box; waiting time is
depicted by a dashed line; overall execution time is determined by the slowest
thread in-between synchronization events. In particular, the execution time of
the first inter-barrier epoch is determined by the third thread; the execution
time of the second inter-barrier epoch is determined by the second thread;
overall execution time is predicted by summing up the predicted inter-barrier
execution time and the main thread’s execution times when it is running alone.
We account for the different synchronization events as follows:
• Thread creation: The main thread is created at application start-up time;
all other threads are therefore initially marked as ‘blocked’. When the main
thread creates a new thread, this thread is ‘unblocked’ and its start time is
set accordingly.
• Critical sections: A critical section is a code segment that has to be executed
atomically, by one thread at a time. We mark accessing and leaving a criti-
cal section as a synchronization event. Before a thread is allowed to enter a
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critical section, the symbolic execution verifies that no other thread is cur-
rently executing that same critical section. If so, the thread blocks waiting
for the critical section to be released. Once released, the thread is allowed
to proceed and enter the critical section. The waiting time and the actual
execution time of the critical section determines overall execution time.
• Barriers: A barrier is a location in the code where all threads need to wait for
each other to finish the execution of their respective code segment. A thread
can only continue when all threads have reached the barrier. When a thread
arrives at a barrier it checks whether all other threads already reached the
barrier. When this is not the case, the thread blocks itself and waits. The
last thread arriving at the barrier releases the barrier and determines the
execution time of the inter-barrier epoch.
• Condition variables: As mentioned in Section 7.3.3, we add markers to catch
condition variables during profiling. We use these markers to verify the in-
tended behavior of the condition variable. If the condition variable is used
to implement barrier synchronization — easily recognized if all but one of
the threads need to wait at the condition variable and any of the threads can
release the barrier — we model the condition variable as a barrier, as just
described. A producer-consumer relationship is recognized if a thread or set
of threads wait at the synchronization event, i.e., the consumer thread(s),
and another thread or set of threads calls the broadcast function to release
the waiting thread(s), i.e., the producer thread(s). Waiting at the synchro-
nization event may be conditional, i.e., threads only have to wait if there are
no items to process. The broadcast operation may be conditional as well,
i.e., the producer may only broadcast new items if at least one consumer is
waiting for a new item. The producer-consumer relationship is modeled by
keeping track of the number of broadcast markers, i.e., the number of created
items. If the number of created items equals zero at the time a consumer
reaches the synchronization event, the consumer threads is stalled. As soon
as the number of items is larger than one, the consumer thread resumes its
execution.
• Thread joining: A join is called when waiting for a thread to terminate. The
behavior is similar to a barrier, i.e., the execution time of the longest running
thread determines when the join happens. The difference in execution time
is added as idle time to the shortest running thread.
We note that this is not a complete list of all possible synchronization events,
but a list of all events encountered in our benchmark suite. Nevertheless, we are
convinced that this approach will be suitable for unlisted events like semaphores
or even indirect synchronization.
7.4 Experimental Methodology
We now describe the methodology used to evaluate the RPPM model.
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Benchmark Input Instructions Barriers
[106]
Backprop 4194304 503 8
BFS graph8M 231 52
CFD fvcorr.domn.010K 55 244 32 000
Heartwall test.avi 10 72 055 20
Hotspot 16384 5 39 220 10
Kmeans kdd cup 29 983 74
LavaMD 10 224 944 2
Leukocyte testfile.avi 5 96 455 14
LUD 2048.dat 34 165 508
Myocyte 100 100 1 9 627 2
NN 4096k 6 637 8 194
NW 16k x 16k 6 587 4 096
Particlefilter 128 x 128 x 10 3 501 148
Pathfinder 1M x 1k 22 979 1 998
SRAD 2048 2 879 20
Streamcluster 256k 199 620 3 262
Table 7.2: Overview of all Rodinia benchmarks used.
7.4.1 Benchmarks
Rodinia3
We consider all the benchmarks from the Rodinia benchmark suite v3.1 [11].
The benchmarks are listed in Table 7.2 along with the used input and the
number of dynamically executed instructions. As can be seen from the table,
the inputs where chosen such that the number of instructions executed within
the region of interest falls between 250 million and 250 billion. The region of
interest or ROI is defined as the region which starts after the initialization and
ends just before the finalization by the main thread; during the ROI, multiple
threads co-execute.
We use the OpenMP implementation of the Rodinia benchmarks. When
using OpenMP, the programmer marks a for loop with a #pragma telling the
compiler that this loop should be executed in parallel. The compiler divides
the work among all threads (including the main thread) and inserts barriers
during the execution to make sure threads make equal progress. The number
of barriers executed varies between 2 and 32,000. The per-benchmark statistics
are shown in the last column of Table 7.2.
All our experiments are done using 4 threads. This can be set by using
an environment variable called OMP NUM THREADS. When setting this value to
4, OpenMP creates a pool of worker threads containing 3 threads. During
execution, the main thread is also executing its share of the work. Hence,
during the parallel region, 4 threads are active.
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Benchmark Instructions Synchronization events
[106] Critical Sections Barriers Cond. var.
Blackscholes 1 032 - - -
Bodytrack 3 131 6700 98 25
Canneal 827 4 64 -
Facesim 21 800 10472 - 1232
Fluidanimate 3 023 2140206 50 -
Freqmine 8 774 - - -
Raytrace 3 107 47 - 15
Streamcluster 4 339 68 13003 34
Swaptions 7 298 - - -
Vips 11 806 8973 - 1433
Table 7.3: Overview of all Parsec benchmarks used.
Parsec3
We are using all the applications and kernels from the Parsec version 3.0
benchmark suite [4]. They are listed in Table 7.3 along with the number of dy-
namically executed instructions. For this benchmark suite, inputs are provided
and we choose the simmedium inputs. This results in a dynamic instruction
count ranging from just under 1 billion to 20 billion instructions.
For the Parsec benchmarks we use the pthread implementation in order to
be able to evaluate both the pthread and OpenMP parallel execution models.
Apart from barriers, these benchmarks also use critical sections and condition
variables as synchronization primitives. The number of events encountered
during the execution is shown in the rightmost column of Table 7.3. Three
benchmarks (blackscholes, freqmine and swaptions) do not have any synchro-
nization during the ROI, so the only location where synchronization overhead
can be introduced is at the very end of the ROI where all threads wait for the
last one to finish.
During our evaluation we are setting the number of cores to 4. All of the
Rodinia benchmarks will create a pool of 3 worker threads and together with
the main thread this makes 4 threads in total. The Parsec benchmarks spawn
more threads, however, parallelism is limited to 4, i.e., this means at any given
time, only 4 threads will simultaneously run.
Since our model assumes that threads are running in isolation, and thus not
taking into account any form of time sharing, we adjust this number so that
there are only 4 threads with an impact on the execution time1. Therefore
the number of threads was decreased to 3 for bodytrack, streamcluster and vips.
Dedup and ferret were excluded since there is no setting that only spawns 4
threads with significant impact on execution time. Furthermore, x264 was
excluded since this benchmark is not running on our simulation environment.
1An impact means that this threads is active for more than > 1.0% of the complete execution
time.
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Smallest Small Base Big Biggest
frequency [GHz] 5.00 3.33 2.50 2.00 1.66
dispatch width 2 3 4 5 6
ROB size 32 72 128 200 288
issue queue size 16 36 64 100 144
branch predictor 4 KB, tournament
L1-I cache 32 KB, 4-way, private
L1-D cache 32 KB, 4-way, private
L2 cache 256 KB, 8-way, private
LLC 8 MB, 16-way, shared
Table 7.4: Simulated architecture configurations.
7.4.2 Simulator
We evaluate RPPM’s accuracy as follows. We first simulate the benchmarks
using the Sniper multicore simulator [8], which is a state-of-the-art, parallel
and hardware-validated multicore simulator. We simulate the Base multicore
configuration as specified in Table 7.4, unless mentioned otherwise. These
simulated execution times serve as the golden reference.
7.4.3 Profiling
We also profile the benchmarks and subsequently predict execution time for
our benchmarks using RPPM for the exact same multicore architecture that
we simulated using Sniper. We then compute the error between the simulated
and predicted execution times. Profiling is done using four of threads on an
Intel Xeon Gold 6140.
7.5 Evaluation
We evaluate RPPM’s accuracy against cycle-level simulation and compare
against two naive extensions of the previously proposed single-threaded perfor-
mance model, MAIN and CRIT, as previously described in Section 7.2.3. The
results are shown in Figure 7.6, with the Parsec benchmarks in the top row
and the Rodinia benchmarks in the bottom row; averages are reported on the
far right.
MAIN predicts the execution time of the main thread to predict overall
application performance. This leads to an average absolute prediction error of
45% with several outliers up to 100%. The outliers are more common for the
Parsec benchmarks because the main thread is just doing some bookkeeping
and not performing any actual work. This leads to a significant underestimation
of the application’s overall execution time.
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(a) Rodinia
(b) Parsec (c) Average
Figure 7.6: Prediction error for MAIN, CRIT and RPPM.
CRIT predicts the execution time for all threads and then takes the execu-
tion time of the slowest thread (critical thread) as a prediction for the applica-
tion’s execution time. CRIT reduces the prediction error to 28% on average.
CRIT is more accurate than MAIN, particularly for the Parsec benchmarks,
because CRIT models the worker threads as opposed to just modeling the main
thread as done by MAIN.
RPPM clearly outperforms MAIN and CRIT with an average absolute error
of 11.2% and a maximum error of 23%. RPPM accurately predicts which thread
is the most critical thread in-between synchronization events which leads to an
overall more accurate prediction than MAIN and CRIT.
To help understand where the remaining error is coming from, Figure 7.7
illustrates the average per-thread normalized CPI stacks. We measure aver-
age per-thread CPI by computing the respective CPI stacks for each thread
separately and then compute the average. RPPM’s modeling error is due to
inaccurate predictions for the base component (e.g., cfd), the mem-D compo-
nent (e.g., backprop) or both (e.g., nw). These inaccuracies originate from
the single-threaded prediction model and/or the extended memory hierarchy
model, which indirectly leads to incorrect predictions for the synchronization
component.































Having evaluated the accuracy of RPPM for predicting multi-threaded ap-
plication performance on multicore hardware, we now consider a couple case
studies to illustrate the usefulness of RPPM for driving design space exploration
studies and workload behavior analyses.
8.1 Design Space Exploration
We now consider the following case study to illustrate RPPM’s usefulness
for exploring complex design trade-offs. We profile each of the benchmarks
once and predict performance for five different configurations as listed in Ta-
ble 7.4. We change processor width from 2 to 6 (and scale ROB and issue
queue resources accordingly) and change clock frequency from 5 to 1.66 GHz
across these design points, while keeping the maximum number of operations
that can be executed per second constant.
We use RPPM to identify the design points that are within a bound of x%
of the predicted optimum, see Table 8.1. If the bound is set to 0%, only the
best design point is identified by RPPM. If the bound is larger than 0%, all
design points within the bound are identified by RPPM and simulation will
select the best one. The average deficiency (performance difference) versus
the real optimum is 1.95% (see bottom row) and up to 19.1% for streamcluster.
Setting a higher bound of 5% increases the number of predicted optimum design
points (up to 2 for some benchmarks, see rightmost column) but brings down
the deficiency of the identified design points to the true optimum to at most
1.97% for pathfinder.
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Bound 0% < 1% < 3% < 5%
backprop 0.00% 1 0.00% 1 0.00% 1 0.00% 1
bfs 0.00% 1 0.00% 1 0.00% 1 0.00% 2
cfd 0.00% 1 0.00% 1 0.00% 1 0.00% 1
heartwall 0.00% 1 0.00% 1 0.00% 1 0.00% 1
hotspot 0.00% 1 0.00% 1 0.00% 1 0.00% 1
kmeans 0.00% 1 0.00% 1 0.00% 1 0.00% 2
lavaMD 0.00% 1 0.00% 1 0.00% 1 0.00% 1
leukocyte 0.00% 1 0.00% 1 0.00% 1 0.00% 1
lud 0.00% 1 0.00% 1 0.00% 1 0.00% 1
myocyte 0.00% 1 0.00% 1 0.00% 1 0.00% 1
nn 0.00% 1 0.00% 1 0.00% 1 0.00% 1
nw 10.15% 1 10.15% 1 10.15% 1 0.00% 2
particlefilter 0.00% 1 0.00% 1 0.00% 1 0.00% 1
pathfinder 1.97% 1 1.97% 1 1.97% 1 1.97% 2
srad 0.00% 1 0.00% 1 0.00% 1 0.00% 1
streamcluster 19.11% 1 0.00% 2 0.00% 2 0.00% 2
average 1.95% 0.76% 0.76% 0.12%
Table 8.1: Case study: Predicting the optimum design point.
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8.2 Bottle Graphs
Bottle graphs are a useful tool for analyzing multi-threaded application
performance [16]. The bottle is formed by a stack of boxes, where every box
represents one thread of the application. The height of the box shows the
criticality or the impact of that thread on the overall execution time of the
application.
The criticality of a thread is defined as the execution time divided by the
number of running threads. To calculate criticality, the execution of the ap-
plication is divided into intervals (i) where the number of running threads (ri)
is constant, the resulting criticality is the average criticality for every interval.
Equation 8.1 shows how to calculate criticality for thread j, ti represents the







The width of the box in a bottle graphs also shows the level of parallelism
of that thread. The parallelism of a thread is defined as the weighted harmonic
mean of the number of running threads for every interval where this thread
was active. To form the bottle graph all boxes are stacked upon each other,
starting from the most parallel thread (widest box) on the bottom to the one
with the smallest parallelism on top. In some cases, boxes are so thin they
are not visible in the bottle, in that case the thread has a negligible impact on
performance.
In other words, the bottle graph of a perfect parallel application would be
a stack of boxes with equal height and a width equal to the number of threads.
The bottle of a sequential application would be a single box with a height equal
to the total execution time and a width of 1.
See Figure 8.1 for the bottle graphs of all Parsec benchmarks: the left side
of the bottle is based on data provided by the RPPM model; the right side of
the bottle represents data obtained through simulation. The key conclusion is
that our model is able to give an accurate representation of the thread behavior
of the applications.
During execution of the benchmarks, we set the number of threads to 4.
Although 7 benchmarks actually use more than 4 threads, there are no bench-
marks with a parallelism larger than 4, meaning that there are no benchmarks
that use more than 4 threads simultaneously. As discussed in Section 7.4, we
tuned the setting for the Parsec benchmarks such that there are no benchmarks
that have more than 4 threads with a considerable impact on execution time.
This can be seen in the bottle graphs because there are no benchmarks with
more than 4 boxes with a significant (> 1.0%) height.






























































































































Figure 8.1: Bottle graphs for all Parsec benchmarks (part 1): the left half of
the bottle graph is obtained using RPPM whereas the right half is obtained
through simulation.
































































































































Figure 8.1: Bottle graphs for the Parsec benchmarks (part 2): the left half of
the bottle graph is obtained using RPPM whereas the right half is obtained
through simulation.
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Based on these bottle graphs, we can divide the benchmarks into three
groups:
Figures 8.1a to 8.1e: These first five benchmarks are benchmarks for which
the main thread is not doing any actual work. The main thread will
create 4 worker threads, which divide the work in a very balanced way.
This can be seen because the shape of all boxes is very similar and very
close to the maximum parallelism of 4.
Figures 8.1f and 8.1g: The following two benchmarks are using 4 threads:
the main thread creates 3 worker threads and participates in the actual
work. Facesim is able to achieve a near balanced bottle, but there is a
clear sequential phase for the main thread. This can be seen because
the maximum parallelism of the main thread (thread 0) is considerably
smaller than 4.
Figures 8.1h to 8.1j: The last three benchmarks are the ones where we de-
creased the maximum parallelism to 3 because otherwise there would be
more than 4 threads with a significant impact on overall execution time.
The main thread of these benchmarks is not doing any of the work, but
still has an impact between 11% for bodytrack and 1.5% in the case of
streamcluster.
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8.3 Time Sharing
As mentioned in Section 7.4, we left dedup and ferret out of the evaluation
since there is no setting that results in only 4 threads with a significant impact
on performance. This is important since the model does not take any form
of time sharing into account. When RPPM predicts the execution time, it
assumes that threads are not time-sharing the core resources. When RPPM
estimates the execution time for these benchmarks and we compare it against
a simulation of a quad-core architecture the errors are 18% and 57% for dedup
and ferret, respectively. This is shown in Table 8.2. Both of our predictions are
a severe underestimation of the result obtained through detailed simulation.
This is because we are not modeling the overhead of multiple threads sharing
a core. If we rerun the simulation and scale the simulated architecture by
adding as many cores as the application is creating threads, we make sure the
threads run in isolation again. These new numbers are shown in the last column
of Table 8.2. As can be seen, the prediction errors are now only 0.4% and 1.6%
for dedup and ferret, respectively. This shows that when the impact of time
sharing is removed, the model performs very well.
RPPM Simulation
4 cores isolation
dedup 231 ms 283 ms 18.4% 230 ms 0.4%
ferret 242 ms 568 ms 57.4% 246 ms 1.6%
Table 8.2: Impact of time sharing on dedup and ferret.
So when running the threads in isolation, the total execution time is pre-
dicted with high accuracy, but that is only one part of what RPPM can do.
Using bottle graphs, RPPM can also be used to visualize the synchronization
behavior of the benchmarks, as we will discuss now for both dedup and ferret
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Figure 8.2: Bottle graph for the dedup benchmark. The left half of the
bottle graph is obtained using RPPM whereas the right half is obtained
through simulation.
Dedup: Figure 8.2 shows the bottle graph for the dedup benchmark: on the
left, the result derived from RPPM is shown; on the right, the bottle
graph derived from simulation is shown. Most of the work is done by
threads 10, 11, 12 and 13. The boxes (threads) are ordered following
the criticality as predicted through RPPM. The behavior predicted by
RPPM is almost identical to simulation.
Note though there is some non-deterministic behavior. During some runs,
the impact of thread 5 was negligible and the work of thread 5 was done
by threads 3 or 4. Therefore, we had to rerun dedup a couple times to
have a comparable execution to create a similar bottle graph with similar
work done by the same threads.
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Figure 8.3: Bottle graph for the ferret benchmark. The left half of the bottle
graph is obtained using RPPM whereas the right half is obtained through
simulation.
Ferret: Figure 8.3 shows similar RPPM and simulation bottle graphs for the
ferret benchmark. A lot of threads have a significant impact on the ex-
ecution time; the top 4 threads only account for 66% of the complete
execution time. Just as for dedup, there is also some non-determinism
seen in the bottle graph between threads 14 and 17, where the parallelism
is limited for thread 17 during the profiling run and limited for thread 14
during simulation.
Another fact that is clearly highlighted by the bottle graph is that all
threads, but one, have a parallelism higher than 4. This may imply that
ferret can benefit a lot from increasing the available cores. This is affirmed
by the drop in execution time seen in Table 8.2 when all threads run in
isolation.
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8.4 Parallel Execution Models
The streamcluster benchmark is available in both the Parsec and the Rodinia
benchmark suites, so this gives us the opportunity to perform a case study
about the difference between the OpenMP implementation from Rodinia and
the pthread implementation from Parsec. Both implementations are shown as
a split bottle graph in Figure 8.4. OpenMP utilizes the main thread both for
the initialization like creating a pool of worker threads, and for doing actual
work. This leads to a bottle graph with the main thread having a parallelism
of 2, and the worker threads achieving a near perfect (4) parallelism, meaning
that when these worker threads are running, there are four threads active at
the same time. This is in contrast with the pthread version, where the worker
threads are only achieving a parallelism of 3 and the impact of the main thread
on the execution time is only 1.5%.
Although the OpenMP version is using the available threads in a more
optimal way, it is only able to decrease the execution time of the application
by 3%. It looks like OpenMP is introducing significant overhead that almost
completely removes the potential improvement of using all available threads in
a more optimal way. It is clear from Figure 8.4 that OpenMP introduces a lot
of sequential overhead in the main thread. This can be seen by the decreased
width of the red box. This box can be split into a pure sequential and perfect
parallel region, represented by the dashed line.
The height of the parallel region is almost identical compared to the other
threads, so the parallel work is equally divided among all threads. But when
looking at the sequential region, it is clear that this region takes a lot longer
(taller box) to execute than the sequential main thread of the pthread imple-
mentation. This is due to the synchronization overhead that the main thread
is doing. All OpenMP applications from the Rodinia suite behave just like the
example from Figure 7.2. After every parallel region there is a sequential region
where only the main thread is active. Although this region is never very long,
but since this is a sequential region, the criticality is very high.
































Figure 8.4: Bottle graph for the OpenMP implementation on the left versus





This chapter summarizes the main conclusions of this thesis and gives some
reflections on potential future work.
9.1 Linear Branch Entropy
In the first part of this thesis we proposed linear branch entropy as a means
to characterize the branch behavior of an application in a micro-architectural
independent way. Linear branch entropy correlates well with misprediction
rates, which enables building a simple linear model that estimates branch mis-
prediction rates for different branch predictors using a single branch entropy
profile of an application. The model is more accurate than the previously pro-
posed branch classification methods, and allows for exploring a large design
space using a single profiling run, as opposed to performing multiple branch
predictor simulations.
We illustrated how branch entropy can be used to classify and select bench-
marks. Furthermore, the branch predictor model allows for comparing branch
predictors. In particular, we analyzed the top-four predictors of the latest
branch predictor competition. By comparing the models from these branch
predictors, we were able to show that the third runner-up is achieving higher
accuracy when predicting the outcome for hard-to-predict branches.
We leverage linear branch entropy to create a set of benchmarks with well-
balanced branch behavior. Our proposed technique was later used to select the
benchmarks for the Championship Branch Competition (CBP) in 2016.
Linear branch entropy is a suitable and accurate metric to be used in a
micro-architectural independent profiling tool to predict the execution time
of single- or multi-threaded applications. To model these applications, linear
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branch entropy can be used to estimate the number of mispredicted branches,
which in turn can be used to predict the impact of the branch behavior on
overall execution time.
If-conversion needs to be done meticulously, because some branches show a
performance benefit when if-converted, while if-converting other branches leads
to a performance degradation. We postulate that hard-to-predict branches
benefit more from if-conversion by avoiding the branch misprediction penalty.
We proposed a new criterion based on branch entropy to guide if-conversion
in a branch predictor agnostic way, and we show that it leads to significant
performance benefits of up to 2.4% compared to standard if-conversion.
9.2 Multi-Threaded Performance Modeling
In the second part of this thesis, we proposed RPPM, which takes micro-
architecture-independent characteristics as input to predict performance of
multi-threaded applications on a previously unseen multicore platform. These
characteristics are first measured during a profiling run. This profile measures
instruction count, instruction mix, branch entropy, reuse distances between
memory accesses, etc. These characteristics are then used as input to a mathe-
matical model to predict the execution time of the multi-threaded application
on a target multicore processor.
RPPM extends prior work that was aimed at modeling single-threaded ap-
plication performance. This prior work is used in the first phase of the predic-
tion model. During this phase, the methodology of the single-threaded model
is used to model per-epoch active execution times per thread. To accurately
model interference in the cache, a new version of StatStack is used to model
write invalidation in the private cache, as well as positive and negative inter-
ference in the shared cache.
During the second phase, synchronization overhead is modeled to predict
the total execution time of the application. Synchronization is first profiled by
tracking function calls to the pthread and OpenMP libraries. Synchronization
calls we model include barriers, critical sections, joins and condition variables,
but we are convinced that our approach is general enough to work with even
manually implemented synchronization methods.
An in-depth evaluation using 26 benchmarks from the Rodinia and Parsec
benchmark suites, using both the OpenMP and pthread libraries, showed that
RPPM predicts performance within 11.5% on average (and 23% max).
RPPM is useful when doing design space exploration and characterization
studies of multi-threaded applications. We illustrate that RPPM can be used
to prune a design space by selecting (near-)optimal designs. When selecting
designs within a 5% margin of the best design, we find the best design for all
but one application and only selected a second design point for 5 applications.
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RPPM can also be used to gain insight into the synchronization behavior
of multi-threaded applications. This is shown by constructing bottle graphs,
which show how the threads in these multi-threaded applications behave. Two
other case studies show that the model can provide insight into the difference
between using the OpenMP and pthread libraries, as well as the impact of time
sharing from threads on cores.
9.3 Future Work
In this section, we give an overview of the potential further improvements
that could be made to the work described in this thesis.
9.3.1 Power Efficiency
Linear branch entropy is a useful metric for classifying branches. Hard-
to-predict branches have a high likelihood of resulting in an incorrect branch
outcome prediction. When this happens, the processor starts fetching, decoding
and executing instructions on the incorrect path. Only when the processor
executes the branch, it will correct this mistake and nullify instructions.
Instead, the processor could just stall the fetch stage and wait for the branch
to get executed. Waiting means that the processor does not need to spend
power and energy on these wrong-path instructions, but waiting could also
result in a performance penalty. So only stalling on branches with a lot of in-
correct predictions is very important. Therefore the possible energy reduction
should be investigated and should be weighted against the potential perfor-
mance loss.
9.3.2 Impact of Time Sharing and SMT
As shown in the case study using dedup and ferret in Section 8.3, the impact
of time sharing can be significant. To accurately model time sharing, RPPM
should be extended to model the behavior of a scheduler.
When the scheduler puts two threads on the same core, this implies that
they would share the core as well as the private cache. An important conse-
quence of this is that the separation between phase one and phase two of the
RPPM prediction model is no longer possible. During phase one of the model,
the per-epoch active execution time is calculated, later in the second phase
the synchronization is modeled and the total execution time of the application
is predicted. This execution time and synchronization behavior would be an
important input to the scheduling model, but the scheduling proposed by this
new model will have an impact on the calculations from phase one, and thus
on phase two and thus on the scheduling, etc.
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SMT or simultaneous multi-threading also schedules two (or more) threads
on the same core, but instead of switching between threads every couple mil-
liseconds, threads are executed simultaneously. So, all threads can be actively
executing instructions at the same time, thus not only sharing memory, but
sharing every stage of the processor pipeline. This means that further research
is needed to adapt the core model to accurately model interference in the re-
order buffer, issue buffers, contention of ALUs, etc.
9.3.3 Message Passing Interface (MPI)
RPPM supports both OpenMP and pthread libraries by profiling the syn-
chronization behavior by catching functions calls to these libraries. The same
approach could be used to model applications that use MPI as the way to
synchronize their progress. The power of MPI is that it can be used to commu-
nicate to systems over the network in order to speed up applications beyond
the capabilities of a single computer.
To accurately predict the execution time of applications communicating over
the network, a network model should be added to RPPM. Research should be
done to find out if a network model exists that is suitable to integrate into
the synchronization model. This model would predict the communication time
needed to pass messages between nodes over the network.
9.3.4 Heterogeneous Multi-threading
RPPM uses a new version of StatStack to model the memory behavior of
multi-threaded applications. To model cache interference in the private and
shared caches, it records memory operations during the profiling phase. These
memory operations are ordered as they are executed during the profiling phase.
This ordering is later used to model write invalidation in private caches and
positive or negative interference in the shared cache. Therefore, accurately
modeling heterogeneous multicore systems, where the ordering of the memory
operations could be totally different, is not possible.
To accurately model these heterogeneous systems, a solution has to be de-
veloped to avoid the ordering of the memory operations during profiling. To
predict write invalidation, without ordering the samples, we need to sample all
accesses to the same address. One possible approach to do this, without an
infeasable increase in the number of samples, could be to use a different sam-
pling technique. StatStack currently uses random sampling. However, with a
prerun we could possibly identify interesting memory operations, and sample
these during the profiling phase. When modeling write invalidation, the mem-
ory accesses can be reordered as if they were executing on the configuration to
model (not the configuration where the profiling was done).
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