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We show howmethods of computational commutative algebra are
employed to investigate the local 16th Hilbert Problem, which is
to find an upper bound on the number of limit cycles that can
bifurcate from singularities in families of polynomial systems of
differential equations onR2, and is one step in a program for solving
the full 16th Hilbert Problem. We discuss an extension of a well-
known theorem, and illustrate the concepts and methods with
concrete examples.
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The objects under consideration are systems of ordinary differential equations of the form
x˙ = −y+
n
j+k=2
Ajkxjyk = −y+ P(x, y)
y˙ = x+
n
j+k=2
Bjkxjyk = x+ Q (x, y),
(1)
or more generally some restricted subset of such systems specified as
x˙ = −y+

(j,k)∈S
Ajkxjyk = −y+ P(x, y)
y˙ = x+

(j,k)∈S
Bjkxjyk = x+ Q (x, y),
(2)
where S ⊂ N0 × N0, N0 = {0, 1, . . .}, is a finite set, every element (j, k) of which satisfies j + k ≥ 2.
Any system of differential equations having polynomial right hand sides and possessing an isolated
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(a) Focus. (b) Center.
Fig. 1. Possible Phase Portraits Near (0, 0) for System (2).
Fig. 2. Limit cycle.
singularity at which the eigenvalues of the linear part are non-zero, purely imaginary numbers can be
placed into the form (1) by an affine change of coordinates and a time rescaling.
Depending on the nonlinear terms the phase portrait of a system (2) in a neighborhood of the origin
is either a center, inwhich case every trajectory (other than the origin itself) is an oval surrounding the
origin, or a focus, in which case every trajectory spirals towards the origin, or every trajectory spirals
away from the origin, as the implicit independent variable t increases. See Fig. 1. The former case is
analogous to the motion near the equilibrium of a frictionless pendulum: all non-stationary motion
is periodic; the latter case is analogous to the motion near the equilibrium of a damped pendulum.
Identifying conditions that for a particular family (2) picks out those that have a center at the origin
is the center problem, and in general is quite difficult. Indeed complete results for the full family (1)
are known only for the case n = 2.
Every small periodic orbit surrounding a center has a neighborhood composed entirely of periodic
orbits. In contrast a periodic orbit that is isolated from all other periodic orbits is called a limit cycle;
every trajectory in a neighborhood of a limit cycle either spirals onto the limit cycle or spirals away
from it as t increases. See Fig. 2. Limit cycles are of interest to us in the following way. Suppose a
system of the form (2) has a focus at the origin and consider a system of the form
x˙ = λx− y+

(j,k)∈S
Ajkxjyk
y˙ = x+ λy+

(j,k)∈S
Bjkxjyk
(3)
where λ is arbitrarily close to zero (possibly still zero) and each Ajk and Bjk is arbitrarily close to its
original value. It is possible that one or more limit cycles surrounding the origin appear in the phase
portrait of system (3) in an arbitrarily small neighborhood of the origin. See Fig. 3. The maximum
number of such limit cycles that can appear under arbitrarily small perturbation of a system of
the form (2) to a system of the form (3) is the cyclicity of the singularity of the original system at
the origin.
The same concept of bifurcation of limit cycles from a center and of the cyclicity of a center also
arise, but in this latter case one must distinguish between limit cycles that bifurcate from the center
itself and limit cycles that bifurcate from one or more of the periodic orbits originally surrounding
the origin.
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(a) Original system (2). (b) Nearby system (3).
Fig. 3. Creation of a small limit cycle from a focus.
Fig. 4. The Poincaré first return map.
The problem of interest is to bound, if not compute precisely, the cyclicity of the singularity at
(0, 0) of system (2) under perturbation to system (3).
The larger context of this problem is the following (full expositions can be found in Ilyashenko,
2002; Li, 2003; Roussarie, 1998). Suppose we have a polynomial system of differential equations of
degree n in the plane, i.e., an element of the family
x˙ =
n
j+k=0
Ajkxjyk, y˙ =
n
j+k=0
Bjkxjyk. (4)
A limit periodic set is an invariant set in the phase portrait from which a limit cycle can be made to
bifurcate under small perturbation of the coefficients of the system (always remaining within the
family (4)). Its cyclicity is the maximum number of such limit cycles. Over a century ago Hilbert in
his sixteenth problem asked in part for a uniform bound H(n) on the number of limit cycles that can
appear in the phase portrait of any system in the family (4). While it is known that the number of
limit cycles is finite for any particular system in the family (4), it is not known that H(n) is finite for
any n > 1. It has been observed by Roussarie (1988) that, by compactifying both the phase space
R2 and the space of coefficients of the family (4), finitude of H(n) follows from the finitude of the
cyclicity of every limit periodic set in the compactified setting, among which are singularities of the
type that we are investigating. Thus the problem of finding an upper bound on the cyclicity of isolated
singularities of polynomial systems of differential equations of the form (1) is connected to the 16th
Hilbert Problem.
To investigate this problem, in an idea going back to Poincaré one fixes a ray R based at the origin
and defines a first return mapP from a neighborhood of (0, 0) in R to R. For p ∈ R,P (p) is the point of
first intersection with increasing t of the trajectory through pwith R. See Fig. 4. The mapP is defined
and analytic in a neighborhood of (0, 0) in R. Choosing a coordinate r on R it is geometrically evident
that periodic orbits correspond to zeros of the analytic difference map
D(r) = P (r)− r = η1r + η2r2 + · · · , (5)
so that limit cycles correspond to isolated positive zeros ofD . See Fig. 5.
The coefficients ηj = η(A, B) for (2) and ηj = η(λ, (A, B)) for (3) are the Lyapunov quantities, where
we have employed the abbreviated notation
(A, B) = (A20, . . . , A0n, B20, . . . , B0n).
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(a) In the phase portrait. (b) In R2 .
Fig. 5. A zero of the difference map and the corresponding cycle.
For example, for the family (1) with n = 2:
η1 = e2πλ − 1
η2 = e
2πλ(e2πλ − 1)
(λ2 + 9)(λ2 + 1) (λ(λ
2 + 5)B11 − 2(λ2 + 3)B02)
and for the corresponding family (3) with S = {(2, 0), (1, 1), (0, 2)}:
η1 = 0
η2 = 0
η3 = π4 (A02A11 − B20B11 + A20A11 − B02B11 + 2A02B02 − 2A20B20).
In general η(A, B) ∈ R[A, B] and η(λ, (A, B)) is analytic.
The original problem of bounding the cyclicity of the origin of a member of the family (2) is thus
equivalent to the following problem: let θ = (λ, (A, B)); bound the number of small positive isolated
zeros of
D(r, θ) = P (r, θ)− r = η1(θ)r + η2(θ)r2 + · · ·
under small perturbation of θ∗ = (0, (A∗, B∗)). Following Bautin (1952) we introduce
G : the ring of germs of analytic functions at (0, (A∗, B∗))
I : the ideal in G generated by {ηj : j ∈ N}
and construct a basisMI = MinBasis(I) (theminimal basis) of I as follows:
1. Initialize withMI = {ηj1}, j1 the least index j for which ηj is nonzero;
2. Successively examine ηj, adding ηj toMI iff ηj /∈ ⟨MI⟩ = the ideal generated by the currentMI .
If the Lyapunov quantities are known then the construction is practical because ηj is in MI only if it
reduces to zero modulo a standard basis ofMI (a basis that in the context of polynomial rings is called
a Gröbner basis). Moreover the procedure terminates in finitely many steps in the sense that, because
G is Noetherian, a finite basis suffices.
Theorem 1. If Cardinality(MI) = m then D(r) = ∞j=1 ηjr j has at most m − 1 isolated zeros in
0 < r < r0, r0 sufficiently small, hence a member of family (2) has cyclicity at most m− 1with respect to
perturbation in (3).
The idea of the proof is first thatD(r) = D(r; θ) =∞j=1 ηj(θ)r j can be written in the form
ηj1 r
j1(1+ ψ1(r, θ))+ · · · + ηjm r jm(1+ ψm(r, θ)),
j1 < · · · < jm, where ψ(0, θ∗) = 0, θ = (λ, (A, B)) (Romanovski and Shafer, 2009, Section
6.1, Roussarie, 1998, Section 4.3.1). Then Rolle’s Theorem is applied several times (Bautin, 1952,
Romanovski and Shafer, 2009, Section 6.1, Roussarie, 1998).
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The quantity Cardinality(MI) is the same as the quantity called in Ilyashenko andYakovenko (2008)
the Bautin depth of the chain of ideals I1 ⊂ I2 ⊂ · · · ⊂ I where Ij = ⟨η1, . . . , ηj⟩.
The Lyapunov quantities are difficult to work with. We work instead with polynomials in the
coefficients of (2) that pick out those systems that have a center at the origin, and that arise from
the characterization of a center given by the following theorem. Although stated here for systems of
the form (2) it applies when P and Q are real analytic functions on a neighborhood of the origin.
Theorem 2 (Poincaré–Lyapunov Theorem). A system of the form (2) has a center at (0, 0) if and only if
it admits a formal first integral of the form
Φ(x, y) = (x2 + y2)+
∞
j+k=3
Φjkxjyk.
Given a family (2), write down such a series and impose the condition that it be a first integral:
(−y+ P(x, y))Φx(x, y)+ (x+ Q (x, y))Φy(x, y) = 0.
With the convention that Ajk = Bjk = 0 if (j, k) /∈ S and Φjk = 0 if (j, k) /∈ N0 × N0, the coefficient of
xrys in this expression is
(s+ 1)Φr−1,s+1 − (r + 1)Φr+1,s−1 +
r+s−1
j+k=2
[jAr−j+1,s−k − kBr−j,s−k+1]Φjk. (6)
Equating it to zero yields an expression for Φr−1,s+1 and Φr+1,s−1 in terms of the coefficients Φjk for
j + k < r + s. Thus proceeding recursively, first finding all Φjk for which j + k = 3, all for which
j + k = 4, and so on, for each m ∈ N, m ≥ 3, the expressions (6) determine a system of m + 1
linear equations for the m + 1 coefficients Φjk, j + k = m. For m odd the system is nonsingular and
determines theΦjk uniquely, but form even, saym = 2q, it is singular. The condition for consistency
is a polynomial fq ∈ R[A, B] called the qth focus quantity. System (2) with (A, B) = (A∗, B∗) has a
center at (0, 0) if and only if fm(A∗, B∗) = 0 for all m ∈ N, m ≥ 3. (Sufficiency is clear, but necessity
requires justification since the focus quantities are not uniquely determined.) Thus if I = ⟨f3, f4, . . .⟩
is the ideal in R[A, B] generated by the focus quantities, then the set of systems in the family (2) for
which the origin is a center corresponds to the affine variety determined by I , V = V(I), in the space of
coefficients (A, B), the so-called center variety. For reference we state two important facts concerning
ideals and their varieties. For a field k and a set U we let I(U) denote the ideal determined by U:
I(U) = {f ∈ k[x1, . . . , xn] : f (x) = 0 for all x ∈ U}. Recall that the radical of an ideal I is the set of
elements a power of which is in I:
√
I = {f : f p ∈ I for some p ∈ N}.
Theorem 3. For k = C, V(I) = V(J) iff√I = √J , but not for k = R.
Theorem 4 (Strong Hilbert Nullstellensatz). For k = C, I(V(I)) = √I , but not for k = R.
The failure of these theorems over R as well as the nature of the eigenvalues of the linear part at
the origin of any system of the form (3) as complex numbers prompts us to complexify the original
system of differential equations. To do so we introduce the complex variable z = x + iy, and using
x = (z + z¯)/2 and y = (z − z¯)/2i obtain from (3)
z˙ = λz + iz +

(j,k)∈S′
ajkz jz¯k (7)
for some new set S ′ of admissible indices. This is the real system (3) in complex form. Next adjoin to
(7) its complex conjugate,
z˙ = λz + iz +

(j,k)∈S′
ajkz jz¯k, ˙¯z = λz¯ − iz¯ +

(j,k)∈S′
a¯jkz¯ jzk,
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and finally replace z¯ by an independent complex variable w and the a¯jk by independent complex
coefficients bkj to obtain
z˙ = λz + iz +

(j,k)∈S′
ajkz jwk, w˙ = λw − iw +

(j,k)∈S′
bkjzkwj. (8)
This is a family on C2, the complexification of family (3).
The complexification of any individual system of the form (3) can be written in the form (8) by
choosing the set S ′ and the individual coefficients ajk and bkj suitably. However, (3), hence (8), are
to be understood as indicating the parametrized families of systems under consideration. The set S
and the set S ′ generated in the complexification process pick out the allowable nonzero coefficients
and thereby specify the families. This accounts for the fact that (8) is not completely general but
consists of only those families of systems that are closed under the involution (z, w, ajk, bkj, t) →
(w, z, bkj, ajk,−t).
The Poincaré–Lyapunov Theorem motivates the following extension of the concept of a center to
systems on C2. We retain the prime on the index set for convenience of exposition later, but in the
definition S ′ is a completely general finite set.
Definition 1 (Dulac, 1908). A system of the form
z˙ = iz +

(j,k)∈S′
ajkz jwk, w˙ = −iw +

(j,k)∈S′
bkjzkwj (9)
on C2 has a center at (0, 0) if it admits a formal first integral of the form
Ψ (z, w) = zw +
∞
j+k=3
Ψjkz jwk.
It is worth emphasizing that the basis of the definition is that a real system of the form (2) has a center
at the origin if and only if its complexification has a center at the origin of C2. Not every system of the
form (9) is the complexification of a real system, however, and the theory developed in the next few
paragraphs applies in the general setting.
As for the real case define the focus quantities gkk ∈ C[a, b] for (9) by forming
iz +

(j,k)∈S′
ajkz jwk

Ψz(z, w)+

−iw +

(j,k)∈S′
bkjzkwj

Ψw(z, w)
and zeroing coefficients. It proves to be true that a systemof the form (9)with coefficient string (a∗, b∗)
has a center at the origin if and only if (a∗, b∗) ∈ V(g11, g22, . . .) (the variety of the ideal ⟨g11, g22, . . .⟩),
the center variety.
The focus quantities have a special structure which will be described below that permits them
to be computed efficiently using easy algebraic manipulations. A Mathematica program for their
computation appears in the appendix of Romanovski and Shafer (2009). Thus gkk can be found
very quickly for as many initial values of k as are typically of interest. For a real family (2) and its
complexification (9), let
gRkk(A, B) = gkk(a(A, B), a¯(A, B)),
which has real coefficients. Then the focus quantities and the Lyapunov quantities are related by
(Theorem 6.2.3 of Romanovski and Shafer, 2009):
η1 = η2 = 0
η3 = πgR11
η2k ∈ ⟨gR11, . . . , gRk−1,k−1⟩
η2k+1 − πgRkk ∈ ⟨gR11, . . . , gRk−1,k−1⟩.
(10)
Using this result and Theorem 1 we can obtain a cyclicity bound using the focus quantities gkk. We
must take into account, however, the fact that there are actually two sets of Lyapunov quantities:
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those for the family (2) and those for the larger family (3). Denoting the latter by η(λ)j and fixing the
coefficient string (A∗, B∗), if the minimal basis of the ideal ⟨η1, η2, . . . ⟩ in G(A∗,B∗) is {ηk1 , . . . , ηkm},
then {η1(λ), ηk1 , . . . , ηkm} is the minimal basis of the ideal ⟨η1(λ), η2(λ), η3(λ), . . . ⟩ in G(0,(A∗,B∗)).
Then Theorem 1 and (10) combine to give the following result.
Theorem 5 (Minimal Basis Cyclicity Bound Theorem). If the minimal basis of ⟨gR11, gR22, . . .⟩ has m
elements, then the cyclicity of the singularity at (0, 0) of any element of family (2) with respect to
perturbation in (3) is at most m.
As it stands this theorem is not practically applicable, since it involves being able to find a finite
basis for the unknown ideal generated by all the focus quantities, which we do not know explicitly
but find only recursively. A theorem that can be used in practice is the following. By way of notation
let
B = ⟨g11, g22, g33, . . .⟩,
the Bautin ideal, so that the center variety is V(B), and, for any K ∈ N, let
BK = ⟨g11, . . . , gKK ⟩.
Theorem 6 (Radical Ideal Cyclicity Bound Theorem). Suppose that for the complexification (9) of the
family (2),
(1) V(B) = V(BK ), and
(2) BK is a radical ideal.
Then the cyclicity of the singularity at (0, 0) of any element of family (2) with respect to perturbation in
(3) is at most Cardinality(MinBasis(BK )), the Bautin depth of the chain of idealsB1 ⊂ B2 ⊂ · · · ⊂ B .
Proof. By definition of I(U) andV(I) and the StrongNullstellensatz, for any k ∈ N, Condition (1) yields
gkk ∈ I(V(B)) = I(V(BK )) =
√
BK = BK ,
soB = BK . Thus for every k ∈ N there exist fjk ∈ C[a, b] such that
gkk = f1,kgj1,j1 + · · · + fm,kgjm,jm (11)
where {gj1,j1 , . . . , gjm,jm} is the minimal basis ofBK . But then
gRkk(A, B) = gkk(a(A, B), a¯(A, B))
= f1,k(a, a¯)gRj1,j1(A, B)+ · · · + fm,k(a, a¯)gRjm,jm(A, B),
hence
gRkk(A, B) = Re f1,k(a, a¯)gRj1,j1(A, B)+ · · · + Re fm,k(a, a¯)gRjm,jm(A, B).
This implies that the cardinality of the minimal basis of the ideal ⟨gR11, gR22, . . .⟩ is at most m =
Cardinality(MinBasis(BK )), hence by Theorem5 the cyclicity of the singularity at (0, 0) of any element
of family (2) with respect to perturbation in (3) is at mostm. 
The first condition by itself does not require that the ideals in question be the same, but only
(by Theorem 3) that their radicals agree, and indeed there are examples in which V(BK ) = V(B)
but BK ≠ B. Certainly √BK ⊂
√
B for every K , so as a first step in the implementation of the
theoremwe check for successive values of kwhether gk+u,k+u ∈ √Bk for several values of u ∈ N; the
inclusion holds if and only if the reduced Gröbner basis of ⟨g11, . . . gkk, 1 − wgk+u,k+u⟩ ∈ C[a, b, w]
is {1}, hence is easily checked. (This is the Radical Membership Test; see e.g. Cox et al., 1992; Greuel
and Pfister, 2002; Romanovski and Shafer, 2009.) The minimum value of k for which this is true is
an estimate of K . (In actual practice each successive focus quantity, once computed, is immediately
reduced modulo a Gröbner basis of the ideal generated by the previous ones.) To finish the check of
the first condition we find the irreducible decomposition of the variety V(BK ), which in some cases
can be done ‘‘by hand’’ but which typically involves algorithms for the decomposition of varieties of
polynomial ideals, such as the Singular (Decker et al., 2010) procedures minAssChar or minAssGTZ
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from the library primdec.lib (Decker et al., 2010). We then check that for an arbitrary point of each
component of V(BK ) the corresponding system of differential equations admits a first integral. If so,
then the origin is a center for the corresponding system, which thus lies in the center variety V(B).
Thus V(BK ) ⊂ V(B), which implies the inclusion
√
B ⊂ √BK . This last part of the procedure is
not algorithmic, in general is quite difficult, and frequently requires ad hoc methods. In contrast the
verification of the second condition in Theorem 6 is a problem that can be approached by finding√
BK and computing of Gröbner bases of
√
BK and BK to check their equality. Algorithms for these
computations have been developed and implemented not only in powerful special purpose systems
such as Singular but also in general purpose computer algebra systems such as Maple, Mathematica,
and Reduce.
Example 2 (Romanovski, 2007, Romanovski and Shafer, 2009, Section 3.7). Consider the family (1)when
n = 2, the set of quadratic systems with a ‘‘fine" focus (the only focus that can have positive cyclicity)
or a center at the origin. In complex form the family is z˙ = i(z + a20z2 + a11zz¯ + a02z¯2) where we
have completely factored out the i for convenience. Using for example the Mathematica code in the
appendix of Romanovski and Shafer (2009) the first three focus quantities of the complexification
z˙ = i(z + a20z2 + a11zw + a02w2), w˙ = −i(z + b20z2 + b11zw + b02w2)
are found to be
g11 = −i(a20a11 − b02b11)
g22 = −i

a20a02b211 − b02b20a211 −
2
3
(a02b311 − b20a311)−
2
3
(a11b202b20 − b11a220a02)

g33 = i58 (−a11a02b
4
11 + 2a02b02b411 + a411b11b20 − 2a311b02b11b20 − 2 a20 a202 b211 b20
+ a202 b311 b20 − a311 a02 b220 + 2 a211 a02 b02 b220).
In fact g22 has been reducedmodulo g11 and g33 has been reducedmodulo a Gröbner basis of ⟨g11, g22⟩;
g33 is not of the form (16) below because of the reduction. Once the next three focus quantities have
been computed it is easily verified using the Radical Membership Test (see above) that
g22 /∈
⟨g11⟩, g33 /∈ ⟨g11, g22⟩, g44, g55, g66 ∈ ⟨g11, g22, g33⟩ ,
which leads us to expect that V(⟨g11, g22, g33⟩) = V(B3) = V(B). To verify that this is the
case we compute the irreducible decomposition of V(B3), obtaining the following four irreducible
components:
1. V1 = V(J1), where J1 = ⟨2a20 − b11, 2b02 − a11⟩,
2. V2 = V(J2), where J2 = ⟨a11, b11⟩,
3. V3 = V(J3), where J3 = ⟨2a11 + b02, a20 + 2b11, a11b11 − a02b20⟩,
4. V4 = V(J4), where J4 = ⟨f1, f2, f3, f4, f5⟩, where
(a) f1 = a311b20 − a02b311,
(b) f2 = a20a11 − b02b11,
(c) f3 = a320a02 − b20b302,
(d) f4 = a20a02b211 − a211b20b02, and
(e) f5 = a220a02b11 − a11b20b202.
We then verify that every system from Vk, k = 1, 2, 3, 4 has a center at the origin. For V1 and V4 this is
automatic because the first consists of Hamiltonian systems and the latter consists of time-reversible
systems (Romanovski and Shafer, 2009, Section 3.5). The remaining two components ofV(B3) possess
Darboux first integrals (Romanovski and Shafer, 2009, Section 3.6), first demonstrated in this context
in Zoła¸dek (1994).
It remains to check whetherB3 is a radical ideal. This can be done using Singular, or alternatively
one can show directly that B3 = ∩4j=1 Jj and that each ideal Jj is prime. By the Radical Ideal Cyclicity
Bound Theorem the cyclicity of the focus or center at the origin is at most three.
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As the proof of Theorem 6 shows, its hypotheses imply that BK = B. Using this fact and (10)
one can express the difference map D defined by (5) in terms of just g11, g22, and g33. This fact can be
used as the basis of a short proof that the bound in the example is sharp, whether the singularity is
a focus or a center. This is the celebrated Bautin Theorem, here proved quite efficiently by exploiting
computational commutative algebra. For other efficient proofs of this major theorem the reader is
referred to Han et al. (2007), Yakovenko (1995), and Zoła¸dek (1994).
In order to apply the Radical Ideal Cyclicity Bound Theorem one must solve the center problem
for the family (2) in question, and it must be true, as just noted, that the ideal BK constitute the full
Bautin idealB. While there always exists K so that Condition (1) of the theorem holds, Condition (2)
could fail. We now describe a method for moving the problem to a different ring in which the Radical
Ideal Cyclicity Bound Theorem still holds, but in which the possibly smaller ideal BK might become
radical. The underlying idea is to apply a map between Cr and Cs that naturally arises from structure
inherent in the focus quantities and exploit the inducedmap betweenC[x1, . . . , xs] andC[x1, . . . , xr ]
by applying results of computational commutative algebra. The method, which is new, is the work of
Levandovskyy et al. (2009).
The structure possessed by the focus quantities ismost easily expressed ifwe first performan index
shift to rewrite the complexification (9) of (2) as
z˙ = i

z +

(j,k)∈S′
ajkz j+1wk

, w˙ = −i

w +

(j,k)∈S′
bkjzkwj+1

(12)
where S ′ ⊂ ({−1}∪N0)×N0 is a finite set, every element (j, k) of which satisfies j+k ≥ 1, andwhere
for convenience we have completely factored out the i in each component of the complexification.
Applying this shift in the expressions of the focus quantities g11 and g22 in Example 2 we observe that
for any monomial that appears in g22, the sum of the product of the index of each coefficient (as an
element of N−1 × N0) with its exponent is the index (2, 2) of g22:
a10a−12b210 : 1 · (1, 0)+ 1 · (−1, 2)+ 2 · (1, 0) = (2, 2)
b01b2,−1a201 : 1 · (0, 1)+ 1 · (2,−1)+ 2 · (0, 1) = (2, 2)
a−1,2b310 : 1 · (−1, 2)+ 3 · (1, 0) = (2, 2)
(13)
and so on. The same is true for every monomial in g11. (It fails for g33 in Example 2 because of
the reduction modulo ⟨g11, g22⟩.) This pattern, as well as the structure of the focus quantities as
sums of binomials in which the monomials exhibit a kind of symmetry, is always true. To express
these facts in general we introduce the following notation. Order the index set S ′ in some manner
and write it as S ′ = {(p1, q1), . . . , (pℓ, qℓ)}. Consistently with this order on S ′ order the N = 2ℓ
coefficients as (ap1,q1 , . . . , apℓ,qℓ , bqℓ,pℓ , . . . , bq1,p1) so that any monomial appearing in gkk has the
form aν1p1,q1 · · · aνℓpℓ,qℓbνℓ+1qℓ,pℓ · · · bνNq1,p1 for some ν = (ν1, . . . , νN). For this exponent string ν letν =
(νN , . . . , ν1). To simplify the notation, for ν ∈ NN0 we write
[ν] def= aν1p1,q1 · · · aνℓpℓ,qℓb
νℓ+1
qℓ,pℓ · · · bνNq1,p1 . (14)
Finally let L : NN0 = N2ℓ0 → Z2 be the linear map defined by
L(ν) = (L1(ν), L2(ν))
= ν1(p1, q1)+ · · · + νℓ(pℓ, qℓ)+ νℓ+1(qℓ, pℓ)+ · · · + νN(q1, p1)
= (p1ν1 + · · · + pℓνℓ + qℓνℓ+1 + · · · + q1νN ,
q1ν1 + · · · + qℓνℓ + pℓνℓ+1 + · · · + p1νN), (15)
which is just the formal expression for the sums displayed in (13).
Theorem 7 (Structure Theorem for the Focus Quantities (Romanovski and Robnik, 2001)).
gkk =

{ν∈NN0 :L(ν)=(k,k)}
g(ν)kk ([ν] − [ν]). (16)
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(Other, similar properties of the focus quantities have also been found, and are described in Cima et al.,
1997; Liu and Li, 1990.)
To use this theorem define
M = {ν ∈ NN0 : L(ν) = (k, k) for some k ∈ N0}
which is the same set as {ν : L1(ν) − L2(ν) = 0}, and most importantly which has the structure of
an abelian monoid (a group without the existence of inverses) under the obvious addition operation.
As a monoid M has a minimal or Hilbert basis, a set MH with the property that every ν ∈ M is a
finite sum, with repetitions allowed, of elements of MH , but if any element of MH is deleted from
MH then this is no longer the case. Let Isym = ⟨[ν] − [ν] : ν ∈ M⟩ ⊂ C[a, b], the symmetry or
Sibirsky ideal that arises in the theory of invariants of differential equations as developed in (Sibirsky,
1988) (further development of its connection to the present problem can be found in Romanovski and
Shafer, 2009). Letting G denote the reduced Gröbner basis of Isym under any term order, by Theorem
5.2.5 of Romanovski and Shafer (2009) every element of G has the form [ν] − [ν], where [ν] and [ν]
have no common factors, and furthermore a Hilbert basis ofM is
MH = {µ, µˆ : [µ] − [µˆ] ∈ G}
∪{ej + eN−j+1 : j = 1, . . . , ℓ and ± ([ej] − [eN−j+1]) ∉ G}, (17)
where ej = (0, . . . , 0,
j
1, 0, . . . , 0). Let M denote the cardinality of MH and for each νj ∈ MH let
hj = [νj] ∈ C[a, b]. Since ν ∈MH only if νˆ ∈MH , by (16) the kth focus quantity has the form
gkk =
g(α)kk hα11 · · · hαMM . (18)
That is, the focus quantities gkk are elements of the subalgebra C[h1, . . . , hM ] generated by the
monomials h1, . . . , hM .
The natural mapping that induces a homomorphism to a new ring is
F : CN → CM : (a, b) → (c1, . . . , cM) = (h1(a, b), . . . , hM(a, b)),
which induces (letting c = (c1, . . . , cM)
F∗ : C[c] → C[a, b]
:

c(α)cα11 · · · cαMM →

c(α)hα11 (a, b) · · · hαMM (a, b).
Let W = Image(F), let W denote its Zariski closure (the smallest variety that contains it), and let
C[W ]) denote the coordinate ring of W , which can be regarded as the set of mappings from CM
(c-space) into C, each of which agrees on W with a polynomial function (see Cox et al., 1992 or
Romanovski and Shafer, 2009). By (18) gkk ∈ Image(F∗) for all k; let g∗kk denote any pre-image in C[c]
of gkk. Then each g∗kk lies in C[W ], which has the structure of a commutative ring, so for any K ∈ Nwe
may view ⟨g∗11, . . . , g∗KK ⟩ as an ideal in C[W ].
The Strong Nullstellensatz (Theorem 4) carries over to the coordinate ring (Cox et al., 1992, Section
5.4).
Theorem 8 (Strong Hilbert Nullstellensatz for C[W ]). Let H be an ideal in C[W ], let S ⊂ W, and define
VW (H) = {x ∈ W : h(x) = 0 for all h ∈ H}
and
IW (S) = {f ∈ C[W ] : f (x) = 0 for all x ∈ S}.
Then
IW (VW (H)) =
√
H.
The Radical Ideal Cyclicity Bound Theorem (Theorem 6) carries over as well.
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Theorem 9 (Radical Ideal Cyclicity Bound Theorem for C[W ]). Suppose that for the complexification (9)
of the family (2), with focus quantities {gkk : k ∈ N}, polynomials g∗kk as constructed above satisfy
(1) VW (g∗11, g
∗
22, . . .) = VW (g∗11, . . . , g∗KK ) and
(2) ⟨g∗11, . . . , g∗KK ⟩ is radical in C[W ],
for some K ∈ N. Then the cyclicity of the singularity at (0, 0) of (2) with respect to perturbation in (3) is
at most Cardinality(MinBasis(BK )), the Bautin depth of the chain of idealsB1 ⊂ B2 ⊂ · · · ⊂ B .
Proof. WritingB∗ = ⟨g∗11, g∗22, . . .⟩ andB∗K = ⟨g∗11, . . . , g∗KK ⟩ for these ideals in C[W ], for any k ∈ N,
g∗kk ∈ IW (VW (B∗)) = IW (VW (B∗K )) =

B∗K = B∗K ,
so B∗ = B∗K . Thus for every k ∈ N there exist polynomials fjk ∈ C[a, b] such that, as polynomial
mappings,
g∗kk(c) = f1,k(c)g∗j1,j1(c)+ · · · + fm,k(c)g∗jm,jm(c)
holds for every c ∈ W . Apply F∗ to obtain
gkk = (F∗f1,k)gj1,j1 + · · · + (F∗fm,k)gjm,jm
in C[a, b], which is (11). The remainder of the proof of Theorem 6 from (11) onward gives the
result. 
To examine the practical implementation of Theorem 9 we make the following definitions and
observations.
The monoidM need not be found explicitly but instead only the Hilbert basisMH = {ν1, . . . , νM}
ofM given by (17). The reduced Gröbner basis G appearing in (17) is GH ∩ C[a, b] where GH is the
reduced Gröbner basis of the ideal
H = ⟨1− tg1 · · · g2ℓ, grur − fr : 1 ≤ r ≤ 2ℓ⟩ ⊂ C[t, t1, . . . , tℓ, γ , a, b],
where the fr , gr , and ur are explicitly given monomials in C[t1, . . . , tℓ, γ ] that arise from a
parametrization of the set of systems (2) that are time-reversible. Full details are provided in the
algorithm thatwas first derived in Romanovski (2008) and that is given in Table 5.1 of Romanovski and
Shafer (2009). For 1 ≤ j ≤ M let hj = [νj] ∈ C[a, b] (recall (14)) and setH = {h1(a, b), . . . , hM(a, b)}.
Let J = ⟨c1 − h1(a, b), . . . , cM − hM(a, b)⟩ ⊂ C[a, b, c].
Let R = J ∩ C[c].
Then R = ker F∗ (Theorem 2.4.2 of Adams and Loustaunau, 1994).
Moreover R is a radical ideal because it is the kernel of a ring homomorphism into an integral
domain, hence is prime.
Let VC = F(V(B)), the image under F of the center variety.
It is easily verified that if f ∈ C[a, b] and f ∗ ∈ C[c] are any two polynomials that satisfy F∗(f ∗) = f ,
and if (aˆ, bˆ) ∈ CN and cˆ ∈ CM are any two coordinate strings that satisfy F(aˆ, bˆ) = cˆ , then
f ∗(cˆ) = f (aˆ, bˆ). That is,
F∗(f ∗) and F(aˆ, bˆ) = cˆ imply f ∗(cˆ) = f (aˆ, bˆ). (19)
An easy computation using (19) yields VC ⊂ V(B∗), hence because V C is the smallest variety that
contains VC , we obtain the first inclusion in
V C ⊂ V(B∗) ⊂ V(B∗K ). (20)
Let R′ denote the ideal in C[a, b, c] generated by any set of generators of the ideal R in C[a, b].
Let N = R′ +BK + J in C[a, b, c].
Let H = N ∩ C[c].
Then V C = V(H) (using the ideas in Section 1.8.3 of Greuel and Pfister, 2002). This yields the
implication
(R′ +BK + J) ∩ C[c] = B∗K implies V C = V(B∗K ), (21)
which with (20) implies Condition (1) of Theorem 9.
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SinceW = Image(F),W = V(R) (Theorem 1 in Section 3.3 of Cox et al., 1992).
Letting≃ denote isomorphism of rings,C[W ] ≃ C[c]/I(W ) (Theorem 7 in Section 5.2 of Cox et al.,
1992), so by the Nullstellensatz and the fact that R is a radical ideal,
C[W ] ≃ C[c]/I(W ) = C[c]/I(V(R)) = C[c]/√R = C[c]/R (22)
and incidentally, since by the Fundamental Homomorphism Theorem for Rings Image(F∗) ≃ C[c]/R,
we have Image(F∗) ≃ C[W ].
Let ≺(a,b) be a monomial ordering on C[a, b, c] that possesses an elimination property for (a, b).
That is, with respect to≺(a,b) any monomial containing only the variables of (c) is smaller than every
element that contains a variable of (a, b).
Let JG be a Gröbner basis of J with respect to≺(a,b).
Then RG = {r1, . . . , rT } = JG ∩ C[c] is a Gröbner basis of R by the Elimination Theorem (Theorem
2 of Section 3.1 of Cox et al., 1992 or Theorem 1.3.2 of Romanovski and Shafer, 2009).
By the isomorphism (22)
⟨g∗11, . . . , g∗KK ⟩ is radical in C[W ]
iff
⟨g∗11 + ker F∗, . . . , g∗KK + ker F∗⟩ is radical in C[c]/ ker F∗
if
⟨g∗11, . . . , g∗KK , r1, . . . , rT ⟩ is radical in C[c], (23)
as is readily checked. Therefore condition (23) implies Condition (2) of Theorem 9.
Thus in summary, having computed g11, . . . , gKK and verified that V(B) = V(BK ) but that BK is
not radical, to implement Theorem 9 perform the following steps.
1. Use the algorithm in Table 5.1 of Romanovski and Shafer (2009) to compute a Hilbert basis
MH = {ν1, . . . , νM} ⊂ NN0 of M. For 1 ≤ j ≤ M let hj denote the monomial [νj] and set
H = {h1, . . . , hM} ⊂ C[a, b].
2. Compute a Gröbner basis JG = {f1, . . . , fU } of the ideal J = ⟨c1 − h1(a, b), . . . , cM − hM(a, b)⟩ ⊂
C[a, b, c]with respect to any elimination ordering≺(a,b). Form the Gröbner basis RG = JG∩C[c] =
{r1, . . . , rT } of R = J ∩ C[c] = ker F∗.
3. Compute,with respect to≺(a,b), the reducedGröbner basisNG of the idealN = ⟨r1, . . . , rT , g11, . . . ,
gKK , f1, . . . , fU ⟩ in C[a, b, c]. Form HG = NG ∩ C[c], the reduced Gröbner basis of N ∩ C[c].
4. For 1 ≤ k ≤ K compute g∗kk as the remainder when gkk is divided by the Gröbner basis JG of J
in C[a, b, c] (Proposition 7 of Section 7.3 of Cox et al., 1992). The computation is in C[a, b, c] but
because gkk ∈ Image(F), g∗kk ∈ C[c].
5. Compute, with respect to themonomial order onC[c] induced by the order≺(a,b) onC[a, b, c], the
unique reduced Gröbner basis (B∗K )G ofB
∗
K inC[c]. If (B∗K )G = HG then Condition (1) of Theorem 9
holds.
6. Check whether ⟨g∗11, . . . , g∗KK , r1, . . . , rT ⟩ is a radical ideal in C[c]. If so then Condition (2) in
Theorem 9 holds.
The following example from Levandovskyy et al. (2009) illustrates the method.
Example 3. Consider the family of real systems whose expression in complex form, corresponding to
(7) but using the indexing scheme of (12), is
x˙ = λx+ i(x− a−12x¯2 − a20x3 − a02xx¯2). (24)
The family of complex systems, corresponding to (8), that naturally arises when (24) is
complexified is
x˙ = λx+ i(x− a−12y2 − a20x3 − a02xy2)
y˙ = λy− i(y− b2,−1x2 − b20x2y− b02y3). (25)
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Using the algorithm from Romanovski and Robnik (2001) one can easily compute the first nine focus
quantities of (25). The first six of them, each reduced modulo the ideal generated by the previous
ones, are
g11 = 0
g22 = −i(3a20a02 − 3b20b02)
g33 = 0
g44 = −10i(216a320a2−12 + 576a220b20a2−12 + 216a20b220a2−12 − 144b320a2−12
+ 144a302b22,−1 − 216a202b02b22,−1 − 576a02b202b22,−1 − 216b302b22,−1)
g55 = −100i(−3402a220b20a312b2,−1 − 2268a20b220a3−12b2,−1 + 1134b320a3−12b2,−1
− 1134a302a−12b32,−1 + 2268a202b02a−12b32,−1 + 3402a02b202a−12b32,−1)
g66 = −10000i(10206a220b220b02a2−12 + 6804a20b320b02a2−12 − 3402b420b02a2−12
+ 3402a302b20b02b22,−1 − 6804a202b20b202b22,−1 − 10206a02b20b302b22,−1).
Using the Radical Membership Test (see above) we find that
g66 ∉
⟨g11, . . . , g55⟩ but g77, g88, g99 ∈ ⟨g11, g22, . . . , g66⟩,
which leads to the expectation that V(B6) = V(B). This equality was established in Theorem 10 of
Levandovskyy et al. (2009) using the method described just before Example 2 and employed in that
example. Thus Condition (1) of Theorem 6 holds, but calculations (e.g. with Singular) show that B6
is not a radical ideal, so that Condition (2) fails. We seek therefore to apply Theorem 9.
Ordering the variables a−12 > a20 > a02 > b20 > b02 > b2,−1 we begin by computing a Hilbert
basis ofM, obtaining the 13-element set
(100 001)
(011 000)
(000 110)
(010 010)
(001 100)
(230 000)
(000 032)
(001 022)
(220 100)
(002 012)
(210 200)
(003 002)
(200 300).
We denote the j-th element of this list by νj and let hj = [νj] ∈ C[a, b]. For example h1 = a−12b2,−1
and h6 = a2−12a320.
For the elimination ordering≺(a,b) choose lex with the ordering of the variables
a−12 > a20 > a02 > b20 > b02 > b2,−1 > c1 > · · · > c13.
Computing a Gröbner basis JG of the ideal J = ⟨c1 − h1(a, b), . . . , c13 − h13(a, b)⟩ in C[a, b, c] with
respect to ≺(a,b) and forming the Gröbner basis RG = JG ∩ C[c] of the ideal R yields a 44-element
set {r1, . . . , r44}. We then compute the reduced Gröbner basis NG, with respect to ≺(a,b), of the ideal
N = ⟨r1, . . . , r44⟩+⟨g11, . . . , g66⟩+ J inC[a, b, c] and form the reduced Gröbner basisHG = NG∩C[c]
of N ∩ C[c].
Division of each gkk, 1 ≤ k ≤ 6, by the Gröbner basis JG yields
g∗11 = 0 g∗22 = −i(−3c4 + 3c9) g∗33 = 0
g∗44 = −10i(144c5 − 216c6 − 576c7 − 216c8 − 144010 + 216c11 + 576c12 + 216c13)
g∗55 = −100i(−1134c1c5 + 2268c1c6 + 3402c1c7 + 1134c1c10 − 2268c1c11 − 3402c1c12)
g∗66 = −10000i(3402c4c5 − 6804c4c6 − 10206c4c7 − 3402c4c10 + 6804c4c11 + 10206c4c12).
When the unique reduced Gröbner basis of the ideal B∗6 is computed with respect to lex with c1 >· · · > c13 it is the same as the set of polynomials HG computed above, so we conclude that Condition
(1) of Theorem 9 holds.
Finally, computing the radical of ⟨g∗11, . . . , g∗KK , r1, . . . , rT ⟩with Singularwe find that this ideal is
radical, so that Condition (2) in Theorem 9 holds.
Since the minimal basis of B6 is clearly {g22, g44, g55, g66} we conclude by Theorem 9 that the
cyclicity of the origin of any element of family (24) with λ = 0 is at most four. The sharpness of
this bound is another question, which the theorem does not address.
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As we have seen, key steps in investigation of the center and cyclicity problems have been
effectively automated thanks to progress in computational commutative algebra, both in terms of
algorithms and technology. Even so, human ingenuity is required, for example as mentioned in the
paragraph following Theorem 6 regarding the demonstration that a full set of generators of the Bautin
ideal has been found. A discussion of some of the interesting open problems in this regard is given in
Giné (2007).
As the number of coefficients grows, for example in going from the case n = 2 in (1) (Example 2) to
the casen = 3, the problemcan easily become insuperably difficult. The focus quantities are enormous
polynomials, and one bottleneck in the process is the decomposition of the variety V(BK ).
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