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Abstract
The present work is framed within tech mining and technology forecasting fields. It proposes
an approach which combines a set of quantitative methods to completely describe an emerg-
ing technology, based on science, technology & innovation data. These methods are
scientometrics, with which a customized and clean database is generated; hierarchical cluster-
ing to generate the ontology of the technology; principal component analysis, which is used to
identify the main sub-technologies; time series analysis to quantitatively analyze the evolution
of the technology, as well as future development; and technology roadmapping to integrate all
the generated information in a single visual element. The results can be regarded as inputs for
competitive technical intelligence activities, as they provide information about the past evolu-
tion of the technology, as well as potential future fields of application. The practical application
of the approach, to BD technology, yields outcomes that allow conclusions to be drawn, such
as how competitive intelligence, query processing and internet of things sub-technologies have
been dominating the basic technology during the initial evolution, and how competitive
intelligence and data communications systems will do so in the short-term future.
Keywords: technology roadmapping, technology forecasting, time series analysis,
emerging technologies, scientometrics, big data
1. Introduction
This work aims to contribute to the fields of tech mining and technology forecasting (TF),
based on science, technology & innovation (ST&I) data, from a quantitative methodological
point of view. Tech mining aims to generate Competitive Technical Intelligence (CTI) using
bibliometric and text mining (TM) software for analyses of ST&I information resources [1].
© 2018 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative
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Meanwhile, TF can be generically defined as a prediction of the future characteristics of useful
machines, procedures, or techniques [2]. The interrelation of both fields is proved by the fact
that TF studies in companies are often called CTI [3].
Both activities (CTI and TF) are crucial for current enterprises, since they address organiza-
tional and cultural barriers to adopt and harness the potential of strategic emerging technolo-
gies. In fact, literature suggests that this is even more important for SMEs, since they are slow
adopters of technology, often purchasing long after release and regularly dealing with technol-
ogy handed down from other companies [4]. If a company, especially medium or small, does
not succeed in the early adoption of an emerging technology, it can be irremediably surpassed
by those competitors who did know how to adopt it correctly. Additionally, the TF field also
includes more social and diffuse measurements. For example, governments use national fore-
sight studies to assess the course and impact of technological change for the purposes of
effecting public policy [3], and some studies are also used as an awareness-raising tool, alerting
industrialists to opportunities emerging in S&Tor alerting researchers to the social or commer-
cial significance and potential of their work [5].
Within this framework, the importance of correctly structuring the ST&I information for a
consistent analysis of a given technology should be underscored, as it facilitates the elicitation
of meaningful implications by reducing the dimensions of original data and eliminating noise
that normally exists in multivariate data [6]. Accordingly, any attempt to understand the main
characteristics of a technology and to discover its future evolution based on ST&I data should
go through three phases: the application of scientometrics in order to structure and prepare the
data related to it; the use of TM techniques, making it possible to go beyond processing the
content of the data and transforming it into information; exploit the generated information to
forecast the future evolution of the technology by means of TF techniques.
Based on the above, the present work proposes an approach which makes use of tech mining
and TF techniques for describing an emerging technology in full. Its application to a specific
field or technology brings out information that can be regarded as inputs for CTI activities. It
provides the structure of the technology, the dominating subfields throughout its evolution
and the potential dominating concepts of short-term future. Besides, all the information is
condensed and structured in a technology roadmap (TRM), which allows a complete depiction
of the technology in a single visual item.
The work is divided as follows. Section two introduces the background of the work, paying
attention to similar efforts that can be found in literature. Section three describes the proposed
approach, going into the detail of the techniques on which is structured and their combination.
Section four is used to apply the approach to a specific technology: big data (BD). Finally, in
section five the applicability and validity of the approach is discussed and the future lines of
work are described.
2. Background
The interconnection among CTI, TF and TRM activities is identified by means of the abun-
dance of reference literature. In the 90s, Porter et al. proposed a method, called technology
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opportunities analysis (TOA), which used ST&I data and bibliometrics with the purpose of
identifying and assessing the implications of emerging scientific areas and new research
technologies [7]. Following this path, Lee and Jeong used bibliometric data, co-word analysis,
to generate a strategic diagram to be used for the analysis of the development trends of a
specific technology domain [8]. Similarly, Lee et al. proposed a new TRM methodology to
increase roadmapping effectiveness to support effective decision-making in new product and
technology planning processes. The data source was patents and the method was founded on
keyword-based product–technology maps, from which objective and quantitative information
can be derived [9].
Latest efforts in this field are focused on the integration of more complex statistical methods
and (semi)automatization proposals. In this regard, works can be found such as that proposed
by Zhang et al. [10], in which a TRM composing method is described where data inputs are
raw science textual data sources. The method seeks to identify macro-trends for R&D decision
makers and is primarily based on a clustering-based topic identification model, a multiple
science data sources integration model, and a semi-automated fuzzy set-based TRM compos-
ing model with expert aid. With similar goals, Joung and Kim propose technical keyword-
based analysis of patents to monitor emerging technologies [11]. The approach includes the
automatic selection of keywords and the identification of the relatedness among them. This
task is based on the analysis of a technical keyword-context matrix, which is obtained by
means of text-mining tools and techniques.
However, when it comes to introduce a consistent forecasting method based on ST&I data,
there is a lack of time series analysis (TSA) methods. In terms of statistical methods, the most
common approach for forecasting the future evolution of a technology based on bibliometric
data is growth curve analysis (see [12] for further discussion). When it comes to combine
scientometrics and TF, the inclusion of specific time series models is hardly encountered within
the reference literature (see for example [13, 14]). What is more, the time series commonly take
the frequency of generic items, such as patents or articles, as indicators without going down to
a lower level, such as keywords, which provide richer information about the technology or
field that is being analyzed. This kind of strategy is roughly chosen by Park and Jun [15] within
the patent analysis field. Here, time series regression and clustering techniques are combined
to construct a technological trend model of identified clusters, and that furthermore, these
clusters are described by means of top keywords.
The following section describes the proposed approach, which is based on the combination of
methods and techniques discussed here, in an attempt to identify an optimal combination of
the most representative ones.
3. Research approach
As previously stated, the present approach combines a set of methods which belong to tech
mining and technology forecasting fields. Namely:
• Scientometrics: to retrieve scientific publications related to an emerging technology and
structure a customized database of the corresponding records.
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• Text mining: to structure and clean the text of the records and to generate time series
based on the analysis of the content.
• Hierarchical clustering: to uncover the sub-technology-based structure of the technology.
• Principal component analysis (PCA): to identify the fields of greatest research activity
within the technology.
• Time series modeling and forecasting: to specify appropriate models for obtained time
series and to obtain forecasts of the short-term development of the research activity
related to the technology.
• Technology roadmapping: to merge all the information in a single visual item.
All the methods are interrelated, in the sense that the results of the application for some represent
the input for others. All the methods described below are repeated twice in the full application of
the approach. The first round analyzes the research related to the basic technology of the field
that is being studied; whereas the second round is focused on the applications of it. This fact
impacts directly on the first task, the retrieval of research publications. The data sources for this
task are multidisciplinary online databases, whose online search tools are used to perform the
query and set the required Boolean conditions. Thus, making use of a scientometrics approach,
when it comes to retrieve data related to basic technology, terms such as ‘based on…’, ‘applica-
tion of…’, ‘using…’ etc., have to be avoided; and only those research areas that are directly
related to the technology should be included in the query. Conversely, when it comes to the
applications, those terms are not restricted in the query and the research fields should be those in
which the technology is presented as an application to improve features such as performance or
efficiency. The objective fields of those publications are the title, abstract, publication date and
keywords.
The data set is then processed by means of TM in order to clean and structure it. Those records
which lack title, abstract, publication date or keywords are removed. Natural language
processing (NLP) is applied to titles and abstracts to obtain meaningful words and phrases,
and these terms are combined with the keywords in order to obtain a single list of significant
terms, sorted by frequency of appearance. This list is subsequently treated with fuzzy logic to
group all those terms which have equivalent meanings but are not written in exactly the same
way into a single term. This task falls within the text summarization field and is largely used
when it comes to condense large text data (see [16] for more discussion).
The obtained terms are the base to identify the structure of the technology research. They
represent the hot topics and, by means of clustering techniques, the relationships between
them can be identified. Thus, the application of a hierarchical clustering method to this data
will provide the vertical structure of the technology in which the main fields of research, as
well as the most important subfields, can be identified.
Once a static picture of the technology is obtained, it is time to analyze the dynamics, i.e. the
evolution. First of all, main sub-technologies have to be identified, as the evolution of the
technology as a whole will be based on the evolution of its most important sub-technologies.
To do so, PCA is applied to the list of terms generated in the previous step. PCA is a basic
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method within factor analysis, which is a statistical approach that can be used to analyze
interrelationships among a large number of variables, and to explain these variables in terms
of their common underlying dimensions (factors or components) [17]. In the present case, it
yields a number of components which are characterized by means of a vector of terms. These
terms are grouped within the same component because they appear frequently together within
the publications, and PCA identifies this fact. Thus, these components can be treated as sub-
technologies, and the terms included in them as the main topics of within those sub-
technologies (see [18] for PCA applications in text mining).
The evolution of the sub-technologies is subsequently obtained by means of time series. The
generation of these series starts by splitting the previously obtained list of significant terms
into months. This task is made possible because publication date of all the records is available
and to which record each term belongs is also known. Thus, this split produces a set of sub-
lists, each corresponding to each month of the analyzed time-range. Then a counting process is
applied to generate the time series of each sub-technology. For example, if the vector of terms
corresponding to sub-technology_1 is composed for three terms (term_1, term_2 and term_3),
and these terms occur 2, 4 and 3 times respectively in the list of terms of a specific month, the
value of the time series for that point in time is the sum of those frequencies: 9. This value is
called the frequency of related terms (FRT), and represents the y-axis of the time series. If this
counting process is repeated for all the months of the sample, a time series representing the
evolution of each sub-technology is generated. This task is of utmost importance, as the time
series is used as proxy for the intensity and trend of the activity related to a specific sub-
technology.
In order to perform a consistent analysis of the evolution and forecasting, the time series has to
be modeled. There is a range of models within the TSA field, and depending on the nature of
the series, the simplest possible model that fits the data correctly and fulfills the objectives
properly should be selected. In the case of the present work, as an initial approach, a linear
time trend model (LTTM) [19] has been selected to model the last 3 years of the series, with
which the trend of the series is consistently identified.
Finally, all the information previously generated is integrated into a TRM. The x axis is the
temporal axis, defined by the time-range of the analysis. Whereas the y axis has two main
layers: technology and application, each being completed with the information from each
round of application of the approach, as described in the first task. These two vertical layers
are in turn divided into sub-layers, which are directly the components of the first row of the
vertical structure, obtained by means of hierarchical clustering. Once we have the TRM struc-
tured, it is filled year by year with those top terms contained in the list that comes from the text
summarization task. In addition, these terms are grouped within each sub-technology, based
on the corresponding vector of terms. Finally, there is room for short-term future, which will be
completed with those terms that represent ascending sub-technologies. Logically, the ascend-
ing, maintained or decreasing nature is directly obtained from the time series modeling.
All these items are therefore integrated into a single visual element, full of information,
the TRM. By means of this, the application of the approach aims to provide a mechanism to
help experts forecast S&T developments within a specific area; or raise awareness among
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practitioners concerning the characteristics and future potential applications and develop-
ments of emerging technologies.
4. Results and discussion
In order to test the applicability of the approach, and to analyze the outcomes obtained from its
application, the whole approach was applied to a cutting edge technology, big data (BD). The
definition of BD has evolved rapidly since the term was coined, which has caused some
confusion. Gartner, Inc. gave a nice definition: “Big data is high-volume, high-velocity and/or
high-variety information assets that demand cost-effective, innovative forms of information
processing that enable enhanced insight, decision making, and process automation” (Gartner
IT Glossary (n.d.). The appearance of such a concept was driven by several facts. Among other
things, the decrease in storage costs, which dropped from $14,000,000 (1980) to approximately
$50 nowadays ($ per terabyte); the number of nodes a company might have, which have gone
from 1(1969) to 1 billion hosts; and bandwidth costs, which was approximately $1200 in 1998
to the current $5 ($per Mbps) [20]. Thus, it is accepted that BD technology falls within the fields
of computer science and mathematics, although it has been developed and applied in a myriad
of fields, as we will see in the results of the approach.
All the tasks were applied interlaced, and partial and final outcomes were obtained. First of all,
scientific publications were retrieved from the Web of Science (WOS) and Scopus databases. In
order to establish the data time-range, the authors took into account what is considered as the
“starting point” of BD technology research, a special issue of Nature on Big Data, in which it is
distinguished from information and data science [21]. However, in order to considerate only
those years in which the amount of publications was enough to analyze it from a time series
point of view, the time-range was established in the range 2012–2016. The conditions imposed
for the retrieving of the articles were based on similar works, in which was concluded that
combining title and author keywords turned out to be the most relevant indicator in identify-
ing related research on Big Data [22]. Thus, the term “Big Data” had to appear within the title
and keywords. In the case of basic technology publications, only those within computer
science and mathematics fields were allowed and those publications that contain the following
terms were excluded: overview, review, based on big data, big data based, using big data, and
big data application. A total of 6425 records were imported (WOS: 2740, SCOPUS: 3685). With
regard to retrieving publications related to the applications of the technology, which is ana-
lyzed separately, the aforementioned excluded terms were permitted (save ‘review’ and ‘over-
view’), and the allowed fields were all but computer sciences and mathematics. In this case, a
total of 6864 records were imported (WOS: 3272, SCOPUS: 3592).
All the records were imported and merged in VantagePoint software (www.thevantagepoint.
com). All the duplications and those records which lacked title, abstract, publication date or
keywords were removed, finally obtaining a cleaned database of 5334 records for basic tech-
nology and 5991 for applications. NLP was then applied to titles and abstracts with which a set
of terms was obtained. This allowed those concepts discussed within these fields to be identi-
fied. These terms were combined with those belonging to the keywords field in order to obtain
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a complete set of descriptors. At the end of the task, a list of 20,5010 terms was obtained for
basic technology and 29,573 terms for applications. These terms were processed by means of
fuzzy matching/grouping equal terms in a single item; as a result the list was reduced to 18,434
and 26,905 respectively.
Once the lists were generated, hierarchical clustering was applied to obtain the structure of the
technology. To carry out this task R software was used, as it offers various algorithms to
perform this clustering process. For the present work, Agnes package [23] with Ward cluster-
ing method was selected, which has been used in a wide range of work related to term
grouping. It should be noted that the clustering process needs a distance-matrix as an input,
and to do so it is necessary to generate the co-occurrence matrix of the terms, which is available
in VantagePoint. This matrix describes how often each term appears jointly with each of the
rest of the terms, and this is the basis for the clustering task. That obtained is directly the
ontology of BD technology, in which the vertical structure can be identified. This information
can be found in Figure 1 in the case of basic technology and Figure 2 in the case of applica-
tions. Regarding the content of the ontologies, the main difference between the structures of
both should be stressed. In the case of technology there are four clear main sub-fields, which
represent the most important areas of research in BD: distributed systems, data mining,
machine learning and privacy. Whereas in the case of application of BD, this first line is much
more varied, and eight main subfields can be found: machine learning, business intelligence,
cloud computing, distributed storage, internet of things, web-based big data and e-healthcare.
This is justified by the fact that BD is applied in countless fields. The hierarchical clustering
shows this feature by generating a first line of the ontology with multiple subfields. A further
analysis provides a deeper insight of the structure, in which various levels and more specific
fields of research can be identified.
The application of the approach follows with the identification of the main sub-technologies
and their evolution, by means of PCA analysis. This task is carried out in VantagePoint, which
contains PCA functionality. The list of terms was once again used as an input, however, in this
Figure 1. Big data technology ontology.
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Figure 2. Big data application ontology.
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Table 1. Big data basic technology top 10 components.
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case all the variables (terms) were grouped in components, and sorted by importance. Each
component is represented by a vector of terms, which identifies the underlying topic. Table 1
shows the main components of basic technology, interpreted as sub-technologies, and the top
10 terms for each. Table 2 shows the same information in the case of applications. They are
sorted by the explained variance, which means that the first contain more information about
the complete original set of variables (terms). It should be noted that in order to keep as close
as possible to the obtained quantitative results, the denomination of each component is always
the corresponding first term, except in a few cases.
As shown, in the case of technology, even though the components were obtained from the
content of publications directly related to basic technology research, topics which are actually
applications of the technology can be identified. Once again, this is due to the characteristics of
BD which, since the first research works, was already being applied to different fields. Thus,
together with basic embryonic sub-technologies, such as memory architecture and data privacy,
concepts like competitive intelligence or healthcare can be found, which are not strictly BD
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Table 2. Big data application top 10 components.
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foundational fields. As regards the components that belong to applications, logically these
represent more specific fields, even though it might be another topic, the explained variance of
each component is quite smaller than in the case of basic technology components. This means
that the information is much more diversified, as expected when it comes to analyze the appli-
cations of a technology with the characteristics of BD. Lastly, it is worth mentioning the wealth of
information contained in the vectors of each component. Consequently, by means of statistical
techniques it is possible to identify such components, all of them with a high degree of homoge-
neity, and which show related and complementary concepts for different sub-technologies.
The utility of these components goes beyond their content, as a counting process to generate the
corresponding time series - as previously described - can be applied. These series will provide
complementary information, as they show both the intensity and the trend of each component,
regarded as sub-technologies. As described in the approach’s explanation, the y-axis values are
measured in FRTs. Thus, those series with higher values represent those sub-technologies that
have dominated the evolution of the technology in a given period of time. Additionally, the
trends of the series provide meaningful information about how they have evolved throughout
the analyzed period. Moreover, the trend for the last part of the series is valuable information
allowing the future of the dominant and emerging sub-technologies to be forecast. However,
whereas analysis of the FRT values can be done directly from the series, a consistent analysis of
trends requires modeling, as this feature is not an observable component.
Figures 3 and 4 show the graphs of the top components (the complete set of values can be found in
theAppendix). Note that the disparity in the range of values of the series prevents us fromdrawing
all the graphs to the same scale. With regards to BD technology, the first analysis is centered on the
levels of the series. In terms of absolute FRTvalues, attention should be paid to those components
that have dominated the field throughout the years, which in this case are the sub-technologies of
competitive intelligence, query processing and internet of things. The terms related to these have
had a prominent presence, and therefore should be considered as key sub-technologies.
Additionally, which series started to present activity earlier in time can be analyzed. Thus,
although all of them have a similar behavior, memory architecture and data visualization can
be highlighted as those components that soon reached an important level of interest, within
their range. These components can therefore be regarded as embryonic sub-technologies,
since from the very beginning of the evolution of BD they started to have researchers and
practitioners involved in their development. The same analysis for BD applications yields
significant results. There is a clear dominant in terms of level values, social big data which,
once activated, has values much higher than the rest. This indicates that it has attracted a lot
of interest, directly related to its huge potential in a myriad of fields, ranging from marketing
to customer relationship management (CRM). In terms of early starters, visual data is again
one of those which started its activity earlier, together with processing frameworks. The
latter, from the very beginning has been a field of interest, especially when it is approached
from a benchmarking point of view, a fact confirmed by the data.
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Figure 3. Time series graphs of big data basic technology top components.
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The second part of the analysis is based on the modeling and trend identification of the series.
As mentioned, the selected model was LTTM, and it was applied to the last 3 years of the
series, since the goal was to identify the trend of the last phase of the evolution, in order to
Figure 4. Time series graphs of big data applications top components.
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project it into the future. Thus, the model form is as follows: log yt
 
¼ aþ btþ et; where yt
represents the FRT value for a given month t = 1, 2,…, 36; a is the intercept of the model, which
has no interpretation in the case of the present work; b represents the slope of the linear
regression, which can be interpreted as the monthly percentage of growth of the series; and et
represents the unexplained portion of the model, or term of error. The goodness of fit is given
by the coefficient of determinations of the model (R2), and the p value of the slope coefficient. If
the series are observed it is clear that a linear model will not produce a good R2 value,
nevertheless, it is interesting that the p value of the slope coefficient is significant, since this is
what is used as a proxy for the future projection. Table 3 shows all the mentioned information
for the complete set of time series.
As was expected, the R2 values are not high enough to consider that the model is fitting the
series tightly. The series present important variability and, logically, the linear model fails to
follow it. However, trend identification by means of the slope value is statistically significant
for all the cases at 5%. Based on these models, it is possible to analyze which sub-technologies
are expected to raise more interest, and therefore develop further than others. Focusing on
basic technology, the cases of data communication systems and healthcare should be noted,
with a monthly percentage of increase of 5.9 and 5.2% respectively. The first is centered on
issues arising from the management of communication of a huge quantity of data in the BD
environment, and is apparently involving more people in its improvement. The second case,
healthcare, has always been regarded as a promising field within BD technology, and the data
show that it will gain importance in the short-term future. This is not the case for those that
dominated the past years in terms of the series’ absolute levels, memory architecture and data
visualization, which with percentages of 3.5 and 3.9%, respectively have lost their dominance
within the technology development.
In the case of applications, analysis of the values allows further conclusions to be drawn.
Smart power grids (3.4%), internet of things (3.2%) and social big data (3.1%) are the ones
with the highest trend values. All of them are growing faster than the rest of the sub-
technologies and should be regarded as fields of great development. The case of social big
data is even more remarkable, as it has also dominated the applications in terms of absolute
Basic technology Applications
Sub-technology R2 Slope (p value) Sub-technology R2 Slope (p value)
Memory architecture
Competitive intelligence
Learning Systems
Data privacy
Query processing
Healthcare
Data communication
systems
Knowledge based
systems Internet of
things Data Visualization
0.35
0.57
0.40
0.16
0.31
0.37
0.52
0.19
0.42
0.39
0.032 (3.05e-04)
0.047 (1.08e-06)
0.042 (2.05e-05)
0.028 (8.55e-03)
0.042 (2.26e-04)
0.052 (4.87e-05)
0.059 (4.03e-07) 11
0.029 (4.14e-03)
0.049 (1.03e-05)
0.043 (3.07–05)
Internet of things
Disaster prevention
Bioinformatics
Processing frameworks
Visual data
Social big data
Smart power grids
Machine learning
Energy efficiency
Traffic control
0.25
0.10
0.12
0.13
0.10
0.27
0.31
0.17
0.10
0.23
0.032 (1.09e-03)
0.019 (3.24e-02)
0.029 (2.23e-02)
0.016 (1.94e-02)
0.013 (3.71e-02)
0.031 (6.47e-04)
0.034 (2.78e-04)
0.024 (7.27e-03)
0.019 (3.17e-02)
0.028 (3.10e-04)
Table 3. Parameter estimates and model validation of the main sub-technologies time series.
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values, thus its great importance within BD applications is expected to increase. Once
again, there are some sub-technologies that present lower increase values, such as energy
efficiency, visual data and disaster prevention; all of them with a 10% value. Accordingly,
these should be considered as fields that will gradually lose importance at the level of
development and investment. In any case there is a general conclusion, which is the fact
that the whole set of series present a positive trend value. This leads to a clear conclusion:
BD as such is still increasing its importance among researchers and practitioners. It is still
an emerging technology.
The final outcome of the approach is the TRM, in which all the previous partial results
are integrated. What is more, the structuring and content of the TRM itself is conditioned
by the partial results that have been obtained. The vertical structure is derived directly
from the first level of the ontology in the case of the technology layer. This is not the case
with the application layer, since the first line of its ontology had too many elements to
sub-divide the layer based on them. Accordingly, the layer is presented without sub-
divisions. The included terms are the most frequent terms, year by year, extracted from
the list generated by means of the NLP task. It is required that terms exceed a certain
level of frequency to be included in the TRM, and that is why more gaps appear during
the initial years. In fact, it is from year 2014 when the TRM starts to be full of information,
which coincides with the moment that the time series grew consistently. Furthermore, it is
in the last years when the diversity of terms grows significantly, and consequently, the
terms that describe more general concepts give way to others that represent more specific
fields. The terms are grouped within the main sub-technologies identified above, and
those terms that do not belong to any of these are placed loose. The vertical position of
both the sub-technologies and loose terms, in the case of the technology layer, is based on
the vertical structure of the TRM itself. Whereas for the application layer, as there is no
such sub-division, placement is done by following the structure of the technology layer, as
far as possible, to maintain a unified criterion throughout the TRM. Finally, the slope
value of the models for each sub-technology is incorporated. The set of sub-technologies
have been divided into five levels, from least to greatest slope, and have been painted
accordingly with the following colors: gray; green; blue; orange; and red. Additionally,
those with greater slopes have been extended further into the future, representing the
probability of these being dominating fields in the short-term future. Thus, a third dimen-
sion has been added through the colors.
With regard to the content, the TRM provides a good summarization of the evolution of the
technology characteristics. It can be seen how the first years show initial ideas that were
developed within the different sub-technologies. For the technology layer, foundational terms
such as distributed database systems in memory architecture and information management in
competitive intelligence can be found. As time passes, more specific fields begin to appear,
such as smart cities in internet of things and semantic web in knowledge based systems.
Together with this, those topics within the fastest growing sub-technologies can be identified,
which are candidates to have a strong presence in the short-term, such as business intelligence
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in competitive intelligence, or diagnosis in healthcare. Similar behavior can be found in the
application layer. Initially the TRM is filled with terms that refer to generalist fields, such as
industry research in internet of things, MapReduce and Hadoop in processing frameworks or
visual analytics in visual data. However, as you move forward in time, more specific ideas
start dominating the roadmap, with examples such as industry 4.0 in internet of things and
neuroimaging in bioinformatics. Finally, paying attention to emerging sub-technologies, atten-
tion should be paid to topics such as intelligent transport systems in traffic control, or senti-
ment analysis in social big data. All this information is presented in Figures 5 and 6, where the
complete TRMs can be seen.
5. Conclusions and future work
The present work proposes an approach which makes use of tech mining and TF techniques
for describing an emerging technology in full. The approach has been designed as a combina-
tion of quantitative methods through which various partial results are obtained, with which
the technology analyzed is fully described. Within these methods, the main contribution is the
idea of combining a more classical analysis based on scientometrics and common TMmethods,
such as clustering and text summarization; with less usual and more current methods such
as PCA and especially TSA. Furthermore, technology roadmapping has been introduced to
generate a final integrating element, in which all the information is aggregated. All this has
permitted a fuller description of the technology, as well as a prospective exercise. To validate
the applicability of the approach, it has been applied to BD technology, an emerging cutting
edge technology. In that application, based on scientometrics analysis to generate a clean
usable database, we have been able to apply the different methods with which the ontology
of technology has been generated (hierarchical clustering method); and the main sub-
technologies have been identified (PCA) (Figures 5 and 6).
Furthermore, a novel counting process has been presented to generate time series. These series
havemade it possible to understand the evolution of technology in detail. Additionally, they have
been used to identify which sub-technologies have dominated the field throughout the years, and
bymeans of a modeling process, which ones are expected to do so in the short-term future. It is at
this point that it has been possible to identify that certain sub-technologies, such as memory
architecture or energy efficiency, have shown limited growth in recent years, while others have
accelerated their activity, with examples like competitive intelligence and smart power grids.
The results obtained come directly from the input data of the application: scientific publica-
tions. While more sophisticated results and deeper insights can be achieved on the analyzed
technology, the aim has been to demonstrate that it is possible to generate such a powerful and
information-filled element as the TRM by means of quantitative analysis of the data. In this
sense, future lines of work should be directed towards the integration of more input data for
the approach. In following with this, there are two elements that are being considered: patents
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Figure 6. Technology roadmap of BD applications.
Figure 5. Technology roadmap of BD basic technology.
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and web pages. The first will provide information about products or highly developed appli-
cations, while the webs will be used to analyze the technology at market level, based on web
pages of enterprises that commercialize the technology. The same methods can be applied to
these data and the results can be integrated by means of new layers in the TRM.
A. Appendix
Memory
arch.
Competitive
intelligence
Learning
Systems
Data
privacy
Query
processing
Health
care
Data
comm.
syst.
Knowledge
based syst.
Internet
of
Things
Data
visual.
01/2012 1 1 1 1 1 1 1 1 1 1
02/2012 1 1 1 1 1 1 1 1 1 1
03/2012 1 2 1 1 3 1 1 1 2 1
04/2012 1 1 1 1 1 1 1 1 1 1
05/2012 1 2 1 1 3 4 1 1 2 1
06/2012 2 3 5 9 7 3 1 2 1 2
07/2012 5 5 3 2 2 4 3 2 6 5
08/2012 1 8 4 2 2 3 2 1 1 1
09/2012 1 1 1 1 1 1 1 1 1 1
10/2012 13 8 7 1 5 2 3 3 4 13
11/2012 2 2 1 2 7 2 2 2 3 2
12/2012 3 5 2 2 3 5 3 1 4 3
01/2013 1 1 1 1 1 1 2 1 1 1
02/2013 1 1 1 1 1 1 1 1 1 1
03/2013 1 7 3 4 4 2 2 2 2 1
04/2013 3 4 4 3 10 4 1 1 3 3
05/2013 1 5 13 6 7 2 5 4 9 1
06/2013 9 11 9 17 24 5 4 15 6 9
07/2013 5 4 14 5 9 3 4 4 6 5
08/2013 1 5 3 2 6 4 2 3 10 1
09/2013 6 2 1 3 4 1 1 8 2 6
10/2013 12 6 2 18 22 9 7 8 6 12
11/2013 5 2 1 6 9 2 2 9 3 5
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Memory
arch.
Competitive
intelligence
Learning
Systems
Data
privacy
Query
processing
Health
care
Data
comm.
syst.
Knowledge
based syst.
Internet
of
Things
Data
visual.
12/2013 4 6 3 12 6 4 5 5 12 4
01/2014 1 4 3 2 2 1 2 1 2 1
02/2014 1 7 5 3 2 1 1 3 1 1
03/2014 3 5 10 9 12 3 4 8 7 3
04/2014 4 5 17 6 3 1 5 3 7 4
05/2014 4 14 4 5 13 1 1 4 11 4
06/2014 7 26 23 21 31 16 9 23 13 7
07/2014 3 7 10 5 12 4 9 5 16 3
08/2014 11 23 6 18 16 21 19 6 14 11
09/2014 9 28 18 26 41 9 12 18 25 9
10/2014 7 22 17 25 16 12 11 14 15 7
11/2014 11 14 18 23 26 6 20 18 9 11
12/2014 11 20 11 22 23 7 14 5 14 11
01/2015 5 8 8 8 4 7 5 5 5 5
02/2015 1 7 7 5 5 3 5 2 4 1
03/2015 8 15 14 27 28 11 14 9 10 8
04/2015 9 14 25 11 17 7 6 3 13 9
05/2015 13 19 11 17 25 14 12 14 10 13
06/2015 13 36 43 23 46 15 19 11 26 13
07/2015 8 18 19 11 36 15 10 15 15 8
08/2015 24 53 39 11 20 16 14 22 39 24
09/2015 20 27 15 25 39 14 14 17 24 20
10/2015 7 25 35 18 33 15 24 24 30 7
11/2015 14 24 17 12 21 13 16 17 19 14
12/2015 14 41 50 25 32 24 22 9 29 14
01/2015 7 9 12 5 2 8 8 6 11 7
01/2016 6 12 11 5 7 12 8 7 10 6
02/2016 8 36 19 31 46 14 16 16 25 8
03/2016 13 31 24 10 9 10 11 16 24 13
04/2016 4 14 15 9 18 9 14 8 18 4
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Internet
of
Things
Disaster
prevention
Bio-
informatics
Processing
framework
Visual
data
Social
big
data
Smart
Pow.
grids
Machine
learning
Energy
efficiency
Traffic
control
01/2012 1 1 1 1 1 1 1 1 1 1
02/2012 1 1 1 1 1 3 1 3 1 2
03/2012 2 1 2 3 2 1 3 2 1 1
04/2012 1 1 1 3 1 1 1 1 3 1
05/2012 1 1 1 3 1 1 2 1 1 1
06/2012 1 2 1 2 2 3 3 2 5 2
07/2012 1 1 1 1 1 1 1 1 1 1
08/2012 2 1 2 1 1 1 1 2 2 1
09/2012 3 5 2 9 2 5 1 5 2 2
10/2012 1 2 1 7 2 2 1 3 4 5
11/2012 2 1 1 5 1 2 2 2 2 2
12/2012 4 3 1 16 2 7 4 6 6 3
01/2013 1 1 1 2 1 2 1 1 1 1
02/2013 1 1 1 1 1 1 4 1 1 1
03/2013 1 2 2 5 2 3 1 2 3 3
04/2013 1 4 2 3 5 5 4 4 1 2
05/2013 9 10 4 5 2 17 7 13 4 4
06/2013 7 6 3 6 3 8 3 8 8 11
Memory
arch.
Competitive
intelligence
Learning
Systems
Data
privacy
Query
processing
Health
care
Data
comm.
syst.
Knowledge
based syst.
Internet
of
Things
Data
visual.
05/2016 9 25 23 14 29 12 17 12 26 9
06/2016 14 30 36 8 23 13 28 12 18 14
07/2016 17 36 12 12 17 14 25 10 27 17
08/2016 12 36 28 13 26 10 22 13 31 12
09/2016 16 24 25 23 20 10 19 12 26 16
10/2016 9 46 26 25 43 16 39 14 35 9
11/2016 11 58 54 47 48 26 31 14 48 11
Table A1. Time series values of big data basic technology top components.
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Internet
of
Things
Disaster
prevention
Bio-
informatics
Processing
framework
Visual
data
Social
big
data
Smart
Pow.
grids
Machine
learning
Energy
efficiency
Traffic
control
07/2013 1 7 3 3 4 9 1 7 2 5
08/2013 1 1 3 7 4 6 6 7 3 5
09/2013 8 7 14 2 1 5 3 6 3 3
10/2013 2 5 2 7 3 30 2 23 6 1
11/2013 2 6 4 2 10 14 2 6 3 6
12/2013 3 4 6 8 2 5 1 4 9 7
01/2014 6 5 2 8 1 6 5 12 4 9
02/2014 6 7 3 7 1 8 5 8 4 3
03/2014 10 12 2 8 3 9 4 4 7 5
04/2014 16 13 22 30 18 19 13 16 10 20
05/2014 19 18 6 24 11 11 7 16 16 23
06/2014 23 17 24 38 12 34 24 43 17 16
07/2014 19 20 12 18 18 20 12 28 15 11
08/2014 7 6 4 11 2 13 8 15 5 11
09/2014 27 27 23 27 17 25 42 33 21 42
10/2014 23 39 8 25 14 19 15 28 12 16
11/2014 41 23 11 12 18 37 17 35 10 26
12/2014 4 9 7 19 8 10 6 12 4 19
01/2015 24 14 19 8 10 18 10 21 6 10
02/2015 8 6 15 4 1 13 7 17 13 2
03/2015 24 32 10 23 16 33 26 27 33 31
04/2015 4 6 8 8 4 34 3 22 16 8
05/2015 17 26 23 22 9 41 21 41 17 21
06/2015 27 26 7 28 15 37 17 22 23 36
07/2015 24 36 11 33 14 54 40 52 23 39
08/2015 16 8 1 24 6 12 6 14 8 10
09/2015 39 30 18 27 17 47 28 39 21 23
10/2015 37 35 28 29 18 80 32 51 30 28
11/2015 24 34 8 19 14 40 26 30 19 21
12/2015 14 22 10 14 9 39 14 37 11 23
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