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1. Introduction
Let X be a Banach space (on R or C) and T be a bounded linear operator on X . We say T is hypercyclic if there exists
x ∈ X so that {Tnx: n ∈ N} is dense in X . The general theory of hypercyclicity was initiated by Rolewicz [21] who introduced
the ﬁrst examples of hypercyclic operators in a Banach space. Rolewicz also showed that no ﬁnite-dimensional Banach space
admits a hypercyclic operator (however, one can construct a pair of linear operators that generate a hypercyclic semigroup
in the sense deﬁned in the sequel; see [19]). On the other hand, Ansari et al. [1,4,6] proved that every separable inﬁnite-
dimensional Fréchet space admits a hypercyclic operator. For a survey on the development of hypercyclicity, see [16,17].
More generally, a semigroup G of maps on a topological space X is called hypercyclic, if there exists x ∈ X so that
{g(x): g ∈ G} is dense in X . Several authors have studied hypercyclic continuous semigroups of bounded linear operators
on Banach spaces; see, for example, [8,12,13,20] and the survey article [5].
In this paper, we are interested in semigroups generated by two functions from the set of linear fractional transforma-
tions
F =
{
Ax+ B
Cx+ D : AD − BC = 0
}
. (1.1)
The set F with the operation of composition of functions is isomorphic to PSL±2 (R), the set of 2 × 2 real matrices with
determinant equal to ±1, where every matrix is identiﬁed with its negative. To see the relation with the linear dynamics,
consider the set of invertible real 2× 2 matrices
M =
{(
A B
C D
)
: AD − BC = 0
}
. (1.2)
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that Φ(M1 × M2) = Φ(M1) ◦Φ(M2), where ◦ denotes the composition of functions. Moreover, if we let π :R2\{y = 0} → R
be the map π(x, y) = x/y, we have
π ◦ M = Φ(M) ◦ π,
for every M ∈ M. Consequently, if a semigroup in M is hypercyclic then its image under Φ has dense orbits, hence our
interest in semigroups generated by functions from F . On the other hand, a single map in F has a simple dynamical
system: the orbit of every x is either periodic of order at most 2 or limiting on a ﬁxed point, possibly at inﬁnity. Therefore,
a single map in F cannot be hypercyclic, while a pair of maps can generate a hypercyclic semigroup (see [9,14] where
similar situations arise).
For f , g : I → I , let 〈 f , g〉 denote the semigroup generated by f and g . If the action of 〈 f , g〉 on I is hypercyclic, we
say ( f , g) is a hypercyclic pair. An important example of a hypercyclic pair on I = (0,∞), which is related to continued
fractions, is the pair of maps:
f (x) = x+ 1, g(x) = 1
x
.
Note that the orbit of 1 is the set of all positive rational numbers, and so it is dense in I . Other examples of hypercyclic
pairs are given by functions f (x) = ax and g(x) = bx+ c on (0,∞), where b > 1 > a and c > 0 [3,18].
In general, it is simple to construct hypercyclic semigroups of functions on an interval as Theorem 1.1 below indicates.
In the sequel, we call a function f : I → I length-decreasing, if | f ( J )| < | J | for every nonempty subinterval J ⊆ I , where | J |
means the length of the interval J . Also Im( f ) means the image of f .
Theorem 1.1. Let { f i : I → I | i ∈ Λ} be a set of length-decreasing functions on a closed ﬁnite interval I , where Λ is some (possibly
inﬁnite) index set. Suppose that for each i ∈ Λ, the global maximum and minimum values of f i on I occur at the end points of I .
Moreover, suppose that:⋃
i∈Λ
Im( f i) = I. (1.3)
Then the orbit of every x ∈ I under the action of the semigroup generated by the fi ’s, i ∈ Λ, is dense in I .
In topological dynamics of semigroup actions, besides hypercyclicity, the following notions are deﬁned (we follow the
deﬁnitions given in [7]).
Deﬁnition 1.2. Let X be a topological space and G be a semigroup acting by continuous functions on X . The action of G
on X is called
(a) topologically transitive if for every pair of nonempty open subsets U and V of X , there exists g ∈ G so that gU ∩ V = ∅;
(b) topologically k-transitive if the induced action of G on Xk (Cartesian product) is topologically transitive. Topological
2-transitivity is called weak topological mixing.
For some results concerning the topological transitivity and mixing properties of operators and semigroups see [2]
and [11].
If G acts by open continuous maps on a Baire space X , then topological transitivity implies hypercyclicity (see
Lemma 5.1). On the other hand, if there exists a dense subset W ⊆ X so that the orbit of every x ∈ W is dense in X ,
then the action is topologically transitive.
The main result of this paper is Theorem 1.3 below, which describes all topologically transitive semigroup actions that
are generated by pairs of functions in
FI =
{
f ∈ F : f (x) ∈ I, ∀x ∈ I},
where I is a proper subinterval of R. To state the theorem, we need the following deﬁnitions. A point θ ∈ I is called an
attracting ﬁxed point of f ∈ FI , if f n(x) → θ for x near θ as n → ∞, where f n means the composition of f with itself n
times. Every f ∈ FI has at most one attracting ﬁxed point that we denote by o( f ), if exists (whenever we write o( f ) it is
implied that it exists). If I is an inﬁnite interval, then we allow o( f ) = ±∞, which means f n(x) → ±∞ when x → ±∞. If
I ⊆ R is an interval, then ∂ I means the end points of I , possibly containing the symbols ∞ or −∞. Now, we are ready to
state our main theorem.
Theorem 1.3. Let f , g ∈ FI , where I is a proper closed subinterval of R. Then the orbit of a given x ∈ I\∂ I under the action of 〈 f , g〉
is dense exactly in these cases:
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i) At least one of f or g is not onto, Im( f ) ∪ Im(g) = I , and {o( f ),o(g)} = ∂ I .
ii) There exist a,b ∈ R with 0 < min{a,b} < 1 < max{a,b} and lna/ lnb /∈ Q together with a real linear fractional 1-to-1
correspondence θ : [0,∞) → I such that θ−1 ◦ f ◦ θ(x) = ax and θ−1 ◦ g ◦ θ(x) = bx.
II. Exactly one of f or g, say f , is increasing, {o( f ), g(o( f ))} = ∂ I , and one of the following holds:
i) g is not onto and Im( f ) ∪ Im(g) = I .
ii) g is onto, f is not onto, and Im( f g) ∪ Im(g f ) = I .
III. Both f and g are decreasing, {o( f g),o(g f )} = ∂ I , and one of the following holds:
i) Neither one of f or g is onto and Im( f ) ∪ Im(g) = I .
ii) Exactly one of f or g is onto and Im( f g) ∪ Im(g f ) = I .
See also Theorem 6.1 for a different but equivalent formulation of Theorem 1.3. According to Theorem 1.3, if one orbit is
dense, then all of the orbits are dense (except possibly the orbits of the boundary points). Hence, if I is a proper subinterval,
the semigroup action generated by a pair of maps in FI is topologically transitive if and only if it is hypercyclic. However,
hypercyclicity does not imply topological transitivity for semigroup actions generated by pairs of aﬃne maps on R (see
Theorems 5.4 and 5.6).
This is how this paper is organized. We divide the proof of Theorem 1.3 into three sections based on the monotonicity
types of f and g . In Section 2, we prove Theorem 1.1 and case I of Theorem 1.3. The other two cases will be considered
in Sections 3 and 4 respectively. In Section 5, we study the topological k-transitivity of the semigroup action generated by
a pair f , g ∈ FI . We prove that this action is never weakly topologically mixing if I is a proper subinterval (see Proposi-
tion 5.2). We also characterize all aﬃne pairs in FR whose generated semigroup action is weakly topologically mixing (see
Theorem 5.4). Finally, in Section 6 we state some open questions.
2. Case I: both functions increasing
In this section we present the proof of Theorem 1.1 and case I of Theorem 1.3.
Proof of Theorem 1.1. Let Ωx denote the closure of the orbit of a given x ∈ I = [a,b]. The proof is by contradiction, and so
suppose Ωx = I for some x ∈ I . We ﬁrst show that a,b ∈ Ωx . Let i, j ∈ Λ be such that a ∈ Im( f i) and b ∈ Im( f j). Since the
maximum and minimum values of f i and f j are assumed to occur at the end points, there are four cases:
Case 1. Suppose f i(a) = a and f j(b) = b. In this case f ni (x) → a and f nj (x) → b, since f i and f j are length-decreasing,
and so a,b ∈ Ωx .
Case 2. Suppose f i(b) = a and f j(b) = b. As in the previous case, f nj (x) → b which implies that b ∈ Ωx . But then a =
f i(b) ∈ Ωx as well.
Case 3. Suppose f i(a) = a and f j(a) = b. This case is similar to case 2.
Case 4. Suppose f i(b) = a and f j(a) = b. Then both f i ◦ f j and f j ◦ f i are length-decreasing, f i ◦ f j(a) = a, and f j ◦
f i(b) = b. It follows from case 1 that a,b ∈ Ωx .
Next, we let A be a maximum-length interval in (a,b)\Ωx , which exists since I is ﬁnite. We have proved so far that
a,b ∈ Ωx , and so f i(a), f i(b) ∈ Ωx for all i ∈ Λ. In particular, A ⊆ Im( f i) for some i ∈ Λ. Let B be a maximal interval in the
open set f −1i (A). Clearly B ⊆ (a,b)\Ωx . On the other hand |B| > |A| by our assumption that f i is length-decreasing. This
contradicts the deﬁnition of A, and so Ωx = I . 
In the following lemma, we ﬁnd all hypercyclic (equivalently topologically transitive) pairs of aﬃne maps on [0,∞).
Lemma 2.1. Let f (x) = ax and g(x) = bx+ c, where a,b, c  0. Then the orbit of a given x > 0 under the action of 〈 f , g〉 is dense in
[0,∞) if and only if one of the following occurs:
i) c > 0 and 0 < a < 1 b.
ii) c = 0 < min{a,b} < 1 < max{a,b}, and lna/ lnb is irrational.
Proof. We prove the lemma in the case
f (x) = ax, g(x) = x+ 1,
with a ∈ (0,1), and refer to [3,18] for other cases. We show that the orbit of 0 is dense in (0,∞) (since 0 belongs to
the orbit of every x, this implies that every orbit is dense). The orbit of 0 contains numbers of the form
∑k
i=0 niai with
ni,k ∈ N ∪ {0}. For any x ∈ (0,∞), we inductively deﬁne a sequence {ni}∞i=0 so that
∑k
i=0 niai converges to x as k → ∞. Let
n0 = x be the largest integer less than or equal to x. Suppose we have deﬁned n0, . . . ,nk , with k 0 so that
0 x−
k∑
nia
i < ak. (2.1)i=0
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inductive deﬁnition of the sequence {ni}∞i=0. The inequality (2.1) then implies the convergence
∑∞
i=0 niai = x, which means
that every x 0 belongs to the closure of the orbit of 0. 
Remark 2.2. From now on, for simplicity, we only work with the interval I = [0,1] and write F for F[0,1] . For any other
interval J , there is a one-to-one correspondence θˆ :F J → F[0,1] deﬁned by
θˆ ( f ) = θ ◦ f ◦ θ−1, (2.2)
so that θˆ maps dense orbits to dense orbits and attracting ﬁxed points to attracting ﬁxed points. Here, we set θ(x) = (x −
a)/(b−a) if J = [a,b]. If J = [a,∞) we let θ(x) = 1/(x−a+1), and if J = (−∞,b] we let θ(x) = 1/(−x+b+1). In general,
if θ : J → I is a 1-to-1 and onto linear fractional map, we call the transformation ( f , g, J ) → (θ ◦ f ◦ θ−1, θ ◦ g ◦ θ−1, I)
a conjugation with respect to θ . The statements of Theorem 1.3 are invariant under conjugations with respect to linear
fractional maps, and we shall make use of this fact often.
The following lemma is the key to the proof of case I of Theorem 1.3. In the sequel, by 〈R, T 〉, we mean the semigroup
of functions generated by R and T . Every element f ∈ 〈R, T 〉 is a word in R and T , where R and T appear a certain number
of times in the expression of f . Throughout this section, R and T are given by
R(x) = (ab − c)x+ c
(ab − a − c)x+ a + c , T (x) =
x
x+ a , (2.3)
for some a,b, c ∈ R.
Lemma 2.3. Suppose a,b > 1 c > 0 and that
ab − a − c  0. (2.4)
Let f ∈ 〈R, T 〉 so that the number of appearances of R and T in f are, respectively, m and n. Suppose f = RgT k so that g is the empty
word or a word that does not end in T , and k 0. Then there exist u, v ∈ R so that
u + akbm−1 + cak−1bm−1  0; bm + u  0; v  0, (2.5)
and
f ′(x) = a
nbm
((bm + u)x+ v + cak−1bm−1)2 . (2.6)
Proof. The proof is by induction on the length of the word f . The base of the induction is the case f = R with m = 1,
n = 0, and k = 0, for which we have
R ′(x) = b
((b − 1− a−1c)x+ 1+ a−1c)2 .
The conditions in (2.5) then follow from (2.4). Suppose the assertion in the lemma is true for the word f = RgT k . We then
prove the assertion for F = f R and G = f T . A simple calculation shows that
F ′(x) = f ′(R(x))R ′(x)
= a
nbm
((bm + u)R(x) + v + cak−1bm−1)2 ×
a2b
((ab − a − c)x+ a + c)2
= a
nbm+1
((bm+1 + U )x+ V + ca−1bm)2 ,
where aV = cu + (a + c)(v + cak−1bm−1) c(u + akbm−1 + cak−1bm−1) 0, and
aU = −cbm + (ab − c)u + (ab − a − c)v + cakbm − cakbm−1 − c2ak−1bm−1
−cbm − (ab − c)(akbm−1 + cak−1bm−1)+ cakbm − cakbm−1 − c2ak−1bm−1
−cbm − ak+1bm −a(akbm + cak−1bm),
which implies that U + akbm + cak−1bm  0. This completes the inductive step for F = f R . For G = f T , we have
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= a
nbm
((bm + u)T (x) + v + cak−1bm−1)2 ×
a
(x+ a)2
= a
n+1bm
((bm + U )x+ V + cakbm−1)2 .
In this case, clearly U + bm  0 and V  0. Finally, in this case:
U + ak+1bm−1 + cakbm−1 = u + v + cak−1bm−1 + ak+1bm−1 + cakbm−1  0.
This completes the inductive step for G = f T , and the lemma follows. 
Proposition 2.4. Let a,b  1 c  0. Moreover, suppose b > 1 if c = 0. Let R and T be maps deﬁned by (2.3). Then the orbit of any
x ∈ (0,1] is dense in [0,1] under the action of the semigroup generated by R and T .
Proof. First, we consider the case c = 0 (hence b > 1), where the maps R and T are
R(x) = bx
(b − 1)x+ 1 , T (x) =
x
x+ a .
Let φ : (0,1) → (0,∞) be the following real linear fractional map:
φ(x) = 1− x
ax
. (2.7)
Then
φ ◦ R ◦ φ−1(x) = x
b
, φ ◦ T ◦ φ−1(x) = ax+ 1.
By Lemma 2.1, the orbit of any x ∈ [0,∞) is dense under the action of 〈x/b,ax + 1〉. We conclude that the orbit of any
x ∈ (0,1] is dense under the action of 〈R, T 〉 on [0,1].
In the remainder of the proof, we assume c > 0. Since Tn(x) → 0 for all x ∈ (0,1] as n → ∞, we only need to show
that the orbit of 0 is dense. Let Ω be the orbit of 0 in [0,1]. The proof is by contradiction, and so suppose Ω = [0,1].
Let A be a maximum-length interval in (0,1)\Ω . Since Rn(0) → 1 as n → ∞, we have 1 ∈ Ω and 1/(a + 1) = T (1) ∈ Ω . It
follows that either A ⊆ (0,1/(a+1)) or A ⊆ (1/(a+1),1). If A ⊆ (0,1/(a+1)), then T−1(A) ⊆ (0,1)\Ω and |T−1(A)| > |A|,
since |T ′(x)| < 1 for all x ∈ (0,1]. This contradicts our choice of A. Thus, suppose that A ⊆ (1/(a + 1),1) ⊆ Im(R) and let
A1 = R−1(A) ⊆ (0,1)\Ω . Now, we divide the proof into three cases.
Case 1. Suppose that ab − a − c  0. Then |R ′(x)| 1/b for all x ∈ [0,1]. It follows that
|A| < max
x∈[0,1]
∣∣R ′(x)∣∣× |A1| 1
b
|A1| |A1|,
which is a contradiction, and so in this case the proposition holds.
Case 2. Suppose that ab − a − c > 0 (hence b > 1) and a > 1. There exist sequences of nonnegative integers {αi}∞i=1 and
{βi}∞i=1, αi + βi > 0 for all i  1, so that for each n there exists An ⊆ (0,1)\Ω with
A = Rα1 T β1 · · · Rαn T βn (An).
This follows by induction from the fact that every C ⊆ (0,1)\Ω is included in the image of R or T . Now, from Lemma 2.3,
we have
1 |A||An|  maxx∈[0,1]
(
Rα1 T β1 · · · Rαn T βn)′(x)
 c−2a2+
∑n
1 βi−βnb2−
∑n
1 αi . (2.8)
It follows that
2(1− loga c) +
n∑
i=1
βi − βn  (loga b)
(
n∑
i=1
αi − 2
)
. (2.9)
On the other hand,
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(
Rα1 T β1 · · · Rαn T βn)′(x)

(
max R ′(x)
)∑n
1 αi
(
max T ′(x)
)∑n
1 βi

(
a2b
(a + c)2
)∑n
1 αi
(
1
a
)∑n
1 βi
,
which implies that
loga
(
a2b
(a + c)2
) n∑
i=1
αi 
n∑
i=1
βi . (2.10)
Now, inequalities (2.9) and (2.10) imply that
loga b lim infn→∞
∑n
i=1 βi∑n
i=1 αi
 limsup
n→∞
∑n
i=1 βi∑n
i=1 αi
 loga
(
a2b
(a + c)2
)
,
which is a contradiction, since b > a2b/(a + c)2 (recall that c > 0 in this case).
Case 3. Suppose that ab−a− c > 0 but a = 1. Inequality (2.8) implies that ∑∞i=1 αi is ﬁnite, i.e. αi = 0 for i large enough.
In particular there is a word h so that for each k  1 there exists an open interval Sk ⊆ (0,1)\Ω with A = hTk(Sk). Since
T (Sk) ⊆ (0,1/2) on which the maximum of T ′(x) is 4/9, it follows that
|A| max
x∈[0,1]h
′(x) ×
(
4
9
)k−1
× |Sk| → 0,
as k → ∞. This is a contradiction, and the proof of Proposition 2.4 is completed. 
Case I of Theorem 1.3 follows form the following proposition.
Proposition 2.5. Let f , g ∈ F be both increasing. Then the orbit of a given x ∈ (0,1) is dense in [0,1] if and only if one of the following
occurs:
i) At least one of f or g is not onto and
Im( f ) ∪ Im(g) = [0,1] and {o( f ),o(g)}= {0,1}.
ii) Or f (x) = ax/((a − 1)x+ 1) and g(x) = bx/((b − 1)x+ 1), where 0 < min{a,b} < 1 < max{a,b} and lna/ lnb is irrational.
Proof. i) Without loss of generality, suppose that o( f ) = 0 and o(g) = 1 and that f is not onto, while g may be onto (if f
is onto and g is not, then by the change of variable x → 1 − x, we have a pair ( fˆ , gˆ) so that o( fˆ ) = 1, o(gˆ) = 0, and gˆ is
not onto. Then one would replace f by gˆ and g by fˆ , and go on with the proof).
By using the conjugation with respect to θ : [0,1] → [0,1] given by
θ(x) = x
ux+ 1− u , (2.11)
for some u, we can assume that f (x) = x/(x + a) for some a ∈ R. Since o( f ) = 0, we have a  1. Now let g(x) = (Ax +
B)/(Cx+ D), where A + B = C + D and D > B  0. Since o(g) = 1, we must have g′(1) 1 which gives B + C  0. Next, we
set
b = A + B
D − B , c =
aB
D − B . (2.12)
The claim then follows from Proposition 2.4 where f and g are given by R and T in (2.3).
ii) The conjugation with respect to θ(x) = 1/x− 1 transforms the two maps to fˆ (x) = x/a and gˆ(x) = x/b on the interval
(0,∞). Then part (ii) follows from Lemma 2.1.
Proof of the converse. Suppose Ωx0 is dense in [0,1] for some x0. We show that either (i) or (ii) holds. Since Im(h) ⊆
Im( f ) ∪ Im(g) for every h ∈ 〈 f , g〉, we must have Im( f ) ∪ Im(g) = [0,1]. If f and g are both onto, then by the conjugation
given in part (ii) above and Lemma 2.1, the conditions in part (ii) of the proposition must hold (note that the only increasing,
one-to-one, and onto linear fractional maps on (0,∞) are maps of the form h(x) = kx, k > 0).
Next, suppose that neither one of f or g is onto. Without loss of generality, suppose f (0) = 0 and g(1) = 1. If o( f ) = 0,
then f (x)  x for x near 0. In particular, there would not exist any x ∈ Ωx0 with 0 < x < min{x0, g(0)}. It follows that
o( f ) = 0; similarly one proves that o(g) = 1, and so (i) holds.
Finally, suppose f is onto, and so o( f ) = 0 or o( f ) = 1. Without loss of generality, suppose that o( f ) = 0 (otherwise, we
can use the change of variable x → 1 − x to arrive at this assumption). Then o(g) = 1, otherwise there is no x ∈ Ωx0 with
max{x0, g(x0)} < x < 1. This completes the proof of Proposition 2.5. 
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The proof of case II of Theorem 1.3 is more technical. Through a pair of lemmas, we ﬁrst prove that there are sequences of
positive integers {αi}∞i=1 and positive odd integers {βi}∞i=1 so that for each k 1 the maximum-length interval A ⊆ (0,1)\Ω ,
if exists, can be written as
A = T β Rα1 T β1 Rα2 T β2 · · · Rαk T βk (Ak), (3.1)
where β ∈ {0,1} and Ak ⊆ (0,1)\Ω . Here and throughout this section, Ω denotes the orbit of 0. We begin with a lemma
that gives upper bounds on the derivatives of some special elements in the semigroup generated by R and T , where R
and T throughout this section are given by
R(x) = ax
(−ab + a + c)x+ ab , T (x) =
a
x+ a , (3.2)
for some a,b, c ∈ R.
Lemma 3.1. Let a,b, c > 0. Let R and T be deﬁned by (3.2), and let
f = Rα1 T β1 Rα2 T β2 · · · Rαk T βk , (3.3)
where αi, βi > 0 and βi is odd for all i  k. Moreover, let
s =
⌊
k
2
⌋
, M =
s∑
i=0
α2i+1, N =
s∑
i=1
α2i . (3.4)
If k is even, then there exist u, v ∈ R and K , L ∈ N with
u, v  0; K max{M,N}; L  N, (3.5)
so that
f ′(x) = a
kbM+N
((cas−1bK + asbN + u)x+ v + asbM + c2as−1bL−1)2 . (3.6)
If k 3 is odd, then there exist u, v  0 and K , L  N so that
f ′(x) = −a
kbM+N
((asbM + c2as−1bL + u)x+ v + as+1bN + casbK )2 . (3.7)
Proof. We prove (3.6) by induction on s. A simple induction shows that for a positive integer m and odd integer n, there
exist γ , δ,μ,λ 0 so that
RmTn(x) = a + γ + δx
a + cbm−1 + bmx+ μ + λx (3.8)
and (
RmTn
)′
(x) = −ab
m
(a + cbm−1 + bmx+ μ + λx)2 . (3.9)
For k = 2 and h = Rα1 T β1 Rα2 T β2 , it follows that:
h(x) = ab
α2x+ cabα2−1 + C1 + C2x
(cbα1+α2−1 + abα2 + u)x+ v + abα1 + c2bα1+α2−2 , (3.10)
where C1,C2,u, v  0, and
h′(x) = a
2bα1+α2
((cbα1+α2−1 + abα2 + u)x+ v + abα1 + c2bα1+α2−2)2 , (3.11)
which is of the form (3.6) with K = α1 + α2 − 1 max{α1,α2} and L = α1 + α2 − 1  α2. Next, suppose (3.6) holds for
k = 2s and f given by (3.3). Let g = f h, where h = Rαk+1 T βk+1 Rαk+2 T βk+2 , and βk+1 and βk+2 are odd. From (3.6), (3.10),
and (3.11), we have
g′(x) = f ′(h(x)) ∗ h′(x)
= a
kbM+Nh′(x)
((cas−1bK + asbN + u)h(x) + (v + asbM + c2as−1bL−1))2
= a
k+2bM ′+N ′
2
,(Px+ Q )
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P = casbK+αk+2 + as+1bN+αk+2 + casbM+αk+1+αk+2−1 + U
 casbK ′ + as+1bN ′ + U ,
where K ′ = max{K + αk+2,M + αk+1 + αk+2 − 1}max{M ′,N ′}. Moreover, there exists V  0 so that:
Q = (cas−1bK + asbN + u)cabαk+2−1 + as+1bM+αk+1 + V
 c2asbL′−1 + as+1bM ′ ,
where L′ = K + αk+2  N ′ . It follows that (3.6) holds for g . This completes the inductive step, and (3.6) follows. The proof
of (3.7) is similar. 
The next two lemmas show that a maximum-length interval in (0,1)\Ω , if it exists, can be written as in (3.1).
Lemma 3.2. Suppose a,b, c > 0 and c  a/(a + c). Then for any interval A ⊆ (0,1)\Ω there exists a sequence {αi}∞i=1 of positive
integers and β ∈ {0,1} so that for each n 1 there exists An ⊆ (0,1)\Ω with
A = T β Rα1 T Rα2 T · · · Rαn T (An). (3.12)
Proof. Since a/(a + c) = RT (0) ∈ Ω , we have either A ⊆ (a/(a + c),1) or A ⊆ (0,a/(a + c)). First suppose that A ⊆
(0,a/(a + c)). We set β = 0 and choose the largest integer α1 so that B1 = R−α1 (A) ⊆ [0,1]. Such a choice of α1 is pos-
sible, since Rn(x) → 0 uniformly for x ∈ [0,1] as n → ∞. In particular B1 is not included in Im(R) = [0,a/(a + c)]. On the
other hand, B1 ⊆ (0,1)\Ω , and so B1 does not contain the point a/(a + c). It follows that B1 ⊆ (a/(a + c),1) ⊆ Im(T ).
Then we let A1 = T−1(B1) ⊆ (0, c) ⊆ (0,a/(a + c)). One can repeat this argument and obtain the sequence αi . The case of
A ⊆ (a/(a + c),1) is similar but β = 1 in this case. 
Lemma 3.3. Suppose that a,b, c > 0 and c  a/(a+ c). Then for any interval A ⊆ (0,a/(a+ c))\Ω there exists a sequence {αi}∞i=1 of
positive integers and a sequence {βi}∞i=1 of positive odd integers so that for each n 1 there exists An ⊆ (0,a/(a + c))\Ω with
A = Rα1 T β1 Rα2 T β2 · · · Rαn T βn (An). (3.13)
Proof. We construct the sequences {αi}∞i=1 and {βi}∞i=1 inductively. Let α1 > 0 be the largest integer so that B1 = R−α1 (A) ⊆[0,1]. Such α1 exists, since A ⊆ Im(R) and Rn(x) → 0 uniformly for x ∈ [0,1]. By our choice of α1, we have B1 ⊆ (a/(a +
c),1) ⊆ Im(T ) (see the proof of Lemma 3.2). Now, choose β1 to be the largest integer so that A1 = T−β1 (B1) ⊆ [0,1]. In
particular A1 is not included in Im(T ) = [a/(a+1),1]. Since A1 ∩Ω = ∅, the interval A1 does not include limn→∞ T Rn(0) =
a/(a + 1). It follows that A1 ⊆ [0,a/(a + 1)] ⊆ Im(R), and so A = Rα1 T β1 (A1) for A1 ⊆ (0,a/(a + c)).
Now suppose we have constructed the sequences {αi}k−1i=1 of positive integers and {βi}k−1i=1 of positive odd integers, k 2,
so that A = Fk−1(Ak−1), where Fk−1 = Rα1 T β1 · · · Rαk−1 T βk−1 = gT βk−1 and Ak−1 ⊆ (0,a/(a + c))\Ω . Choose αk to be the
largest integer such that Bk = R−αk (Ak−1) ⊆ [0,1]. Similar to the base case, by our choice of αk , we have Bk ⊆ Im(T ). Then,
we choose βk to be the largest integer such that Ak = T−βk (Bk) ⊆ [0,1]. It follows that A = Fk(Ak), and by our choice of βk ,
we have Ak ⊆ (0,a/(a + c))\Ω .
It is left to show that βk is odd for k 1. On the contrary, suppose that βk is even for some k 1 and that βi is odd for
all i < k. Set βk = 2l + 2 and Fk = f T so that Lemma 3.1 is applicable to f . Since A = F (Ak) and |A| |Ak| (by our choice
of A), we have
max
x∈[0,1]
∣∣( f T )′(x)∣∣ 1. (3.14)
Suppose ﬁrst that k is even. By Lemma 3.1, for any x ∈ [0,1]:
∣∣( f T )′(x)∣∣= |akbM+N T ′(x)|
((cas−1bK + asbN + u)T (x) + v + asbM + c2as−1bL−1)2
 a
k+1bM+N
(casbK + as+1bN + as+1bM + c2asbL−1)2
 a
k+1bM+N
(casbK + as+1bmax{M,N})2
 a
2
 c < 1,(c + a) c + a
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have
∣∣( f T )′(x)∣∣= |akbM+N T ′(x)|
((asbM + c2as−1bL + u)T (x) + v + as+1bN + casbK )2
 a
k+1bM+N
(as+1bM + c2asbL + cas+1bK )2 . (3.15)
There are two cases:
Case 1. Suppose M  N . Then continuing from (3.15):
∣∣( f T )′(x)∣∣< ak+1bM+N
(as+1bM)2
 bN−M  1,
which contradicts (3.14).
Case 2. Suppose N  M . Again continuing from (3.15), we have
∣∣( f T )′(x)∣∣< ak+1bM+N
(c2asbL + cas+1bK )2 
a2
(c2 + ca)2 
1
c2
(
a
(c + a)2
)2
 1,
contradicting (3.14). In either case of k odd or even, we have proved that βk is odd. The proof of the lemma is now
complete. 
Proposition 3.4. Let b  1  c  0 and a > 0. Moreover, suppose that b > 1 if c = 0. Let R and T be maps given by (3.2). Then the
orbit of any x ∈ [0,1] is dense in [0,1] under the action of the semigroup generated by R and T .
Proof. Since 0,1 ∈ Ωx for any x ∈ [0,1], we only need to show that the orbit of 0, denoted by Ω , is dense. On the contrary,
suppose Ω is not dense in [0,1]. We ﬁrst show that Ω is not dense in [0,a/(a+c)] either (we need to prove this in order to
be able to use Lemma 3.3). To see this more carefully, suppose J = [0,a/(a+c)] ⊆ Ω . Then T ( J ) = [1/(a+c+1),1] ⊆ Ω . Let
w  a/(a+ c) be the maximum and v  1/(a+ c + 1) be the minimum possible numbers such that U = [0,w] ∪ [v,1] ⊆ Ω .
By applying R and T to U , we conclude that [0, T (v)] ∪ [T (w),1] ⊆ Ω which implies that T (v) w and T (w) v (by the
deﬁnitions of w and v). It follows that a/(w + a) v and a/(v + a)  w , and consequently w  v , i.e. Ω = [0,1]. This is
a contradiction, since we have assumed that Ω is not dense in [0,1].
We can now use Lemmas 3.2 and 3.3 (in the case of c > 0) to obtain a sequence of positive integers {αi}∞i=1 and a
sequence of positive odd integers {βi}∞i=1 so that:
Λk = max
x∈[0,1]
∣∣(T β Rα1 T β1 · · · Rαk T βk)′(x)∣∣ 1, (3.16)
for all k  1, where β ∈ {0,1}. If b = 1, then (3.6) and (3.16) are in direct contradiction for any even value of k, since the
denominator in (3.6) contains asbM = as while the numerator is akbM+N = ak , and so f ′(x) < 1. Thus, suppose b > 1 in the
remainder of the proof. Let u =max{1,1/√a } and note that max |(T β)′(x)| u2 for β ∈ {0,1}. Then for k = 2s, we conclude
from (3.11) that
Λ2s  u2
s∏
i=1
max
∣∣(Rα2i−1 T β2i−1 Rα2i T β2i )′(x)∣∣
 u2
s∏
i=1
bα2i−α2i−1
(1+ (c2/a)bα2i−2)2 .
Let M =∑si=1 α2i−1 and N =∑si=1 α2i . Then:
ub(N−M)/2 
s∏
i=1
(
1+ c
2
ab2
bα2i
)
 1+ c
2
ab2
s∑
i=1
bα2i . (3.17)
We conclude that N − M → ∞ as s → ∞. Repeating this analysis for k = 2s + 1 yields
Λ2s+1  u2 max
∣∣(Rα1 T )′(x)∣∣ s∏
i=1
max
∣∣(Rα2i T β2i Rα2i+1 T β2i+1)′(x)∣∣
 u
2abα1
(a + cbα1−1)2
s∏ bα2i+1−α2i
(1+ (c2/a)bα2i+1−2)2 .
i=1
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ub(α2s+1+M−N)/2  a1/2
s∏
i=1
(
1+ c
2
ab2
bα2i+1
)

(
c2√
ab2
) s∑
i=1
bα2i+1 . (3.18)
In particular, we should have α2s+1 → ∞ as s → ∞. On the other hand, the same inequality (3.18) implies that
bα2s+1/2 
(
c2
u
√
ab2
)
bα2s+1 ,
which implies that α2s+1 is bounded. This is a contradiction, and so we have proved the proposition in the case of c > 0.
Next, suppose c = 0. Choose n large enough so that
θ = −a +
√
a2 + 4abn
2bn
= 2a
a + √a2 + 4abn <
1
b
,
where θ is the positive ﬁxed point of RnT . It follows that (RnT )(1)  R(θ). It is then readily checked that the pair
(R, (RnT )2) satisﬁes all of the conditions of Proposition 2.4 on the interval [0, θ], and so the orbits of 〈R, (RnT )2〉 are
dense on [0, θ]. Since RnT [0, θ] = [θ,1], it follows that Ω is dense in [0,1]. This completes the proof of the proposition. 
Case II of Theorem 1.3 follows from the proposition below.
Proposition 3.5. Let f , g ∈ F so that f is increasing and g is decreasing. Then the orbit of a given x ∈ [0,1] is dense in [0,1] if and
only if {o( f ), g(o( f ))} = {0,1} and one of the following occurs:
i) g is not onto and Im( f ) ∪ Im(g) = [0,1].
ii) g is onto, f is not onto, and Im( f g) ∪ Im(g f ) = [0,1].
Proof. Proof of part (i) and its converse is straightforward and follows from Proposition 3.4. For part (ii), note that the pair
( f , g f g) satisﬁes the conditions of Proposition 2.5, since o(g f g) = 1− o( f ), and so {o( f ),o(g f g)} = {0,1}.
To prove the converse of (ii), suppose g is onto, f is not onto, and the orbit of some x0 ∈ [0,1] is dense in [0,1]. We
will show that Im( f ) ∪ Im(g f ) = [0,1] and o( f ) ∈ {0,1}. We ﬁrst show that f (0) = 0 or f (1) = 1. Otherwise, the orbit
of x0 is contained in the interval [minU ,maxU ], where U = { f (0), f (1), x0, g f (0), g f (1), g(x0)} and so it cannot be dense.
Without loss of generality, suppose f (0) = 0 (otherwise, we can use the change of variable x → 1 − x to arrive at this
assumption). Next, we have o( f ) = 0, otherwise f (x)  x for all x and so the orbit of x0 would not contain any x with
0 < x < min{x0, g(x0)}. It is left to show that Im( f ) ∪ Im(g f ) = [0,1]. For every  > 0, there should exist an element of the
orbit of x0 which is contained in the interval ( f (1), f (1)+). Let w be a word in f and g such that w(x0) ∈ ( f (1), f (1)+).
Clearly w = gw1 for some word w1. By making  smaller, we can assume w1 is not the empty word. Since g2(x) = x for
all x ∈ [0,1], we should have w1 = f w2 and so w = g f w2 for some word w2. In particular Im(g f ) ∩ ( f (1), f (1) + ) = ∅
for all positive  small enough. It follows that g f (1) f (1), which implies that Im( f ) ∪ Im(g f ) = [0,1].
Finally, we show that if an orbit Ωx0 is dense, then f and g cannot be both onto. If f and g are both onto, then g
2(x) = x
and f g(x) = g f (x) for all x ∈ [0,1]. It follows that the elements of 〈 f , g〉 are g , f m , and f mg for m  1. In particular, the
only accumulation points of the orbit Ωx0 are 0 and 1, and so Ωx0 cannot be dense. 
4. Case III: both functions decreasing
In this section, we consider case III of Theorem 1.3, where both f , g ∈ F are decreasing. The following lemma gives
upper bounds on the derivatives of some special elements in 〈R, T 〉, where R and T throughout this section are given by
R(x) = a(1− x)
(b − a − c)x+ a + c , T (x) =
a
x+ a , (4.1)
for some a,b, c ∈ R.
Lemma 4.1. If m+ n is even, then
max
x∈[0,1]
∣∣(RmT RnT )′(x)∣∣max{ 1
(1+ a)2 ,
1
(b + c)2
}
. (4.2)
If m+ n is odd, then
max
x∈[0,1]
∣∣(RmT RnT )′(x)∣∣ ab
(ab + bc)2 . (4.3)
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RmT (x) = a + γ + λx
(a + c + x+ v + ux)2 ,
(
RmT
)′
(x) = a
(a + c + x+ v + ux)2 .
And if m is odd, then there exist γ ,λ,u, v  0 such that
RmT (x) = c + x+ γ + λx
b + c + x+ v + ux ,
(
RmT
)′
(x) = b
(b + c + x+ v + ux)2 .
Now suppose both m and n are even. It follows from these equations and some algebraic simpliﬁcations that (RmT RnT )′(x)
1/(1+ a)2, while if m and n are both odd, we have (RmT RnT )′(x) 1/(b + c)2. The inequality (4.3) follows similarly. 
Proposition 4.2. Let a > 0 and b  1 c  0. Moreover, suppose that ab  1 if c = 0. Let R and T be the maps given by (4.1). Then
the orbit of any x ∈ [0,1] is dense in [0,1] under the action of the semigroup generated by R and T .
Proof. Consider the pair (RT , T ). We see that RT (0) = 0 and RT (1) = a/(a + ab + c). If RT (1)  T (1), or equivalently
ab + c  1, then the claim follows from Proposition 3.4 applied to the pair (RT , T ). Thus, for the rest of the proof, we
assume that ab + c > 1 and c > 0. In particular, we have
ab
(ab + c)2 <
ab
(ab + c)  1. (4.4)
We divide the proof into two cases:
Case 1. Suppose c  a/(a + c). Let A be a maximum-length interval in (0,1)\Ω , where Ω is the orbit of 0. The same
argument presented in the proof of Lemma 3.2 shows that there exist β ∈ {0,1} and a sequence {αi}∞i=1 such that for each
k 1 there exists Ak ⊆ (0,1)\Ω with A = T β Rα1 T Rα2 T · · · Rαk T (Ak). Now, let
δ = max
{
1
(1+ a)2 ,
1
(b + c)2 ,
ab
(ab + c)2
}
< 1.
The fact that δ < 1 follows from the conditions a, c > 0, b 1, and (4.4). Now, Lemma 4.1 implies that for k large enough:
max
∣∣(T β Rα1 T β Rα2 T · · · Rαk T )′(x)∣∣max{1,1/a} · δk < 1,
which is in contradiction with A being a maximum-length interval in (0,1)\Ω .
Case 2. Suppose c > a/(a+c). Let A be a maximum-length interval in (0,a/(a+c))\Ω (such A exists since Ω is not dense
in [0,a/(a + c)]; see the beginning of the proof of Proposition 3.4). Let α > 0 be the largest integer so that A1 = R−α(A) ⊆
[0,1]. Such α exists, since A ⊆ Im(R) and Rn(x) → o(R), where o(R) is the attracting ﬁxed point of R . It follows that
A1 ⊆ Im(T ). Then, we let β be the largest integer so that B = T−β(A1) ⊆ [0,1]. Then A = RαT β(B) and B ⊆ [0,a/(a+c)]\Ω .
We show that |(RαT β)′(x)| < 1 for all α,β > 0 and x ∈ [0,1]. Since |(Tm)′(x)| < 1 and |(Rm)′(x)| < 1 for m > 1, it is suﬃcient
to prove the claim for (α,β) = (1,1), (1,2), and (2,1). We go through the list (note that the maximum derivative occurs at
an endpoint, i.e. at x= 0 or x = 1):
∣∣(RT )′(0)∣∣= 1
b
< 1,
∣∣(RT )′(1)∣∣= a2b
(a + ab + c)2 < 1,∣∣(RT 2)′(0)∣∣= ab
(a + ab + c)2 <
ab
(ab + c)2 < 1,∣∣(RT 2)′(1)∣∣= ab
(a + b + ab + c)2 < 1,∣∣(R2T )′(0)∣∣= a
(a + c)2 <
c
a + c < 1,∣∣(R2T )′(1)∣∣= a3b2
(a2b + c2 + ab + ac + abc)2 <
a3b2
(a2b + ab)2 < 1.
We have proved that |A| = |RαT β(B)| maxx∈[0,1] |(RαT β)′(x)| · |B| < |B| which contradicts our choice of A, and so Ω is
dense in [0,1]. 
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Proposition 4.3. Let f , g ∈ F be both decreasing. Then the orbit of a given x ∈ (0,1) is dense in [0,1] if and only if {o( f g),o(g f )} =
{0,1} and one of the following occurs:
i) Neither one of f or g is onto and Im( f ) ∪ Im(g) = [0,1].
ii) Exactly one of f or g is onto and Im( f g) ∪ Im(g f ) = [0,1].
Proof. Proof of (i) and its converse is straightforward and follows from Proposition 4.2. To prove (ii), we note that the pair
( f g, g f ) satisﬁes all of the conditions of Proposition 2.4. The proof of the converse of (ii) is similar to the proof of the
converse of (ii) in Proposition 3.5. Finally the proof that both f and g cannot be onto (if some orbit is dense) is similar to
the proof given for the same statement at the end of the proof of Proposition 3.5. 
5. Weakly topologically mixing semigroups
In this section, we study the topological k-transitivity of the semigroup action generated by a pair f , g ∈ FI , where I is
a subinterval of the real line.1 Recall that we say a semigroup action G on X is k-transitive if the induced action of G on
the Cartesian product Xk is topologically transitive. We ﬁrst prove the following lemma relating topological transitivity to
hypercyclicity (see also [7, Prop. 1]).
Lemma 5.1. Let M be a second countable Baire space, and G be a semigroup that acts by continuous functions on M.
i) If G acts by homeomorphisms on M, then the action of G is topologically transitive if and only if the action of G−1 = {h−1: h ∈ G}
is topologically transitive.
ii) If the action of G is topologically transitive and every element of G is a continuous 1-to-1 open map on M, then the set of points
with dense orbits is a dense subset of M.
Proof. Part (i) is an elementary consequence of the deﬁnition of topological transitivity. For part (ii), let g−1 : Im(g) → M
be the continuous partial inverse of g ∈ G . Let {Bi: i ∈ N} be a countable open base of M . Then the set
G−1Bi =
⋃
g∈G
g−1
(
Bi ∩ Im(g)
)
is open and dense in M . Next, we set W =⋂i∈N G−1Bi . Since M is a Baire space, the set W is dense in M . We now show
that the orbit of every w ∈ W is dense in M . For each i ∈ N, we have w ∈ W ⊆ G−1Bi , which implies that there exist
h ∈ G and v ∈ Bi so that w = h−1(v). But then v = h(w) belongs to the orbit of w . It follows that the orbit of w intersects
every Bi , and so it is dense in M . 
Next, we consider the proper-subinterval case.
Proposition 5.2. Let f , g ∈ FI , where I is a proper subinterval of R. Then the action of 〈 f , g〉 is not weakly topologically mixing in I .
Proof. Without loss of generality, we assume I = [0,1]. On the contrary, suppose the action is weakly topologically mixing.
By Lemma 5.1, there exists (x0, y0) ∈ (0,1)2 so that the orbit of (x0, y0) under the induced action of 〈 f , g〉 on [0,1]2 is
dense. In particular, there exists a sequence hi ∈ 〈 f , g〉, i ∈ N, so that hi(x0, y0) → (0,1) ∈ [0,1]2, and so:
Im(hi) → [0,1]. (5.1)
We now have four cases:
Case 1. First, suppose that neither one of f or g is onto. Then for each i, we have Im(hi) ⊆ Im( f ) or Im(hi) ⊆ Im(g),
depending on whether hi = f ki or hi = gki for some ki ∈ 〈 f , g〉. Since we have assumed that f and g are not onto, the
convergence (5.1) fails, hence there are no dense orbits for the induced action in this case.
Case 2. Suppose that both f and g are increasing. Then the actions of f and g on [0,1]2 preserve the regions x y and
y  x, hence the action cannot have dense orbits.
Case 3. Next, suppose that g is decreasing and onto (in particular g2(x) = x for all x), while f is not onto. Since f
is not onto, for i large enough we must have hi = g f li for some li ∈ 〈 f , g〉. But then Im(hi) ⊆ Im(g f ) = [0,1], which
contradicts (5.1).
Case 4. Finally, suppose g is decreasing but not onto, while f is increasing and onto. If o( f ) = 0, then f is length-
decreasing, and so if we write hi = f αi gki for ki ∈ 〈 f , g〉, we see that |Im(hi)| |Im(g)| < 1, which contradicts (5.1). Thus,
1 I would like to thank the referee, whose comments led to the writing of this section.
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and g(x) = (1− x)/(bx+ c) with c > 1. By a conjugation with respect to a linear fractional map, we carry these maps to the
interval (0,∞) so that f and g are given by
f (x) = x
a
, g(x) = A + B
x
,
where a > 1 and A, B > 0. We show that for any M > 1, the set
M˜ =
{
(x, y) ∈ (0,∞)2: x
M
 y  Mx
}
is invariant under the induced actions of f and g on (0,∞)2. This will imply that the action has no dense orbits. Suppose
(x, y) ∈ M˜ . Clearly f (x, y) = (x/a, y/a) ∈ M˜ . It is left to show that g(x, y) = (A + B/x, A + B/y) ∈ M˜ . Suppose y  x (the
proof in the case of y  x is similar). Then A + B/y  A + B/x M(A + B/x). Moreover,
A + B
y
= Ay + B
y
 Ax+ B
y

(
Ax+ B
x
)(
x
y
)
 1
M
(
A + B
x
)
.
It follows that g(x, y) ∈ M˜ as well, and the proof of Proposition 5.2 is completed. 
Contrary to the proper-subinterval case, it is possible for the action of a semigroup generated by a pair f , g ∈ FR to be
weakly topologically mixing. To ﬁnd such pairs on the real line, we need the following lemma.
Lemma 5.3. Let a,b ∈ R so that a and b are not simultaneously nonnegative, 0 < |a| < 1 < |b|, and ln |a|/ ln |b| /∈ Q. Let (c1, c2) ∈ R2
and let f , g :R2 → R2 be the following aﬃne maps:
f (x, y) = (ax,ay), g(x, y) = (bx+ c1,by + c2).
Then the orbit of any (v1, v2) ∈ R2 with v1c2 = v2c1 under the action of 〈 f , g〉 is dense in R2 .
Proof. By interchanging the coordinates x and y, if necessary, we assume that
v1 + c1/(b − 1) = 0, (5.2)
and we let
μ = v2 + c2/(b − 1)
v1 + c1/(b − 1) .
Let Ω denote the closure of the orbit of v = (v1, v2) ∈ R2 under the action of 〈 f , g〉. Also let Λ denote the set of all α ∈ R
with the property that{
(x,μx+ α) ∈ R2: x ∈ R}⊆ Ω. (5.3)
We ﬁrst show that 0 ∈ Λ. For m,n ∈ N and (x, y) ∈ R2, we have
f mgn(x, y) = ambn(x, y) + am b
n − 1
b − 1 (c1, c2).
Now, for any u ∈ R, there exists a sequence mi,ni → ∞ so that amibni → u. Hence,
lim
i→∞
f mi gni (v1, v2) = u(v1, v2) + u
b − 1 (c1, c2) ∈ Ω, (5.4)
which implies that the line y = μx is a subset of Ω , and so 0 ∈ Λ. By applying f and g to the line y = μx+α, we conclude
that if α ∈ Λ, then
fˆ (α) = aα ∈ Λ, gˆ(α) = bα + c ∈ Λ,
where c = (c2v1 − c1v2)/(v1 + c1/(b − 1)) = 0. Next, we show that the orbit of 0 is dense in R under the action of
the semigroup generated by fˆ and gˆ . We have ( fˆ )m(gˆ)n(0) = cam(bn − 1)/(b − 1). For every s ∈ R, there exist sequences
mi,ni → ∞ so that amibni → s as i → ∞. It follows that sc/(b − 1) is in the closure of the 〈 fˆ , gˆ〉-orbit of 0, and so the line
y = μx+ sc/(b − 1) is a subset of Ω for every s ∈ R. Hence, Ω = R2, and the lemma follows. 
In the next theorem, we ﬁnd all pairs of aﬃne maps that generate a topologically transitive semigroup action on the real
line.
Theorem 5.4. Let f and g be aﬃne maps onR. Then the action of 〈 f , g〉 onR is topologically transitive onR if and only if, up to order
and after conjugation by aﬃne maps, one of the following holds.
600 M. Javaheri / J. Math. Anal. Appl. 368 (2010) 587–603i) There exists u ∈ R so that u < 0, u /∈ Q, and f and g are given by
f (x) = x+ 1, g(x) = x+ u. (5.5)
ii) There exist a,b ∈ R with 0 < |a| < 1 < |b| so that a and b are not simultaneously positive and
f (x) = ax, g(x) = bx+ c, c ∈ {0,1}. (5.6)
Moreover, if c = 0, we require in addition that ln |a|/ ln |b| /∈ Q.
iii) There exists a ∈ (−∞,−1) ∪ (−1,0) so that:
f (x) = ax, g(x) = x+ 1. (5.7)
The action of 〈 f , g〉 on R is weakly topologically mixing if and only if (ii) occurs with c = 0 and ln |a|/ ln |b| /∈ Q. This action is
never k-transitive for k 3.
Proof. The proofs of parts (i) and (ii) are standard. To prove part (iii) where f (x) = ax with a ∈ (−1,0) and g(x) = x+1, we
note that every orbit of the pair ( f 2, g) is dense in (0,∞) by Lemma 2.1. By applying f , we conclude that all of the orbits
are dense in R. If a < −1, then the inverses f −1(x) = x− 1 and g−1(x) = x/a generate a topologically transitive semigroup
again by Lemma 2.1 (and by using the aﬃne conjugation x→ −x). It then follows from Lemma 5.1 that the action of 〈 f , g〉
is topologically transitive as well.
Next, we show that in any case other than cases (i)–(iii) the action is not topologically transitive. Suppose f and g are
of the form (5.6) and the action of 〈 f , g〉 is topologically transitive. If at least one of a or b equals 1, then after an aﬃne
conjugation we have f (x) = x + 1 and g(x) = x + u or g(x) = ax. It is straightforward to check that if u ∈ Q, then every
orbit is discrete. If a  0, then x 0 is invariant under the action of 〈 f , g〉, hence the action is not topologically transitive.
Thus, suppose a,b = 1, and so without loss of generality we make the additional assumption that |a|  |b| (via an aﬃne
conjugation). If a,b  0, then the set x  0 is preserved by the action of 〈 f , g〉, hence the action cannot be topologically
transitive. In the rest of the proof, we assume that a and b are not simultaneously nonnegative.
Case 1. Suppose |b| |a| 1. If |b| > 1, then the set |x| 1/(|b| − 1) is invariant under f and g , hence no orbit is dense.
If |b| = 1, then |a| = 1, and so f (x) = ±x and g(x) = ±x+ 1, where every orbit is discrete.
Case 2. Suppose |a|  |b|  1. If |b| < 1, then the set |x|  1/(1 − |b|) is invariant under f and g . If |b| = 1, we have
|a| < 1. If b = 1, then −1 < a < 0, which is given by part (iii) of the theorem. If b = −1 and |a| < 1, then the set [−K , K +1]
is invariant under the action, where K = |a|/(1 − |a|). It follows that the action is not topologically transitive in this case
either.
By Lemma 5.3, the action is weakly topologically mixing in case (ii) when c = 0 and ln |a|/ ln |b| /∈ Q. Next, we show that
the action is not weakly topologically mixing in cases (i), (ii) when c = 0 or ln |a|/ ln |b| ∈ Q, and (iii). In case (i), the induced
actions of f and g on R2 are given by f (x, y) = (x+ 1, y + 1) and g(x, y) = (x+ u, y + u), and so x− y is preserved under
the action. Similarly, in case (ii) when c = 0, the quantity x/y (or y/x if y = 0) is preserved. Hence, each orbit is contained
in a line, and so the action cannot have dense orbits in these cases.
In case (ii) with ln |a|/ ln |b| ∈ Q, we notice that z = x− y along an orbit changes by z → az and z → bz, and so the values
of x− y along any orbit comprise a discrete set in R, hence no orbit is dense in R2. In case (iii), the induced actions on R2
are given by f (x, y) = (ax,ay) and g(x, y) = (x + 1, y + 1), and so |x − y| is non-increasing (respectively, non-decreasing)
under the action when |a| < 1 (respectively, |a| > 1). Hence, none of the orbits are dense.
Finally, we prove that the action is never 3-transitive in Proposition 5.5 below as a part of a more general result. 
In [15], Feldman proved that for any n there exist (n+1) diagonal matrices that generate a hypercyclic semigroup on Rn .
On the other hand, no n diagonal matrices can generate a hypercyclic semigroup [10]. The action of the group of diagonal
matrices on Rn is not weakly topologically mixing (see Problem 3 in Section 6 in relation to this observation). In this
direction, we prove the following proposition.
Proposition 5.5. Let G be a semigroup of linear maps (respectively, aﬃne maps) on Rn. Then the action of G on Rn is never (n + 1)-
transitive (respectively, (n + 2)-transitive).
Proof. We prove the proposition in the case of aﬃne maps; the proof in the case of linear maps is similar. On the contrary,
suppose the action of G is (n + 2)-transitive, and so there exists X = (X1, . . . , Xn+2) ∈ (Rn)n+2 so that the orbit of X under
the induced action of G on (Rn)n+2 is dense. Choose α1, . . . ,αn+2, so that the following equations hold
n+2∑
i=1
αi Xi =
n+2∑
i=1
αi = 0.
But then the orbit of X under the action of G stays within the linear subspace of (Rn)n+2 given by the set of points
(Y1, . . . , Yn+2) ∈ (Rn)n+2 satisfying the linear equation ∑n+2i=1 αi Y i = 0, and so it cannot be dense in (Rn)n+2. This is a
contradiction, and the proposition is proved. 
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not topologically transitive on R. In the next theorem, we ﬁnd all hypercyclic semigroup actions generated by pairs of aﬃne
maps on R.
Theorem 5.6. The action of the semigroup generated by aﬃne maps f and g on R is hypercyclic on R if and only if, up to order and
after conjugation by aﬃne maps, one of the following holds.
i) There exists u ∈ R so that u < 0, u /∈ Q, and f and g are given by
f (x) = x+ 1, g(x) = x+ u. (5.8)
ii) There exist a,b ∈ R\{0,±1} with max{|a|, |b|} > 1 and |ab| |a| + |b| so that:
f (x) = ax, g(x) = bx+ c, c ∈ {0,1}. (5.9)
Moreover, if c = 0, we require in addition that a and b are not simultaneously positive, min{|a|, |b|} < 1, and ln |a|/ ln |b| /∈ Q.
iii) There exists a ∈ (−∞,−1) ∪ (−1,0) ∪ (1,∞) so that:
f (x) = ax, g(x) = x+ 1. (5.10)
iv) There exists b ∈ [−2,−1) ∪ (1,2] so that:
f (x) = −x, g(x) = bx+ 1. (5.11)
Proof. Part (i) and the case a < 0 of part (iii) follow from Theorem 5.4. We ﬁrst prove part (iii) with a > 1. By Proposi-
tion 2.5, the inverse maps f −1(x) = x/a and g−1(x) = x − 1 generate a topologically transitive semigroup on (−∞,0). It
follows that there exists x < 0 so that the orbit of x under the action of 〈 f , g〉 is dense in (−∞,0) and consequently dense
in R (by applying g repeatedly). When f (x) = ax and g(x) = x + 1 with a ∈ (0,1), there are no dense orbits, since for
every x0, the orbit of x0  0 is included in [0,∞) while the orbit of x0 < 0 is included in [x0,∞).
Proof of (ii). We give the proof in the case of f (x) = ax and g(x) = bx + 1 with a,b > 1 and ab  a + b, and sketch the
proof for other cases. By Proposition 2.5, the pair of functions f −1(x) = x/a and g−1(x) = (x− 1)/b generate a topologically
transitive semigroup action on the interval E = (1/(1 − b),0) (here is where we use the conditions ab  a + b). It follows
from Lemma 5.1 that there exists a dense subset W ⊆ E so that the orbit of every x0 ∈ W is dense in E . On the other hand,
again by Proposition 2.5, the 〈 f , g〉-orbit of every x ∈ D = (−∞,1/(1 − b)) is dense in D . By choosing n large enough, we
can have f n(x0) < 1/(1 − b), which implies that the orbit of x0 is dense in D . It follows that the orbit of x0 is dense in
(−∞,0), hence it is dense in R (by applying g repeatedly).
Note that if a,b > 1 but a + b < ab, then the action is not hypercyclic. On the contrary, suppose the orbit of x0 is dense
in R. Since the set R\E is invariant under 〈 f , g〉, we must have x0 ∈ E . The 〈 f , g〉-orbit of x0 in E coincides with the R-
orbit of x0, where R(x) = bx+ 1 if x ∈ E− = [1/(1− b),−1/b] and R(x) = ax if x ∈ E+ = [1/(a(1− b)),0] and R(x) = x for all
other x in E . We show that the R-orbit of x0 ∈ U is not dense in E . Let n be the least integer so that Rn(x0) ∈ E\(E− ∪ E+).
Then Rm(x) = Rn(x) for all m > n, and so the R-orbit of x0 in E is ﬁnite. It follows that the 〈 f , g〉-orbit of x0 is not dense.
Sketch of the proof for other cases. The following cases are not covered by Theorem 5.4.
Case 1. Suppose |a|, |b| > 1. If a < −1 and b > 1, one uses the same argument as above with E replaced by (1/(1 −
b),1/(a(1−b))), where the condition this time is b−a > −ab. When a > 1 and b < −1, one uses the interval (0,−1/b) with
the condition a − b −ab. When a,b < −1, one uses the interval (1/(1− ab),a/(1− ab)) with the condition −a − b ab.
Case 2. Suppose |a| < 1 < |b|. Note that in this case the condition |a| + |b|  |ab| is automatically satisﬁed. If a and b
are not simultaneously positive, then Theorem 5.4 is applicable. Thus, suppose 0 < a < 1 < b. The inverse maps f −1(x) =
x/a and g−1(x) = (x − 1)/b are well deﬁned on (−∞,1/(1 − b)) and satisfy the conditions of Proposition 2.5. It follows
that 〈 f −1, g−1〉 is topologically transitive on (−∞,1/(1 − b)). By Lemma 5.1, we conclude that 〈 f , g〉 has dense orbits in
(−∞,1/(1− b)), hence it has dense orbits in R.
Proof of (iv). Without loss of generality, via an aﬃne conjugation, we can assume b > 0. Proposition 3.5 applied to
the functions f −1(x) = −x and g−1(x) = (x − 1)/b on the interval J = [−1/(b − 1),1/(b − 1)] implies that the action of
〈 f −1, g−1〉 is topologically transitive (here is where we use the condition |b| ∈ (1,2]). It follows that 〈 f , g〉 has dense orbits
in J , hence it has dense orbits in R. Next, we show that if b > 2, there are no dense orbits. Suppose that the orbit of x0 ∈ R
is dense. Since the set |x|  1/(b − 1) is invariant under the action of 〈 f , g〉, we must have |x0|  1/(b − 1), and without
loss of generality, we assume that x0 ∈ K = [0,1/(b − 1)]. Then the 〈 f , g〉-orbit of x0 in K coincides with the T -orbit of x0
in K , where T (x) = −bx+ 1, which is not dense in K .
It is left to show that the action is not hypercyclic if max{|a|, |b|} < 1. In this case, if |x0| 1/(1−b), then the orbit of x0
stays in [−1/(1 − b),1/(1 − b)], while if |x0| > 1/(1 − b), then the orbit of x0 stays in [−x0, x0]. Hence, no orbit is dense,
and the proof is completed. 
6. Conclusion
In this section, we ﬁrst summarize the results from previous sections. Then three open questions will be stated that can
lead to a better understanding of the transitivity properties of linear maps on Euclidean spaces.
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Without loss of generality, we summarize the results for the interval I = [0,∞) only. Deﬁne an equivalence relation ∼
between pairs of functions in F(0,∞) as follows.
1. ( f , g) ∼ (g, f ).
2. ( f , g) ∼ (θ ◦ f ◦ θ−1, θ ◦ g ◦ θ−1), where θ(x) = uxv for some u > 0 and v ∈ {−1,1}.
It follows from Propositions 2.4, 3.4, 4.2, and 5.2 that:
Theorem 6.1. Let f , g : [0,∞) → [0,∞) be real linear fractional maps. The orbit of a given x > 0 under the action of 〈 f , g〉 on [0,∞)
is dense in [0,∞) if and only if, after replacing ( f , g) by an equivalent pair, there exist a,b, c ∈ R so that b 1, a > 0, c  0, and one
of the following occurs:
I. i) a 1, b > 1 if c = 0, and
f (x) = x
x+ a , g(x) = bx+ c.
ii) a,b > 1, lna/ lnb is irrational, and
f (x) = x
a
, g(x) = bx.
II. i) c  1, b > 1 if c = 0, and
f (x) = a
x+ a , g(x) = bx+ c.
ii) a 1 and
f (x) = a
x
, g(x) = bx+ 1.
III. c  1, ab 1 if c = 0, and
f (x) = a
x+ a , g(x) = c +
ab
x
.
Moreover, the action of 〈 f , g〉 on [0,∞) is never weakly topologically mixing.
6.2. Open questions
Our ﬁrst question regarding the dense orbits of the action 〈 f , g〉 is whether the orbits are uniformly distributed. In [3],
several deﬁnitions of uniform distribution together with some results on the distribution of the orbits under the action of
〈x/a,bx + c〉 are given. In this direction, we propose the following problem (for brevity, here we have selected one of the
deﬁnitions of uniform distribution from [3]).
Problem 1. Describe all pairs in FI with uniformly distributed orbits in the following sense: there exists a measure μ on I
with the property that for almost every x and every continuous function F , we have
lim
n→∞
1
|〈 f , g〉n|
∑
h∈〈 f ,g〉n
F
(
h(x)
)= ∫
I
F dμ,
where 〈 f , g〉n is the set of elements in 〈 f , g〉 of word-length n.
Theorem 1.3 deals with proper subintervals of the real line. However, similar results should exist for the whole real line
as well. The orbits of 〈 f , g〉 for f , g ∈ FR may not be entirely inside the domain of every h ∈ 〈 f , g〉, nevertheless one can
still deﬁne hypercyclicity and topological transitivity of the action. In Theorem 5.4, we found all pairs of aﬃne maps whose
generated semigroup action is weakly topologically mixing on R. However, we have not discussed the k-transitivity of a
general pair of maps from FR .
Problem 2. For every k  1, determine all topologically k-transitive pairs in FR . In particular, is there any 3-transitive
semigroup action generated by a pair of real linear fractional transformations?
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other hand, by the results in [19], for every n there exist two matrices that generate a topologically transitive semigroup
action on Rn . However, the construction in [19] does not give a weakly topologically mixing semigroup action. In this
direction, the following question arises.
Problem 3. Given n,k ∈ N, what is the least m for which there exists a topologically k-transitive semigroup action on Rn
generated by m linear maps? In particular, what is the minimum number of n × n matrices that can generate a dense
semigroup in the set of all n × n matrices?
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