Abstract. The Segre-Gimigliano-Harbourne-Hirschowitz Conjecture can be naturally formulated for Hirzebruch surfaces Fn. We show that this Conjecture holds for imposed base points of equal multiplicity bounded by 8.
Linear systems on Hirzebruch surfaces
Our goal is to prove Conjecture 4 for linear systems on Hirzebruch surfaces with imposed base points of equal multiplicity bounded by 8. This Conjecture, being a natural reformulation of the Segre-Harbourne-Gimigliano-Hirschowitz Conjecture, has been stated in [Laf 02, Conjecture 2.6]. In the same paper it is shown (Theorem 7.1) that this Conjecture holds for systems with imposed base points of equal multiplicity bounded by 3. We will also give another proof of [Laf 02, Proposition 2.7], where the proof contains a serious mistake (for more details see the proof of Proposition 29).
Our method will also work for greater values of multiplicities, but the computational part (realized with the help of computers) becomes very large and timeconsuming. But it is possible to carry our computations further to obtain the proof for m 1 = · · · = m r = 9, 10, . . . or to find a counterexample.
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By F n , n ≥ 0, we denote the rational ruled surface (called the n-th Hirzebruch surface) given by F n = P(O P 1 ⊕ O P 1 (n)) over the field K of characteristic 0. The Picard group Pic(F n ) can be freely generated by the class of a fiber F n and the class of the section H n such that F 2 n = 0, H 2 n = n, F n · H n = 1. The irreducible section with self-intersection −n will be denoted by Γ n , we have Γ n ∈ |H n − nF n |. The class of Γ n in Pic(F n ) will also be denoted by Γ n . Let a, b be integers. By L n (a, b) we will denote the complete linear system associated to the line bundle aF n + bH n . Lemma 1. If on F n the class aF n + bH n contains an effective divisor then there exists non-negative integers a ′ , b ′ , q (q > 0 if and only if a < 0) such that the base locus of |aF n +bH n | is qΓ n and aF n +bH n is linearly equivalent to qΓ n +a ′ F n +b ′ H n . Moreover, we have Now we pick r points p 1 , . . . , p r ∈ F n in general position, let m 1 , . . . , m r be nonnegative integers. By L n (a, b; m 1 , . . . , m r ) we denote the linear system of curves in L n (a, b) passing through points p 1 , . . . , p r with multiplicities at least m 1 , . . . , m r , respectively. The points p 1 , . . . , p r will be called imposed base points. The dimension of this system will be denoted by dim L n (a, b; m 1 , . . . , m r ). Define the virtual dimension vdim L n (a, b; m 1 , . . . , m r ) = dim L n (a, b) − If this inequality is strict then the system L n (a, b; m 1 , . . . , m r ) is said to be special, non-special otherwise. The system of negative dimension will be called empty. A natural question is: when a given system is special, and if there exists a geometric explanation to the non-speciality. This can be done by considering −1-systems.
To introduce the notion of −1-system and −1-speciality define the intersection number of L = L n (a, b; m 1 , . . . , m r ) and L ′ = L n (a, b; m
Observe that if, for nonempty systems, L · L ′ < 0 then these systems must have a common component. The intersection number of two systems L and L ′ can also be defined by taking the blow-up π : S −→ F n at imposed base points and putting
The analogous Conjecture for the projective plane was stated by several authors and is known as Segre-Harbourne-Gimigliano-Hirschowitz Conjecture (SHGH for short). More on this Conjecture can be found e.g. in , some recent results are listed in [Dum 08].
Since we are interested mainly in homogeneous systems, we will use the notation m ×r for repeated multiplicities.
Example 5. Let us consider L 6 (0, 4; 3 ×11 ). Observe that Γ n ∈ L n (−n, 1). We have
so we pass to Step 3 in Procedure 1. For the −1-system E = L 6 (2, 1; 1 ×11 ) we have L 6 (0, 4; 3 ×11 ) · E = 8 + 24 − 33 = −1, so we must take new system L 6 (−2, 3; 2 ×11 ). In Procedure 1, Step 2
hence we take out the −n-section from the base locus and obtain L 6 (4, 2; 2 ×11 ), which is equal to 2E. Consequently we have that L 6 (0, 4; 3 ×11 ) = Γ 6 + 3E, which is non-empty, and since vdim L 6 (0, 4; 3 ×11 ) = −2, it is −1-special.
2. Linear systems over P 2 Definition 6. Let d, m 1 , . . . , m r , k 1 , . . . , k s be non-negative integers. Pick a general line ℓ ⊂ P 2 , pick points p 1 , . . . , p r in general position, pick points q 1 , . . . , q s ∈ ℓ also in general position on the line ℓ. By
we denote the linear system of curves in P 2 of degree d with multiplicities at least m 1 , . . . , m r , k 1 , . . . , k s at p 1 , . . . , p r , q 1 , . . . , q s respectively. The dimension of this system will be denoted by
We have
If this inequality is strict then the system L(d; m 1 , . . . , m r , k 1 , . . . , k s ) is said to be special, non-special otherwise. We also have the intersection number
Again, we define −1-system and −1-speciality.
with irreducible member is called −1-system.
. . , k s ), consider the following procedure:
Step 2.
• Step 3. If M · E < 0 for some planar −1-system E then take M ←− M − E and go back to
Step 2 should be understood as follows:
and if this number is negative then the line ℓ lies in the base locus of M and can be taken out as follows:
In the next section we will show that dim L = dim L 6 (0, 4; 3 ×11 ) and L is −1-special (resp. special) if and only if L 6 (0, 4; 3
) has the line in the base locus. Continuing this way we will have L = L(1; 1 ×7 ) + 3E, and since E is a −1-system, L is −1-special.
Remark 10. The original SHGH Conjecture states that for a plane system with imposed base points in general position the speciality is equivalent to the −1-speciality. For a system with collinear imposed base points it is natural to extend the definition of the −1-speciality as above, which should be called the negative speciality, since the self-intersection of the line passing through s imposed base points is equal to 1 − s.
for the system L without these lines in the base locus. It follows that dim L = dim L and if edim L > edim L then L is −1-special. To complete the proof observe that applying the standard birational transformation (so called Cremona transformation) based on points p 1 , p 2 , p 3 to L we obtain the system L ⋆ . By a simple calculation we can show that edim L = edim L ⋆ . To see the second equality observe that L(1; 1, 0, 0) is invariant under Cremona transformation, so the line passing through exactly one of the three points will be preserved.
Remark 12. We can apply the above to any three multiplicities, since we can permute imposed points.
Example 13. Let us again (see Example 9) consider L = L(28; 24, 3 ×11 , 4 ×7 ). This time we are only interested in showing that L is non-empty. We can make Cremona transformation based on points with multiplicity 24, 3 and 4 to obtain L(25; 21, 3 ×10 , 4 ×6 , 1). We can repeat this 6 more times, which leads us to a system L(7; 3, 3 ×4 , 1 ×7 ). If L(6; 3 ×5 ) is non-empty then L will also be non-empty. On one hand vdim L(6; 3 ×5 ) = −3, but on the other hand, applying Cremona, we have that dim L(6; 3 ×5 ) = dim L(3; 3, 3) = 0.
3. From Hirzebruch surface to P 2 Proposition 14. Let n ≥ 0. For any non-negative integers a, b, a
Proof. We will use ∼ for linear equivalence of divisors. By a straightforward calculation we show the above for the virtual dimension and the intersection number.
Let L = L n (a, b; m 1 , . . . , m r ). For n ≥ 2 consider the blow-up π 1 : X −→ F n of a point p on a fiber F p , p / ∈ Γ n . We can also assume that there are no imposed base point on F p . Let E be the exceptional divisor of π 1 , let π ⋆ 1 (F p ) = F p + E, π ⋆ 1 (Γ n ) = Γ. Now blow down F p (which has self-intersection equal to −1) with π 2 : X −→ F n−1 (see Figure 1 ), let q = π 2 ( F p ), let F q be the fiber on F n−1 passing through q. The above is often called an elementary transformation. Let F denote the class of F p in Pic(X), we will denote the classes of Γ and E by Γ and E, respectively. We have π ⋆ 1 (aF n + bH n ), and F p belongs to the base locus exactly b times, from Leray spectral sequence we have
By repeating the above process we will end up with the system
where n − 1 imposed base points lies generically on the −1-curve Γ 1 . The surface F 1 is isomorphic to P 2 blown up in one point with the exceptional divisor Γ 1 . Take fibers F p and F p ′ passing through general points p and p ′ , respectively. Let H pp ′ ⊂ F 1 be the strict transform of the line (from P 2 ) joining p and p ′ . Let π 1 : X −→ F 1 be the sequence of two blow-ups: of p and p ′ with exceptional divisors E and E ′ , respectively. Let π Figure 2) . The above rational transformation F 1 −→ Y is nothing else than realizing the Cre-
Figure 2. Transformation between F 1 and P 2 mona transformation of P 2 by three blow-ups and three blow-downs, but we start with one point blown-up already. It follows that Y = P 2 and π
After blowing down we obtain the curve in L(a + 2b; a + b, b, b). The section Γ 1 is preserved and mapped to the line Γ. In consequence we have that, taking
For F 0 = P 1 × P 1 the easy proof is left to the reader.
Remark 15. Observe that −1-systems on F n are transformed into −1-systems on P 2 , since the dimension, virtual dimension, self-intersection and irreducibility is preserved. The section Γ n is mapped into a line which contains n + 1 imposed base points with multiplicities b ×(n+1) . This means, in particular, that the system L n (a, b; m 1 , . . . , m r ) is −1-special if and only if the planar system
is −1-special (compare Procedures 1 and 2). Additionally we will see that the dimension of each considered −1-system
on P 2 will remain 0 after assigning all base points in general position, i.e.
will also be a −1-system (see the last section). Therefore we can state the following Conjecture.
Conjecture 16.
Diagrams and reductions
Definition 17. Let a 1 , . . . , a s be non-negative integers. Set a j = 0 for j > s and define the diagram
We will also write [a] ×p for a, . . . , a
. . , r m inductively (beginning with r m ) to be
If {r 1 , . . . , r m } = {1, . . . , m} then we say that
Example 20. Let us check if diag(6, 6, 6, 3, 1) is 4-reducible and find its 4-reduction. We have (b 1 , b 2 , b 3 , b 4 ) = (6, 6, 3, 1). Beginning with r 4 we can see that b 4 = 1 < 4, so r 4 = b 4 = 1, the same for r 3 = b 3 = 3. Now b 2 ≥ 4, so we take {1, 2, 3, 4} \ {r 3 , r 4 } = {2, 4} and r 2 = 4, which is maximal. The same applies for r 1 = 2. We can see that (r 1 , r 2 , r 3 , r 4 ) = (2, 4, 3, 1), hence diag(6, 6, 6, 3, 1) is 4-reducible and red 4 (diag(6, 6, 6, 3, 1)) = diag(6, 4, 2). We present also another examples of reducing, and two diagrams which are not reducible.
Definition 21. Let D ⊂ Z 2 be a finite set, let m 1 , . . . , m r be non-negative integers. We will identify points (α, β) ∈ Z 2 with monomials
. Take points p 1 , . . . , p r in general position in K 2 and define the vector space (over K)
Lemma 22. Let D ⊂ Z 2 be finite, let ϕ be one of the following maps
for any non-negative integers m 1 , . . . , m r .
Proof. Pick generic points p 1 , . . . , p r . We can assume that (p j ) x = 0, (p j ) y = 0, where by (p) x , (p) y we denote the first and the second coordinate of a point p, respectively. It can be shown that the following linear maps from K[x, x −1 , y, y
, where in the last systems the coordinates of base points q 1 , . . . , q r are given by
respectively. To see this, observe that 
Proof. The Hirzebruch surface F n is a toric surface given by the fan generated by where Before formulating the next proposition, we need one additional notation. This notation will be used only in the following Proposition 25 and then in Proposition 44.
Definition 24. Let a 1 , . . . , a s , u 1 , . . . , u s be non-negative integers. Define
Proposition 25. Let b, a, m 1 , . . . , m r be non-negative integers. Let Example 27. We will show that L 2 (2,
The last diagram is 3-reducible, but then the system L(diag(1, 1, 2, 1, 1); 3) is nonempty. Instead, using Lemma 22, we can change diag(1, 1, 2, 2, 3, 3) into diag(2, 4, 6), which can be 3-reduced twice to the empty diagram.
Speciality of some homogeneous systems
Proposition 28. The system L 1 (a, b; m ×r ) for m ≤ 10 is special if and only if it is −1-special.
Proof. The surface F 1 is the blow-up of P 2 in one point, so the proposition follows from [Dum 08, Theorem 3], where it is shown that the SHGH Conjecture holds for quasi-homogeneous systems with homogeneous multiplicity bounded by 10.
Proposition 29. The system L n (a, b; m ×r ) for n ≥ 2 and b ≤ m+1 ≤ 11 is special if and only if it is −1-special.
Proof. The proof for the case r ≤ n + 1 and arbitrary b and m can be found in [Laf 02, Proposition 2.7], but there is serious mistake -the line bundle −K S fails to be nef, where K S is the canonical bundle on the blow-up of F n at r points. This is due to the fact that K 2 Fn = 8, so (−K S ) 2 = 8 − r and this number is negative for r > 8 points.
We will give a proof different from that in [Laf 02]. Moreover, we will also consider the case r ≤ n + 1 separately and prove that each system of this type is either non-special or −1-special without our additional assumption that m ≤ 10.
First of all, due to Proposition 14, we will work with the planar system
During the proof we will write (k) ≥0 for max{k, 0}. The first case to consider is r > n + 1. By Cremona transformations based on the point with the greatest multiplicity, points lying on a line and points with multiplicity b we obtain
). Moreover, we will assume that
We will show that the last system is non-special, so by Proposition 11 the system we begin with, is either −1-special or non-special.
By a suitable projective change of coordinates we can assume that p 0 = (0 : 1 : 0) and collinear points q 1 , . . . , q s have coordinates (w 1 : 0 : 1), . . . , (w s : 0 : 1). Take C ∈ L defined by a polynomial f . Then f is generated by monomials contained in the set
where
(see Figure 7 ; the picture is drawn after dehomogenizing with respect to z). By our assumption on multiplicities we know that
It is enough to show that for fixed coefficients standing by monomials from D \ U G Figure 7 . Division of D into U and G (U ∪ G) there exists exactly one f , which defines a curve in L. Indeed, we can see
∂x j (w k : 0 : 1) is uniquely determined, we use one dimensional interpolation to uniquely determine f 1 . For other monomials in G we deduce in the analogous way, using induction. Namely, we assume that the coefficients standing by monomials
are uniquely determined, and we will show the same for
j+n f 4 ∂x j ∂y n (w k : 0 : 1) for k = 1, . . . , s such that m k > n and j = 0, . . . , m k − n − 1. By assumptions, the contribution from f 2 and f 4 is fixed and we use interpolation. Observe that now our procedure will follow the loop, so nothing more will appear. Each diagram standing before one of the 
Example 34. Let us enumerate all symbolic 3-reductions for D = diag(6, 6, 7, x, x) (i.e. ℓ = 2). This is just a straightforward calculation:
diag(6, 6, 7, 4, 4) symbred(diag(a 1 , . .
where the number of symbolic reductions is bounded from above (the bound depends on m and (a 1 , . . . , a m )), we can enumerate all admissible (a 1 , . . . , a m )-tails. Proof. We will reduce succesively, beginning with D. Let us assume that we have obtained diag(b 1 , . . . , b k ), which cannot be m-reduced. Hence
for some j. We have three possibilities:
• a j+1 = a j − 1. Since the (j + 1)th layer would be reduced stronger than jth, we would have b j+1 < b j ; • a j+1 = a j . Now b j < a j since a j ≥ m, so the jth layer must be reduced at least once and again b j+1 < b j ; • a j+1 = a j + 1. Now the difference between a j and b j is at least m, so the jth layer must be reduced at least twice and again b j+1 < b j . So we can reduce D to some G = (c 1 , . . . , c m−1 ) . We have to show that G is an admissible (a 1 , . . . , a m )-tail for multiplicity m.
Define
The last diagram belongs to symbred m (symb(E)). Let G = red 
Since symbolic reductions performed on diag(a 1 , . . . , a m , [x] ×s ) for s ≥ m does not change (a 1 , . . . , a m ), we have
which completes the proof.
Non-speciality by reductions
We are going to show the non-speciality of a large class of systems not covered by Propositions 28, 29 and 30. In fact we want to construct a finite set E of systems and prove that for L / ∈ E the Conjecture 4 holds. We will provide conditions on m, n, b and a such that, under these conditions, the diagram for
) can be divided into three parts (see Figure 8 ) ; m ×r ) is non-special. Then we will apply Theorem 26. For example, for n ≥ 4 and b ≥ 8 the diagram can be always written as follows:
It is rather clear that we can 3-reduce the above to
where the set of possible a 1 , a 2 , b 1 , b 2 is finite.
To make the understanding of our proof easier, we present the outline on Figure  9 . Proof. The idea is to choose D to be the set of diagrams with the following property:
can be reduced r times, or can be reduced to a diagram from D. If this is the case then we conclude by Theorem 26. Of course, we use m-reductions. We will show how D can be reduced, and simultanously we will construct D.
We begin with m-reducing from the left, the first layer being the lowest one (see Figure 10 ). After performing n such reductions, we obtain N N Figure 10 . Reduction from the left
We must deal with two cases, B ≥ 2m − 1 and B < 2m − 1, separately. Case B ≥ 2m − 1. For b ≥ B ≥ 2m − 1 we can write
We will show that this diagram can be reduced to
where (a 1 , . . . , a m−1 ) is an admissible ([2m − 1] ×m )-tail. To see the above, take
and use Proposition 37. It means, in particular, that diag(a 1 , . . . , a m−1 ) can be obtained from diag
) by a sequence of symbolic reductions. Put
Now take 
This can be repeated for each j = m + 3, . . . , 2m − 3 until the following is obtained:
Now we do the above once more for 2m − 2, but leaving the part diag([2m − 2] ×N ) untouched, in order to finish with a diagram big enough to obtain non-speciality. So we obtain
×N , e 1 , . . . , e m−1 ),
Since D 0 has been obtained from D by a sequence of m-reductions, putting
we are done. Case B < 2m − 1. For each b ∈ {B, . . . , 2m − 2} we do the following. Put
By Proposition 37, this diagram can be reduced to
Now take
As in the previous case, we repeat reducing together with generating all admissible j-G-tails, until the following is obtained:
Now, as before, we do the above once more for b, but leaving the part diag(
Example 39. Let us show how we reduce for (m, N, B) = (4, 10, 7) and (m, N, B) = (4, 12, 6). In the first case we consider m = 4, n ≥ 10, b ≥ 7, a ≥ 0 and take
In order to make reductions, we consider
+ diag(7, 7, 7, 7, x, x, x).
The diagram will be reduced from left and right, without touching diag([6] ×10 ). In the second case we take m = 4, n ≥ 12, b = 6, a ≥ 0,
Again, diag([6] ×12 ) remains untouched during reductions. Proof.
Now take b, a and r as above, let
Since b ≥ 2m − 1 we can use Proposition 37 to show that D can be reduced to the diagram Example 41. Let m = 4, n = 4, B = 7. Take b ≥ 7, a ≥ 0 and consider
which can be written as
Now the left hand side remains untouched, while the right hand side will be reduced. Proof. Let
Now take a and r as above, let
Since b ≥ m we can use Proposition 37 to show that D can be reduced to the diagram
Observe that D 1 ∈ D and conclude using Theorem 26.
Example 43. Let m = 4, n = 3, b = 6, A = 1. Take a ≥ 1 and consider
Now the left hand side remains untouched, while the right hand side will be reduced. Proof. Again we use suitable computer programs. Observe that B = 3m is sufficient for all checked cases except for m = 6. There are no geometrical explantion to this fact (all systems L 0 (a, b; 6 ×r ) with a, b ≥ 18 are non-special), but the system L(D; 6 ×6 ) for D = diag(1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 12, 11, 10, 2)
is special. Proof. Again we use suitable computer programs.
Final cases
There are some quadruples (m, n, a, b) not covered by previous Propositions. For each of these we must find r 1 and r 2 such that for all r ≤ r 1 and all r ≥ r 2 the system L n (a, b; m ×r ) is non-special. This can be done by direct computations. If r 1 + 1 < r 2 then we must check if all systems for r 1 < r < r 2 are −1-special. This was done by a computer program. Here we present the number of final (m, n, a, b)'s together with the number of special systems found, depending on m: 
