The subthalamic nucleus (STN), which receives excitatory inputs from the cortex and has direct connections with the inhibitory pathways of the basal ganglia, is well positioned to efficiently mediate action selection. Here, we use microelectrode recordings captured during deep brain stimulation surgery as participants engage in a decision task to examine the role of the human STN in action selection. We demonstrate that spiking activity in the STN increases when participants engage in a decision and that the level of spiking activity increases with the degree of decision conflict. These data implicate the STN as an important mediator of action selection during decision processes.
Introduction
Selecting actions that maximize value among competing alternatives is vital to an organism's survival (Doya, 2008; Rangel et al., 2008; Kable and Glimcher, 2009 ). The neural basis of action selection has been most studied in the context of sensorimotor tasks in which an animal must choose among two competing stimuli (Kim and Shadlen, 1999; Schall, 2001; Gold and Shadlen, 2007; Kiani et al., 2008; Wang, 2008) . These studies have shown that some cortical neurons gradually increase their firing rates when integrating sensory evidence and signal action selection once a threshold is exceeded, thus providing neurobiological support for race-to-barrier diffusion models describing human choice behavior (Schall, 2001; Shadlen and Newsome, 2001; Shadlen, 2002, 2007; Mazurek et al., 2003; Churchland et al., 2008) . It is unclear, however, how firing rate thresholds are adjusted to ensure optimal action selection in these models, and selection among abstract values or among multiple alternatives become increasingly complex and difficult to implement with known cortical circuitry (McMillen and Holmes, 2006; Bogacz and Gurney, 2007) . These questions suggest that strictly cortically based models of action selection may be incomplete, motivating a search for additional brain structures that may play a role in decision processes.
The basal ganglia are well situated to resolve some of these issues (Redgrave et al., 1999; Frank, 2006; Bogacz and Gurney, 2007; Bogacz, 2007; Baunez and Lardeux, 2011) . With widespread and direct connections to the cortex (Parent and Hazrati, 1995) , this central structure can theoretically adjust threshold criteria and efficiently convey information between separate cortical regions (Redgrave et al., 1999) . Experimental evidence indirectly supports the suggestion that the basal ganglia participates in decisions, as high-frequency electrical stimulation in, and hence inhibition of, both animal and human subthalamic nucleus (STN) elicits premature and impulsive response selection (Baunez et al., 2001; Desbonnet et al., 2004; Frank et al., 2007) . Computational modeling suggests that the STN can adjust the temporal dynamics of motor control and halt action selection during the decision period until all information has been integrated (Frank, 2006; Bogacz and Gurney, 2007) . Furthermore, these models hypothesize that activity in the STN should be related to the strength of competing responses and should effectively track the level of decision conflict (Frank, 2006; Bogacz and Gurney, 2007) .
Here, we directly test this prediction in human participants undergoing deep brain stimulation (DBS) surgery of the STN for Parkinson's disease. DBS surgery offers a platform well suited to exploring these questions since patients are awake and can engage in cognitive tasks while microelectrode recordings are captured from basal ganglia structures during surgery. Participants undergoing DBS surgery engaged in a probability learning task followed by a decision task that required them to choose between visual symbols while we recorded activity from their STN. We examined changes in single unit STN activity during the decision period and between different levels of decision conflict to determine the role of the STN in action selection.
Materials and Methods
Micrelectrode recordings during deep brain stimulation surgery. We measured intraoperative activity of the STN in participants undergoing DBS surgery of the STN for Parkinson's disease. Participants volunteered to take part in the study after informed consent was obtained during preoperative consultation for surgery and received no financial compensation for their participation. Per routine presurgical protocol, Parkinson's medications were stopped on the night before surgery (12 h preoperatively); hence, participants engaged in the study while in an OFF state. The study was conducted in accordance with a University of Pennsylvania Institutional Review Board-approved protocol. Ethical constraints limited recordings to only participants with clinical indications for DBS surgery.
Per routine DBS surgery protocol, intraoperative microelectrode recordings were used to identify the STN and, more ventrally, the substantia nigra (SN). Intraoperative microelectrode recordings were performed with 1 m diameter tungsten tip electrodes advanced with a powerassisted microdrive (Jaggi et al., 2004) . Microelectrode recordings were captured using a StimPilot recording system (16 bit analog-to-digital converter) and Spike2 data acquisition software [for recording details, see the study by Moyer et al. (2007) ]. Signals were sampled at 24 kHz for data analysis.
Intraoperative targeting for microelectrode recording followed by DBS lead implantation in the STN was 12 mm lateral to the anterior commissure (AC)-posterior commissure (PC) line, 3 mm posterior to the midcommisural point, and 5 mm below the AC-PC line. Mean coordinates of the ventral border of STN, identified by microelectrode recordings and referenced to the midcommisural point, were x ϭ 13.9 mm (SE ϭ 0.22), y ϭ Ϫ3.49 mm (SE ϭ 0.49), and z ϭ Ϫ5.59 mm (SE ϭ 0.78) for left electrode recordings, and x ϭ Ϫ12.43 (SE ϭ 0.53), y ϭ Ϫ3.52 mm (SE ϭ 0.53), and z ϭ Ϫ5.37 mm (SE ϭ 0.88) for right electrode recordings. These coordinates correspond to left and right STN on the Schaltenbrand-Wahren brain atlas. DBS macroelectrode leads were placed with the ventral most electrode at these locations. A postoperative MRI confirmed the final DBS macroelectrode location (see Fig.  1d ), which followed the same trajectory as microelectrode recordings.
Behavioral analysis. The cognitive task used in this study involved a probability learning task followed by a decision task with multiple probability comparisons that was established previously (Frank et al., 2004 . Participants engaged in both tasks in the intraoperative environment while undergoing DBS surgery and while microelectrode recordings were captured from basal ganglia structures. Participants first experienced the tasks during a preoperative consultation several weeks before surgery and were reminded of the test structure immediately before surgery. A single intraoperative experimental session, comprising both tasks, lasted ϳ15 min, depending on the participant's response times. Participants engaged in the probability learning task first while recordings were captured from the SN. In this study, we focus exclusively on the decision making task and associated STN activity. Microelectrodes were subsequently retracted to 0.5 mm dorsal to the ventral STN border, corresponding to the ventral subdivision of STN, where recordings were captured while participants engaged in the decision task (see Fig. 1 ). Because DBS electrodes are often implanted bilaterally, some participants completed two experimental sessions, yielding 18 experimental sessions from the 14 participants. In these cases, participants were presented with different sets of stimuli for each experimental session. During the probability learning task, henceforth referred to as the training phase of the experiment, three pairs of symbols (denoted here by pairs letters: AB, CD, EF) were presented in random order, and participants were instructed to choose one of the two stimuli on each trial (see Fig. 1a ). Selections were made by pressing the button of a handheld controller with either the left or right hand. The three stimulus pairs were characterized by different relative rates of reward (AB, 80 vs 20%; CD, 70 vs 30%; EF, 60 vs 40%) . Reward rates associated with each symbol were determined randomly and fixed throughout the experiment. Probabilistic feedback followed each choice. In the event of positive feedback, the selection screen turned green, and an audible ring of a cash register was presented. In the event of negative feedback, the selection screen turned red, and an audible buzz was presented. Each trial consisted of presentation of the stimuli, participant choice, and a 2 s display of feedback. Over the course of the training phase of the experiment, participants should learn the underlying probabilities associated with each symbol. During the subsequent decision task, henceforth referred to as the testing phase of the experiment, participants were presented with combinations of all symbols, including novel combinations, and instructed to choose one of the two symbols presented on each trial (see Fig. 1b ). Fifteen symbol pairs, corresponding to every combination of the six symbols presented during training, were presented during testing. Each symbol pair was presented up to 12 times in random order. After each choice, the selection screen turned gray. To prevent further learning of reward probabilities, especially those concerning novel combinations of symbols, no feedback indicating whether the choice was correct was presented.
We quantified learning rates during the training phase of the experiment by dividing the number of total trials into five blocks and calculating how often participants made accurate choices, defined as choosing the symbol with the higher a priori reward rate, within each block (see Fig. 2a ). For each participant, we defined the reward expectation assigned to each symbol as the rate of selection of that symbol during the final block in training. To assess the level of decision conflict during the testing phase of the experiment, for every symbol pair we calculated the difference in reward expectation between the two symbols. Thus, in the training phase, if a participant selects symbol A 80% of the time in the final block and symbol C 65% of the time, then the difference in reward expectation for the novel combination AC is 0.15. By our convention, positive differences indicate a higher level of reward expectation for the symbol with the higher a priori reward rate. We define decision conflict as one minus the magnitude of the difference in reward expectation such that differences in reward expectation near zero and differences in reward expectation near one indicate high and low levels of decision conflict, respectively.
For statistical analyses of behavioral data, we considered each of the 18 individual experimental sessions as independent events. We used a Wilcoxon rank-sum test across experimental sessions to assess learning between experimental blocks, and a linear regression to assess the relationship between accuracy during the final block of training and testing accuracy. To analyze to what extent participants used the learned reward expectations to inform their decisions, we calculated the mean testing accuracy for each of the 15 symbol pairs presented during testing. We calculated a linear regression and correlation coefficient between testing accuracy and the difference in reward expectation associated with the 15 symbol pairs for each experimental session. To illustrate this relationship across the population, we rank ordered the differences in reward expectation for each participant, and averaged these values and their corresponding testing accuracies across experimental sessions. In Figure 2c , we plot the mean and SE across experimental sessions and the average regression slope.
To assess the consistency of this relationship, we performed a t test on the correlation coefficients across the 18 experimental sessions. To confirm the significance of this relationship across experimental sessions, we also used a permutation procedure. For each experiment, we generated a null distribution of 1000 permuted correlation coefficients, calculated by shuffling the labels of testing accuracy associated with each symbol pair. We summed correlation coefficients across participants. To generate a p value, we determined the position of the summed original correlation coefficients in the distribution of summed correlation coefficients calculated from the permuted data. We used a similar procedure to assess whether the difference in reward expectation correlated with median response time associated with the presentation of each symbol pair.
Electrophysiology. We captured activity from 18 microelectrode STN recordings from 14 participants. For each recording, we extracted spikes using the WaveClus spike sorting package, which bandpass filters the raw recorded signals between 400 and 3000 Hz before identifying individual spike events and grouping them into spike clusters (see Fig. 1c ) (Quiroga et al., 2004) . To quantify spike activity during the presentation of symbol pairs during the testing phase of the experiment, we generated perievent spike histograms (50 ms bins; 1250 ms time window, 250 ms before stimulus, 1000 ms after stimulus) for each trial during the decision task (see Fig. 3a ). We compared spike histograms to baseline spiking activity, defined as activity occurring in the interval 500 ms before symbol pair presentation on every trial. Spiking activity on every trial is z scored by subtracting the mean and dividing by the SD of baseline spiking activity to compare across cells and across participants.
To compare spike activity in response to different levels of decision conflict, we divided decision conflict into three equally spaced bins. There were, on average, 51.7 trials per experiment (SE ϭ 3.9) corresponding to high decision conflict, 51.3 trials (SE ϭ 3.9) corresponding to medium decision conflict, and 51.5 trials (SE ϭ 3.9) corresponding to low decision conflict. To generate figures demonstrating changes in spiking activity with decision conflict and laterality (see Figs. 3c, 4b), we calculated a continuous time firing rate by smoothing the spike train from a given trial with a Gaussian kernel with an SD of 25 ms and normalizing by sampling rate. We pooled z-scored continuous time firing rates from all trials from all cells. Figures demonstrate the mean spiking activity for each condition calculated from the pooled data. Pooled data were used for illustrative purposes and were not used for statistical analyses in the text. We focused our statistical analyses on the interval between 100 and 400 ms after stimulus onset and on the 300 ms immediately preceding a response (gray shaded regions in figures), as preliminary analyses demonstrated that these intervals were particularly responsive.
Statistical analysis of spiking data. We performed statistical analyses on spiking activity by calculating correlations between spiking activity and decision conflict, which in our analysis is a continuous variable that ranges between 0 and 1. For each cell, we calculated the mean spike rate during the interval between 100 and 400 ms after stimulus presentation for each of the 15 symbol pairs presented during testing and then calculated a linear regression and correlation coefficient between the mean spike rates and decision conflicts associated with the 15 symbol pairs. To illustrate this relationship across cells, we rank ordered the levels of decision conflict for each participant and averaged these values and the corresponding spiking rates across experimental sessions. In Figure 3d , we plot the mean and SE of the average decision conflict and corresponding spike rates across cells, and the average regression slope.
Because of the limitations in the number of trials recorded in every experimental session, statistical analyses at the individual cell level are rarely significant, and instead are performed at the population level. To assess the consistency of the relationship between spike activity and decision conflict, we performed a t test on the individual correlation coefficients calculated for the 27 cells. To confirm the significance of this relationship across the population, we also used a permutation procedure. For each cell, we generated a null distribution of 1000 permuted correlation coefficients, calculated by shuffling the mean spike rates associated with each level of decision conflict. We summed correlation coefficients across cells. To generate a p value, we determined the position of the summed original correlation coefficients in the distribution of summed correlation coefficients calculated from the permuted data. For each cell, we also divided decision conflict into three equal bins (five symbol pairs per bin) and calculated the mean spike rate and decision conflict for each bin of decision conflict to perform the same statistical analysis. To assess the consistency and significance of the relationship between spike rate and response time, we used a similar procedure, but calculated the spike rate correlations with response time instead of decision conflict.
To compare the change in spiking activity across specific conditions (e.g., decision period vs baseline, high decision conflict vs low decision conflict trials, ipsilateral vs contralateral trials, win/win vs win/loss, etc.), we averaged z-scored firing within each cell for all trials associated with a given condition. For each cell, we calculated the difference in mean firing rate between conditions, generating a single number reflecting the size of the effect for each cell. To determine how consistent this effect was across the population, we performed a two-sided t test on these mean differences across cells. To confirm the significance of these differences across the population, we also used a permutation procedure. For each cell, we used a two-sided t test to compare the distribution of activity between two conditions, generating a t statistic for each comparison. We then permuted the labels for the conditions 1000 times and used a t test to generate a null distribution of shuffled t statistics for each cell. We summed the t statistics across cells. To generate a p value for the difference in spike activity between conditions, we determined the position of the summed original t statistics in the distribution of summed t statistics calculated from the permuted data.
To assess the significance of the interaction of decision conflict and accuracy and the interaction of decision conflict and laterality on spiking activity, we used a permutation procedure. For every cell, we used an ANOVA to calculate the F statistic of the interaction of the two factors of interest on spiking activity. We then generated a null distribution of F statistics by permuting the trial labels 1000 times and calculating an ANOVA for each permutation. We summed the true and permuted F statistics across cells. To generate a p value for the significance of the interaction, we determined the position of the summed original F statistics in the distribution of summed F statistics calculated from the permuted data.
Results
We measured intraoperative activity of the STN in 14 participants (11 men, 3 women; mean age, 60.9 years; SD, 7.92) undergoing DBS surgery of the STN for Parkinson's disease. We identified STN by anatomic location and by its unique firing pattern, as per protocol during DBS surgery (Jaggi et al., 2004) . DBS electrodes were implanted bilaterally in some patients. Hence, some participants completed two experimental sessions, resulting in 18 recordings. We captured microelectrode recordings from STN while participants were awake and engaged in a probability learning and decision task that required them to choose between visual symbols.
The two-stage cognitive task we used in this study involved a probability learning task (training), where participants learned the relative values of abstract visual symbols, followed by a decision task (testing), where participants chose between the symbols by making decisions based on these learned values (Frank et al., 2004 . During training, three pairs of symbols (AB, CD, EF) were constructed and presented in random order on a computer screen (Fig. 1a) . We informed participants that one symbol in each pair carried a higher probability of yielding a reward than the other. Participants selected one of the symbols on every trial, and probabilistic feedback followed each choice (see Materials and Methods). The three stimulus pairs were characterized by different relative reward rates that were assigned randomly and fixed throughout the experiment. Over the course of training [on average, 120.7 total trials (SE ϭ 0.94), corresponding to ϳ40 trials per stimulus pair], participants exhibited a significant improvement in accuracy for the AB symbol pairs between the first (median accuracy, 0.64) and final (median accuracy, 0.75) blocks of training (Wilcoxon U (18) ϭ 2.59; p ϭ 0.009; Fig. 2a ). The smaller differences in a priori reward rates for the CD and EF symbol pair led to smaller, non-statistically significant improvements in accuracy during training.
Our analysis of STN activity focused on the subsequent testing phase of the experiment (Fig. 1b) , when decisions were informed by the relative values learned during training. During this testing phase, participants were presented with combinations of all symbols, including novel combinations, and instructed to choose one of the two symbols presented on each trial (15 symbol pairs per experiment). No feedback indicating whether the choice was correct was presented after each selection, preventing participants from updating the reward expectation associated with each symbol that they learned during training and keeping the level of decision conflict for each individual symbol pair constant throughout the decision task. Each pair was presented up to 12 times in random order. Participants completed 153.7 trials on average (SE ϭ 11.7) during the testing phase of the experiment. As expected, accuracy during the final block of training predicted accuracy in the subsequent testing phase (b ϭ 0.45; p ϭ 0.0013; r ϭ 0.7; Fig. 2b) .
We inferred participants' learning of the reward probabilities associated with the different symbols from their choice responses in the last training block (see Materials and Methods). If a participant bases their test-phase decisions on their learned reward expectations, rather than a priori probabilities, then for every symbol pair presented during testing, the participant should select the symbol with the higher reward expectation. Consistent with this prediction, the difference in reward expectations for each symbol pair was significantly correlated with testing accuracy across the 18 experimental sessions (t (17) ϭ 3.35; p ϭ 0.004; mean r ϭ 0.31; SE ϭ 0.09; p Ͻ 0.001, permutation test; Fig. 2c) .
Depending on the difference in reward expectation of each symbol pair, each trial during testing can then be characterized by a level of decision conflict. Low decision conflict occurs during trials with symbols having a large difference in reward expectation, whereas high decision conflict occurs during trials with symbols having a small difference in reward expectation. As expected, response time during the testing phase was significantly and negatively correlated with the difference in reward expectation (t (17) ϭ Ϫ2.28; p ϭ 0.036; mean r ϭ Ϫ0.17; SE ϭ 0.07; p ϭ 0.004, permutation test), suggesting that the difference in reward expectation is an appropriate surrogate for decision conflict. We extracted single-unit activity captured from STN microelectrode recordings while participants engaged in the decision task during testing to find 38 uniquely identified spike clusters (2.1 clusters per recording; SE ϭ 0.29). Average recorded waveforms and a histogram of interspike intervals from one spike cluster are shown in Figure 1c . We excluded spike clusters with median firing rates below 1 Hz from our analysis, under the assumption that they were incorrectly identified as independent spike clusters. We thus retained a total of 27 spike clusters, henceforth referred to as cells, yielding a mean of 1.5 cells per recording (SE ϭ 0.31) for our analysis.
Representative spike activity recorded from a single STN cell in a single participant during the decision task, time locked to the presentation of symbol pairs, is shown in Figure 3a . There is a clear increase in spike activity around 200 ms following the presentation of symbol pairs (t ϭ 0). Spike activity across all recorded cells confirmed this response (Fig. 3b) . Following the presentation of symbol pairs, as participants initiated the decision process, there was a consistent and significant increase in spike activity between 100 and 400 ms compared to baseline activity (t (26) ϭ 2.04; p ϭ 0.05; SE ϭ 0.057; t test across cells; p Ͻ 0.001, permutation test).
If the STN tracks decision conflict, as suggested by computational models (Gurney et al., 2001; Frank, 2006; Humphries et al., 2006; Bogacz and Gurney, 2007) , then we would predict that spike activity would increase as the difference in reward expectations between symbols became smaller, or as decision conflict became larger. To visualize this prediction, we divided the difference in reward expectations, and hence decision conflict, into three equally sized bins and plotted the average pooled spiking activity for trials with the highest and lowest decision conflict (Fig. 3c) . The increase in spike activity following stimulus presentation appears greater for trials associated with high decision conflict than with trials associated with low decision conflict.
To confirm this difference, we averaged spike activity between 100 and 400 ms after stimulus presentation for every level of decision conflict associated with each of the 15 symbol pairs presented during testing. We found that spike activity during this period after stimulus presentation was significantly correlated with decision conflict (t (26) ϭ 2.92; p ϭ 0.007; mean r ϭ 0.15; SE ϭ 0.05; p ϭ 0.004, permutation test; Figure 3d ). When we divided decision conflict into three equally sized bins (five symbol pairs per bin corresponding to high, medium, and low decision conflict), we again found a significant correlation between spike activity during this period and the level of decision conflict (t (26) ϭ 3.73; p ϭ 0.0009; mean r ϭ 0.36; SE ϭ 0.09; p Ͻ 0.001, permutation test; Figure 3e ). We did not find a significant relationship between spike activity and decision conflict for any other temporal epoch ( p Ͼ 0.1). Models that predict STN spike activity increases with decision conflict also predict that STN translates conflict into behavioral slowing (Frank, 2006; Bogacz and Gurney, 2007) . Consistent with this prediction, we also found a significant correlation between spike activity 100 to 400 ms after stimulus presentation and response time (t (26) ϭ 2.26; p ϭ 0.03; mean r ϭ 0.12; SE ϭ 0.05; p ϭ 0.016, permutation test).
If spike activity is significantly correlated with the level of decision conflict, we would expect significantly greater spike activity during high conflict trials compared to low conflict trials. To confirm this difference, we averaged spike activity between 100 and 400 ms after stimulus presentation and found a consistent and statistically significant difference between spike activity associated with high and low decision conflict (t (26) ϭ 2.36; p ϭ 0.026; SE ϭ 0.053; p ϭ 0.008, permutation test; Fig. 3e ). Spike activity associated with high decision conflict was also significantly greater than activity associated with medium decision conflict (t (26) ϭ 2.71; p ϭ 0.013; SE ϭ 0.041; p ϭ 0.005, permutation test), although spike activity associated with medium decision conflict was not significantly different than that associated with low decision conflict (t (26) ϭ Ϫ0.90; p ϭ 0.376; SE ϭ 0.55; p ϭ 0.94, permutation test). We examined whether the correlation between spiking activity and decision conflict was modulated by the accuracy of choice. We identified trials when participants chose symbols with the higher a priori probability as accurate choices. Overall, spike rates were not significantly higher during accurate choices than inaccurate choices during the period between 100 and 400 ms after stimulus (t (26) ϭ 0.136, p ϭ 0.45; SE ϭ 0.05; p ϭ 0.44, permutation test). During accurate choices, however, spike activity during this period was significantly correlated with decision conflict (t (26) ϭ 2.39; p ϭ 0.024; mean r ϭ 0.13; SE ϭ 0.05; p ϭ 0.016, permutation test), while during inaccurate choices, there was not a significant correlation between spiking activity and decision conflict (t (26) ϭ 1.18; p ϭ 0.25; mean r ϭ 0.11; SE ϭ 0.09; p ϭ 0.082, permutation test). Confirming that accuracy modulates the relation between decision conflict and STN spiking activity, we found a significant interaction between accuracy and decision conflict in determining spike activity ( p ϭ 0.013, permutation test).
To assess whether the level of decision conflict, and hence spiking activity, may be related to the total evidence of reward associated with each symbol pair instead of the difference in reward expectations, we examined conflict in the context of approach versus aversive cues. We assigned each symbol as a win (approach cue) if its a priori probability was Ͼ0.5, and as a loss (aversive cue) if its a priori probability was Ͻ0.5 . In this paradigm, win/win symbol pairs carry the most evidence of reward and represent the highest level of decision conflict (Gurney et al., 2001; Bogacz and Gurney, 2007) . We also performed the same analysis when we assigned approach and aversive cues based on reward expectations, rather than a priori probabilities. In both cases, we found no significant differences in response time or in spike activity between 100 and 400 ms after stimulus onset between win/win trials, loss/loss trials, and win/loss trials (t (26) ϭ 0.57; p ϭ 0.57; SE ϭ 0.11; p ϭ 0.37, permutation test).
Because cortical models of action selection emphasize firing rates at the moment of action, and because the STN has traditionally been implicated in motor control, we investigated spiking rates for all cells time locked to the moment of selection, when participants pressed the left or right button (Fig. 4a) . The mean response time across all experimental sessions between the presentation of stimuli and button press was 1660 ms (SE ϭ 174 ms). During the 300 ms window immediately preceding the moment of selection, there remained a significantly higher level of spike activity compared to baseline (t (26) ϭ 2.31; p ϭ 0.028; SE ϭ 0.051; p Ͻ 0.001, permutation test). Spike activity decreased as participants made their selection.
We designated trials recorded from the right STN as ipsilateral when the right button was selected, and contralateral when the left button was selected. During this 300 ms window, there was greater spike activity during trials involving contralateral button presses compared to trials involving ipsilateral selections (t (26) ϭ 2.45; p ϭ 0.021; SE ϭ 0.052; p ϭ 0.019, permutation test; Fig.  4b,c) . Notably, although decision conflict modulates spiking activity immediately after stimulus onset, there was no significant correlation between spike activity and decision conflict during this period before the button press (t (26) ϭ Ϫ1.16; p ϭ 0.25; mean r ϭ Ϫ0.06; SE ϭ 0.05; p ϭ 0.12, permutation test). Because no feedback was presented, not surprisingly, we also found no relationship between decision conflict and spike activity at the end of the trial after selection, when inferred rewards would have been signaled (t (26) ϭ Ϫ0.84; p ϭ 0.41; mean r ϭ Ϫ0.05; SE ϭ 0.06; p ϭ 0.82, permutation test). Conversely, laterality not only affected spike rates immediately before the button press, but contralateral trials also exhibited a marginally significant increase in spiking activity compared to ipsilateral trials during the 100 to 400 ms window following stimulus presentation (t (26) ϭ 1.82; p ϭ 0.08; SE ϭ 0.047; p ϭ 0.005, permutation test). The effect of the interaction between laterality and decision conflict on spike activity during this period, however, was not significant ( p ϭ 0.38, permutation test).
Discussion
Using microelectrode recordings, we found an increase in singleunit STN activity when participants engaged in a decision, with STN activity increasing with the degree of decision conflict. Direct evidence of the relationship between STN spiking activity and decision conflict has been lacking despite computational models hypothesizing the presence of such a mechanism (Redgrave et al., 1999; Frank, 2006; Bogacz and Gurney, 2007) . Previous evidence has been limited to imaging studies demonstrating increased STN activity with task complexity (Lehericy et al., 2006; Aron et al., 2007) , and studies demonstrating increased theta oscillatory activity in human participants during conflictual decisions (Fumagalli et al., 2010; Cavanagh et al., 2011) . The ability to directly measure STN spiking activity in humans undergoing DBS surgery here enabled us to directly demonstrate that STN spiking activity tracks the level of decision conflict as had been predicted by computational models and by indirect experimental evidence (Baunez et al., 2001; Desbonnet et al., 2004; Frank et al., 2007) .
In our study, we defined decision conflict based on the difference in reward expectations, hence equating conflict with difficulty. Our analysis of response times suggests that such a paradigm captures decision conflict. We found no clear relationship between reward rates and accuracy or between decision conflict and spiking activity when we used a priori probability rates, rather than the inferred reward expectation, to determine decision conflict. We also examined decision conflict in the context of approach and aversive cues and found that trials involving decisions between symbols with high reward associations (win/win) did not exhibit significantly greater spiking activity than decisions between symbols with low reward associations (loss/loss). These analyses suggest that learning dictates choice in the decision task, and that the difficulty of choice, rather than approach or aversive cues, is the primary mediator of STN activity.
Notably, we found that the relationship between STN spike activity and decision conflict was modulated by choice accuracy and was absent during inaccurate choices. Accurate trials may simply reflect greater attentional resources exhibited by participants who were fully engaged in the task, whereas inaccurate trials may reflect either uninformed guessing, generating no response conflict before decision, or drifting attention. However, if STN activity serves to adjust decision thresholds (Ratcliff and Frank, 2012) , then the observed interaction between accuracy and decision conflict suggests that STN activity slows responses during high conflict trials to increase accuracy.
The increases in STN spiking activity observed here occur around 200 ms after stimulus presentation. Previously observed changes in low frequency oscillatory power captured through local field potentials, which may reflect synaptic inputs, demonstrate a similar time course (Cavanagh et al., 2011) . Furthermore, as with STN spiking activity, midfrontal scalp EEG activity (Cavanagh et al., 2011 ) also correlates with behavioral slowing during high conflict decisions, suggesting that both regions are involved in response conflict. Hence, the time course observed here may reflect not only the time to process visual information, but additionally the time to relay that information in the form of decision conflict from cortical to subcortical structures.
Consistent with existing hypotheses for the role of STN in motor control, we identified elevated STN activity before the moment of action and higher for contralateral compared to ipsilateral button presses. The elevated activity supports the notion that the STN transmits an inhibitory hold signal to the contralateral side until the moment of action. Decision conflict does not differentiate activity during this period, which occurs, on average, over 1 s after presentation of the stimuli, suggesting that by this point the decision has been made and spiking activity may simply reflect the motor component of the task. On the other hand, in the early stages of the decision period, activity is primarily determined by the level of decision conflict. During this period, laterality also affects spiking activity, but our results do not disentangle decision conflict related to choice valuation from response conflict related to competing motor commands in the STN (Pochon et al., 2008) . These issues suggest that further studies on the role of STN in decision processes are warranted.
Although our data demonstrate that spike activity during the decision task is modulated by the level of decision conflict, our experimental setup does suffer from a number of limitations. First, the current study investigates activity of the STN in the intraoperative environment. This set up limits the number of trials we can record for each spike cluster, which in turn limits the power for analyses at the individual cell level. We focus our statistical analysis instead on the population response. Despite this limitation, however, we find these effects to be consistent across the population. Second, spiking rates in our data appear lower than those demonstrated in previous recordings of dorsal STN activity captured during DBS surgery. The lower spike rates observed here may reflect the physiological profile of the ventral subdivision of the STN, they may reflect decreased spiking activity in the STN during a cognitive task, or they may reflect incomplete spike acquisition during spike sorting due to variations in action potential height related to the cardiac cycle. Although further studies are needed to explore this discrepancy, the fact that spiking activity recorded here does demonstrate a significant relationship with decision conflict still demonstrates the role the STN may play in mediating decision processes. Finally, given our experimental paradigm, all data recorded here are captured from the STN of Parkinson's patients. Although these patients exhibit abnormalities in basal ganglia function, the patients selected for our study exhibited normal range cognitive function and were able to demonstrate learning in a complex probabilistic task. Our data suggests that the relationship between decision conflict and STN spiking activity may also exist in the normal population.
Our data support computational and theoretical models that suggest that the basal ganglia play an important role in decision processes. There is substantial evidence for cortically based action selection, especially in the context of sensorimotor tasks (Shadlen and Newsome, 2001; Gold and Shadlen, 2007) . For example, when animals are trained to saccade in response to the coherent movement of dots, electrical stimulation of frontal eye fields during the decision period results in eye movements toward choice targets, suggesting that some form of action selection is encoded directly in sensory and motor cortical areas Shadlen, 2002, 2007) . That STN activity tracks decision conflict in our data does not contradict these findings, but instead suggests that STN activity may participate in decisions by adjusting the process of evidence integration.
The notion that the basal ganglia can participate in action selection is compelling for several reasons. For one, such a functional architecture reduces the number of reciprocal connections needed to convert valuation to action selection across multiple cortical areas (Redgrave et al., 1999; Frank, 2006; Bogacz and Gurney, 2007; Bogacz, 2007) . Second, in the event that an organism is selecting between multiple possibilities, action selection mediated by a central mechanism simplifies the decision process (McMillen and Holmes, 2006; Bogacz and Gurney, 2007) . Third, it is possible that a centrally mediated action selection circuit can more readily adjust decision thresholds dynamically. STN activity may thus set a level of inhibition that must be exceeded to proceed with a designated action. And fourth, that STN activity in our study tracks decision conflict in a cognitive task that involves a learning and decision component suggests that the STNЈs role in action selection may be generalizable to other abstract decision processes (Doya, 2008; Rangel et al., 2008; Kable and Glimcher, 2009 ).
