Abstract. Given an evolution equation, a standard way to prove the well posedness of the Cauchy problem is to establish a Gronwall type estimate, bounding the distance between any two trajectories. There are important cases, however, where such estimates cannot hold, in the usual distance determined by the Euclidean norm or by a Banach space norm. In alternative, one can construct different distance functions, related to a Riemannian structure or to an optimal transportation problem. This paper reviews various cases where this approach can be implemented, in connection with discontinuous ODEs on IR n , nonlinear wave equations, and systems of conservation laws. For all the evolution equations considered here, a metric can be constructed such that the distance between any two solutions satisfies a Gronwall type estimate. This yields the uniqueness of solutions, and estimates on their continuous dependence on the initial data.
Introduction
Consider an abstract evolution equation in a Banach space d dt u(t) = F (u(t)) .
If F is a continuous vector field with Lipschitz constant L, the classical Cauchy-Lipschitz theory applies. For any given initial data
the solution of (1.1) is thus unique, and depends continuously onū. Indeed, the distance between any two solutions grows at a controlled rate:
In this case, the classical Gronwall's estimate yields
with C(t) = e Lt . Semigroup theory has extended the validity of estimates such as (P1), (P2) to a wide class of right hand sides, including differential operators, which generate a continuous flow [19, 24, 30, 35] .
On the other hand, there are cases (such as the Camassa-Holm equation) where the flow generated by (1.1) is not Lipschitz continuous w.r.t. the initial data, in any standard Hölder or Sobolev norm. In other cases, such as hyperbolic systems of conservation laws, the generated semigroup is globally Lipschitz continuous w.r.t. the L 1 norm but does not satisfy an estimate of the form (P1), for any constant L. In all these situations, a natural problem is to seek an alternative distance d ♦ (·, ·), possibly not equivalent to any of the usual norm distances, for which (P1) or (P2) still hold.
Aim of this note is to discuss a few examples where this goal can be achieved. Typically, the distance d ♦ is defined as a Riemann type distance. In other words, one starts with a Banach space E and a family Σ of sufficiently regular paths γ : [0, 1] → E, for which some kind of "weighted length" |γ| * can be defined. This needs not be equivalent to the length derived from the norm distance. Given two elements u, v ∈ E, one first defines
and then takes the lower semicontinuous envelope (w.r.t. convergence in norm):
Besides achieving a proof of uniqueness and continuous dependence, estimates of the form (P2) are useful for establishing error estimates. Indeed, adopting a semigroup notation, call t → S tū the solution to the Cauchy problem Here the left hand side is the distance at time T between the approximate solution w(·) and the exact solution of (1.1) with the same initial data w(0). The right hand side is the integral of an instantaneous error rate.
The estimate (P1) can be also useful in order to understand which kind of Lipschitz perturbations preserve the well-posedness property.
In the following sections we shall review three different settings where these ideas can be implemented. Section 2 is devoted to discontinuous ODEs in a finite dimensional space [22] . Following [5] , for a vector field F = F (t, x) having finite directional variation, a general formula yielding a time-dependent contractive Riemann metric can here be given. Section 3 reviews two different constructions of a distance functional which satisfies an estimate of the form (P1), in connection with the Camassa-Holm equation [10, 25] . Finally, in Section 4 we discuss distance functionals which are contractive for the flow generated by a hyperbolic system of conservation laws [2, 12] .
Discontinuous ODEs
To motivate the search for contractive metrics, we start with two elementary examples.
Example 1. The ODEẋ = |x| 1/2 yields a textbook case of a Cauchy problem with multiple solutions. Yet, there is a simple way to select a unique solution for each initial data x(0) =x. Let us define a solution t → x(t) to be "admissible" if and only if it is strictly increasing. These admissible solutions are then unique, and depend continuously on the initial data. For x = 0, the corresponding admissible solution is t → S tx = (sign t) t 2 /4. Notice that the trajectory w(t) ≡ 0 is not an admissible solution, but the error |w(t) − S t w(0)| = t 2 /4 cannot be estimated integrating the "instantaneous error rate" ẇ(t) − |w(t)| 1/2 ≡ 0.
On the other hand, a direct computation shows that the Riemann distance
is invariant w.r.t. the flow of admissible solutions. Namely d ♦ (S tx , S tȳ ) = d ♦ (x,ȳ) for everȳ x,ȳ, t. Using this distance, the error estimate (1.7) retains its validity. Indeed
Example 2. Consider the discontinuous ODĖ
For any initial data x(0) =x, the Cauchy problem is well posed. Indeed, any two solutions satisfy
The estimate (2.9) alone, however, does not tell for which vector fields g(·) the ODĖ
generates a continuous semigroup. For example, taking g(x) ≡ 2, the Cauchy problem is well posed, while taking g(x) ≡ −2 it is not. The difference between the two above cases becomes apparent by introducing the equivalent distance
Notice that d ♦ is invariant w.r.t. the flow generated by (2.8) . Denote by S g t and S −g t the semigroups generated by the ODEsẋ = g(x) andẋ = −g(x), respectively. Then for everȳ x,ȳ ∈ IR and t ≥ 0 we have
On the other hand, takingx ≤ 0,ȳ > 0, one has
Comparing (2.10) with (2.11), we see that the flow generated by g contracts the distance d ♦ , while the flow generated by −g can increase it, at a rate which does not approach zero as Figure 1 : Left: the vector field f is transversal to the surface where it is discontinuous. The directional variation V M is a bounded function. Right: the vector field g is not transversal to the surface where it has a discontinuity. Its directional variation is thus unbounded.
Next, consider a general ODE with bounded, possibly discontinuous right hand sidė
In the Euclidean space IR 1+n , consider the cone with opening M :
Following [4] , the total directional variation of the vector field f up to the point (t, x) will be defined as
(2.13) Notice that, in order that V M be bounded the jumps in f must be located along hypersurfaces which are transversal to the directions in the cone Γ M . Otherwise, one can choose arbitrarily many points P i , alternatively on opposite sides of the discontinuity, and render the sum in (2.13) arbitrarily large (see Fig. 1 ).
Given two constants 0 < L < M , we define the weighted length of a Lipschitz continuous path γ : [0, 1] → IR n at time t as
14)
The weighted distance between two points x, y ∈ IR n at time t is defined as Notice that, as t increases, the directional variation V M (t, ·) increases as well. Hence, by (2.14), the weighted length of the path γ becomes smaller.
We recall that a Carathéodory solution to the (possibly discontinuous) ODE (2.12) is an absolutely continuous function t → x(t) that satisfies (2.12) for a.e. time t. The main result proved in [5] is as follows.
Theorem 1. Let f = f (t, x) be a time dependent vector field on IR n . Assume that there exist constants L < M such that |f (t, x)| ≤ L for all t, x, and the directional variation V M of f defined at (2.13) is locally bounded.
Then, for every initial data x(t 0 ) = x 0 , the ODE (2.12) has a unique, globally defined Carathéodory solution. Any two solutions x(·), y(·) of (2.12) satisfy
Since the Euclidean distance between two nearby trajectories can suddenly increase across a surface where f is discontinuous, to achieve the contractive property (2.16) this must be compensated by the decrease of the exponential weight inside the integral in (2.14).
Nonlinear wave equations
The Camassa-Holm equation can be written as a scalar conservation law with an additional integro-differential term:
where P is defined as the convolution
For the physical motivations of this equation we refer to [14, 16, 17] . One can regard (3.17) as an evolution equation on a space of absolutely continuous functions with derivatives u x ∈ L 2 . In the smooth case, differentiating (3.17) w.r.t. x one obtains
Multiplying (3.17) by u and (3.19) by u x one obtains the two balance laws
As a consequence, for regular solutions the total energy
remains constant in time.
As in the case of conservation laws, because of the strong nonlinearity of the equations, solutions with smooth initial data can lose regularity in finite time. For the Camassa-Holm equation (3.17) , however, the uniform bound on u x L 2 guarantees that only the L ∞ norm of the gradient can blow up, while the solution u itself remains Hölder continuous at all times.
The equation (3.17) admits multi-peakon solutions, depending on finitely many parameters. These have the form 22) where the coefficients p i , q i are obtained by solving the Hamiltonian system of ODEs
According to (3.22) , the coefficient p i determines the amplitude of the i-th peakon, while q i describes its location.
By (3.20) , the H 1 norm is constant in time along regular solutions. The space H 1 (IR) = W 1,2 (IR) thus provides a natural domain where to construct global solutions to the CamassaHolm equation. Observe that, for u ∈ W 1,p with p < 2, the convolution (3.18) may not be well defined. On the other hand, if p > 2, the Sobolev norm u(t) W 1,p of a solution can blow up in finite time. Given an intial condition A globally defined flow of conservative solutions was constructed in [8] . One should be aware, however, that the Cauchy problem for the Camassa-Holm equation is not well posed, even in the "natural" space H 1 (IR). Failure of continuous dependence on initial data can be seen by looking at special solutions with two opposite peakons (Fig. 2 ). In this case we have
Let T be the interaction time, so that q 1 (T ) = q 2 (T ) = 0. As t → T −, one has 27) where E 0 is the energy of the solution, which is a constant (except at t = T ). For detailed computations we refer to Section 5 in [8] . The last limit in (3.27) shows that, as t → T −, all the energy is concentrated within the small interval [q 1 (t), q 2 (t)] between the two peakons.
Next, in addition to this special solution u, consider a family of solutions defined as u ε (t, x) .
According to (3.28), solutions u ε which initially start arbitrarily close to u, within finite time split apart at a uniformly positive distance √ 2 E 0 .
A metric induced by optimal transportation.
In order to analyze uniqueness questions for solutions to the Camassa-Holm equations, it is of interest to construct an alternative distance functional J(·, ·) on H 1 . For any two solutions of (3.17), this distance should satisfy an inequality of the form
with a constant κ depending only on the maximum of the two norms u(t) H 1 , v(t) H 1 (which remain a.e. constant in time). For spatially periodic conservative solutions to the Camassa-Holm equation, this goal was achieved in [10] , building on insight gained in [7] . We describe here the key steps of this construction.
Consider the unit circle T = [0, 2π] with endpoints identified. The distance between two angles θ,θ ∈ T will be denoted as |θ −θ| * . Consider the manifold X .
where a ∧ b . = min{a, b}. Let H 1 per be the space of absolutely continuous periodic functions u, with u(x) = u(x + 1) for every x ∈ IR, and such that
Moreover, let µ u be the measure supported on Graph(u), whose projection on the x-axis has density 1 + u 2 x w.r.t. Lebesgue measure. In other words, for every open set A ⊂ X we require
The distance J(u, v) between two functions u, v ∈ H 1 per is determined as the minimum cost for a constrained optimal transportation problem. More precisely, consider the measures µ u , µ v , supported on Graph(u) and on Graph(v), respectively. An absolutely continuous strictly increasing map ψ : IR → IR satisfying the periodicity condition
for all x ∈ IR will be called an admissible transportation plan. Given ψ, we can move the mass µ u to µ v , from the point (x, u(x), 2 arctan u x (x)) to the point (ψ(x), v(ψ(x)), 2 arctan v x (ψ(x))). In general, however, the measure µ v is not equal to the push forward of the measure µ u determined by the map ψ. We thus need to introduce an additional cost, penalizing this discrepancy. Using the function
the cost associated to the transportation plan ψ is now defined as
Minimizing over all admissible transportation plans, one obtains a distance functional: The analysis in [10] shows that this functional is indeed a distance on H 1 per , and grows at the controlled rate (3.29) along any couple of conservative solutions to the Camassa-Holm equation. In turn, this yields the uniqueness of conservative solutions, and a sharp estimate on their continuous dependence on initial data.
Remark 2. In the definition of the distance functional J, the requirement that the transportation must be achieved in terms of a non-decreasing function ψ plays an essential role. Indeed, the topology generated by the distance J is different from the topology of weak convergence of measures, corresponding to the standard transportation distance
where the supremum is taken over all Lipschitz continuous functions with Lipschitz constant 1.
For example, consider the sequence of saw-tooth functions as in Fig. 4 , where u m is defined as the unique function of period 2 −m such that
Observe that µ um is a measure supported on Graph(u m ), whose projection on the x-axis has constant density 1 + (u m ) 2 x ≡ 2 w.r.t. Lebesgue measure. As m → ∞, one has the weak convergence µ um µ, where µ is the sum of two copies of Lebesgue measure, one on the line {(x, 0, π) ; x ∈ IR}, and one on the line {(x, 0, −π) ; x ∈ IR}. In particular, the sequence (µ um ) m≥1 is a Cauchy sequence w.r.t. the distance (3.33). However, (u m ) m≥1 is not a Cauchy sequence w.r.t. the distance (3.32).
A metric induced by relabeling equivalence.
Next, we discuss an alternative approach to the construction of a distance functional J, having the controlled growth property (3.29) along solutions to the Camassa-Holm equation. Here the starting point is the representation of solutions in terms of new variables, introduced in [8] .
As independent variables we use time t and an "energy" variable ξ ∈ IR, which is constant along characteristics. This means that, in the t-x plane, for each fixed ξ the curve t → y(t, ξ) provides a solution to the Cauchy problem d dt y(t) = u(t, y(t)), y(0, ξ) =ȳ(ξ). In addition, we use the three dependent variables
There is considerable freedom in the parameterization of characteristics. A natural way to choose the function ξ →ȳ(ξ) is to require that
At time t = 0, this achieves the identity q(0, ξ) ≡ 1. that characteristics join together at an isolated time T . This happens, for example, when two peakons cross each other as in Fig. 2 . In this case, as t → T −, the measure with density 1 + u 2 x approaches a point mass at P . However, in the variables (U, v, q), the solution of (3.34) remains smooth. As u x → ±∞ we simply have 2 arctan u x → ±π, and the singularity is completely resolved by the variable transformation.
As proved in [8] , for a given initial data u(0) =ū ∈ H 1 (IR), a conservative solution to the Camassa-Holm equation (3.17) can be constructed as follows. As a first step, we solve the Cauchy problem
This can be regarded as a Cauchy problem for an ODE on the Banach space
By a fixed point argument, one obtains a unique solution, globally defined for all t ∈ IR. In turn, from a solution (U, v, q)(t, ξ) of (3.34) one recovers a solution u(t, x) of the Camassa-Holm equation (3.17) by setting
As proved in [8] , this procedure yields a group of solutions continuously depending on the initial data. Namely, given a sequence of initial data such that ū n −ū H 1 → 0, the corresponding solutions u n (t, x) converge to u(t, x) uniformly for t, x in bounded sets.
By itself, this result does not guarantee the uniqueness of conservative solutions. In principle one may use a completely different construction procedure (say, by vanishing viscosity approximations as in [33, 34] ) and generate different solutions.
To construct a distance functional providing precise information on the continuous dependence of solutions, the approach developed in [25] is based on a relabeling technique. See also [11] for an earlier result in connection with the Hunter-Saxton equation.
As motivation, observe that the same solution u(t, x) of the Camassa-Holm equation (3.17) corresponds to infinitely many equivalent solutions (U, v, q)(t, ξ) of the system (3.34). Indeed, here the variable ξ is simply used as a label to identify different characteristics. A smooth relabeling ξ → ζ(ξ) would produce a different solution ( U ,ṽ,q) of (3.34), with
However, the corresponding solution u(t, x) would be the same.
Given u ∈ H 1 , consider the set of triples
One can define the functional
where the infimum is taken over all triples such that (U, v, q) ∈ F(u), ( U ,ṽ,q) ∈ F(ũ). To achieve the triangle inequality, one needs to introduce a further functional
As shown in [25] , in connection with spatially periodic solutions to the Camassa-Holm equation, this approach yields an alternative construction of a distance functional which satisfies the crucial property (3.29). In this case, for each given data (u, u t ) ∈ H 1 × L 2 , one can define not one but two measures µ u + , µ u − , accounting for the energy transported by forward and by backward moving waves. Given two couples (u, u t ), (v, v t ), it is not clear how to extend a functional of the form (3.31) to a "double transportation problem", relating the two couples of measures (µ u + , µ u − ) and
As proved in [13] , global conservative solutions to the equation (3.37), continuously depending on the initial data, can also be obtained by a nonlinear transformation of independent and dependent variables. However, a relabeling technique here is hard to implement. Indeed, in (3.35) the independent variables are related by (t, x) = (t, y(t, ξ)). On the other hand, for the equation (3.37), it is convenient to use independent variables X, Y which are constant along forward and backward characteristics, respectively. This yields a transformation (X, Y ) → (t(X, Y ), x(X, Y )) where the time variable has no preferred status. In general, for any constant c the set {(X, Y ) ; t(X, Y ) = c} has an awkward structure.
Hyperbolic conservation laws
In this last section we discuss the construction of a contractive metric for the system of conservation laws
Here u = (u 1 , . . . , u n ) ∈ IR n is the vector of conserved quantities and f = (f 1 , . . . , f n ) : IR n → IR n is the flux function [3, 20, 26, 31, 32] . For smooth solutions, this can be written in quasilinear form
We recall that the system is strictly hyperbolic if each Jacobian matrix A(u) = Df (u) has real distinct eigenvalues λ 1 (u) < λ 2 (u) < · · · < λ n (u). In this case, one can find dual bases of right and left eigenvectors r i (u), l j (u), normalized so that
The existence and uniqueness of entropy admissible weak solutions to (4.38) was initially developed relying on the following assumption, stating that the directional derivative of eigenvalue in the direction of the corresponding eigenvector is identically zero, or has always the same sign [23, 28] .
(Lax Conditions) For each i ∈ {1, . . . , n}, the i-th characteristic field is either linearly degenerate, so that Dλ i · r i ≡ 0, or genuinely nonlinear, so that Dλ i · r i > 0 at every u ∈ IR n .
In the case of a scalar conservation laws, a fundamental result of Kruzhkov [27] valid also in several space dimensions shows that the L 1 distance between solutions does not increase in time. Indeed,
where u(t, x),ũ(t, x) are any two bounded, entropy-admissible solutions of (4.38). Thanks to this property, solutions to a scalar conservation law can also be constructed relying on the abstract theory of contractive semigroups [18] .
For systems of two or more conservation laws, however, this contractive property fails. In general one cannot even find any constant L for which the property (P1) holds. For example, consider a solution u = u(t, x) which initially contains two shocks, interacting at time τ and producing a third outgoing shock (see Fig. 6 , left). Letũ be a perturbed solution, containing the same shocks, but slightly shifted in space. As a result, the interaction occur a bit later, say at time τ + h. In this case, the L 1 distance between the two solutions remains constant, except during the short interval [τ, τ + h] where it increases very rapidly (Fig. 6, right ). Under the Lax conditions, two approaches are now available, in order to construct a distance functional on a domain D of functions with small total variation,
An explicit functional
In [12] an explicit formula was introduced, providing a functional Φ with
for any couple of entropy-admissible weak solutions u, v to (4.38), with sufficiently small total variation. We review here the basic step of this construction.
1. Measuring the strength of shock and rarefaction waves. Fix a state u 0 ∈ IR n and an index i ∈ {1, . . . , n}. As before, let r 1 (u), . . . , r n (u) be the right eigenvectors of the Jacobian matrix A(u) = Df (u), normalized as in (4.39). The integral curve of the vector field r i through the point u 0 is called the i-rarefaction curve through u 0 . It is obtained by solving the Cauchy problem in state space:
This curve, parameterized by arc-length, will be denoted as
Next, for a fixed u 0 ∈ IR n and i ∈ {1, . . . , n}, one can show that there exists (locally, in a neighborhood of u 0 ) a unique smooth curve of states u which can be connected to the right of u 0 by an i-shock, satisfying the Rankine-Hugoniot equations
for some scalar speed λ, with λ → λ i (u 0 ) as u → u 0 . This will be called the i-shock curve through the point u 0 and parameterized by arc-length:
It is well known that the two curves R i , S i have a second order contact at the point u 0 . More precisely, the following estimates hold.
Here and throughout the following, the Landau symbol O(1) denotes a quantity whose absolute value satisfies a uniform bound, depending only on the system (3.30).
Notice that the orientation of the unit vector r i (u 0 ) determines an orientation of the curves R i , S i . Recalling the Lax conditions, if the i-th characteristic field is genuinely nonlinear, the orientation is chosen so that the characteristic speed λ i increases along the curves, as the parameter σ increases. On the other hand, if the i-th field is linearly degenerate, one can prove that R i (σ) = S i (σ) for every σ, and that λ i is constant along these curves. In this case, the orientation can be chosen arbitrarily. 2. The interaction potential. It will be convenient to work within a special class of functions, which we call PCS, consisting of all piecewise constant functions u : IR → IR n , with simple jumps. We say that the jump at x is simple if either u(x+) = R i (σ)(u(x−)) for some σ > 0 or u(x+) = S i (σ)(u(x−)) for some σ < 0. In both cases, we regard |σ| as the strength of the jump at x.
For a piecewise constant function u ∈ PCS, let x α , α = 1, . . . , N , be the locations of the jumps in u(·). Moreover, let |σ α | be the strength of the wave-front at x α , say of the family k α ∈ {1, . . . , n}. Following [23] , we consider the two functionals
measuring the total strength of waves in u, and
measuring the wave interaction potential. In (4.50), the summation ranges over the set A of all couples of approaching wave-fronts. More precisely, two fronts, located at points x α < x β and belonging to the characteristic families k α , k β ∈ {1, . . . , n} respectively, are approaching if k α > k β or else if k α = k β and at least one of the wave-fronts is a shock of a genuinely nonlinear family. Roughly speaking, two fronts are approaching if the one behind has the larger speed (and hence it can collide with the other, at a future time).
If now u = u(t, x) is a piecewise constant approximate solution, a key observation is that the total strength of waves V (u(t)) can increase in time, but the interaction potential is monotone decreasing. Indeed, consider a time τ where two fronts of strength |σ |, |σ | collide. Then the changes in V, Q are estimated by
provided that V (τ −) is sufficiently small. Indeed (Fig. 8) , after time τ the two colliding fronts σ , σ are no longer approaching. Hence the product |σ σ | is no longer counted within the summation (4.50). On the other hand, the new waves σ k emerging from the interaction (having strength O(1) · |σ σ |) can approach all the other fronts not involved in the interaction (which have total strength ≤ V (τ −) ). By (4.51) and (4.52) we can thus choose a constant C 0 large enough so that the quantity V (u(t)) + C 0 Q(u(t)) is monotone decreasing, provided that V remains sufficiently small.
" '
In turn, this yields an estimate on the total variation, globally in time:
By Helly's theorem, this provides a crucial compactness property, toward a proof of the existence of globally defined weak solutions [23] .
3. A weighted distance functional. Relying on the concepts and notations developed above, we can now describe the construction of a functional Φ(u, v), measuring the distance between solutions to the hyperbolic system (4.38) and satisfying the key properties (4.41)-(4.42).
Given two piecewise constant functions with simple jumps u, v : IR → R n , recalling the construction of shock curves at (4.46), consider the scalar functions q i defined implicitly by 
this means that each couple of states ω i−1 , ω i is connected by an i-shock of size q i (x). We regard |q i (x)| as the strength of the i-th component in the jump v(x) − u(x), measured along shock curves. Since these curves are parameterized by arc length, as long as u(x), v(x) vary in a small neighborhood of the origin one clearly has
for some constant C 1 . We can now define the functional
where the weights W i are defined by setting: 
(4.57) The quantity A i (x), accounting for the total strength of waves approaching an i-wave located at x, is defined as follows. If the i-th characteristic field is linearly degenerate, we simply take
The summations here extend to waves both of u and of v. Here k α ∈ {1, . . . , n} is the family of the jump located at x α with size σ α . On the other hand, if the i-th field is genuinely nonlinear, the definition of A i contains an additional term, accounting for waves in u and in v of the same i-th family:
Here J (u) and J (v) denote the sets of all jumps in u and in v, while J .
As soon as the functional Φ is defined for piecewise constant functions, it can be extended to all functions u ∈ L 1 (IR IR n ) having suitably small total variation, by taking the lower semicontinuous envelope:
By choosing the constants κ 2 >> κ 1 >> 1 in (4.57) sufficiently large, if the total variation of the functions u, v remains small, the analysis in [12] shows that this functional is equivalent to the L 1 distance and is non-increasing in time along couples of entropy-weak solutions to the system (4.38).
We remark that the functional Φ * (·, ·) in (4.60) is still not a distance, because it may not satisfy the triangle inequality. To achieve a distance, as in (3.36) one should define
In practice, it is more convenient to work out all the estimates on piecewise constant approximate solutions, using the explicit formula (4.57). The limits of approximate solutions, providing exact solutions, are taken only at the end.
An extension of these ideas to the initial-boundary value problem can be found in [21] .
A Riemann type distance
With this approach, introduced in [2] , one considers a family of sufficiently regular paths γ : [0, 1] → L 1 , for which a weighted length can be defined. For any couple of functions u,ũ, the weighted distance d ♦ (u,ũ) is then defined as the infimum of lengths of all paths connecting u withũ.
In connection with the system (4.38) we say that a function u : IR → IR n is in the class PLSD (Piecewise Lipschitz with Simple Discontinuities) if u is piecewise Lipschitz continuous with finitely many jumps, each jump consisting of a single, entropy admissible shock. In other words, at each point x α where u has a jump, the left and right stated are related by
for some genuinely characteristic field i, and for some σ α < 0. The condition on the sign of σ α guarantees that the shock is admissible.
If u is in PLSD and has N discontinuities at the points x 1 < · · · < x N , the space of generalized tangent vectors at u is defined as T u . = L 1 × IR N . Adopting the point of view of differential geometry, elements in T u can be interpreted as first order tangent vectors as follows. On the family Σ u of all continuous paths γ : [0, ε 0 ] → L 1 with γ(0) = u, define the equivalence relation
We say that a continuous path γ ∈ Σ u generates the tangent vector (v, ξ) ∈ T u if γ is equivalent to the path γ (v,ξ;u) defined as is thus obtained from u by adding εv and by shifting the points x α , where the discontinuities of u occur, by εξ α .
To define a norm on each tangent space T u , we proceed as follows. Let u be a function in the class PLSD, with jumps at the points x 1 < x 2 < · · · < x N . For any (v, ξ) ∈ T u . = L 1 × IR N , define the scalar components v i (x) . = l i (u(x)) · v(x). By choosing the constants κ 1 , κ 2 large enough, this distance is non-increasing along any couple of entropy-weak solutions to the hyperbolic system (4.38), having suitably small total variation. See [6, 9] for two implementations of this approach.
Remark 4. All of the previous analysis dealt with solutions having small total variation. An extension to large BV data has been achieved in [29] . In this case, a contractive metric can be constructed on a domain of functions consisting of small BV perturbations of a (possibly large) Riemann solution. While the total strength of waves V (u) here can be large, the interaction potential Q(u) must remain sufficiently small.
We remark that, for general initial data with large interaction potential, the a priori BV estimates in [23] do not apply and even the global existence of weak solutions remains an open problem.
Remark 5. For strictly hyperbolic systems which do not satisfy the Lax conditions, a Lipschitz semigroup of globally defined, entropy weak solutions was constructed in [1] , taking limits of vanishing viscosity approximations. In this general case, a distance which is contractive w.r.t. the flow generated by (4.38) has not yet been constructed. Extending the explicit definition (4.56)-(4.57) appears to be a very difficult task. On the other hand, since the continuous dependence of viscous approximations was proved in [1] by studying the weighted length of smooth paths of solutions, constructing a Riemann type metric as in (4.65)-(4.67) may be a more promising approach.
