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Abstract
Simulation domain in field-aligned coordinates of the electrostatic gyrokinetic
nonlinear turbulence global code, NLT, is extended to include the magnetic
axis. The artificial boundary near the magnetic axis is replaced by the natu-
ral boundary. The singularity at the magnetic axis in Vlasov solver is treated
by considering the spatial relation of fixed grid points in field-aligned coor-
dinates. A new Poisson’s equation solver is developed, the coefficient matrix
of algebraic equations is derived by using Gauss’s theorem. Nonlinear relax-
ation test of the ITG turbulence with adiabatic electrons is performed. The
gyrocenter conservation is much improved by including the magnetic axis in
the simulation domain. The zonal field and the radial distribution of the
perturbed electrostatic potential are different from previous results without
the magnetic axis.
Keywords: Gyrokinetic simulation, Numerical Lie transform, Magnetic
axis
1. Introduction
Gyrokinetic simulation is an important tool for investigating properties
of the low frequency turbulence in magnetized plasmas[1]. In a tokamak,
the low frequency drift wave turbulence and the guiding center drift motion
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are inseparable, 3D toroidal geometry is necessary for gyrokinetic simulation.
There are two kinds of space domain selection in gyrokinetic simulation with
3D toroidal geometry. One is the flux-tube domain[2, 3]. This domain is
several correlation lengths wide in both radial and poloidal directions and
extended along the field line. Flux-tube simulations require less computa-
tional cost. But the zonal field in the simulation domain cannot be evolved
self-consistently, and researchers have realized that the zonal field plays an
important role in turbulence nonlinear saturation[4, 5]. The other one is
the global domain[4, 6, 7]. It includes most space in a tokamak. The self-
consistent evolution of the zonal field is involved in global simulations. The
computational cost of a global simulation is much more then that of a flux-
tube simulation. With the development of computers, global simulations
have been widely used in research of tokamak plasma physics.
However, the magnetic axis is not included in most global simulations[7,
8, 9, 10]. Usually, the artificial internal boundary in radial direction is used.
This artificial boundary have an influence on field solver, guiding center mo-
tion and system conservation, which makes some simulation results difficult
to grasp. Recently, in order to prevent particles from escaping the com-
putational domain, researchers improve the radial boundaries of GYSELA
code[11], but the magnetic axis is still not included in simulation and the in-
ternal radial boundary still exist. A new finite element field solver is used in
GTC to extend the simulation domain including the magnetic axis[12], but
a zero boundary condition at both inner and outer boundaries is imposed
in this new field solver. Difficulty of simulation at the magnetic axis region
mainly comes from the 3D toroidal geometry. Many equilibrium quantities
are functions of the poloidal magnetic flux. Thus, it is natural to use mag-
netic coordinates (magnetic flux coordinates or field-aligned coordinates) in
global simulation. Magnetic coordinates are generalized polar coordinates in
the radial-poloidal plane. In equations of motion, the velocity of poloidal
angular coordinate is singular at the magnetic axis[13].
The magnetic axis is included in the simulation domain of the PIC code
ORB5[14, 15, 13] and the Eulerian code GT5D[16]. The finite element ap-
proach is used by these two codes to solve the Poisson’s equation[17, 18, 19],
a natural boundary condition is imposed at the magnetic axis. In ORB5,
in order to avoid the singularity at the magnetic axis, it is adequate to use
the equivalent cylindrical coordinates, and equilibrium coefficients needed for
the pushing are obtained with linear interpolations[13]. And also, the Vlasov
solver of the GT5D is treated in cylindrical coordinates, thus a mapping be-
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tween cylindrical coordinates and magnetic flux coordinates is used in the
simulation[16].
In this paper, the numerical method to treat the magnetic axis in the
electrostatic gyrokinetic nonlinear turbulence global code, NLT, by using
field-aligned coordinates is presented. NLT is a continuum code based on
the numerical Lie transform method[20, 21]. The key idea of the numerical
Lie transform method is to decouple the perturbed motion of the gyrocenter
from the unperturbed motion, and the perturbed distribution function is ob-
tained from the unperturbed one by using pull-back transform[22, 23, 24, 25].
NLT is mainly composed of four parts: integration along the unperturbed
orbit, pull-back transform, Poisson’s equation solver and numerical filter.
Special numerical schemes are adopted in all these parts at the magnetic
axis. The remaining part of this paper is organized as follows. In Sec. 2,
the fundamental equations are introduced, the previous numerical schemes
in NLT and its limitation at the magnetic axis are reviewed. Sec. 3, compu-
tation of the unperturbed guiding center orbit. Sec. 4, numerical scheme of
pull-back transform at the magnetic axis. Sec. 5, a new Poisson’s equation
solver is described. Sec. 6, numerical filter. Sec. 7, nonlinear relaxation test.
Sec. 8, summary and discussion.
2. Review of the NLT code
In this section, the fundamental equations are introduced firstly. Then
the previous numerical schemes in NLT and its limitation at the magnetic
axis are reviewed.
2.1. Fundamental equations
The gyrocenter distribution function F (Z) satisfies the gyrokinetic Vlasov
equation
dF
dt
≡ ∂tF + X˙ · ∇F + V˙‖∂V‖F = 0, (1)
where Z =
(
X, V‖, µ
)
, and V‖ is the parallel velocity, µ is the magnetic mo-
ment, X is the position of the gyro-center. The gyrokinetic quasi-neutrality
equation in the long-wavelength approximation with adiabatic electron is[26]
∇ · (c0∇⊥φ)− c1 (φ− 〈φ〉FA) = c2ρi,gy. (2)
with c0 =
n0imi
B2
, c1 =
e2n0e
Te
, c2 = −ei. Here n0i and n0e represent the
equilibrium density of ion and electron, respectively, mi is the mass of ion,
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B is the equilibrium magnetic field, Te is the temperature of electron, e
and ei respectively represent electric charge of electron and ion. ρi,gy is the
gyrocenter density of the ion, which is given by
ρi,gy =
∫
dV‖dµ2piB∗‖ 〈δF 〉GA , (3)
with
B∗‖ = B +
miV‖
ei
b · ∇ × b, (4)
b = B
B
. The gyro-average operator 〈·〉GA is defined as
〈f〉GA (r, µ) ≡
1
2pi
∫ 2pi
0
f (X + ρ (µ, ξ)− r) dξ, (5)
〈φ〉FA represents the magnetic surface averaged electrostatic potential. The
magnetic surface averaged operator 〈·〉FA is defined as
〈f〉FA ≡
∫ 2pi
0
dα
∫ 2pi
0
dθJXf∫ 2pi
0
dα
∫ 2pi
0
dθJX
, (6)
with JX being the space Jacobian.
The equilibrium magnetic field can be expressed in terms of magnetic flux
coordinates Xf ≡ (ψ∗, θ∗, ζ∗) as
B = g (ψ∗)∇ζ∗ + I (ψ∗)∇θ∗ + g (ψ∗) δ (ψ∗, θ∗)∇ψ∗, (7)
where ψ∗ is the poloidal magnetic flux, θ∗ is the poloidal angle, ζ∗ is the
toroidal angle. I (ψ∗) and g (ψ∗) represent the toroidal and poloidal compo-
nents of the magnetic field in the covariant form, respectively. For micro-
turbulence in tokamak plasmas, the perpendicular wavenumber is much larger
then the parallel wavenumber, k⊥  k‖. Therefore, field-aligned coordinates
Xl ≡ (ψ, θ, α) can be used to improve the computational efficiency, where
ψ = ψ∗, (8)
θ = θ∗, (9)
α = q (ψ∗) θ∗ − ζ∗, (10)
q (ψ∗) is the safety factor. The space Jacobian is
JX ≡ Jψ,θ,α = Jψ∗,θ∗,ζ∗ = gq + I
B2
. (11)
For convenience, Z ≡ (Xl, V‖, µ) in the rest part of this paper.
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2.2. Numerical algorithm
Unlike traditional continuum methods, the process of solving the Vlasov
equation in numerical Lie transform is divided into 2 sub-processes, the un-
perturbed solver and the perturbed solver[22, 23]. The unperturbed solver
is treated by integrating along the unperturbed orbit. The perturbed solver
is treated by pull-back transform, which is equivalent to compute the per-
turbed orbit. Thus, NLT is mainly composed of 4 parts: integration along
the unperturbed orbit, pull-back transform, Poisson’s equation solver and
numerical filter.
In the first part, δF¯ and S1 are computed[20], the former represents the
evolution of the perturbed distribution function δF under the equilibrium
field, the latter represents the gauge function of the I-transform[22, 23],
d0
dt
δF¯ = 0, (12)
d0
dt
S1 = ei 〈φ〉GA , (13)
the total time derivative d0
dt
is taken along the unperturbed orbit. At the
beginning of each time step, S1 = 0, δF¯ = δF . Numerically, we can obtain
the solution by using the semi-Lagrangian method and the high dimensional
fixed point interpolation algorithm[27],
δF¯ (Z, t+ ∆t) = δF¯ (Z + ∆Z0 (−∆t) , t) = δF (Z + ∆Z0 (−∆t) , t) , (14)
S1 (Z, t+ ∆t) = ei
∫ t+∆t
t
〈φ〉GA (Z + ∆Z0 (t− τ) , τ) dτ, (15)
where
∆Z0 (t) ≡
∫ t
0
{Z, H0} dt, (16)
H0 is the unperturbed guiding center Hamiltonian,
H0 =
1
2
mV 2‖ + µB, (17)
{, } is the Poisson bracket,
{f, g} = ∂f
∂Za
JZ
aZb ∂g
∂Zb
, (18)
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JZ
aZb is the component of the unperturbed Poisson matrix, which can be
expressed as[21]
Jψθ = −Jθψ = Jψ∗θ∗ , (19)
Jψα = −Jαψ = qJψ∗θ∗ − Jψ∗ζ∗ , (20)
JψV‖ = −JV‖ψ = Jψ∗V‖ , (21)
Jθα = −Jαθ = −Jθ∗ζ∗ − q′θJψ∗θ∗ , (22)
JθV‖ = −JV‖θ = Jθ∗V‖ , (23)
JαV‖ = −JV‖α = qJθ∗V‖ + q′θJψ∗V‖ − Jζ∗V‖ , (24)
with JZ
a
fZ
b
f the form of the unperturbed Poisson matrix component in Zf ≡(
Xf , V‖, µ
)
Jψ
∗θ∗ = − g
eiD
, (25)
Jψ
∗ζ∗ =
I
eiD
, (26)
Jψ
∗V‖ =
V‖B
eiD
∂θ∗
( g
B
)
, (27)
Jθ
∗ζ∗ =
gδ
eiD
, (28)
Jθ
∗V‖ = −JV‖θ = B
miD
[
1− miV‖
ei
∂ψ∗
( g
B
)]
, (29)
Jζ
∗V‖ =
B
miD
{
q +
miV‖
ei
[
∂ψ∗
(
I
B
)
+ ∂θ∗
(
gδ
B
)]}
, (30)
q′ =
dq
dψ∗
, (31)
D = qg + I + ρ‖ (I ′g − g′I)− ρ‖g2∂θ∗δ, (32)
ρ‖ =
miV‖
eiB
. (33)
Usually, in the region away from the magnetic axis, JθV‖ ≈ B
miD
. However,
in the region near the magnetic axis, when ψ → 0, JθV‖ ≈ BV‖
Dei
∂ψ
(
g
B
) ∝ r−1,
where r is the minor radius. JθV‖ contributes the velocity of guilding center
in V‖ and θ directions. The contribution in V‖ direction is −JθV‖∂θH0, near
the magnetic axis, ∂θH0 ∝ r, thus this contribution is not divergent, but
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it is difficult to be treated numerically. The contribution in θ direction is
JθV‖∂V‖H0 = V‖J
θV‖ , it is divergent; as is mentioned in the introduction, this
singularity is due to the properties of the generalized polar coordinates.
In the second part, δF is computed by using pull-back transform[21]
δF = δF¯ + δFA + δFB, (34)
δFA = G
Za
1
∂
∂Za
(
F0 + δF¯
)
, (35)
δFB =
1
2
GZ
a
1
∂
∂Za
δFA, (36)
where G1 is the 1st order generating vector field,
G1 = {S1,Z} . (37)
The main task of this part is to compute numerical differentiations. Note
that the Poisson matrix is needed for computing G1, the singularity will also
appear at the magnetic axis. Considering that the pull-back transform is
equivalent to the computation of the perturbed orbit, the problem and the
solution of this singularity are same as that in the first part.
The gyrokinetic quasi-neutrality equation is solved in the third part[21].
〈φ〉FA is solved approximately from the equation by taking the magnetic sur-
face average on both sides of the Eq. (2). The partial differential operator in
α direction is converted to algebraic operator by the toroidal Fourier trans-
form. Further, by considering that the θ direction is parallel to the magnetic
field line in field-aligned coordinates and k⊥  k‖, we regard the term con-
taining ∂θ as a correction in numerical, which can be computed iteratively.
Thus, the three-dimensional second-order partial differential operators re-
duced to one-dimensional second-order differential operators. In numerical,
φ is solved iteratively by using the finite difference method with the Dirichlet
boundary conditions.
There are three shortcomings in this field solver. First, 〈φ〉FA is an ap-
proximate solution; Second, the Dirichlet boundary condition at the inner
boundary is not self-consistent; Third, at the magnetic axis, ∂θ = −q∂α, thus
the term containing ∂θ cannot be treated as a correction in numerical.
The last part is the numerical filter. The Fourier filter, zeroing the coef-
ficients of Fourier components with wavelengths of these components being
less than three times the width of the grid, is adopted in NLT[21]. The
phase-space density function JZδF is filtered in each time step, where JZ
7
is the phase-space Jacobian. Note that δF is very small near the computa-
tional velocity boundary and the damping buffer regions are used near the
radial boundaries, the Gibbs phenomenon has a less impact on the simula-
tion. Thus, although the boundary conditions in both ψ and V‖ directions
are not periodic, the Fourier filter is still used in these directions. Consider-
ing that θ is also non-periodic in the field-aligned coordinates, we transform
JZδF from field-aligned coordinates into magnetic flux coordinatesJZf δFf to
truncate the shortwave in the parallel direction by using the Fourier filter,
with JZf the phase-space Jacobian of Zf .
(
JZf δFf
)
mn
is the Fourier com-
ponent of JZf δFf , n and m are the mode number in ζ
∗ and θ∗ directions,
respectively. Filter conditions are determined by fixed grid points in field-
aligned coordinates,
(
JZf δFf
)
mn
= 0 when n > Nα/3, m < nq − Nθ/3 or
m¿nq+Nθ/3, where Nθ and Nα are the total number of grid points in the θ
and α directions.
If the magnetic axis is included in the simulation domain, the inner damp-
ing buffer region should not be used any more, the filter in the radial direction
need to be redesigned. And note that the fluctuation with high wave number
in θ∗ direction, kθ = m/r, will not be truncated near the magnetic axis by
taking only the Fourier filter condition
3. Computation of the unperturbed guiding center orbit near the
magnetic axis
The numerical singularity will appear if the orbit near the magnetic axis
is computed by using Hamilton’s equations in magnetic coordinates. For
treating this problem, we compute the unperturbed orbit by using Hamilto-
nian equations in cylindrical coordinates Xc ≡ (R,Z, ζ) if the radial position
of the guiding center is close to the magnetic axis. This method has been
used in previous work[28].
Tl→c and Tc→l represent the coordinate transformation and inverse trans-
formation between Z and Zc ≡
(
Xc, V‖, µ
)
, respectively,
Zc = Tl→c (Z) , (38)
Z = Tc→l (Zc) . (39)
Hamiltonian equations in cylindrical coordinates are
dZc
dt
= {Zc, Hc,0}c
∣∣∣∣
Zc=Tl→c(Z)
, (40)
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where Hc,0 is the unperturbed Hamiltonian in cylindrical coordinates
Hc,0 (Zc) = H0 (Z) = H0 (Tc→l (Zc)) , (41)
{, }c is the Poisson bracket in cylindrical coordinates, with components of
the Poisson matrix
JRV‖ =− JV‖R = B
∗
0 · ∇R
msB∗0‖
=
1
msB∗0‖
(
− 1
R
∂Zψ +
msV‖
esBR
(
∂Zg − g
B
∂ZB
))
, (42)
JZV‖ =− JV‖Z = B
∗
0 · ∇Z
msB∗0‖
=
1
msB∗0‖
(
1
R
∂Rψ +
msV‖
esBR
(
−∂Zg + g
B
∂ZB
))
, (43)
JζV‖ =− JV‖ζ = B
∗
0 · ∇ζ
msB∗0‖
=
1
msB∗0‖
[
g
R2
+
msV‖
esBR(
− 1
R
∂Rψ − 1
B
∂RB∂Rψ + ∂
2
RRψ + ∂
2
ZZψ −
1
B
∂ZB∂Zψ
)]
, (44)
JRZ =− JZR = −b0 · ∇R×∇Z
esB∗0‖
= − g
esB∗0‖BR
, (45)
JRζ =− JζR = −b0 · ∇R×∇ζ
esB∗0‖
=
∂Rψ
esB∗0‖BR
2
, (46)
JZζ =− JζZ = −b0 · ∇Z ×∇ζ
esB∗0‖
=
∂Zψ
esB∗0‖BR
2
, (47)
and
JψV‖ =
V‖g
esB∗0‖BR
(∂RB∂Zψ − ∂ZB∂Rψ) , (48)
B∗0‖ = B0 +
msV‖
esB2R2
(
g∆∗ψ − g′|∇ψ|2) . (49)
Informations of the unperturbed orbit will be recorded in field-aligned coor-
dinates by using Eqs. (38) and (39).
It is worth to point out that the unperturbed orbit is independent of
perturbations, which can be computed only once by using the high-precisional
numerical algorithm in the initial of NLT simulation[20].
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4. Pull-back transform at the magnetic axis
(ψi, θj, αk) represents the spatial grid point in NLT, with i = 0, 1, · · · , Nψ−
1, ψ0 = 0, ψNψ−1 = ψb, j = 0, 1, · · · , Nθ − 1, θ0 = −pi, θNθ−1 = pi − ∆θ,
k = 0, 1, · · · , Nα − 1, α0 = 0, αNα−1 = 2pi −∆α. The grid width in ψ, θ, α
directions are ∆ψ = ψb/ (Nψ − 1), ∆θ = 2pi/Nθ, ∆α = 2pi/Nα respectively.
The distribution function satisfies the scalar invariance
δF (Z) = δFc (Tl→c (Z)) , (50)
thus the pull-back transform at the magnetic axis is computed by using
formulations in cylindrical coordinates to avoid the singularity,
δFc = δF¯c + δFc,A + δFc,B, (51)
δFc,A = G
Zac
c,1
∂
∂Zac
(
Fc,0 + δF¯c
)
, (52)
δFc,B =
1
2
G
Zac
c,1
∂
∂Zac
δFc,A, (53)
with
δF¯c (Zc) = δF¯ (Z) = δF¯ (Tc→l (Zc)) , (54)
Sc,1 (Zc) = S1 (Z) = S1 (Tc→l (Zc)) , (55)
Gc,1 = {Zc, Sc,1}c . (56)
Numerically, the coordinate transform from field-aligned coordinates to the
cylindrical coordinates is usually needed to compute ∂R, ∂Z and ∂ζ in field-
aligned coordinates, which leads to numerical errors. However, it is not
used in NLT. By noticing the spatial relation of fixed grid points in field-
aligned coordinates, we compute partial derivatives at the magnetic axis
in the R direction of cylindrical coordinates by using values at grid points
(ψ = ∆ψ, θ = −pi) and (ψ = ∆ψ, θ = 0) in field-aligned coordinates. Simi-
larly, the partial derivatives in the Z direction of cylindrical coordinates
can be computed by using values of grid points (ψ = ∆ψ, θ = −pi/2) and
(ψ = ∆ψ, θ = pi/2) in field-aligned coordinates. If Nθ is an integer multi-
ple of 4, the above 4 points are all existed grid points on ψ − θ plane,
(ψ = ∆ψ, θ = −pi) = (ψ1, θ0), (ψ = ∆ψ, θ = −pi/2) =
(
ψ1, θ 1
4
Nθ
)
, (ψ = ∆ψ, θ = 0) =(
ψ1, θ 1
2
Nθ
)
, (ψ = ∆ψ, θ = pi/2) =
(
ψ1, θ 3
4
Nθ
)
. In nonlinear ITG simulations,
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Figure 1: Partial derivative computation at the magnetic axis in field-aligned coordinates.
Nθ = 16. Thus, only the 1D transform of toroidal coordinate from α in
field-aligned coordinates to ζ in cylindrical coordinates is needed, and this
transform can be computed by using the high-precisional 1D Fourier trans-
form.
Coordinates of a space point p can be expressed as
Xl|p = (ψ|p, θ|p, α|p) , (57)
Xf |p = (ψ∗|p, θ∗|p, ζ∗|p) , (58)
Xc|p = (R|p, Z|p, ζ|p) , (59)
where
α|p = q (ψ∗|p) θ∗|p − ζ∗|p, (60)
ζ∗|p = q (ψ|p) θ|p − α|p, (61)
ζ|p = ζ∗|p. (62)
As is shown in Fig. (1), p0 is a fixed grid point at the magnetic axis in
field-aligned coordinates.
ψ|p0 = ψ0, (63)
θ|p0 = θj, (64)
α|p0 = αk. (65)
Thus, in cylindrical coordinates, partial derivatives of any scalar function
11
f (p) at p = p0 can be numerically computed by
∂Rf (p0) =
1
R|p3 −R|p1
(f (p3)− f (p1)) , (66)
∂Zf (p0) =
1
Z|p4 − Z|p2
(f (p4)− f (p2)) , (67)
∂ζf (p0) =
1
ζ|p6 − ζ|p5
(f (p6)− f (p5)) , (68)
For avoiding the high dimensional interpolation on ψ − θ plane, we take
Xf |p1 = (ψ1,−pi, ζ∗|p0) = (ψ1, θ0, ζ∗|p0) , (69)
Xf |p2 =
(
ψ1,−pi
2
, ζ∗|p0
)
=
(
ψ1, θ 1
4
Nθ
, ζ∗|p0
)
, (70)
Xf |p3 = (ψ1, 0, ζ∗|p0) =
(
ψ1, θ 1
2
Nθ
, ζ∗|p0
)
, (71)
Xf |p4 =
(
ψ1,
pi
2
, ζ∗|p0
)
=
(
ψ1, θ 3
4
Nθ
, ζ∗|p0
)
, (72)
Xf |p5 = (ψ0, θ|p5 , ζ∗|p0 −∆ζ) , (73)
Xf |p6 = (ψ0, θ|p6 , ζ∗|p0 + ∆ζ) . (74)
By using Eq. (61), we have
ζ∗|p0 = q0θj − αk, (75)
qi ≡ q (ψi). For convenience of computation, we choose
θ|p5 = θ|p6 = θj, (76)
∆ζ = ∆α, (77)
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then we obtain
Xl|p1 = (ψ1, θ0, αk + q0 (θ0 − θj)) , (78)
Xl|p2 =
(
ψ1, θ 1
4
Nθ
, αk + q0
(
θ 1
4
Nθ
− θj
))
, (79)
Xl|p3 =
(
ψ1, θ 1
2
Nθ
, αk + q0
(
θ 1
2
Nθ
− θj
))
, (80)
Xl|p4 =
(
ψ1, θ 3
4
Nθ
, αk + q0
(
θ 3
4
Nθ
− θj
))
, (81)
Xl|p5 = (ψ0, θj, αk + ∆α) =
{
(ψ0, θj, αk+1) , k 6= Nα − 1
(ψ0, θj, α1) , k = Nα − 1
(82)
Xl|p6 = (ψ0, θj, αk −∆α) =
{
(ψ0, θj, αk−1) , k 6= 1
(ψ0, θj, αNα−1) . k = 1
(83)
By using the spatial relation of fixed grid points in field-aligned coordi-
nates and the high-precisional 1D Fourier transform, partial derivatives in R,
Z and ζ directions of cylindrical coordinates are computed at the magnetic
axis in field-aligned coordinates. Further, pull-back transform for comput-
ing the perturbed distribution function at the magnetic axis is computed by
using Eqs. (51) and (54).
5. Poisson’s equation solver
In Ref. [29], Gauss’s law is used to discretized 2D Poisson’s equation
in polar coordinates, thus the artificial boundary condition at the polar is
not needed. We extend this algorithm from 2D polar coordinates to 3D
field-aligned coordinates. In field-aligned coordinates, a scalar function is
provided with the following 3 properties.
1, periodic condition in α direction
f (ψ, θ, α) =
∑
n
fn (ψ, θ) e
inα. (84)
Thus, the partial differential operator in α direction ∂α is converted to the
algebraic operator in.
2, field-aligned periodic condition in θ direction
f (ψ, θ ± 2pi, α) = f (ψ, θ, α∓ 2q (ψ) pi) , (85)
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in the form of Fourier components
fn (ψi, θj ± 2pi) = fn (ψi, θj) e∓2inqipi, (86)
which ensures that the central difference formula can be used at the boundary
of θ.
3, single valued condition at the magnetic axis. In magnetic flux coordi-
nates, a scalar function ff (Xf ) satisfies
∂θ∗ff
∣∣∣∣
ψ∗=0
= 0. (87)
In field-aligned coordinates, f (ψ, θ, α) = ff (ψ
∗, θ∗, ζ∗). By using Eqs. (8)-
(10), we can obtain
f (ψ0, θ, α) = f (ψ0, θ0, α + q0 (θ0 − θ)) , (88)
in the form of Fourier components
fn (ψ0, θj) = fn (ψ0, θ0) e
inq0(θ0−θj). (89)
The partial differential operator in θ direction ∂θ are converted to the alge-
braic operator −inq0.
The boundary condition in radial direction is φ
(
ψNψ−1
)
= 0. For each
toroidal mode number n, by considering that Nθ − 1 equations are obtained
with the single valued condition at the magnetic axis, we need another Nθ ×
(Nψ − 2)+1 equations to solve the perturbed field. By integrating both sides
of the Eq. (2) with
∫
dψdθJX and discretizing it numerically, we can obtain
An,VΦn,V = Rn,V [ρn]V , (90)
An,V ≡ Dn,V − Pn,V + Zn,V , (91)
where V is the integral domain, Dn,VΦn,V , Pn,VΦn,V , Zn,VΦn,V represent con-
tributions of
∫
Vi,j dψdθJX∇·(c0∇⊥φn),
∫
Vi,j dψdθJXc1φn,
∫
Vi,j dψdθJXc1〈φ〉FA,
respectively; the subscript n is understood in the way similar to Eq. (84).
If n 6= 0, then Zn,V = 0. In numerical, differential is discretized by using
the central difference formula, the surface integral of the electric field flux
is discretized by using the composite midpoint rule, the integral of the ion
density is discretized by using the composite trapezoidal rule.
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In the non-magnetic axis domain, i = 1, 2, · · · , Nψ−2, the integral region
is Vi,j =
[
ψi − 12∆ψ, ψi + 12∆ψ
]× [θj − 12∆θ, θj + 12∆θ]. We can obtain that
Dn,Vi,jΦn,Vi,j =
i+1∑
i′=i−1
j+1∑
j′=j−1
di
′,j′
n,Vi,jφ
i′,j′
n , (92)
Pn,Vi,jΦn,Vi,j = p
i,j
n,Vi,jφ
i,j
n , (93)
Zn,Vi,jΦn,Vi,j =
{
0 n 6= 0,∑i+1
i′=i−1
∑Nθ−1
j′=0 z
i′,j′
0,Vi,jφ
i′,j′
0 n = 0,
(94)
Rn,Vi,j [ρn]Vi,j =
i+1∑
i′=i−1
ri
′,j
n,Vi,jρ
i′,j
n . (95)
For example, we compute the z0,Vi,j used in Eq. (94), which represents the
contribution of
∫
Vi,j dψdθJXc1〈φ〉FA. If i > 1, by using Eq. (6), we can obtain
that∫
Vi,j
dψdθJXc1〈φ〉FA =1
8
∆ψ∆θJ
i−1,j
X c
i−1,j
1
∑Nθ−1
j′=0 J
i−1,j′
X φ
i−1,j′
0∑Nθ−1
j′′=0 J
i−1,j′′
X
+
6
8
∆ψ∆θJ
i,j
X c
i,j
1
∑Nθ−1
j′=0 J
i,j′
X φ
i,j′
0∑Nθ−1
j′′=0 J
i,j′′
X
+
1
8
∆ψ∆θJ
i+1,j
X c
i+1,j
1
∑Nθ−1
j′=0 J
i+1,j′
X φ
i+1,j′
0∑Nθ−1
j′′=0 J
i+1,j′′
X
, (96)
thus,
zi
′,j′
0,Vi,j =

1
8
∆ψ∆θJ
i−1,j
X c
i−1,j
1
Ji−1,j
′
X∑Nθ−1
j′′=0 J
i−1,j′′
X
i′ = i− 1,
6
8
∆ψ∆θJ
i,j
X c
i,j
1
Ji,j
′
X∑Nθ−1
j′′=0 J
i,j′′
X
i′ = i,
1
8
∆ψ∆θJ
i+1,j
X c
i+1,j
1
Ji+1,j
′
X∑Nθ−1
j′′=0 J
i+1,j′′
X
i′ = i+ 1.
(97)
Else if i = 1, the fomulation of the magnetic surface average at the magnetic
axis need to be used. It is reduced to
〈f〉FA |ψ=0 =
1
4pi2
∫ 2pi
0
dα
∫ 2pi
0
dθf = f0|ψ=0, (98)
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which can be used in simulation even if the space Jacobian is equal to zero.
Note that JX and c1 is independent of θ at the axis, it is not difficult to
obtain that
zi
′,j′
0,V1,j =

1
8
∆ψ∆θJ
0,0
X c
0,0
1 i
′ = 0,
6
8
∆ψ∆θJ
1,j
X c
1,j
1
J1,j
′
X∑Nθ−1
j′′=0 J
1,j′′
X
i′ = 1,
1
8
∆ψ∆θJ
2,j
X c
2,j
1
J2,j
′
X∑Nθ−1
j′′=0 J
2,j′′
X
i′ = 2.
(99)
It is worth pointing out that if j = 0 or Nθ − 1, then φi,−1n or φi,Nθn will
appear in the computation. By using the field-aligned periodic condition, we
can obtain φi,−1n = φ
i,Nθ−1
n e
2inqipi and φi,Nθn = φ
i,0
n e
−2inqipi, and absorb e±2inqipi
into zi
′,j′
0,Vi,j . The discretized equation can always be written in the form of
Eq. (90).
At the magnetic axis, i = 0, the integral domain is VA =
[
0, 1
2
∆ψ
] ×[−pi − 1
2
∆θ, pi − 12∆θ
]
. We have
Dn,VAΦn,VA = d
0,0
n,VAφ
0,0
n +
Nθ−1∑
j=0
d1,jn,VAφ
1,j
n , (100)
Pn,VAΦn,VA = p
0,0
n,VAφ
0,0
n +
Nθ−1∑
j′=0
p1,j
′
n,VAφ
1,j′
0 , (101)
Zn,VAΦn,VA =
{
0 n 6= 0,
z0,VAφ
0,0
0 +
∑Nθ−1
j′=0 z
1,j′
0,VAφ
1,j′
0 n = 0,
(102)
Rn,VA [ρn]VA = r
0,0
n,VAρ
0,0
n +
Nθ−1∑
j′=0
r1,j
′
n,VAρ
1,j′
n . (103)
For example, we compute the dn,VA used in Eq. (100), which represent the
contribution of
∫
Vi,j dψdθJX∇ · (c0∇⊥φn).∫
VA
dψdθJs∇ · (c0∇⊥φn) = Iψn,VA + Iθn,VA + Iαn,VA , (104)
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with
Iψn,VA ≡
∫
dψdθ∂ψ (Cψψ∂ψφn + Cψθ∂θφn + inCψαφn)
=
∫ pi− 1
2
∆θ
−pi− 1
2
∆θ
dθ (Cψψ∂ψφn + Cψθ∂θφn + inCψαφn) |ψ= 1
2
∆ψ
, (105)
Iθn,VA ≡
∫
VA
dψdθ∂θ (Cθψ∂ψφn + Cθθ∂θφn + inCθαφn)
=
∫ 1
2
∆ψ
0
dψ (Cθψ∂ψφn + Cθθ∂θφn + inCθαφn) |θ=pi− 1
2
∆ψ
−
∫ 1
2
∆ψ
0
dψ (Cθψ∂ψφn + Cθθ∂θφn + inCθαφn) |θ=−pi− 1
2
∆ψ
, (106)
Iαn,VA ≡
∫
VA
dψdθin (Cαψ∂ψφn + Cαθ∂θφn + Cααinφn) , (107)
and
CXal Xbl (ψ, θ) =
{
Jsc0∇θ · ∇θ − c0JXB2 , Xal = Xbl = θ
Jsc0∇Xal · ∇Xbl , other
. (108)
The natural boundary condition
(Cψψ∂ψφn + Cψθ∂θφn + inCψαφn)ψ=0 = 0, (109)
is always satisfied, which makes the artificial boundary condition unnecessary.
If ψ is chosen as the radial coordinate x, ∇x · ∇x∂xφ = ∇x · ∇θ∂θφ = ∇x ·
∇α∂αφ = 0; If
√
ψ or r is chosen as x, Jx,θ,α∂xφ = Jx,θ,α∂θφ = Jx,θ,α∂αφ = 0.
It can be obtained that
d0,0n,VA =
[
−1
2
C
1/4,Nθ−1/2
ψθ −
3
8
in∆ψ
(
q0C
1/4,Nθ−1/2
θθ − C1/4,Nθ−1/2θα
)]
e−inq0(2pi−∆θ/2)
+
[
1
2
C
1/4,−1/2
ψθ +
3
8
in∆ψ
(
q0C
1/4,−1/2
θθ − C1/4,−1/2θα
)]
einq0∆θ/2
−
Nθ−1∑
j=0
[
hψ∆θC
1/2,j
ψψ +
1
2
in∆θ
(
q0C
1/2,j
ψθ − C1/2,jψα + c1/4,jψα
)
− 3
8
n2∆ψ∆θ
(
q0C
1/4,j
θα − C1/4,jαα
)]
einq0(θ0−θj),
(110)
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and
d1,jn,VA =

hψ∆θC
1/2,0
ψψ +
1
2
in∆θC
1/2,0
ψα
+1
4
(
C
1/2,Nθ−1
ψθ e
−in2q1pi − C1/2,1ψθ
)
+ 1
2
in∆θC
1/4,0
ψα
+ 1
16
in∆ψ
(
C
1/4,Nθ−1
θα e
−in2q1pi − C1/4,1θα
)
− 1
8
n2∆ψ∆θC
1/4,0
αα
+
(
1
4
C
1/4,Nθ−1/2
ψθ +
1
8
∆ψhθC
1/4,Nθ−1/2
θθ +
1
16
in∆ψC
1/4,Nθ−1/2
θα
)
e−in2q1pi
−
(
1
4
C
1/4,−1/2
ψθ +
1
8
∆ψhθc
1/4,−1/2
θθ +
1
16
in∆ψC
1/4,−1/2
θα
)
, j = 0
hψ∆θC
1/2,Nθ−1
ψψ +
1
2
in∆θC
1/2,Nθ−1
ψα
+1
4
(
C
1/2,Nθ−2
ψθ − C1/2,0ψθ ein2q1pi
)
+ 1
2
in∆θC
1/4,Nθ−1
ψα
+ 1
16
in∆ψ
(
C
1/4,Nθ−2
θα − C1/4,0θα ein2q1pi
)
− 1
8
n2∆ψ∆θC
1/4,Nθ−1
αα
+
(
1
4
C
1/4,Nθ−1/2
ψθ − 18∆ψhθC1/4,Nθ−1/2θθ + 116 in∆ψC1/4,Nθ−1/2θα
)
−
(
1
4
C
1/4,−1/2
ψθ − 18∆ψhθC1/4,−1/2θθ + 116 in∆ψC1/4,−1/2θα
)
ein2q1pi, j = Nθ − 1
hψ∆θC
1/2,j
ψψ +
1
2
in∆θ
(
c
1/2,j
ψα + C
1/4,j
ψα
)
+ 1
4
(C
1/2,j−1
ψθ − C1/2,j+1ψθ )
+ 1
16
in∆ψ
(
C
1/4,j−1
θα − C1/4,j+1θα
)
− 1
8
n2∆ψ∆θC
1/4,j
αα . other
(111)
where Ci,j
Xal X
b
l
≡ CXal Xbl (i∆ψ, θ0 + j∆θ). Similarly, we can obtain elements
pi,jn,VA , z
i,j
n,VA , r
i,j
n,VA of matrix Pn,VA , Zn,VA , Rn,VA , respectively.
Thus, 1 equation is obtained at the magnetic axis domain. Combined
with Nθ × (Nψ − 2) equations obtained in the non-magnetic axis domain
and another Nθ − 1 equations obtained by the single valued condition at the
magnetic axis, we have got Eq. (90), Nθ × (Nψ − 1) equations in total, for
solving the perturbed electrostatic potential.
To reduce the computational cost, we organize the field matrix as follow
Φn =
[
Φn,0, · · · , Φn,i, · · · , Φn,Nψ−1
]T
, (112)
Φn,i =
[
φi,0n , · · · , φi,jn , · · · , φi,Nθ−1n
]
, (113)
and [ρn] is also organized as Φn. Thus, the coefficient matrix [An] is composed
18
of block matrix
[
Ai,i
′
n
]
An =
[
Ai,i
′
n
]
, (114)
Ai,i
′
n =
[
aj,j
′
n,i,i′
]
, (115)
aj,j
′
n,i,i′ =

di
′,j′
n,Vi,j − pi
′,j′
n,Vi,j + z
i′,j′
n,Vi,j i 6= 0,
di
′,j′
n,VA − pi
′,j′
n,VA + z
i′,j′
n,VA i = 0, j = 0,
δii′e
inq0(θ0−θj) i = 0, j 6= 0, j′ = 0,
−δii′δjj′ i = 0, j 6= 0, j′ 6= 0,
(116)
and aj,j
′
n,i,i′ represents the matrix element of A
i,i′
n . We can easily find that
Ai,i
′
n = 0 if |i′ − i| > 1, An is a block tridiagonal matrix. The algebraic
equations can be solved by using the tridiagonal matrix algorithm.
6. Numerical filter
On the one hand, because the inner damping buffer region is not used,
the filter in the radial direction is replaced by the low-pass filter. On the
other hand, an additional condition for truncating the shortwave in poloidal
direction is used,
kθρs =
|m|
r
√
miTi
eiB
< [kθρ]max . (117)
Thus, we have
|m| < mmax ≡ min
{
r
eiB√
miTi
[kθρ]max ,
N˜θ
3
}
, (118)
where N˜θ∗ represents the total number of the poloidal grid point in the θ
∗
direction. It is necessary thatNθ∗  Nθ to describe poloidal mode structures.
By considering the parallel wavelength truncated condition −Nθ
3
< m −
nq (ψ) < Nθ
3
, we have
|n| < nmax ≡ min
{
1
q
(
mmax +
Nθ
3
)
,
Nα
3
}
. (119)
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Figure 2: Relation between the truncation of the toroidal mode number and the radial
positon. Red solid line: The truncated condition decided by the parallel and the poloidal
wavelength, 1q
(
mmax +
Nθ
3
)
. Blue dash line: The truncated condition decided by the
toroidal wavelength. Read solid line is the truncated condition, Nα3 . The applied truncated
condition in simulation is determined by the smaller one of above 2 conditions.
Finally, the filter conditions of m and n are
n ∈ (−nmax, nmax) , (120)
m ∈ (−mmax,mmax)
⋂(
nq − Nθ
3
, nq +
Nθ
3
)
. (121)
In the ITG turbulence, the typical value of k⊥ρi is about 0.3, thus we take
[kθρ]max = 3 and N˜θ = 512.
As is shown in Fig. (2), the untruncated toroidal mode number in the
ITG simulation is reduced with the radius near the magnetic axis.
7. Simulation results
In this section, nonlinear simulation results of the cyclone base test are
shown. The parameters are chosen as those in Ref. [30] to compare with the
results computed by GENE, ORB5. q profile is
q (r) = 0.86− 0.16r
a
+ 2.52
(r
a
)2
. (122)
q (r0) = 1.41, magnetic share sˆ (r0) ≡ rq dqdr (r0) = 0.84 with r0 = 0.5a. The
initial ion temperature and density profile are
Aˆ (r) =
A (r)
A (r0)
= exp
[
−κA a
R0
∆A tanh
(
r − r0
a
)]
, (123)
20
0 50 100 150
0
0.5
1
1.5
2
2.5
3
3.5
c
s
 t / R
χ i 
/ χ
G
B
 
 
ORB5
GENE
NLT3
0 50 100 150
0
0.5
1
1.5
2
2.5
3
3.5
c
s
 t / R
χ i 
/ χ
G
B
 
 
NLT1
NLT2
NLT3
Figure 3: Time evolutions of the ion heat diffusivity χi/χGB , with χGB ≡ ρ
2
i cs
a .
where A can be chosen as either Ti or ni, and Ti (r0) = 1.97keV, n (r0) =
1019m−3, ∆A = 0.30, κn ≡ R0/Ln = 2.23, κTi = R0/LTi = 6.96. Ln and LTi
represents the scale length of density and ion temperature, respectively. The
pure deuterium ion and the adiabatic electron are adopted. The ratio of the
ion Larmor radius and the minor radius is ρ∗ ≡ ρs/a = 1/179 with ρs = cs/Ωi,
cs =
√
Ti0/mi, Ωi = eiB0/mi. The radial simulation domain including the
magnetic axis is about 160ρs, the grid resolution of this simulation is taken
as Nψ × Nθ × Nα × NV‖ × Nµ = 189 × 16 × 141 × 64 × 16. Note that if
ψ is chosen as the radial coordinate, the radial resolution is coarse near the
magnetic axis. The simulation with
√
ψ being the radial coordinate is also
computed as a comparison. In the rest of this section, NLT1, NLT2, NLT3
represent simulations by using the version of NLT without magnetic axis,
with magnetic axis and ψ being the radial coordinate, with magnetic axis
and
√
ψ being the radial coordinate, respectively.
Time evolutions of the ion heat diffusivity are shown in Fig. (3). It can be
seen that the relaxation process obtained by using NLT with magnetic axis
is step-like, which is not observed in previous simulation of relaxation pro-
cess. Perturbation of the ion gyrocenter center number with time is shown
in Fig. (4). The gyrocenter conservation is much improved by including the
magnetic axis in the simulation domain. The zonal field is shown in Fig. (5).
Zonal fields obtained in NLT2 and NLT3 are similar with each other, how-
ever, they are obviously different from the result obtained in NLT1. The
zonal electrostatic potential is nonzero, and the gradient of the zonal elec-
trostatic potential at the magnetic axis is almost zero, which is reasonable.
Fig. (6) shows the contours of the non-zonal electrostatic potential. The
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radial distribution of the perturbed electrostatic potential obtained in sim-
ulation with magnetic axis is also different from that in simulation without
magnetic axis.
8. Summary and discussion
Simulation domain of the electrostatic gyrokinetic nonlinear turbulence
global code, NLT, is extended to include the magnetic axis in field-aligned
coordinates. In the first part of NLT for computing the unperturbed guiding
center orbit, Hamilton’s equations in cylindrical coordinates are solved when
the guiding center is close to the magnetic axis, thus the singularity of Poisson
matrix in field-aligned coordinates are avoided. Note that the unperturbed
orbit is unchanged in NLT simulation, which can be computed only once by
using the high-precisional numerical algorithm in the initial. The second part
of NLT is the pull-back transform, which is equivalent to compute the per-
turbed orbit. As the method used in the first part, the pull-back transform
at the magnetic axis is computed by using formulations in cylindrical coor-
dinates for avoiding the singularity of Poisson matrix in field-aligned coordi-
nates. Numerically, partial derivatives in R and Z directions of cylindrical
coordinates are computed by using values at grid points (ψ = ∆ψ, θ = −pi),
(ψ = ∆ψθ = 0) and (ψ = ∆ψ, θ = −pi/2), (ψ = ∆ψ, θ = pi/2) in field-aligned
coordinates and combining the toroidal Fourier transform. All these four
points are grid points in the ψ − θ plane. Thus, the coordinate transform
from field-aligned coordinates to cylindrical coordinates is not needed in NLT.
The third part, Birdsell’s method[29] is extended from 2D polar coordinates
to 3D field-aligned coordinates for solving the gyrokinetic quasi-neutrality
equation in the long-wavelength approximation with adiabatic electrons. The
integral format is used to discretized the equation, the boundary condition
at the magnetic axis is the natural boundary condition instead of a artifi-
cial boundary condition. The zonal field is solved directly from the equation
without using the magenetic surface averaged equation. The coefficient ma-
trix of the discretized algebraic equation is a block tridiagonal matrix, the
tridiagonal matrix algorithm is used to reduce the computational cost. In the
fourth part, numerical filtering, a new condition for limiting the shortwave
in the θ∗ direction,m
r
ρs < [kθρ]max, is considered. At the region near the
magnetic axis, the retained toroidal mode number is reduced with the radius
by considering this new condition.
In the nonlinear ITG test, the gyrocenter conservation is much improved
23
by including the magnetic axis in the simulation domain. The zonal field and
the radial distribution of the perturbed electrostatic potential are different
from previous results without the magnetic axis.
The numerical algorithm for treating the self-consistent simulation in-
cluding the magnetic axis in field-aligned coordinates is presented in this
paper. Although the algorithm is used in numerical Lie transform code, the
key idea for treating the singularity and boundary condition at magnetic
axis can also be used in different simulation codes. In the electromagnetic
simulation, equation of Ampere’s law is also in the form same with Poisson’s
equation, should be numerically discretized with integral format.
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