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Abstract—We study the index coding problem in the unicast
message setting, i.e., where each message is requested by one
unique receiver. This problem can be modeled by a directed
graph. We propose a new scheme called interlinked cycle cover,
which exploits interlinked cycles in the directed graph, for
designing index codes. This new scheme generalizes the existing
clique cover and cycle cover schemes. We prove that for a class of
infinitely many digraphs with messages of any length, interlinked
cycle cover provides an optimal index code. Furthermore, the
index code is linear with linear time encoding complexity.
Index Terms—Index coding, unicast, optimal broadcast rate,
linear codes, interlinked cycles.
I. INTRODUCTION
We consider a source sending message packets through a
noiseless broadcast channel to multiple receivers, each know-
ing some packets a priori, which is known as side information.
One can exploit the side information to reduce the number
of coded packets to be sent by the source, for all receivers
to decode their requested messages. This is known as the
index coding problem and was introduced by Birk and Kol
in 1998 [1]. The problem can be modeled by a digraph (i.e.,
directed graph). The aim is to find an optimal scheme, which
provides the minimum number of coded packets. Birk and
Kol used graph theory to find upper and lower bounds to
the minimum number of coded packets. Subsequently, tighter
bounds were found using various approaches including graph
theory [1]–[5], Shannon random coding [6], [7], numerical
approaches, i.e., linear programming [8], and interference
alignment [9], [10]. However, the index coding problem re-
mains open to date.
Among graph-theoretic approaches, clique cover [1] and
cycle cover [2]–[4] are useful as they provide insights on how
to code on specific graph structures (as opposed to numerical
approaches) and they are valid for message packets of any
length (as opposed to random coding). However, they code on
disjoint cycles and cliques on the digraph, ignoring useful side
information captured in interlinked cycles. In this paper, we
propose a new scheme, called interlinked cycle cover (ICC),
to exploit interlinked cycles. The ICC scheme turns out to be
a generalization of clique cover and cycle cover.
Index codes generated by ICC are scalar linear codes. Linear
codes simplify encoding and decoding process over non-linear
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codes. Ong [11] [12], found some classes of graphs where
scalar linear codes are optimal. These classes of graphs have
either five vertices or fewer, or the property that the removal of
two vertices results in a maximum acyclic induced subgraph
(MAIS). In fact, optimal linear codes for a digraph can be
found using the minrank function [2], which is, however, NP-
hard to compute [13] in general. In this paper, we characterize
a class of digraphs for which scalar linear codes generated by
ICC are optimal.
A. Our Contributions
1) We propose a new index coding scheme, ICC, which
generalizes the cycle cover and the clique cover
schemes.
2) We show that for some digraphs, ICC can outperform
existing techniques for message packets of finite length.
3) We characterize a class of digraphs where ICC is optimal
(over all codes, including non-linear index codes).
II. DEFINITIONS
Suppose we have an index coding problem in which a source
wants to send n message packets X = {x1, x2, . . . , xn} to n
receivers, where each receiver is requesting a unique message
packet xi (i.e., unicast), and each receiver has some side
information, Si ⊆ X \{xi}. This problem can be described by
a digraph D = (V,A), where V = {v1, v2, . . . , vn} is the set
of vertices representing the n receivers. An arc (vi → vj) ∈ A
exists from vertex vi to vertex vj if receiver vi has packet xj
(requested by receiver vj) as its side information. If vertex vi
has an out-neighborhood N+D (vi), then the side information
of vi is Si = {xj : vj ∈ N+D (vi)}. For simplicity, we use the
term “messages” to refer to message packets in the remainder
of this paper.
Definition 1: (Valid index codes) Let xi ∈ {0, 1}t for all
i, and for some integer t ≥ 1, i.e., each message contains t
binary bits. Given an index coding problem D, a valid index
code (F ,{Gi}) is defined as follows:
1) An encoding function for the source, F : {0, 1}nt →
{0, 1}p, which maps X to a p-bit index for some integer
p.
2) A decoding function Gi for every receiver vi, Gi :
{0, 1}p × {0, 1}|Si|t → {0, 1}t, that maps the received
indexF (X) and its side information Si to the requested
message xi.
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Fig. 1. An ICC Digraph.
The broadcast rate of the (F , {Gi}) index code is the
number of transmitted bits per received message bits at every
user, or the number of coded packets (of t bits), denoted by
`t(D) , pt . Thus, the optimal broadcast rate for a given index
coding problem D with t-bit messages is βt(D) = min
F
p
t =
min
F
`t(D) , `∗t (D). For a given index coding problem D,
the minimum optimal broadcast rate over all t is defined as
β(D) = inf
t
βt(D).
Definition 2: (Path and cycle) In a digraph, a path com-
prises a sequence of distinct (except possibly the first and
last) vertices, say u1, u2, . . . , uL, and, an arc (ui → ui+1)
for each consecutive pair of vertices (ui, ui+1) for all i ∈
{1, . . . , L − 1}. Here, u1 is called the initial vertex, and uL
the terminal vertex of the path. If the initial vertex and terminal
vertex of a path are the same, then it is called a cycle.
III. CONSTRUCTION OF INTERLINKED CYCLE COVER (ICC)
A. Definition of ICC digraphs
We now construct a class of digraphs, which we call ICC
digraphs. In an ICC digraph, there are two types of paths,
Type-I and Type-II, where the terminal vertex of each Type-I
path has an out-degree of k − 1, and the terminal vertex of
each Type-II path has an out-degree of 1, for some k ≥ 1 (see
Fig. 1). More specifically, an ICC digraph D = (V,A) with n
vertices consists of
• k paths of Type-I, where k is a positive integer,
• k(k − 1) paths of Type-II, and
• interconnecting arcs in between paths of Type-I and Type-
II, or between paths of Type-I.
The k paths of Type-I are denoted by Pi for i =
1, 2, . . . , k. Each Pi contains a sequence of ni ≥ 1 vertices
{vi1, vi2, , . . . , vini}, and arcs {(via → via+1) : for all a =
1, 2, . . . , (ni − 1)}.
Similarly, the k(k − 1) paths of Type-II are denoted by
Pi,j for each ordered pair (i, j) from {1, 2, . . . , k} where
i 6= j. Each Pi,j contains a sequence of nij ≥ 0 vertices
{vij1 , vij2 , . . . , vijnij} and arcs {(vija → vija+1) : for all a =
1, 2, . . . , (nij − 1)}.
We now define interconnecting arcs between different paths:
For each (i, j), if nij ≥ 1, one interconnecting arc connects
the terminal vertex of Pi to the initial vertex of Pi,j , i.e.,
(vini → vij1 ) ∈ A, and another arc connects the terminal vertex
of Pi,j to some vertex of Pj , i.e., (vijnij → vjqi) ∈ A for some
vjqi ∈ {vj1, vj2, . . . , vjnj}. Otherwise, (nij = 0, i.e., Pi,j = ∅),
then one interconnecting arc connects the terminal vertex of
Pi directly to some vertex of Pj , i.e., (vini → vjqi) ∈ A. We
require that the initial vertex vj1 of each path Pj has at least
one in-degree1. Fig. 1 is a graphical representation of ICC
digraphs.
The sets of vertices of all paths Pi and Pi,j are mutually
disjoint. So, the total number of vertices in D is
n =
∑
i
ni +
∑
i,j s.t. i 6=j
nij . (1)
Let xia denote the message requested by receiver v
i
a, and
xija that requested by v
ij
a .
B. Code construction for ICC digraphs
For any ICC digraph D, we propose a valid index code
that maps n message packets (of t bit each) to `ICC(D) coded
symbols (of t bits each), consisting of
1) coded symbols obtained by the bitwise XOR (⊕) of each
message pair requested by adjacent vertices of paths Pi
for all i ∈ {1, 2, . . . , k}, and ni ≥ 2,
wia = x
i
a ⊕ xia+1, for a = 1, 2, . . . , (ni − 1), (2)
(if ni = 0 or 1, then no wia is constructed),
2) coded symbols obtained by the bitwise XOR of each
message pair requested by adjacent vertices of paths Pi,j
for all i 6= j, i, j ∈ {1, 2, . . . , k}, and nij ≥ 2,
wija = x
ij
a ⊕ xija+1, for a = 1, 2, . . . , (nij − 1), (3)
(if nij = 0 or 1, then no wija is constructed),
3) coded symbols obtained by the bitwise XOR of the
message requested by the terminal vertex of Pi,j and
that by vjqi of Pj for all i 6= j,
wijnij = x
ij
nij ⊕ xjqi , (4)
(if nij = 0, then no wijnij is constructed), and
4) a coded symbol obtained by the bitwise XOR of mes-
sages requested by the terminal vertex of all paths Pi,
w′ =
k⊕
i=1
xini . (5)
Remark 1: The encoding of the above code requires less
than or equal to t(n− 1) bit-wise XOR operations.
Now, the index code constructed for the ICC digraph is
W = {(wia)∀i,∀a, (wijb )∀ij,∀b, (wijnij )∀ij , w′}. The total num-
ber of coded symbols, each of t-bits, in W is,
1We can show that our results also apply to the digraphs without this
restriction.
`ICC(D) = 1 +
∑
i
(ni − 1) +
∑
i,j s.t. i 6=j
(nij − 1) +
∑
i,j s.t. i 6=j
1
= 1 +
∑
i
ni +
∑
i,j s.t. i 6=j
nij − k = n− k + 1. (6)
Let us show that all vertices in D can decode their respective
requested messages from W . From (2), in any path Pi, all
vertices via, except the terminal vertex v
i
ni , can decode their
requested messages. This is because by construction, for each
a = 1, 2, . . . , (ni − 1), vertex via has message xia+1 as side
information.
From (3), in any path Pi,j , all vertices vija , except the
terminal vertex vijnij , can decode their respective messages.
This is because by construction, for all a = 1, 2, . . . , (nij−1),
each vertex vija has message x
ij
a+1 as side information.
Similarly, vijnij knows x
j
qi . Thus from (4) the terminal vertex
of each Pi,j can decode its message.
For nij ≥ 1, and i 6= j, we evaluate the following:
nj−1⊕
a=qi
wja ⊕
nij−1⊕
b=1
wijb ⊕ wijnij
=
nj−1⊕
a=qi
(xja ⊕ xja+1)⊕
nij−1⊕
b=1
(xijb ⊕ xijb+1)⊕ (xijnij ⊕ xjqi)
= (xjqi ⊕ xjnj )⊕ (xij1 ⊕ xijnij )⊕ (xijnij ⊕ xjqi)
= (xij1 ⊕ xjnj ) , w′′ij . (7)
Similarly, we evaluate the following:⊕
h∈{1,...,k}\{i}
s.t. nih=0
(
nh−1⊕
a=qi
wha
)
=
⊕
h∈{1,...,k}\{i}
s.t. nih=0
(
nh−1⊕
a=qi
(xha ⊕ xha+1)
)
=
⊕
h∈{1,...,k}\{i}
s.t. nih=0
(xhqi ⊕ xhnh) = Yi ⊕ Y ′i , (8)
where, Yi ,
⊕
h∈{1,...,k}\{i}
s.t. nih=0
xhqi , and Y
′
i ,
⊕
h∈{1,...,k}\{i}
s.t. nih=0
xhnh .
Again, we evaluate the following:⊕
h∈{1,...,k}\{i}
s.t. nih≥1
w′′ih =
⊕
h∈{1,...,k}\{i}
s.t. nih≥1
(xih1 ⊕ xhnh) = Zi ⊕ Z ′i, (9)
where, Zi ,
⊕
h∈{1,...,k}\{i}
s.t. nih≥1
xih1 , and Z
′
i ,
⊕
h∈{1,...,k}\{i}
s.t. nih≥1
xhnh .
On the other hand, we can expand w′ as:
w′ =
k⊕
i=1
xini = x
i
ni ⊕
⊕
h∈{1,...,k}\{i}
s.t. nih=0
xhnh ⊕
⊕
h∈{1,...,k}\{i}
s.t. nih≥1
xhnh
= xini ⊕ Y ′i ⊕ Z ′i. (10)
Now, using (10), (8), and (9), we evaluate the following:
(xini⊕Y ′i ⊕Z ′i)⊕ (Yi⊕Y ′i )⊕ (Zi⊕Z ′i) = xini⊕Yi⊕Zi. (11)
From (11), the terminal vertex of each Pi, i.e., vini , can decode
its requested message xini because by construction, if nij ≥ 1
(for the term Zi), then vini has x
ij
1 as side information, and if
nij = 0 (for the term Yi), then vini has x
j
qi as side information.
Therefore, from (2), (3), (4) and (5) all the vertices in D can
decode their requested messages. Hence, the index code W is
a valid index code.
Definition 3: (Saved packets) The term saved packets (or
simply savings) is the number of packets saved (i.e., n−`t(D))
by sending coded packets (coded symbols) rather than sending
uncoded message packets.
Remark 2: If k = 1, then there exists only a single path
P1 in the ICC digraph. Thus a valid index code in this case
will be w1a = x
1
a ⊕ x1a+1, for a = 1, 2, . . . , (ni − 1), and
w′ = x1ni . Here, the number of coded symbols equals the
number of vertices, and so no saved packets is obtained.
IV. RESULTS
A. The ICC Scheme
Now, we formally state our proposed ICC scheme:
Definition 4: (Interlinked Cycle Cover (ICC) scheme) For
any digraph, the ICC scheme finds a set of disjoint ICC
subgraphs. It then (a) codes each of these ICC subgraphs using
the code construction described in Section III.B, and (b) sends
uncoded messages requested by all remaining vertices (i.e.,
vertices which are not in any of these disjoint ICC subgraphs).
We denote an ICC digraph with k number of Type-I paths
as a k-ICC digraph. Using the ICC scheme on an ICC digraph,
we have the following:
Lemma 1: For a k-ICC digraph D with t-bit messages, for
any k ≥ 1 and any t ≥ 1, the total number of saved packets
using the ICC scheme is k − 1, i.e., n− `ICC(D) = k − 1.
Proof: Subtracting `ICC(D) of (6) from n we get
n− `ICC(D) = n− (n− k + 1) = k − 1. (12)
We can generalize this to an arbitrary digraph:
Theorem 1: For any digraph D, a valid index code of length
`ICC(D) = n−
∑ψ
i=1(ki−1) can be constructed using the ICC
scheme, where (ki − 1) is the saving in each disjoint ki-ICC
subgraphs, and ψ is the number of disjoint ICC subgraphs.
Proof: For any digraph D containing ψ number of disjoint
ICC subgraphs, each ki-ICC subgraph gives a saving of ki−1
(Lemma 1), where i ∈ {1, . . . , ψ}. The total savings is the sum
of savings in all disjoint ICC subgraphs, i.e.,
∑ψ
i=1(ki − 1).
Therefore, `ICC(D) = n−
∑ψ
i=1(ki − 1).
Remark 3: The ICC subgraphs found by the ICC scheme are
not unique. So, finding the best `ICC(D) involves optimizing
over all choices of disjoint ICC subgraphs in D.
B. ICC includes cycle cover and clique cover as special cases
Theorem 2: The ICC scheme includes the cycle cover
scheme and the clique cover scheme as special cases.
Proof: Let us consider a cycle having L vertices
and (L − 1) arcs for some integer L ≥ 2, i.e.,
{v1, (v1 → v2), v2, . . . , (vL1−1 → vL1), vL1 , (vL1 →
vL1+1), vL1+1, . . . , (vL−1 → vL), vL, (vL → v1), v1}, where
1 ≤ L1 < L. For this cycle, the cycle cover scheme provides
a valid index code of length (L− 1) [3], [4], i.e.,
(x1 ⊕ x2), (x2 ⊕ x3), . . . , (xL1−1 ⊕ xL1), (xL1 ⊕ xL1+1),
(xL1+1 ⊕ xL1+2) . . . , (xL−2 ⊕ xL−1), (xL−1 ⊕ xL). (13)
Path P1
v1v2vL1−1vL1
Path P2
vL1+1vL1+2vL−1vL
(a)
Path P1
Path P2
Path Pk
v1
v2
vL
(b)
Fig. 2. Special cases of ICC digraphs (a) with k = 2, n1 = L1, n2 =
L− L1, n12 = n21 = 0, v1q2 = v1, and v2q1 = vL1+1 forming a cycle ,
and (b) with any k = L ≥ 1, ni = 1 ∀i, and nij = 0 ∀i 6= j forming a
clique.
Here the saving is always one packet. This cycle can be viewed
as a 2-ICC digraph, which is shown in Fig. 2(a). Using the
ICC scheme we get a valid index code of length `ICC(D) =
n− k + 1 = L− 1, i.e.,
(x1 ⊕ x2), (x2 ⊕ x3), . . . , (xL1−1 ⊕ xL1),
(xL1+1 ⊕ xL1+2), (xL1+2 ⊕ xL1+3), . . . , (xL−1 ⊕ xL),
(xL1 ⊕ xL). (14)
Both the valid index codes from cycle cover and from ICC are
of the same length. The difference (indicated in red) is that
(xL1⊕xL1+1) does not appear in the ICC code, and (xL1⊕xL)
does not appear in the cycle-cover code. But one can generate
(xL1 ⊕ xL1+1) from the existing code symbols of the ICC
codes and vice versa (the proof is straightforward).
Furthermore, consider any digraph D with a total of n
vertices and |C| disjoint cycles. The saving by cycle cover
is one packet for each cycle. The messages of vertices not
covered by these selected cycles are sent uncoded. So, the
total savings is the sum of savings for all disjoint cycles. The
length of a valid index code from cycle cover is therefore
`cyc(D) = n−
|C|∑
r=1
1 = n− |C|. (15)
Similarly, for the same digraph D, considering each cycle as
a 2-ICC subgraph, Theorem 1 gives
`ICC(D) = n−
|C|∑
i=1
(ki − 1) = n−
|C|∑
i=1
(1) = n− |C|. (16)
Hence, both schemes return the same index code length for
any digraph D, if the ICC scheme assigns one ICC subgraph
to each disjoint cycle. Moreover, the index codes from both
schemes are equivalent (using the above argument). This
proves that cycle cover is also a special case of ICC.
To prove clique cover as a special case of ICC, let us
consider a clique of L vertices {v1, . . . , vL} where, L ≥ 1.
The valid index code for this clique using the clique cover
scheme is of length one, i.e., (x1⊕x2⊕ . . .⊕xL). The clique
can be viewed as a L-ICC digraph, which is shown in Fig.
2(b). The ICC scheme gives the same valid index code as that
given by clique cover.
Furthermore, consider any digraph D with n vertices and |χ|
disjoint cliques, where each clique r ∈ {1, 2, . . . , |χ|} consists
of nr vertices. The saving by clique cover is nr − 1 packets
for each clique r. The messages corresponding to vertices not
covered by these disjoint cliques are sent uncoded. So, the
total savings is the sum of savings for each disjoint clique.
The length of a valid index code from clique cover is
`cc(D) = n−
|χ|∑
r=1
(nr − 1) = n−
|χ|∑
r=1
nr + |χ|. (17)
Similarly, for the same digraph D, considering each clique as
a ni-ICC subgraph, the length of a valid index code by the
ICC scheme using Theorem 1 is
`ICC(D) = n−
|χ|∑
i=1
(ni − 1) = n−
|χ|∑
i=1
ni + |χ|. (18)
Hence, both schemes return the same index code length for any
digraph D, if the ICC scheme assigns one ICC digraph to each
disjoint clique. Moreover, the index codes from both schemes
are equivalent. This proves that clique cover is a special case
of ICC.
C. ICC is optimal for any ICC digraph
We first prove the following lemma:
Lemma 2: In an ICC digraph, any cycle that contains a
vertex v ∈ Pi must also contain the terminal vertex vini , and
any cycle that contains a vertex v ∈ Pi,j must also contain
the terminal vertex vjnj .
Proof: For any cycle containing v, there must be a path,
say P , from v back to itself.
(Case 1) If v ∈ Pi (where Pi is not a cycle), then the
path P must leave Pi. By construction, any arc that leaves Pi
originates from vini . Hence, P must contain v
i
ni . So, any cycle
that contains v ∈ Pi must also contain vini .
(Case 2) If v ∈ Pi,j (where Pi,j is again not a cycle), then
the path P must leave Pi,j . There is only one arc leaving
Pi,j , which is from vijnij ∈ Pi,j to vjqi ∈ Pj . Note that
v /∈ Pj . Repeating the argument for Case 1, the path P must
go through vjnj before going back to v (to form a cycle). So
any cycle that contains v ∈ Pi,j must also contain vjnj .
With the above lemma, we now show the following:
Theorem 3: For any t ≥ 1, the linear index code given by
the ICC scheme is optimal for any ICC digraph, i.e., `∗t (D) =
`ICC(D).
Proof: It has been shown [2] that for any digraph D and
any message length t, `∗t (D) ≥ MAIS(D), where MAIS(D) is
the order of a maximum acyclic induced subgraph of D. To
obtain MAIS(D), one has to remove the minimum number of
vertices from D to make it acyclic.
Consider a k-ICC digraph D. From Lemma 2, we know
that any cycle must contain the terminal vertex of a Type-I
path, say vini . Note that any outgoing arc from v
i
ni terminates
at a vertex in either (a) Pi,j for some j, or (b) Pj for some
j 6= i. Using the same argument in the proof of Lemma 2, any
cycle that contains vini must also contain v
j
nj for some j 6= i.
So, every cycle must contains at least two terminal vertices of
Type-I. Therefore, removing (k−1) terminal vertices of Type-I
paths makes D acyclic. This gives, MAIS(D) ≥ n− (k − 1).
v1
v2
v3
v4
v5
v6
(a)
v1
v2 v4
v3 v5
v1
v2 v3
v5 v4
=
(b)
Fig. 3. ICC digraphs: (a) D1 with n = 6, k = 3, n1 = n2 = n3 = 2 and
all nij = 0, and (b) D2 with n = 5, k = 3, n1 = 1, n2 = n3 = 2, and
all nij = 0.
The removal of any k − 2 or fewer vertices from an ICC
digraph cannot make the digraph acyclic. This can be proved
by the following reasoning. The removal of any vertex, say v
(which must belong to some path Pi or path Pj,i), to break
cycles containing v is no better than the removal of vini (which
also breaks those cycles). This is due to Lemma 2. It follows
that the removal of any k−2 or fewer vertices cannot be better
than the removal of k − 2 or fewer terminal vertices. Even if
k−2 terminal vertices are removed, say {vini : i = 3, 4, . . . , k}
without loss of generality, P1, P1,2, P2, and P2,1 form a cycle,
which is not removed. Thus, k−1 is the least possible removal
to make an ICC digraph acyclic, i.e., MAIS(D) ≤ n− (k−1).
Combining the upper and lower bounds, we have
MAIS(D) = n− k + 1 ≤ `∗t (D). (19)
From Lemma 1 we get,
`ICC(D) = n− k + 1 ≥ `∗t (D). (20)
From (19) and (20), we get `∗t (D) = `ICC(D).
For any ICC digraph D, βt(D) = `ICC(D) = n − k + 1,
which is independent of t. This means β(D) = inft βt(D) =
n− k + 1 = `ICC(D), and we have the following:
Corollary 1: For any ICC digraph, the ICC scheme achieves
β(D).
D. ICC can outperform existing techniques
For some digraphs, ICC can outperform existing tech-
niques such as clique cover (cc) [1], fractional clique cover
(fcc) [8], partial clique cover (pcc) [1], fractional partial
clique cover (fpcc) [14], cycle cover (cyc) [2]–[4], local
chromatic number (lc) [5], and local time sharing bounds
(b(RLTS(D)) and bLTS(D)) [14]. Here are two examples:
For the ICC digraph D1 in Fig. 3(a), a valid index code from
the ICC scheme is {x4⊕ x1, x5⊕ x2, x6⊕ x3, x1⊕ x2⊕ x3},
which is of length four i.e. `ICC(D1) = 4. For this digraph,
β(D1) = `ICC(D1) = 4 < `fpcc(D1) = 4.5 < `lc(D1) =
`pcc(D1) = `cyc(D1) = 5 < `cc(D1) = `fcc(D1) = 6.
Similarly, for the ICC digraph D2 in Fig. 3(b), a valid index
code from the ICC scheme is {x4⊕x2, x5⊕x3, x1⊕x2⊕x3},
which is of length three i.e. `ICC(D2) = 3. For this digraph,
β(D2) = `ICC(D2) = 3 < bLTS(D2) = b(RLTS(D2)) = 7/2
< `lc(D2) = 4.
Furthermore, some of the existing techniques (e.g., pcc, lc)
use maximum distance separable (MDS) codes, which requires
t to be sufficiently large.
We now describe a class of digraphs where the ICC scheme
outperforms the local chromatic number in the order of the
order of the digraph (i.e., the number of vertices). Consider a
digraph D with even number of vertices, n = 2k, where k is
any positive integer. Furthermore, the vertices can be grouped
into two sets, without loss of generality, say V1 = {v1, . . . , vk}
and V2 = {vk+1, . . . , vn}, such that for each i ∈ {1, . . . , k},
vk+i knows a message requested by vi, and vi knows messages
requested by all V2 \ {vk+i}. We can show that the gap
`lc(D) − `ICC(D) for this type of digraphs grows linear with
n. Note that D1 in Fig. 3(a) belongs to this class of digraphs
with k = 3.
V. CONCLUSION
For unicast index coding problems, we designed a new
coding scheme, called interlinked cycle cover (ICC), which
exploits interlinked cycles in the digraph. Our proposed ICC
scheme includes clique cover and cycle cover as special cases.
We proved that this scheme gives an optimal index code for a
class of digraphs, namely, ICC digraphs, and it can outperform
existing schemes.
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