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ABSTRACT
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by Teguh Budi Prayitno
The calculation using supercell is of time-consuming especially if the system contains a
large number of electrons. To overcome this problem, one of the ecient solutions is to
introduce the generalized Bloch theorem (GBT) which allows us to calculate primitive
unit cell proportional to the appropriate supercell when spin-orbit coupling (SOC) is
neglected. In this case, we only introduce a new reciprocal lattice vector, namely, the
spiral vector into the Kohn-Sham Hamiltonian and xed the Bloch condition. From this
viewpoint, the value of spiral vector will determine the number of unit cells generated
from the primitive unit cell. The implementation therefore can reduce the computa-
tional cost signicantly.
Recently, the implementation of GBT is widely used to calculate the magnon dis-
persion relation from which the other physical properties, such as Currie temperature,
Dzyaloshinskii-Moriya interaction (DMI), and exchange coupling constant, can be de-
rived using spin spiral formation. In this dissertation, we build a code into OPENMX
to implement GBT where pseudo-atomic orbitals are used as the basis sets. By using
this code, we carry out rst-principles calculation without including SOC to consider
the carrier-induced spiral state in one-dimensional hydrogen chain, spiral state for γ−
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iron, spin stiness for 3d transition metals, and eect of introducing carrier dopings on
spin stiness in graphene nanoribbon.
We conrm that the reliable results are determined by setting the number of orbitals
and cuto radius, especially when considering the convergence value of spin stiness
for 3d transition metals. In this case the sucient number of orbitals should be paid
attention regarding the given cuto radius. The large (small) number of orbitals should
be used for the short (long) cuto radius to avoid either insucient number of orbitals
or overcompleteness.
We show that our results are in a good agreement with the previous study both
experimentally and numerically. Finally, we conclude that the code can run well in
OPENMX.
Keywords : , LCPAO, Spin spiral, Spin stiness
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1.1 Theory of Magnetism
The phenomenon of magnetism has been initially observed long time ago as a long-range
interaction between magnetic objects, namely, ferromagnetic matter. On the other
hand, the other separate phenomenon so-called electricity has been noticed through,
such as lightning and current. Later, it was Oersted in 1819 who observed the deection
of a compass needle from a current-ow wire as the same phenomenon of the attraction
of two magnetic objects. This fact led to a conjecture that there must be a close
relationship between magnetism and electricity. After that, Ampere proposed the so-
called Ampere's law stating that the motion of electric charge will generate all magnetic
phenomena. A few years later, Faraday used his intuition to demonstrate that a moving
magnet can also generate an electric current contrary to Ampere's law. This observation
led to Faraday's law and was considered as a complementary of Ampere's law. This
complementary brings the strong relationship between electricity and magnetism. The
complete relation has been formulated by Maxwell to unify those two phenomena that
can be regarded as a birth of electromagnetism, a brief review can be seen for example
in Ref. [1].
According to the classical electrodynamics, the presence of the external magnetic
eld will induce the magnetic moment of electrons. Therefore, to understand magnetism
Dissertation 1
1.1 Theory of Magnetism
in crystals due to electron currents, one should consider the magnetization induced by
the external magnetic eld. Unfortunately, by considering the classical aspects it can
be proven by Bohr-van Leeuwen theorem that there is no equilibrium magnetization,
which means the magnetization should be zero. It contradicts to the observation that
the magnetization should exist when applying the external magnetic eld. The only
way to solve this problem is to introduce the intrinsic magnetic moment possessed by
the electrons, which is then associated with the spin magnetic moment or spin. In fact,
the existence of electron spin has been observed previously by the experimental results
conducted by Stern and Gerlach in which the spectrum of electron is split when the
external magnetic eld is applied [2, 3]. Using the concept of electron spin, it can be
proven that the net magnetization does exist and has two directions associated with
spin up or spin down. Thus, the magnetism can be fully understood if one also includes
the quantum aspects.
After justifying the existence of the magnetic moment of electrons, it is of interest
to understand the magnetic order in solids. Since there are a number of electrons,
one can rst assume that the magnetic order should be absolutely inuenced by the
dipole-dipole interaction of electrons. In fact, this interaction gives only a very small
contribution for the ferromagnetic order in bcc iron. The estimation, which considers
only this interaction, gives the Currie temperature of 0.3 K while the settled experiment
veries 1043 K. It was Heisenberg who realized there should be a strong interaction
between electrons by using Pauli's exclusion principle for the electron spin. Using the
Coulomb repulsion, he succeeded to derive the minimal exchange interaction for the
ferromagnetic case, which is called the Heisenberg Hamiltonian.
At the very beginning, the magnetic orders of magnetism are only of two dierent
types, namely, ferromagnetic and antiferromagnetic orders. Even though they are dif-
ferent in the direction of magnetic moments, they are classied as a collinear magnetic
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order, which is associated with the orientation similar to spin up or spin down. Later,
the magnetic order has been extended to set the orientation of magnetic moment freely
so-called noncollinear magnetic order. Unlike a collinear system, which has only two
orientation, a noncollinear system has generally three-dimensional components of the
orientation. A brief review regarding the noncollinear structures can be found in Ref.
[4]. This system brings us to the new interesting phenomena regarding spintronics
applications, for example see Refs. [59]. The surprising phenomenon occurred when
Tsunoda [10] and tsunoda et. al [11] showed experimentally that γ-Fe has a spiral
ground state contrary to the other 3d transition metals, such as cobalt and nickel. To
explain that phenomenon, it was very dicult to make the calculation since it requires
a large supercell to accommodate the commensurate structure. The ecient calcula-
tion can nally be done if the noncollinear case can be specied as magnetic moment
of atoms is not only translated, but also rotated from site to site following the given
direction so-called the spiral vector. This idea will be then called the generalized Bloch
theorem (GBT) that we focus on this dissertation.
1.2 Overview on Generalized Bloch Theorem
There are two dierent types to study the magnetic structures, especially in metals.
One can consider the interacting localized magnetic moments model, which is usually
treated by using the Heisenberg Hamiltonian. The second one, which is our topic, is
called the itinerant electron model treating that the electrons in the conduction band
can move freely and are delocalized. The main idea of the localized magnetism is
that the magnetic moment of atom, which is attained from the electrons in solids,
interact each other through exchange interaction. At the very beginning, this model
can successfully describe the ferromagnetic order. However, for 3d transition metals,
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such as Fe, Co, and Ni, this theory cannot explain where the ferromagnetic order comes
from. The localized model suits very well in the case of insulators while metals are well
suited using the itinerant model. In itinerant electron model as described previously, the
magnetic order is determined by the so-called Stoner criteria. This criterion emphasizes
the competition between the exchange interaction and kinetic energy leading to the
magnetic orders. For example, the ferromagnetic order can be achieved if both the
exchange interaction and kinetic energy become large at the Fermi energy. This theory
succeeded to explain the origin of the ferromagnetic state of Fe, Co, and Ni.
Indeed, to investigate the physical properties of the material using the itinerant
model where electrons are enabled to interact each other, we have to solve the many-
body interaction problem of Schro¨dinger equation. This problem can be solved both
either numerically or analytically only for the simple system, such as hydrogen atom.
To treat the complex one, we should make available approximations. All interaction
terms can be always approximated using some feasible reasons; however, it is still not
possible to solve even though it only involves one atom, but having a large number of
electrons. Finally, it was Hohenberg and Kohn who proposed a clever idea on using
the density of electron instead of the electron wavefunction. The main idea is we only
give an initial trial density of electron to follow a systematic algorithm until reach-
ing the satised criteria. Using this procedure, they simplied explicitly the N -body
Schro¨dinger equation to get what we call the Kohn-Sham equation. In addition, We
know this method until now as the density functional theory (DFT). The complete
explanations about this theory will be given in the next chapter with providing the
mathematical expressions.
As mentioned above, we identify two magnetic orders in general, namely, the collinear
and noncollinear magnetism. In collinear magnetism, the wavefunction of the Kohn-
Sham equation is only one component, either for spin up or spin down. Enabling
Dissertation 4
1.2 Overview on Generalized Bloch Theorem
the noncollinear magnetism means to extend the wavefunction into two components,
namely, for a spin up and spin down respectively. In the noncollinear case, due to the
orientation of the magnetic moment, not only we consider the density of electron but
also we formulate the density of magnetization. This can be done by constructing the
density matrix whose the diagonal term is addressed to the electron density while the
nondiagonal term is addressed to the magnetization density. To study spin spiral using
the generalized Bloch theorem (GBT) we only insert another spiral vector as a recip-
rocal lattice vector to the phase part of the Kohn-Sham wavefunction and impose the
Bloch condition. This method has been proven by extending the spin space group to
the generalized spin space group as long as spin-orbit coupling (SOC) can be neglected.
The idea is very simple, namely, one only introduces the generalized translation opera-
tor that makes lattice translation and spin rotation simultaneously with respect to the
certain direction. Indeed, the periodicity of the crystal is totally loss, but the spiral
structure itself is still invariant. This suggests that spiral structure is proportional to
the appropriate supercell for the commensurate spiral structure.
Here, we would like to make some comments regarding the dierent variants of
the generalized Bloch theorem (GBT). We found two references that explore the GBT
with the dierent denitions. In Ref. [12], the GBT was dened by constraining the
Hamiltonian form by including the additional symmetry through group theory. Using
this approach they succeeded to explore the symmetry of the lowest energy band of the
haldane lattice, kagome lattice, and brick-wall lattice models. On the other denition,
Zhang and Wei applied the symmetry of rotation to bend the collinear structure of
graphene nanoribbons to investigate the half metallic properties [13]. Due to the deni-
tions, two above versions are dissimilar to ours both in formulation and in application.
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1.3 Advantage of Spiral Structure for Spintronics
It has been mentioned briey that the rst inspiration of spiral structure was motivated
by the experiment conducted by Tsunoda [10] and continued to the next experiment
by Tsunoda et. al [11] when observing the γ−Fe has a spiral ground state. γ−Fe has
a fcc phase of iron which can be stabilized inside fcc Cu matrix at low temperature.
In fact, based on experiments the spiral structures have been observed previously in
compounds [1416], however, the theoretical investigations relied on DFT calculation
were intensively started from the spiral structure in γ−Fe. Some observed spiral struc-
ture in various materials can be seen in table 1.1. The beginning works to explain the
Table 1.1: Some materials having the spiral structure conrmed by experiments. Here,
Tc denotes critical temperature and q is the spiral vector dened in several units, at
which the spiral ground state is observed
Materials Tc (K) q Ref.
FeP 125 (0, 0, 0.2) [14]
Mn0.7V0.3As 142 (0.08, 0, 0) [15]
Mn0.65Cr0.35As 195 (0.071, 0, 0) [16]
γ−Fe 50 (0.1, 0, 1) [10]
γ−Fe9.7Co3 30 (0.13, 0, 1) [11]
Ba0.5Sr1.5Zn2Fe12O22 8 - [17]
LiCu2O2 23 (0.5, 1-ϵ, 0)∗ [18]
Ba2Mg2Fe12O22 195 - [19]
CuO 220 (0.006, 0, 0.0017) [20]
ZnCr2Se4 20 - [21]
TbMnO3 30 (4, 1/3, 1) [22]
FeAs 70 (0, 0, 0.395) [23]
CrAs 265 (0, 0, 0.356) [24]
∗ϵ is larger than 0.25
spiral structure of γ−Fe can be found in Refs. [2527] although they did not obtain
the experimental value of spiral vector. For the deep discussion, spiral structure can
be employed to calculate the spin stiness through exchange coupling constant, for an
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example, the appropriate early discussion can be found in Ref. [28]. The next question
is, "is there any contribution of the spiral structure in spintronics ?". Here we attached
an example of the advantage of spiral structure for spintronics.
It has been reported that the spiral structure can induce the ferroelectric property
of some materials, such as LiCu2O2, Ba2Mg2Fe12O22, and TbMnO3 [18, 19, 22]. Fer-
roelectricity is an electronic property in magnetic material in which the spontaneous
electric polarization can be tuned by applying the electric eld. If the materials can
have ferroelectricity together with the ferromagnetism, we have then multiferroic mate-
rials. The multiferroic material is supposed to be useful for the spintronics applications,
especially for memory devices [29]
1.4 Dissertation Outline
This dissertation is organized as follows. We briey review the magnetism concept
starting from ferromagnetic structure to spiral structure in a view of itinerant electron
model in chapter 1. The general background of spin spiral structure as the particular
noncollinear magnetic structure by exploring the main idea how to construct the spiral
structure without using supercell calculation is also described. Finally, we also narrate
an application of spiral structure that can be utilized in spintronic devices as already
mentioned.
In chapter 2, we provide the theoretical concepts of mathematical expression of the
generalized Bloch theorem (GBT) in order to build a code that will be implemented into
OPENMX code [30]. In this case, we formulate the extensions of the Bloch wavefunc-
tions including the appropriate density matrix in terms of the spiral vector q. We also
show that the Bloch condition is still unchanged even though the lattice translation and
spin rotation are simultaneously applied. In addition, the general description of spiral
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structure will be given both conical and at spiral structures and their consequences if
the spin-orbit interaction is neglected.
In chapter 3, we test some cases to verify our code, such as the carrier-induced
spiral structures in one-dimensional hydrogen chain and the spiral structure of γ−Fe
that was experimentally observed by Tsunoda [10] and tsunoda et. al [11] and compare
our results with the other calculations using dierent methods, such as FLAPW and
ASW. We will see in this chapter that the spiral ground state can be either tuned by
hole concentrations in the case of hydrogen chain or achieved naturally such as in γ−-Fe
case.
In chapter 4, we focus on the calculations of spin stiness for 3d transition metals,
such as bcc-Fe, fcc-Co, and fcc-Ni. In this case, we provide the convergence of spin
stiness, which can be compared with the available references, by varying both the
cuto radius and the number of orbitals to ensure the reliable results. We also make a
new implementation of our code to investigate the eect of spin stiness for the zigzag
graphene nanoribbons. We show that increasing the small amount of dopings the spin
stiness has opposite eects, i.e., the increase or decrease of spin stiness value. In this
case, the very small spiral vectors q compared to the 3d transition metals are required
to keep the constant magnetic moments for all calculations. Besides, this calculation
requires at least two s and two p orbitals for the carbon atoms while the hydrogen
atoms need at least two s and one p orbitals to get reliable results.
Finally, in chapter 5, we summarize our results and give a concluding remark based
on spiral calculations implementing the generalized Bloch theorem. In addition, we also
comment on the future implementation of our code on the two-dimensional material.
Any extension of the code will also be explored for the future possibility.
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Computational Methods on Density
Functional Theory
This chapter contains the explorations of involving the generalized Bloch theorem
(GBT) as a typical noncollinear density functional theory as implemented in OPENMX
code. Since the additional term is addressed to the spiral vector q, we modify the Bloch
wavefunction of Kohn-Sham equation to insert the spiral vector q into the density ma-
trix.
2.1 Kohn-Sham Equation
2.1.1 Problem in Solving Many-Body Electrons of Schro¨dinger
Equation
Solving many-body problems using the Schro¨dinger equation in solids is of challeng-
ing due to its diculty to nd the appropriate approximations. Generally, a system
composed by the number of atomic nuclei and electrons has a complete Schro¨dinger
equation
HˆΨ(r1σ1, · · · , rNσN ,R1, · · · ,RN) = EΨ(r1σ1, · · · , rNσN ,R1, · · · ,RM), (2.1)
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where r and σ represent the spatial and spin coordinates of electron whileR denotes the
spatial coordinate of atomic nuclei, respectively. If the number of electrons and atomic
nuclei are assigned by N andM , then we have to consider 4N+3M variables for solving
the Schro¨dinger equation in Eq. (2.1), see the illustration in Fig. 2.1. In addition, Ψ
Figure 2.1: Many-body system containing the number of electrons and nuclei. Here the
Roman and Greek indexes are assigned to the electron and nuclei, respectively. Figure
is adopted from Ref. [31].
denotes the antisymmetric wavefunction forN -electron systems. The analytical solution
of solving Eq. (2.1) is not possible to realize if treating such system, except for the
simplest system, i.e., the hydrogen atom. Therefore, the appropriate approximation is
really needed. To look for the available approximation, let's decompose the Hamiltonian
in terms of components of energy
Hˆ = Tˆe + Tˆn + Vˆen + Vˆee + Vˆnn, (2.2)
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where Tˆe and Tˆn are the operators of kinetic energy of electron and atomic nuclei, respec-
tively. The remaining operators are assigned to the interaction of electron-nuclei (Vˆen),
electron-electron (Vˆee), and nuclei-nuclei (Vˆnn), respectively. In complete formulation,































|Rα −Rβ| . (2.3)
Here Mα and Zα are addressed to the mass and charge nuclei while the factor 1/2
at the fourth and fth terms on the right-hand side is intended to avoid the double
counting problem. In addition, for the simplicity, we also work in the atomic units
me = ~ = e = 4piϵ0 = 1.
The rst realization of solving the problem is to employ the Born-Oppenheimer
approximation. This approximation simplies the problem since the atomic nuclei are
considered as a set of xed point charges and the electrons move surrounding them.
This approximation can be accepted due to a very large dierence of electron and nuclei
masses. Using this approximation, we only consider now the Coulomb interactions of
electron-electron and electron-nuclei. To nd the electronic solution of many-body elec-
trons using the Born-Oppenheimer approximation, therefore the Schro¨dinger equation




















Ψ = EΨ. (2.4)
As immediately analyzed, even though we have used the Born-Oppenheimer ap-
proximation, Eq. (2.4) is still dicult to solve, except for the simplest case, such as
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hydrogen atom, in which there are only one electron and one atomic nuclei. The second
attempt to nd the solution is to apply the so-called Hartree-Fock approximation. The
central idea is to imitate the separation variable method, i.e., the N electron wavefunc-
tion is decomposed to a product of N non-interacting electron wavefunction satisfying
the Pauli's exclusion principle












ψ1(r1) ψ2(r2) · · · ψN(rN)





ψ1(rN) ψ2(rN) · · · ψN(rN)
∣∣∣∣∣∣∣∣∣∣∣∣∣
, (2.5)
where Sˆ is the operator to ensure the antisymmetric property of the wavefunction. In




†ψj(r) = δi,j. (2.6)
To determine the ground state energy using this approximation, we can always use
the variational principle. Then, by using the expectation value of Hamiltonian operator
〈ψ| Hˆ |ψ〉
〈ψ|ψ〉 ≥ E0, (2.7)
the ground state energy E0 can be obtained by any arbitrary ψ in a set of single particle
wavefunction ψi. It must be noted that the form of ψ, however, determines the fast
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convergence for obtaining the ground state energy if the trial function of ψ is very close
to the analytical solution if available.
2.1.2 Hohenberg and Kohn Theorem
Although we can solve the the Schro¨dinger equation using Hartree-Fock approximation
combined with the variational method to obtain the ground state energy, this procedure
seems inecient. This ineciency includes at least two important things. First, the
interaction between electrons is really a complex problem since it can form the exchange
and correlation interactions. The last one is that it is very dicult to guess the appro-
priate initial wavefunction as described previously to reduce the computational time.
We arrive now on the general formulation to solve the Schro¨dinger equation without
knowing the wavefunction. This is the initial birth of modern computational quantum
mechanical approaches which is called then as the density functional theory (DFT).
The basic foundation of using DFT is based on the original work of Hohenberg and
Kohn by proposing two important theorems as follows [32]





3r2 · · · d3rNΨ(r1, r2, · · · , rN)†
N∑
i=1
δ(r− ri)Ψ(r1, r2, · · · , rN). (2.8)
2. There should be a ground state energy E0 for every given external potential Vext
obtained by minimizing the total energy functional Etot[n] in which the ground
state of electron density n coincides with the variational electron density n˜
Etot[n˜] ≥ Etot[n] = E0. (2.9)
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Observing the two theorems above, we can conclude several consequences. The rst
theorem emphasizes the replacement of N electron wavefunction to electron density.
Since the N electron wavefunction depends on the external potential, the electron
density should be unique. It means that two dierent potentials will refer to two
appropriate electron density. The consequence of the second term is that the ground
state energy will be exactly obtained if the energy functional, which is a function of
electron density, is well constructed.
Following the previous work of Hohenberg and Kohn [32], Kohn and Sham proposed
their idea how to obtain the ground state of electron density by applying the variational
principle to the total energy functional Etot[n] [33]. The starting point of their idea is
that the non-interacting electron density can be obtained by substituting Eq. (2.5) into





According to Kohn and Sham [33], the density of electron given in Eq. (2.10) comes from
the contribution of the linear combination of orbital electrons inuenced by the eective
potential Ve. This eective potential is representation of both external and internal
potentials, i.e., the Coulomb interactions of nuclei-electron, nuclei-nuclei, and electron-
electron, and the exchange and correlation interactions. In the other words, Kohn and
Sham approximated the interacting electron system to non-interacting electron system
by proposing the eective potential by which the dynamics of electron motions are












ψ(r)†∇2ψ(r) + (VH(r) + Vext(r))n(r)
)
+ Exc[n(r)],(2.11)


















In this case, Ekin, Eee, Exc, and Eei refer to the kinetic energy of non-interacting electron,
energy of electron-electron Coulomb interaction, energy of electron-electron exchange
and correlation interaction, and energy of atomic nuclei Coulomb interaction, respec-






attached in Eq. (2.11) comes from another electron-electron interaction that is not
included in Exc. Meanwhile, the exchange-correlation energy Exc has several forms
relying on the kind of the interactions on which we discuss thoroughly in the next





where ϵxc[n] is an arbitrary function of electron density. Later, we recognize this function
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as the exchange-correlation energy per particle.
In order to minimizing Eq. (2.11), we initially introduce an arbitrary function
F [n(r)] which relates the total energy Etot and Lagrange multipliers ϵi



















†ψi(r) = 0. (2.18)
we can derived each of energy components as follows






























































































∇2 + (VH[n] + Vext) + Vxc[n]
)
ψi = ϵiψi, (2.24)
where the exchange-correlation potential is dened by Vxc = δfxc/δn. As immediately
seen that the Kohn-Sham equation literally describes a single-particle like Scho¨dinger
equation under the eective potential as dened previously.
The procedure to nd the solution of the Kohn-Sham equation is carried out it-
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eratively by initially guessing the initial electron density in such a way that the total
energy Etot becomes minimum. Based on the Fig. 2.2, the complete step by step is
given as follows
1. Guess the initial electron density n(in) as an input. Then, this density is used to
calculate the eective potential Ve.
2. The resulting eective potential will then be used to solve the eigenvalue problem
of Kohn-Sham equation in Eq.(2.24).
3. The new resulting wavefunction of Kohn-Sham equation will be used to construct
the appropriate electron density n(in) as an output.
4. If the dierence of electron densities n(in) and n(out) does not hold the given criteria
ε, the procedure will be repeated again until reaching the criteria; otherwise, we
can say that our calculation is self-consistent so that the physical quantities will
be obtained.
2.1.3 The Exchange-Correlation Functionals
In the previous subsection, the close form of the exchange-correlation functional is given
generally and does not consider the appropriate system. To get the accurate results
in performing the self-consistent calculation, we require the reliable form of exchange-
correlation functional that describes the real system. The rst attempt is referred to
the so-called local density approximation (LDA). This approximation only depends on
the electron density n(r). However, this approximation becomes a starting point to
extend the other approximations to describe the realistic system. In this subsection, we
will briey provide some approximation used as the exchange-correlation functionals.
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Figure 2.2: The self-consistent calculation procedure to solve the Kohn-Sham equation
iteratively.
• Local Density Approximation (LDA)
This approximations is considered as the simplest exchange-correlation functional
that depends only on the electron density n(r) as previously mentioned. In this
case, the free electron gas model is used to describe the electron-electron interac-
tion. The idea is that electron density n(r) remains constant for all points in the
real space. This approximation is generally inaccurate if considering the rapidly







The exchange-correlation energy per particle for this functional can also be de-
composed into two parts [35]
ϵxc(n) = ϵx(n) + ϵc(n), (2.26)










and the correlation contribution
ϵc(n) = A ln(rs) +B + Crs ln(rs) +D, (2.28)












+ · · ·
)
, (2.29)
for the low density case. Here, A,B,C,D, g0, and g1 denote the constant pa-
rameters while rs is the Weigner-Seitz radius. All of these quantities have been
calculated analytically using the Monte-Carlo simulation [36]. It must be noted
that this exchange-correlation functional is only suitable for the system whose
the density of electron has a slowly variation with respect to the position. How-
ever, this functional has been developed by adding some correction terms to be
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accurately implemented, the former examples can be found in Refs. [3739].
• Local Spin Density Approximation (LSDA)
This exchange-correlation functional is actually an extension of LDA functional
by inserting a new physical quantity, i.e., the magnetization density. This magne-
tization density together with the electron density will construct the general spin
density matrix, the components of which give the electron density and magneti-
zation density
nαβ(r) = N(r)δαβ(r) +m(r) · σαβ, (2.30)
where nαβ, N(r), m(r), and σαβ denote the spin density matrix, electron density,




 , σ2 =
 0 −i
i 0




respectively. The magnetization density represents the three-dimensional orienta-
tion of magnetic moment. The magnetic structure possessing this free orientation
is then called the noncollinear magnetic structure which is an extension of the
collinear magnetic structure.
The above idea was rst proposed by von Barth and Hedin to generalize the
orientation of the magnetic structures [40]. Since the density matrix is a 2×2































, 0 ≤ ξ ≤ 1. (2.34)
This fractional occupation number is used to interpolate the exchange-correlation
energy per particle ϵxc between ϵPxc and ϵ
U
xc
. Here, P and U in the superscript of
ϵxc are referred to the polarized and unpolarized electron gas, respectively.
• Generalized Gradien Approximation (GGA)
GGA was initially proposed by Perdew, Burke, and Ernzerhof by including the
gradient corrections of the electron density ∇n [42]. This approximation is the
extension of the LDA version by considering that the density can vary rapidly for
some materials. Even though the higher order of gradient of electron density can
be included, the calculation becomes more dicult. The general formulation of




However, if one also deals with the inclusion of magnetization density, the gradient
of magnetization density ∇m should also be included. In this case, the general
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The other versions of GGA formulation, including the additional terms, can also
be found in Refs. [4345].
2.2 Noncollinear Density Functional Theory
As briey mentioned in the previous section that the formal dierence between collinear
and noncollinear magnetic structures relies on the direction of the magnetic moment,
i.e., the magnetic moment of collinear structure is oriented on either up or down
while the magnetic moment of noncollinear structure is freely oriented in the three-
dimensional space. Since we use OPENMX code [30] in this thesis to investigate our
systems, the formulation of the noncolliner case is based on the linear combination of
pseudo-atomic orbitals (LCPAO) as basis sets and norm-conserving pseudo potential
as an eective potential.
In OPENMX code, the Kohn-Sham spinor wave function is constructed by the linear
combination of two dierent spin parts, i.e., spin up and spin down
|ψνk〉 =
∣∣∣ϕ↑νk〉 |↑〉+ ∣∣∣ϕ↓νk〉 |↓〉 , (2.37)
where |ϕανk〉 is the spatial function and α denotes the kinds of spin, ↑ for spin up and ↓
for spin down, respectively. The state above can be expanded as a linear superposition
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of pseudo-atomic basis functions (LCPAO) φiα centered on site τi




















By using the expression above we obtain




fν |ψνk〉 〈ψνk| (2.39)
Then, the noncollinear electron density in real space is given by




fν 〈r|ψνk〉 〈ψνk|r〉 , (2.40)

















































νk,jβφiα (r− τi)φjβ (r− τj −Rn)
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can be diagonalized by transforming




where U denotes the rotation matrix operator





































(n↑↑ + n↓↓) +
1
2




(n↑↑ + n↓↓)− 1
2
(n↑↑ − n↓↓) cos θ − n↑↓ cosφ sin θ − in↑↓ sinφ sin θ(2.47)
It must be noted that comparing Eq. (2.30) and Eq. (2.76), we can always de-
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where σˆ = (σ1, σ2, σ3) is the operator of three-component Pauli matrices.

















〈φiα (r− τi)| Tˆ |φjβ (r− τj −Rn)〉 , (2.50)
where Tˆ is the operator of kinetic energy.






























































d3r (Vext)↓↓ φiα (r− τi)φjβ (r− τj −Rn)
(2.51)
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Here, the matrix wσσ′ is related to the external potential via the equation
wσσ′ = (Vext (r))σσ′ (2.52)









n (r) = n↑ (r) + n↓ (r) (2.54)
5. The exchange-correlation energy for
• The local density approximation (LDA)
Exc {nσσ′} =
∫
d3rn (r) ϵxc (n (r)) (2.55)
where ϵxc expresses the exchange correlation energy.
















• The generalized gradient approximation (GGA)
Exc {nσσ′} =
∫
d3rϵ (n↑, n↓,∇n↑,∇n↓) . (2.57)
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τI − τJ (2.58)
Then, the general total energy can now be written as


















In order to solve the eigenvalue of the Kohn-Sham equation now, we extend the similar
variation as done in subsection 2.1.2. First, let's rewrite the arbitarary function F as
provided in Eq. (2.17) with including now the magnetization density m







Since the wavefunction is represented by a two-component spinor, we have to apply a
variational method with respect to two components, ϕ↑,∗ν and ϕ
↓,∗































ϕ↑,∗ν = 0 (2.62)
Therefore, the eigenvalue of Kohn-Sham equation for the noncollinear case can be writ-
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ten as Tˆ + wαα + VH + V ααxc wαβ + V αβxc
wβα + V
βα









Observing Eq. (2.63), it can be concluded that spin up and spin down are no longer
decoupled since the o-diagonal is not zero. The direct implication is that there is a
mix for spin up and spin down when considering the band structure.
2.2.1 Pseudo-Atomic Orbitals as the Basis Sets
In this subsection we will discuss the linear combination of atomic orbital (LCPAO) as
basis sets more detailed as implemented in OPENMX code. Some reasons have been
explored that LCAO/LCPAO method can be suitable in DFT calculations, especially
for calculating the large systems eciently [4654]. In Eq. (2.74) it has been written
the complete form of the wavefunction expansion in terms of superposition of atomic
orbitals. Therefore, in this subsection we only focus on the original formulation for
constructing the LCPAO method.
The general formulation of expanding the Kohn-Sham wavefunction in terms of





Here, i, β ≡ (plm), and φiβ(r) = Ylm(θ, φ)Ripl(r) denote the site index, orbital index,
and atomic orbital constructed from the spherical harmonic functions, respectively.
Accorrding to Ref. [55], the radial functions Ripl(r) are considered as the primitive
orbitals that obey two conditions
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1. Outside a cuto radius as the boundary condition, the atomic orbitals should
be absolutely vanished and around the cuto radius the continuity up to third
derivatives of atomic orbitals must be maintained. The last condition is intended
to assure that the continuity condition is hold by the kinetic operator up to the
rst derivatives.
2. Some appropriate parameters can produce a set of desired atomic orbitals.
In this formulation, the primitive orbitals Ripl(r) are generated by considering the








n r1 < r ≤ rc
h rc < r,
(2.65)
where the constants bn should be set in order to x the continuity at lowest radius
r1 and connement radius rc. This continuity involves the value of primitive orbitals
Ripl(r) and their corresponding rst derivative. In addition, these primitive orbitals
Ripl(r) are included in all eigenstates, both ground and excited states, of the Kohn-
Sham Hamiltonian.
2.2.2 Norm-Conserving Pseudopotential
The main reason of constructing the pseudopotential is due to the rapid variation of the
wavefunction and electron density near the nuclei so that the large number of wavefunc-
tions is required to represent the closest electronic structure. An ecient way to solve
this problem is to introduce a potential, what we call it now a pseudopotential, that
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replaces the eective potential of the nuclei and core electrons. This pseudopotential
is formulated in such a way that this function should be smooth enough so that the
resulting wavefunctions of Kohn-Sham equation can imitate the wavefunction of the
valence electrons at certain radius boundary. The general idea to construct the pseu-
dopotential is simple. First, the Schro¨dinger equation for all-electron system should be
solved self-consistenly to obtain the eigenvalues. Then, substitution of the obtaining
eigenvalues are done to the Schro¨dinger equation with the new wavefunctions so called
pseudo wavefunctions. The expecting pseudopotentials will be generated by inverted
the Kohn-Sham equation.
There are two types of pseudopotential that can be used until now. The rst pseudo-
potential formulation so called the ultrasoft pseudopotential was initially proposed by
Vanderbilt [56] while the second one is called the norm-conserving pseudopotential
proposed by Morrison et al. [57] constructed by modifying the Vanderbilt ultrasoft
pseudopotential. In addition, the previous procedure to construct the norm-conserving
pseudopotential for the ecient calculation has also been proposed by Troullier and
Martins [58]. Since OPENMX code uses norm-conserving pseudopotential, we only
concern now in how constructing the norm-conserving pseudopotential. For general re-
quirements, to construct the norm-conserving pseudopotential, the required conditions
are as follows [58]
1. At certain interval of selected cuto radius rc, the radial all-electron wavefunction
(AE) should be same with the radial pseudo wavefunction (PP) for the same
angular quantum number l
RAEl (r) = R
PP
l (r), r > rc (2.66)
2. The total charge delimited by a spherical surface with the cuto radius rc for
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3. Outside the cuto radius rc, at a given radius r0 the logarithmic derivative for





















2.3 Spin Spiral Structure In Noncollinear Density Func-
tional Theory
Spiral structure is recognized as a special conguration of magnetic moment in the
noncollinear magnetism. To construct the spiral structure, one has to apply the rotation
of magnetic moment from atom in a unit cell to the other atoms in the other unit cell
with respect to the chosen direction called the spiral vector q. The rst thing to be
done is to specify the cone angle θ and the spin rotation axis, see Fig. 2.3. Since the
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Figure 2.3: Conguration of a spiral structure in a cubic cell with spiral vector q lies
in the x axis.
magnetic moment for the atom can be formulated as
Mi = Mi (cos (ϕ0 + q ·Ri) sin θi + sin (ϕ0 + q ·Ri) sin θi + cos θi) , (2.70)
the spiral structure can be obtained by setting the nonzero cone angle θ. It is obvious
that the magnetic moment of atom from site to other site follows the rotation ϕ =
ϕ0 + q ·Ri. In addition, θ and ϕ attached in Eq. (2.70) have the same meaning in the
spherical coordinates as immediately seen in Fig. 2.3.
In general, the spiral structure has two kinds, one is the conical spiral and the other
one is called at spiral. The main dierence of these structures lies in setting of the
cone angle θ. The conical spiral denes the cone angle in the interval 0< θ < 90o while
the at spiral sets only the cone angle θ = 90o, see Fig. 2.4.
2.3.1 Generalized Bloch Theorem
By observing Fig. 2.3, it is clear that the translational symmetry is no longer hold.
Therefore, the calculation using spiral structure, indeed, requires the large cell whose
size depends on the period of spiral structure, see Fig. 2.5. This calculation obviously
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Figure 2.4: Spin spirals with dierent cone angles θ, ((a) and (c)) and ((b) and (d)) have
the spin-rotation axis perpendicular and parallel to the spiral vector q, respectively. As
a note, ((a) and (b)) and ((c) and (d)) are called conical (θ = 45o) and at (θ = 90o)
spin spirals, respectively. Figure is constructed by following Ref. [59].
Figure 2.5: The periodicity of the one-dimensional of conical spiral structure. The
providing gures are adopted from Ref. [41]
needs high-computational cost, especially for the case of long-wavelength spiral. A
remarkable solution to lower the high-computational cost is referred to the so-called
generalized Bloch theorem (GBT), however, this theory only holds if spin orbit coupling
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(SOC) is neglected. The main reason of this restriction is that the real space and spin
space are decoupled. Therefore, as long as the cone angle θ is same, the spiral structures
using the same cone angle become identical although the spin rotation axis is dierent.
In spiral structures, the spiral vector q and spin rotation axis are dened in the real
space and spin space coordinates, respectively. By observing Fig. 2.4, (a) and (c) are
similar while (b) is similar to (d) because they have the appropriate same cone angle
θ if SOC is neglected. When SOC is not neglected, the spin space and real space have
strong dependence, and the implication is the spiral structures will absolutely dierent
if either cone angle or spin rotation axis is dierent.
If SOC can be neglected, the use of large cell can be overcome by introducing
generalized Bloch theorem (GBT) which is the extension of Bloch theorem. GBT itself
is formulated by inserting the rotation of spinor in spin space into Bloch theorem.
Therefore, the starting point is to introduce the general translation operator which
translates the atom and rotates its magnetic moment from one site to the other site
simultaneously. Even though the general translation operator Ti works on the Bloch
wavefunction ψk(r), the Bloch condition should be satised
Tiψk(r) = U(−ϕ)ψk(r) = eik·Riψk(r), (2.71)





and the azimuthal angle obeys the rotation ϕ = ϕ0 + q · Ri. To preserve the Bloch
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where α↑k and α
↓
k are the two-component spinor obeying the translational periodicity in
the lattice site.
2.3.2 Extensions of Energy Components
In order to construct a code to implement GBT in OPENMX code, we initially extend
the formulation of the Bloch wavefunction that is expanded in terms of pseudo-atomic































fν |ψνk〉 〈ψνk| . (2.75)
The formulation of electron density can then be constructed in the matrix form as
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νk,jβφiα (r− τi)φjβ (r− τj −Rn) (2.80)
Observing Eq. (2.80), it clear that the modication only includes the spiral vector q in
the phase term.
Using each component of the electron density provided in Eq. (2.80), we can modify
each contribution of energies in the noncollinear structures provided in OPENMX code







































































d3r (Vext)↓↓ φiα (r− τi)φjβ (r− τj −Rn)
(2.81)
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〈φiα (r− τi)| Tˆ |φjβ (r− τj −Rn)〉 (2.82)
The procedure of diagonalizing the density matrix still follows the same procedure in
the noncollinear case as previously mentioned. As a note, the generalized Bloch theo-
rem has been implemented previously using LCAO as basis sets and norm-conserving
pseudopotential into SIESTA code [60]. In SIESTA code, the implementation is re-
ported successfully to determine the ground state of γ−Fe using several lattice con-
stants [61, 62]. However, there is no report on calculating the spin stiness for the
materials. Therefore, we will compare our implementation of code in determining the
ground state of γ−Fe in chapter 3.
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Spiral Ground State on the Tested
Systems: First Implementation
3.1 Introduction
The rst implementation for testing our code is to examine the appearances of spi-
ral ground state in two systems, i.e., one-dimensional hydrogen chain and γ−Fe. For
the rst test, we initially choose one-dimensional hydrogen chain, even though this is
considered as a toy model, for two reasons. Firstly, this is a simplest model and very
suitable for implementing the LCPAO as basis sets due to its localized property. The
second reason is that the one-dimensional hydrogen chain suits to model the perovskite
manganite because at Mn site there is one electron remaining at the eg state in per-
ovskite manganite. So, we predict the similar properties as explored more detailed later
in section 3.2. For the case of γ−Fe as the second test, we reproduce the spiral ground
state in the certain spiral vector q as previously reported by the experimental results
and other calculations, the detailed exploration will be given in section 3.3.
Exploration to examine the spiral ground state of these two systems has two pur-
poses. The rst purpose is intended to check the possibility of phase transition as we
discuss more detailed in the one-dimensional hydrogen chain in which the spiral ground
states occur if the hole dopings increases up to the certain amount. In this case, we
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actually deal with tuning the spiral ground state through the increase of hole dopings.
In this case, we also prove that the phase transition occurs in the interval of hole dop-
ings. The second purpose is to check what system has a natural spiral ground state as
seen later in γ−Fe.
3.2 Spiral Ground State of One-dimesional Hydrogen
Chain Induced by Dopings
The one-dimensional hydrogen chain will be used as a suitable toy model to examine
the appearance of spiral ground state by increasing hole dopings. As a direct conse-
quence, this leads to the phase transition due to the increase of hole dopings. This
expectation is inspired from the previous paper reported by Inoue and Maekawa that
the phase transition from antiferromagnetic (AFM) - spiral (SP) - ferromagnetic (FM)
- canted (CT) ground states in perovskite manganite can be induced by increasing hole
dopings [63]. In fact, it has been predicted a long time ago that perovskite manganite
has antiferromagnetic ground state for the nondoping case [64, 65]. Next, because of
the competition between the kinetic energy and exchange energy either ferromagnetic
or canted ground states can also appear when introducing the hole dopings. Inoue and
Maekawa used the one-dimensional Hubbard model combined with the mean eld ap-
proximation (MFA) to prove the phase transition [63]. The other study by using DFT
calculation can also show that the dierent phase transition of perovskite manganite
occurs if the hole doping increases [66].
We perform the rst-principles calculation to prove our expectation using general-
ized Bloch theorem (GBT) implemented in OPENMX code [30]. It must be noted that
since the canted state needs the supercell calculation, we do not consider this state.
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Our basis set xes one valence orbital s and 7.0 Bohr cuto radius that can be specied
as H7.0-s1. We choose the generalized gradient approximation (GGA) [42] for the ex-
change correlation energy. To attain the reliable results we also set the lattice constant
2.5 Å, cuto energy of 150 Ryd, and a 30×1×1 k point mesh. In addition we select the
x direction for the spiral vector q as illustrated in Fig. 3.1. The reliable results for this
Figure 3.1: The at spiral of the one-dimensional hydrogen chain along x direction.
This conguration is obtained by setting q = 0.25 for the 90◦ rotation. In addition, the
initial angles of magnetic moment (θ0, ϕ0) = (90◦, 0◦) have been set.
case are achieved by providing the dense spiral vector q in the interval 0 ≤ q ≤ 0.5. In
this setting, q = 0 and q = 0.5 are referred to the ferromagnetic and antiferromagnetic
states, respectively, while the remaining states are assigned to the spiral states.
From Fig. 3.2, we obtain the reliable results by comparing two dierent methods,
i.e., using the generalized Bloch theorem (GBT) and supercell method. As attached in
Fig. 3.2(a), AFM ground state, which is stated at q = 0.5, is induced by the nondoping
case, the spiral ground state at q = 0.36 is induced by 0.1e/site hole, and FM ground
state at q = 0 is generated by 0.2e/site hole. In addition, we also provide the supercell
calculation at Fig. 3.2(b) for the comparison in which we set the number of cells 8, 6,
4, 3, and 2 from the left side to the right side. The following cells are addressed to the
rotation 45◦, 60◦, 90◦, 120◦, and 180◦, respectively. Comparing those two gures, the
results are in good agreement.
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hole = 0 e/site
hole = 0.1 e/site
hole = 0.2 e/site
Figure 3.2: The three states induced by carrier dopings by observing the spesic q
at which the total energy dierence is minimum. These results are prodused using
generalized Bloch theorem (a) and supercell calculation (b), respectively.
In order to discuss the phase transition, we calculate the very dense hole dopings
as attached in Fig. 3.3. As immediately observed in Fig. 3.3, a set of hole dopings
divides three dierent regions in phase transition. AFM ground state is still induced
by a nondoping case at q = 0, the spiral ground state occurs in the interval 0 <hole≤
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0.171e/site, and the FM ground state is tuned at hole > 0.171e/site. This resulting
transition phase is similar to the former result achieved by Inoue and Maekawa by
implementing the one-dimensional Hubbard model [63].
3.3 Spiral Ground State of γ−Fe
The spiral ground state of γ−Fe was initially reported by the experimental series con-
ducted by Tsunoda [10] and Tsunoda et al. [11] who conrmed that γ−Fe, which has
the fcc phase of iron, has spiral ground states at q = (0.1, 0, 1) and q = (0.13, 0, 1) in
2pi/a units for pure γ−Fe and γ−Fe100−xCox, respectively, stabilized inside the fcc Cu
matrix with lattice constant a = 6.82a0. As the consequence, previous works have re-
ported that the ground state of γ− iron can also be observed in the interval q = (0, 0, 0)
and q = (0, 0, 1) in 2pi/a units, all of which claimed that the ground state should be
at q ≈ (0, 0, 0.6), see for example [61, 62, 6770]. It is our intention to reproduce the
previous results and examine the proles using LCPAO method because the previous
authors used LMTO, ASW or FLAPW methods.
We carry out the calculation using local spin density approximation (LSDA) [36]
for the exchange-correlation potential with a 50× 50× 50 k point mesh to achieve the
reliable result and set the cuto energy of 150 Ryd. To compare with the available data
[61, 62, 6771], we provide two lattice constants in terms of Bohr radius a0: a = 6.7a0
and a = 6.82a0, and set s3p3d3f2 orbitals as a basis set which gives a total of 41
orbitals, respectively. The main reason why we vary the lattice constant is that the
minimum value of the ground state depends sensitively on the providing lattice constant
[69]. We also x the cuto radius of 4.0 Bohr for using s3p3d3f2 orbitals to obtain
the reliable results. In addition, we vary the spiral vector from the collinear magnetic
state q = (0, 0, 0) to q = (0.5, 0, 1) in units of 2pi/a by employing the constraint scheme
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Figure 3.3: The total energy dierence as a function of hole doping with respect to the
stable state (state at which the energy is lowest) per H atom at the left y axis shown
by the lled circle, and the spiral vector q at the right y axis denoted by the diamond.
Fig. (a) shows the full data while Fig. (b) zooms the small interval hole ≥ 0.157 e/site.
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Figure 3.4: Illustration of antiferromagnetic state for cubic γ−Fe along z direction
represented by q = (0, 0, 1) in units of 2pi/a using the initial angles (θ0, ϕ0) = (90◦, 90◦).
method to x the cone angle 90◦. The simple illustration can be seen in Fig. 3.4 for
the antiferromagnetic conguration by setting q = (0, 0, 1) in units of 2pi/a.
Here, we obtain the dierent situations when observing those two lattice constants.
In Fig. 3.5(a), we obtain two minima at q = (0, 0, 0.6) and q = (0.5, 0.2, 1) at the lattice
constant of 6.7a0, which are in good agreement with Refs. [69, 72]. At a = 6.82a0, we
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Figure 3.5: (a) Spiral ground state energies of γ−Fe and (b) their related magnetic
moments for cuto radius of 4.0 Bohr with two dierent lattice constants.
nd two new minimum values of the ground state at q = (0, 0, 0.5) and q = (0.5, 0, 1).
This lattice constant was rst used by Bylander and Kleinman [25, 27] who found
the rst minimum value at q = (0, 0, 0.5) while the second minimum q = (0.5, 0, 1)
was not suitable from the experimental result. So, at this lattice constant, our result
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is in a good agreement with Ref. [25, 27]. Even though our results can reproduce
the spiral ground state of γ−Fe, however, we obtained the dierent magnetic moment
at the two lattice constants as provided in Fig. 3.5(b). The low magnetic moment
around 1 µB at q = (0, 0, 0) using the lattice constant of a = 6.7a0 corresponds to
low-spin ferromagnetic state (LS-FM). Meanwhile, the high magnetic moment at the
same q using the lattice constant of a = 6.82a0, which is two times larger than that of
a = 6.7a0, is associated with the high-spin ferromagnetic state (HS-FM).
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Chapter 4
Calculation of Spin Stiness on Some
Materials
4.1 Introduction
In chapter 1, we have explored a little description of magnetic properties based on two
approaches, i.e., the localized magnetic moment and itinerant electron model. In this
chapter, we will discuss more deeply on those two approaches and their relationship with
the types of excitation. In general, the magnetic properties can be explored by using two
complementary approaches. The rst approach is addressed to the Heisenberg picture
where the starting point is the localized magnetic moments on each atom. Indeed, the
interaction of the magnetic moments is represented by the Heisenberg Hamiltonian





where N , Jij, and M denote the number of atoms, exchange coupling constant, and
magnetic moment of atom. Here, the factor 1/2 is intended to overcome the double
counting.
The second approach, which is used in this dissertation, is addressed to the so-
called itinerant electron model. According to this model, the conduction electrons
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can freely move through the whole system and delocalized. In metallic system, the
magnetic moment can be possibly delocalized, so it can be correlated to the conduction
electrons. Some metals having the ferromagnetic ground state are well described by
using the itinerant electron model.
In discussing the magnetic excitations, those two models lead the suitable types of
the excitations. The excitation of long wavelength spin waves is obviously considered
by using the Heisenberg approach. These spin waves create the collective excitations
due to spiral formation of the magnetic moments for dierent atoms. This wavelength
is absolutely determined by the spiral vector q with the relation 2pi/|q|. If the spiral
vector q becomes suciently large, then the excitation of spin waves goes to zero.
On the other side, the itinerant electron model is very suitable to describe the so-
called Stoner excitation that creates the continuum of electron-hole excitations. Stoner
excitation can occur if an electron in the lled state moves to the empty state so that
hole-electron pairs do exist. It must be noted that this kind of transfer of electron
occurs in the dierent spin-split band since the band separation for spin up and spin
down can really realize with or without external magnetic eld.
The relation between the spin wave excitations and Stoner excitations can be ex-
plained by seeing Fig. 4.1. The spin waves excitations can only hold for the short q
or the long wavelength which is translated as a dispersion near Γ point (q = 0). After
coinciding the region of Stoner excitations, the spin waves become damped and disap-
peared. It is clear now that if Stoner excitations become suciently large, the life time
of spin waves become short. Therefore, it is very dicult to observe the spin waves
excitations on this condition. Furthermore, in the DFT calculation, it also yields the
overestimated result for the calculation of spin stiness as considering in section 4.3 for
the case of spin stiness calculation for fcc-Ni.
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Figure 4.1: Illustration of the Stoner excitations and spin wave excitations.
4.2 Magnon Dispersion Relation
Our focus on this section is to evaluate the spin stiness constant for some materials.
The Spin stiness is a constant that describes how much energy should require if the
ground state of magnetic system changes to the excited one by rotating the magnetic
moment. This constant is so important to study the quantum phase transition through
the Currie temperature whose the relationship can be formulated, for example see Ref.
[73]. In fact, there are two methods to evaluate the spin stiness, i.e., the real space
method and the reciprocal space method. The real space method was initially proposed
by Liechtenstein et al. [74] by evaluating rst the exchange coupling constant of two
sites. However, it has been reported that this method needs a higher computational
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cost than the reciprocal space method for evaluating spin stiness [75].
Calculation of spin stiness using the reciprocal space method or frozen magnon
method needs the magnon dispersion near Γ point. Therefore, it requires the mathe-
matical expression connecting the DFT calculation and Heisenberg Hamiltonian. The
basic assumption in frozen magnon method is that the time scale transition of magnetic
moment from initial state to nal state is much slower than the time scale in electronic
process, such as electron hoping and electron surrounding the nuclei.
To derive the magnon dispersion relation using frozen magnon method, we initially
















JijMiMj {cos [q · (Ri −Rj)]
× sin θi sin θj + cos θi cos θj} , (4.2)
where the magnetic moment is given by
Mi = Mi (cos (ϕ0 + q ·Ri) sin θi + sin (ϕ0 + q ·Ri) sin θi + cos θi) . (4.3)
In Eq. (4.2), the calculation is carried out up to N unit cells and factor 1/2 is addressed
to overcome the double counting. Since we work in the reciprocal space, the exchange
coupling constant Jij is transformed to the reciprocal form via Fourier transformation






Since we only consider the small deviation from the ground state, we apply a very small
cone angle θ into Eq. (4.2). Next, inserting Eq. (4.4) into Eq. (4.2) and employing the
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second dierentiation with respect to θ we obtain the expression









The nal step is to express the right-hand side of Eq. (4.5) in terms of quantized
energy similar to the expression of photon or phonon energy. To do that, let's consider










In Eq. (4.6), we replace all classical quantities, such as Hamiltonian and magnetic
moment, to the appropriate operators. It must be noted now that Hˆ is the operator
of Heisenberg Hamiltonian described in the second term of Eq. (4.2) while Mˆ is the
operator of magnetic moment dened in Eq. (4.3). On the other side, the following











where the Greek and Roman indexes represent the Cartesian coordinates and lattice
sites, respectively. In addition, the magnitude of magnetic moment for each site is
always time-independent, dMi/dt = 0, due to the commutation property between Mˆ
2
i
and all Mˆi. Therefore, for calculating the magnon dispersion using rst-principles
calculation, the magnitude of magnetic moment remains unchanged.
Although the magnitude of magnetic moment is a time-independent variable, the
vector of magnetic moment is always time-dependent. Therefore, we should include the
time variable into the azimuthal angle for each site to be ϕi(t) = q ·Ri + ωqt into Eq.
Dissertation 52
4.2 Magnon Dispersion Relation
(4.3). Thus, after combining Eq. (4.6) and Eq. (4.7), it yields
~ωq = 2µBM (ReJq − J0) . (4.8)











The above procedure to get Eq. (4.9) has been previously derived by some authors
[41, 7678]. If one uses Eq. (4.9) directly, two successive calculation should be done.
First, one should calculate total energy dierence E(θ) for several spiral vectors q.
Then, the second dierentiation of the total energy dierence, ∂2E/∂θ2, should be
determined. Since this procedure is not ecient, we substitute the second dierentiation
∂2E/∂θ2 with the total energy dierence. Following Ku¨bler [73], who applied the atomic








Equation (4.9) can be attained by employing L'Hoˆpital's rule to Eq. (4.10). The
dierent approaches to obtain the magnon dispersion relation have also been reported
in Refs. [7981].
The following procedure to obtain the spin stiness can be employed for any systems.
A set of spiral vectors q near Γ point should be selected, for example the range [0, 1]
Å−1 is a good choice. Then, the cone angle θ should be selected. Even though the
formulation of magnon dispersion relation in Eq. (4.10) is derived by using the small
cone angle θ, in some cases the larger cone angle can also be used if certain condition
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is satised [77, 78, 82, 83]. Using the chosen θ, the calculation results of total energy
dierence between q = 0 and each of higher spiral vectors q will be kept in the right-
hand side of Eq. (4.10). The last treatment is to t the left-hand side of Eq. (4.10)
using ~ωq = Dq2(1− βq2) to calculate the spin stiness constant D.
4.3 Spin Stiness of 3d transition metals
For calculating the spin stiness of 3d transition metals, i.e., bcc-Fe, fcc-Co, and fcc-
Ni, we select the cone angle 10◦ and apply the constraint method to x the direction
of magnetic moment of atoms as seen in Fig. 4.2. The main purpose to apply the
constraint is that the deviated system will go naturally to the ferromagnetic state as
its ground state. Implementation of the constraint scheme method can be read in
Ref. [84]. The functional of exchange-correlation is addressed to the local spin density
approximation (LSDA) [36]. We choose the experimental lattice constants: 2.87 Å for
bcc-Fe, 3.54 Å for fcc-Co, and 3.52 Å for fcc-Ni [85]. In order to obtain the reliable
result for metallic system, we set a 50 × 50 × 50 k point mesh and cuto energy of
300 Ryd. To convince us of the reliable results, we increase the number of orbitals for
each cuto radius to see the convergence of spin stiness. We set the abbreviation for
orbitals, for example Fe5.0-s2p2d2 refers to the symbol of iron for Fe, 5.0 Bohr cuto
radius, and two primitive orbitals assigned for s, p, and d orbitals, respectively.
As directly seen in Figs. (4.3 - 4.5), the increase of number of orbitals can only
be done in the short cuto radius of, 3.5 and 4.0 Bohr. However, the convergence
for all systems can only be reached for the cuto radius of 4.0 Bohr while the cuto
radius of 3.5 Bohr yields insucient convergence. In this case, if we use the short cuto
radius, such as 3.5 or 4.0 Bohr, the large number of orbitals should be used to get a
good tting. For the longer cuto radius we cannot increase the number of orbitals
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Figure 4.2: Illustration of conical spiral conguration in bcc-Fe along x direction with
the initial angles of magnetic moment (θ0, ϕ0) = (10◦, 0◦)
.
due to overcompleteness since the total energy dierence becomes so large. Therefore,
the minimal basis sets should be xed to overcome this problems. Regarding LCPAO
method, our cases here have the similar problem as reported in Refs. [55, 86] when
treating the metallic system. In ref. [55], the authors reported that the convergence
value in terms of basis sets of some physical properties for bcc-Fe, such as equilibrium
lattice constant and bulk modulus, can only be reached for the cuto radius of 4.0 Bohr.
On the other side, the same problem of the number of orbitals dependence of cuto
radius to obtain the reliable results also occurs for the implementation of magnetic-force
theorem for the metallic cases as reported in ref. [86].
For the comparison of the previous calculation of spin stiness for metallic systems,
we provide the spin stiness values obtained by other calculations and experimental
results. First of all, since all convergences of spin stiness are reached at the cuto
radius of 4.0 Bohr and the s3p3d3f2 orbitals, we provide the values of spin stiness
on that condition as immediately seen in Figs. (4.6 - 4.8) and table 4.1. In general,
all the results are in good agreement with both the experimental results and the other
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Figure 4.3: Magnon dispersion relations near Γ point (q = 0) of bcc-Fe for some cuto
radius and the orbitals (a) s2p2d1, (b) s2p2d2, (c) s3p3d3, (d) s3p3d3f2, respectively.
The tting function ~ωq = Dq2(1− βq2) is denoted by solid line.
calculations, except for the case of fcc-Ni. In this case, most of the calculations are
overestimated for the case of fcc-Ni. The possibility of this overestimated value is
possibly due to the nearness of the Stoner continuum as already stated in Ref. [73].
However, using KKR-ASA method and implementing ferromagnetic magnetic force
theorem (FM-MFT), Shallcross et al. [88] have reported that all results, including fcc-
Ni, are in good agreement. Meanwhile, they also got the overestimated value for the spin
stiness for fcc-Ni by implementing disordered local moment magnetic force theorem
(DLM-MFT).
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Figure 4.4: Magnon dispersion relations near Γ point (q = 0) of fcc-Co for some cuto
radius and the orbitals (a) s2p2d1, (b) s2p2d2, (c) s3p3d3, (d) s3p3d3f2, respectively.
The tting function ~ωq = Dq2(1− βq2) is denoted by solid line.
4.4 Eect of Carrier Concentrations on Spin Stiness
in Graphene Nanoribbon
Graphene, one of the manifestations of carbon materials having no band gap, is consid-
ered as an interesting material due to its several application devices [9699]. In order
to use in spintronics devices, a useful technique is necessary to induce nite band gap.
One of the prominent ways is to reduce the dimension of graphene from two to one
dimension as in graphene nanoribbon case. In order to explore the magnetic properties
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Figure 4.5: Magnon dispersion relations near Γ point (q = 0) of fcc-Ni for some cuto
radius and the orbitals (a) s2p2d1, (b) s2p2d2, (c) s3p3d3, (d) s3p3d3f2, respectively.
The tting function ~ωq = Dq2(1− βq2) is denoted by solid line.
of the graphene nanoribbon, some authors have employed the electric eld [100102] or
xed the magnetic moment of the carbon atoms at the edges [103105].
One of the physical properties that has not been explored deeply is the spin sti-
ness of graphene nanoribbon. Yazyev and Katsnelson have found the large value of
spin stiness of 2100 meVÅ2 of zizgzag graphene nanoribbon (ZGNR) using supercell
calculation [106]. This large value has been considered previously by Edwards and
Katsnelson [107] who predicted that this kind of system should have the large value
of spin stiness due to the smaller magnetic moment of carbon atoms at two dierent
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Figure 4.6: The convergence value of evaluated spin stiness. In this case, the conver-
gence is reached at the cuto radius of 4.0 Bohr.
edges than that of 3d transition metals. Our intention in this section is to calculate the
spin stiness of ZGNR using generalized Bloch theorem (GBT) and compare with the
result obtained by Yazyev and Katsnelson [106]. In addition, we also discuss the eect
of introducing the carrier dopings on the spin stiness value.
We investigate the spin stiness value with and without introducing the carrier
dopings by considering the at spiral θ = 90◦ ferromagnetic edge state of 10-ZGNR
in which 10 denotes the width of the graphene nanoribbon, see Fig. 4.9. In addition,
the spin orientations of C atoms at the edge state have been xed by applying the
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Figure 4.7: The convergence value of evaluated spin stiness. In this case, the conver-
gence is reached at the cuto radius of 4.0 Bohr.
constraint scheme method. The experimental lattice constant of graphite 2.46 Å has
also been chosen for the periodic direction. For obtaining the optimized structure, the
position of atoms have been arranged in such a way using the nonmagnetic states. We
perform the calculation by using the cuto energy of 150 Ryd, a 90 × 1 × 1 k point
sampling, generalized gradient approximation (GGA) [42] for the exchange-correlation
functional, and the length of vacuum direction higher than 25 Å to set the ideal vacuum.
The pseudo-atomic orbitals for C and H atoms are assigned by C4.0-s2p2 and H6.0-
s2p1. In this setting, the cuto radius of 4.0 and 6.0 Bohr are assigned for the C and
Dissertation 60
4.4 Eect of Carrier Concentrations on Spin Stiness in Graphene
Nanoribbon
Table 4.1: Present evaluated spin stiness, D (meVÅ2), and the comparison with other
calculations and experimental results. (1) Present calculation; (2) Calculation by Ku¨bler
[73]; (3) Calculation by Rosengaard and Johansson [87]; (4) Calculation by Padja et
al. [75]; (5) Calculation by Shallcross et al. [88] where ferromagnetic magnetic force
theorem (FM-MFT) and disordered local moment magnetic force theorem (DLM-MFT)










bcc-Fe 283 355 247 250 322, 313 314 [89], 230 [90],
280 [91], 307 [92]
fcc-Co 542 535 502 663 480, 520 510 [93], 580 [91]
fcc-Ni 794 715 739 756 541, 1796 422 [91], 550 [94], 555 [95]
H atoms, respectively. Besides, C atoms use two valence orbitals both s and p while H
atoms set two valence orbitals s and one valence orbital p.
On the contrary to 3d transition metals, we select a set of shorter spiral vectors
q than that of 3d transition metals to x the magnitude of magnetic moment for
calculating spin stiness. For analyzing the eect of carrier dopings, we provide the
successive amount of dopings (e/nm): 0.033, 0.017, 0, -0.017, and -0.033, respectively.
By implementing the GBT, we initially evaluate the total energy dierence for each q
and t the total energy dierence with respect to q by applying the fourth order t
∆E(q) = κq2(1 − βq2) while Yazyev and Katsnelson have used the second order t
∆E(q) = κq2 [106]. The fourth order choice is intended to analyze the convergence
property of spin stiness with respect to the quadratic of spiral vector q.
The curvature κ is then obtained for each carrier doping. Following Yazyev and
Katsnelson [106], the spin stiness D for each carrier dopings can be computed using
the formula D = 2κ/M where M is the magnitude of magnetic moment. It is still
ambiguous what denition of the magnetic M is stated here. In fact, Yazyev and
Katsnelson used the total magnetic moment from the A and B sublattices in graphene
nanoribbons [106]. However, as described in section 4.2, the used magnetic moment is
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Figure 4.8: The convergence value of evaluated spin stiness. In this case, the conver-
gence is reached at the cuto radius of 4.0 Bohr.
referred to the magnetic moment of atom that rotating around the spin rotation axis.
Therefore, in this case we use the total magnetic moment of C atom at the edges.
All of the information of spin stiness including its eects by introducing the carrier
dopings are collected in table 4.2 and Fig. 4.10. In table 4.2, we obtain the spin
stiness of 2982 meVÅ2 which has the same order with 2100 meVÅ2 for the nondoping
case as obtained by Yazyev and Katsnelson using supercell calculation [106]. As dopings
increase, we obtain two dierent tendencies as provided in Fig. 4.10. We observe that
the spin stiness increases/decreases due to the increase of hole/electron dopings. In
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Figure 4.9: Representation of 10-ZGNR in a at spiral ferromagnetic model by giving
the initial angles (θ0, ϕ0) = (90◦, 0◦). The black square refers to the unit cell while x
axis is the direction of both the spiral vector and periodic direction. The white and
blue spheres represent H and C atoms, respectively
Table 4.2: Present results of evaluated spin stiness D (meVÅ2) for some carrier dop-
ings. We obtain 2982 meVÅ2 for the nondoping case while Yazyev and Katsnelson got
2100 meVÅ2 [106].
Doping (e/nm) -0.033 -0.017 0.0 0.017 0.033
D (meVÅ2) 2873 2930 2982, 3025 3060
2100 [106]
Fig. 4.10(a), it is shown that the convergences of spin stiness constant D as a function
of the quadratic spiral vector q for each doping are good enough. In addition, in Fig.
4.10(b), we also attach the tendency of both spin stiness and magnetic moment as the
function of carrier dopings. Their tendencies are similar which means that the change
spin stiness is proportional to the change of magnetic moment.
The tendency attached in Fig. 4.10(b) can be explained by using the Heisenberg
Hamiltonian. Since in DFT calculation the energy of Heisenberg Hamiltonian is sub-
Dissertation 63














































Figure 4.10: (a) Spin stiness D associated with ∆ε/q2 (∆ε = 2∆E/M) as a function
of quadratic spiral vector. In this case, the nondoping, -0.017 e/nm, -0.033 e/nm, 0.017
e/nm, and 0.033 e/nm are described by the symbols of plus, triangle, square, diamond,
and lled circle, respectively. (b) Spin stiness as a function of carrier dopings at the
left y axis (lled circle) while the right y axis refers to the magnetic moment as a
function of carrier dopings (diamond) at q = 0.
stituted by the total energy dierence, the magnetic moment of C atom at the edge
state is proportional to the total energy dierence as long as the exchange coupling
Jij is unchanged. On the other hand, The spin stiness constant is also proportional
to the total energy dierence. Therefore, the tendencies of spin stiness and magnetic
moment as the function of carrier dopings are reliable. As a note, the other interesting
presumption is that the carrier dopings are supposed to control the spin stiness value.
We also investigate the spin stiness value for the nondoping case and same lattice
constant, with respect to the width of ribbons as attached in table 4.3. As the width of
ribbon increases, both the spin stiness and magnetic moment increase. Since the spin
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Table 4.3: The values of spin stiness by varying the width of ribbon.




stiness increases, the increase of ribbon width requires more energy to get excitations.
For the next discussion, we try to investigate the presence of spiral ground state
as carrier dopings are introduced for the similar case to the one-dimensional hydrogen
chain. If we increase the carrier doping up to |2.85| e/nm as conducted in Ref. [104],
the nonmagnetic states do exist. It is also shown that the presence of spiral ground
state is not available since q = 0 is always the ground state for all carrier dopings. It
means that zigzag graphene nanroribbons ferromagnetic edge state have ferromagnetic




We have explored two discussions on the implementation of generalized Bloch theorem
(GBT), i.e., the investigation on the spiral ground state for the tested systems and the
calculation of spin stiness on some materials, the results of which can also be found
in Ref. [108]. Therefore, the conclusions will be divided into two appropriate topics.
5.1 Spiral Ground State on the Tested System
In this study, we have shown that the spiral ground state can appear either unnaturally
by inserting hole dopings in the case of one-dimensional hydrogen chain or naturally
in the case of fcc-Fe. For the one-dimensional hydrogen chain, we observe the phase
transition when employing the hole dopings from the ground state of antiferromagnetic
(AFM) - spiral (SP) - ferromagnetic (FM). It proves that the spiral ground state can
be tuned by inserting dopings. Our nding elucidates that some materials have a
possibility to attain the same characteristic.
The natural spiral ground state occurs in fcc-Fe as provided by our calculation and
our results are in good agreement with the available references. Iron may be considered
as an extraordinary material since the ground state of fcc-Fe has a spiral ground state
while fcc-Co and fcc-Ni have ferromagnetic ground state. The other interesting case
is that the ground state of spiral vector q can be dierent if the lattice constants are
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varied. It seems that the position of spiral ground state can be tuned by varying the
lattice constant.
5.2 Spin Stiness on Some Materials
In the second discussion, the calculations of spin stiness on 3d transition metals have
been conducted by forming the conical spiral. We nd that spin stiness of two ma-
terials, i.e., bcc-Fe and fcc-Co are in good agreement with the available experiments.
Meanwhile, we obtain the overestimated value compared to the experiments for the
case of fcc-Ni. However, our value of spin stiness for fcc-Ni has the same order for
almost all other DFT calculations.
For the calculation of spin stiness of zigzag graphene nanoribbon (ZGNR) we have
to select the shorter successive spiral vector q than that of the 3d transition metals to
x the magnitude of magnetic moment. In this case, since the magnetic moment of C
atoms at each edge is much smaller than that of 3d transition metals, the spin stiness
should be larger than that of 3d transition metals. We also obtain the predicted result
by using the GBT, which has the same order as Yazyev and Katsnelson found in Ref.
[106].
5.3 Future Implementation
For the real system, the implementation of GBT is usually applied for the three-
dimensional systems either to investigate the spiral ground state or to compute the
spin stiness. It is of interest for the further discussion on the two-dimensional mate-
rials, such as MnCl2, the structure of which can be seen in Fig. 5.1(a). Experimental
results to measure some physical properties of MnCl2, such as eective moment and
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heat capacity, have been conducted a long time ago [109, 110], a good review on MnCl2
and the other two-dimensional materials can also be found in Ref. [111]. However, the
magnetic structure of MnCl2 is not fully understood due to its phase transition [112].
Our preliminary calculation shows that MnCl2 is an insulator with a gap around 2 eV
which can be seen in Fig. 5.1(b). Therefore, it is quite interesting to investigate either
the existence of phase transition or the spin stiness value of MnCl2.
Figure 5.1: (a) The crystal structure of monolayer MnCl2. The black parallelogram
denotes the unit cell while the purple and green balls represent Mn and Cl atoms,




Derivation of Magnon Dispersion Relation
This appendix provides the derivation of magnon dispersion relation, which is used to

















JijMiMj {cos [q · (Ri −Rj)]
× sin θi sin θj + cos θi cos θj} , (A.1)
where the magnetic moment is dened as
Mi = Mi (cos (ϕ0 + q ·Ri) sin θi + sin (ϕ0 + q ·Ri) sin θi + cos θi) . (A.2)




















cos [q · (Ri −Rj)] θ2 + 1− θ2
}
. (A.3)
Here. the magnitudes of magnetic moment remain unchanged due to the small deviation
from the ground state, i.e., Mi = Mj = M . After transforming the exchange coupling
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constant Jij into the reciprocal form in Eq. (A.3) by means of Fourier transformation















1− θ2) J0 + 1
2
M2θ2ReJq. (A.5)
By employing the second dierentiation with respect to θ we obtain the formulation









To replace the second dierentiation of energy, we consider the dynamics of magnetic









where all quantities have been explained previously in chapter 4. The right hand side









































where the Greek and Roman indexes represent the Cartesian coordinates and lattice
sites, respectively. After writing the operators of magnetic moment Mˆi into components
of Cartesian coordinates, we obtain each component of operator magnetic moment in





































Jij (sinϕi − sinϕj) sin θ. (A.12)
By multiplying Eq. (A.10) (Eq. (A.11)) by sinϕi (− cosϕi), respectively, and then







Jij (1− cos(ϕi − ϕj)) cos θ. (A.13)
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from which we only concern Eq. (A.14). After substituting ϕi(t) = q · Ri + ωqt into
Eq. (A.14), we then obtain
~ωq = 2µBM (ReJq − J0) . (A.16)
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