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Abstract—The technique we propose in this paper allows
efficient flooding of a wireless network with information from
a source, which we refer to as the leader. At the same time,
it permits us to transmit reliably to far destinations that the
individual nodes are not able to reach without consuming rapidly
their own battery resources, even when using multihop links
(the reach-back problem). The synchronization constraints are
extremely loose and can be fulfilled in a distributed manner. The
key idea is to have the nodes simply echo the leader’s transmission
operating as active scatterers while using adaptive receivers that
acquire the equivalent network signatures corresponding to the
echoed symbols. The active nodes in the network operate either
as regenerative or nonregenerative relays. The intuition is that
each of the waveforms will be enhanced by the accumulation of
power due to the aggregate transmission of all the nodes while, if
kept properly under control, the random errors or the receiver
noise that propagate together with the useful signals will cause
limited deterioration in the performance. The avalanche of signals
triggered by the network leaders form the so-called opportunistic
large array (OLA). The main advantages of the OLA are its great
flexibility and scalability.
Index Terms—Broadcasting, cooperative diversity, network
flooding, reach-back channel, signal processing in networking.
I. INTRODUCTION
I N this paper, we study a form of multi-user diversity thatis enabled by a cooperative form of transmission performed
by a set of asynchronous transceivers operating as a distributed
joint communication system. It is natural to consider these wire-
less devices as organized in a multihop ad hoc network [1],
[2], where there is no fixed infrastructure or centralized con-
trol mechanism. Most distributed network applications privi-
lege the mutual communication among close-by nodes to allow
low transmission power and, thus, utilize multiple intermediate
nodes as relays to form multihop paths.
There are several works published in recent years that derive
scaling laws for the network capacity, mostly originated by [3],
where it is shown that multihop sensor networks with infinitely
large number of nodes have vanishing per node throughput. In
contrast to [3], we are interested in developing a method that
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utilizes the network as a distributed modem, where one or few
sources are effectively transmitting data and all the other users
are operating as repeaters. A fresh look into the concept of re-
peaters as a form of cooperative transmission came recently
from [4]–[7].
While the papers dealing with per-node capacity [3], [8] tend
to highlight the potential instability of dense networks, the pa-
pers on cooperative transmission evidence the advantages that
can come from cooperation when few users are transmitting.
However, the analysis carried out by the papers on cooperative
communications are mostly limited to the case of one relay, with
few exceptions [9], [10], whereas the present work provides a
mechanism for readily scaling the system to a large number
of relays. Our technique is unique in the fact that it involves
several levels of relay that readily extend to the entire network
and includes the construction of an adaptive receiver that can
discriminate the symbols even if the repeaters are not coordi-
nated. Specifically, in Sections II–IV, we show how we can uti-
lize various modulation alternatives and regenerative or non-
regenerative repeaters to generate an opportunistic large array
(OLA). The OLA is formed by having network nodes respond
to the signal of the node that is designated as the leading trans-
mitter (leader), producing an effect similar to an avalanche for
which the reception model is simply derived by viewing the
nodes as active scatterers. The avalanche of responses to the
leader node is like the ola in a sports stadium: a much stronger
signal that can be detected and decoded successfully at a far dis-
tance. Hence, contrary to a normal networking scenario where
the relays contend for the transmission medium, interference
is the key source of redundancy, coordination, and signal en-
hancement in the OLA physical layer. In Section III, we in-
troduce an SNR constraint for the active relays that allows us
to bring the error and noise propagation to the desired negli-
gible levels. OLA is opportunistic, nearly in the same sense as
the term opportunistic communications coined by [11]. Oppor-
tunistic comes from the Latin opportunus (favorable), from the
phrase ob portum veniens (coming toward a port) in reference
to the wind. OLA opportunistically uses the nodes 1) only when
the received SNR is favorable and 2) because their echo carries
the information to the desired destinations instead of causing
interference.
The adaptive receiver complexity (blind or training based)
does not grow linearly with the size of the network, but it is
in the order of the product , where is the bandwidth,
and is the symbol duration [cf. Section II]. In addition, it
is also possible to adopt incoherent schemes such as OOK or
1053-587X/03$17.00 © 2003 IEEE
SCAGLIONE AND HONG: OPPORTUNISTIC LARGE ARRAYS 2083
FSK, where the receivers are simply energy detectors, and only
symbol synchronization is required but not training.
The OLA is an efficient physical layer flooding algorithm,
which eliminates the routing and multiple access overheads.
The cooperation can also be used to reach receivers that are far
away from the entire network, solving the so-called reach-back
problem (cf. Section VI). Multiple clusters of ad hoc wireless
nodes can form a multi-OLA system, constructing a multiple ac-
cess system with the cluster of nodes acting as a team through
cooperative transmission rather than transmitting independent
data from each node. There are two main topics that are inter-
esting to explore but goes beyond the scope of this paper: 1) If
multiple leaders utilize the network simultaneously, what is the
best form of interaction between the multiple OLAs, and what
is the rate region in which they are allowed to operate? 2) Can
other forms of cooperation, besides the simple repetition, pro-
vide further gain? Some recent results on cooperative transmis-
sion for the case of one relay suggest that this is the case [12],
[13].
II. SYSTEM MODEL
Assume that in a network of nodes transmitting over a
shared medium, each node is part of a multiple stage relay of
a single source transmitting toward a remote receiver whose po-
sition is unknown to all the nodes. If no node in the network
is powerful enough to communicate reliably with the remote
receiver, we describe the problem as the reach-back problem.
Coordination among nodes in a large network is an extremely
difficult task; therefore, we design a cooperative transmission
mechanism for which cooperation is obtained in a distributed
fashion. In the basic OLA scheme, the leader transmits a pulse
with complex envelope out of an -ary set of waveforms.
The resulting signal at the th receiver is
(1)
where is the network-generated signature of the th
symbol. If nodes echo exactly the same symbol
(2)
where is the th receiver AWGN with variance ;
is the delay of the link between the th and the th node, in-
cluding the asynchronism of the beginning of transmission for
each node ; and is the product of a complex fading co-
efficient times the transmit power times the channel
average gain, e.g., (log-normal fading), where
is the distance, and the decay constant between the th
and th node.
We assume the following.
a1) Let and be constant over multiple symbol
durations ; therefore, we omit the time dependence for both
of them in later derivations. Physically, the nodes are quasi-sta-
tionary for a time much greater than .
a2) The delays are , where the
minimum delay corresponds to the leader. To avoid ISI, the
upper bound for the effective symbol rate is
Fig. 1. Structure of the signal s (t) observed at the ith node and the
corresponding actions of the ith node transceiver. Note that the duration of the
pulse that the node emits p (t) is usually shorter than s (t).
, where is the maximum delay spread of for
all .The delay spread for node is defined as
(3)
where the average delay
and thus, . Echoes that come from farther
away are strongly attenuated (by ); therefore, the echoes
received at node are non-negligible only for those coming
from nodes within a certain distance , which essentially
depends on the transmit power and path loss. Hence, can
be increased by lowering the transmit power, capitalizing on
spatial bandwidth reuse. In the reach back problem, however,
the delay spread is because the receiver
is roughly at the same distance from all nodes.
a3) is fixed for all nodes to , where is a constant
taken to satisfy the ISI constraint. With a3), we guarantee that
no ambiguity will occur at the nodes in timing their responses.
The transmission activity of the node is solely dependent on the
signal that the node receives. Based on the evolution of ,
we can distinguish two phases: 1) the earlier receive phase,
when the upstream waves of signals approach the node, and 2)
the period after the firing instant, which we call the rest phase,
where the node hears the echoes of the downstream wave of
signals fading away (for the regenerative case, the firing instant
occurs shortly after the time when the node has accumulated
enough energy to detect the signal). The switching between the
two modes can be viewed as a very elementary form of time-di-
vision duplex (TDD) (see Fig. 1).
a4) The leader (and also the nodes in the regenerative case)
transmits pulses with complex envelope having limited
double-sided bandwidth and, approximately, duration . By
sampling at the Nyquist rate, is the approximate
length of the sequence of samples.
Multipath propagation can be simply included in our model
by increasing the number of terms in the summation in (2);
therefore, it does not require special attention. In fact, when
we neglect the propagation of errors and noise that occurs in
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the case of regenerative and nonregenerative repeaters, respec-
tively, as we did in (2), the OLA itself is equivalent to a multipath
channel, created by a set of active scatterers. In the regenerative
case, the ideal OLA response is
(4)
The nonregenerative OLA scattering model is more complex
due to the feedback effect, which implies that not one but several
signal contributions are scattered by each source. The received
OLA response is
(5)
For every possible path in the network, there is a contribution to
the summation in (5) that has an amplitude equal to the product
of all the path link gains and a delay equal to the sum of all the
path delays. Theoretically, the number of reflections
because the signals and their amplified versions keep cycling in
the network and adding up. Practically, the amplifiers are phys-
ically limited to emit no more power than the saturation level
of the nodes’ amplifiers and the delay spread of the response is
limited [see a2)]. If properly controlled, the contributions will
keep adding up and then opportunistically serve our purpose of
enhancing the signal. Hence, the key for the nonregenerative de-
sign is to control the noise that accompanies the useful signal
(see Section III-B). In this paper, our analysis of the nonregen-
erative case described in Section III-B will be mostly qualitative
since a thorough analysis and more effective control strategies
require an in-depth study of this specific case, which goes be-
yond the scope of this paper.
In both regenerative and nonregenerative cases, the received
signal can be rewritten as ( denotes the convolution)
(6)
where is the network impulse response, which is analo-
gous to that of a multipath channel. The simple model in (6)
is the key to understand our idea, which is to let the nodes op-
erate as regenerative and nonregenerative repeaters and avoid
any complex coordination procedure to forward their signals at
the network layer and share the bandwidth at the MAC layer.
In addition, no channel state information is used. The informa-
tion flow is carried forward by using receivers that are capable
of tracking the unknown network response or, directly, the
signature waveforms . We should expect
that the OLA behaves as a frequency-selective channel, unless
the pulse is narrow-band compared with , as it is
the case for OLA-FSK in Section IV-B. Nodes’ mobility causes
changes of the response over time. If most of the network
is stationary and is large, the inertia of the system will be such
that mobile nodes will cause small changes in .
Since the transmission channel is bandlimited with passband
bandwidth , the signature waveform will have to be
bandlimited and, therefore, uniquely expressible through its
samples taken at the Nyquist rate , where . In
general, corresponds to a finite number of samples
and is approximately time limited with duration .
For example, in linear modulations (e.g., PAM, QAM and
PSK), , while is equal to the alphabet size in the
case of orthogonal modulations (e.g., FSK). The OLA response
in discrete time can be obtained by sampling, at the Nyquist
rate, the complex envelope of the received signal . Assume
is zero (or negligible) up to time ; therefore, we start
sampling at this point. Introducing the vectors , , and
such that
sinc
where is the number of samples needed to represent .
We can equivalently write
(7)
If we define the following Toeplitz convolution matrix:
(8)
we obtain
(9)
Note that the length of is at most (i.e., ). In
(4), is decomposed into the sum of responses from each
node. Correspondingly, the vector is the sum of vectors1
sinc
(10)
and therefore
(11)
Signals coming from two nodes and that are received at the
th node with relative delay cannot be
resolved, and their transmission appears as simultaneous to the
th node. If and transmit at the same time, their distance
from node will have difference within . Denote the
set of nodes that belong to the same unresolvable region by
(12)
1A better approximation of sinc(W (kT +l T   ))would include two
or more samples centered around  W . However, for the sake of our analysis,
the approximation we are making does not substantially change the results. In
fact, a similar effect can be produced by having each node contribute at two
different delays with a fraction of the energy or making subsequent entries of
g more correlated.
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Clearly, are partitions of the network. Finally, we can
also introduce and note that because of a3),
is effectively the maximum length of .
Remark 1: Equation (11) explains two important facts:
1) Since and are fixed, the OLA response has a
maximum number of parameters, which is , and thus,
it does not grow asymptotically with the number of nodes in
the network ; 2) if the network density is much higher than
nodes , the OLA signatures are approximately
Gaussian nonstationary random signals; on the other hand, the
OLA signals have approximately a Poisson distribution.
Note that we have neglected the effect of error and noise prop-
agation at the successive levels of OLA relays. However, if a
node receives a very weak signal compared to the noise level so
that it cannot take reliable decisions or it would mostly increase
the noise level for the other receivers, it should remain silent.
Further discussions on these issues and the repetition strategy
for the regenerative and nonregenerative schemes are described
in the next section.
III. TRANSMISSION STRATEGY AND ERROR PROPAGATION
The transmission of the OLA is led by a predetermined source
node in the network. All the other nodes form multiple stages of
relays to either flood the network with the information from the
source, or just to pass the information to a remote receiver. The
intermediate nodes in OLA have a choice of whether to relay
or not, depending on the performance at that node. This adap-
tive relaying method is analogous to adaptive decode-and-for-
ward or amplify-and-forward algorithms [7]. We further analyze
the effects of regenerative and nonregenerative OLA in the fol-
lowing subsections.
A. OLA With Regenerative Nodes
In the regenerative scheme, the OLA nodes has the choice of
retransmitting its detected symbol or staying silent. Only nodes
that are connected actively reply, where connectivity is defined
as follows:
Definition 1: The th regenerative node is connected if, based
on its estimates of all possible signatures and receiver
noise variance, the pairwise symbol error probability of the th
receiver (not considering error propagation) is below a fixed
upper-bound , i.e.,
(13)
In the samples contained in each symbol period, the time
instant selected for the detection and subsequent echo is the first
sample at which the node is connected. If there is no
such sample, the node will never echo the signal (but it may
obviously detect the information at his own risk.) The process
is illustrated in the following example.
Example 1: Consider a regenerative OLA scenario with four
nodes, as shown in Fig. 2. Let node 1 be the leader node, and
let nodes 2–4 be regenerative relays. In Fig. 3, we sketched the
aggregated signals received at nodes 2–4. The spikes represent
the point where each node achieves its SNR threshold and starts
Fig. 2. Simple example of OLA: Four-node case.
Fig. 3. Illustration of the received signal at nodes 2-4, corresponding to Fig. 2.
The spikes represent the point where the SNR threshold is met and, thus, the
beginning of transmission at that node, i.e., the firing instant.
its transmission; this is referred to as the firing instant. Node 2
only receives the signal transmitted by node 1 before it achieves
the threshold and starts rebroadcasting. Node 3, however, re-
ceives the accumulation of energy from both nodes 1 and 2, thus,
achieving the SNR threshold by just receiving a small portion of
the signal from node 2. Similarly, node 4 receives signals from
nodes 1–3. After the SNR threshold is met (i.e., after the spikes),
each node switches to transmitting mode for one pulse duration
and does not start receiving until a symbol period has ex-
pired. Therefore, the signal coming from later nodes will not be
received by the earlier nodes.
The effect of error propagation can be modeled as an additive
noise contribution as follows:
(14)
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where is the Toeplitz matrix formed as in (8) with the vector
such that
(15)
and denotes the decision taken by the th node. Similar
discussion on error propagation for relaying systems can also be
found in [5] and [10].
For a minimum distance detector, the worst-case scenario
would be that the additional error decreases in the worst possible
way the Euclidean distance between the signals that correspond
to two hypotheses, i.e.,
where . The worst-case scenario for any is
that the error is actually colinear and in the opposite direction
with respect to , i.e.,
Since the percentage of nodes that are incorrect in every un-
resolvable region is less than ,
the error vector should be such that , which
indicates that . Therefore, it can lead at most to
a performance degradation in terms of SNR in the order of
. Hence, the effect of the error propagation can
be effectively reduced to the desired limits by controlling . Of
course, decreasing will cause fewer nodes to be connected,
and fewer nodes will contribute to enhance the signal power.
This will also have the effect of reducing connectivity. Numer-
ical examples that discuss the OLA connectivity will be shown
in Section V.
B. OLA With Nonregenerative Nodes
In the nonregenerative scheme, every node that achieves the
SNR constraint amplifies the signal coming from the other
nodes as well as their receiver noise. Hence, the noise in
(9) has a rather complex structure since it includes the noise
that comes from every node that has transmitted previously
and all its subsequent amplifications along with the signal.
Since the geographical area is limited, the delay spread of each
node response will also be limited, as far as the signal-to-noise
contribution is concerned. Considerations on the SNR can be
deduced by considering the inherent recursive structure of the
signal composition. From (9), the signal received by node at
time is
(16)
where includes the noise at the th receiver plus all the
noise contributions that were added at each receiver and propa-
gated through the network up until the th sample. Let
be such that
(17)
where includes all the echoes and the noise of the nodes
that amplified the signal. Consider, in the next level of relay, the
signal received at an arbitrary node at a later time :
(18)
where is the thermal noise added at the th receiver,
is the propagation delay from node to node , which is assumed
to be approximately an integer number of sampling intervals,
and is the noise coming from the network. The
summation is extended over to all the nodes that are active prior
to . The signal energy is (the expectation is over the symbols)
(19)
where is the cross-correlation function of impulse re-
sponses and . The last approximation was made consid-
ering that has low cross-correlation for different . The av-
erage noise energy is
(20)
In deriving the approximation (20), the basis to consider
uncorrelated for different values of lies in the fact that even
though the share contributions that have origin from the same
relays, they have been transferred through systems that have im-
pulse responses with low correlation, which is sufficient to make
the outputs nearly statistically orthogonal. With the approxima-
tions in (19) and (20), and using (17), we have
(21)
(22)
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where
(23)
is the SNR that the th node would have had if there were no
noise propagation. Hence, as the OLA waves advance
We can then conclude that at each level of relay there is a steady
loss in SNR, which is more significant at the early levels of
relay, where the SNR at the origin and at the end of the relay
stage have the same order of magnitude; the loss becomes less
and less pronounced when the signal is strong and the noise that
propagates with it becomes dominant over the receiver thermal
noise. If we apply (21) recursively to every level of relay and
assume that at each iteration the nodes are active only if their
for levels of relay, we can infer that the SNR will
be an . Because of the presence of numerous close-by
nodes, the threshold can be set up high enough to compensate
for the loss due to the relaying process without having onerous
requirements in terms of amplification which leads us to the
following:
Definition 2: The th nonregenerative node is said to be con-
nected if the signal to noise ratio at the node defined in (23)
is above a fixed threshold .
As in the case of regenerative repeaters, only nodes that are
connected should be active in the OLA. This selection will indi-
rectly fix a lower bound on the SNR in (17) and keep the noise
propagation under control. For the remaining part of the symbol
period, the nodes will interrupt the amplification after sam-
ples, where is chosen such that to let the signal die out
more rapidly. In other words, the first samples , during
which the node is connected, are the ones that are amplified. If
there is no such period, the node will never echo the signal (but
it may obviously detect the information).
IV. MODULATIONS, OPTIMUM DETECTION
AND ADAPTIVE RECEIVERS
Denote by [cf. Section II] the modulation sig-
nature of the th symbol viewed by the th node. We will get
sloppy and omit the receiver index at times when it is irrele-
vant for the sake of the derivations.
Because the receiver does not have exact knowledge of the
signal space, the optimum ML receiver structure differs from the
classic ML receiver in AWGN, where it is simply a minimum
distance detector. However, when the mean square error (MSE)
of the estimates of is much smaller than the noise variance
, the structural and performance differences between the true
ML receiver and the AWGN ML receiver will be negligible.
A. Linear Modulation
The leader signal is simply , where is the complex
symbol that belongs to an constellation (QAM, ASK,
PSK), and is a Nyquist pulse with bandwidth . Thus, with
, from (9), we have
(24)
The signal space for the complex envelope is 1-D (two dimen-
sions in ). Omitting , the ML detection rule is
(25)
where is the joint probability density function of
given . The are determined by the error/noise
propagation mechanism and by the fact that the receiver has
imperfect knowledge of . Neglecting, for the
moment, the error propagation and modeling as
MSE , the ML detection is equal to
(26)
where
MSE MSE
(27)
It can be omitted from (26) that is constant for all (e.g.,
in PSK).
Remark 2: From (24), it is clear that OLA is a spread
spectrum system, where the bandwidth of the symbol is much
larger than the effective symbol rate. The spreading factor of
the system is . Therefore, the projection is also
effectively equivalent to the despreading of a DS-SS signal.
B. Orthogonal Signals
Orthogonal signaling has the appealing property of being
power efficient and allowing simple incoherent envelope
detection. On-Off keying (OOK), as well as both frequency
shift keying (FSK) and pulse position modulation (PPM) can be
easily implemented in the OLA system. OLA-OOK is a special
case of linear modulation where , and . The
receiver can be either coherent (i.e., ) or incoherent
(i.e., ).
In the OLA-FSK scheme, the leader alphabet is
(28)
where , is associated with the th FSK
symbol. Correspondingly, is a Vandermonde vector, i.e.,
, . To have or-
thogonal frequencies , hence, . If
we project the received vector on a vector such that
because is a Sylvester matrix and , we
have that
where , and are samples of the
discrete Fourier transform of and , respectively. The detec-
tion is in the coherent
case and in the incoherent case.
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The OLA-PPM system is the dual of the FSK modulation.
The information bit is encoded in the time epoch of the pulse.
The leader transmits , where is the
time delay corresponding to the th PPM symbol. With
, the OLA signal is
(29)
The detection is simply , and
because , the signal contribution will have a
peak at . The OLA-PPM scheme is compatible with
an ultra-wideband radio interface [14], and in this case ,OLA
produces a time-hopping (TH) code (which is a sort of bar code
that is distinctive of the specific leader triggering the OLA).
C. OLA Multiple Access (OLA-MA) and Leader Position
Modulation (LPM)
In Section IV-A, we have seen how the OLA effect is to create
a pseudo-noise spreading signature , which appears to be dif-
ferent, depending on the relative positioning of the nodes in the
network. If there are leaders, each leader will generate a
different signature at node , which we denote by ,
, and if the positions of the leaders are sufficiently
separated and , the signatures will be likely to have low
cross-correlation, exactly as in a multiple access DS-SS system.
Even if the leaders’ transmissions are not synchronized, the low
cross-correlation among signatures will allow mitigatation of
the multiuser interference (MUI).
Remark 3: Note that there is no difference in terms of timing
requirements between our systems and a classic DS-SS physical
layer in an asynchronous network. In addition, the chance for a
node to have to react to two different leaders at the same time
instant is low. In any case, the problem can be easily overcome
by letting the nodes give priority to one of the leaders chosen
arbitrarily, discriminating them through their signatures.
By exploiting the same mechanism, an interesting form of
modulation can be applied if leaders have access to the same
information that has to be forwarded to the remote destinations.
In fact, the th symbol information can be embedded in the
signal by letting the th leader transmit a pulse :
(30)
We call this modulation leader position modulation. The re-
ceiver has to be trained to receive all the signatures , and
the asynchronism between the leaders epochs can be taken into
account by appropriately extending the duration of the symbol
to avoid ISI. In any case, the signatures have low cross-cor-
relation, and the effect of moderate ISI is going to be mitigated
by the spreading gain.
The advantage of LPM over the other schemes is twofold:
1) The leaders and followers just transmit one type of pulse,
which simplifies the transmitter scheme, and 2) the followers do
not have to detect the information from the leader, unless they
want to. They simply have to transmit the pulse in response
to a power variation in the signal they sense at specific time
instants, where each is associated with a particular leader. This
considerably simplifies the operations that the individual nodes
have to perform to contribute to the OLA.
D. Signal Estimation at the Remote Receiver
If the mobility of the transmitters is limited, or at least the
large part of the nodes do not change their position and behavior,
the signature will have modest variations that the receiver can
track adaptively. The signal estimation could be formulated as
either a pure waveform estimation problem or a channel esti-
mation problem of a frequency selective channel. Two standard
approaches can be pursued: estimation based on training and
blind estimation.
1) Signal Estimation With Training: If low probability of
detection (LPD) is desired, the leader transmitter can modulate
the successive replicas of with a pseudo-noise sequence
such that . Thus, with training symbols, we can ob-
tain the symbol estimate
(31)
The mean square estimation error (MSE) of the signature
waveforms are
MSE (32)
The receiver can adaptively update the estimations in a de-
cision-directed mode,2 where the successive symbols will have
the same effect as the training data if the decisions are mostly
correct. The accuracy will increase as long as the network con-
figuration does not change. More importantly, this method al-
lows the tracking of the changes in the network, which neces-
sarily will occur due to the fact that the network is wireless and
the nodes are mobile.
2) Blind Estimation: Blind estimation methods are always
important in a decentralized scenario such as wireless ad hoc
networks. Without such techniques, when an additional or re-
turning node joins the network, it is necessary for the whole
system to stop and restart the training phase. This is certainly
undesirable and impractical.
To estimate , the receiver can utilize second-order subspace
identification methods commonly used in array processing [16];
the OLA signature can be estimated as the maximum eigen-
vector of the correlation matrix of the received vector, which
can be estimated using the sample correlation. The channel es-
timation can be done by continuingly updating this covariance
matrix and using subspace tracking techniques.
As described before, the OLA signaling is a spread spectrum
technique, and therefore, it is possible to have multiple OLA
networks transmitting simultaneously to the same remote re-
ceiver. In this case, subspace methods can identify the subspace
spanned by the OLA signatures, and higher order methods (for
example, constant modulus algorithm [17]) can be utilized to
separate the sources up to a permutation.
2Using a linear MMSE method [15], the estimator structure is unchanged,
even after the training phase, except for the fact that the decisions replace the
training symbols.
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V. OLA FLOODING ALGORITHM
In this section, we compare numerically OLA to more tradi-
tional ways of flooding the network. The flooding algorithm in
[18] is commonly indicated as one of the simplest ways of dis-
tributing information in the network or of searching for a path to
the desired destination to initialize table driven protocols. Some
interesting alternatives are the probabilistic scheme [19] and the
scalable broadcast algorithm [20]. Most of these methods require
the MAC and physical layer to provide virtual transmission pipes
(obtained typically with contention) that connect each pair of
nodes, which imitates wired networks. The approach is legiti-
mate but obviously inefficient. In fact, in solving the network
broadcast problem, it is natural to utilize and integrate in the de-
sign the fact that wireless devices are physically broadcasting.
This is precisely what happens in the OLA, where, contrary to
the networking approaches, the transmission protocol and coop-
eration strategy operate at the physical layer. In our framework,
the receiver has to solve an equivalent point-to-point commu-
nication problem without requiring higher layers’ interventions
(MAC or network layer). Because interference plays in our favor
and against the competing techniques, the benefits that we expect
from eliminating two layers are higher connectivity and faster
flooding. However, the OLA flooding algorithm cannot be used
for some broadcasting applications such as route discovery due
to the fact that the higher layer information is eliminated.
Remark 4: Each node in the OLA is assumed to have iden-
tical transmission resources; therefore, any node has the ability
of assuming the role of a leader. The leader can be chosen to be
the leader of a troop, the cluster-heads in clustering algorithms,
or simply some node that has information to send.
A. Network Connectivity and End-to-End Delay
In order to compare the performance with existing broad-
casting protocols, we use performance measures and parameters
similar to the ones adopted in [21], where various network
broadcasting methods were analyzed using the ns2 network
simulator (the simulation parameters are specified in Table I).
To be consistent with [21], we used the same physical layer
resources of the IEEE 802.11 DSSS PHY specifications [22]
for the 2.4-GHz carrier. In our experiment, each node-to-node
transmission is assumed to experience independent small-scale
fading with Rayleigh coefficients of variance 1. The large-scale
fading is deterministic, and the path loss model is based on the
model used in ns2 [23], where the free space model is used
for distance (the cross-over distance) and the two-ray
ground reflection model is used for , where .
The position of the “leader” is randomly selected, and the OLA
is regenerative.
There are three parameters that define our simulation setting.
The first is the point-to-point average SNR (averaged over the
small scale fading), which is defined as
SNR (33)
where is the path loss. The second is the transmission radius
(34)
TABLE I
SIMULATION PARAMETERS
Fig. 4. Nodes in the ringr transmit approximately simultaneously.
which is equal to the distance at which the SNR
using the specified path loss model. In our case, the exact SNR
at each node is different due to the accumulation of signals.
Therefore, we define a third parameter, which is the node SNR
at the detection level
SNR (35)
The value of SNR can be mapped one-to-one into the node
error rate if error propagation is neglected and provides a crite-
rion equivalent to the one in Definition 1 to establish whether a
node is connected or not. In all cases, we setup the threshold on
SNR to be the same as the required point-to-point SNR
used to define network links in conventional networks, and let
this value be .3
To simplify our network simulations, we assume that the
transmission propagates through the network approximately in
a multiple ring structure shown in Fig. 4; in each ring, we prune
away the nodes that do not have strong enough SNR , but we
do not detect and retransmit at the exact time when the SNR
reaches the threshold. Because we just partition the network
geographically, we can expect, in general, nonuniform and
lower error rates than the ones prescribed by the threshold on
SNR . In our experiments, we assumed that the signal space
is perfectly estimated at each relaying node. This assumption is
practical, because the network is static, and when the number of
training symbols is sufficiently large, the noise variance caused
by the contribution of the estimation error can be neglected, as
shown in [24, Fig. 2].
In Fig. 5, we show to what degree the network is connected
according to Definition 1 when the threshold for SNR
is 10 dB. Specifically, we show the connectivity ratio (CR),
which is defined as the number of nodes that are “connected,”
as per Definition 1 , over the total number of nodes in the net-
work. The nodes’ transmit power and thermal noise are con-
3SNR is higher than the SNR at equal distances, because of the signal
enhancement in OLA.
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Fig. 5. Connectivity ratio versus number of nodes in the network.
Fig. 6. Delivery ratio versus number of nodes in the network.
stant and are fixed so that at the distances
, 80, and 60 m, representing the transmission radii.
For m, the CR is 100% even at very low node den-
sity. As we shorten the radius of transmission, the connectivity
of the network will sensibly decrease. In Fig. 6, we plot the de-
livery ratio (DR) [21], which is defined as the ratio between
the average number of nodes that receive packet using a spe-
cific flooding algorithm over the number of nodes that are con-
nected in multiple hops, i.e., nodes for which there exist a path
from the leader that is formed with point-to-point links having
SNR above a fixed threshold. The only cause of packet loss
considered in [21] is the fact that the packet is not delivered
because it is dropped by the intermediate relays’ queues to re-
duce the nodes congestion. Routing, MAC, and physical layer
errors and their possible propagation are ignored in the defini-
tion of DR. DR essentially shows how routing and MAC prob-
lems can reduce the probability of successfully reaching the
nodes. Hence, according to [21], the simple flooding algorithm
achieves 100% DR, even if it might create longer delays and in-
stability due to the increased level of traffic. In the OLA, the ac-
cumulation of signal energy may still allow extra nodes (beside
the ones that have a multihop route) to receive the broadcasted
packets reliably. Therefore, if we calculate the ratio between the
Fig. 7. End-to-end delay versus number of nodes in the network.
number of nodes connected in the OLA according to Definition
1 and the number of nodes that are connected through multihop
point-to-point links, we must be able to achieve more than 100%
DR. Using the parameters in Table I, we plot, in Fig. 6, the DR
versus the number of nodes. It is shown that there can be remark-
able gains in connectivity over any scheme operating solely on
point-to-point links.
The end-to-end delay is the time required to broadcast the
packet to the entire network. This is the third performance mea-
sure we analyzed in our simulations, using the same setup and
parameters specified in Table I. In the OLA flooding algorithm,
there is no channel contention, and therefore, the overhead nec-
essary for carrier sensing and collision avoidance used in IEEE
802.11 is eliminated. With the reduction of overheads and the
time saved by avoiding channel contention, it is clear that the
speed of flooding will be much higher than the traditional broad-
casting methods. In Fig. 7, we show the end-to-end delay versus
the number of nodes in the network. The end-to-end delay is
only in the order of milliseconds for a packet payload of 64
bytes, which coincides with the symbol period times the
number of bits in a packet. This confirms the fact that the symbol
period is essentially a function of the delay spread, as argued in
Section II. Since the area is fixed, the symbol duration reaches
almost a plateau and slowly decreases with the number of nodes.
The slow decrease is caused by the fact that the power accumu-
lation allows the nodes to detect and echo the symbols slightly
earlier. Note that as opposed to what is observed in [21, Fig. 8],
we cannot experience congestion, and therefore, the delay in
OLA is guaranteed to be constant.
B. Error Propagation During Flooding
In the previous simulations, we did not consider the effect of
error propagation caused by the relaying nodes. This effect is
analyzed in the following simulation through Monte Carlo ex-
periments, where the nodes are regenerative BPSK transmitters,
and the SNR threshold as well as the SNR m are set
to 1 dB. In Fig. 8, we show the average BER of a network of 60
nodes versus the SNR threshold. The bars at each experiment
point represent the BER standard deviation over the different
users. Each experiment is averaged over ten different network
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Fig. 8. Average BER versus SNR threshold forN = 60. The bars represent
the standard deviation over the nodes.
configurations, where nodes are randomly positioned within the
area specified in Table I with a uniform distribution. Note that
error propagation creates a loss of approximately 2 dB in the
SNR threshold but also, remarkably, decreases the BER vari-
ance; this can be easily explained considering that error prop-
agation phenomenon tends to create geographical correlation
among the error rates. Note that, although it is seldom men-
tioned in the standard networking literature, error propagation
is present in any multihop system. The strength in OLA is that
the error of one relaying node only contributes to a portion of
the received signal at a downstream node.
VI. REACH-BACK PROBLEM
The nodes in ad hoc networks are generally designed with
low power transmitters and are often not sufficient for commu-
nication toward distant receivers. This problem is often referred
to as the reach back problem in military applications and could
have an important role in more general sensor network applica-
tions. The trademark of the reach-back problem is that the infor-
mation is only available at one node, and the destination cannot
be reached by a single network node without quickly draining
its energy resources; in other words, cooperation is needed to
allow the source to transmit to the end receiver. Surprisingly,
even though it appears to be a very concrete problem, the reach
back problem has not received a critical mass of attention. Beam
forming and space-time coding are applicable to this scenario,
considering the network as a large array. However, integrating
these designs with a protocol that controls the nodes’ actions in
a distributed fashion is not simple. Considering the OLA struc-
ture, the reach-back receiver is simply another node at ,
and the model is still
(36)
The reach back node is special in the sense that it does not partic-
ipate in the relaying procedure of the OLA. The reach-back node
can communicate to the network in a time or frequency division
duplex mode, as in the familiar down-link broadcast channel
scenario of standard cellular networks. We know that if we do
Fig. 9. BER for both single node reach-back channel and OLA reach-back
channel is shown with respect to the SNR threshold of a network of 100 nodes.
Each value is averaged over ten different network structures.
not consider error and noise propagation, then
. Even if error and noise propagation are not strictly con-
trolled and that, as a result, SNR saturates to a specific value
as , a gain is achieved over a noncooperative schemes.
In fact, in a system that relies only on point-to-point connections
to deliver information, the signals at a far distance are hopelessly
weak compared with the receiver noise, even if they are clean
from any additional noise term.
Example 2: In this example, we set up a network of 100
nodes inside a square area of 350 350 m . The reach back
node is 1 km away from the center of the network. We com-
pare the BER performance at the remote receiver between using
a point-to-point link with the nearest node in the network and
using OLA. Each BER value in the simulation is averaged over
ten different network configurations with nodes randomly dis-
tributed in the specified area with a uniform distribution. Path
loss and fading are the same as in Section V-B. Fig. 9 shows that
reach-back communication is impossible without user coopera-
tion and that the performance improves due to the lower noise
level and the reduced error propagation as the SNR threshold
increases.
It is true that by using OLA, we have increased the complexity
of the system by requiring a set of fully functional wireless
network nodes, as opposed to a bigger power amplifier and bat-
tery. On the other hand, the vulnerability of our system is much
lower because the system can be distributed in space, as opposed
to a easily detectable single target with high emissions.
VII. CONCLUSION
As opposed to many ad hoc network applications, we have
introduced a system utilizing the cooperative transmission of
the ad hoc network nodes to reach back the receiver of a far
central station. This kind of application may arise in joint con-
trol systems and security or military scenarios, where delay of
transmission due to a bad channel cannot be tolerated. OLA is
a transmission technique using the diversity introduced by the
random locations of the nodes in an ad hoc network. The coop-
erative mechanism is simple and scalable. We have shown that to
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implement the OLA system, the network nodes can be equipped
with pretty much any transmitter that uses standard modulation
techniques and an adaptive receiver that can utilize a variety of
existing techniques to perform the detection successfully from
standard training to blind methods. Since mobile ad hoc net-
works (MANETs) use widely the concept of information relay,
what we have discussed shows that if the entire region of the net-
work is involved in this process, there are several features that
can be used opportunistically, starting from the node’s interfer-
ence. The perspective we offer is very different from classical
works in the networking area, and we believe that our model,
based on the simple idea of viewing the relay as an active scat-
terer, can potentially contribute to both the basic understanding
and the future implementations of MANET.
There are several questions that remain open: a thorough the-
oretical performance analysis that is able to quantify the poten-
tial gains of the technique we proposed, and further studies on
other forms of coding besides repetition and on how all nodes
can use the medium by cooperating in coalitions. In addition,
error propagation is an important issue that invests all network
broadcast methods, and OLA is no exception. Future publica-
tions will be devoted to deal with these important topics.
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