ABSTRACT
Introduction
Unmanned aerial vehicles (UAVs) are increasingly being used in real-world applications [1] [2] [3] . They are typically surveillance and reconnaissance vehicles operated remotely by a human operator from a ground control station; they have no on-board guidance capabilities that give them some level of autonomy, for example, to re-plan a trajectory in the event of a change in the environment or mission. With such rudimentary capabilities, only simple tasks can be accomplished and the operation is also limited to simple or uncomplicated situations, typically in well-characterized environments. It is useful to endow UAVs with more advanced guidance capabilities, in particular capabilities that increase the vehicle's autonomy to allow for more complex missions or tasks. Currently operating UAVs use rudimentary guidance technologies, such as following pre-planned or manually provided waypoints. Over the years, advances in software and computing technology have fuelled the development of a variety of new guidance methodologies for UAVs. The availability of various guidance technologies and understanding of operational scenarios create opportunities towards refining and implementing such advanced guidance concepts. The basic difficulties include partially known and changing environment, extraneous factors, such as threats, evolving mission elements, tight timing and positioning requirements. Moreover, these must be tackled, while at the same time, explicitly accounting for the actual vehicle manoeuvring capabilities, including dynamics and flight-envelope constraints. The term flight envelope refers to the parameters within which an aerial vehicle may be safely flown under varying, though expected, wind speed, wing loading, wind shear, visibility and other flight conditions without resorting to extreme control measures such as abnormal spin, or stall recovery, or crash landing. These aerial vehicles are usually mobilized to carry out critical missions in high-risk environments, particularly in situations where it may be hazardous for human operators. However, such missions demand a high level of stealth, which has a direct implication on the safety and success of the mission. Therefore it is important to minimize the risk of detection or more specifically, the probability of detection of the UAVs by enemy radars.
There has been extensive research in the area of path planning especially in the artificial intelligence, and optimization with most restricted to two-dimensional (2D) paths [4, 5] . Different conventional approaches have been developed to solve the path planning problem, such as the cell decomposition, Djikstra's algorithm, road map and potential field [6] [7] [8] [9] . Sleumer and Tschichold [6] present over Hostile Terrain an algorithm for the automatic generation of a map that describes the operation environment of a building consisting of line segments, representing the walls as an input. The algorithm is based on the exact cell decomposition approach and generates a connectivity graph based on cell indices. However, for successful implementation of exact cell decomposition, it is required that the geometry of each cell be simple. Moreover, it is important to test the adjacency of two cells to find a path crossing the portion of the boundary shared by the two cells. Both exact cell decomposition and approximate cell decomposition methods are accurate, yet may be computationally expensive when used in a terrain environment since numerous obstacles at varying elevations could be found. They are only effective when the environment contains a countable number of obstacles.
Another technique used to effectively represent the alternate paths generated by a path planner is to use Bsplines. B-splines allow a parametric curved path to be described by only a few control points rather than the entire curve segmented which could be as many as thousands of sections, depending on the length and curvature of the path. Recent methods include modelling the trajectory using splines based on elastic band theory [10, 11] , and interactive manipulation of control points for spline trajectory generation [12, 13] . A series of cubic splines was employed in [14] to connect the straight line segments in a near-optimal manner, whereas the algorithm presented in [15] yields extremal trajectories that transition between straight-line path segments smoothly in a time-optimal fashion.
Previous efforts [16, 17] have concentrated on path planning over a hostile radar zones based on the amount of energy received by enemy radar at several locations. In this paper, we investigate on the number and placement of control points within a hostile region by considering the complexity of the terrain. We take into account the path optimality within a hostile region by considering the complexity of the terrain. We propose an efficient algorithm to identify the waypoints based on the topographic information of the enemy terrain. The waypoint generation process is based on the user-specified threshold flying altitude. The threshold altitude to avoid radar detection and terrain collisions is determined based on the knowledge of the enemy terrain. The navigational path between the waypoints is considered when minimizing the exposure to a radar source. Additionally, the generated trajectory is of minimal length, subject to the stealthy constraint and satisfies the aircraft's dynamic constraints.
Details on the formulation of the problem are presented in this paper. We model this problem as described in the following section and adopt a heuristic-based approach to solve it. The rest of this paper is organized as follows: Section 2 gives a description of the problem model used for measuring stealth in this work and illustrates the calculation of the radar risks. Section 3 demonstrates the details of the problem formulation and Section 4 presents the solution approach of the route planner, substantiated with simulated results. The conclusion and future work are presented in Section 5.
Modelling
In this section, the model we used throughout this work is presented. The integrated model of the UAV and radar has the following features. The Radar Cross Section (RCS) of the UAV depends on both the aspect and bank angles whereas the turn rate of the UAV is determined by its bank angle. Hence, the RCS and aircraft dynamics are coupled through the aspect and bank angles.
Measuring Stealth Based on Aircraft Model
The bank-to-turn aircraft is assumed to move in a horizontal plane at a constant altitude according to the equations [18] ,
where x and are the Cartesian coordinates of the aircraft, y  is the heading angle as shown in Figure 1, is the constant speed, is the input signal and the acceleration is normal to the flight path vector, followed by is the maximum allowable lateral acceleration. Figures 2 and 3 show the dependence of RCS on aspect and bank angles. be the azimuth, aspect, and elevation angles, respectively, where z is the aircraft altitude. Let the bank angle μ be given by
where g is the acceleration of gravity. We model the RCS of the aircraft as function of the aspect angle λ, the elevation angle φ, and the bank angle μ, so that
The RCS obtained from Equation (4) is used as an estimate value in Equation (6) for measuring stealth in this work. As an example, real aircraft RCS measurements as functions of aspect and bank angles are shown in Figures 3 and 4 [18] . The following section illustrates the calculation of the cost associated to radar risk that will be undertaken by the UAV.
Radar Model
The radar model in this work will be presented in terms of its inputs (aircraft range and RCS) and output (an estimate of the probability that an aircraft can be tracked for an interval of time). For the sake of simplicity, we assume that the radar is located at ( x , , ) of the navigational space. Let y z 
be the aircraft range from the enemy radar to the aircraft. The radar detects the aircraft by receiving a sequence of radio frequency pulses reflected from it at fixed observation times. To generate a stealthy path for the UAV, we have to take into account the energy reflected to enemy radar site as the enemy radar tracks the location, speed, and direction of an aircraft. The range at which radar can detect an object is related to the power transmitted by the radar, the fidelity of the radar antenna, the wavelength of the radar signal, and the RCS of the aircraft [19] . The RCS is the area a target would have to occupy to produce the amount of reflected power that is detected back at the radar. RCS is integral to the development of radar stealth technology, particularly in applications involving aircraft. For example, a stealth aircraft which is designed to be undetectable will have design features that give it a low RCS. Low RCS offers advantages in detection range reduction as well as increasing the effectiveness of decoys against radar-seeking threats. The size of a target's image on radar is measured by the RCS and denoted by the symbol σ and expressed in square meters. The azimuth and range detected by the radar serve as the inputs to a tracking system, typically based on one or more Kalman filters. The purpose of the tracking system is to provide a predicted aircraft position and velocity so that a decision can be made to launch a missile and guide it to intercept. RCS modelling and reduction is crucial in designing stealth weapon systems. We make use of FiniteDifference Time-Domain (FDTD) Method technique in RCS modelling. The numerical technique is general, geometry-free, and can be used arbitrarily for any target, within the limitations of computer memory and speed. Figure 4 shows the geometric surface for the RCS simulation with the FDTD algorithm. The FDTD-based package was supplied in [20] for the RCS prediction of over Hostile Terrain various simple canonical targets. The complete RCS signature of a target is described by the frequency response of the target illuminated by plane waves from all possible physical angles. Realistic targets are frequently very large and are often largely made up of highly conductive materials.
The FDTD-based RCS prediction procedure is as follows:  The target, located in the computational space, is illuminated by a Gaussian-pulse plane wave from a given direction;  The scattered fields are simulated inside the computational volume until all transients dissipate;  The time-domain far fields in the spherical coordinates are then extrapolated by using equivalent current via the near-field to far-field routine, over a closed, virtual surface surrounding the target. For either vertical or horizontal planes, co-polarized or cross-polarized RCS behaviour is computed after the simulation for a given frequency range. Figure 5 illustrates the RCS behaviour with respect to the azimuth angle based on the RCS modelling described above.
Subsequently the computation of the energy received by a radar is given by the radar range equation [21]   2 4 4π
where S is the signal energy received by the radar, P avg is the average power transmitted by the radar, G is the gain of the radar antenna, σ is the radar cross section of the target, A e is the effective area of the radar antenna, t ot is the time the radar antenna is pointed at the target, and R is the range to the target. Every radar has a minimum signal energy that it can detect, S min . This minimum signal energy determines the maximum range (R max ) at which the radar can detect a given target. According to Equation (7), the distance at which a target can be detected for given radar configuration varies with the fourth root of its RCS. Figure 6 gives some understanding of just how little radar power is typically reflected back from the target and received by the radar. In this case, the target presents the same aspect to the radar at ranges from 1 to 50 miles. At a range of 50 miles, the relative power received by the radar is only 1.6 × 10 -5 % of the strength at one mile. This diagram graphically illustrates how significant the effect of energy dissipation is with distance, and how sensitive radars must be to detect targets at even short ranges. Hence the cost associated to radar risk is based on a UAV's exposure to enemy radar. In this work, the cost of radar risk involves the amount of energy received by enemy radar at several locations based on the distance between the UAV and the radar. We assume that the UAV's radar signature is uniform in all directions and is proportional to 1/R 4 (where R is the distance between the UAV and the enemy radar); the UAVs are assigned simplified flight dynamics and performance constraints in two-dimensions; and all tracking radars are given simplified detection properties. Based on the assumptions stated above, we classify the navigational space into different levels of risk as described in the following chapter. The next step is to compute a stealthy path, steering the UAV clear and around known radar locations. The generated path should carry minimal radar risks, and adhere to physical and motion constraints. Also, the distance between the UAV and the radars should be maximized in order to minimize the energy received at the radar.
Problem Formulation
To describe the problem, consider the contour based navigational space shown in Figure 7 . The objective is to find a path which minimizes the UAV's exposure to radar sites (small triangles) from the current UAV position (circle) to the target location (star). In the present study, it is assumed that the hostile radar zones are known beforehand. The contours are used to denote elevation and depth on maps. From these contours, a sense of the general terrain can be determined. The details of the radar zone can be acquired using satellite data or from surveillance data. The start point and the end point of the flight are known and it is required to find a feasible path connecting these two points. The threshold altitude value is determined by the user which assumes knowledge of the enemy terrain. By flying at a userspecified threshold altitude value, the aircraft can take advantage of terrain masking and avoid detection by enemy radars. The aircraft works by transmitting a radar signal towards the ground area and the signal returns can then be analysed to see how the terrain ahead varies, which can then be used by the aircraft's autopilot to specify the threshold altitude value. The specified threshold allows the aircraft to fly at reasonably constant height above the earth so as to avoid the radar detection. In this work, the path of the UAV is smoothened using cubic Bsplines, which is controlled by manipulating a number of control points. The generated path should carry minimal radar risks, and adhere to physical and motion constraints. Given a single radar located at the origin and a single aircraft travelling from initial point to the destination, Pachter [22] showed that an objective function for minimizing cost, is
where v is the constant speed of the aircraft and l is the path length. A closed form solution to this problem was obtained using the calculus of variations, with the limitation that the aircraft traverses an angle with respect to the radar of less than 60˚. Beyond this limit, the optimal path length is infinite but the cost remains finite. The objective cost function Equation (8) , is augmented to include the rest of the radar at the navigational space, giving  
The cost associated with radar risk involves the amount of energy i  , received by enemy radar based on the distance from the UAV to the radar. We first look for appropriate waypoints that the UAV should traverse in planning a path which minimizes the radar exposure.
Generation of Nodes
The procedure starts by requesting from the user the detection altitude or maximum elevation desired which assumes knowledge of the enemy terrain. Nodes below the detection altitude are extracted and used as base in the generation of straight line segments. The nodes above the detection altitude are discarded, given that at those elevations the UAVs could be detected. Appropriate value for the parameter is based on the user's knowledge of: the terrain; the operation of the UAVs; the purpose, logistics, and safety of the mission. This means that the user's input is a determinant in the quality of the resulting path. As shown in Figure 8 , the initial nodes can be searched by specifying the detection altitude for the UAV. The next step is to make use of heuristic search algorithm to compute a stealthy path, steering the UAV clear and around known radar locations.
Implementation

Generation of Nodes
This search algorithm works by starting at UAV's pre- It adds the heuristic function value and determines the expansion order of nodes. We make use of a distance-plus-cost heuristic function, f(n) to determine the order in which the search visits nodes in the space. We assume that the UAV's radar signature is uniform in all directions and is proportional to 1/R 4 where R is the aircraft range. We modify the evaluation function by adding the cost associated with radar risk to the f(n) as follows:
where w is a value in the range [0, 1]; g(n) is the pathcost function which shows the intensity between the current node and node n; h(n) is the distance value which is estimated from node n to the goal node; c i is relative to R i and m is the number of enemy radars located at the navigational space. The h(n) plays a significant role in the search process when w value is smaller; the number of vertices to be explored would be decreased. The choice of w between 0 and 1 gives the flexibility to place weight on exposure to threats or fuel expenditure depending on the particular mission scenario. For example when w = 0, the search process would proceed from the starting location to the target location by exploring the least number of vertices. However the generated path is not stealthy and may cause UAV to enter high radar risk region. A w value closer to 0 would result in the shortest paths, with little regard for the exposure to enemy radar, while a value closer to 1 would result in paths that avoid threat exposure at the expense of longer path length. For this case, the cost weighting parameter w was chosen to give a reasonable tradeoff between proximity of the path to threats and the path length. The evaluation function, (10) is tested empirically and compared in terms of the number of nodes visited. During the test, the cost weighting parameter w is varied from 0.0 to 1.0 and the test result is demonstrated in Table 1 . The experimentally defined value for the w ranges from [0.1, 0.3] in which the generated path is optimal and computationally inexpensive, which is in line with our algorithm objectives. The generated path is neither the safest possible path nor the shortest possible path, but represents a compromise between the two objectives. The algorithm traverses various paths from the starting location to the goal. At the same time, it compares the risk cost of all the vertices. Starting with the initial node, it maintains a priority queue of nodes to be traversed, known as the openQueue (see Listing 1). The lower f(n) for a given node n, the higher its priority. At each step of the algorithm, the node with the lowest f(n) value is removed from the queue, the f and h values of its neighbors The algorithm traverses various paths from the starting location to the goal. At the same time, it compares the risk cost of all the vertices. Starting with the initial node, it maintains a priority queue of nodes to be traversed, known as the openQueue (see Listing 1). The lower f(n) for a given node n, the higher its priority. At each step of the algorithm, the node with the lowest f(n) value is removed from the queue, the f and h values of its neighbors are updated accordingly, and these neighbors with the least radar cost are added to the openQueue. The conditions of adding a node to the openQueue are as follows:  The node is not in high radar risk region;  The node is movable and does not exist in the openQueue;  The distance between the starting point and the current node is shorter than the earlier estimated distance;  The distance between the starting point and the current node does not violate the pre-specified detection altitude. If the four conditions are satisfied, then the current node will be added to the openQueue. The algorithm continues until a goal node has a lower f value than any node in the queue. If the actual optimal path is desired, the algorithm may also update each neighbor with its immediate predecessor in the best path found so far; this information can then be used to reconstruct the path by working backwards from the goal node. The output of this stage is a set of straight line segments connecting a subset of the nodes resulting from the waypoint generation process, as long as the link does not violate the pre-specified detection altitude. The path planning algorithm is implemented in a MATLAB environment and a sample of the result can be seen in Figure 9 .
The pseudo-code for the algorithm is as shown in Listing 1.
The next step is to modify the generated path by using a series of cubic splines to optimize the path by moving away from high radar risks and improving the navigability of the path for the UAV. over Hostile Terrain Figure 9 . Generated path with least radar risk based on user-specified detection altitude.
Trajectory Generation
As a first step, the path is parameterized in both x and y directions. An initial spline knot is fixed at the UAV starting location, while the final spline knot is fixed at the first edge of the path. We begin by splitting each edge of the path into three segments, each one described by a different B-spline curve [23] . In this work, we calculate the radar risk cost at several locations along each edge and take the length of the edge into account. The radar risk cost was calculated at three points along each edge: L i /6, L i /2, and 5L i /6, where L i is the length of edge i. The radar risk cost for each edge may be calculated by 4 4 4 1 1 1 6, , 1 2, , 5 6, ,
where N is the number of enemy radars; M is the number of discrete point and d 1/6,i,j is the distance from the 1/6 th point on the i th edge to the j th enemy radar. The goal now is to find the (x, y) locations which minimize the exposure to the enemy radar for the middle knots. We apply the graph search algorithm to look for the middle knots with minimal risk cost for each edge of the path. We determine the interpolating curve based on tangent vectors and curvature vectors for each pair of points. The interpolation problem is solved by assuming p = 3, which produces the C 2 cubic spline [24] . The parameters û k are used to determine the knot vector u as
Since the number of control points, m + 1, and the number of the knots, n knot + 1, are related by n knot = m + 4 and, as can be easily deduced from (12) , n knot = n + 6, the unknown variables p j are n + 3. Once the control points p j , j = 0, , n + 2 are known, and given the knot vector u, the B-spline is completely defined. Once this step has been completed, the procedure switches to the algorithm (as shown in Listing 2) to determine how to connect the knots. Note that some experimentally defined knots are added by the algorithm in order to smoothen the spline curve.
It is worth noticing that the interpolation by means of cubic B-splines guarantees the C 2 continuity of the geometric path. Owing to the continuity of the curve derivatives, it is not possible to obtain a path with sharp corners that is not flyable by the UAVs. An illustration of the generated solution is shown in Figure 10. 
Conclusions and Future Works
This paper presents a contour based path planner to generate an optimal path for UAVs over hostile terrain. The proposed method is flexible given that it allows the user to input a threshold altitude value to avoid radar detection and terrain collisions. The key strengths of the method are: 1) the ability to plot a safe path to the target while minimizing exposure to the enemy radar; 2) the generated paths are smoothened using cubic splines to improve navigability and 3) computational efficiency is achieved. Using this planning approach, the ability to generate feasible paths has been demonstrated through simulations. The information provided in this paper is significant for the planning of an air reconnaissance mission. However the procedure has limitations and is sensitive to some of the input parameters, leaving room for improvements in future research based on computational intelligence approaches [25] [26] [27] [28] .
