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6Abstract
In 1966, F. Rhodes introduced the idea of the fundamental group of a group G of homeomor-
phisms of a topological space X. His article contains summarized proofs of important results
and has been studied since then primarily because the category of transformation group is
more general than the category of topological spaces. In this thesis, a thorough study for
Rhodes’s work is presented providing examples to enrich the theory. Dr. James Montaldi
from University of Manchester has recently contributed to this theory with a more general
and applicable way of Rhodes’s main theorem. His results are also analyzed here.
7Resumen
En 1966, F. Rhodes introdujo la idea del grupo fundamental de un grupo G de homeomorfis-
mos de un espacio topolo´gico X. Su art´ıculo contiene demostraciones que resumen los resulta-
dos importantes y ha sido estudiado desde entonces, principalmente debido a que la categor´ıa
de grupo de transformacin es ma´s general que la categor´ıa de los espacios topolo´gicos. En esta
tesis, un estudio a fondo del trabajo de Rhodes se presenta con ejemplos para enriquecer la
teora. El Dr. James Montaldi de la Universidad de Manchester ha contribuido recientemente
a esta teor´ıa con una forma ma´s general y aplicable del teorema principal de Rhodes. Sus
resultados tambie´n se analizan aqu´ı.
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Chapter 1
Introduction
The fundamental group of a transformation group (X,G) of a group G acting on a topological
space X encompasses information of the fundamental group pi1(X,x0) and the action of G
on X. We will prove in detail some of the results presented by F. Rhodes [10] in his article
“On the Fundamental Group of a Transformation Group,” providing examples involving well-
know topological spaces as Euclidean space, n−sided polygons, n−spheres and the torus in
which groups such as the integers, the orthogonal matrices, and cyclic groups will be acting.
The objective is to take care of the detail in the proofs and to nail down this theory to a
less abstract sense with visual examples of transformation groups. The last part of Chapter
4 and most of Chapter 5 talks about relatively recent studies on homology theory and planar
n−body choreographies made by Dr. James Montaldi [11, 12] that provides a simpler way to
state Rhodes’s main results.
Chapter 2 gives a small introduction to topics in topology that play an important rule in
what we are trying to do. Concepts such as continuous functions, paths, and fundamental
groups are introduced in order to provide a start basis for what we will build later on. Once
it is clear what a topological space and its fundamental group are, we are ready to introduce
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the concept of a group action. The last part of this chapter introduces to the reader some
interesting groups that act as isometries of topological spaces defined previously.
Chapter 3 defines what a group action is. We then define the concept of the fundamental
group of a transformation group as done by Rhodes in his article. We are going to use the
idea of paths to define the elements in this fundamental group. A graphic representation for
the group operation is presented and it is proved that in fact this set of paths with a binary
operation is a group. Finally, based on this definition, we are going to prove interesting facts
about a transformation group when G is trivial, and when pi1(X,x0) is trivial.
Chapter 4 is the core of this undergraduate thesis. The general objective here is to generate
an explicit relationship between both fundamental groups (pi1(X,x0) and σ(X,x0, G)) and the
group G acting over X. First we introduce a relation between these three groups (pi1, σ and
G) in terms of exact sequences. At this point we start thinking how these three groups should
be related and how these sets can be compared. Later on, we define the key concept that will
eventually allow us to relate them, the preferred paths. These paths induce a homomorphism
from the group G to the automorphisms of pi1(X,x0). Such automorphisms themselves form
a new group that is isomorphic to the fundamental group σ(X,x0, G). Every detail for the
proof of such statement has been written in collaboration with Professor Montaldi from the
Mathematics Department at the University of Manchester. Once the role of preferred paths is
understood, it is possible to deduce two group inclusions between the three groups of interest.
Such inclusion relations will enable the possibility of writing σ as a semidirect product of pi1
and G. The reader should conclude this is the reason why the elements of σ are written as
order pairs. Section 4.7 states another formulation for Rhodes’s theorem due to Steckles [12]
concerning finite groups acting on topological spaces in which the action fixes a point.
Having this far calculated some basic fundamental groups of transformation groups, now we
need to relate this with more elaborate examples. In order to do this, we define in Chapter
5 what a categorial map is. Furthermore, once we know one fundamental group we can
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interchange the group acting by another isomorphic to it and the topological space with
another homotopy equivalent to it. There is an explanation why we cannot use Rhodes’s
theorem in order to calculate the fundamental group of (S1, O2) for example. We are going
to attack this problem analyzing first what happens when a (discrete) cyclic group acts on
the circle. After that, we are going to use Montaldi’s result to calculate the fundamental
group when a (continuous) topological group isomorphic to S1 acts on itself. Finally, we are
going to combine all those results and construct new transformation groups using cartesian
products of other, already known, transformation groups.
Chapter 2
Background
2.1 Topological Spaces and Continuous Functions
As studied in calculus, continuity is very important for the developing of new theories and
ideas. Topology can be seen as an abstract generalization of these continuity requirements
formalized by Cauchy and Weierstrass in real analysis. To get started, it is necessary to
review basic definitions that make topology such an important and interesting field of study.
Definition 2.1. A topological space X is a set which has a collection of subsets {Oα} called
open sets, satisfying the following axioms: [5, chap. 1]
O1 The union of any number of open sets is an open set
O2 The intersection of a finite number of open sets is an open set
O3 Both sets, X and ∅, are open
With such sets, we say that the collection {Oα} defines a topology on X. Note that there
could be many different topologies on X.
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Consider the set A ⊆ X. A point p ∈ A is an limit point for A if every open set containing p
also contains a point of A distinct from p. [5, chap. 1] Note that this idea is a generalization
of the limit of Cauchy sequences studied in calculus. For instance, if we want to prove that the
sequence of real numbers (xn)n∈N is a Cauchy sequence we need to prove that ∀ε > 0,∃N ∈ N
such that |xm−xn| < ε; ∀m,n > N . But this definition requires the idea of distance between
two numbers. In more general terms we will need a metric space provided for a metric
d(xn, xm) so we can generalize this idea.
At this point topology plays its role, the existence of these open sets guarantee the existence
of limit points, which can be compared with the limits of Cauchy sequences. Therefore,
continuity can not just be only defined in ε−δ terms, but also in open set terms. This follows
the new definition. [6, chap. 3]
Definition 2.2. Let X1 and X2 be topological spaces and f : X1 → X2 a map. f is said to
be continuous if whenever O ⊆ X2 is an open set, f−1(O) ⊆ X1 is an open set.
In other words, a function is continuous if the pre-image of an open set is open. Now we
are going to focus the study of continuous functions on maps of the form f : I → X, where
I = [0, 1]. Such functions are called paths, and they broach the idea of connectivity. Note
that as I ⊂ R, it is a topological space which topology is the relative topology inherited from
R. In other words, A ⊆ I is open if it can be written as A = I ∩O, where O ⊆ R is open. For
example, any set of the form (a, b), [0, b), (a, 1] ∈ I is open in I. Thanks to the Heine-Borel
theorem [6, chap. 4] we know that I is compact ; moreover, as f is continuous we know that
f(I) ⊆ X is compact.
Now, suppose that the path f satisfies f(0) = x0 and f(1) = x1, in Figure 2.1 it is clear to
perceive the nature of a path on X. We call a space path connected if is not the union of two
disjoint open sets. In other words, X is path connected if for every pair of points x0, x1 ∈ X
there exist a path f such that f(0) = x0 and f(1) = x1. Once the idea of a path is clear, let’s
18
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X
I
f
0 1
x0
x1
a b
f(a)
f(b)
Figure 2.1: A path describing the function f
focus our attention on a special type of path. When a path f satisfies f(0) = f(1) = x0 we
call it a loop with base-point x0. Thus, in a path connected topological space X we define
Ω(X,x0) = {λ | λ is a loop with base-point x0} which is the set of all loops with base-point
x0. Note that given two loops λ1 and λ2 with base-point x0 we can run through both in order,
getting a map from [0,2] to X. The result is a continuous function beginning and ending at
x0. Moreover, it is possible to define a binary operation between them. [6, chap. 8]
Definition 2.3. Let λ1, λ2 ∈ Ω(X,x0). Define λ1 + λ2 ∈ Ω(X,x0) by
(λ1 + λ2)(t) =

λ1(2t) if 0 ≤ t ≤ 1/2
λ2(2t− 1) if 1/2 ≤ t ≤ 1
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Note that:
(λ1 + λ2)(0) = λ1(0)
= x0
(λ1 + λ2)(1/2) = λ1(1)
= λ2(0)
= x0
(λ1 + λ2)(1) = λ2(1)
= x0
Therefore, the operation is well defined. This structure can suggest the idea of a group (see
Definition 2.5), but we are more interested in a topological invariant relating this loops. In
order to achieve this goal, the next definition allows us to talk about continuous deformations
between some element of Ω(X,x0). [5, chap. 4]
Definition 2.4. Let λ1, λ2 ∈ Ω(X,x0), then λ1 is homotopic to λ2 modulo x0 (abbreviated
λ1 ∼x0 λ2) if there exists a continuous map H : I × I → X such that
H(t, 0) = λ1(t)
H(t, 1) = λ2(t)
H(0, s) = x0
H(1, s) = x0
In calculus, solving integrals over regions in R2 depends upon the concepts of simply-connected
regions. The definition of a simply-connected region in terms of “shrinking” simple closed
curves suggest the existence of homotopic loops in the region. Homotopic is a technical term
meaning deformable to one another. [6, chap. 8].
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Figure 2.2 clarifies how the homotopy process works in a simply-connected region.
H(t, 1) = λ2(t)
H(t, 0) = λ1(t)
x0 x0I × I λ1(t) λ2(t)
H
X
x0
Figure 2.2: Homotopic elements modulo x0 in a simply-connected region
This relation between two loops is actually an equivalence relation defined in Ω(X,x0), the
proof for this can be found in Hocking. [5, Section. 4.2] Now we are interested in the set
of equivalence class of Ω(X,x0) under the relation ∼x0 . This set is denoted by pi1(X,xo).
We can use the same operation in Definition 2.3 with the equivalence classes as follows, if
{λ1}, {λ2} ∈ pi1(X,xo), then:
{λ1} ∗ {λ2} = {λ1 + λ2}
Let’s consider the following equivalence relations: λ1 ∼x0 λ2 and µ1 ∼x0 µ2. By Definition
2.4, there are homotopies H1, H2 such that:
H1(t, 0) = λ1(t), H1(t, 1) = λ2(t), H1(0, s) = x0 = H1(1, s)
H2(t, 0) = µ1(t), H2(t, 1) = µ2(t), H2(0, s) = x0 = H2(1, s)
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Define a homotopy H between λ1 + µ1 and λ2 + µ2 as follows:
H(t, s) =

H1(2t, s) if 0 ≤ t ≤ 1/2
H2(2t− 1, s) if 1/2 ≤ t ≤ 1
Since H(1/2, s) = H1(1, s) = H2(0, s) = x0, the mapping H is well defined and continuous.
Also:
H(t, 0) =

H1(2t, 0) = λ1(2t) if 0 ≤ t ≤ 1/2
H2(2t− 1, 0) = µ1(2t− 1) if 1/2 ≤ t ≤ 1
Which is (λ1 + µ1)(t), and
H(t, 1) =

H1(2t, 1) = λ2(2t) if 0 ≤ t ≤ 1/2
H2(2t− 1, 1) = µ2(2t− 1) if 1/2 ≤ t ≤ 1
Which is (λ2 + µ2)(t), proving that if λ1 ∼x0 λ2 and µ1 ∼x0 µ2 then λ1 + µ1 ∼x0 λ2 + µ2.
Thus, the operation “∗” is well defined and pi1(X,x0) is closed under it. [5, chap. 4]
2.2 The Fundamental Group
It is necessary to first understand the term “group” before we start going further. Groups
are algebraic structures that require a set of elements and a binary operation between the
elements of the set. Therefore, for a set G and a binary operation “·” we have: [4, chap. 1]
Definition 2.5. A group (G, ·) satisfies the following axioms:
Closure ∀g1, g2 ∈ G, g1 · g2 ∈ G.
Associativity ∀g1, g2, g3 ∈ G we have (g1 · g2) · g3 = g1 · (g2 · g3).
Identity ∃e ∈ G such that ∀g ∈ G the equation e · g = g · e = g holds.
Inverse ∀g ∈ G, ∃g ∈ G such that g · g = g · g = e.
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Note that if we define the identity loop as the constant map 1λ(t) = x0, ∀t ∈ I, and the
inverse loop as the map λ(t) = λ(1 − t) we get the structure of a group. This is called
the fundamental group of a topological space. For more details about the group structure of
pi1(X,x0) see Hocking, Section 4.5. [5]
The word fundamental is used because it is related to the first singular homology group (since
a loop is a singular 1-cycle). This is a topological invariant, meaning that two homotopy
equivalent spaces have isomorphic fundamental groups. Note that the definition requires
a base-point x0 for the loops; in general, the point chosen can change the nature of the
fundamental group. We are going to reduce the study field to path-connected spaces so the
group pi1(X,x0) is, up to isomorphism, independent of the choice of the base-point x0. In other
words, if X is a path-connected topological space, then pi1(X,x0) ∼= pi1(X,x1) ∀x0, x1 ∈ X.
Thus, if X is path-connected we change the notation to pi1(X).
Once we have discussed the meaning and importance of such a group, it is time to start
making some calculations and find the fundamental groups of some important and noticeable
topological spaces.
2.2.1 The Euclidean Space
Consider the Euclidean space En, which is the cartesian product of R with itself n-times
and provided with the euclidean distance d(x, y) =
√∑
(xi − yi)2. Note that En is path
connected, then:
Theorem 2.6. pi1(E
n) ∼= 0, i.e the fundamental group of the Euclidean space is trivial
Proof. Consider the base-point x0 = (0, . . . , 0). Any loop in E
n can be represented as λ(t) =
(λ1(t), . . . , λn(t)) where λi : I → R is continuous for i ∈ {1, . . . , n}. Consider the homotopy
H(t, s) = (sλ1(t), . . . , sλn(t)). Since the function f(t) = t is continuous then the product of
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the functions fλi is continuous for i ∈ {1, . . . , n}. Note that:
H(t, 0) = x0
H(t, 1) = λ(t)
H(0, s) = x0
H(1, s) = x0
Recall that the constant map is defined as 1λ(I) = x0. Thus, according to Definition 2.4, the
homotopy implies that 1λ ∼x0 λ for all λ ∈ Ω(En, 0). In conclusion, every loop is homotopic
to the constant loop and the fundamental group has just the element 0: pi(En, 0) ∼= 0; since
the Euclidean space is path connected, we can write pi1(E
n) ∼= 0.
2.2.2 The Sphere
Consider the sphere Sn, which is a subset of the Euclidean space En+1 defined by Sn = {x ∈
En+1 | d(0, x) = 1}. Note that S0 = {−1, 1} ⊂ E is disconnected. Each connected part has
a trivial fundamental group, i.e pi1(S
0,−1) ∼= pi1(S0, 1) ∼= {1λ} ∼= 0. For higher dimensions,
we have a connected sphere and we can calculate the fundamental group regardless the base-
point.
Theorem 2.7. pi1(S
1) ∼= (Z,+)
Proof. Consider the bijection:
T : R2 - C
(a, b) - a+ bı
Let S1(C) = T (S1), this transformation allows us to represent the sphere as a subset of C as
S1(C) = eθı for θ ∈ R. Consider the base-point x0 = 1 + 0ı ∈ C. We are going to consider
the loops with base-point x0 such that λn(I) = e
(2npiI)ı for n ∈ Z. Note that:
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1. λ0(I) = x0 (constant map)
2. It is not possible to build a homotopy between λn and λm for n 6= m
3. λn + λm = λn+m (due to multiplication in complex numbers)
Now consider the loop:
λ(t) =

e2pitı if 0 ≤ t ≤ 1/2
e2pi(1−t)ı if 1/2 ≤ t ≤ 1
This does not match any of the loops described above, consider the homotopy:
H(t, s) =

e2pistı if 0 ≤ t ≤ 1/2
e2pis(1−t)ı if 1/2 ≤ t ≤ 1
It is clear that
H(t, 0) = x0
H(t, 1) = λ(t)
H(0, s) = x0
H(1, s) = x0
Resulting in an homotopy modulo x0 as follows: λ ∼x0 λ0. In more general terms, loops of
the form
λ(t) =

et(2npi+α)ı if 0 ≤ t ≤ 1/2
e(1−t)αı if 1/2 ≤ t ≤ 1
for |α| < 2pi are homotopic modulo x0 to the loop λn.
This proves that the cardinality of pi1(S
1(C), 1 + 0ı) = {{λn} | n ∈ Z} and Z are the
same and the operation “+” defined for loops agrees with the operation “+” in the integers.
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Thus pi1(S
1(C), 1 + 0ı) ∼= (Z,+). Due to the bijection T, we know that S1 and S1(C) are
homeomorphic so pi1(S
1) ∼= (Z,+).
Theorem 2.8. pi1(S
n) ∼= 0 for n > 1
Proof. Consider the base-point x0 ∈ S1 and any loop λ(t), t ∈ I. We know that Sn is
simply-connected (i.e no holes) so it is possible to construct a path from x = λ(t) for some
t ∈ I to x0. In order to do so, the dot product between x and x0 can be represented as
x · x0 = ‖x‖‖x0‖ cosα, let’s define the function
θ : Sn - R
x - α
Note that θ is continuous and θ(x0) = 0. Consider the map R : R → Mn+1 such that R(θ)
is the rotation matrix from x to x0 with angle θ(x); also, R(0) = In+1 (the identity matrix).
Figure 2.3 presents a graphic representation for the sphere S2.
S2
x0
x
λ(t)
α
[R(θ)]x
Figure 2.3: Loop homotopic to the base-point modulo x0 on the sphere S
2
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Consider the homotopy H(t, s) = R(sθ)λ(t) (recall that we used the notation x = λ(t) and
θ = θ(x)). Thus:
H(t, 0) = λ(t)
H(t, 1) = x0
H(0, s) = x0
H(1, s) = x0
Recall that R(sθ)λ(t) ∈ Rn and ‖R(sθ)λ(t)‖ = det(R(sθ))‖λ(t)‖, since R(sθ) ∈ SOn+1 ⇒
det(R(sθ)) = 1 (see Section 2.3.2) and ‖λ(t)‖ = 1 (because is an element of the sphere). We
can conclude that R(sθ)λ(t) ∈ Sn. Thus, every loop on Sn is homotopic to any base-point,
concluding that pi1(S
n) ∼= 0 for n > 1.
2.3 Isometries of Topological Spaces
So far we have studied continuous transformation inside topological spaces and between them.
In this section we are going to adopt a different approach, studying rigid transformation of
topological spaces and their basic properties. I highly recommend Michele Audin’s book [1]
for this section because it presents an algebraic approach for geometric properties. Our study
will concern the Euclidean space.
Definition 2.9. An isometry is a map between metric spaces that preserves the distance
between the elements. For instance, having the metric spaces (X, d) and (Y, δ) if T is an
isometry then: d(x1, x2) = δ(T (x1), T (x2)).
Since the Euclidean space is not only a topological space, but also a metric space; some
topological subsets present invariants under isometries [1, chap. 2].
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2.3.1 Dihedral Group
The dihedral group Dn is a group of isometries of a regular n-polygon
1. The possible isome-
tries for a polygon are rotations and reflections, [1, chap. 4] these transformations generate
a finite group represented by:
Dn = {rot, ref | rotn = 1, ref2 = 1, ref−1 ◦ rot ◦ ref = rot−1}
Example 2.1. Consider the equilateral triangle drawn in Figure 2.4. The rotations of R1 =
2pi/3, R2 = 4pi/3, and R0 = 2pi = 0 are isometries of the triangle; on the other hand, the
reflections S0, S1 and S2 are also isometries. The Table 2.1 represents the Cayley table for
the elements in D3. [4, chap. 1]
S0
S1S2
R1R2
Figure 2.4: Dihedral group D3 represented on the equilateral triangle
Note that the structure of D3 agrees with Definition 2.5. In general, Dn has 2n elements and
always the rotation R0 is the identity element.
1In abstract algebra literature the dihedral group of the n-polygon is represented by D2n, since 2n is the
order of the group
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R0 R1 R2 S0 S1 S2
R0 R0 R1 R2 S0 S1 S2
R1 R1 R2 R0 S1 S2 S0
R2 R2 R0 R1 S2 S0 S1
S0 S0 S2 S1 R0 R2 R1
S1 S1 S0 S2 R1 R0 R2
S2 S2 S1 S0 R2 R1 R0
Table 2.1: Cayley table of D3
2.3.2 The Orthogonal Group
When we talk about matrix groups, it is necessary to clarify which type of entries the matrices
will have. As our study will concern the Euclidean Space and the Sphere, we are going to
restrict the matrix group we work with to have only real entries (i.e only elements of R).
Since we need inverse elements to form a group, the main matrix group rises naturally and it
is called the general linear group, which is the set GLn = {M |M ∈Mn, detM 6= 0}. Note
that this set satisfies Definition 2.5. [4, chap. 1] Since we need rigid transformations to operate
over topological spaces, matrices action on vector spaces represent rotations and reflections
if we associate En with a vector space of the same dimension. These rigid transformations
have their own subgroup:
Definition 2.10. The ortogonal group is a subgroup of the general linear group represent
by:
On = {S | S ∈ GLn, SST = In}
where ST is the transpose of S and In is the identity matrix of dimension n.
Note that since SST = In we have detS detS
T = det In which is the same as saying that
(detS)2 = 1. This gives us an idea of orientation since we have isometries with determinant
+1 (preserving orientation) or determinant -1 (inverting orientation). We associate rotations
with elements of On which determinant is positive and reflections with elements of On which
determinant is negative.[1, chap. 2]
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Example 2.2. Consider O2 and the basis B = {
(
1
0
)
,
(
0
1
)} for E2. Thus, our only concern
is to determine how rotations and reflections affect the basis B. As Figure 2.5(a) shows,
a rotation of angle θ with the origin as fix-point transforms the vector
(
1
0
)
into
(
cos θ
sin θ
)
and
the vector
(
0
1
)
into
(− sin θ
cos θ
)
. On the other hand, a reflection with respect to a line ` passing
through the origin and making an angle of θ/2 with the x axis transforms the vector
(
1
0
)
into(
cos θ
sin θ
)
because the angle between the x axis and the transformed vector is θ. For the second
base vector, note that in Figure 2.5(b) the angle between
(
0
1
)
and the line ` is α = pi/2− θ/2.
Since α is half of the angle between
(
0
1
)
and its transformed vector after reflection, the angle
between the x axis and the reflected vector is β = α− θ/2 = pi/2− θ. The resulting vector of(
0
1
)
after reflection with respect to ` is
( cos (pi/2−θ)
− sin (pi/2−θ)
)
=
(
sin θ
− cos θ
)
. In conclusion, the orthogonal
group is:
O2 =
Rθ =
cos θ − sin θ
sin θ cos θ
 , Sθ =
cos θ sin θ
sin θ − cos θ
 | θ ∈ R

(
1
0
)
(
cos θ
sin θ
)
(
0
1
)(− sin θ
cos θ
)
θ
θ
(a) Rotation
(
1
0
)
`
(
cos θ
sin θ
)(0
1
)
(
sin θ
− cos θ
)
θ/2
α
β
(b) Reflection
Figure 2.5: Representation of elements in O2 on a vector space
Chapter 3
Groups acting on Topological
Spaces
3.1 The Transformation Group
In the previous section we developed the theory of topological spaces and groups. The next
step is to combine these two concepts and study how isometries act on the topological spaces
we have pointed. It is important that any action on X will produce a given result within X.
This motivates the following defintion: [4, Chap. 1]
Definition 3.1. A group action of a group G on the set X is the map:
φ : G×X - X
(g, x) - g · x
Satisfying the following:
1. g1 · (g2 · x) = (g1 · g2) · x
2. e · x = x, ∀x ∈ X
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Let G be a group and X be a topological space, we call the set (X,G) a transformation group.
Note that any group acts on itself, because the map
G×G - G
(g1, g2) - g1 · g2
generates an element in G and by definition g1 · (g2 · g3) = (g1 · g2) · g3 holds.
We call an action transitive if ∀x0, x1 ∈ X, ∃g ∈ G such that g · x0 = x1. Again, note that if
G acts on itself the action is always transitive; for instance, if x0, x1 ∈ G take g = x1 · x−10 ,
thus g · x0 = x1 · x−10 · x0 = x1. Consider the topological spaces En (Euclidean space), Sn
(sphere) and Pn ⊂ E2 (regular n-polygon). Consider the groups Dn (dihedral group) and On
(orthogonal group). The following can be considered transformation groups:
• (En, On)
• (Sn, On+1)
• (Pn, Dn)
Since we use the symmetry of the topological spaces in order to define the groups, the action
of the group On on the topological spaces above is always transitive. For example, every pair
of elements x0, x1 ∈ Sn can be transformed one into another thanks to the rotation described
in the proof of Theorem 2.8.
3.2 The Fundamental Group of a Transformation Group
Given a transformation group (X,G) we want to know how to describe topological invariants
when the group acts on the space. In order to do so, we need to define how our paths and
loops look when the group acts. Moreover, we need to define the equivalence class and the
binary operation between paths. [10, Sec. 3]
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Definition 3.2. Let (X,G) be a transformation group. Given g ∈ G, a path f of order g
with base-point x0 is a continuous map f : I → X such that f(0) = x0 and f(1) = g · x0.
For now on, all the paths will have the same base-point but the order or the path can change.
The rule of composition for paths of different order is the following: [10, Sec. 3]
Definition 3.3. Consider the paths f1 of order g1 and f2 of order g2. The composition
f1 + g1f2 of order g1g2 is determined by:
(f1 + g1f2)(t) = f1(2t) 0 ≤ t ≤ 1/2
(f1 + g1f2)(t) = g1f2(2t− 1) 1/2 ≤ t ≤ 1
x0
g2 · x0
g1 · x0
g1g2 · x0
f2
f1
f1 + g1f2
Figure 3.1: Composition of the paths f1 of order g1 and f2 of order g2
Note that (f1 + g1f2)(0) = f1(0) = x0, (f1 + g1f2)(1/2) = f1(1) = g1f2(0) = g1 · x0 and
(f1 + g1f2)(1) = g1f2(1) = g1g2 · x0; thus, the operation is well defined. Figure 3.1 assembles
a representation for the path f1 + g1f2 of order g1g2.
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Using the idea of Definition 2.4, we say that two paths f1 and f2 of the same order g are
homotopic if there is a continuous function F : I × I → X such that:
F (t, 0) = f1(t)
F (t, 1) = f2(t)
F (0, s) = x0
F (1, s) = g · x0
∀t, s ∈ I. We use the notation f1 (g,x0) f2 if f1 and f2 are paths of the same order and
exists a homotopy between them. Rhodes claims that this relation is actually an equivalence
relation but does not give any proof of it. [10] We are going to formalize his assertion by
considering it as a proposition:
Proposition 3.4. If f1, f2 are paths of order g, the relation f1 (g,x0) f2 is an equivalence
relation.
Proof. In order to prove that the relation (g,x0) is an equivalence relation, it is necessary
and sufficient to prove that it is reflexive, symmetric, and transitive.
Let f(t) be a path of order g. Consider the homotopy F (t, s) = f(t), in which F (0, s) = x0,
F (1, s) = g · x0 and F (t, 0) = F (t, 1) = f(t). Thus f (g,x0) f , meaning that the relation is
reflexive.
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If f1 (g,x0) f2 then exists the homotopy F (t, s) as defined above; consider the new homotopy
F (t, s) = F (t, 1− s). Then
F (t, 0) = F (t, 1) = f2(t)
F (t, 1) = F (t, 0) = f1(t)
F (0, s) = x0
F (1, s) = g · x0
Therefore, the relation is symmetric
If f1 (g,x0) f2 and f2 (g,x0) f3 then exist homotopies F1(t, s) between f1, f2 and F2(t, s)
between f2, f3. Consider the homotopy
F (t, s) =

F1(t, 2s) if 0 ≤ s ≤ 1/2
F2(t, 2s− 1) if 1/2 ≤ s ≤ 1
Note that F (t, 1/2) = F1(t, 1) = F2(t, 0) = f2(t), for the homotopy is well defined and
continuous. Then:
F (t, 0) = F1(t, 0) = f1(t)
F (t, 1) = F2(t, 1) = f3(t)
F (0, s) = F1(0, s) = F2(0, s) = x0
F (1, s) = F1(1, s) = F2(1, s) = g · x0
Therefore, the relation is transitive
This relation defines homotopy classes. The usual notation for the equivalence class of the
path f of order g is [f ; g]. Note that any two elements of the equivalence class assemble
something similar to a loop defined in Section 2.1 because any element of [f ; g] starts at x0
and finishes at g ·x0. We can formulate a binary operation for two different equivalence classes
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based in the composition described in Definition 3.3 as follows:
[f1; g1] ? [f2; g2] = [f1 + g1f2; g1g2]
Suppose f1 (g1,x0) f ′1 and f2 (g2,x0) f ′2; therefore, there are homotopies F1, F2 such that:
F1(t, 0) = f1(t), F1(t, 1) = f
′
1(t), F1(0, s) = x0 F1(1, s) = g1 · x0
F2(t, 0) = f2(t), F2(t, 1) = f
′
2(t), F2(0, s) = x0 F2(1, s) = g2 · x0
Define a homotopy F between [f1; g1] ? [f2; g2] and [f
′
1; g1] ? [f
′
2; g2] as follows:
F (t, s) =

F1(2t, s) if 0 ≤ t ≤ 1/2
g1F2(2t− 1, s) if 1/2 ≤ t ≤ 1
Since F (1/2, s) = F1(1, s) = g1F2(0, s) = g1·x0, the mapping F is well defined and continuous.
Also:
F (t, 0) =

F1(2t, 0) = f1(2t) if 0 ≤ t ≤ 1/2
g1F2(2t− 1, 0) = g1f2(2t− 1) if 1/2 ≤ t ≤ 1
Which is [f1; g1] ? [f2; g2], and
F (t, 1) =

F1(2t, 1) = f
′
1(2t) if 0 ≤ t ≤ 1/2
g1F2(2t− 1, 1) = g1f ′2(2t− 1) if 1/2 ≤ t ≤ 1
Which is [f ′1; g1] ? [f ′2; g2], proving that if f1 (g1,x0) f ′1 and f2 (g2,x0) f ′2 then [f1; g1] ?
[f2; g2] (g1g2,x0) [f ′1; g1] ? [f ′2; g2]. Thus, the operation “?” is well defined. The set of all
equivalence classes [f ; g] is called the fundamental group of the transformation group (X,G)
with base-point x0 and it is denoted by σ(X,x0, G).
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Proposition 3.5. The set σ(X,x0, G) with the binary operation “?” is a group.
Proof. It suffices to show that the set, with the binary operation, satisfies the group axioms
listed in Definition 2.5.
Note that since g1g2 ∈ G then [f1; g1] ? [f2; g2] = [f1 + g1f2; g1g2] ∈ σ(X,x0, G), which agrees
with the axiom of closure.
If e is the identity element of the group G and 1f is the constant map 1f : I → x0, then
[1f ; e] is the identity element for this rule of composition since [f ; g] ? [1f ; e] = [f + g1f ; ge] =
[f + g · x0; g] = [f ; g] and [1f ; e] ? [f ; g] = [1f + ef ; eg] = [x0 + f ; g] = [f ; g].
Define f(t) = f(1 − t), then the composition [f ; g] ? [g−1f ; g−1] = [f + gg−1f ; gg−1] =
[f + f ; e] = [1f ; e]. For [g
−1f ; g−1] ? [f ; g] = [g−1f + g−1f ; g−1g] = [g−1(f + f); e] note that
f + f starts and ends at f(0) = f(1) = g · x0 and since f and f follow the same trail,
[g−1(f + f); e] = [g−1(g1f ); e] = [1f ; e]; then the inverse element of [f ; g] exists.
For associativity, we are going to use the fact that the operation “?” is well defined, so we
will prove this just for an element of each equivalence class. Suppose f1 ∈ [f1; g1], f2 ∈
[f2; g2], f3 ∈ [f3; g3] then:
((f1 + g1f2) + g1g2f3)(t) =

f1(4t) if 0 ≤ t ≤ 1/4
g1f2(4t− 1) if 1/4 ≤ t ≤ 1/2
g1g2f3(2t− 1) if 1/2 ≤ t ≤ 1
(3.1)
(f1 + (g1f2 + g1g2f3))(t) =

f1(2t) if 0 ≤ t ≤ 1/2
g1f2(4t− 2) if 1/2 ≤ t ≤ 3/4
g1g2f3(4t− 3) if 3/4 ≤ t ≤ 1
(3.2)
According to Figure 3.2, if we want to define a homotopy between the paths described in
Equations 3.1 and 3.2 it is necessary to delimit regions I, II and III.
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x0 g1 · x0 g1g2 · x0 g1g2g3 · x0
g1g2f3f1
f1
g1f2
g1f2 g1g2f3
Region I Region II Region III
(0, 0) (14 , 0) (
1
2 , 0)
(12 , 1) (
3
4 , 1)
t
s
Figure 3.2: Homotopy between composition of paths over I × I
Note that, ∀s ∈ I, in Region I it is true that
0 ≤ t ≤ s+ 1
4
0 ≤ 4t
s+ 1
≤ 1
in Region II it is true that
s+ 1
4
≤ t ≤ s+ 2
4
s+ 1 ≤ 4t ≤ s+ 2
0 ≤ 4t− s− 1 ≤ 1
finally, in Region III it is true that
s+ 2
4
≤ t ≤ 1
s+ 2 ≤ 4t ≤ 4
0 ≤ 4t− s− 2 ≤ 2− s
0 ≤ 4t− s− 2
2− s ≤ 1
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Consider the following homotopy:
F (t, s) =

f1
(
4t
s+ 1
)
if 0 ≤ t ≤ s+ 1
4
g1f2(4t− s− 1) if s+ 1
4
≤ t ≤ s+ 2
4
g1g2f3
(
4t− s− 2
2− s
)
if
s+ 2
4
≤ t ≤ 1
Note that F (0, s) = f1(0) = x0 and F (1, s) = g1g2f3(1) = g1g2g3x0. For
F (t, 0) =

f1(4t) if 0 ≤ t ≤ 1/4
g1f2(4t− 1) if 1/4 ≤ t ≤ 1/2
g1g2f3(2t− 1) if 1/2 ≤ t ≤ 1

= ((f1 + g1f2) + g1g2f3)(t)
F (t, 1) =

f1(2t) if 0 ≤ t ≤ 1/2
g1f2(4t− 2) if 1/2 ≤ t ≤ 3/4
g1g2f3(4t− 3) if 3/4 ≤ t ≤ 1

= (f1 + (g1f2 + g1g2f3))(t)
Therefore, the associative law has been proved.
Remark 3.6. Consider the equivalence class [f ; e] ∈ σ(X,x0, G), this are homotopic paths or
order e. Note that element e acts trivially on X, then [f ; e] is an equivalence class of loops
with base-point x0. Therefore pi1(X,x0) ⊆ σ(X,x0, G).
As in Section 2.2, we will take care of path connected spaces; therefore, the role of the base-
point x0 is meaningless. Rhodes proves in his first theorem that if x0 and x1 are connected
by a path ρ, then the map ρ∗ : σ(X,x0, G) → σ(X,x1, G) such that ρ∗([f ; g]) = [ρ+ f + gρ]
is an isomorphism. [10, Sec. 4] For now on, if X is a path connected space then σ(X,G) is
an abstract group isomorphic to all the groups σ(X,x0, G).
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3.3 Trivial Groups and Simple Connected Spaces
Before we start developing complex examples and trying to relate σ(X,G) with pi1(X), it is
necessary to consider the most basic transformation groups in order to understand how can
we calculate their fundamental groups.[10, Sec. 4] First we start with any topological space
X and a trivial group G = {e}, then
Proposition 3.7. σ(X,x0, {e}) ∼= pi1(X,x0)
Proof. Since {e} has only one element, the equivalence classes of σ(X,x0, {e}) are of the form
[f ; e]. Note that f(0) = x0 and f(1) = e · x0 = x0, then f ∈ Ω(X,x0) and the equivalence
relation (e,x0) is the same as ∼x0 . Therefore σ(X,x0, {e}) ∼= pi1(X,x0).
Now, for a simple connected space, if x0 and g · x0 both lie within the topological space X
there exists a path between them; moreover, any path joining x0 and g · x0 is homotopic to
any other. In consequence, the set of paths of order g make up a unique equivalence class
[f, g]. Figure 3.3(b) shows how a double connected space can have more than one equivalence
class for paths of order g.
X
x0
g · x0
[f ; g]
(a) Simple connected space
X
x0
g · x0
[f ; g]
[f ′; g]
(b) Double connected space
Figure 3.3: Representation of equivalence classes for paths of order g
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Proposition 3.8. If X is a simple connected topological space and G acts on X, then
σ(X,G) ∼= G.
Proof. As mentioned before, all the paths of order g with base-point x0 belong to a unique
equivalence class in a simple connected space. The original fundamental group σ(X,x0, G) =
{[f ; g] | if f1, f2 ∈ [f ; g]⇒ f1 (g,x0) f2 ∀g ∈ G} is replaced by σ(X,x0, G) = {[f ; g] | g ∈ G}
since the equivalence class only depends on the order. Thus both sets σ(X,x0, G) and G
have the same cardinality and the same group structure. Finally, the composition rule of
two paths of order g1 and g2 form a new path of order g1g2, meaning that the two binary
operations agree. Then the isomorphism between these two groups can be defined as
ϕ : σ(X,x0, G) - G
[f1; g1] ? [f2; g2] - g1g2
Example 3.1. Consider the transformation groups (En, On) and (S
m, Om+1),m > 1 de-
scribed in Section 3.1. Since En and Sm,m > 1 are simple connected topological spaces, then
σ(En, On) ∼= On and σ(Sm, Om+1) ∼= Om+1,m > 1.
Example 3.2. Let D1 = {(x, y) | d(x, y) ≤ 1} ⊆ E2, since it is simple connected σ(D1, O2) ∼=
O2
Example 3.3. Let Poln be the regular polygon with n sides plus its interior, since it is simple
connected σ(Poln, Dn) ∼= Dn
Chapter 4
Relationship between σ(X, x0, G)
and pi1(X, x0)
4.1 Exact Sequences
According to Proposition 3.7, the fundamental group pi1(X,x0) is isomorphic to the funda-
mental group σ(X,x0, {e}) whose elements are of the form [f ; e]. Consider the inclusion map
i : pi1(X,x0) → σ(X,x0, G) such that i([f ; e]) = [f ; e], which is clearly an injective homo-
morphism (monomorphism). Let p : σ(X,x0, G) → G be the map p([f ; g]) = g, which is a
surjective homomorphism (epimorphism). Now, consider the following: [8, Chap. 7]
Definition 4.1. An exact sequence is a sequence of objects and morphisms between them
such that the image of one morphism equals the kernel of the next.
Note that Im(i) = σ(X,x0, {e}) and ker(p) = p−1(e) = σ(X,x0, {e}); therefore Im(i) ∼=
ker(p). In consequence, the following is an exact sequence:
pi1(X,x0) ⊂
i- σ(X,x0, G)
p -- G (4.1)
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Since i is a monomorphism and p is an epimorphism, this sequence is called short exact
sequence, from which we might start looking the following possibility: [8, Chap. 7]
G = σ/i(pi1) = σ/pi1 (4.2)
Note first for this to be true pi1 needs to be normal. This will be proved in Section 4.5.
4.2 Connection between pi1(X, x0) and the group G
In order to get an explicit equation between σ(X,x0, G) and pi1(X,x0) it is mandatory to
obtain a relationship between the loops λ ∈ Ω(X,x0) and the paths f of order g. Moreover,
we need a group in which the elements reflect characteristics of both fundamental groups;
such group can provide the desired relation. [10, Sec. 9]
Definition 4.2. The transformation group (X,G) admits a family k of preferred paths at x0
if it is possible to associate every g ∈ G with a path k satisfying k(0) = g · x0 and k(1) = x0
such that k0 associated with the identity element e ∈ G is the constant map 1k(t) = x0 ∀t ∈ I
and for any g1, g2 ∈ G the preferred path k1,2 from g1g2 · x0 to x0 is homotopic to g1k2 + k1.
Note that this family contains the same nature of [f ; g], in a certain way. Now, to relate
this family k with the fundamental group, let’s consider the induced automorphism K of
pi1(X,x0) consisting in K({λ}) = {k + gλ+ k}.[10, Sec. 9] For g1, g2 ∈ G we have
K1(K2({λ})) = K1({k2 + g2λ+ k2})
= {k1 + g1{k2 + g2λ+ k2}+ k1}
= {k1 + g1k2 + g1g2λ+ g1k2 + k1}
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Since the composition rule “+” is well defined for paths (see Definition 2.3) we can take
any representative of the equivalent class. Recall that g1k2 + k1 is homotopic to k1,2, as in
Definition 4.2, which also means that k1 + g1k2 is homotopic to k1,2; thus k1 + g1k2 + g1g2λ+
g1k2 + k1 ∼x0 k1,2 + g1g2λ+ k1,2. In conclusion,
K1(K2({λ})) = {k1,2 + g1g2λ+ k1,2}
= K1,2({λ})
K1 ◦K2 = K1,2
Figure 4.1 shows how the morphism K1,2 works.
x0 x0
λ
K1,2
g1 · x0
g1g2 · x0
k1
g1k2
g1g2λ
g1k2
k1
Figure 4.1: Automorphism induced by k1, k2 ∈ k
Once the composition “◦” of these automorphisms has been defined, there exists a homomor-
phism induced by k onto the automorphisms of pi1(X,x0) as follows: [10, Sec. 9]
K : G - Aut(pi1(X,x0))
g - K
(4.3)
Since K(g1) ◦K(g2) = K1 ◦K2 = K1,2 = K(g1g2).
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4.3 Group of Automorphisms of pi1(X, x0) induced by k
Consider {λ; g} as the homotopy class of λ in a copy of pi1(X,x0) associated with g. The set
of all these equivalent classes is denoted by {pi1(X,x0); K}. [10, Sec. 9] A group structure
is required in order to compare it with the fundamental groups. First of all, note that
{pi1(X,x0); K} is not necessarily isomorphic to pi1(X,x0), since the equivalent class {λ} can
generate several equivalent classes {λ, g}, g ∈ G. For this isomorphism to be true, it is
sufficient that the group acts trivially on X, i.e G = {e} (See Section 3.3). In fact, if G is
not trivial we have the relation pi1(X,x0) ⊆ {pi1(X,x0); K}.
We will introduce a binary operation and then the group axioms will be proved. For any
{λ1; g1}, {λ2; g2} ∈ {pi1(X,x0); K} define:
{λ1; g1} ? {λ2; g2} = {λ1 +K1(λ2); g1g2}
Now, consider λ1, λ
′
1 ∈ {λ1; g1} and λ2, λ′2 ∈ {λ2; g2}. Therefore:
{λ1; g1} ? {λ2; g2} = {λ1 +K1(λ2); g1g2}
= {λ1 + k1 + g1λ2 + k1}
Since λ1 ∼x0 λ′1 and λ2 ∼x0 λ′2 then
{λ1; g1} ? {λ2; g2} = {λ′1 + k1 + g1λ′2 + k1}
= {λ′1 +K1(λ′2); g1g2}
= {λ′1; g1} ? {λ′2; g2}
Thus, the binary operation is well defined over {pi1(X,x0); K}.
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Proposition 4.3. The set {pi1(X,x0); K} with the binary operation “?” is a group.
Proof. Note that λ1 + K1(λ2) is a loop starting and finishing at x0 and for some t ∈
(0, 1), (λ1 + K1(λ2))(t) = g1g2 · x0. Then this element is a loop associated with g1g2. Thus
the closure axiom holds.
Take {1λ; e} as the identity element, then: {1λ; e} ? {λ; g} = {1λ + K0(λ); eg} = {λ; g}.
Recall that K0 is the automorphism induced by k0 in Definition 4.2. It is also true that
{λ; g} ? {1λ; e} = {λ+K(1λ); ge} = {λ+ 1λ; g} = {λ; g}. Thus the identity element exists.
Let {λ1; g1}, {λ2; g2}, {λ3; g3} ∈ {pi1(X,x0); K}, then:
({λ1; g1} ? {λ2; g2}) ? {λ3; g3} = {λ1 +K1(λ2); g1g2} ? {λ3; g3}
= {λ1 +K1(λ2) +K1,2(λ3); g1g2g3}
{λ1; g1} ? ({λ2; g2} ? {λ3; g3}) = {λ1; g1} ? {λ2 +K2(λ3); g2g3}
= {λ1 +K1(λ2 +K2(λ3)); g1g2g3}
= {λ1 +K1(λ2) +K1 ◦K2(λ3); g1g2g3}
Since K1 ◦K2 = K1,2, then the associativity has been proved.
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Consider the inverse automorphism K({λ}) = {g−1(k + λ+ k)}. Then:
{λ; g} ? {g−1(k + λ+ k); g−1} = {λ+K(g−1(k + λ+ k); gg−1}
= {λ+ k + gg−1(k + λ+ k) + k; e}
= {λ+ k + k + λ+ k + k; e}
= {λ+ 1k + λ+ 1k; e}
= {λ+ λ; e}
= {1λ; e}
{g−1(k + λ+ k); g−1} ? {λ; g} = {g−1(k + λ+ k) +K(λ); g−1g}
= {g−1(k + λ+ k) + g−1(k + λ+ k); e}
= {g−1(k + λ+ k + k + λ+ k); e}
= {g−1(k + λ+ g1k + λ+ k); e}
= {g−1(k + λ+ λ+ k); e}
= {g−1(k + 1λ + k); e}
= {g−1(k + k); e}
= {g−1(g1k); e}
= {1k; e}
Note that 1k = 1λ since both express a constant map at x0. In conclusion, {g−1(k+λ+k); g−1}
is the inverse element of {λ; g}.
As seen in Figure 4.1, this group {pi1(X,x0); K} combines paths of order g and loops with
base-point x0. We will use this fact to relate both fundamental groups.
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4.4 Connection between σ(X, x0, G) and the group G
In order to get such relation, we are going to use the new group {pi1(X,x0); K} to study the
properties that G must satisfy. In his article, Rhodes just states what are those properties.
Here is a complete proof of necessary requirements that he concludes in his final theorem.
[10, Sec. 9]
Proposition 4.4. The map induced by k:
kb : σ(X,x0, G) - {pi1(X,x0); K}
[f ; g] - {f + k; g}
is an isomorphism.
Proof. Note that for [f1; g1], [f2; g2] ∈ σ(X,x0, G), then:
kb([f1; g1]) ? kb([f2; g2]) = {f1 + k1; g1} ? {f2 + k2; g2}
= {f1 + k1 +K1(f2 + k2); g1g2}
= {f1 + k1 + k1 + g1(f2 + k2) + k1; g1g2}
= {f1 + e+ g1f2 + g1k2 + k1; g1g2}
= {f1 + g1f2 + k1,2; g1g2}
Since g1k2 + k1 is homotopic to k1,2 (Definition 4.2). It is also true that:
kb([f1; g1] ? [f2; g2]) = kb([f1 + g1f2; g1g2])
= {f1 + g1f2 + k1,2; g1g2}
Thus, the map kb is an homomorphism.
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Let [f1; g1], [f2; g2] ∈ σ(X,x0, G) such that [f1; g1] 6= [f2; g2], then {f1 +k1; g1} 6= {f2 +k2; g2}
because {f1 +k1; g1} belongs to a copy of pi1(X,x0) associated to g1 and {f2 +k2; g2} belongs
to a copy of pi1(X,x0) associated to g2. Thus the morphism is injective.
Consider the right coset of pi1(X,x0) in σ(X,x0, G): {[f ; e]? [k; g] | [f ; e] ∈ pi1(X,x0), k ∈ k}.
Note that [f ; e] ? [k; g] = {f + k; g}, then every element of {pi1(X,x0); K} can be written as
an element of this coset (due to preferred paths); thus, the morphism is surjective.
If G is a topological group and if G acts continuously on X (i.e. the map (g, x) → g · x
is continuous), then G acts as a group of homeomorphism of itself. Moreover, a family of
preferred paths h at e ∈ G induces a family k at x0 ∈ X as follows: k(t) = h(t)·x0, ∀t ∈ I.[10,
Sec. 9] Figure 4.2 explains how continuous actions work over topological spaces. Note that
this type of action preserves the homotopy classes. This is the key-point for the following
proposition.
X
x0
g · x0
λ
gλ
(a) Continuous action
X
x0
g · x0
λ
gλ
(b) Non-Continuous action
Figure 4.2: Difference between continuous and non-continuous action
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Proposition 4.5. If G is a topological group acting continuously on X and the transformation
group (G,G) admits a family of preferred paths at e, then λ ∼x0 K(λ).
Proof. Let h denote the preferred path in G from g to e and k the preferred path in X from
g · x0 to x0, then k(t) = h(t) · x0, ∀t ∈ I and k(t) = h(t) · x0, ∀t ∈ I. Consider the homotopy:
F : I × I - X
(t, s) - h(s) · λ(t)
for λ ∈ Ω(X,x0). Note that:
F (0, s) = k(s)
F (1, s) = k(s)
F (t, 0) = λ(t)
F (t, 1) = g · λ(t)
Now, consider the following homotopies:
F ′1 : I × I - X and F ′2 : I × I - X
(t, s) - h(ts) · x0 (t, s) - h((1− t)s) · x0
In which
F ′1(0, s) = x0 F ′2(0, s) = k(s)
F ′1(1, s) = k(s) F ′2(1, s) = x0
F ′1(t, 0) = x0 F ′2(t, 0) = x0
F ′1(t, 1) = k(t) F ′2(t, 1) = k(t)
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x0 k(s) k(s) x0
kk gλ
λ
F ′1 F F ′2
(0, 0) (1, 0)
(12 , 1) (
3
4 , 1)
t
s
Figure 4.3: Homotopy between λ and its automorphism K(λ)
Finally, the homotopy in Figure 4.3 can be defined as follows:
H(t, s) =

F ′1(t, s) if 0 ≤ t ≤ s/2
F (t, s) if s/2 ≤ t ≤ 1− s/4
F ′2(t, s) if 1− s/4 ≤ t ≤ 1
For which
H(0, s) = F ′1(0, s) = x0
H(1, s) = F ′2(1, s) = x0
H(t, 0) =

F ′1(t, 0) if 0 ≤ t ≤ 0 = x0
F (t, 0) if 0 ≤ t ≤ 1 = λ(t)
F ′2(t, 0) if 1 ≤ t ≤ 1 = x0

= λ(t)
H(t, 1) =

F ′1(t, 1) if 0 ≤ t ≤ 1/2 = k(t)
F (t, 1) if 1/2 ≤ t ≤ 3/4 = g · λ(t)
F ′2(t, 1) if 3/4 ≤ t ≤ 1 = k(t)

= (k + (gλ+ k))(t)
Moreover, F ′1(1, s) = k(s) = F (0, s) and F (1, s) = k(s) = F ′2(0, s); thus, the homotopy is well
defined. Since k + (gλ+ k) = K(λ), we have the congruence λ ∼x0 K(λ).
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4.5 Subgroups of σ(X, x0, G)
The inclusion map described in Section 4.1 implies a subgroup structure of pi1(X,x0) in
σ(X,x0, G). Rhodes does not clarify this necessary fact in order to prove Theorem 4.11. This
section explains two interesting facts about subgroups structures happening in σ(X,x0, G).
Note that σ(X,x0, {e}) ≤ σ(X,x0, G); nevertheless, this trivial transformation group is more
than just a subgroup.
Definition 4.6. A subgroup N of G is called normal (denoted N E G) if it is invariant
under conjugation; this is, ∀g ∈ G and ∀n ∈ N, gng−1 ∈ N . [4, Chap. 2]
Proposition 4.7. pi1(X,x0) E σ(X,x0, G)
Proof. Let [h; e] ∈ σ(X,x0, {e}) and [f ; g] ∈ σ(X,x0, G). Then,
[f ; g] ? [h; e] ? [g−1f ; g−1] = ([f ; g] ? [h; e]) ? [g−1f ; g−1]
= [f + gh; ge] ? [g−1f ; g−1]
= [f + gh+ gg−1f ; gg−1]
= [f + gh+ f ; e]
Note that the path f + gh + f starts and finishes at x0 (since f is the inverse of f), then
[f ; g] ? [h; e] ? [g−1f ; g−1] ∈ σ(X,x0, {e}). This proves that σ(X,x0, {e}) E σ(X,x0, G), but
since pi1(X,x0) ∼= σ(X,x0, {e}) (Proposition 3.7) then pi1(X,x0) E σ(X,x0, G).
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Proposition 4.8. If G is a topological group acting continuously on X and the transformation
group (G,G) admits a family of preferred paths at e, then G ≤ σ(X,x0, G).
Proof. Note that if pi1(X,x0) is trivial, then {1λ; g1}, {1λ; g2} ∈ {{1λ}; K}, and using Propo-
sition 4.5:
{1λ; g1} ? {1λ; g2} = {1λ +K1(1λ); g1g2}
= {1λ + 1λ; g1g2} (∵ 1λ ∼x0 K1(1λ))
= {1λ; g1g2}
∈ {{1λ}; K}
Thus, {{1λ}; K} ≤ {pi1(X,x0); K}. Consider the following map:
ϕ : {{1λ}; K} - G
{1λ; g} - g
Moreover, ϕ({1λ; g1} ? {1λ; g2}) = ϕ({1λ; g1g2}) = g1g2 = ϕ({1λ; g1})ϕ({1λ; g2}). Then the
map is an homomorphism. Note that every element of G can be obtained with this map and
if {1λ; g1} 6= {1λ; g2} ⇒ g1 6= g2, therefore the map is an isomorphism. Since G ∼= {{1λ}; K}
and {{1λ}; K} ≤ {pi1(X,x0); K}; then G ≤ {pi1(X,x0); K}.
4.6 Rhodes’s Theorem
The theorem described in this section is the conclusion of Rhodes’s work in his article [10].
The sets and morphisms described in previous section will be combined together in order
to derive an explicit equation that relates both fundamental groups (pi1 and σ). First, let’s
define how semidirect products work. [2, Chap. 11]
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Definition 4.9. If a group G acts on a group H by group automorphism ϕ : G → Aut(H),
then there is a semidirect product group whose underlying set is the product H × G, but
whose multiplication is defined by:
(g1, h1)(g2, h2) = (g1 · ϕ(k1)(h2), g1g2)
for g1, g2 ∈ G and h1, h2 ∈ H. This is called the semidirect product and is represented as
H oG
The map described in Equation 4.3 follows the semidirect product definition, then the set
pi1(X,x0)oG has the operation
(λ1, g1)(λ2, g2) = (λ1 + K(g1)(λ2), g1g2)
= (λ1 +K1(λ2), g1g2)
Proposition 4.10. If G is a group, N E G, H ≤ G and every element g ∈ G may be written
uniquely in the form g = nh, then G ∼= N oH.
Equation 4.2 suggests that σ(X,x0, G) can be written as a product of pi1(X,x0) and G;
moreover, under the right conditions of G this product is a direct product.
Theorem 4.11. If G is a group of homomorphisms which acts continuously on X, and (G,G)
admits a family of preferred paths at e, then σ(X,x0, G) ∼= pi1(X,x0)oG.
Proof. Consider the set {pi1(X,x0),K0} whose elements are of the form {λ, e}. Then the
map:
φ : {pi1(X,x0),K0} - pi1(X,x0)
{λ, e} - {λ}
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Is an isomorphism because φ({λ1, e} ? {λ2, e}) = φ({λ1 + K0(λ2), e}) = φ({λ1 + λ2, e}) =
{λ1 +λ2} = {λ1}+{λ2} = φ({λ1, e})+φ({λ2, e}). Moreover, every element in {pi1(X,x0),K}
can be written as a unique product of {{1λ},K} and {pi1(X,x0),K0} as follows:
{λ, e} ? {1λ, g} = {λ+K0(1λ), eg}
= {λ+ 1λ, g}
= {λ, g}
As {{1λ},K} ∼= G, {pi1(X,x0),K0} ∼= pi1(X,x0), then σ(X,x0, G) ∼= pi1(X,x0)oG.
Remark 4.12. Consider the short exact sequence described in Equation 4.1. The splitting
lemma states that if there exists a morphism t : σ → pi1 such that t ◦ i = {1λ} or there exists
a morphisms u : G → σ such that p ◦ u = e, then σ = pi1 o G.[8, Chap. 7] Since we used
the concept of preferred paths in order to conclude that σ = pi1 o G, then the existence of
preferred paths in (X,G) and (G,G) is equivalent to find such morphisms t or u.
Example 4.1. Consider the topological group (R,+) acting on itself. The transformation
group (R,R) clearly admits preferred paths at e = 0; moreover, it acts continuously on itself.
Applying Rhodes’s theorem we conclude that:
σ(R, 0,R) ∼= pi1(R, 0)oR
in which the semidirect product is defined by the trivial action:
K : R - Aut(pi1(R))
r - 0
Since pi1(R) ∼= 0, we have a set of order pairs [0; r] and [0; r1] ? [0; r2] = [0; r1 + r2]. Note that
this is the same case we saw in Proposition 3.8 concluding that σ(R,R) = R.
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Even though the formulation of the Theorem 4.11 is simple, the condition for (G,G) to have
preferred paths excludes some interesting examples of transformation groups (see Section 5.3)
and also excludes discrete topological groups. Studies done by Steckles [12] and Montaldi [11]
take a closer look at this problem.
4.7 Finite Groups
A more simplified version of Theorem 4.11 according to actions of finite groups is given by
Steckles [12, Chap. 2]. Note that if the action fixes the base-point, then every preferred
path is the same as the constant function 1k. Then it is possible to reduce the hypothesis for
Theorem 4.11. Let G be a finite group acting on a manifold M , if G fixes some x0 ∈M (i.e.
g · x0 = x0∀g ∈ G) then σ(M,x0, G) ∼= pi1(M,x0)oG, where the G−action is given by:
Kg : pi(M,x0) - pi(M,x0)
{λ} - {g(λ)}
The fact that M is a manifold deals with the hypothesis of continuous action. The proof for
this can be found in the author’s article.
Example 4.2. Consider the figure eight represented in Figure 4.4. The fundamental group
is the free group generated by the loops λ1, λ2. This topological space is path-connected and
it is a manifold; as said before, we know that pi1(E, x0) ∼= 〈λ1, λ2〉 ∼= F2. The group acting
over E is the one generated by the reflections S1 and S2. Note that this describes the dihedral
group D2 also known as Klein four-group, which is isomorphic to Z2×Z2. The action of D2
over E fixes the point x0, applying the result derived by Steckles we conclude that:
σ(E, D2) ∼= F2 o (Z2 × Z2)
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S1
S2
S1S2
λ1 λ2
x0
Figure 4.4: Figure eight space: E
In which the automorphism of F2 induced by D2 is given by:
K0 : F2 - F2 KS2 : F2 - F2
λ1
-ﬀ λ1 λ1
-ﬀ λ1
KS1 : F2 - F2 KS1S2 : F2 - F2
λ1
-ﬀ λ2 λ1
-ﬀ λ2
We want to generalize the actions of dihedral groups of any order. In particular we are
going to use polygons as the topological spaces where the dihedral groups act. Consider the
manifold described in Figure 4.5. It is basically the regular polygon of n sides with extra
sides joining all vertices with the point x0 (center of rotation), let’s call it P˜n.
x0 x0 x0
Figure 4.5: Descomposition of P˜n in its generators
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If we let the dihedral group Dn to act on P˜n, it is clear that the point x0 is fixed under the
action; thus, since Dn is finite we can calculate the fundamental group of the transformation
group (P˜n, Dn) as follows:
σ(P˜n, x0, Dn) ∼= pi1(P˜n, x0)oDn
The next step is to prove that the fundamental group of the resulting graph P˜ is a free group.
Theorem 4.13. pi1(P˜n, x0) ∼= Fn
Proof. Let T be the maximal spanning tree which contains the vertices x0. According to
Cote [3], T is homotopy equivalent to a point. In Figure 4.5 the spanning tree is composed
by the blue edges. If we deform continuously down to the point x0 we form what is called
a bouquet of circles attached to x0. Each remaining loop has its own generator λi, since
P˜n has n different generators, its Fundamental Group is isomorphic to the free group of n
generators.
In conclusion, we can calculate the fundamental group of the transformation group (P˜n, Dn)
just knowing that P˜n is a path-connected manifold and that Dn fixes the point x0 ∈ P˜n:
σ(P˜n, Dn) ∼= Fn oDn
The automorphism of Fn induced by the elements of Dn are similar to the ones described in
Example 4.2, for there are elements in Dn that map λi onto λi, λi, λj or λj for j 6= i.
This motivates us to find the fundamental group of (Pn, Dn) and (S1, O2). In order to do so,
we need to relate the information of transformation groups that we already know to the ones
we want to know about via category maps.
Chapter 5
Morphisms between Transformation
Groups
5.1 The Category
In this chapter we are going to study how fundamental groups are related between homeo-
morphic topological spaces. In order to do so, we need to introduce a more general idea of
“mapping” between objects; the category plays an important role of unification in mathe-
matics. [6, Chap. 1] A mathematical system is defined by a precise definition of the objects
of that system and the mappings allowed between these objects; in our case, the objects are
transformation groups and the mapping are homomorphisms between topological spaces and
groups.
Definition 5.1. A category C consists of a collection of objects A,B, . . . and maps between
these objects. The maps are required to satisfy the following axioms:
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C1 For any object A there is the identity map 1A : A→ A, so that if B f- A and A g- C
are maps in the category, the composite maps satisfy
g · 1A = g and 1A · f = f
C2 If A
f- B, B
g- C, and C
h- D are maps in the category, we have (h·g)·f = h·(g·f)
The category of transformation groups has the objects (X,G) consisting of a topological space
X an a group G of homeomorphism of X onto itself and maps of the form (ϕ,ψ) : (X,G)→
(Y,H) which consist of continuous maps ϕ : X → Y and homomorphism ψ : G→ H satisfying
the property ϕ(gx) = ψ(g) · ϕ(x) for every pair (x, g) in the transformation group.
Example 5.1. It is possible to generate a category mapping between some transformation
groups in Section 3.1. Consider (Pn, Dn) and (S1, O2). Both Pn and S1 are the same homo-
topy type since Pn can be deformed continuously onto S1; then, the map H : Pn → S1 is a con-
tinuous map. Dn is the set of isometries of the n-polygon, which are rotations and reflections;
thus, Dn ≤ O2. Consider the inclusion map i : Dn ↪→ O2 such that ∀r, s ∈ Dn, i(rs) = rs,
then i is a homomorphism. In conclusion, the map (H, i) : (Pn, Dn)→ (S1, O2) is a category
map.
5.2 Homotopy type
We gave an introduction of category mapping in Section 3.2 when we said that if x0, x1 ∈ X
are connected by a path ρ, then the map ρ∗ : σ(X,x0, G)→ σ(X,x1, G) such that ρ∗([f ; g]) =
[ρ+f+gρ] is an isomorphism. In general, consider the category map (ϕ,ψ) : (X,G)→ (Y,H).
If f is a path of order g in X with base-point x0 then ϕ(f) is a path of order h = ψ(g) with
base-point y0 = ϕ(x0). Moreover, if f1 (g,x0) f2 then ϕ(f1) (h,y0) ϕ(f2); thus, (ϕ,ψ)
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induces a mapping over the equivalent classes:
(ϕ,ψ)∗ : σ(X,x0, G) - σ(Y, y0, H)
[f ; g] - [ϕ(f);ψ(g)]
Since [ϕ(f1);ψ(g1)] ? [ϕ(f2);ψ(g2)] = [ϕ(f1) + ψ(g1)ϕ(f2);ψ(g1)ψ(g2)], recall that ϕ(gf2) =
ψ(g) ·ϕ(f2) by definition of the category and ψ(g1)ψ(g2) = ψ(g1g2) because ψ is a homomor-
phism. In conclusion:
[ϕ(f1);ψ(g1)] ? [ϕ(f2);ψ(g2)] = [ϕ(f1) + ψ(g1)ϕ(f2);ψ(g1)ψ(g2)]
= [ϕ(f1) + ϕ(g1f2);ψ(g1g2)]
= (ϕ,ψ)∗([f1; g1] ? [f2; g2])
Therefore, (ϕ,ψ)∗ is an homomorphism.[10, Sec. 5] Note that all that is needed to classify this
as an isomorphism is the nature of ϕ and ψ. Motivated by this, we say that two transformation
groups are the same homotopy type if there exist category mappings
(ϕ,ψ) : (X,G) - (Y,H) and (ϕ′, ψ′) : (Y,H) - (X,G)
such that ϕ′ϕ and ϕϕ′ are homotopic to the identity maps for X and Y respectively and ψ,ψ′
are isomorphism.
Recall that the objective for defining the fundamental group of a topological space is to
determine an invariant property under homotopies. Rhodes proves that the fundamental
group of a transformation group is an invariant of the homotopy type of the transformation
group. [10, Sec. 5]
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5.3 Actions on S1
Consider the orthogonal group of dimension 2 described in Example 2.2. Let SO2 = {M ∈
O2 | detM = 1} known as the special orthogonal group. According to Mitchell, [9] SO2 is
a compact path-connected topological space; moreover, SO2 acts continuously on S
1. Let
e = R0 ∈ SO2, then there is a path f : I → SO2 such that f(t) = R(1−t)θ. It is really
tempting to apply Rhodes’s theorem to the transformation group (S1, SO2); nevertheless, f
is not a preferred path in (SO2, SO2). If fθ1(t) = R(1−t)θ1 , fθ2(t) = R(1−t)θ2 and fθ1,2(t) =
R(1−t)(θ1+θ2), it is possible to prove that indeed fθ1,2 is homotopic to Rθ1fθ2 + fθ1 . Consider
the case when θ1 = θ2 = pi. The result is the path from R0 to R2pi and it is also true that
R0 = R2pi; nevertheless, the constant path f0 is not homotopic to the path f2pi. This is easy
to check if we consider Rθ as the unitary complex number
1 eıθ, Mitchell [9] provides the proof
of SO2 ∼= S1.
In more general terms, it is not possible to apply Theorem 4.11 to the transformation group
(S1, O2). Note that the problem in SO2 is due to how preferred paths are defined and specially
how some rotations are the same as others.
Let Z2 be acting over S1 via rotations generated by Rpi. The fundamental group of the
transformation group (S1,Z2) with base-point x0 = 1 ∈ C is composed of equivalent classes
of the form [f ;Rpi] and [f ;R
2
pi] = [f ;R2pi] = [f ; e], recall from Section 4.5 that 〈[f ; e]〉 ∼=
pi1(S1) ∼= Z. Consider the equivalent class [fpi;Rpi] where fpi(t) = etpiı. Then:
[fpi;Rpi]
2 = [f2pi; e] [fpi;Rpi]
3 = [f3pi;Rpi]
[fpi;Rpi]
4 = [f4pi; e] [fpi;Rpi]
5 = [f5pi;Rpi]
...
...
...
...
[fpi;Rpi]
2n=[f2npi; e] [fpi;Rpi]
2n+1=[f(2n+1)pi;Rpi]
1This group of complex unitary numbers is also know as the unitary matrix group (U(1)) or circle group
(T)
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In other words, an even product of [fpi;Rpi] by itself results to be an element of 〈[f ; e]〉 and an
odd product of [fpi;Rpi] by itself results in equivalent classes of the form [f ;Rpi]. Therefore,
the element [fpi;Rpi] generates all the elements in σ(S
1, x0,Z2); note that there is a clear
isomorphism 〈[fpi;Rpi]〉 → 〈1〉 such that [fpi;Rpi] 7→ 1. Thus, since S1 is path-connected:
σ(S1,Z2) ∼= 〈[fpi;Rpi]〉 ∼= Z
In more general terms, we can think about what happens if a ciclic group of order n acts over
S1. As before, consider the element R 1
n
∈ Zn and a counterclockwise rotation of 2pin radians
and f 1
n
as the path from x0 to R 1
n
· x0 for x0 = 1 ∈ C.
Theorem 5.2. σ(S1,Zn) ∼= Z
Proof. Consider the element [f 1
n
;R 1
n
] ∈ σ(S1, x0,Zn). Then:
[f 1
n
;R 1
n
]2 = [f 1
n
+R 1
n
f 1
n
;R21
n
]2
= [f 2
n
;R 2
n
]
[f 1
n
;R 1
n
]3 = [f 2
n
;R 2
n
] ? [f 1
n
;R 1
n
]
= [f 2
n
+R 2
n
f 1
n
;R 2
n
R 1
n
]
= [f 3
n
;R 3
n
]
...
...
...
[f 1
n
;R 1
n
]m = [fm−1
n
;Rm−1
n
] ? [f 1
n
;R 1
n
]
= [fm−1
n
+Rm−1
n
f 1
n
;Rm−1
n
R 1
n
]
= [fm
n
;Rm
n
]
Figure 5.1 represents the actions of different rotations Rm
n
over the path f 1
n
.
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f 1
n
R 1
n
(
f 1
n
)
R 2
n
(
f 1
n
)
x0
R 1
n
· x0
R 2
n
· x0
R 3
n
· x0
Rn−1
n
(
f 1
n
)
2pi 1n
Figure 5.1: Representation of positive powers of [f 1
n
;R 1
n
] on the space S1
Recall from Proposition 3.5 that the inverse element of [f 1
n
;R 1
n
] is [R−11
n
f 1
n
;R−11
n
]. The rotation
R−11
n
= R− 1
n
is the clockwise rotation of 2pin radians, and the path f 1n
goes from R 1
n
· x0 to
x0 (clockwise direction); therefore, the path R
−1
1
n
f 1
n
= f− 1
n
goes from x0 to R− 1
n
· x0 in a
clockwise direction. Using [f 1
n
;R 1
n
]−1 = [f− 1
n
;R− 1
n
] we can conclude that:
[f− 1
n
;R− 1
n
]2 = [f− 1
n
+R− 1
n
f− 1
n
;R2− 1
n
]
= [f− 2
n
;R− 2
n
]
[f− 1
n
;R− 1
n
]3 = [f− 2
n
;R− 2
n
] ? [f− 1
n
;R− 1
n
]
= [f− 2
n
+R− 2
n
f− 1
n
;R− 2
n
R− 1
n
]
= [f− 3
n
;R− 3
n
]
...
...
...
[f− 1
n
;R− 1
n
]m = [f−m−1
n
;R−m−1
n
] ? [f− 1
n
;R− 1
n
]
= [f−m−1
n
+R−m−1
n
f− 1
n
;R−m−1
n
R− 1
n
]
= [f−m
n
;R−m
n
]
64
This clearly reflects an additive structure under the composition rule “?”, the isomorphism
with the integers is giving by the mapping of the generator [f 1
n
;R 1
n
] ∈ σ(S1, x0,Zn) to the
generator 1 ∈ Z. Since S1 is path connected, it does not depend on the base-point chosen;
thus σ(S1,Zn) ∼= Z. Figure 5.2 shows the actions of some clockwise rotation over the inverse
element of the generator [f 1
n
;R 1
n
].
R− 1
n
· x0
R− 2
n
· x0
R− 3
n
· x0
f− 1
n
R− 1
n
(
f− 1
n
)
R− 2
n
(
f− 1
n
)
−2pi 1n x0
Figure 5.2: Representation of negative powers of [f 1
n
;R 1
n
] on the space S1
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5.4 S1 acting on Topological Spaces
Let S1 be acting over a manifold X. For x ∈ X, the orbit S1 · x0 defines and homotopy class
on pi1(X,x0). Recall from Theorem 2.7 that pi1(S
1) ∼= Z, then there exists an homomorphism:
[11, Sec. 4]
α : pi1(S
1) - pi1(X,x0)
n - α(n)
Where α(n) is the path from x0 to itself following the S
1-orbit n times. Note that there is
enough to consider what is the image of 1 under the homomorphism α, since Z = 〈1〉 and
α(n) + α(m) = α(n+m); therefore, α(pi1(S
1)) = 〈α(1)〉.
Consider the Z-sets: pi1(X,x0) and R. Let Z be acting on pi1(X,x0) via the homomorphism
α and Z be acting on R by translation as follows:
Z× R - R Z× pi1(X,x0) - pi1(X,x0)
(n, r) - n+ r (n, λ) - α(n) + λ
Now, consider the fiber product over Z [7, Appendix III]:
pi1(X,x0)×Z R = (pi1(X,x0)× R)/Z
This set is the quotient group of the group pi1(X,x0) × R under the equivalence relation
(λ, r + n) ∼ (α(n) + λ, r).
Theorem 5.3. σ(X,x0, S
1) ∼= pi1(X,x0)×Z R
Proof. Let x ∈ X and r ∈ R, then rx ∈ X be the path from x to r · x ∈ S1-orbit. Consider
the following map:
ρ : pi1(X,x0)× R - σ(X,x0, S1)
(λ, r) - [λ+ rx0 ; r mod 1]
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Recall that r mod 1 ∈ S1 since S1 ∼= R/Z. [9] Note that ρ is onto since λ + rx0 is a path
of order g ≡ r mod 1. It is clear that r ≡ r + n mod 1 for n ∈ Z; moreover, (α(n) + λ) +
rx0 (r mod 1,x0) λ+ (r+ n)x0 since α(n) = nx0 (because they follow the same orbit with the
base-point x0). Thus, the map ρ is not one-to-one. Note that if (λ, r + n) ∼ (α(n) + λ, r),
then ρ∗ : pi1(X,x0)×Z R→ σ(X,x0, S1) is an isomorphism.
Corollary 5.4. σ(S1, SO2) ∼= R
Proof. From the previous theorem consider X = S1, then σ(S1, S1) ∼= pi1(S1) ×Z R ∼= Z ×
R/Z ∼= R. As S1 ∼= SO2, we get the isomorphism required.
5.5 Product Spaces
Let (X,G), (Y,H) be transformation groups, then every pair of action (g, h) ∈ G ×H gives
rise to an homeomorphism: [10, Sec. 10]
(g, h) : X × Y - X × Y
(x, y) - (g · x, h · y)
(x1, y1)(x2, y2) - (g · x1x2, h · y1y2)
Since
(g, h)(x1, y1)(g, h)(x2, y2) = (g · x1, h · y1) ∗ (g · x2, h · y2)
= ((g · x1)(g · x2), (h · y1)(h · y2))
= (g · (x1x2), h · (y1y2)) ∵ g, h actions
= (g, h)(x1x2, y1y2)
Then (X × Y,G × H) is a transformation group according to Definition 3.1. Consider the
paths fx in X from x0 to x1 and fy in Y from y0 to y1. They define a path fz = (fx, fy) in
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Z = X × Y from z0 = (x0, y0) to z1 = (x1, y1) as follows:
fz =

(fx(2t), y0) if 0 ≤ t ≤ 1/2
(x1, fy(2t− 1)) if 1/2 ≤ t ≤ 1
Note that if fx is a path of order g with base-point z0 and fy is a path of order h with
base-point z0, then the path fz described above is a path of order (g, h) with base-point z0.
Moreover, an action over the path fz can be described as follows:
(g, h)fz =

(g, h) · (fx(2t), y0) if 0 ≤ t ≤ 1/2
(g, h) · (x1, fy(2t− 1)) if 1/2 ≤ t ≤ 1
=

(g · fx(2t), h · y0) if 0 ≤ t ≤ 1/2
(g · x1, h · fy(2t− 1)) if 1/2 ≤ t ≤ 1
= (gfx, hfy)
The composition rule fz1 + fz2 is the same as described in Definition 2.3. Note that since
every coordinate in (fx, fy) is independent from the other, then the composition of a order
pair is the order pair result of the composition of the coordinates. In other words:
(fx1 , fy1) + (fx2 , fy2) = (fx1 + fx2 , fy1 + fy1)
The following result was proved by Rhodes [10, Sec. 10], but we are going to complete some
details to make the proof more understandable.
Proposition 5.5. The mapping
f∗ : σ(X,x0, G)× σ(Y, y0, H) - σ(X × Y, (x0, y0), G×H)
([fx; g], [fy;h]) - [(fx, fy); (g, h)]
is an isomorphism.
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Proof. Let [fx, g], [f
′
x, g
′] ∈ σ(X,x0, G) and [fy, h], [f ′y, h′] ∈ σ(Y, y0, H), then:
f∗([fx; g], [fy;h]) ? f∗([f ′x; g
′], [f ′y;h
′]) = [(fx, fy); (g, h)] ? [(f ′x, f
′
y); (g
′, h′)]
= [(fx, fy) + (g, h)(f
′
x, f
′
y); (g, h)(g
′, h′)]
= [(fx, fy) + (gf
′
x, hf
′
y); (gg
′, hh′)]
= [(fx + gf
′
x, fy + hf
′
y); (gg
′, hh′)]
= f∗([fx + gf ′x; gg
′], [fy + hf ′y;hh
′])
= f∗([fx; g] ? [f ′x; g
′], [fy;h] ? [f ′y;h]
′)
= f∗
(
([fx; g], [fy;h])([f
′
x; g
′], [f ′y;h]
′)
)
This proves that f∗ is a homomorphism. Note that, the projections:
p1 : f∗(σ(X,x0, G)× {e}) - σ(X,x0, G)
p2 : f∗({e} × σ(Y, y0, H)) - σ(Y, y0, H)
are both bijections; therefore f∗ is an isomorphism.
Example 5.2. Consider the group G acting on R. By the Proposition 3.8 we know that
σ(R, G) ∼= G. Consider the cartesian product Gn = ∏ni=1G. Then we can use Proposition
5.5 to calculate the fundamental group of the trasnformation group (Rn, G×· · ·×G) as follows:
σ(Rn, Gn) ∼=
n∏
i=1
σ(R, G) ∼= Gn
which is the desired result as of Proposition 3.8.
Example 5.3. Consider the topological space described in Figure 5.3. It is a representation
of the cartesian product of the figure eight described in Example 4.4 and the circle: E × S1.
If we want the dihedral group acting over the 3D figure eight, it is possible to use a product
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space using a trivial group action over the circle as follows::
σ(E× S1, D2) ∼= σ(E, D2)× σ(S1, {e}) ∼= (F2 oD2)× Z
Figure 5.3: The 3D figure eight as a cartesian product E× S1
Example 5.4. Consider the torus T2 = S1 × S1. Let SO2 act on T2 via rotations with
respect to its axis of symmetry for rotations. The fundamental group of the transformation
group (T2, SO2) can be calculated using a cartesian product as well, using the same trick as
before of letting act a trivial group {e} on one of the cartesian components of the torus:
σ(T2, SO2) ∼= σ(S1, SO2)× σ(S1, {e}) ∼= R× Z
Figure 5.4: The torus T2 as a cartesian product S1 × S1
Chapter 6
Conclusions and Future Work
The article written by Rhodes opened the door for a whole new category in algebraic topol-
ogy. His ideas drew a new connection between the worlds of topology and abstract algebra.
Although his results were not so applicable at first sight, mathematicians soon came to find
them very useful. However, there is still much more to be analyzed and extrapolated from
his results.
What can be garnered from taking a deeper look at this type of work is that there are still
some unanswered questions for relatively easy transformation groups. For example, we still
do not know how to calculate the fundamental group of (S1, O2) primarily because reflections
are still not well understood.
There are still more results to be found calculating the fundamental group of new transfor-
mation groups.
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