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WEAK REFLECTION PRINCIPLE FOR LE´VY PROCESSES
By Erhan Bayraktar1 and Sergey Nadtochiy
University of Michigan
In this paper, we develop a new mathematical technique which
allows us to express the joint distribution of a Markov process and
its running maximum (or minimum) through the marginal distri-
bution of the process itself. This technique is an extension of the
classical reflection principle for Brownian motion, and it is obtained
by weakening the assumptions of symmetry required for the classical
reflection principle to work. We call this method a weak reflection
principle and show that it provides solutions to many problems for
which the classical reflection principle is typically used. In addition,
unlike the classical reflection principle, the new method works for a
much larger class of stochastic processes which, in particular, do not
possess any strong symmetries. Here, we review the existing results
which establish the weak reflection principle for a large class of time-
homogeneous diffusions on a real line and then proceed to extend this
method to the Le´vy processes with one-sided jumps (subject to some
admissibility conditions). Finally, we demonstrate the applications of
the weak reflection principle in financial mathematics, computational
methods and inverse problems.
1. Introduction.
1.1. Classical reflection principle and its applications. We start with a
brief review of the classical reflection principle for Brownian motion. Denote
by Bx the Brownian motion on a real line, started form x. Given arbitrary
levels U > 0 and K <U , we can compute the joint distribution of Bt =B
0
t
and its running maximum Mt = supu∈[0,t]Bu as follows:
P(Bt ≤K,Mt >U)
= P(Bt−TU+TU ≤K,TU < t) = P(BUt−TU ≤K,TU < t)
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(1)
= P(2U −BUt−TU ≤K,TU < t) = P(Bt ≥ 2U −K,Mt >U)
= P(Bt ≥ 2U −K),
where TU is the first hitting time of U by B, and B
U
s =BTU+s. The above
formula first appeared in the work of Bachelier [1], followed by a more rigor-
ous treatment, for example, by Le´vy [16]. Notice that the above derivations
are based on the following well-known properties of Brownian motion:
• Strong Markov property : BTU+t − BTU is a standard Brownian motion
(started from zero), independent of FTU (where the filtration is generated
by B).
• Continuity : since the paths of B are continuous, BTU = U , and in view of
the above, BTU+t is a Brownian motion started from U and independent
of FTU .
• Symmetry : the distribution of BUt is symmetric with respect to the initial
level U , that is, Law(BUt ) = Law(2U −BUt ).
We will come back to the above observations in the next subsection, but
first let us outline several applications of the classical reflection principle.
One obvious application is the computation of the joint distribution. Since
the marginal distribution of a Brownian motion is available in closed form,
the above formula gives us a closed form expression for the joint distribution
of the process and its running maximum, at any given time. A more subtle
application, which requires the use of reflection principle itself (rather than
the resulting formula for the joint distribution) comes from financial math-
ematics. Namely, the reflection principle turns out to be very useful in the
problem of hedging barrier options. To simplify the notation, throughout
the rest of the paper, we consider U = 0. Let us assume that the risk-neutral
evolution of the underlying is described by a Brownian motion Bx started
from x ≤ 0 (we assume no discounting). Consider an up-and-out option,
written on this underlying, with a terminal payoff function h, such that
supp(h)⊂ (−∞,0). The payoff of such barrier option, at the time of matu-
rity T , is given by
h(BxT )1{supu∈[0,T ]Bxu<0}.
To find the price of the option, we need to compute the expectation of the
above random variable. This problem can be solved by applying the for-
mula for the joint distribution of (BT , supu∈[0,T ]Bu), given in (1). However,
making use of the reflection principle itself, we can obtain more than just a
price: in fact, we can find a static hedging strategy for a given barrier option
via the European-type ones. Recall that a European-type option pays, at
the time of maturity, a certain function of the terminal value of the under-
lying. Hence, we need to find a function G, such that up until hitting the
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barrier, the price of the target barrier option coincides with the price of a
European-type option with maturity T and payoff G(BxT ),
E(h(BxT )1{supu∈[0,T ]Bxu<0}|Ft∧T0) = E(G(BxT )|Ft∧T0),
where the filtration is generated by Bx, and T0 is the first hitting time of
zero by Bx. In fact, due to the tower property, it is enough to ensure that
the above identity holds for t= T . To do this, we consider two cases: T0 ≥ T
and T0 < T . In the first case, the above equation reduces to
h(BxT )1{BxT<0} =G(B
x
T )1{BxT<0},
which yields that, below the barrier, the payoff function G has to coin-
cide with h: G(z)1{z<0} = h(z). Thus we can search for G in the form
G(z) = h(z) − g(z), where supp(g) ⊂ (0,∞). Considering the second case,
and making use of the strong Markov property and continuity of B, we
obtain
(Eh(B0τ )− Eg(B0τ ))τ=T−T∧T01{T0<T} = 0,(2)
where B0s = B
x
T0+s
is a new Brownian motion started from zero, which is
independent of FT0 . We emphasize that the main difficulty in finding g that
satisfies (2) is the requirement that h and g have supports on the opposite
sides of the barrier U = 0. In the case of a Brownian motion, we can make
use of its symmetry, to conclude that the function g(z) = h(−z) fulfills (2).
In fact, such choice of g satisfies
E(h(B0t )) = E(g(B
0
t )) for all t > 0,(3)
which is sufficient for (2) to hold. Thus G(z) = h(z)− h(−z) is the solution
to the static hedging problem.
It is worth mentioning that the solution to the integral equation (3) has
an interpretation through the partial differential equations (PDEs). Namely,
a function g that satisfies (3) and has support in [0,∞) provides a solution
to the following inverse problem: assume that the function h, with support
in (−∞,0], serves as the initial condition to the following heat equation:{
∂tu−∆u= 0, x ∈R, t > 0,
u(x,0) = h(x).
(4)
The Feynman–Kac formula implies that u(x, t) = Eh(Bxt ). Then it follows
from (3) that replacing h with g, we obtain a solution to (4) which coin-
cides with the original solution at x = 0, for all t > 0. Next, assume that
the initial condition in (4) has an arbitrary support in R. The above ob-
servation implies that we can modify this initial condition (only) in [0,∞),
to ensure that the resulting solution is zero at x= 0, for all t > 0. One can
think of the initial temperature distribution, which we only control on the
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positive half line, and only at the initial time. The goal is then to ensure that
the temperature at x = 0 remains zero at all times. Of course, in the case
of a Brownian motion, the solution to this problem is obvious due to the
symmetry of the system, g(x) = h(−x). Equivalently, this follows from the
symmetry of the associated heat equation: its first order coefficient is zero,
and the second order coefficient is constant, which corresponds to constant
heat conductivity at all points of the real line. However, a similar problem
can formulated for diffusion processes that do not posses any symmetries.
In this case, the Laplace operator in (4) is replaced by a more general el-
liptic operator, whose coefficients may not possess the desired symmetries
(e.g., this corresponds to nonconstant and asymmetric heat conductivity).
Although the straightforward approach does not work in this case, the weak
symmetry mapping, introduced in the next section, allows us to solve this
problem.
1.2. Weak reflection principle. From the above description of the clas-
sical reflection principle, it is easy to see that this method continues to
work if we substitute the assumptions of strong Markov property, continu-
ity and symmetry with the following: for any t > 0, the conditional distri-
bution of BTU+t, given FTU , is symmetric with respect to the initial level
U . Thus the key property is the symmetry of the underlying stochastic pro-
cess. The strong Markov property and continuity are only needed to pass
from the conditional distributions to the unconditional ones. This observa-
tion immediately yields several extensions of the classical reflection prin-
ciple. First, it is well known that the reflection principle also works for
an exponential of a Brownian motion. Indeed, for any monotone continu-
ous function F , defined on a real line, the process F (Bx) is still strongly
Markov and continuous. Assuming the range of F contains U = 0, we con-
clude that the random variable Xt = F (B
V
t ), with V = F
−1(0), has the
same distribution as F (2V − F−1(Xt)) = F (2V −BVt ). Moreover, the func-
tion x 7→ F (2V − F−1(x)) maps (−∞,0] into [0,∞), and vice versa. Then,
for any function h, with support in the negative half line, the function
g(x) = h(F (2V − F−1(x)))
has support in the positive half line and solves the desired integral equation
Eh(Xt) = Eh(F (B
V
t )) = Eh(F (2V −BVt )) = Eg(Xt) for all t > 0.
In general, we say that a real-valued stochastic process X , with X0 = 0,
possesses a strong symmetry (with respect to zero) if there exists a mapping
S :R→ R, such that xS(x) ≤ 0, for all x ∈ R, and Law(S(Xt)) = Law(Xt),
for all t > 0. Then, for any given function h, with support on one side of
zero, the target equation
Eh(Xt) = Eg(Xt) for all t > 0,
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has the solution g(x) = h(S(x)), and the function g has support on the
opposite side of zero. Thus the reflection principle can be extended easily
to any strong Markov process that possesses a strong symmetry and does
not jump across the barrier U = 0. In particular, it holds for any diffusion
martingale whose coefficient is an even function, since any such process
possesses a strong symmetry, with S :x 7→ −x.
However, the assumption of the existence of a strong symmetry excludes
many processes important for applications (some of these examples are dis-
cussed in [8]). In the present paper, we develop a weak formulation of the
reflection principle, which can be applied to a large class of stochastic pro-
cesses that do not posses any strong symmetries. This new formulation,
albeit weaker than the standard one, is sufficient to solve the problems out-
lined in Section 1.1. Herein, we restrict our analysis to the strong Markov
processes which do not jump across the given upper (lower) barrier from
below (above). Then, in view of the above discussion, it suffices to consider
the unconditional, as opposed to conditional, distributions of the process.
Consider a stochastic process X , defined on a real line and started from
zero. Consider two spaces, B− and B+, consisting of all Lebesgue measur-
able functions h, such that h(Xt) has finite expectation, for all t≥ 0, and if
h ∈ B−, then h has support in (−∞,0], while if h ∈ B+, then h has support
in [0,∞). We say that X possesses an upper weak symmetry (with respect to
zero)2 if there exists a mapping W+ from a space of test functions B−0 ⊂B−
into B+, such that
Eh(Xt) = E(W
+h(Xt)) for all t > 0,
for any h ∈ B−0 . Analogously, one can define the lower weak symmetry, along
with the mapping W− :B+0 →B−. We do not insist on a particular choice of
the spaces of test functions B±0 , but, in what follows, we choose the spaces
that include all smooth functions with compact support. We will refer to
W
± as the weak symmetry mapping, although one should remember that in
the present setting, the specific form of the symmetry may vary significantly
depending on the underlying process X . For example, if the distribution of
Xt is not symmetric with respect to zero, the image of a piece-wise linear
function may be a curve with nonzero curvature at every point. Thus the
weak reflection principle consists of the application of the strong Markov
property, the (semi-) continuity and the weak symmetry mapping W±.
It is worth mentioning that there is a particular choice of weak symmetry
that has received a lot of attention in the existing literature.3 This sym-
metry is related to the geometric Brownian motion with drift. Notice that
2Similarly, one can define the weak symmetry with respect to any level U .
3We thank the anonymous referee for pointing this out.
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a Brownian motion with a constant (nonzero) drift does not possess any
strong symmetries, and neither does its exponential—the geometric Brown-
ian motion—which is the main component of the celebrated Black–Scholes–
Merton model. Nevertheless, Carr and Chou [6] eliminate the drift by a
Girsanov change of measure and derive the following relation:
E
(
f
(
ST
ST∧τ
)∣∣∣FT∧τ
)
= E
((
ST
ST∧τ
)α
f
(
ST∧τ
ST
)∣∣∣FT∧τ
)
,(5)
which holds for any (admissible) function f , with S being a geometric Brow-
nian motion and τ being the first hitting time of a (strictly positive) barrier.
The value of α is given explicitly via the drift and volatility of S. Relation
(5) is extended to an arbitrary stopping time τ in [7], where it is also shown
that (5) still holds if S is given by a geometric Brownian motion run on
an independent continuous stochastic clock. The equivalent formulations of
(5), and the additional properties of stochastic processes S that satisfy this
relation are established in [20]. Finally, the authors of [17] and [18] further
develop the analysis of (5), which they call the (quasi) self-duality, in the
case when S is a Le´vy process and in the multivariate case. It is important
to observe that, in fact, (5) specifies a weak symmetry mapping associated
with X = log(S). To see this, assume that X is a strongly Markov process,
which does not jump across the barrier from below (resp., above), and that
τ is the first time when S = exp(X) hits a given upper (resp., lower) bar-
rier. Without loss of generality, we can also assume that the barrier is equal
to one and that f has support in (0,1) [resp., (1,∞)]. Then, repeating the
derivation of (2), we conclude that
Ef(exp(Xt)) = E(e
αXtf(exp(−Xt))) for all t > 0,
is a sufficient condition for (5) to hold, which also becomes necessary if the
distribution of τ has full support in (0,∞). Thus, in a Markovian setting,
(5) can be viewed as the following weak symmetry mapping:
W
±h(x) = eαxh(−x).(6)
It is shown in [7, 17, 20] and [18] that many popular stochastic processes
admit (6) as the weak symmetry mapping. However, it is also easy to see (cf.
[8]) that there are many important Markov processes whose weak symmetry
mapping is different from (6) and cannot be obtained as a composition of
the right-hand side of (6) with a monotone function of x; this extension
of (6) is studied in [7]. Therefore, in the present paper, we do not focus
on the properties of stochastic processes X which admit the particular weak
symmetry mapping (6). Instead, we show in Theorem 1 that any Le´vy process
with one-sided jumps (subject to some regularity assumptions) possesses a
weak symmetry, which is given by (32) and does not have to coincide with
(6).
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Remark 1. Having established the weak reflection principle for a Markov
process X , with the weak symmetry mapping W±, one can easily extend
it to the process that arises as an independent continuous stochastic time
change of X , with the same W±. This observation is made, for example, in
[7] for the particular choice of weak symmetry mapping (6), but, of course,
it remains valid for an arbitrary W±.
Next, let us demonstrate that the weak reflection principle provides so-
lutions to the problems outlined in Section 1.1, for a class of processes that
may not posses any strong symmetries. Without loss of generality, we focus
on the weak reflection principle with an upper barrier. Namely, assuming
that the process X , with X0 = 0, is strongly Markov, that it does not jump
across the barrier U = 0 from below and that it possesses the upper weak
symmetry W+, we propose the following applications of our method.
First of all, the weak reflection principle allows us to solve the static
hedging problem in a model where S = Xx is the underlying, with Xx0 =
x ≤ 0. Namely, for any admissible function h, with support in (−∞,0), at
any time up until and including the time when S hits 0, the price of a
European-type option with maturity T and the payoff h(ST )−W+h(ST ) is
given by
E(h(ST )−W+h(ST )|Ft∧T0)
= E(E((h(ST )−W+h(ST ))1{T0<T}|FT∧T0)|Ft∧T0)
+E(E((h(ST )−W+h(ST ))1{T0≥T}|FT∧T0)|Ft∧T0)
(7)
= E((Eh(Xsτ )−EW+h(Xsτ ))τ=T−T∧T0,s=ST∧T01{T0<T}|Ft∧T0)
+E(h(ST )1{T0≥T}|Ft∧T0)
= E(h(ST )1{supt∈[0,T ] St<0}|Ft∧T0),
which coincides with the price of an up-and-out barrier option with the
terminal payoff function h. In the above, Xs is a copy of the original Markov
process which is independent of FT∧T0 . Then, the second equality follows
from the strong Markov property of S and the fact thatW+h is supported in
[0,∞). The last equality, in turn, follows from the continuity of the running
maximum of S (which implies ST0 = 0) and the definition of W
+h as the
image of h under the weak symmetry mapping. Thus, in order to offset
the risks associated with holding an up-and-out barrier option with the
terminal payoff function h (i.e., hedge the barrier option), one needs to sell
the European-type option with the payoff function h−W+h, and buy it back
(at a zero price) when, and if, the underlying hits 0. The static hedge payoff
corresponding to the up-and-out put option [i.e., with h(x) = (K − x)+] is
computed in Section 3 for a particular choice of Le´vy process X .
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The weak reflection principle can also be used to express the joint distri-
bution of the process and its running maximum via the marginal distribution
of the process. Assuming again that S =Xx with Xx0 = x≤ 0, we make use
of (7), to obtain, for any K < 0,
P
(
ST ≤K, sup
t∈[0,T ]
St ≥ 0
)
= EhK(ST )−E(hK(ST )1{supt∈[0,T ] ST<0})
(8)
= EW+hK(ST ),
with hK = 1(−∞,K].4 It is worth mentioning that, unlike the static hedging
problem, the computation of the joint law of a process does not require the
knowledge of the image of h under the weak symmetry mapping. Indeed,
we only need to know the integral of W+h with respect to the distribution
of ST . As a result, even though in certain cases it may be advantageous to
use (8) for the computation of the joint law, this application does not fully
utilize the power of the weak reflection principle. In Section 3, we present
the numerical implementation of (8) for a particular choice of Le´vy process
X , and discuss the complexity of this method relative to the existing ones;
cf. [13–15, 19] and references therein.
Provided that the Markov process X has a partial (integro-) differential
equation, or P(I)DE, associated with it (which is the case for diffusions and
Le´vy processes), the weak symmetry mapping W+ allows us to solve the
inverse problem associated with this equation. This problem is described
briefly at the end of Section 1.1, in the context of diffusion processes (Brow-
nian motion, in particular). Note that the weak reflection principle allows
us to solve this inverse problem even when the associated equation does not
possess any symmetries. Section 3 provides a more detailed discussion of
this application for a particular choice of Le´vy process X .
1.3. Prior results. In view of the strong Markov assumption, it is natural
to formulate the problem of weak symmetry for jump-diffusions. In [8], the
weak symmetry mapping is constructed for a class of diffusion processes
whose coefficients are only required to satisfy some regularity conditions
and do not have to be symmetric. Namely, consider a diffusion process given
by
dXt = µ(Xt)dt+ σ(Xt)dBt,
where B is a Brownian motion. We assume that infx∈R σ(x)> 0, the func-
tions µ and σ belong to C3(R), the functions themselves and their first
4There is a subtlety hidden in equation (8). Namely, due to the discontinuity of hK ,
its weak symmetry image may be a generalized, rather than classical, function. Thus, the
right-hand side of (8) should be understood as the action of W+hK on the density of ST .
Section 3 shows how to make this interpretation rigorous.
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three derivatives have finite limits at −∞, and, for any k = 1,2,3, the func-
tions e(3−k)x|µ(k)(x)| and e(3−k)xσ(k)(x) are bounded over all x > 0. Then
Theorem 2.8 in [8] provides an explicit integral representation for the weak
symmetry mapping associated with X . For the sake of completeness, we
present a simplified corollary of this theorem here.
Proposition 1 (Carr and Nadtochiy [8]). Let X be as above, and let
h be a once weakly differentiable function, with support in (−∞,0), such
that its derivative is locally integrable and has a modification with finite
variation over (−∞,0). Then there exists a continuous and exponentially
bounded function g, with support in (0,∞), such that
Eh(Xt) = Eg(Xt) for all t > 0.(9)
Moreover, for any large enough γ > 0, the function g can be computed as
follows:
g(x) =
2
pii
∫ γ+i∞
γ−i∞
wψ1(x,w)
∂xψ1(0,w)− ∂xψ2(0,w)
×
∫ 0
−∞
ψ1(z,w)
σ2(z)
exp
(
−2
∫ z
0
µ(y)
σ2(y)
dy
)
h(z)dz dw,
where ψ1 and ψ2 are the fundamental solutions of the associated Sturm–
Liouville equation
1
2
σ2(x)
∂2
∂x2
ψ(x,w) + µ(x)
∂
∂x
ψ(x,w)−w2ψ(x,w) = 0,(10)
determined uniquely, for all complex w with large enough Re(w)> 0, by the
following conditions: ψ1(·,w) is square integrable on (−∞,0), ψ2(·,w) is
square integrable on (0,∞) and ψ1(0,w) = ψ2(0,w) = 1.
The above result shows that any regular enough diffusion possesses a
weak symmetry given by an explicit integral transform. Of course, in order
to implement this transform numerically, one needs to know the fundamental
solutions of the associated Sturm–Liouville equation. These functions can be
approximated efficiently by expanding them into power series of w; cf. [21].
Alternatively, one can notice that if µ≡ 0 and σ is piecewise constant, then
ψi’s are piecewise linear-exponential (linear combinations of exponentials).
Thus we can approximate any function σ with the piecewise constant ones,
then compute ψi’s in closed form, and finally, obtain g via numerical integra-
tion. Examples of functions g corresponding to a piecewise linear function
h can be found in [8].
The remainder of this paper is organized as follows. Section 2.1 intro-
duces the notation, states the main assumptions and formulates the weak
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symmetry problem for spectrally-negative Le´vy processes. Section 2.2 con-
tains the technical lemmas needed for the proof of the main results, which
are given in Section 2.3. Theorem 1 provides the weak symmetry mapping
for spectrally-negative Le´vy processes, and Corollary 2 addresses the com-
putational aspects. Finally, Section 3 illustrates the applications of the weak
reflection principle, for a particular choice of the Le´vy process, and Section 4
summarizes the results and outlines the future research directions.
2. Weak symmetry of spectrally negative Le´vy processes.
2.1. Problem formulation. Consider a Le´vy process (Xt)t≥0, given by its
initial condition X0 = 0 and the Laplace exponent ψ,
ψ(λ) = µλ+
σ2
2
λ2 +
∫ 0
−∞
(eλx − 1− λx)Π(dx),(11)
where Π is the Le´vy measure of X , and
EeλXt = etψ(λ),
for all complex λ for which both sides of the above equation are well defined.
To make sure that the above expressions are well defined, at least, for all λ
with positive real part, as well as to simplify some of the derivations that
follow, we make the following assumption on the Le´vy triplet (µ,σ,Π).
Assumption 1. We assume that µ ∈ R, σ > 0 and that Π is a σ-finite
Borel measure on (−∞,0), satisfying∫ 0
−∞
x2Π(dx)<∞ and
∫ −1
−∞
|x|e−ζxΠ(dx)<∞,
with some ζ ≥ 0.
The process X is called spectrally negative because it is only allowed
to have negative (i.e., downward) jumps; cf. [15]. The reason for such a
restriction is that the process must not jump across the upper barrier in
order for the weak reflection principle to hold. Of course, in the case of a
lower barrier, one needs to consider X with positive jumps only.
Our goal is to construct a weak symmetry mapping for the process X .
Namely, for any given admissible function h :R→R, with supp(h)⊂ (−∞,0),
we would like to find a measurable function g :R→R, with supp(g)⊂ [0,∞),
such that
Eh(Xt) = Eg(Xt) ∀t > 0.(12)
To ensure that the expectation of h(Xt) is well defined, we need to make
some additional assumptions on h and Π.
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Assumption 2. We assume that supp(h)⊂ (−∞,0) and that there ex-
ists hˆ ∈ L1(R), such that the function x 7→ eζxh(x), defined for all x ∈ R, is
a Fourier transform of hˆ (with ζ given in Assumption 1).5
Taking the Laplace transform with respect to t on both sides of (12), we
obtain
E
∫ ∞
0
e−λth(Xt)dt= E
∫ ∞
0
e−λtg(Xt)dt.(13)
Assumption 2 implies that
E
∫ ∞
0
e−λt|h(Xt)|dt≤
∫ ∞
0
e−λtEe−ζXt dt
(14)
=
∫ ∞
0
e−(λ−ψ(−ζ))t dt <∞
holds for all real λ > ψ(−ζ)∨0. Due to the uniqueness of the Laplace inverse,
our problem is equivalent to the following: find a measurable function g :R→
R, with supp(g)⊂ [0,∞), such that (13) holds for all large enough λ > 0.
Next, recall that the Laplace transform in time of the expectation of a
function of a Markov process is given by the value of an integral operator,
called the resolvent operator, applied to this function. In particular, as fol-
lows, for example, from Theorem 2.7 in [15], for the spectrally negative Le´vy
process X , we have
E
∫ ∞
0
e−λtf(Xt)dt=
∫
R
(Φ′(λ)e−Φ(λ)x −W λ(−x))f(x)dx,
which holds for any measurable function f for which the integral on the
left-hand side is absolutely convergent, with
Φ(λ) := sup{q ≥ 0 :ψ(q) = λ}, λ≥ 0
and with W λ being the λ-scale function of X . Recall that, for every real
λ≥ 0, the λ-scale function W λ :R→ [0,∞) is uniquely defined as the right-
continuous function that takes value zero in (−∞,0) and satisfies∫
R
e−wxW λ(x)dx=
1
ψ(w)− λ,
for all w≥Φ(λ). For further details on the theory of scale functions, we refer
the reader to [15] and the references therein. Thus (13) is equivalent to∫ ∞
0
Φ′(λ)e−Φ(λ)xg(x)dx=Υ(λ),
5We use the convention that Assumptions 1 and 2 hold for all the subsequent deriva-
tions, except the statements of lemmas, theorems and corollaries, where all assumptions
are stated explicitly.
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where
Υ(λ) := E
∫ ∞
0
e−λth(Xt)dt=
∫ ∞
0
(Φ′(λ)eΦ(λ)x −W λ(x))h(−x)dx.(15)
Notice that ψ is continuous and strictly increasing on (|µ|/σ2,∞), exploding
at infinity. Hence, we can change the variables in the above equations to
obtain an equivalent formulation of the problem. Namely, we search for
a measurable function g, such that, for all large enough real λ > 0, the
following holds: ∫ ∞
0
e−λxg(x)dx= ψ′(λ)Υ(ψ(λ)),(16)
with
ψ′(λ)Υ(ψ(λ)) =
∫ ∞
0
(eλx −ψ′(λ)Wψ(λ)(x))h(−x)dx.(17)
Notice that the weak symmetry problem (16) now looks exactly like the
Laplace transform inversion. However, there is a major difference. In the
classical problem of inverting a Laplace transform, we typically know that
the right-hand side is a Laplace transform of some function, and we need to
find a mapping that would recover this function. In the present case, we need
to prove that ψ′(λ)Υ(ψ(λ)) is, indeed, a Laplace transform of some function
g, which is not obvious a priori. In addition, we need to propose a method
to recover g. Of course, there exist several methods for inverting the Laplace
transform; cf. [10, 22]. However, the conditions that are required for some of
these methods to succeed are expressed through the original function (in our
case, g), rather than the transformed one [in the present case, ψ′(λ)Υ(ψ(λ))].
Since, a priori, we know very little about function g (e.g., we do not even
know if it exists), we cannot apply any of the existing results on the Laplace
transform inversion to solve the weak symmetry problem. Instead, we will
show, by hand, that the desired function g exists and that it can be recovered
via the classical Bromwich integral; cf. [10].
2.2. A priori estimates. In this subsection, we establish the analytic
continuation of ψ′(λ)Υ(ψ(λ)) to a complex half plane of the form HR =
{w :Re(w)>R} and provide some useful estimates of its absolute value.
Remark 2. Notice that Υ(λ) can be easily extended to a half plane HR,
via its probabilistic representation given by the first identity in (15). How-
ever, under the change of variables λ 7→ ψ(λ), the half plane transforms into
a smaller domain which is not sufficient for our purposes. To obtain an ana-
lytic extension of Υ(ψ(λ)), one would need the probabilistic representation
in (15) to hold in a domain where the real part of λ is unbounded from be-
low, which is usually impossible. More precisely, the conditions that function
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h has to satisfy, in order for the probabilistic representation in (15) to hold
in the desired domain, are extremely restrictive and rather implicit. For ex-
ample, if X is a martingale, these conditions exclude all convex functions h,
except zero. In addition, even for those functions h for which the probabilis-
tic representation in (15) holds in the desired domain (although we do not
know how to characterize this set explicitly), the standard estimates do not
provide sufficient information about the asymptotic behavior of Υ(ψ(λ)), as
|λ| →∞, which is needed to solve the weak symmetry problem (16).
Alternatively, one might be tempted to use the analytic continuation of
Wψ(λ) to extend Υ(ψ(λ)) to a complex half plane via (17). Indeed, it is well
known (cf. [15]) that W λ can be extended analytically to the entire complex
plane. However, to the best of our knowledge, there exist no estimates of
this extension [more precisely, we need an estimate of eλx−ψ′(λ)Wψ(λ)(x)],
which, in particular, would guarantee that the integral on the right-hand
side of (17) is well defined for all λ in a half plane HR. In fact, it is easy to
construct an example of a Le´vy process whose infinitesimal generator has a
nontrivial spectrum, and hence the integral on the right-hand side of (17) is
not well defined for some λ.
The difficulties described above explain why we are forced to construct the
analytic continuation of Υ(ψ(λ)), and investigate its asymptotic behavior,
by hand.
It turns out that Fourier transform offers a natural way to obtain the
desired analytic continuation. Recall that, due to Assumption 2,
h(x) = e−ζx
∫
R
e−ixzhˆ(z)dz.
Making use of (14), we apply Fubini’s theorem to obtain
ψ′(λ)Υ(ψ(λ))
=
∫ ∞
0
(eλx −ψ′(λ)Wψ(λ)(x))h(−x)dx(18)
=
∫
R
∫ ∞
0
(eλx − ψ′(λ)Wψ(λ)(x))e(ζ+iz)x dx hˆ(z)dz,
for all large enough real λ > 0. Our next goal is to extend the above repre-
sentation to a complex half plane HR and estimate its absolute value from
above. Let us analyze the inner integral on the right-hand side of (18). Notice
that it can be viewed as∫ ∞
0
(eλx −ψ′(λ)Wψ(λ)(x))e−wx dx,
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evaluated at w=−ζ − iz. For λ > |µ|/σ2 and w ∈ (λ,∞), the above integral
can be computed explicitly. Using the definition of the scale function Wψ(λ)
(cf. [15]), we obtain∫ ∞
0
(eλx −ψ′(λ)Wψ(λ)(x))e−wx dx
=
∫ ∞
0
eλx−wx dx− ψ′(λ)
∫ ∞
0
e−wxWψ(λ)(x)dx
(19)
=
1
w− λ −
ψ′(λ)
ψ(w)− ψ(λ)
=
ψ(w)−ψ(λ)−ψ′(λ)(w− λ)
(w− λ)2
w− λ
ψ(w)− ψ(λ) .
The right-hand side of the above is analytic everywhere in w ∈ H−ζ =
{w :Re(w) > −ζ}, except, possibly, the zeros of ψ(w)− ψ(λ), where it has
poles (on every compact, there is at most a finite number of such points).
The left-hand side of the above is analytic in H−ζ (we can differentiate with
respect to w inside the integral, and the resulting expression is bounded,
uniformly over w, by an absolutely integrable function of x). Therefore, the
right-hand side, in fact, does not have any poles in H−ζ , and the above equal-
ity holds for all w ∈H−ζ . By continuity, the equality holds at w =−ζ − iz∫ ∞
0
(eλx −ψ′(λ)Wψ(λ)(x))e(ζ+iz)x dx
(20)
=
ψ′(λ)
ψ(λ)−ψ(−ζ − iz) −
1
λ+ ζ + iz
,
for all large enough real λ > 0. Next, we need to estimate the absolute value
of the right-hand side of the above. To do this, we will use the following
lemmas, which are also crucial for the proofs of the main result. These
lemmas describe the asymptotic behavior of 1/(ψ(λ) − ψ(−ζ − iz)), and
they can be viewed as the core technical result of the paper. Their proofs
are given in Appendix A.
Lemma 1. Let Assumption 1 hold. For all u, z ∈R and v > 0, we have
Im(ψ(v + iu)− ψ(−ζ − iz)) = µ(u+ z) + (vu− zζ)σ2 + o(uv)
+ sign(u)|o(u2)|+ sign(z)|o(z2)|+ o(z),
where we denote by o(f(u, v, z)) any function of (u, v, z), such that o(f(u, v,
z))/f(u, v, z) is absolutely bounded over all u, z ∈ R and v > 0, and it con-
verges to zero, as |f(u, v, z)| →∞.
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Lemma 2. Let Assumption 1 hold. For all u, z ∈R and v > 0, we have
Im(ψ(v + iu)− ψ(−ζ − iz)) = µ(u+ z) + (vu− zζ)σ2 + o(uv) + o(z2 − u2)
+ sign(z + u)|o((z + u)2)|+ o(z),
where o(f(u, v, z)) has the same meaning as in Lemma 1.
Lemma 3. Let Assumption 1 hold. For all u, z ∈R and v > 0, we have
Re(ψ(v + iu)−ψ(−ζ − iz)) = µ(v+ ζ) + (v2 + z2 − u2)σ2/2 + o(z2 − u2)
+ |o(uv)|+ |o(v2)|+ o(z) + o(1),
where o(f(u, v, z)) has the same meaning as in Lemma 1.
Lemma 4. Let Assumption 1 hold. For any ε ∈ (0,1), there exist R1 > 0,
R2 > 0, c1 > 0 and c2 > 0, such that the inequality
|ψ(v + iu)−ψ(−ζ − iz)| ≥ c1v(|z|+ v)1{||u|−√z2+v2|≤εv}
+ c2|u2 − (z2 + v2)|1{||u|−√z2+v2|>εv}
holds for all u, v, z ∈R, with v > R1 and |z|>R2.
Lemma 5. Let Assumption 1 hold. There exists a constant R1 > 0, such
that, for any v > R1, there exist R2 = R2(v) > 0, R3 = R3(v) > 0 and c =
c(v)> 0, such that the inequality
|ψ(v + iu)−ψ(−ζ − iz)|2 ≥ c((z2 − u2)2 + z2),
holds for all u, z ∈R, with |z|>R2 and |u|>R3.
The following lemma makes use of the above results to show that the
right-hand side of (20) is absolutely integrable with respect to hˆ(z)dz, even
for complex λ.
Lemma 6. Let Assumption 1 hold. Then there exist constants c and R1,
such that the following holds, for all u ∈R, all v ≥R1 and all hˆ ∈ L1 ∪ L2:
ψ(v + iu) 6= ψ(−ζ − iz), for all z ∈R and
∫
R
∣∣∣∣ ψ
′(v+ iu)
ψ(v + iu)−ψ(−ζ − iz) −
1
v+ iu+ ζ + iz
∣∣∣∣|hˆ(z)|dz
(21)
≤ c|v + iu|(‖hˆ‖L1(R) ∧ ‖hˆ‖L2(R)).
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Proof. Fix arbitrary ε ∈ (0,1). Lemma 4 yields that there exist R1,R2 >
0 and ci’s, such that the following estimates hold, for all u ∈ R, all v ≥ R1
and all |z| ≥R2:∣∣∣∣ 1ψ(v + iu)−ψ(−ζ − iz)
∣∣∣∣
2
≤ c1
v2(|z|+ v)21{||u|−
√
z2+v2|≤εv} +
c2
ε2v2(v2 + z2)
1{||u|−√z2+v2|>εv}(22)
≤ c3
(1 + |z|)2 .
It is also easy to see [by a direct examination of (11)] that, for all large
enough |λ|, such that Re(λ)≥−ζ , we have
|ψ′′(λ)| ≤ c4, |ψ′(λ)| ≤ c5|λ|, c6|λ|2 ≤ |ψ(λ)| ≤ c7|λ|2,(23)
with some strictly positive constants ci. Collecting the above and possibly
increasing R1, we obtain∫
R
∣∣∣∣ ψ
′(v+ iu)
ψ(v+ iu)− ψ(−ζ − iz) −
1
v+ iu+ ζ + iz
∣∣∣∣|hˆ(z)|dz
≤ c8|v+ iu||v+ iu|2 −R22
∫
|z|≤R2
|hˆ(z)|dz
+
∫
|z|>R2
∣∣∣∣ ψ
′(v+ iu)
ψ(v + iu)− ψ(−ζ − iz)
∣∣∣∣|hˆ(z)|dz
+
∫
R
∣∣∣∣ 1v+ iu+ ζ + iz
∣∣∣∣|hˆ(z)|dz
≤ c8|v+ iu||v+ iu|2 −R22
∫
|z|≤R2
|hˆ(z)|dz + c9|v+ iu|
∫
|z|>R2
1
1 + |z| |hˆ(z)|dz
+ c10
∫
R
1
v+ ζ + |z + u| |hˆ(z)|dz,
which yields (21), after an application of the Cauchy inequality. 
Recall that, due to equations (18) and (20), the representation
ψ′(λ)Υ(ψ(λ)) =
∫
R
(
ψ′(λ)
ψ(λ)− ψ(−ζ − iz) −
1
λ+ ζ + iz
)
hˆ(z)dz(24)
is well defined and holds for all large enough real λ > 0. Lemma 6 shows that
the right-hand side of the above is well defined for all λ ∈HR1 = {λ :Re(λ)>
R1}, with R1 > 0 given in Lemma 6. In fact, it is easy to deduce that the
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right-hand side of (24) is analytic in HR1 . To see this, first notice that the in-
tegrand in (24) is analytic in λ ∈HR1 (as the denominators cannot vanish).
Then differentiate, formally, inside the integral, and apply the same esti-
mates as in the proof of Lemma 6 to show that the integral of the derivative
is absolutely convergent, for any λ ∈HR1 . Thus we have proved the following
corollary.
Corollary 1. Let Assumptions 1 and 2 hold, and let R1 > 0 be the
constant appearing in Lemma 6. Then the function λ 7→ ψ′(λ)Υ(ψ(λ)) [de-
fined in (17), for all large enough real λ > 0] can be extended analytically to
HR1 = {λ :Re(λ)>R1} via (24).
2.3. Main results. Now, we have everything we need to solve the weak
symmetry problem (16). First, for any r > 0, we introduce the following
function of x ∈R:
gr(x) =
1
2pi
∫ r
−r
e(γ+iu)x
∫
R
(
ψ′(γ + iu)
ψ(γ + iu)−ψ(−ζ − iz)
(25)
− 1
γ + iu+ ζ + iz
)
hˆ(z)dz du,
with a large (but fixed) constant γ > 0. To ensure that gr is well defined,
we assume that γ > R1, where R1 is the constant appearing in Lemma 6.
In this section, we show that gr has a limit g, as r→∞, and that g is the
weak symmetry image of h (as discussed in Section 1.2). However, before
we present the main result of the paper, we need to relax our assumptions
on function h. Notice that Assumption 2 excludes some functions h that
are important for applications, such as the indicator functions.6 Indeed, if
h= 1(−∞,K], then
hˆ(z) =
exp(K(ζ + iz))
2pi(ζ + iz)
,
which is not absolutely integrable over R. Nevertheless, the above function
belongs to L2(R), and the right-hand side of (25) is well defined for all
hˆ ∈ L1(R)∪L2(R), due to Lemma 6. Thus we extend the scope of our analysis
to include all functions h that satisfy the following assumption (which is a
strictly weaker version of Assumption 2).
Assumption 3. We assume that supp(h)⊂ (−∞,0) and that there ex-
ists hˆ ∈ L1(R) ∪ L2(R), such that the function x 7→ eζxh(x), defined for all
x ∈R, coincides almost everywhere with the Fourier transform of hˆ (with ζ
given in Assumption 1).
6We thank the anonymous referee for pointing this out.
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Recall that, in order to construct the weak symmetry image of h, we
need to consider the expectation of h(Xt). However, if hˆ ∈ L2(R), we cannot
guarantee that the expectation of h(Xt) is well defined: in this case, h may
not be locally bounded. Nevertheless, if Xt has a well-behaved density pt
[such that e−ζxpt(x) is square integrable over x ∈ R], the expectation of
h(Xt) is well defined since the associated integral
Eh(Xt) =
∫
R
(eζxh(x))(e−ζxpt(x))dx
is absolutely convergent, which follows from the Cauchy inequality. The
following discussion shows that pt does possess the desired properties and
in addition, provides some auxiliary constructions needed to formulate the
main result.
Denote by D the space of all functions f :R→R, which are 3 times con-
tinuously differentiable and satisfy
sup
x∈R
|ekxf (n)(x)|<∞, n= 0,1,2,3, k = 0,1,2 . . . .
We equip D with the topology generated by the above family of semi-norms
and consider D∗—the dual of D, consisting of all continuous linear func-
tionals on D. Using Fubini’s theorem, it is easy to see that gr ∈D∗, for any
r > 0. In addition, Assumption 1 implies that the marginal density pt of
Xt is well defined, for all t > 0. For any fixed t > 0 and k = 0,1,2, . . . , the
Fourier transform of x 7→ ekxpt(x) is given by∫
R
e−iuxekxpt(x)dx= Ee(k−iu)Xt = exp(tψ(k − iu)),(26)
which can be computed for all u ∈R as an analytic continuation of its values
in the domain u ∈ {−iy|y ∈ (k,∞)}, where the integral on the left-hand side
is a priori known to be absolutely convergent. Applying standard estimates
to the integral term in ψ(k + iu) [cf. (11)], we can easily deduce that
ψ(k + iu)∼−cu2, |u| →∞,(27)
where c is a positive constant. This, in particular, shows that the Fourier
transform of x 7→ ekxpt(x) belongs to the Schwartz space (i.e., the space of
infinitely smooth functions, decaying at ±∞ faster than any power). Using
the standard properties of Fourier transform, we conclude that x 7→ ekxpt(x)
belongs to the Schwartz space as well. In addition, we notice that relations
(26)–(27) hold for all k ≥−ζ , due to Assumption 1. Thus, we have proved
the following lemma.
Lemma 7. Let Assumption 1 hold. For any t > 0, we have pt ∈ D, and
the mapping x 7→ e−ζxpt(x) belongs to L1(R)∩ L2(R).
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Finally, we present the main result of this paper.
Theorem 1. Let Assumptions 1 and 3 hold, and let gr be given by (25),
with an arbitrary γ > R1, where R1 is the constant appearing in Lemma 6.
Then, the following holds.
• As r→∞, gr converges weakly to a generalized function g ∈ D∗, which
has support in [0,∞) and satisfies
〈g, pt〉= Eh(Xt) for all t > 0.
Moreover, there exist constants c1, c2 > 0, independent of hˆ, r and t, such
that, for all r > 0 and all t > 0, we have
|〈g − gr, pt〉| ≤ c1(‖hˆ‖L1(R) ∧ ‖hˆ‖L2(R))
∫ ∞
r
u exp(−c2tu2)du.(28)
• If, in addition, Assumption 2 holds, then the restriction of g to the in-
terval (0,∞) coincides with a continuous function, which has at most
exponential growth at infinity [i.e., |g(x)| is bounded by a constant times
an exponential, for all large enough values of x]. Moreover, there exists a
constant c > 0, independent of hˆ, r and x, such that, for all large enough
r > 0 and all x > 0, we have
|g(x)− gr(x)| ≤ ce
γx
x
(
1
r
‖hˆ‖L1(R) +
∫
|z|>r/2
|hˆ(z)|dz
)
.(29)
• If, in addition, Assumption 2 holds and∫ ∞
0
(∫
|z|>|u|
|hˆ(z)|dz
)2
du <∞,(30)
then g is locally integrable in R and continuous in R \ {0}, with at most
exponential growth at infinity, and
Eg(Xt) = Eh(Xt) for all t > 0.(31)
Remark 3. Notice that the uniqueness of function g, having support in
[0,∞) and satisfying (31), follows from the uniqueness of the Laplace inverse
and from equation (16), derived in Section 2.1.
The proof of the above theorem is given in Appendix B. Theorem 1 shows
that any spectrally negative Le´vy process X , satisfying Assumption 1, pos-
sesses an upper weak symmetry, with the space of test functions B−0 consist-
ing of all functions that satisfy Assumption 2. The associated weak symme-
try image transformation is given by
W
+h(x) = g(x)
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=
1
2pi
∫
R
e(γ+iu)x
∫
R
(
ψ′(γ + iu)
ψ(γ + iu)−ψ(−ζ − iz)(32)
− 1
γ + iu+ ζ + iz
)
hˆ(z)dz du.
To implement this transformation, one needs to find the Fourier inverse of
x 7→ eζxh(x) and evaluate the above integral numerically, by truncating the
domain of the integration
gr,R(x) =
1
2pi
∫ r
−r
e(γ+iu)x
∫ R
−R
(
ψ′(γ + iu)
ψ(γ + iu)− ψ(−ζ − iz)
(33)
− 1
γ + iu+ ζ + iz
)
hˆ(z)dz du,
and, then, consider r,R→∞. The next corollary provides the rate of con-
vergence of gr,R to g. Its proof is given in Appendix B.
Corollary 2. Let Assumptions 1 and 2 hold, and let gr,R be given
by (33), with an arbitrary γ > R1, where R1 is the constant appearing in
Lemma 6. Then, there exists a constant c > 0, independent of hˆ, r, R and
x, such that, for all large enough r,R > 0 and all x > 0, we have
|g(x)− gr,R(x)| ≤ ce
γx
x
(
1
r
‖hˆ‖L1(R) +
∫
|z|>(r/2)∧R
|hˆ(z)|dz
)
.(34)
3. Examples and implementation. Consider a Le´vy process X given by
the sum of a scaled Brownian motion and a negative Gamma process. In
other words,
Xt = σBt − Γt,(35)
where B is a standard Brownian motion, and Γ is a Gamma process with
parameters α > 0 and β > 0; cf. [4, 19]. In this case, the characteristic triplet
of X , as defined in (11), is given by(
µ=−β
α
,σ = σ,Π(dx) = β
e−α|x|
|x| 1(−∞,0)(x)dx
)
,
and in particular,
ψ(λ) =
1
2
σ2λ2 − β log
(
1 +
λ
α
)
.
Consider an up-and-out put option, with maturity T , strike K < 0 and
barrier 0, written on the underlying process S, which has the following
payoff:
(K − ST )+1{supt∈[0,T ] St<0}.
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Here, for simplicity, we assume that the underlying process S can take neg-
ative values. Assume that the risk neutral evolution of the underlying is
given by St = x +Xt, with some x ∈ (−∞,0) and with X given by (35).
Assume that we need to find a static hedging strategy for this barrier option
using the European-type options. Then, following the algorithm presented
in Sections 1.1 and 1.2, we need to construct the weak symmetry mapping
W
+ and apply it to the hockey-stick function h1(x) = (K − x)+. Note that
Assumption 1 is always satisfied for the process X , Assumption 2 holds with
any ζ ∈ (0, α) and (30) is satisfied. Indeed, it is easy to see that the inverse
Fourier transform of the function x 7→ eζxh(x) is given by
hˆ1(z) =
exp(K(ζ + iz))
2pi(ζ + iz)2
.
Therefore, we apply the last assertion of Theorem 1 and make use of (7) to
conclude that, at all times up until and including the first time when S hits
0, the price of up-and-out put option coincides with the price of a European-
type option, which has maturity T and the following payoff function:
(K − ST )+ − g1(ST ),
with
g1(x) =W+h1(x)
=
1
4pi2i
∫ γ+i∞
γ−i∞
eλx
∫
R
(
(σ2λ− β/(λ+α))
/
(
σ2λ2
2
− β log
(
1 +
λ
α
)
(36)
− σ
2(ζ + iz)2
2
+ β log
(
1− ζ + iz
α
))
− 1
λ+ ζ + iz
)
× e
K(ζ+iz)
(ζ + iz)2
dz dλ,
for x > 0. Thus, in order to offset the risks associated with holding an up-
and-out put option (i.e., hedge the barrier option), one needs to sell the
European-type option with the above payoff, and buy it back (at a zero
price) if and when the underlying hits 0. The results of numerical integra-
tion are presented in Figure 1. Notice that, in the present case, Corollary 2
and the asymptotic relation |hˆ1(z)| ∼ const · z−2 imply that it is optimal to
approximate the double integral in (36) by integrating over squares in the
Im(λ)× z domain. The convergence rate of g1r,r(1) [cf. (33)], as r→∞, is
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Fig. 1. On the left: the values of g1(x), defined in (36), for various x > 0. On the right:
the convergence rate of the truncated integrals g1r,r(1), defined in (33), to the value of g
1(1)
(on a logarithmic scale). The parameter values are: K = −0.2, α = β = σ = 1, ζ = 0.9,
γ = 4.
shown on the right-hand side of Figure 1 (on a logarithmic scale). Notice
that the convergence rate seems to be polynomial (rather than exponential),
as predicted by Corollary 2. The numerical integration over a finite domain,
required to compute g1r,r, is performed via the MatLab function quad2d. For
the set of parameters used to generate Figure 1, the CPU time required to
compute g1(1)r,r, with r= 60, is 1.27 seconds.
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Next, we illustrate how the weak reflection principle can be used for nu-
merical computation of the joint marginal distribution of a stochastic process
and its running maximum. Assume that X is given by (35), and we need to
approximate numerically the value of
P
(
XT ≤K + x, sup
t∈[0,T ]
Xt ≥ x
)
,(37)
with some T > 0, K < 0 and x≥ 0. The first assertion of Theorem 1 implies
that
P
(
XT ≤K + x, sup
t∈[0,T ]
Xt ≥ x
)
= Eh2(XT − x)−E(h2(XT − x)1{supt∈[0,T ](Xt−x)<0})(38)
= 〈g2, pT (· − x)〉,
where h2 = 1(−∞,K] is the indicator function, pT is the density of XT and
g2 =W+h2 is the weak symmetry image of h2,
〈g2, pT (· − x)〉
7All computations are performed on a standard laptop, 1.8 GHz Intel Core i5, 4 GB
RAM.
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=
1
2pii
∫ γ+i∞
γ−i∞
∫
R
eλypT (y − x)dy
∫
R
(
ψ′(λ)
ψ(λ)−ψ(−ζ − iz)
− 1
λ+ ζ + iz
)
hˆ2(z)dz dλ
=
1
4pi2i
∫ γ+i∞
γ−i∞
exp
(
λx+ T
(
1
2
σ2λ2 − β log(1 + λ/α)
))
×
∫
R
(
(σ2λ− β/(λ+α))(39)
/
(
σ2λ2
2
− β log
(
1 +
λ
α
)
− σ
2(ζ + iz)2
2
+ β log
(
1− ζ + iz
α
))
− 1
λ+ ζ + iz
)
× e
K(ζ+iz)
(ζ + iz)
dz dλ,
and the associated hˆ2 is given by
hˆ2(z) =−exp(K(ζ + iz))
2pi(ζ + iz)
.
Notice that, strictly speaking, Theorem 1 yields (38) only for x = 0. To
show that (38) holds for all x≥ 0, we use g2r in place of g2 and repeat (7),
to estimate the absolute value of the difference between the left and the
right-hand sides of (38) by
sup
t∈[0,T ]
|〈g2, pt〉 −Eg2r (Xt)|= sup
t∈[0,T ]
|〈g2 − g2r , pt〉|.
Then we make use of (28), to pass to the limit as r→∞ and obtain (38).
Figure 2 shows the convergence rate of the numerical approximation of the
right-hand side of (39). As before, we used the MatLab function quad2d to
evaluate the integral in (39) numerically, with the parameters’ values spec-
ified in Figure 2. The CPU time required to compute 〈g2r,r, pT (· − x)〉, with
r = 60, x= 0.1 and T = 1, is 1.69 seconds. It is worth mentioning that, as
discussed in Section 1.2, the computation of the joint marginal distribution
of a process and its running maximum is not the main application of the
weak reflection principle. In fact, our method produces more than just the
value of the expectation of a function of XT and supt∈[0,T ]Xt: it allows to
express this value via the expectation of a function of XT alone. The latter
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Fig. 2. On the left: the values of 〈g2r,r, pT (· − x)〉, with g
2
r,r given by (36), for various
r > 0. On the right: the convergence rate of 〈g2r,r, pT (·−x)〉 to 〈g
2, pT (·−x)〉, as r→∞ (on
a logarithmic scale). The parameter values are x= 0.1, T = 1, K =−0.2, α= β = σ = 1,
ζ = 0.9, γ = 4.
amounts to solving an inverse problem, as opposed to the direct problem of
computing the expectation. Thus the use of the weak reflection principle for
computing the joint probabilities (as opposed to static hedging) does not
fully utilize the power of the method. As a result, in general, our method
may not outperform the existing algorithms for the computation of the joint
law, which are based on the Wiener–Hopf factorization; cf. [13–15, 19] and
references therein. Recall that the Wiener–Hopf factorization allows one to
compute the joint probability (37) by evaluating an integral over a verti-
cal line on a complex plane, very much like the integral with respect to λ
in (39). The value of the integrand at each point is, in turn, computed by
a Fourier inversion applied to the Wiener–Hopf factors; see, for example,
equation (18) in [14].8 Thus, in general, the computation of the integral in
(39) seems to have the same order of complexity as the classical method [in
addition, (38)–(39) only apply to spectrally-negative Le´vy processes, with
nontrivial Brownian component]. However, in some cases, the algorithm de-
scribed by (38)–(39) may be more efficient. Namely, it is advantageous to
use the above method if the joint probability (37) needs to be computed for
multiple x and T (which corresponds to varying the initial condition and the
time horizon). Notice that the inner integral on the right-hand side of (39) is
independent of x and T . Then the computational complexity can be reduced
by reusing, for different x and T , the same values of the inner integral (as
a function of λ, computed on a given grid or via basis expansion), in the
integration with respect to λ.9 Figure 3 shows the numerical approximation
8As described in [13], for certain families of Le´vy processes, the required Fourier inver-
sion can be reduced to a series expansion, which is more computationally efficient.
9Of course, this only works if the x and T very over a reasonably small range of
values, so that there is no need to change the precision with which the inner integral in
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Fig. 3. The values of 〈g2r,r, pT (· − x)〉, for x ∈ [0,0.2] and T ∈ [0.1,1]. The parameter
values are: r = 60, K =−0.2, α= β = σ = 1, ζ = 0.9, γ = 4.
of 〈g2, pT (· − x)〉, given by the right-hand side of (39), for 10,000 different
pairs (x,T ). In this computation, we approximate the integral with respect
to λ, in (39), by a simple Riemann sum (with the uniform partition of diam-
eter 0.6) and reuse the same values of the inner integral in (39), for different
x and T (the inner integral is computed using the MatLab function quad).
As a result, the total CPU time required to finish all the computations is
only 20.46 seconds [compared to 1.69 seconds required to evaluate (39) for
a single pair (x,T )]. Another advantage of (38)–(39) is that these formulas
enable a straightforward computation of the derivatives of the joint proba-
bility (37) with respect to x and T (which provide sensitivities with respect
to the initial condition and the time horizon). Indeed, it follows from (27)
and (21) that the absolute value of the integrand on the right-hand side of
(39) decays faster than any exponential, as a function of Im(λ). Therefore,
the same conclusion holds for any derivative of the integrand with respect
to x and T . Thus we can differentiate with respect to x and T inside the
integral in (39) an arbitrary number of times.
Finally, we illustrate the PIDE interpretation of the weak symmetry. Re-
call that every Le´vy process has an infinitesimal generator L associated with
it; cf. [19]. This generator can be viewed as a pseudo-differential operator,
which acts on all infinitely smooth functions φ with compact support as
follows:
Lφ(x) = σ
2
2
∂2xφ(x) + µ∂xφ(x) +
∫
R
(φ(x+ z)− φ(x)− z ∂xφ(x))Π(dz).
(39) is computed. Also, by changing the order of integration, one can use the same idea
to compute the right-hand side of (39) for multiple K (with x and T fixed) in a more
efficient way.
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In the present case, we obtain
Lφ(x) = σ
2
2
∂2xφ(x)−
β
α
∂xφ(x)
− β
∫ 0
−∞
(φ(x+ z)− φ(x)− z ∂xφ(x))e
αz
z
dz.
Let us introduce
u(x, t) = Eh(x+Xt).
Then the Feynman–Kac formula for the Le´vy process X (see, e.g., [3, 9, 12]
and [11]) implies that u is a solution of the following initial value problem:{
∂tu−Lu= 0, x ∈R, t > 0,
u(x,0) = h(x).
(40)
The exact definition of a solution to the above problem depends on the
regularity assumptions on function h and is discussed in the aforementioned
references. The existence of the weak symmetry mappingW+ for the process
X implies that, for any admissible h, with support in (−∞,0), we can find
a function g =W+h, with support in [0,∞), such that the solution to (40),
with h replaced by g, coincides with the original solution at x= 0, for all
t > 0. In particular, this means that we can modify any initial condition
for x ∈ [0,∞) to ensure that u(0, t) = 0, for all t > 0. This, in turn, implies
that we can reduce an initial-boundary value problem to an initial-value
problem. Namely, any solution to the PIDE in (40), defined for (x, t) ∈
(−∞,0) × (0,∞), with zero boundary condition at x = 0 and with initial
condition h, can be represented as a solution to the initial value problem (40),
with h replaced by h − g. Notice that equations of the form (40) may be
interesting on their own. For example, it is discussed in [5] and [2] that
the relativistic Schro¨dinger equation can be reduced to a PIDE associated
with the Le´vy process known as the normal inverse Gaussian (NIG) process.
Unfortunately, Assumption 1 excludes NIG from the scope of the present
work, since NIG is a pure jump process with both positive and negative
jumps.10 However, we believe that future research will extend the results
presented herein, to construct weak symmetry mappings for NIG and other
important Le´vy processes with two-sided jumps and/or missing Brownian
component.
10Note that we focused on the Le´vy processes with only negative jumps to ensure
that the process does not jump across the barrier. Indeed, this is necessary for the weak
reflection principle to hold, as we need to stop the process precisely at the barrier. However,
in the PIDE interpretation, we do not need to use all the steps of the weak reflection
principle. Namely, we do not need to stop the process at the barrier, but rather, we only
need to construct the weak symmetry mapping, assuming the process starts from the
barrier. Hence, in the context of PIDEs, it makes sense to consider processes with both
positive and negative jumps.
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4. Summary and extensions. We have presented a new mathematical
technique, which we christened the weak reflection principle and which is
an extension of the well-known reflection principle for Brownian motion.
This new form of reflection principle is obtained by weakening the notion of
symmetry that is required for the classical reflection principle to hold. More
precisely, our method is based on the notion of weak symmetry. We started
by reviewing the existing results which provide an explicit integral represen-
tation of the weak symmetry mapping for any time-homogeneous diffusion
process on a real line (subject to some regularity conditions). Finally, for the
most of the paper we focused on constructing the weak symmetry mapping
for spectrally negative Le´vy processes, thus extending the weak reflection
principle to this new class of stochastic processes.
The weak reflection principle provides solutions to various problems for
which the classical reflection principle can be used, even when the under-
lying process is not a Brownian motion and does not possess any strong
symmetries. In particular, the weak reflection principle is a perfect tool for
constructing the exact static hedging strategies of barrier options (in fact,
this problem motivated the development of the method in the first place).
Another application of this method is the computation of the joint distribu-
tion of a process and its running maximum (minimum). Of course, while this
problem is quite relevant for diffusions, in the case of Le´vy processes, there
exist several alternative computational methods, based on the Wiener–Hopf
factorization; cf. [13–15, 19]. Nevertheless, as shown in Section 3, there are
cases when it is advantageous to use this method. Finally, the weak symme-
try mapping allows us to solve an inverse problem for the parabolic partial
PIDE associated with a Le´vy process. Namely, using the weak symmetry, we
can modify the initial condition of the PIDE on one half line only, so that its
solution remains constant at x= 0, for all times. This, in particular, allows
us to represent the solution of a PIDE with initial and boundary conditions
via the solution of the same PIDE with initial condition only.
It is also worth mentioning that the technical Lemmas 4–6 and the re-
sulting Corollary 1 describe a domain on which the resolvent function of a
Le´vy process is well defined. This domain is rather large, and in particular,
the real parts of its elements are unbounded from below. Thus our results
provide a nontrivial estimate of the spectrum of the integro-differential oper-
ator associated with any admissible spectrally-negative Le´vy process. Recall
that this operator is nonlocal and nonsymmetric, which makes it very hard
to describe its spectrum using the general theory; see also Remark 2 for a
description of the associated difficulties.
To date, the weak symmetry has only been established for diffusion pro-
cesses and Le´vy processes with one-sided jumps. However, we conjecture
that these results can be extended to a larger class of time-homogeneous
Markov processes—possibly all jump-diffusions satisfying some regularity
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conditions. Such an extension would allow us to solve the aforementioned
problems for a larger class of stochastic processes. In particular, as discussed
in Section 3, including the NIG process in the scope of our analysis would
establish a connection with the relativistic Schro¨dinger equation which is
important in Physics. Another possible extension is related to the domain
with respect to which the weak symmetry is defined. Notice that, in the
present case, we split the real line into two half lines and study the weak
symmetry of the process with respect to the (unique) boundary point. It is
interesting to extend these results to the case of a compact interval, whose
boundary consists of two points (assuming the underlying Markov process
does not jump across the boundary points). In financial mathematics, this
problem would correspond to the static hedging of double barrier options.
More generally, one can investigate domains in higher dimension and try to
establish the weak symmetry with respect to their boundaries.
APPENDIX A
Proof of Lemma 1.
Im(ψ(v+ iu)− ψ(−ζ − iz))
= µ(u+ z) + (vu− zζ)σ2 +
∫ 0
−∞
(evx sin(ux)− ux)Π(dx)
+
∫ 0
−∞
(e−ζx sin(zx)− zx)Π(dx).
Notice that
∫ 0
−∞
(evx sin(ux)− ux)Π(dx)
= vu
∫ 0
−∞
evx − 1
vx
sin(ux)
ux
x2Π(dx) + u2
∫ 0
−∞
sin(ux)− ux
u2x2
x2Π(dx),
∫ 0
−∞
(e−ζx sin(zx)− zx)Π(dx)
= zζ
∫ 0
−∞
1− eζx
ζx
sin(zx)
zx
x2e−ζxΠ(dx) + z2
∫ 0
−∞
sin(zx)− zx
z2x2
x2Π(dx).
Since x2 and x2e−ζx are integrable with respect to Π(dx), due to the domi-
nated convergence theorem, the above integrals are absolutely bounded and
vanish as the corresponding functions of (u, v, z) go to infinity. 
WEAK REFLECTION PRINCIPLE FOR LE´VY PROCESSES 29
Proof of Lemma 2. We follow the proof of Lemma 1, except that at
the end, we apply the following additional estimate:
u2
∫ 0
−∞
sin(ux)− ux
u2x2
x2Π(dx) + z2
∫ 0
−∞
sin(zx)− zx
z2x2
x2Π(dx)
=
∫ 0
−∞
(2 sin((z + u)x/2) cos((z − u)x/2)− (z + u)x)Π(dx)
= (z2 − u2)
∫ 0
−∞
2
sin((z + u)x/2)
(z + u)x
cos((z − u)x/2)− 1
(z − u)x x
2Π(dx)
+ (z + u)2
∫ 0
−∞
2 sin((z + u)x/2)− (z + u)x
(z + u)2x2
x2Π(dx).
Applying the dominated convergence theorem, we complete the proof of the
lemma. 
Proof of Lemma 3.
Re(ψ(v + iu)− ψ(−ζ − iz))
= µ(v+ ζ) + (v2 − ζ2 + z2 − u2)σ2/2
+
∫ 0
−∞
(evx cos(ux)− 1− vx)Π(dx)
−
∫ 0
−∞
(e−ζx cos(zx)− 1 + ζx)Π(dx).
Notice that∫ 0
−∞
(evx cos(ux)− 1− vx)Π(dx)−
∫ 0
−∞
(e−ζx cos(zx)− 1 + ζx)Π(dx)
=
∫ 0
−∞
evx(cos(ux)− 1)Π(dx) +
∫ 0
−∞
(evx − 1− vx)Π(dx)
−
∫ 0
−∞
e−ζx(cos(zx)− 1)Π(dx)−
∫ 0
−∞
(e−ζx − 1 + ζx)Π(dx)
=
∫ 0
−∞
(cos(ux)− 1)Π(dx) + uv
∫ 0
−∞
evx − 1
vx
cos(ux)− 1
ux
x2Π(dx)
+ v2
∫ 0
−∞
evx − 1− vx
v2x2
x2Π(dx)−
∫ 0
−∞
(cos(zx)− 1)Π(dx)
− zζ
∫ 0
−∞
1− eζx
ζx
cos(zx)− 1
zx
x2e−ζxΠ(dx)
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− ζ2
∫ 0
−∞
1− eζx + ζxeζx
ζ2x2
x2e−ζxΠ(dx)
=
∫ 0
−∞
(cos(ux)− cos(zx))Π(dx) + |o(uv)|+ |o(v2)|+ o(z) + o(1)
= 2(z2 − u2)
∫ 0
−∞
sin((u+ z)x/2)
(z + u)x
sin((z − u)x/2)
(z − u)x x
2Π(dx)
+ |o(uv)|+ |o(v2)|+ o(z) + o(1)
= o(z2 − u2) + |o(uv)|+ |o(v2)|+ o(z) + o(1),
where we applied the dominated convergence theorem. 
Proof of Lemma 4. Using Lemmas 2 and 3, we obtain
|ψ(v + iu)−ψ(−ζ − iz)|
≥ |Im(ψ(v + iu)− ψ(−ζ − iz))|1{||u|−√z2+v2|≤εv}
+ |Re(ψ(v + iu)−ψ(−ζ − iz))|1{||u|−√z2+v2|>εv}
= |µ(u+ z) + (vu− zζ)σ2 + o(vu) + o(z)(41)
+ o(z2 − u2) + sign(z + u)|o((z + u)2)||1{||u|−√z2+v2|≤εv}
+ |µ(v+ ζ) + (v2 + z2 − u2)σ2/2
+ o(z2 − u2) + |o(uv)|+ |o(v2)|+ o(z) + o(1)|1{||u|−√z2+v2|>εv}.
Let us estimate the first term in the above:
|µ(u+ z) + vuσ2 − zζσ2 + o(vu) + o(z)
+ o(z2 − u2) + sign(z + u)|o((z + u)2)||1{||u|−√z2+v2|≤εv}
≥ (v|u|σ2 + µu+ z(µ− ζσ2) + o(v(|z|+ v))
+ o(z) + o(v|z|+ v2) + sign(z + u)|o((z + u)2)|)1{||u|−√z2+v2|≤εv,u≥0}
+ (v|u|σ2 − µu− z(µ− ζσ2)
+ o(v(|z|+ v)) + o(z) + o(v|z|+ v2)
− sign(z + u)|o((z + u)2)|)1{||u|−√z2+v2|≤εv,u<0}
≥ (c3v(|z|+ v) + µu+ z(µ− ζσ2) + o(v(|z|+ v))
+ o(z) + o(v|z|+ v2) + o(v2))1{||u|−√z2+v2|≤εv,u≥0}
+ (c4v(|z|+ v)− µu− z(µ− ζσ2)
WEAK REFLECTION PRINCIPLE FOR LE´VY PROCESSES 31
+ o(v(|z|+ v)) + o(z) + o(v|z|+ v2) + o(v2))1{||u|−√z2+v2|≤εv,u<0}
≥ c1v(|z|+ v)1{||u|−√z2+v2|≤εv},
where ci’s are positive constants, and we assume that |z| and v > 0 are large
enough. In the above, we use the fact that if ||u| −√z2 + v2| ≤ εv, then
1− ε
2
(v+ |z|)≤ |u| ≤ v+ (1 + ε)|z|,
and if, in addition, uz < 0, then
||u| − |z|| ≤ εv+ v
2
√
z2 + v2 + |z| ≤ (1 + ε)v.
Finally, we estimate the second term on the right-hand side of (41):
|µ(v+ ζ) + (v2 + z2 − u2)σ2/2 + o(z2 − u2) + |o(uv)|+ |o(v2)|+ o(z)|
× 1{||u|−√z2+v2|>εv}
≥ |u2 − (v2 + z2)|
×
(
σ2/2 +
µ(v+ z) + o(u2 − z2) + |o(uv)|+ |o(v2)|+ o(z)
|u2 − (v2 + z2)|
)
× 1{||u|−√z2+v2|>εv}
≥ c2|u2 − (v2 + z2)|1{||u|−√z2+v2|>εv},
which holds for all large enough |z| and v > 0, with some positive constants
ci. In the above we make use of the fact that if ||u| −
√
z2 + v2|> εv, then
|u| ≥ (1− ε)v,
|u2 − (v2 + z2)| ≥ εv(|u|+
√
z2 + v2),
|u2 − z2|
|u2 − (v2 + z2)| ≤
v
v2 − v1{|u2−z2|≤v} +
(
1 +
v2
εv(|u|+√v2 + z2)
)
1{|u2−z2|>v}
≤ 1
v− 1 +
(
1 +
1
ε
)
1{|u2−z2|>v},
and hence
µ(v+ z) + o(u2 − z2) + |o(uv)|+ |o(v2)|+ o(z)
|u2 − (v2 + z2)|
can be made arbitrarily small by choosing large enough v. 
Proof of Lemma 5. First, we notice that since ψ is analytic, we have
|ψ(v − iu)|= |ψ(v + iu)|, and hence it suffices to consider only u > 0.
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Using Lemma 3, we obtain the following inequalities:
(Re(ψ(v + iu)−ψ(−ζ − iz)))2
= (µ(v+ ζ) + (v2 + z2 − u2)σ2/2 + o(z2 − u2)
+ o(uv) + o(v2) + o(z) + o(1))2
≥ (v2 + (v+ ζ)2µ/σ2 + z2 − u2)2σ4/4
+ (v2 + z2 − u2 + (v + ζ)2µ/σ2)
× (o(z2 − u2) + o(uv) + o(v2) + o(z))1{|u−|z||≤ε}
+ (v2 + z2 − u2 + (v + ζ)2µ/σ2)
× (o(z2 − u2) + o(uv) + o(v2) + o(z))1{|u−|z||>ε}
≥ (v2 + (v+ ζ)2µ/σ2)2σ4/4
+ (v2 + (v+ ζ)2µ/σ2)(z2 − u2)σ4/2 + (z2 − u2)2σ4/4
+ (v2 + u)(o(z2 − u2) + o(uv) + o(v2) + o(z))1{|u−|z||≤ε}
+ (v2 + z2 − u2 + (v + ζ)2µ/σ2)
× (o(z2 − u2) + o(uv) + o(v2) + o(z))1{|u−|z||>ε}
= (v2 + (v+ ζ)2µ/σ2)2σ4/4 + (z2 − u2)2σ4/4
+ (v2 + (v+ ζ)2µ/σ2)z2σ4/2− (v2 + (v+ ζ)2µ/σ2)u2σ4/2
+ (v2 + u)(uo(v) + o(v2) + o(u))1{|u−|z||≤ε}
+ (v2 + |z2 − u2|)(o(z2 − u2) + o(uv) + o(v2) + o(z))1{|u−|z||>ε}
≥ v4(1− ε′)σ4/4 + (z2 − u2)2σ4/4 + v2z2(1− ε′)σ4/2
− u2v2(1 + ε′)σ4/2 + u2o(v) + o(u2) + uo(v3) + v2o(u) + o(v4)
+ (v2 + |z2 − u2|)(o(z2 − u2) + o(uv) + o(v2) + o(z))1{|u−|z||>ε},
which hold for any (fixed) ε, ε′ > 0 and all large enough u, v and |z|.
Next, using Lemmas 1, 2, we obtain the following inequalities:
(Im(ψ(v + iu)−ψ(−ζ − iz)))2
= (µ(u+ z) + uvσ2 − zζσ2 + o(uv) + o(z)
+ o(z2 − u2) + o((z + u)2))21{z≤0}
+ (µ(u+ z) + uvσ2 − zζσ2 + o(vu) + o(z) + |o(u2)|+ |o(z2)|)21{z>0}
≥ (uvσ2 + µ(u+ z)− zζσ2 + o(vu) + o(z))2
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+ (µ(u+ z) + uvσ2 − zζσ2 + o(vu) + o(z))
× (o(z2 − u2) + o((z + u)2))1{z≤0}
+ (µ(u+ z) + uvσ2 − zζσ2 + o(vu) + o(z))(|o(u2)|+ |o(z2)|)1{z>0}
≥ u2v2σ4 + 2uvσ2(µ(u+ z)− zζσ2 + o(vu) + o(z))
+ (µ(u+ z) + uvσ2 − zζσ2 + o(vu) + o(z))
× (o(z2 − u2) + o((z + u)2))1{z≤−u−ε′′}
+ vo(u2)
+ (µ(u+ z) + uvσ2 − zζσ2 + o(vu) + o(z))o(z2 − u2)1{−u+ε′′≤z≤0}
+ (uvσ2 + µu− zσ2(ζ − µ/σ2) + o(vu) + o(z))
× (o(u2) + o(z2))1{z|ζ−µ/σ2|>u(v−ε′′)},
which hold for any (fixed) ε′′ > 0 and all large enough u, v and |z|. In the
above, we also make use of the fact that
(µ(u+ z) + uvσ2 − zζσ2 + o(vu) + o(z))(o(z2 − u2) + o((z + u)2))
× 1{−u−ε′′≤z≤−u+ε′′} = vo(u2)
and
(uvσ2 + µu− zσ2(ζ − µ/σ2) + o(vu) + o(z))(|o(u2)|+ |o(z2)|)
× 1{0≤z|ζ−µ/σ2|≤u(v−ε′′)} ≥ 0
hold for all large enough u, v and |z|.
Finally, choosing ε= ε′ = ε′′ ∈ (0,1), we collect the above to obtain
|ψ(v + iu)−ψ(−ζ − iz)|2
= (Re(ψ(v + iu)− ψ(−ζ − iz)))2 + (Im(ψ(v + iu)−ψ(−ζ − iz)))2
≥ v4(1− ε)σ4/4 + (z2 − u2)2σ4/4 + v2z2(1− ε)σ4/2− u2v2(1 + ε)σ4/2
+ u2v2σ4 +2uvσ2(µ(u+ z)− zζσ2 + o(vu) + o(z)) + vo(u2)
+ u2o(v) + o(u2) + uo(v3) + v2o(u) + o(v4)
+ (v2 + |z2 − u2|)(o(z2 − u2) + o(uv) + o(v2) + o(z))1{|u−|z||>ε}
+ (µ(u+ z) + uvσ2 − zζσ2 + o(vu) + o(z))
× (o(z2 − u2) + o((z + u)2))1{z≤−u−ε}
+ (µ(u+ z) + uvσ2 − zζσ2 + o(vu) + o(z))o(z2 − u2)1{−u+ε≤z≤0}
+ (uvσ2 + µu− zσ2(ζ − µ/σ2) + o(vu) + o(z))
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× (o(u2) + o(z2))1{z|ζ−µ/σ2|>u(v−ε)}
≥ v4(1− ε)σ4/4 + (z2 − u2)2σ4/20 + v2z2(1− ε)σ4/2
+ u2v2(1− ε)σ4/2 + 2u2vµσ2 +2uvzσ2(µ− ζσ2)
+ o((vu)2) + uvo(z) + vo(u2)
+ u2o(v) + uo(v3) + v2o(u) + o(v4)
+ (z2 − u2)2σ
4
20
+ (v2 + |z2 − u2|)(o(z2 − u2) + o(uv) + o(v2) + o(z))1{|u−|z||>ε}
+ (z2 − u2)2σ
4
20
+ (µ(u+ z) + uvσ2 − zζσ2 + o(vu) + o(z))
× (o(z2 − u2) + o((z + u)2))1{z≤−u−ε}
+ (z2 − u2)2σ
4
20
+ (µ(u+ z) + uvσ2 − zζσ2 + o(vu) + o(z))o(z2 − u2)1{−u+ε≤z≤0}
+ (z2 − u2)2σ
4
20
+ (uvσ2 + µu− zσ2(ζ − µ/σ2) + o(vu) + o(z))
× (o(u2) + o(z2))1{z|ζ−µ/σ2|>u(v−ε)}.
Let us estimate the above terms separately:
v4(1− ε)σ4/4 + (z2 − u2)2σ4/20 + v2z2(1− ε)σ4/2 + u2v2(1− ε)σ4/2
+ 2u2vµσ2 +2uvzσ2(µ− ζσ2) + o((vu)2) + uvo(z) + vo(u2)
+ u2o(v) + uo(v3) + v2o(u) + o(v4)
≥ v4(1− ε− δ)σ4/4 + (z2 − u2)2σ4/20 + v2z2(1− ε)σ4/2
+ u2v2(1− ε− δ)σ4/2 + uo(v3)− c1uv|z|,
(z2 − u2)2σ
4
20
+ (v2 + |z2 − u2|)
× (o(z2 − u2) + o(uv) + o(v2) + o(z))1{|u−|z||>ε}
≥ (z2 − u2)2
(
σ4
20
+
(
v2
|z|+ u +1
)
o(|z|+ u) + o(uv) + o(v2) + o(z)
|z|+ u
)
,(42)
(z2 − u2)2σ
4
20
+ (µ(u+ z) + uvσ2 − zζσ2 + o(vu) + o(z))
× (o(z2 − u2) + o((z + u)2))1{z≤−u−ε}
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≥ (z2 − u2)2
(
σ4
20
+
µ(u+ z) + uvσ2 − zζσ2 + o(vu) + o(z)
u+ |z|(43)
× o(z
2 − u2) + o((|z| − u)2)
(|z| − u)|z2 − u2|
)
,
(z2 − u2)2σ
4
20
+ (µ(u+ z) + uvσ2 − zζσ2 + o(vu) + o(z))
× o(z2 − u2)1{−u+ε≤z≤0}
≥ (z2 − u2)2(44)
×
(
σ4
20
+
(µ(u+ z) + uvσ2 − zζσ2 + o(vu) + o(z))
|z|+ u
o(|z|+ u)
(u− |z|)2
)
,
(z2 − u2)2σ
4
20
+ (uvσ2 + µu− zσ2(ζ − µ/σ2) + o(vu) + o(z))
× (o(u2) + o(z2))1{z|ζ−µ/σ2|>u(v−ε)}
≥ (z2 − u2)2(45)
×
(
σ4
20
+
uvσ2 + µu− zσ2(ζ − µ/σ2) + o(vu) + o(z)
|z|+ u
o(z2)
z2
)
,
where we fix arbitrary δ ∈ (0,1− ε) and assume that u, v and |z| are large
enough.
It only remans to notice that for any v > 0, there exist R1 > 0 and R2 > 0,
such that for all |z|>R1 and u > R2, the right-hand sides of (42)–(45) are
nonnegative, and in addition,
u2v2(1− ε− δ)σ4/2 + uo(v3)≥ u2v2(1− ε− δ)σ4/4.
Thus we conclude that for any large enough v > 0, there exist R1 > 0, R2 > 0
and {ci > 0}, such that, for all |z|>R1 and u >R2, the following holds:
|ψ(v + iu)−ψ(−ζ − iz)|2
≥ c2v4 + c3(z2 − u2)2 +2c4v2z2 + c5u2v2 − c1uv|z|
= c2v
4 + c3(z
2 − u2)2 + c4v2z2 + (√c4v|z| −√c5uv)2
+ uv|z|(2√c4c5v− c1)
≥ c6((z2 − u2)2 + z2). 
APPENDIX B
Proof of Theorem 1. The proof consists of four steps. In step 1, using
only Assumptions 1 and 3, we construct the generalized function g ∈D∗ as a
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limit of gr, to show that it has support in [0,∞) and to establish the rate of
convergence (28). In step 2, assuming in addition that hˆ ∈ L1(R), we show
that g coincides with a continuous function in (0,∞), and that gr converges
pointwise, with the rate of convergence given in the theorem. In step 3, we
make the additional assumption (30) to prove that g is locally integrable
and that Eg(Xt) = Eh(Xt) for all t > 0. Finally, in step 4, we use the results
of steps 2 and 3, to show that, even in the absence of additional assumptions
on hˆ (i.e., using only Assumptions 1 and 3), the generalized function g ∈D∗,
constructed in step 1, satisfies 〈g, pt〉= Eh(Xt), for all t > 0.
Step 1. First, for any w ≥ γ, we introduce
gwr (x) =
1
2pii
∫
Gwr
eλx
∫
R
(
ψ′(λ)
ψ(λ)−ψ(−ζ − iz) −
1
λ+ ζ + iz
)
hˆ(z)dz dλ,(46)
where we denote by Gwr the vertical interval [w − ir,w + ir]. Notice that
gr = g
γ
r . Let us show that gwr has a weak limit g ∈ D∗, as r→∞, which is
independent of w. Fix any r′ > r, and any test function φ ∈D, and proceed
as follows:
|〈gwr′ − gwr , φ〉|
≤ 1
2pi
∫
r<|u|<r′
∣∣∣∣
∫
R
e(w+iu)xφ(x)dx
∣∣∣∣
(47)
×
∣∣∣∣
∫
R
(
ψ′(w+ iu)
ψ(w+ iu)−ψ(−ζ − iz)
− 1
w+ iu+ ζ + iz
)
hˆ(z)dz
∣∣∣∣du.
Integrating by parts repeatedly, we obtain∣∣∣∣
∫
R
e(w+iu)xφ(x)dx
∣∣∣∣= |w+ iu|−3
∫
R
ewx|φ′′′(x)|dx.(48)
Making use of (21), we obtain
|〈gwr′ − gwr , φ〉| ≤
c1
pi
(1/r− 1/r′)(‖hˆ‖L1(R) ∧ ‖hˆ‖L2(R))
∫
R
ewx|φ′′′(x)|dx.
The above estimate shows that gw = limr→∞ gwr is well defined as an element
of D∗. To see that gw is independent of w, consider arbitrary w′ > w and
connect the two intervals of integration Gwr and Gw
′
r by the two horizontal
parts: C1r = [w− ir,w′ − ir] and C2r = [w+ ir,w′ + ir]. Since the integrand in
(46) is analytic with respect to λ, the integral over the closed contour (with
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appropriately chosen directions on each part) is zero. Thus we only need to
show that the integrals over C1r and C2r vanish, as r→∞,
|〈gw′r − gwr , φ〉|
≤ 1
2pi
∑
u=−r,r
∫ w′
w
∣∣∣∣
∫
R
e(v+iu)xφ(x)dx
∣∣∣∣
×
∣∣∣∣
∫
R
(
ψ′(v+ iu)
ψ(v + iu)−ψ(−ζ − iz)
− 1
v+ iu+ ζ + iz
)
hˆ(z)dz
∣∣∣∣dv.
Estimates (48) and (21) imply that the right-hand side of the above vanishes
as r→∞. Thus gw is independent of w, and we denote it by g. Let us show
that g has support in [0,∞). Choose an arbitrary φ ∈D, such that supp(φ)⊂
(−∞,0), and consider 〈gwr , φ〉. Equation (48), in this case, becomes∣∣∣∣
∫ 0
−∞
e(w+iu)yφ(y)dy
∣∣∣∣= |w+ iu|−3
∫ 0
−∞
ewy|φ′′′(y)|dy ≤ c2|w+ iu|−3,
which holds uniformly over all u ∈ R and w ≥ γ. Thus we can close the
contour of integration in the integral representation of 〈gwr , φ〉 [cf. (47)] by a
semicircle (on the right-hand side), and using the above estimate, along with
(21) and the analyticity of the integrand in HR (cf. Corollary 1), conclude
that 〈gwr , φ〉 → 0, as r→∞. To obtain (28), we recall (47) and the fact that∫
R
e(w+iu)xpt(x)dx= exp(tψ(w+ iu)).
Then (28) follows from (21) and (27).
Step 2. Next, under the additional assumption that hˆ is absolutely inte-
grable, we show that g coincides with a continuous function in (0,∞), and
that gr(x) converges to g(x) for every x > 0. Applying Fubini’s theorem and
integration by parts we obtain
2piigr(x)
=
1
2pii
∫
Gr
eλx
∫
R
(
ψ′(λ)
ψ(λ)−ψ(−ζ − iz) −
1
λ+ ζ + iz
)
hˆ(z)dz dλ
=
∫
Gr
∫
R
eλx
ψ′(λ)
ψ(λ)−ψ(−ζ − iz) hˆ(z)dz dλ
−
∫
Gr
∫
R
eλx
1
λ+ ζ + iz
hˆ(z)dz dλ
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=
1
x
∫
R
∫
Gr
(eλx)′
ψ′(λ)
ψ(λ)−ψ(−ζ − iz) dλhˆ(z)dz
− 1
x
∫
R
∫
Gr
(eλx)′
1
λ+ ζ + iz
dλhˆ(z)dz
=
1
x
∫
R
(
exp((γ + ir)x)ψ′(γ + ir)
ψ(γ + ir)− ψ(−ζ − iz) −
exp((γ − ir)x)ψ′(γ − ir)
ψ(γ − ir)− ψ(−ζ − iz)
)
hˆ(z)dz
+
1
x
∫
R
(
exp((γ − ir)x)
γ + ζ − ir+ iz −
exp((γ + ir)x)
γ + ζ + ir+ iz
)
hˆ(z)dz
− 1
x
∫
R
∫
Gr
exp(λx)ψ′′(λ)
ψ(λ)−ψ(−ζ − iz) dλhˆ(z)dz
+
1
x
∫
R
∫
Gr
exp(λx)(ψ′(λ))2
(ψ(λ)− ψ(−ζ − iz))2 dλhˆ(z)dz(49)
− 1
x
∫
R
∫
Gr
exp(λx)
(λ+ ζ + iz)2
dλhˆ(z)dz.
Let us show that the first integral on the right-hand side of (49) converges
to zero, as r→∞. Due to (23), for any R > 0, there exist c1, c2, c3 > 0 and
r′ > 0, such that, for all r > r′, we have∣∣∣∣
∫
R
(
exp((γ + ir)x)ψ′(γ + ir)
ψ(γ + ir)−ψ(−ζ − iz) −
exp((γ − ir)x)ψ′(γ − ir)
ψ(γ − ir)− ψ(−ζ − iz)
)
hˆ(z)dz
∣∣∣∣
≤ c1eγx
∫
|z|≤R
r
r2 − c2 |hˆ(z)|dz
(50)
+ c3e
γx
∫
|z|>R
(
r
|ψ(γ + ir)− ψ(−ζ − iz)|
+
r
|ψ(γ − ir)−ψ(−ζ − iz)|
)
|hˆ(z)|dz.
We choose R to be large enough, so that the estimate in Lemma 5 can be
applied for all |z| ≥R and |u|= r,
1
|ψ(γ + ir)−ψ(−ζ − iz)| +
1
|ψ(γ − ir)−ψ(−ζ − iz)|
≤ c4 1√
(z2 − r2)2 + z2 .
Thus, the first integral on the right-hand side of (49) is estimated from above
by
c1e
γx
∫
|z|≤N
r
r2 − c2 |hˆ(z)|dz + c3c4e
γx
∫
|z|>N
r√
(z2 − r2)2 + z2 |hˆ(z)|dz
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≤ c1eγx
∫
|z|≤N
r
r2 − c2 |hˆ(z)|dz + c3c4e
γx
∫
|z|>N,|z|≤r/2
2
r
|hˆ(z)|dz(51)
+ 2c3c4e
γx
∫
|z|>N,|z|>r/2
|hˆ(z)|dz,
which vanishes, as r→∞. Similarly, we proceed with the second integral on
the right-hand side of (49):∣∣∣∣
∫
R
(
exp((γ − ir)x)
γ + ζ − ir+ iz −
exp((γ + ir)x)
γ + ζ + ir+ iz
)
hˆ(z)dz
∣∣∣∣
≤ 2eγx
∫
R
1√
(γ + ζ)2 + (z − r)2 |hˆ(z)|dz(52)
≤ 2eγx
∫
|z|≤r/2
2
r
|hˆ(z)|dz +2eγx
∫
|z|>r/2
1
γ + ζ
|hˆ(z)|dz.
As r→∞, the third, fourth and fifth integrals on the right-hand side of (49)
converge uniformly over x, changing on any compact in (0,∞). Let us prove
the convergence of the third integral. We consider arbitrary, large enough,
r′ > r and proceed as follows:∣∣∣∣
∫
R
∫
Gr′\Gr
exp(λx)ψ′′(λ)
ψ(λ)−ψ(−ζ − iz) dλhˆ(z)dz
∣∣∣∣
≤ 2eγx
∫
R
∫
|u|∈[r,r′]
|ψ′′(γ + iu)|
|ψ(γ + iu)− ψ(−ζ − iz)| du|hˆ(z)|dz
(53)
≤ c5eγx
∫ R
−R
|hˆ(z)|dz
∫ r′
r
1
u2 − c6 du
+ c5e
γx
∫
|z|>R
∫ r′
r
∣∣∣∣ 1ψ(γ + iu)− ψ(−ζ − iz)
∣∣∣∣du|hˆ(z)|dz,
where, again, we choose R> 0 to be large enough, so that Lemma 5 can be
applied for all |z| ≥R and all |u| ≥ r. It is easy to see that the first term on
the right-hand side of (53) vanishes, as r, r′→∞. To show that the second
term on the right-hand side of (53) vanishes, as r, r′→∞, we make use of
Lemma 5 to obtain∫
|z|>R
∫ r′
r
∣∣∣∣ 1ψ(γ + iu)−ψ(−ζ − iz)
∣∣∣∣du|hˆ(z)|dz
≤ c7
∫
|z|>R
∫ r′
r
1√
(u2 − z2)2 + z2 du|hˆ(z)|dz.
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Thus the right-hand side of (53) is bounded from above by the following
expression:
c8e
γx 1
r
∫ R
−R
|hˆ(z)|dz + c9eγx
∫
|z|>R
∫ ∞
r
1√
(u2 − z2)2 + z2 du|hˆ(z)|dz
≤ c8eγx 1
r
∫ R
−R
|hˆ(z)|dz
(54)
+ c9e
γx
∫
R<|z|≤r/2
∫ ∞
r
1
(u− r/2)2 du|hˆ(z)|dz
+ c9e
γx
∫
|z|>R,|z|>r/2
∫ ∞
0
1√
u4 +1
du|hˆ(z)|dz,
where we make use of∣∣∣∣
∫ r′
r
1√
(u2 − z2)2 + z2 du
∣∣∣∣≤
∫
R
1√
u4 +1
du <∞.(55)
Next, we use Lemma 5 to prove the convergence of the fourth integral on
the right-hand side of (49):
∫
R
∫ r′
r
| exp((γ + iu)x)||ψ′(γ + iu)|2
|ψ(γ + iu)−ψ(−ζ − iz)|2 du|hˆ(z)|dz
≤ c10eγx
∫
|z|≤R
∫ r′
r
u2
|u2 − c11|2 du|hˆ(z)|dz(56)
+ c12e
γx
∫
|z|>R
∫ r′
r
u2
(u2 − z2)2 + z2 du|hˆ(z)|dz.
The right-hand side of the above is bounded by
c13e
γx 1
r
∫
|z|≤R
|hˆ(z)|dz + c12eγx
∫
R<|z|≤r/2
∫ ∞
r
u2
(u− r/2)4 du|hˆ(z)|dz
(57)
+ c12e
γx
∫
R〈|z|〉r/2
(
2(1 + 1/R)2 +
∫
|u|>1
1
u2
du
)
|hˆ(z)|dz,
where we make use of∣∣∣∣
∫ ∞
0
u2
(u2 − z2)2 + z2 du
∣∣∣∣
≤
∫ z+1
z−1
u2
(u2 − z2)2 + z2 du+
∫
u∈[0,z−1]∪[z+1,∞)
u2
(u2 − z2)2 + z2 du
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≤
∫ 1+1/z
1−1/z
zu2
z2(u2 − 1)2 + 1 du(58)
+
∫
u∈[0,z−1]∪[z+1,∞)
u2
(u− z)2(u+ z)2 du
≤ 2(1 + 1/R)2 +
∫
|u|>1
1
u2
du <∞.
To show that the last integral on the right-hand side of (49) converges as
r→∞, we notice that∣∣∣∣
∫
R
∫
Gr′\Gr
exp(λx)
(λ+ ζ + iz)2
dλhˆ(z)dz
∣∣∣∣
≤ eγx
∫
R
∫ r′
r
1
(γ + ζ)2 + (z + u)2
du|hˆ(z)|dz
(59)
≤ eγx
∫
|z|≤r/2
∫ ∞
r
1
(u− r/2)2 du|hˆ(z)|dz
+ eγx
∫
|z|>r/2
∫
R
1
(γ + ζ)2 + u2
du|hˆ(z)|dz.
Thus we have shown that for x > 0, gr(x) converges to g(x), as r→∞.
Moreover, estimates (51), (52), (54), (57) and (59) imply the desired rate
of convergence (29). To see that the limiting function g(x) is continuous for
x ∈ (0,∞), we notice that, due to (29), the convergence is uniform over x
changing on any compact in (0,∞). Similarly, (29) implies that g has at
most exponential growth at infinity.
Step 3. Under the additional assumption that hˆ is absolutely integrable
and that (30) holds, let us show that for every w ≥ γ, the function
Fw :u 7→
∫
R
(
ψ′(w+ iu)
ψ(w+ iu)−ψ(−ζ − iz) −
1
wa+ iu+ ζ + iz
)
hˆ(z)dz
is square integrable over R. Notice that Fw is continuous (cf. Corollary 1),
and therefore, it suffices to estimate |Fw(u)| for large |u|. Let us choose a
large enough R> 0, for which there exists a constant β ∈ (0,1), such that
|ψ(w+ iu)| ≥ 2|ψ(−ζ − iz)|
holds for all |z| ≤ β|u| and all |u|>R. Notice that such R and β do exist, due
to the inequalities (23). Increasing R, if necessary, we ensure that Lemma 5
can be applied for all |u|>R and all |z|> βR. Finally, for any |u|>R, we
integrate by parts to obtain
|Fw(u)| ≤
∫
|z|≤β|u|
∣∣∣∣ ψ
′(w+ iu)
ψ(w+ iu)−ψ(−ζ − iz) −
1
w+ iu+ ζ + iz
∣∣∣∣|hˆ(z)|dz
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+
∑
z=−βu,βu
∣∣∣∣ ψ
′(w+ iu)
ψ(w+ iu)− ψ(−ζ − iz)
− 1
w+ iu+ ζ + iz
∣∣∣∣
∫
|z′|>β|u|
|hˆ(z′)|dz′
+
∫
|z|>β|u|
∣∣∣∣ ψ
′(−ζ − iz)ψ′(w+ iu)
(ψ(w + iu)− ψ(−ζ − iz))2
− 1
(w+ iu+ ζ + iz)2
∣∣∣∣
∫
|z′|>|z|
|hˆ(z′)|dz′ dz
≤ c1|u|
∫
R
|hˆ(z)|dz
+ c2
∫
|z′|>β|u|
|hˆ(z′)|dz′
∫
|z|>β|u|
( |z||u|
(z2 − u2)2 + z2
+
1
(w+ ζ)2 + (z + u)2
)
dz
≤ c1|u|
∫
R
|hˆ(z)|dz + c3
∫
|z′|>β|u|
|hˆ(z′)|dz′
(∫ ∞
0
z2
(z2 − u2)2 + u2 dz + c4
)
≤ c1|u|
∫
R
|hˆ(z)|dz + c5
∫
|z′|>β|u|
|hˆ(z′)|dz′,
where we made use of (58). Using the above estimate and (30), we conclude
that Fw belongs to L2(R). Then the standard properties of Fourier transform
yield that Fw is a Fourier transform of some g˜w ∈ L2(R). Moreover, g˜w can
be obtained as the L2(R)-limit of functions x 7→ e−wxgwr (x), as r→∞. Since
we showed in step 1 that gwr converges weakly to g (which is independent
of w), we conclude that g(x) is locally integrable, and e−wxg(x) is square
integrable over x ∈ R, for any w ≥ γ. In addition, the Fourier transform of
x 7→ e−wxg(x) is Fw, which implies
lim
R→∞
∫ R
−R
e−(w+iu)xg(x)dx= Fw(u),
where the convergence is understood in an L2(R) sense. Moreover, since
x 7→ e−wxg(x) is square integrable over x ∈ R and g has support in [0,∞),
it is easy to deduce that the left-hand side of the above equation converges
point wise to a continuous function of w+ iu, for all u ∈R and w≥ γ. This,
along with Corollary 1, implies∫ ∞
0
e−wxg(x)dx = Fw(0)
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=
∫
R
(
ψ′(w)
ψ(w)− ψ(−ζ − iz) −
1
w+ ζ + iz
)
hˆ(z)dz
= ψ′(w)Υ(ψ(w)),
for all w ≥ γ. As shown in Section 2.1, a change of variables turns the left
and the right-hand sides of the above equation into the Laplace transforms
of Eg(Xt) and Eh(Xt), respectively. Due to the uniqueness of the Laplace
inverse, the expectations have to coincide for all t > 0.
Step 4. It only remains to show that even without the additional assump-
tions, hˆ ∈ L1(R) and (30), the action of the generalized function g ∈D∗ (con-
structed in step 1) on pt coincides with Eh(Xt), for all t > 0. Since hˆ ∈ L1(R)
[resp., hˆ ∈ L2(R)], there exists a sequence of functions hˆn, such that every
hˆn is infinitely smooth, with compact support in (−∞,0), and hˆn converges
to hˆ in L1(R) [resp., L2(R)]. Denote by eζxhn(x) the Fourier transform of
hˆn. Then eζxhn(x) converges to eζxh(x) in L∞(R) [resp., L2(R)]. Notice
that every hˆn belongs to L1(R) ∩ L2(R) and satisfies (30). Then as shown
in steps 2 and 3, there exists a locally integrable function gn, with at most
exponential growth at infinity, which is the weak symmetry image of hn.
Namely, it satisfies
〈gn, pt〉= Egn(Xt) = Ehn(Xt) ∀t > 0.
Notice that, since Xt has a continuous density and since g
n is locally inte-
grable with at most exponential growth, the expectation of gn(Xt) is well
defined. Due to Lemma 7 and the choice of hn, we obtain
E|h(Xt)− hn(Xt)|
=
∫
R
|h(x)− hn(x)|eζxe−ζxpt(x)dx
≤min(‖(h− hn)eζ·‖
L∞(R)‖pte−ζ·‖L1(R),‖(h− hn)eζ·‖L2(R)‖pte−ζ·‖L2(R))
→ 0,
as n→∞. Let us show that 〈gn, pt〉 → 〈g, pt〉:
|〈g − gn, pt〉|
≤ 1
2pi
∫
R
∣∣∣∣
∫
R
e(γ+iu)ypt(y)dy
∣∣∣∣
×
∣∣∣∣
∫
R
(
ψ′(γ + iu)
ψ(γ + iu)− ψ(−ζ − iz) −
1
γ + iu+ ζ + iz
)∣∣∣∣
× |hˆ(z)− hˆn(z)|dz du.
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Making use of (48) and (21), we conclude that
|〈g− gn, pt〉| ≤ c1(‖hˆ− hˆn‖L1(R) ∧ ‖hˆ− hˆn‖L2(R))→ 0,
as n→∞, which implies 〈g, pt〉 = Eh(Xt), for all t > 0, and completes the
proof of the theorem. 
Proof of Corollary 2. First, we notice that
|g(x)− gr,R(x)| ≤ |g(x)− gr(x)|+ |gr(x)− gr,R(x)|.
The first term on the right-hand side of the above is bounded by the right-
hand side of (34) due to Theorem 1. To analyze the second term, we only
need to estimate the right-hand side of (49), with the integration over z ∈R
replaced by the integration over |z|>R. We will refer to it as the modified
right-hand side of (49). The estimation is done as in step 2 in the proof
of Theorem 1, with the exception that in the present case, all the terms
vanish, as r,R→∞. Following the derivation of (51), we conclude that the
first integral on the modified right-hand side of (49) is estimated from above
by
c1e
γx
∫
|z|>R
r√
(z2 − r2)2 + z2 |hˆ(z)|dz
≤ c1eγx
∫
R<|z|≤r/2
2
r
|hˆ(z)|dz + 2c1eγx
∫
|z|>R,|z|>r/2
|hˆ(z)|dz.
Similarly to (52), the second integral on the modified right-hand side of (49)
is bounded by
2eγx
∫
R<|z|≤r/2
2
r
|hˆ(z)|dz +2eγx
∫
|z|>R,|z|>r/2
1
γ + ζ
|hˆ(z)|dz.
Following (54), we estimate the third integral on the modified right-hand
side of (49) via
c2e
γx
∫
R<|z|≤r/2
∫ ∞
r
1
(u− r/2)2 du|hˆ(z)|dz
+ c3e
γx
∫
|z|>R,|z|>r/2
∫ ∞
0
1√
u4 +1
du|hˆ(z)|dz.
Similarly to (57), we find the upper bound for the fourth integral on the
modified right-hand side of (49):
c4e
γx
∫
R<|z|≤r/2
∫ ∞
r
u2
(u− r/2)4 du|hˆ(z)|dz
+ c4e
γx
∫
|z|>R,|z|>r/2
(
2(1 + 1/N)2 +
∫
|u|>1
1
u2
du
)
|hˆ(z)|dz.
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Finally, we obtain the estimate of the fifth integral on the modified right-
hand side of (49), following the derivation of (59):
eγx
∫
R<|z|≤r/2
∫ ∞
r
1
(u− r/2)2 du|hˆ(z)|dz
+ eγx
∫
|z|>R,|z|>r/2
∫
R
1
(γ + ζ)2 + u2
du|hˆ(z)|dz.
Collecting the above estimates, we obtain (34). 
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