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Introduction générale
Les produits en ﬁn de vie sous toutes leurs formes (véhicules, appareils électriques et
électroniques), ainsi que l'utilisation intensive des ressources naturelles (matières premières,
énergie, eau, etc.) détériorent considérablement l'environnement [Morselli et al. 2010,
Mayyas et al. 2012, Zorpas & Inglezakis 2012]. Aﬁn de limiter leur impact, les gouver-
nements de plusieurs pays dans le monde ont engagé des actions législatives. L'objectif
commun de ces réglementations est de préserver l'environnement en incitant les industriels
à revaloriser leurs produits en ﬁn de vie. Cette revalorisation se traduit par la réutilisation
de produits ou de leurs composants (réparation, reconditionnement, ré-assemblage) et le
recyclage (récupération des matières et de l'énergie).
La revalorisation des produits en ﬁn de vie, imposée par les législations, représente
aussi un intérêt économique. En eﬀet, des gains économiques directs peuvent être obtenus
par la réutilisation des matières et/ou des composants [Brito & Dekker 2003]. De plus,
comme gains économiques indirects, la revalorisation des produits en ﬁn de vie permet
l'amélioration de l'image de l'entreprise, la protection de son marché et la satisfaction des
attentes de ses clients [Johnson & Wang 1995, Toﬀel 2004].
Le processus de désassemblage joue un rôle primordial dans la revalorisation de pro-
duits. Il permet, eﬀectivement, l'obtention de composants et/ou de matières qui peuvent
être réutilisés ou recyclés avec des taux de récupération de matières rares beaucoup plus
intéressants [Brennan et al. 1994, Moyer & Gupta 1997]. A grande échelle, l'utilisation des
lignes de désassemblage est nécessaire pour traiter eﬃcacement un grand volume de pro-
duits à revaloriser.
Pour tirer les avantages économiques qu'oﬀre l'utilisation d'une ligne de désassemblage,
plusieurs sources d'incertitudes liées aux structures, quantités et qualité des produits en ﬁn
de vie doivent être prises en compte. Ainsi, leurs modélisations mathématiques et approches
de résolution font l'objet de ce mémoire. Les travaux qui y sont présentés tâchent à apporter
des éléments de réponses aux questions suivantes :
• Comment représenter toutes les alternatives possibles de désassemblage d'un produit
en ﬁn de vie ?
• Comment représenter les diﬀérentes relations de précédence entre les tâches et les
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diﬀérentes parties générées (composants, sous-assemblages) du produit ?
• Quel est le processus de désassemblage à retenir ?
• Quelles sont les tâches à réaliser, sachant que le processus de désassemblage peut
être partiel et que les durées opératoires soient incertaines ?
• Combien de postes de travail sont nécessaires et quelles sont les tâches aﬀectées à
chaque poste de travail ?
• Comment limiter l'impact des matières dangereuses sur les opérateurs et la ligne de
désassemblage ?
Nos réponses à ces questions sont présentées dans les cinq chapitres qui constituent ce
manuscrit. Le chapitre 1 décrit les activités principales de la revalorisation des produits en
ﬁn de vie, en particulier le désassemblage. Les diﬀérences principales entre les processus
de désassemblage et d'assemblage y sont également présentées.
Le chapitre 2 introduit le problème de conception des lignes de désassemblage et pré-
sente une démarche globale de sa résolution. Diﬀérents paramètres des lignes de désassem-
blage sont introduits et la modélisation des processus de désassemblage est établie. Par
la suite, l'état de l'art sur la prise en compte des incertitudes lors de la conception des
lignes de production (de désassemblage ou d'assemblage) est présenté. Les travaux de la
littérature on été classés selon deux catégories avec le focus sur les incertitudes des durées
opératoires des tâches.
Le chapitre 3 présente la modélisation du problème de la maximisation du proﬁt d'une
ligne de désassemblage à concevoir, et où sont minimisés les arrêts de la ligne causés par
les incertitudes des durées des opérations de désassemblage. Une approche de résolution
intégrant la simulation Monte Carlo et la décomposition de Benders a été proposée. Une
formulation pour équilibrer les charges des postes de désassemblage est aussi développée
dans ce chapitre.
Dans le chapitre 4, un deuxième modèle prenant en compte le degré de satisfaction
de la demande et maximisant le proﬁt de la ligne est proposé. Cette formulation cherche
à satisfaire conjointement les contraintes liées à la cadence de la ligne avec une certaine
probabilité prédéterminée. Une approche de résolution exacte utilisant la programmation
conique de second ordre et l'approximation linéaire de fonctions a été développée. Une autre
formulation d'équilibrage des charges des postes de désassemblage est également présentée.
Le chapitre 5 présente deux autres modélisations pour la conception des lignes de
désassemblage où sont considérées les moyennes des charges des postes de travail. Dans
la première, le proﬁt de la ligne est maximisé et une première version de la relaxation
lagrangienne a été proposée pour sa résolution. La deuxième propose de concevoir une
ligne de désassemblage avec un proﬁt maximal qui intègre l'aﬀectation des tâches aux
postes de travail ainsi que l'ordre de leur exécution au niveau de chaque poste.
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la décision pour la conception des lignes de désassemblage sous incertitudes. En eﬀet,
les méthodes d'optimisation proposées dans ce manuscrit permettent aux décideurs, par
exemple, d'évaluer le coût de traitement d'un produit en ﬁn de vie et de faciliter le choix
d'options de traitement (reconditionnement, recyclage, etc.). Les modèles développés per-
mettent également de mieux comprendre les obstacles et les diﬃcultés du processus de
désassemblage et ainsi aider les concepteurs des produits à faire des choix qui faciliteraient
leur désassemblage.
Ce mémoire se termine par une conclusion générale où un bilan des travaux réalisés et
des résultats obtenus est présenté. Plusieurs pistes de recherche futures y sont également
proposées.

Chapitre 1
Revalorisation des produits en fin de vie :
désassemblage et lignes de désassemblage
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1.1 Introduction
Comme mentionné dans l'introduction générale, les gouvernements de diﬀérents pays
dans le monde ont engagé des actions législatives aﬁn de limiter l'impact des déchets
sous toutes leurs formes. Deux exemples types de ces réglementations sont les directives
2000/53/EC et 2012/19/EU du Parlement Européen.
La directive 2000/53/EC [Commission 2000] stipule certaines exigences techniques pour
la conception de nouveaux véhicules et des niveaux minimaux quant à la réutilisation, le
recyclage et la mise en décharge des Véhicules en Fin de Vie (VFDV). Par exemple, cette
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directive spéciﬁe, jusqu'au 01/01/2006, une revalorisation de 85% du poids d'un véhicule
produit après 1980 (un recyclage de 80%) ; jusqu'au 01/01/2015, une revalorisation de
95% et un recyclage de 85%. Ainsi, cette réglementation pousse les constructeurs automo-
biles à augmenter le nombre de composants réutilisables et recyclables de leurs produits
[Vermeulen et al. 2011, Santini et al. 2011]. Cette même directive interdit, aux industriels,
l'utilisation des éléments chimiques tels que le plomb, le mercure, le cadmium ou le chrome
hexavalent, dans les matériaux et composants des véhicules mis sur le marché après le 1ier
juillet 2003.
L'objectif de la directive 2012/19/EU [Parliament 2012] est la contribution à la pro-
duction et consommation durables et la responsabilisation aux Déchets des Appareils Élec-
triques et Électroniques (DAEE). Elle vise à la réduction des DAEE et incite à l'utilisation
eﬃcace et responsable des matières premières. Dans l'article no12 (page L 197/39) de
cette directive, est indiqué clairement le rôle important à jouer par les producteurs aﬁn de
concevoir et produire des AEE qui prennent en considération la dimension environnement
et facilite leur réparation, réutilisation, désassemblage et recyclage. Cette directive déﬁnit
ainsi un ensemble potentiel d'activités à développer pour la revalorisation des produits. Il
est intéressant de mentionner que les politiques issues de ces directives ne s'appliquent pas
uniquement aux producteurs sur le sol européen, mais également aux industriels étrangers
souhaitant introduire leurs produits sur le marché européen.
Hors Union Européenne, le Japon, Taïwan et la Corée du Sud ont élaboré des régle-
mentations similaires en matière de revalorisation de produits [Che et al. 2011]. Des législa-
tions en la matière gagnent progressivement du terrain en Amérique du Nord [Toﬀel 2003,
Gesing 2004, Zorpas & Inglezakis 2012]. La Chine a fait des eﬀorts mais enregistre un re-
tard dans l'élaboration de politiques de revalorisation des VFDV, malgré leur nombre
important comparé à celui de l'Europe [Chen 2005, Chen & Zhang 2009, Che et al. 2011].
Dans ce chapitre, nous introduisons les concepts de base liés à la revalorisation des
produits en ﬁn de vie, en particulier le processus de désassemblage. Pour ce faire, nous
commençons par nous situer dans une chaîne logistique à boucle fermée. Par la suite, les
deux catégories principales de revalorisation des produits sont présentées. Puis, est présenté
le processus de désassemblage qui représente l'étape obligatoire avant toute opération de
revalorisation. Les diﬀérences physiques et opérationnelles entre les lignes de désassemblage
et d'assemblage sont également présentées.
1.2 Revalorisation des produits en ﬁn de vie
La revalorisation des produits est un ensemble d'activités dont le but est la récupéra-
tion des composants, sous-assemblages et des matières des produits mis hors d'usage. Ces
activités sont principalement réalisées pour des raisons suivantes :
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• Finalités écologiques et économiques : aﬁn de réduire la consommation des matières
premières et les déchets mis déﬁnitivement en décharge, améliorer l'images des pro-
ducteurs, créer des marchés de seconde main, satisfaire les attentes écologiques des
ménages, etc.
• Obligations juridiques : principalement, pour répondre aux exigences des législa-
tions, directives et amendements gouvernementaux en matière de protection de
l'environnement.
Dans la littérature, diverses activités associées à la revalorisation des produits ont été
étudiées. La Figure 1.1 présente les diﬀérentes options de revalorisation d'un produit :
réutilisation des produits et réutilisation des composants et sous-assemblages (recondition-
nement et ré-assemblage) ; le recyclage ; l'incinération ; et la mise en décharge des résidus
[Ashby 2012].
Ces activités viennent s'ajouter aux activités de production classiques pour former une
boucle. Comme illustré dans la Figure 1.1, les points de liaison les plus apparents entre
Figure 1.1  Boucle fermée des activités de production classiques et de revalorisation.
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les activités de production classiques et celles de revalorisation se situent au niveau de la
réutilisation des composants, sous-assemblages, matières premières et énergie.
De la même manière que les activités de production classiques sont organisées en une
chaîne logistique directe, les activités de revalorisation sont organisées en une chaîne lo-
gistique inverse. La connexion de ces deux chaînes forme ce que l'on appelle une chaîne
logistique à boucle fermée. Un exemple d'une chaîne logistique fermée est donné dans la
Figure 1.2 [Ma et al. 2011].
Dans ce qui suit, nous présentons plus en détail les activités liées à la récupération des
produits et à la récupération des matières.
Figure 1.2  Chaîne logistique fermée comme intégration des deux chaînes logistiques
directe et inverse.
1.2.1 Récupération des produits
La récupération des produits inclut la réutilisation de produits entiers ou leurs
composants et/ou sous-assemblages. Dans le deuxième cas, un désassemblage est re-
quis. Puis, ils sont soit vendus soit ré-assemblés dans un autre produit. La Figure 1.3
[Güngör & Gupta 1999b], illustre le chemin que parcourt une entité (un produit en ﬁn de
vie ou une de ses parties) dans un processus de ré-assemblage.
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Dans la récupération des produits, l'identité du produit ainsi que celles de ses com-
posants sont conservées tant que c'est possible. Les composants des produits subissent
les mêmes tests que ceux des composants destinés à l'assemblage de produits ﬁnis. Par
exemple, le constructeur automobile BMW réutilise des parties du véhicule qui sont jugées
très utiles (en termes de valeur économique) comme les moteurs, les alternateurs et les
démarreurs. Ces parties subissent les contrôles qualité nécessaires avant d'être considérées
comme pièces de rechange puis revendues à 30-50% moins chères que les pièces neuves
[Altekin 2005].
Figure 1.3  Flux typique d'une entité en ﬁn de vie dans un système de remanufacturing.
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1.2.2 Récupération des matières
Dans la récupération des matières, un produit en ﬁn de vie est désassemblé aﬁn de
séparer et de trier les diﬀérentes matières qu'il contient pour permettre leur recyclage.
Le recyclage ne se limite pas uniquement à la réutilisation des matières mais aussi à la
récupération de l'énergie qu'elles contiennent (principalement via incinération).
Lors du processus de recyclage, contrairement aux cas de récupération des produits,
l'identité et la fonctionnalité du produit ainsi que celles de ces composants seront perdues.
Selon la qualité, la valeur et l'utilité des matières recyclées, elles peuvent être utilisées pour
la production de nouveaux composants : les matières premières de meilleure qualité seront
employées pour la production de composants critiques, celles contenant des impuretés
pourront servir à la production d'autres composants.
Le processus commun des activités de récupération des produits et des matières, comme
l'illustrent les Figures 1.2 et 1.3 et comme mentionné plus haut, est bel et bien le processus
de désassemblage. En eﬀet, le désassemblage est un processus qui intervient avant toute
opération de revalorisation des produits et des matières, il est pratiquement requis pour
tous les produits en ﬁn de vie (DAEE, VFDV, etc.) [Ilgin & Gupta 2012]. La section sui-
vante a pour but d'introduire le processus de désassemblage ainsi que les principaux thèmes
d'étude qui lui sont associés.
1.3 Désassemblage
Le processus de désassemblage est un ensemble d'opérations qui peut être déﬁni comme
une séparation méthodique d'un produit en ses diﬀérents sous-assemblages, composants,
matières ou toute autre forme décomposée du produit, ainsi que les opérations de tri qui
leurs sont associées [Lambert & Gupta 2005b, Gupta & Taleb 1994].
Le processus de désassemblage possède des caractéristiques physiques et opération-
nelles diﬀérentes et plus complexes que celles de l'assemblage. En eﬀet, la diﬀérence la plus
évidente est celle des ﬂux : le désassemblage est un processus divergent (un produit est dé-
composé en plusieurs composants et/ou sous-assemblages) contrairement à l'assemblage qui
est convergent (plusieurs composants convergent vers un seul produit). Dans un système de
désassemblage, un produit est éclaté en sous-assemblages et composants dont les quantités
et la qualité ne peuvent être ni connues ni maîtrisées, a priori, comme dans un système
d'assemblage. Un processus d'assemblage est forcément complet alors que, pour des raisons
techniques et économiques, le désassemblage est essentiellement partiel. Par exemple, deux
composants qui ne peuvent plus être séparés à cause d'une rouille représente une diﬃculté
technique, tandis que, le coût d'un désassemblage s'avérant plus important que les revenus
des composants récupérés représente une diﬃculté économique.
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Les structures et la qualité des produits en ﬁn de vie sont deux paramètres hautement
incertains. Dans un système d'assemblage, les composants et diﬀérentes parties du produit
subissent plusieurs contrôles qualité avant d'être assemblés. Il en résulte un niveau d'in-
certitude quasi inexistant lors de l'assemblage. Cependant, dans le cas du désassemblage,
la qualité des produits en ﬁn de vie est souvent inconnue : parfois les produits reçus sont
bons et plutôt neufs, parfois sont totalement défectueux, etc.
Contrairement au cas d'un produit assemblé (neuf), même le nombre de composants consti-
tuant un produit en ﬁn de vie ne peut être prévu. En eﬀet, l'utilisateur peut rajouter ou
enlever des composants au cours de l'exploitation d'un produit avant de le mettre hors
d'usage ou de le jeter. Dans le cas de l'assemblage, la demande concerne un produit ﬁni,
alors que dans le cas du désassemblage la demande peut concerner à la fois le produit
entier et les sous-assemblages et composants de ce dernier. Le Tableau 1.1, présenté dans
[Brennan et al. 1994, Güngör & Gupta 1999b], regroupe les diﬀérences essentielles entre le
processus de désassemblage et celui d'assemblage. Une comparaison technique et opéra-
tionnelle entre une ligne d'assemblage et une ligne de désassemblage est résumée dans le
Tableau 1.2 présenté dans [Güngör & Gupta 2001b].
Les problèmes de gestion des ﬂux et des stocks, qui peuvent résulter des disparités
ou des écarts importants entre les demandes des composants et sous-assemblages et leur
obtention ou récupération à partir des produits en ﬁn de vie, ont été également étudiés
[Brennan et al. 1994, Güngör & Gupta 1999b]. De plus, d'autres sources d'incertitudes as-
Table 1.1  Comparaison entre le système d'assemblage et le système de désassemblage.
Caractéristique système Assemblage Désassemblage
Type de la demande unique multiple
Nécessité de prévision entité unique entités multiples
Horizon de planiﬁcation cycle de vie produit indéﬁni
Orientation de la conception conception pour conception pour
l'assemblage le désassemblage
Planiﬁcation des installations simple complexe
et des capacités
Complexité des opérations moyenne élevée
Flux des produits convergent divergent
Flux des matières direct inverse
Gestion des stocks aucun potentiellement
des sous-assemblages plusieurs
Existence d'outils plusieurs aucun
de planiﬁcation
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Table 1.2  Comparaison technique et opérationnelle entre une ligne de désassemblage et
une ligne d'assemblage.
Caractéristique ligne Ligne d'assemblage Ligne de désassemblage
Entité demandée produit ﬁni composants, matières
sous-assemblages
Incertitude qualité parties faible élevée
Incertitude quantités parties faible élevée
Incertitude postes de travail faible élevée
Incertitude système de transport faible élevée
Flexibilité requise faible à moyenne élevée
Complexité mesure performance moyenne élevée
Mesures de performance connues plusieurs quelques-unes
Robustesse requise moyenne élevée
Techniques d'optimisation connues plusieurs métaheuristiques
sociées à la ﬁabilité des diﬀérentes composantes du système de désassemblage (postes de
travail, convoyeurs) émergent : certains composants des produits en ﬁn de vie peuvent
causer des dégâts et des nuisances (pannes des machines, arrêts des postes de travail) à
cause de leur nature dangereuse et/ou polluante (acides, huiles, gaz, etc.). Par conséquent,
les produits en ﬁn de vie contenant des matières dangereuses doivent faire l'objet d'un
traitement adéquat pour non seulement la sécurité des personnes mais aussi améliorer le
fonctionnent d'un poste de travail.
Les travaux traitant les problématiques liées au désassemblage, selon
[Ilgin & Gupta 2010], peuvent être classées en diﬀérentes catégories : la planiﬁca-
tion et l'ordonnancement, le séquencement, l'équilibrage des lignes, l'automatisation du
processus de désassemblage et l'ergonomie. Ces diﬀérentes problématiques sont illustrées
dans la Figure 1.4 [Ilgin & Gupta 2010], elles sont présentées ci-après.
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Figure 1.4  Problématiques liées au désassemblage.
1.3.1 Planiﬁcation et ordonnancement
La planiﬁcation de désassemblage peut être vue comme l'inverse de la MRP (Material
Requirement Planning). Pour rappel, la planiﬁcation des besoins en composants cherche à
établir la programmation de la production sur la base d'un système d'information. Partant
des données physiques (stocks disponibles, livraisons attendues, demandes prévisionnelles,
capacités de production, etc.) et des données comptables (coûts de production, d'approvi-
sionnement, de rupture, etc.), on établit un plan de production qui détermine pour chaque
période les quantités à produire par produit, les quantités fabriquées dans chaque centre
productif, le niveau de stock en produits semi-ﬁnis et ﬁnis et l'utilisation des facteurs travail
et machines [De Wolf 2003].
De manière analogique, la planiﬁcation concernant le désassemblage vise à déterminer
les types et nombres des produits en ﬁn de vie, sous-assemblages et composants à désas-
sembler et les délais de livraison associés pour satisfaire la demande sur un horizon de
planiﬁcation donné [Ilgin & Gupta 2010, Kim et al. 2007, Lambert & Gupta 2005b].
Le problème d'ordonnancement est un sous-problème de planiﬁcation dans lequel on
décide de l'exécution opérationnelle des tâches (ordres, calendrier, opérations de désas-
semblage, etc.) planiﬁées et d'allocation des ressources (travail, machines, capital, temps,
énergie, etc.), et qui vise à optimiser un ou plusieurs objectifs, par exemple, minimiser le
temps total d'achèvement d'un ensemble de tâches, minimiser le nombre de retards de li-
vraison, minimiser le nombre de ressources nécessaires pour réaliser un ensemble de tâches,
etc.
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L'objectif le plus fréquent des travaux de la littérature traitant les probléma-
tiques de planiﬁcation et d'ordonnancement dans le domaine de désassemblage consiste
à minimiser les coûts d'acquisition, d'installation, de stockage et de désassemblage
des produits en ﬁn de vie. Ces travaux sont très variés et peuvent être classés
selon plusieurs catégories. Les produits en ﬁn de vie concernés peuvent être de
même type [Gupta & Taleb 1994, Lee & Xirouchakis 2004, Barba-Gutierrez et al. 2008,
Morgan & Gagnon 2013], de types multiples sans prise en compte de composants et/ou
sous-assemblages en commun [Brander & Forsberg 2005, Kang et al. 2012], avec prise en
compte des parties en commun [Taleb & Gupta 1997, Taleb et al. 1997, Kim et al. 2003,
Kim et al. 2006b, Kim & Lee 2011, Prakash et al. 2012, Zhang et al. 2014a]. La planiﬁca-
tion peut ne concerner que le recyclage des matières premières [Stuart & Christina 2003,
Rios & Stuart 2004] ou bien le reconditionnement, la réutilisation et le ré-assemblage
des composants et sous-assemblages [Kim et al. 2009a, Lee et al. 2010, Ahn et al. 2011,
Lage Jr. & Filho 2012, Wang & Huang 2013].
La planiﬁcation peut considérer les capacités de production [Lee et al. 2002,
Kim et al. 2006c, Kim et al. 2006a, Chen et al. 2010] ou ne pas en tenir compte. La grande
majorité des papiers traitent le problème de planiﬁcation en contexte déterministe mais
aussi en contexte incertain [Barba-Gutiérrez & Adenso-Díaz 2009, Godichaud et al. 2009,
Grochowski & Tang 2009, Godichaud et al. 2010, Kim & Xirouchakis 2010]. Pour modéli-
ser les problématiques étudiées, diﬀérents travaux ont eu recours le plus souvent aux ou-
tils de programmation mathématique [Lee et al. 2004, Chen & Gao 2009, Li et al. 2009,
Doh & Lee 2010, Kang & Hong 2010, Azab et al. 2011, Ondemir & Gupta 2014] et
de simulation [Gu & Gao 2011, Zhang et al. 2011, Gao et al. 2012, Iacob et al. 2012].
Les approches de résolution adoptées sont quelquefois exactes [Kim et al. 2009c,
Wang & Huang 2013, Chen & Abrishami 2014] mais majoritairement heuristiques ou
méta-heuristiques.
1.3.2 Séquencement
Le problème de séquencement des opérations de désassemblage vise à déterminer le
meilleur ordre possible de leur exécution [Subramani & Dewhurst 1991, Kara et al. 2006,
Lambert & Gupta 2008].
Ce problème est intensivement étudié dans la littérature. Nous avons regroupé la plu-
part des travaux traitant le sujet selon plusieurs catégories qui sont principalement les
approches de résolution adoptées. Les deux objectifs recherchés le plus souvent sont ceux
de maximiser le proﬁt des composants et sous-assemblages récupérés et de minimiser les
coûts de désassemblage.
Les approches de résolution exactes proposées sont généralement de type procédure
de séparation et évaluation (PSE), elles s'appuient pour la plupart sur la programmation
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linéaire entière. Quelques papiers utilisent également des méthodes de graphes (MG). Les
travaux proposant des approches heuristiques sont nombreux et se basent pour la plupart
sur les réseaux de Petri (RP).
Les méthodes méta-heuristiques développées se basent sur des algorithmes génétiques
(AG), colonies de fourmis (CF), colonies d'abeilles (CB), les réseaux de neurones (RN), le
recuit simulé (RS), ainsi que d'autres types d'heuristiques et méta-heuristiques (AEM). La
simulation est également une approche de plus en plus utilisée (SIMU). Diﬀérents travaux
considèrent le problème de séquencement en contexte incertain (CI). D'autres travaux
s'intéressent plutôt au niveau de désassemblage (partiel ou complet) à adopter aﬁn de
maximiser le proﬁt généré par l'activité de désassemblage (PCP).
Le Tableau 1.3 ci-après regroupe la majorité des papiers traitant le problème de sé-
quencement qui sont classés selon les diﬀérentes catégories su-mentionnées.
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Table 1.3  Classiﬁcation des travaux traitant du séquencement en désassemblage.
Catégorie Références
PSE
[Lambert 1999, Güngör & Gupta 2001a, Lambert 2006, Sarin et al. 2006, Lambert 2007]
[Lambert & Gupta 2008, Song et al. 2010, Zhang & Zhang 2010, Han et al. 2013]
MG [Lambert 1997, Kaebernick et al. 2000, Adenso-Diaz et al. 2008]
RP
[Güngör & Gupta 1997, Zeid et al. 1997, Moore et al. 1998, Zussman & Zhou 2000, Moore et al. 2001]
[Tiwari et al. 2001, Rai et al. 2002, Mascle & Balasoiu 2003, Singh et al. 2003, Zhao et al. 2010]
AG
[Seo et al. 2001, Li et al. 2005, Kongar & Gupta 2006, Giudice & Fargione 2007, Shimizu et al. 2007]
[Hui et al. 2008, Wu & Zuo 2009a, Tseng et al. 2010, Chen et al. 2012, El Sayed et al. 2011]
[Go et al. 2012, Haitao & Liang 2014]
CF
[McGovern & Gupta 2006, Tripathi et al. 2009, Fang et al. 2010, Mi et al. 2011, Xing et al. 2012]
[Wang & Shi 2014, Puente et al. 2010, Zhong et al. 2011, Lu & Liu 2012, Tsai 2012]
CB-RN [Percoco & Diella 2013, Hsin-Hao et al. 2000]
RS
[Wu & Zuo 2009b, Liu et al. 2011, Tseng et al. 2011a, Tseng et al. 2011b, Xu et al. 2011, Yeh 2012a]
[Yeh 2012b, Yeh & Wei 2013]
AEM
[Gonzalez & Adenso-Diaz 2006, Tian et al. 2009, Zhang & Zhang 2009, Lu & Sun 2010]
[Hassan & Yoon 2010, Yang et al. 2012, Yu 2012, Guo et al. 2012, Dong & Zhang 2013]
[Wan & Gonnuru 2013, Xia et al. 2013]
SIMU [Zha & Lim 2000, Dong & Arndt 2003, Hu et al. 2009, Aleotti & Caselli 2011]
CI
[Güngör & Gupta 1998, Kumar et al. 2003, Gao et al. 2004, Tang et al. 2006, Reveliotis 2007]
[Zhao & Li 2010, Ruijun et al. 2011, Behdad et al. 2012, Behdad & Thurston 2012]
[Song et al. 2013, Tian et al. 2013, Behdad et al. 2014, Zhang et al. 2014b]
PCP
[Zussman & Zhou 1999, Kuo 2000, Erdos et al. 2001, Torres & Aracil 2003, Chung & Peng 2006]
[Tripathi et al. 2009, Smith & Chen 2011, Smith & Chen 2012, Smith et al. 2012, Song & Pan 2012]
[Agrawal et al. 2013, Li et al. 2013, Song et al. 2014, Zhao et al. 2014a, Zhao et al. 2014b]
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1.3.3 Équilibrage des lignes
Dans la littérature, le problème d'équilibrage des lignes de désassemblage consiste
en l'aﬀectation des tâches de désassemblage à une séquence de postes de travail sous
les contraintes de précédence entre les tâches et les contraintes du temps de cycle.
L'objectif le plus courant est la minimisation du nombre de postes de travail requis
[McGovern & Gupta 2011].
Même si ce problème est plus connu dans la littérature sous le nom d'équilibrage des
lignes, la solution obtenue ne donne pas forcément une ligne bien `équilibrée'. Ainsi, dans
ce mémoire, nous appelons ce problème conception des lignes de désassemblage. Ce dernier
sera étudié dans les chapitres 3-5 alors que le chapitre 2 donne un aperçu des travaux
réalisés dans la littérature sur ce sujet sous incertitudes.
Dans cette sous-section, la majorité des travaux traitant la conception et l'équilibrage
des lignes de désassemblage en contexte déterministe sont revus et classés suivant l'ap-
proche de résolution adoptée. Les travaux traitant des incertitudes autres que celles des
durées opératoires des tâches sont également référencés.
Plusieurs heuristiques et méta-heuristiques ont été proposées. Diﬀérentes heuristiques
ont été développées dans [Güngör & Gupta 1999a, Duta et al. 2008, Avikal et al. 2013,
Avikal et al. 2014] pour la minimisation du nombre de poste de travail. Tang et al.
[Tang et al. 2001] ont présenté une heuristique permettant de concevoir des lignes de désas-
semblage multi-produits. Les même auteurs dans [Tang & Zhou 2006] ont développé une
autre heuristique se basant sur les réseaux de Petri pour la conception des lignes de désas-
semblage de proﬁt maximal et prenant en compte la défaillance de composants. Pour la
même problématique, Duta et al. [Duta et al. 2005] ont proposé une heuristique dite de
`piles égales'. Une heuristique multi-objectif pour concevoir une ligne en U a été proposée
dans [Avikal et al. 2013]. Les auteurs ont considéré l'optimisation lexicographique de plu-
sieurs critères déjà introduits dans [Güngör & Gupta 2002] : minimisation des temps morts,
maximisation de la priorité de désassemblage des composants polluants et maximisation
de la priorité de désassemblage des composants les plus demandés.
Deux méta-heuristiques multi-objectif : un système d'agents fourmis distribués et
une recherche déterministe à information partielle (uninformed deterministic search)
ont été présentées et comparées dans [McGovern & Gupta 2005]. Deux autres méta-
heuristiques, colonie de fourmis et algorithme génétique, ont été proposées respective-
ment dans [McGovern & Gupta 2006, Zhu et al. 2014] et [McGovern & Gupta 2007b]. Les
critères d'optimisation y ont été également considérés lexicographiquement. Ding et al.
[Ding et al. 2009, Ding et al. 2010b, Ding et al. 2010a] ont développé un algorithme de co-
lonie de fourmis pour traiter le problème multi-objectif de conception des lignes de désas-
semblage. Les critères d'optimisation ont été considérés parallèlement. Pour la même pro-
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blématiques, deux méta-heuristiques, recherche tabou et recuit simulé, ont été proposées
respectivement dans [Kalayci & Gupta 2011] et [Kalayci et al. 2012].
Diﬀérentes approches méta-heuristiques ont été développées pour résoudre le
problème d'équilibrage des lignes et séquencement des tâches de désassem-
blage : l'approche rivière dynamique, recherche tabou, colonie de fourmis et re-
cuit simulé [Kalayci & Gupta 2013e], [Kalayci & Gupta 2014], [Kalayci & Gupta 2013c],
[Kalayci & Gupta 2013d, Kalayci & Gupta 2013a, Kalayci & Gupta 2013b], respective-
ment. Pour ce même problème, une heuristique a été proposée par Lambert et Gupta
[Lambert & Gupta 2005a]. Une comparaison qualitative et quantitative de diﬀérentes
heuristiques et méta-heuristiques, entre autre algorithme glouton, heuristiques hybrides
glouton/escalade de colline, glouton/2-opt et l'heuristique chasseur-tueur (hunter-killer),
traitant le problème de conception des lignes de désassemblage a été présentée dans
[McGovern & Gupta 2007a].
Des méthodes de résolution exactes ont été également proposées. Altekin et al.
[Altekin et al. 2008] ont développé un programme linéaire dont l'objectif est de maximiser
le proﬁt d'une ligne de désassemblage. Les auteurs ont proposé un schéma d'approximation
se basant sur la relaxation linéaire. Un graphe ET/OU a été utilisé pour modéliser les re-
lations de précédence entre les tâches et les sous-assemblages. Koc et al. [Koc et al. 2009]
ont considéré le problème de minimisation du nombre de postes de travail et ont déve-
loppé deux approches de résolution exactes se basant respectivement sur la programma-
tion linéaire mixte et la programmation dynamique. Les auteurs ont démontré l'avantage
d'utiliser des graphes ET/OU comparé à l'utilisation de graphes de précédence simples.
D'autres travaux s'intéressent à l'intégration des problématiques de conception de
réseaux de chaînes logistiques fermées et d'équilibrage des lignes de désassemblage.
Deux programmes linéaires mixtes ont été proposés dans [Özceylan & Paksoy 2013,
Özceylan et al. 2014] pour modéliser ce problème.
D'autres traitent les problèmes de conception et d'équilibrage des lignes de désassem-
blage sous défaillance des tâches de désassemblage. Une approche prédictive-réactive par la
programmation linéaire entière a été proposée dans [Altekin & Akkan 2011] pour maximi-
ser le proﬁt généré par une ligne de désassemblage sous possibilité de défaillance de tâches.
Güngör et Gupta [Güngör & Gupta 2001b] ont développé une heuristique pour traiter le
cas de défaillance de tâches et minimiser le coût de désassemblage de composants défec-
tueux. Le cas d'incertitude de la demande des produits en ﬁn de vie a été étudié dans
[Chica et al. 2013]. Celui d'incertitude du temps de cycle dans [Liu et al. 2013].
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1.3.4 Automatisation
L'objectif de l'automatisation du processus de désassemblage est de le rendre
plus eﬃcace. Diﬀérents aspects de son automatisation ont été étudiés récemment.
Ces études peuvent être classées essentiellement selon trois aspects. La conﬁgura-
tion du système de désassemblage proposé : cellules ﬂexibles [Wiendahl et al. 2001,
Seliger et al. 2002, Torres et al. 2004] et lignes de désassemblage [Opali¢ et al. 2010,
Minca et al. 2012a, Minca et al. 2012b, Filipescu et al. 2012]. Les outils et logiciels de
planiﬁcation des opérations de désassemblage [Kim et al. 2009b, Javorova et al. 2011,
Popa et al. 2012, Schumacher & Jouaneh 2013, Weyrich & Wang 2013]. Les équipements
et machines de désassemblage [Koppensteiner et al. 2013, Vongbunyong et al. 2013a,
Vongbunyong et al. 2013b]
1.3.5 Ergonomie
Selon l'ANACT (Agence Nationale pour l'Amélioration des Conditions de Travail),
l'ergonomie cherche à rassembler des connaissances sur le fonctionnement de l'homme en
activité aﬁn de l'appliquer à la conception des tâches, des machines, des outillages et des
systèmes de production. Concernant les systèmes de désassemblage, la nature manuelle des
tâches de désassemblage exige la considération des facteurs ergonomiques aﬁn de concevoir
des lignes de désassemblage qui puissent être utilisées avec le maximum de confort, de
sécurité et d'eﬃcacité par le plus grand nombre d'opérateurs [Kazmierczak et al. 2005].
Parmi les travaux de recherche sur les aspects de l'ergonomie, nous avons rap-
porté les plus référencés [Kroll 1996, Kazmierczak et al. 2004, Kazmierczak et al. 2005,
Kazmierczak et al. 2007, Tang & Zhou 2008, Dempsey et al. 2010, Youssif et al. 2011,
Smith & Grenchus Jr. 2009, Md. Dawal et al. 2013].
1.4 Conclusion
Dans ce chapitre, après avoir introduit les diﬀérentes options de ﬁn de vie d'un produit,
nous avons montré le rôle essentiel joué par le processus de désassemblage dans la reva-
lorisation des produits en ﬁn de vie. Nous avons aussi montré la complexité du processus
de désassemblage et présenté les diﬀérences principales entre une ligne d'assemblage et
une ligne de désassemblage. Enﬁn, nous avons revu les travaux de la littérature les plus
pertinents traitant les problématiques générales liées au désassemblage.

Chapitre 2
Prise en compte des incertitudes lors
de la conception des lignes de production
Sommaire
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.2 Conception des lignes de désassemblage . . . . . . . . . . . . . . . 22
2.2.1 Temps de cycle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.2.2 Graphe de précédence ET/OU . . . . . . . . . . . . . . . . . . . . . 25
2.3 Conception des lignes de production sous incertitudes des durées
opératoires des tâches . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.3.1 Durées incertaines des tâches d'assemblage . . . . . . . . . . . . . . . 29
2.3.1.1 Modélisation par des lois de probabilité connues . . . . . . 29
2.3.1.2 Modélisation par des intervalles fermés . . . . . . . . . . . . 30
2.3.1.3 Modélisation par des nombres flous ou par des scénarios . . 30
2.3.2 Durées incertaines des tâches de désassemblage . . . . . . . . . . . . 31
2.4 Cas d'incertitudes étudiés pour la conception des lignes
de désassemblage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.4.1 Coût de recours de la ligne . . . . . . . . . . . . . . . . . . . . . . . 32
2.4.2 Taux de service de la ligne . . . . . . . . . . . . . . . . . . . . . . . . 33
2.4.3 Moyennes des charges des postes de la ligne . . . . . . . . . . . . . . 33
2.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.1 Introduction
La première partie de ce chapitre est consacrée à la déﬁnition formelle de la problé-
matique de conception des lignes de désassemblage étudiée dans ce mémoire. Dans la
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deuxième, nous présentons les diﬀérents travaux traitant les incertitudes des durées opé-
ratoires des tâches lors de la conception des lignes de production. Nous les avons classés
en deux catégories : les travaux étudiant les incertitudes des durées opératoires des tâches
d'assemblage et ceux traitant les incertitudes des durées opératoires des tâches de désas-
semblage. La raison pour laquelle nous nous focalisons sur l'étude des incertitudes des
durées opératoires des tâches est qu'elles constituent la conséquence directe ou indirecte
des sources d'incertitudes citées précédemment.
Pour notre problématique de conception des lignes de désassemblage, nous présentons
les trois cas d'incertitudes des durées opératoires qui sont étudiés dans ce mémoire. Tous
les concepts nécessaires à la compréhension de la suite de ce manuscrit y sont exposés.
2.2 Conception des lignes de désassemblage
Une ligne de désassemblage peut être déﬁnie comme une succession de postes de travail
liés par un système de transport (Figure 2.1). À chaque poste de travail est aﬀecté un
ensemble d'opérations à réaliser en un temps inférieur ou égal au temps de cycle. La
valeur du temps de cycle, calculée à partir de la prévision des demandes des produits, des
composants et des matières, déﬁnit la cadence de fonctionnement de la ligne. L'aﬀectation
des tâches de désassemblage aux postes de travail de la ligne doit respecter les contraintes
technologiques de précédence entre les tâches et les sous-assemblages générés au cours du
processus de désassemblage.
Concevoir une ligne de désassemblage est une décision stratégique. Une démarche géné-
rale de conception d'une ligne de production a été proposée dans [Finch 2008] et reportée
dans [McGovern & Gupta 2011]. Cette démarche consiste en 5 étapes :
1. Recenser et identiﬁer toutes les tâches possibles de désassemblage d'un produit,
leurs relations de précédence ainsi que leurs durées opératoires.
2. Déterminer la valeur du temps de cycle aﬁn de satisfaire la demande pour un horizon
de planiﬁcation donné.
3. Déterminer le nombre minimum théorique de postes de travail qui constitueraient
la ligne à concevoir.
4. Aﬀecter les tâches de désassemblage aux postes de travail déterminés.
5. Évaluer l'utilisation de la ligne conçue.
Cette démarche globale ne ﬁxe pas un ordre chronologique de conception d'une ligne
de désassemblage, mais indique plutôt les paramètres et les étapes généraux à établir en
vue de la concevoir. Dans ce qui suit, nous commençons d'abord par une déﬁnition plus
détaillée du temps de cycle, puis nous présentons le processus proposé dans ce mémoire
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Figure 2.1  Exemple d'une ligne de désassemblage.
pour la modélisation des relations de précédence entre les tâches de désassemblage et les
sous-assemblages qui leurs sont associés. Les autres paramètres seront introduits plus loin.
2.2.1 Temps de cycle
Le temps de cycle est le temps alloué à chaque poste de travail et durant lequel doivent
être réalisées toutes les opérations de désassemblage qui lui sont aﬀectées. Comme cité
précédemment, le temps de cycle déﬁnit la cadence de production de la ligne. Une cadence
plus élevée de la ligne correspond à un temps de cycle plus faible, un temps de cycle plus
faible correspond à un nombre plus important de postes de travail.
Le temps de cycle, dans le cas de l'assemblage, est calculé comme la division du temps
de la période de planiﬁcation sur le nombre de produits ﬁnis demandés. Si, par exemple,
la période de planiﬁcation est d'un an, alors le temps de cycle est déﬁni comme suit :
Ct =
temps de travail d'une année
nombre de produits demandés de cette année
Le calcul du temps de cycle dans le cas du désassemblage est beaucoup plus complexe
à cause des sources multiples de la demande. En eﬀet, les demandes concernent à la fois
les produits en ﬁn de vie, leurs composants, leurs matières et leurs sous-assemblages. Pour
déﬁnir, dans ce mémoire, la valeur du temps de cycle, nous retenons comme `nombre de
produits demandés par période de temps' la valeur de la demande d'un composant ou sous-
assemblage qui correspond à un nombre de produits en ﬁn de vie permettant la satisfaction
des autres sources de demande.
Exemple
Prenons comme exemple de produit en ﬁn de vie un ensemble piston-bielle, à 16 com-
posants, illustré par la Figure 2.2 <http://ga16ds.blogspot.fr>. Pour simpliﬁer, nous
nous limitons à la considération des demandes en produits ainsi que leurs composants.
Le principe de calcul étant le même pour le cas où les demandes concerneraient d'autres
parties du produit.
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Figure 2.2  Exemple d'un produit : piston-bielle.
Table 2.1  Prévision sur une année des demandes d'un produit en ﬁn de vie et ses
composants.
Composant Demande
0 87000
1-2 153220
3 90726
4 91000
5 85033
6 53988
7-8 134715
9 83312
10-11 152500
12-13 181490
14 77692
15-16 118310
Les détails des demandes sont reportés dans le Tableau 2.1 où les composants sont
numérotés ; le numéro 0 représente le produit entier. Les composants identiques sont sym-
bolisés avec un numéro composé : les composants numéros 15 et 16 représentent la même
pièce, donc chacun est symbolisé par 15-16.
Considérons un horizon de planiﬁcation d'une année de 52 semaines de 35 heures. Dans
le Tableau 2.1, la plus grande demande (en valeur) enregistrée concerne le composant
12-13 : 181490 unités. Néanmoins, l'ensemble piston-bielle contient 2 pièces 12-13, ce qui
revient à une demande de 181490/2 = 90745 produits. Puisque la demande de la pièce 4
est de 91000 et que de l'ensemble piston-bielle on ne peut récupérer qu'une seule pièce de
ce type, il s'ensuit que la demande maximale à considérer dans le calcul du temps de cycle
est celle du composant 4 :
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Ct =
temps de travail d'une année
nombre de produits demandés de cette année
=
52× 35× 60
91000
= 1.2 mn/produit.
La valeur Ct = 1.2 mn/produit signiﬁe concrètement que sur la ligne à concevoir, un
ensemble piston-bielle est désassemblé chaque 72 secondes en vue de satisfaire la demande
prévisionnelle.
2.2.2 Graphe de précédence ET/OU
Pour désassembler un produit, il est nécessaire d'identiﬁer toutes les manières possibles
de le faire aﬁn d'en choisir la meilleure selon l'objectif recherché. Un produit peut être
désassemblé en réalisant un certain nombre de tâches de désassemblage. Chaque tâche est
ainsi caractérisée par sa durée opératoire estimée.
Des contraintes topologiques et techniques entre les diﬀérents composants du produit
existent. Par exemple, si nous considérons le produit illustré dans la Figure 2.2, il n'est
pas possible de récupérer les deux pièces numéros 12 et 13 avant de dévisser les pièces
numéros 10, 11, 15 et 16. Ces diﬀérentes contraintes physiques créent ce que l'on appelle :
contraintes de précédence entre les tâches et les sous-assemblages d'un produit.
Pour représenter explicitement toutes les alternatives de désassemblage, nous avons opté
pour les graphes ET/OU connus dans la littérature sous l'appellation AND/OR graphes
[Lambert 1999, Koc et al. 2009]. Nous avons adapté ce graphe pour prendre en compte le
cas du désassemblage partiel.
Aﬁn de présenter le processus de modélisation de toutes les alternatives de désassemblage
d'un produit ainsi que les relations de précédence associées, nous prenons comme exemple
le produit de la Figure 2.2. Le graphe ET/OU de la Figure 2.3 représente explicitement
toutes ces alternatives ainsi que les relations de précédence correspondantes. C'est un
graphe orienté sans circuit, il est biparti. Ce graphe est construit comme suit :
chaque tâche de désassemblage est représentée par un sommet Bi, i ∈ I, où I est l'ensemble
de toutes les tâches de désassemblage. Les sommets Bi déﬁnissent le premier type de
sommets du graphe ET/OU. Chaque sous-assemblage du produit est représenté par un
sommet Ak, k ∈ K, où K est l'ensemble de tous les composants et sous-assemblages générés
par les opérations de désassemblage. Les sommets Ak déﬁnissent le deuxième type de
sommets. Pour simpliﬁer, les composants (c.-à-d. sous-assemblages composés d'une seule
pièce) ne sont pas explicitement représentés dans le graphe ET/OU. Le sommet puits s est
rajouté pour modéliser le cas du désassemblage partiel.
Les relations de précédence entre les tâches et les diﬀérentes parties du produit sont
représentées par les arcs du graphe ET/OU qui sont de deux types : des arcs ET et des
arcs OU. Les arcs ET sont mis en gras dans la Figure 2.3.
Par exemple, pour commencer le désassemblage du produit (représenté par le sommet A0),
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Figure 2.3  Le graphe ET/OU du piston-bielle.
Table 2.2  Les tâches de désassemblage du produit avec les composants et sous-
assemblages générés ainsi que leurs durées opératoires associées en secondes.
tâche s-assemblages composants durée tâche s-assemblages composants durée
1 1:9,11,14,16 10;12;13;15 40 14 9,11,14,16 4;5;6;7;8 51
2 4:16 1;2;3 51 15 4:9 11;14;16 63
3 1:4 ;9:16 5;6;7;8 32 16 9,11,14,16 10;12;13;15 40
4 1:9,10,14,15 11;12;13;16 32 17 9,10,14,15 11;12;13;16 49
5 4:9,11,14,16 1;2;3 44 18 4:9 1;2;3 41
6 1:4 ;9,11,14,16 5;6;7;8 44 19 1:4 5;6;7;8;9 35
7 1:9 11;14;16 31 20 4:9 11;14;15 45
8 4:9,11,14,16 10;12;13;15 37 21 9,10,14,15 4;5;6;7;8 37
9 9:16 4;5;6;7;8 53 22  9;11;14;16 41
10 4:9,10,14,15 11;12;13;16 40 23  4;5;6;7;8;9 60
11 1:9 10;14;15 40 24  1;2;3;4 57
12 1:4 ;9,10,14,15 5;6;7;8 51 25  9;10;14;15 48
13 4:9,10,14,15 1;2;3 43 - - - -
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la tâche B1 peut être choisie, ou la tâche B2, ou la tâche B3, ou la tâche B4. En eﬀet, les arcs
OU modélisent les diﬀérentes options disponibles pour désassembler un sous-assemblage.
Si la tâche B3 est choisie, alors le sous-assemblage 1:4 et le sous-assemblage 9:16 ainsi que
les composants 5;6;7;8 sont générés (Tableau 2.2). Les sous-assemblages 1:4 et 9:16 sont
représentés respectivement par les sommets A5 et A10 dans le graphe de la Figure 2.3 ; les
composants 5;6;7;8 ne sont pas représentés dans le graphe ET/OU mais sont indiqués dans
le Tableau 2.2.
La Figure 2.4 illustre un exemple d'un processus de désassemblage complet du produit.
Il contient les tâches B3,B16,B22 et B24. Si pour des raisons économiques seules les tâches
B3,B16 et B24 peuvent être sélectionnées, alors le désassemblage sera partiel (Figure 2.5).
Soient :
ti : la durée opératoire estimée de la tâche Bi, i ∈ I.
Sdop : la somme des durées opératoires des tâches de désassemblage choisies :
Sdop =
∑
i∈I,i choisie ti.
Npth : nombre minimum théorique de postes de travail qui constitueraient la ligne de désas-
semblage : Npth =
⌈
Sdop
Ct
⌉
.
Npost : le nombre de postes de travail qui constituent la ligne de désassemblage.
J : J = {1, 2, . . . , Npost}.
Figure 2.4  Un exemple d'alternative de désassemblage complet.
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tij : la durée opératoire de la tâche Bi, i ∈ I, aﬀectée au poste j, j ∈ J .
TPj : la somme des durées opératoires des tâches aﬀectées au poste de travail j, j ∈ J :
TPj =
∑
i∈I,i choisie tij.
Tprodl : le temps de production de la ligne de désassemblage : Tprodl = Npost × Ct.
Ul : taux d'utilisation de la ligne de désassemblage : Ul =
Sdop
Tprodl
.
Tml : temps mort ou d'inactivité total de la ligne de désassemblage :
Tml =
∑
j∈J(Ct − TPj).
Pour l'exemple de l'alternative de la Figure 2.4, on a :
Sdop =
∑
i∈I
ti = 32 + 40 + 41 + 57 = 170 secondes.
Npth =
⌈
Sdop
Ct
⌉
=
⌈
170
72
⌉
=
⌈
2.36
⌉
= 3 postes au moins.
Notons que les tâches B3,B16,B22 et B24 peuvent être aﬀectées aux Npth postes de travail
sans violation des contraintes de précédence et celles du temps de cycle. Eﬀectivement, il
est possible d'aﬀecter les deux tâches B3 et B16 au poste n◦1 (TP1 = t3 + t16 = 32 + 40 =
72 = Ct), la tâche B22 au poste n◦2 (TP2 = 41 < 72) et la tâche B24 au poste n◦3
(TP3 = 57 < 72). Les deux tâches B22 et B24 ne peuvent pas être aﬀectées ensemble au
poste n◦2 car t22 + t24 = 98 > 72. Ainsi :
Figure 2.5  Un exemple d'alternative de désassemblage partiel.
2.3. Conception des lignes de production sous incertitudes des durées opératoires des
tâches 29
Npost = Npth = 3
Tprodl = Npost × Ct = 3× 72 = 216 secondes
Ul =
Sdop
Tprodl
=
170
216
= 78.7%
La valeur Ul = 78.7% revient à dire qu'au moins 21% du temps, la ligne sera inactive.
Cette même information est reﬂétée par l'analyse du temps mort Tml de la ligne :
Tml =
∑
j∈J
(Ct − TPj) = (72− 72) + (72− 41) + (72− 57) = 46 secondes
2.3 Conception des lignes de production sous
incertitudes des durées opératoires des tâches
Dans cette section, nous avons revu la quasi-totalité des travaux de la littérature qui
traitent le problème de conception des lignes de production sous incertitudes des durées
opératoires des tâches. Les lignes de production considérées sont celles d'assemblage et de
désassemblage.
2.3.1 Durées incertaines des tâches d'assemblage
2.3.1.1 Modélisation par des lois de probabilité connues
La plupart des travaux de la littérature, traitant les incertitudes des durées opératoires
des tâches d'assemblage, appartiennent à cette sous-catégorie.
Deux approches de résolution heuristique et exacte (énumérative, présentée
dans [Johnson 1983]) ont été proposées, respectivement, dans [Raouf & Tsui 1982] et
[Betts & Mahmoud 1989] pour concevoir puis équilibrer des lignes d'assemblage avec des
durées opératoires aléatoires symétriques connues. Pour l'analyse et le calcul du temps
mort global d'une ligne d'assemblage mixte, avec des durées aléatoires indépendantes et
suivant des lois de probabilité identiques, les auteurs dans [Zhao et al. 2007] ont proposé
une modélisation et approche de résolution se basant sur les chaînes de Markov.
Plusieurs travaux modélisant les durées opératoires des tâches comme des
variables aléatoires de lois normales et connues ont été réalisés. Les pre-
miers papiers ont été dédiés à la conception des lignes d'assemblage avec
une conﬁguration droite. Dans ce cas de ﬁgure, des méthodes de résolu-
tion heuristiques [Kao 1979, Carter & Silverman 1984, Silverman & Carter 1986,
Chakravarty & Shtub 1986, Shin 1990, Lyu 1997, Fazlollahtabar et al. 2011], méta-
heuristiques [Erel et al. 2005, Cakir et al. 2011] et exactes [Kao 1976, Henig 1986,
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Sarin et al. 1999] ont été élaborées. Le cas d'une ligne avec des postes de travail
en parallèle est étudié dans [McMullen & Frazier 1997]. L'optimisation des lignes
en forme U est conduite dans [Guerriero & Miltenburg 2003, Chiang & Urban 2006,
Baykaso§lu & Özbakr 2007, Bagher et al. 2011, Özcan et al. 2011]. Deux approches
heuristiques pour le problème de ré-équilibrage d'une ligne ont été développées dans
[Gamberini et al. 2006, Gamberini et al. 2009]. Dans [Liu et al. 2005], les auteurs ont
étudié le problème de minimisation du temps de cycle (maximisation de la cadence de la
ligne).
Deux approches de résolution exacte et heuristique ont été proposées pour la résolution
de programmes mathématiques avec des contraintes probabilisées disjointes, respective-
ment, pour le cas des lignes U [Urban & Chiang 2006, A§pak & Gökçen 2007] et des lignes
bilatérales [Özcan 2010].
2.3.1.2 Modélisation par des intervalles fermés
On suppose que la durée opératoire d'une tâche appartient à un intervalle [a, b], a < b,
a, b ∈ R∗+. Les valeurs a et b sont, respectivement, la valeur minimum et la valeur maximum
de la durée de la tâche. Aucune probabilité ou loi de probabilité n'est associée à l'intervalle
[a, b].
Les articles qui traitent ce type d'incertitude sont peu nombreux. Les auteurs dans
[Hazr & Dolgui 2013, Gurevsky et al. 2013a] ont proposé des modélisations et méthodes
de résolution exactes. Deux analyses de stabilité des solutions faisables et optimales des
problèmes de conception des lignes d'assemblage et sa version généralisée, ainsi que deux
méthodes exacte et heuristique de résolution, avec possibilité de variations des durées opé-
ratoires de quelques tâches, ont été respectivement proposées dans [Gurevsky et al. 2012]
et [Gurevsky et al. 2013b].
2.3.1.3 Modélisation par des nombres flous ou par des scénarios
Une durée opératoire d'une tâche est dite floue si sa valeur appartient à un sous-
ensemble flou Υ˜ ⊆ Ω. Ce sous-ensemble est déﬁni par sa fonction caractéristique ou d'ap-
partenance µ : Ω → [0, 1] ; Ω est un ensemble inﬁni indénombrable. Par exemple, pour une
valeur donnée υ, µΥ˜ (υ) représente le degré d'appartenance de υ à Υ˜ . Ce type d'incertitude
des durées opératoires des tâches a été étudié dans [Zacharia & Nearchou 2012, Hop 2006,
Tsujimura et al. 1995].
Pour le cas des scenarii, les durées opératoires d'une tâche sont déﬁnies suivant des
scénarios (sans probabilités associées) préétablis par une planiﬁcation sur un horizon donné.
De telles incertitudes des durées opératoires ont été étudiées dans [Dolgui & Kovalev 2012,
Xu & Xiao 2011, Xu & Xiao 2009].
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2.3.2 Durées incertaines des tâches de désassemblage
Rares sont les travaux qui traitent le cas de conception des lignes de désassemblage
sous incertitudes des durées opératoires des tâches.
Une modélisation par les réseaux ﬂous colorés de Pétri et une méthode de résolution
heuristique ont été proposées dans [Turowski & Morgan 2005] pour l'étude de l'impact
du facteur humain causant des incertitudes des durées opératoires des tâches. Dans cette
étude, les durées opératoires sont déterminées suivant un processus d'apprentissage.
Un algorithme de colonies de fourmis a été développé dans [Agrawal & Tiwari 2006]
pour la conception et l'équilibrage des lignes de désassemblage mixtes en forme de U.
Les durées opératoires ont été prises pour des lois normales indépendantes et connues.
Pour ce même type d'incertitude, les auteurs dans [Aydemir-Karadag & Turkbey 2013]
ont proposé un programme bi-objectif non linéaire pour concevoir une ligne de désas-
semblage avec possibilité de postes de travail en parallèle. Pour traiter le cas de durées
opératoires ﬂoues, des approches de programmation mathématique ont été proposées dans
[Özceylan & Paksoy 2014a, Özceylan & Paksoy 2014b].
2.4 Cas d'incertitudes étudiés pour la conception
des lignes de désassemblage
Notre étude de la littérature nous a permis de constater que :
• les travaux existants ne sont pas capables de considérer simultanément les incerti-
tudes des durées opératoires des tâches, le cas du processus partiel de désassemblage
et la présence de matières dangereuses.
• les seules approches développées pour tenir compte des incertitudes des durées des
tâches de désassemblage sont des méta-heuristiques qui ne fournissent pas l'infor-
mation sur la qualité des solutions obtenues.
• de plus, les modélisations utilisées ne tiennent pas compte de la complexité des
relations de précédence entre les tâches de désassemblage et les sous-assemblages
générés lors du processus désassemblage.
Par conséquent, pour remédier à ces lacunes et fournir aux concepteurs de lignes de
désassemblage des méthodes exactes tenant compte des incertitudes des durées opératoires
des tâches, nous avons proposé trois modélisations mathématiques ainsi que les approches
de résolution correspondantes. Les modèles proposés sont basés sur : 1) coût de recours de
la ligne, 2) taux de service de la ligne et 3) les moyennes des charges de travail des postes
de la ligne.
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2.4.1 Coût de recours de la ligne
Comme introduit précédemment, tij, i ∈ I, j ∈ J , est la durée opératoire de la tâche
Bi, i ∈ I, aﬀectée au poste j et TPj, j ∈ J , est la somme des durées opératoires des tâches
aﬀectées au poste de travail j : TPj =
∑
i∈I tij. Le nombre de postes de travail constituant
la ligne de désassemblage est |J |.
Supposons que les durées opératoires des tâches tij, i ∈ I, j ∈ J soient des variables
aléatoires avec des lois de probabilité connues qui sont notées t˜ij, i ∈ I, j ∈ J . Les temps
(ou charges) des postes de travail sont donc notés T˜P j, j ∈ J où T˜P j =
∑
i∈I t˜ij.
La contrainte du temps de cycle impose la réalisation des tâches aﬀectées à un poste
de travail dans la limite du temps Ct alloué à ce dernier. Cette contrainte doit être vériﬁée
pour chaque poste de travail j ∈ J , elle s'exprime comme suit :
T˜P j 6 Ct, j ∈ J
La contrainte ci-dessus impose la satisfaction de la limitation du temps de cycle sous
incertitudes. Comme les durées réelles des tâches ne peuvent être connues qu'au moment
de leur réalisation, la durée totale T˜P j des tâches initialement aﬀectées à un poste j ∈ J
peut violer ou pas la contrainte du temps de cycle. Aﬁn de mesurer la valeur du temps
excédant le temps de cycle (s'il y a lieu) pour un poste j ∈ J , nous introduisons une
variable aléatoire non négative y˜j, j ∈ J que nous appelons variable de recours. Ainsi, la
contrainte du temps de cycle pour un poste j ∈ J devient :
T˜P j − y˜j 6 Ct, j ∈ J
Notre but est de satisfaire les contraintes du temps de cycle. Aﬁn de minimiser les
violations possibles de ces contraintes, un dépassement quelconque du temps de cycle pour
un poste donné j ∈ J sera pénalisé proportionnellement à la valeur y˜j, j ∈ J du temps
de dépassement. Pour ce faire, nous introduisons un coût de recours par unité de temps
qj, j ∈ J pour chaque poste de travail.
Le coût de recours d'un poste de travail j, j ∈ J est déﬁni par le produit qj y˜j. Le coût
de recours de la ligne est donc : ∑
j∈J
qj y˜j
La minimisation du coût de recours permet la minimisation des arrêts de la ligne
causés par les violations des contraintes du temps de cycle. Une autre variante qui peut
être considérée aussi est celle de la minimisation du coût de recours maximum :
max
j∈J
qj y˜j
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2.4.2 Taux de service de la ligne
Dans ce cas précis, un taux de service (1− α) de la ligne est exigé. Il se traduit par un
niveau de satisfaction de la demande des clients. En d'autres termes, on souhaite que la
ligne soit opérationnelle à [(1− α)× 100]% de son temps de fonctionnement global.
Supposons que les durées opératoires des tâches soient des variables aléatoires indépen-
dantes, connues et suivant la loi de Gauss : t˜ij, i ∈ I, j ∈ J . Alors, la satisfaction du taux
de service de la ligne est modélisée par la satisfaction probabiliste conjointe des contraintes
du temps de cycle comme suit :
P
(
T˜P j 6 Ct,∀j ∈ J
)
> 1− α
Cette contrainte garantit un certain niveau de fonctionnement de la ligne et elle est liée
à la notion du coût de recours de la ligne. En eﬀet, pour le modèle avec les coûts de recours,
le nombre de contraintes du temps de cycle qui sont satisfaites, c-à-d. des contraintes pour
lesquelles y˜j = 0, j ∈ J , divisé par le nombre total de contraintes du temps de cycle (ici
|J |), peut être interprété comme le taux de service de la ligne.
2.4.3 Moyennes des charges des postes de la ligne
Aﬁn d'aborder simultanément les problèmes de conception des lignes et de séquence-
ment des tâches, les espérances des charges des postes de travail seront considérées.
Les durées opératoires des tâches sont prises pour des variables aléatoires avec des lois de
probabilité connues t˜ij, i ∈ I, j ∈ J . La contrainte du temps de cycle pour chaque poste
j ∈ J est exprimée comme suit :
E
(
T˜P j
)
6 Ct, j ∈ J
La relaxation lagrangienne sera utilisée pour traiter ce problème dans le chapitre 5.
Dans ce même chapitre, une intégration des problèmes de conception des lignes et de
séquencement des tâches de désassemblage sera également proposée.
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2.5 Conclusion
Dans ce chapitre, nous avons déﬁni de manière formelle la problématique de concep-
tion des lignes de désassemblage et présenté le graphe orienté ET/OU. Ce graphe sera
utilisé pour la modélisation des contraintes de précédence et toutes les alternatives de
désassemblage d'un produit en ﬁn de vie. Nous avons également analysé la littérature sur
les incertitudes des durées opératoires des tâches dans le cas de la conception des lignes
d'assemblage et de désassemblage. Nous avons mis en évidence les lacunes des travaux
existants. Remédier à ces lacunes est l'objectif des chapitres 3, 4 et 5.
Nous verrons dans ces chapitres que tous les modèles et approches de résolution dé-
veloppés pour la conception des lignes de désassemblage peuvent être adaptés au cas
d'assemblage.
Chapitre 3
Conception des lignes de désassemblage sous
incertitudes des durées opératoires des tâches :
méthode par génération de coupes
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3.1 Introduction
Dans ce chapitre, le problème de conception des lignes de désassemblage sous incerti-
tudes des durées opératoires des tâches est étudié. Les durées opératoires sont considérées
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comme des variables aléatoires avec des lois de probabilité connues. Pour résoudre ce pro-
blème, un programme stochastique est proposé. Ce dernier permet le choix de la meilleure
alternative de désassemblage et l'aﬀectation des tâches correspondantes aux postes de tra-
vail de la ligne.
L'objectif de l'optimisation est de maximiser le proﬁt de la ligne qui est calculé comme la
diﬀérence entre les revenus générés par les parties revendues du produit et le coût d'exploi-
tation de la ligne. Les relations de précédence entre les tâches et les sous-assemblages sont
modélisées par un graphe ET/OU introduit dans le chapitre 2. Une approche de résolution
intégrant la décomposition de Benders (algorithme L-shaped) et la simulation Monte Carlo
est proposée. Il est montré, dans ce chapitre, que sous certaines hypothèses, le problème
traité peut être réduit à celui d'un assemblage. Par conséquent, la méthode de résolution
proposée reste valable pour la conception des lignes d'assemblage sous incertitudes des
durées opératoires des tâches.
Le problème d'équilibrage des charges pour la ligne issue de la résolution du problème
de conception est également étudié. Une formulation de ce problème sous incertitudes des
durées opératoires des tâches est proposée. En plus de l'équilibrage des charges des postes
de désassemblage, son but est d'étudier l'impact de la ré-aﬀectation des tâches sur le coût
de recours de la ligne.
3.2 Formulation du problème
L'ensemble des tâches de désassemblage I doit être aﬀecté aux postes de travail J de la
ligne. Les contraintes de précédence sont déﬁnies par un graphe ET/OU, en conséquence
de quoi, une seule alternative de désassemblage doit être choisie, c.-à-d. un sous-ensemble
I∗ ⊂ I ; I∗ contient les tâches de l'alternative de désassemblage retenue. Le niveau de
désassemblage dépend du proﬁt généré par la ligne.
Le processus d'optimisation est réalisé en deux phases : (1) d'abord, le nombre de postes
de désassemblage maximisant le proﬁt de la ligne ainsi que le processus de désassemblage
sont déterminés ; (2) ensuite, certaines tâches peuvent être ré-aﬀectées aﬁn de permettre
un meilleur équilibrage des charges des postes de désassemblage de la ligne.
Ces deux phases sont détaillées ci-dessous.
3.2.1 Phase 1 : maximisation du proﬁt de la ligne
Les durées opératoires des tâches ti, i ∈ I sont supposées être des variables aléatoires
indépendantes suivant des lois de probabilité connues. Elles sont représentées par un vecteur
aléatoire ξ˜ = (t˜1, t˜2, . . . , t˜|I|) d'un ensemble Ξ ⊂ R|I|+ . En considérant un espace probabilisé
(Ξ,F , P ) introduit par le vecteur ξ˜, posons t˜i = ti(ξ˜), i ∈ I.
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Les hypothèses suivantes sont utilisées : un seul type de produit en ﬁn de vie est à
désassembler complètement ou partiellement sur une ligne cadencée. Tous les produits à
traiter contiennent tous leurs composants initiaux sans rajout ni enlèvement. Certaines
parties des produits contiennent des matières dangereuses ou polluantes et nécessitent un
traitement spécial. Une tâche de désassemblage peut être réalisée par n'importe quel poste
de travail mais ne peut pas être partagée entre deux postes. Chaque composant ou sous-
assemblage d'un produit a une valeur de revente non négative mais peut être nulle. Un
coût opérationnel ﬁxe par unité de temps d'un poste de travail et un coût additionnel ﬁxe
par unité de temps d'un poste de travail traitant des matières dangereuses ou polluantes
sont déﬁnis.
Dans ce qui suit, une tâche de désassemblage i ∈ H ⊂ I est dite polluante si son
exécution génère des composants, ou sous-assemblages ou matières dangereux ou polluants.
Aﬁn de formuler le problème de conception d'une ligne de désassemblage sous incerti-
tudes des durées opératoires des tâches, les notations suivantes sont introduites.
Paramètres
I : ensemble des indices des tâches de désassemblage : I = {1, 2, . . . , |I|}.
J : ensemble des indices des postes de travail : J = {1, 2, . . . , |J |}.
H : ensemble des indices des tâches polluantes.
L : ensemble des indices des parties désassemblées (composants et sous-assemblages)
du produit : L = {1, 2, . . . , |L|}.
K : ensemble des indices des sous-assemblages générés : K = {0, 1, . . . , |K|}.
Li : ensemble des indices des parties du produit désassemblées en exécutant la tâche
Bi, i ∈ I.
Ak : un sous-assemblage, k ∈ K.
Bi : une tâche de désassemblage, i ∈ I.
s : la tâche ﬁctive ou puits du graphe ET/OU.
Pk : ensemble des indices des prédécesseurs de Ak, k ∈ K, c.-à-d. Pk = {i| Bi précède Ak}.
Sk : ensemble des indices des successeurs de Ak, k ∈ K, Sk = {i| Ak précède Bi}.
rl : revenu généré par la partie l, l ∈ L du produit désassemblé.
Fc : coût opérationnel ﬁxe par unité de temps d'un poste de travail, Fc > 0.
Ch : coût additionnel ﬁxe par unité de temps des postes de travail traitant des matières
dangereuses ou polluantes, Ch > 0.
qj : coût de recours ﬁxe par unité de temps pour le poste de travail j, j ∈ J . Notons que
dans notre cas précis qj = q, ∀j ∈ J , q > 0.
Ct : temps de cycle, Ct > 0.
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Variables de décision
xij =

1, si la tâche Bi est aﬀectée
au poste de travail j ;
0, sinon.
hj =

1, si une tâche polluante est aﬀectée
au poste de travail j ;
0, sinon.
xsj =

1, si la tâche ﬁctive s est aﬀectée
au poste de travail j ;
0, sinon.
Comme déﬁni dans le chapitre précédent, une variable de recours yj(ξ˜), j ∈ J mesure le
temps de dépassement de Ct s'il y a lieu. Pour le problème décrit ci-dessus, le programme
stochastique Binaire Mixte avec Recours (BMR) suivant est développé.
Programme stochastique binaire mixte
max
∑
i∈I
∑
j∈J
∑
l∈Li
rl · xij −
[
Ct
(
Fc ·
∑
j∈J
j · xsj + Ch ·
∑
j∈J
hj
)
+ Eξ˜
(
q ·
∑
j∈J
yj(ξ˜)
)] (BMR)
s.c.∑
i∈S0
∑
j∈J
xij = 1 (3.1)∑
j∈J
xij 6 1,∀i ∈ I (3.2)∑
i∈Sk
∑
j∈J
xij 6
∑
i∈Pk
∑
j∈J
xij,∀k ∈ K\{0} (3.3)
∑
i∈Sk
xiv 6
∑
i∈Pk
v∑
j=1
xij, ∀k ∈ K\{0},∀v ∈ J (3.4)∑
j∈J
xsj = 1 (3.5)∑
j∈J
j · xij 6
∑
j∈J
j · xsj,∀i ∈ I (3.6)
hj > xij,∀j ∈ J,∀i ∈ H (3.7)∑
i∈I
ti(ξ˜) · xij − yj(ξ˜) 6 Ct,∀j ∈ J (3.8)
(xsj, xij, hj) ∈ X ⊆ {0, 1}|J |·(|I|+2) (3.9)
yj(ξ˜) > 0,∀j ∈ J (3.10)
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Les termes de la fonction objectif représentent, respectivement, les revenus des produits
désassemblés, le coût opérationnel des postes de travail, le coût de traitement des matières
dangereuses ou polluantes et l'espérance mathématique du coût de recours de la ligne Eξ˜
suivant la distribution de ξ˜ :
Eξ˜
(
q ·
∑
j∈J
yj(ξ˜)
)
=
∫
Ξ
(
q ·
∑
j∈J
yj(ξ˜)
)
dP (3.11)
L'intégrale (3.11) rend non linéaire le programme (BMR).
Si la tâche ﬁctive s est aﬀectée à un poste de travail j, alors j déﬁnit le nombre m∗ de
postes de travail constituant la ligne de désassemblage. La contrainte (3.1) impose la sélec-
tion d'une seule tâche de désassemblage parmi les possibles (successeurs OU) pour commen-
cer le processus de désassemblage. Les contraintes (3.2) indiquent qu'une tâche de désas-
semblage est à aﬀecter au plus à un seul poste de travail. L'ensemble des contraintes (3.3)
assure la sélection d'une seule tâche de désassemblage quand plusieurs sont possibles (suc-
cesseurs OU). L'ensemble de contraintes (3.4) déﬁnit les relations de précédence entre les
tâches et les sous-assemblages. La contrainte (3.5) impose l'aﬀectation de la tâche ﬁctive s
à un poste de travail. Les contraintes (3.6) assurent que toutes les tâches de désassemblage
soient aﬀectées à des postes de travail d'indices inférieurs ou égaux à celui du poste où la
tâche s est aﬀectée. Les contraintes (3.7) assurent que hj prenne la valeur 1 si au moins une
tâche polluante est aﬀectée au poste j ;
∑
j∈J hj représente le nombre total de postes trai-
tant des matières dangereuses. Les contraintes (3.8) modélisent celles du temps de cycle.
Comme mentionné précédemment, la variable yj(ξ˜), j ∈ J mesure le temps dépassant le
temps de cycle Ct au niveau du poste j. Enﬁn, l'ensemble des contraintes (3.9), (3.10)
représente les valeurs possibles des variables de décision.
Soit le cas spécial du problème (BMR) déﬁni comme suit : les proﬁts des produits
désassemblés sont considérés comme nuls (rl = 0,∀l ∈ Li, ∀i ∈ I), le produit est complète-
ment désassemblé, une seule alternative de désassemblage existe et aucune tâche dangereuse
n'existe (H = ∅). Alors, la fonction objectif de (BMR) devient :
max
{
−Ct · Fc ·
∑
j∈J
j · xsj − Eξ˜
(
q ·
∑
j∈J
yj(ξ˜)
)}
=
= −min
{
Ct · Fc ·
∑
j∈J
j · xsj + Eξ˜
(
q ·
∑
j∈J
yj(ξ˜)
)}
où le terme
∑
j∈J j · xsj représente le nombre de postes de travail à installer. Noter qu'il
n'y a plus d'arcs de type OU dans le graphe de précédence résultant. Le problème qui
en résulte déﬁnit théoriquement celui de conception des lignes d'assemblage de type 1,
(SALBP-1) avec des durées opératoires aléatoires et un coût de recours ﬁxe. En eﬀet, le
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problème SALBP-1 est déﬁni comme la minimisation du nombre de postes de travail sous
contraintes de précédence simple (arcs de type ET seulement) et contraintes du temps de
cycle.
Tout au long de ce chapitre, une approche de résolution du problème (BMR) sous
forme de plusieurs algorithmes est développée. Des résultats ci-dessus, il s'ensuit que ces
algorithmes seront aussi applicables pour le problème SALBP-1, sous incertitudes, avec
recours ﬁxe.
Ainsi, la complexité du problème (BMR) est établie ci-après.
Complexité du problème
Si de plus, pour le cas spécial du problème (BMR) déﬁni ci-dessus, les durées opéra-
toires des tâches de désassemblage sont considérées comme déterministes, alors, on déﬁnit
un cas particulier qui peut être décrit par l'instance suivante :
un ensemble ﬁni de tâches I , des durées opératoires ti ∈ R+∗ , i ∈ I , un ordre partiel ≺
sur I , un nombre |J | ∈ Z+ de postes de travail et une capacité Ct ∈ R+∗ de chaque poste.
Cette instance déﬁnit celle du problème SALBP-1 [Baybars 1986]. Le problème SALBP-1
étant connu comme NP-diﬃcile [Baybars 1986, Becker & Scholl 2006]. Par restriction, il
s'ensuit que le problème (BMR) est NP-diﬃcile.
Version déterministe équivalente du programme (BMR)
Soit Z l'ensemble de toutes les solutions possibles du programme (BMR). Le coût de
recours d'une ligne de désassemblage ne peut qu'être positif ou nul et ﬁni, d'où :
0 6 Eξ˜
(
q ·
∑
j∈J
yj(ξ˜)
)
<∞
Puisqu'il y a au moins une possibilité d'aﬀecter les tâches de désassemblage à une
succession de postes de travail et le nombre d'aﬀectations possibles est ﬁni, c.-à-d. Z 6= ∅
et est ﬁni, alors le programme (BMR) possède au moins une solution optimale.
Soient x le vecteur des variables de décision xij, xsj, hj, ∀i ∈ I,∀j ∈ J , respectivement,
et X = {x| les contraintes (3.1)-(3.7) et (3.9) sont satisfaites}.
Si ξ˜ déﬁnit une distribution discrète et ﬁnie {(ξ`, p`), ` ∈ D, p` > 0,∀` ∈ D}, où
D = {1, 2, . . . , D}, D ∈ N∗ et p` est la probabilité d'occurence de ξ` de ξ˜, alors le pro-
gramme (BMR) devient un programme linéaire ordinaire déﬁnissant une structure dite
décomposition duale.
Le programme (BMR-DS) ci-dessous déﬁnit une version déterministe équivalente du
programme (BMR) et montre sa structure particulière en blocs ; chaque programme (3.12)
constitue un bloc. Le problème (BMR-DS) est en particulier un programme stochastique
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binaire mixte en deux stages avec recours ﬁxe [Bailey et al. 1999, Penuel et al. 2010]. Ce
même programme, c.-à-d. (BMR-DS) sera utilisé dans la méthode de résolution proposée.
max
{∑
i∈I
∑
j∈J
∑
l∈Li
rl · xij −
[
Ct
(
Fc ·
∑
j∈J
j · xsj + Ch ·
∑
j∈J
hj
)
+QD(x)
]}
(BMR-DS)
s.c. x ∈ X
où QD(x) =
D∑
`=1
p` · Q(x, ξ`)
et Q(x, ξ`) = min
{
q ·
∑
j∈J
yj(ξ`)|
∑
i∈I
ti(ξ`) · xij − yj(ξ`) 6 Ct, yj(ξ`) > 0,∀j ∈ J
}
, ` ∈ D
(3.12)
La taille D du programme (BMR-DS) peut devenir très grande suivant le nombre de
réalisations de ξ˜, mais sa structure particulière en blocs peut être exploitée eﬃcacement
par des algorithmes conçus spécialement pour ce genre de problèmes comme l'algorithme
L-shaped [Ahmed & Shapiro 2002, Birge & Louveaux 1997]. La méthode L-shaped, pro-
posée par Van Slyke et Wets [Van Slyke & Wets 1969], est une variante de la décompo-
sition de Benders [Üster et al. 2007]. Le problème initial (BMR) est décomposé en un
programme principal (stage 1) et sous-programmes (stage 2). Les variables de décision
x ∈ X du programme principal sont appelées variables principales et les variables de re-
cours yj(ξ), ξ ∈ Ξ,∀j ∈ J des variables auxiliaires ou secondaires.
3.2.2 Phase 2 : équilibrage des charges de la ligne
Dans la phase 1, un nombre de postes de travail m∗ 6 |J | (où xsm∗ = 1) et un sous-
ensemble I∗ ⊂ I de tâches (une alternative de désassemblage) sont déterminés sous in-
certitudes des durées opératoires des tâches. Un exemple d'une telle alternative et un
sous-ensemble I∗ de tâches est illustré par la Figure 3.1. L'alternative (ou séquence ou
processus de désassemblage) sélectionnée (en gras) est représentée par un graphe de précé-
dence ET ; I∗ = {B3,B16,B24}. Ainsi, seulement les relations de précédence entre les tâches
peuvent être considérées, en supprimant les sous-assemblage A0,A5,A8 et A10. Le graphe
de précédence de la Figure 3.2 est alors crée.
Dans la phase 2, un meilleur équilibrage des charges des postes de travail est recherché.
En conséquence, les tâches choisies dans la phase 1 peuvent être réaﬀectée dans la phase 2
aﬁn d'atteindre un meilleur équilibre.
Soient J∗ = {1, 2, . . . , m∗}, STj(ξ˜) =
∑
i∈I∗ ti(ξ˜) · xij,∀j ∈ J∗ et Pred(i) = {i′ ∈
I∗| i′ précède i}, i ∈ I∗. Le Maximum des Espérances Mathématiques des diﬀérences de
Charges entre tous les postes de travail est minimisé par le programme (MEMC) suivant :
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Figure 3.1  Un exemple d'alternative de désassemblage choisie.
Figure 3.2  Graphe de précédence simple issu de l'alternative de désassemblage choisie.
min max
∀j,j′∈J∗,j 6=j′
Eξ˜
(∣∣∣STj(ξ˜)− STj′(ξ˜)∣∣∣) (MEMC)
s.c.∑
j∈J∗
xij = 1,∀i ∈ I∗∑
j∈J∗
j · xi′j 6
∑
j∈J∗
j · xij,∀i ∈ I∗,∀i′ ∈ Pred(i)
xij ∈ {0, 1},∀i ∈ I∗,∀j ∈ J∗
Soit B = {1, 2, . . . , B}, B ∈ N∗ et Sl(ξ˜) =
(
STj(ξ˜) − STj′(ξ˜), j, j′ ∈ J∗, j 6= j′
)
, l ∈ B,
où B =
(
2
|J∗|
)
; pour chaque valeur de l est associé un couple (j, j′), j, j′ ∈ J∗, j 6= j′. Alors,
le programme (MEMC') ci-dessous représente une version équivalente du programme
(MEMC).
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min Y (MEMC')
s.c.∑
j∈J∗
xij = 1,∀i ∈ I∗∑
j∈J∗
j · xi′j 6
∑
j∈J∗
j · xij, ∀i ∈ I∗,∀i′ ∈ Pred(i)
Y > Eξ˜
(∣∣Sl(ξ˜)∣∣),∀l ∈ B
xij ∈ {0, 1},∀i ∈ I∗,∀j ∈ J∗
Y > 0
Il est à noter que le coût de recours moyen Eξ˜
(
q · yj(ξ˜)
)
pour chaque poste de travail
j, j ∈ J∗, peut être modiﬁé par la ré-aﬀectation des tâches I∗ aux postes m∗ lors de cette
phase d'équilibrage des charges. Ainsi, Eξ˜
(
q ·∑j∈J yj(ξ˜)) peut augmenter ou diminuer.
Par mesure de sécurité, aucune ré-aﬀectation des tâches polluantes n'est considérée.
Soient x, x′ des solutions optimales des problèmes (BMR) et (MEMC), respective-
ment, et QD(x) et QD(x′) les coûts de recours moyens correspondants. La solution x′ est
retenue si
η =
QD(x′)−QD(x)
QD(x) × 100 6 %
Sinon, x′ n'est pas considérée et x est retenue ; % est un pourcentage ﬁxé par le décideur.
Autrement dit, x′ est préférée à x si l'augmentation du coût de recours dans la phase 2 ne
dépasse pas un certain pourcentage (%) ﬁxé par le décideur.
L'approche de résolution proposée est détaillée dans la section suivante.
3.3 Approche de résolution
Pour une aﬀectation donnée des tâches de désassemblage aux postes de travail de
la ligne, le calcul de l'espérance mathématique Eξ˜
(
q · ∑j∈J yj(ξ˜)) est diﬃcile, car il
requiert des intégrations numériques de fonctions, de densités de probabilités, des va-
riables yj(ξ), ξ ∈ Ξ,∀j ∈ J déﬁnies implicitement, comme indiqué par l'équation (3.11).
Même pour une distribution discrète de ξ˜, le nombre de programmes linéaires de type
(3.12) à résoudre peut exploser. Et même si le calcul exacte de l'espérance mathéma-
tique dans (BMR) s'avère possible, son optimisation présente de sérieuses diﬃcultés
[Birge 1997, Santoso et al. 2005]. En eﬀet, Eξ˜
(
q ·∑j∈J yj(ξ˜)) est déﬁnie implicitement.
Dans ce travail, en vue de contourner ces diﬃcultés, l'approche d'Approximation
Moyenne par Échantillonnage (AME), en anglais the Sample Average Approximation
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(SAA) method [Kleywegt et al. 2001], est utilisée. Cette approche de résolution intègre
la simulation Monte Carlo introduite dans les sous-sections 3.3.1 et 3.3.2, et l'algorithme
L-shaped introduit dans la sous-section 3.3.3.
3.3.1 Échantillonnage Monte Carlo simple
Comme mentionné précédemment, les durées opératoires des tâches de désassemblage
sont modélisées avec un vecteur aléatoire ξ˜ qui prend ses valeurs dans l'ensemble Ξ ⊂ R|I|+
d'un espace de probabilité (Ξ,F , P ) introduit par ξ˜. L'intégrale :
Eξ˜
(
q ·
∑
j∈J
yj(ξ˜)
)
= Eξ˜
[Q(x, ξ˜)] = ∫
Ξ
(
q ·
∑
j∈J
yj(ξ˜)
)
dP
représente l'espérance mathématique Eξ˜
[Q(x, ξ˜)] de la fonction
Q(x, ξ) = min{q ·∑
j∈J
yj(ξ)|
∑
i∈I
ti(ξ) · xij − yj(ξ) 6 Ct, yj(ξ) > 0,∀j ∈ J
}
, ξ ∈ Ξ
Une estimation Monte Carlo Qλ(x) de la valeur moyenne Eξ˜
[Q(x, ξ˜)] est obtenue par
une génération d'un échantillon
(
ξ1, ξ2, . . . , ξλ
)
de taille λ du vecteur aléatoire ξ˜ en utilisant
les nombres pseudo-aléatoires :
Qλ(x) = 1
λ
λ∑
`=1
Q(x, ξ`)
La variable aléatoire Qλ(x, ξ˜) déﬁnie par
Qλ(x, ξ˜) = 1
λ
λ∑
`=1
Q(x, ξ˜`)
représente l'estimateur Monte Carlo de Eξ˜
[Q(x, ξ˜)]. C'est un estimateur non biaisé de
Eξ˜
[Q(x, ξ˜)] :
Eξ˜
[Qλ(x, ξ˜)] = E(1
λ
λ∑
`=1
Q(x, ξ˜`)
)
=
1
λ
λ∑
`=1
E
(Q(x, ξ˜`)) = Eξ˜[Q(x, ξ˜)]
De la loi faible des grands nombres, pour une petite valeur quelconque ε, on a :
lim
λ→∞
P
(∣∣∣Qλ(x, ξ˜)− Eξ˜[Q(x, ξ˜)]∣∣∣ > ε) = 0
Cette loi indique que pour un échantillon de grande taille λ et pour tout nombre positif ε
aussi petit soit il, la probabilité que Qλ(x, ξ˜) s'écarte considérablement de Eξ˜
[Q(x, ξ˜)] est
faible. La loi forte des grands nombres
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P
(
lim
λ→∞
Qλ(x, ξ˜) = Eξ˜
[Q(x, ξ˜)]) = 1
stipule que Qλ(x, ξ˜) converge presque sûrement (avec probabilité 1) vers l'espérance
mathématique Eξ˜
[Q(x, ξ˜)].
En appliquant le théorème centrale limite [DeGroot & Schervish 2012], quand λ→∞,
on a :
Qλ(x, ξ˜)− µQ√
σ2Q/λ
 N (0, 1)
où µQ et σ2Q sont, respectivement, la moyenne et la variance de Q(x, ξ˜).
Ainsi, l'Échantillonnage Monte Carlo Simple (EMCS) génère un échantillon aléatoire
du vecteur ξ˜ = (t˜1, t˜2, . . . , t˜|I|) en utilisant les nombres pseudo-aléatoires et en échantillon-
nant l'intervalle de chaque variable aléatoire t˜i, i = 1, 2, . . . , |I|. Puis, la variable aléatoire
Qλ(x, ξ˜) est utilisée pour calculer une estimation Qλ(x) de l'espérance du coût de recours
Eξ˜
[Q(x, ξ˜)].
3.3.2 Échantillonnage latin hypercube
C'est une autre technique Monte Carlo pour l'échantillonnage des intervalles des va-
riables aléatoires. Sous l'hypothèse d'indépendance des variables aléatoires, l'Échantillon-
nage Latin Hypercube (ELH) génère un échantillon de taille Λ de ξ˜ = (t˜1, t˜2, . . . , t˜|I|)
suivant l'espace de probabilité (Ξ,F , P ) [Helton & Davis 2003].
L'intervalle de chaque variable t˜i, i = 1, 2, . . . , |I| est divisé en Λ sous-intervalles de
probabilités identiques et une valeur est choisie aléatoirement de chaque sous-intervalle.
Puis, les valeurs au nombre de Λ obtenues pour t˜1 sont couplées aléatoirement sans rem-
placement avec les valeurs au nombre de Λ obtenues pour t˜2. Ces couples au nombre de Λ
obtenus sont combinés aléatoirement sans remplacement avec les valeurs de t˜3 au nombre
de Λ pour former des triplets. Ce processus continue jusqu'à l'obtention d'un ensemble de
Λ |I|-uplets. Ces |I|-uplets constituent l'échantillon latin hypercube (ELH).
3.3.3 Résolution de la phase 1
3.3.3.1 Décomposition de Benders
L'idée de la décomposition de Benders (l'algorithme L-shaped) est d'approximer le
terme non linéaire Eξ˜
(
q ·∑j∈J yj(ξ˜)) de la fonction objectif du programme stochastique
avec recours ﬁxe (BMR). Le recours ﬁxe est dit recours complet si pour n'importe quelles
valeurs des variables de décision principales x et n'importe quelle réalisation ξ du vecteur
ξ˜, le sous-programme (3.12) reste toujours faisable [Kall & Wallace 1994]. En particulier,
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il est dit recours simple si la matrice déﬁnie par les coeﬃcients des variables de recours du
programme (3.12) peut s'écrire sous la forme (I,−I), où I représente la matrice identité.
L'intérêt de ces caractéristiques intéressantes réside dans la simpliﬁcation de la résolution
du programme (BMR), notamment la suppression de l'étape de faisabilité dans l'algo-
rithme L-shaped.
Le théorème suivant a été élaboré pour le programme (BMR-DS), et donc pour le
programme (BMR).
Théorème. Le programme (BMR-DS) déﬁnit un recours complet, de plus, ce recours est
simple. Autrement dit :
A = {a|a = W y = Iy′ − Iy, y, y′ > 0} = R|J |
où Q(x, ξ) = min{qTy | Iy′ − Iy = ~(ξ)− T (ξ) · x, y, y′ > 0},∀ξ ∈ Ξ
représente la formulation matricielle des sous-programmes du second stage ; q = (q, . . . , q)T,
I =
 1 0. . .
0 1
, ~(ξ) = (Ct, . . . ,Ct)T et T (ξ) =
 t1 . . . t|I|... . . . ...
t1 . . . t|I|
 ,∀ξ ∈ Ξ
représentent, respectivement, le vecteur de recours, la matrice identité, le vecteur temps de
cycle est la matrice technologique.
Démonstration. ∀x ∈ X, ∀ξ ∈ Ξ on a :∑
i∈I
ti(ξ) · xij − yj(ξ) 6 Ct ⇐⇒
∑
i∈I
ti(ξ) · xij − yj(ξ) + y′j(ξ) = Ct
⇐⇒ y′j(ξ)− yj(ξ) = Ct −
∑
i∈I
ti(ξ) · xij
yj(ξ), y
′
j(ξ) > 0,∀j ∈ J
Vu que yj(ξ), y′j(ξ) > 0,∀j ∈ J,∀ξ ∈ Ξ, alors ∀j ∈ J,∀ξ ∈ Ξ, y′j(ξ)− yj(ξ) ∈ R.
Du théoème ci-dessus, il s'ensuit que ∀ξ ∈ Ξ,∀x ∈ X, le sous-programme
Q(x, ξ) = min{q·∑
j∈J
yj(ξ)|
∑
i∈I
ti(ξ)·xij−yj(ξ) 6 Ct, yj(ξ) > 0,∀j ∈ J
}
est toujours réalisable.
Du fait que le problème d'optimisation traité dans l'algorithme L-shaped soit une mi-
nimisation et puisque :
max f(x) = −min (− f(x))
où f(x) est une fonction de variables de décision x, aﬁn de résoudre le programme (BMR),
sa version de minimisation
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min
{
Ct
(
Fc ·
∑
j∈J
j · xsj + Ch ·
∑
j∈J
hj
)
−
∑
i∈I
∑
j∈J
∑
l∈Li
rl · xij + Eξ˜
(
q ·
∑
j∈J
yj(ξ˜)
)}
(3.13)
est utilisée. Ainsi, la valeur optimale de (BMR) est la valeur symétrique de (3.13).
Considérons la version de minimisation du programme (BMR) et la formulation ma-
tricielle ci-dessous du programme (BMR-DS) :
min
{
cTx+QD(x), x ∈ X}
où QD(x) =
D∑
`=1
p` · Q(x, ξ`)
et Q(x, ξ`) = min
{
qTy |W y = ~` − T (ξ`)x, y > 0
}
où cTx = Ct
(
Fc ·
∑
j∈J j · xsj + Ch ·
∑
j∈J hj
)
−∑i∈I∑j∈J∑l∈Li rl · xij
et ~` = (Ct, . . . ,Ct)T,∀` ∈ D.
Dans l'algorithme L-shaped qui suit, les compteurs h et υ sont utilisés respectivement
pour les coupes d'optimalité et les itérations de l'algorithme ; Eν et eν sont déﬁnis au sein
de l'algorithme.
Une nouvelle variable ϕ est introduite dans la fonction objectif du programme principal.
La valeur de cette variable satisfait l'inégalité ϕ > QD(x). Du fait que QD(x) est déﬁnie
implicitement par un grand nombre de problèmes d'optimisation, le programme princi-
pal n'est pas directement résolu avec cette inégalité. L'algorithme L-shaped approxime
l'intégrale (3.11) et procède comme montré dans l'algorithme 1.
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1 Faire h = υ = 0
2 Faire υ = υ + 1. Résoudre le programme principal :
min
{
cTx+ ϕ
}
s.c.
x ∈ X
Eν · x+ ϕ > eν , ν = 1, 2, . . . , h (3.14)
x binaire, ϕ > 0
3 Soit (xυ, ϕυ) une solution optimale.
4 Pour ` = 1, 2, . . . , D, résoudre le sous-programme :
min W = qT · y
s.c.
W y = ~` − T (ξ`) · xυ
y > 0
5 Soit ωυ` les multiplicateurs du simplex associés à une solution optimale
6 d'un programme ` ci-dessus ; déﬁnir :
Eh+1 =
∑
`∈D
p` · (ωυ` )T · T`
et
eh+1 =
∑
`∈D
p` · (ωυ` )T · ~`
7 Soit θυ = eh+1 − Eh+1 · xυ. Si ϕυ > θυ, stop : xυ est une solution optimale.
8 Sinon, générer une coupe d'optimalité de type (3.14), faire h = h + 1, rajouter
9 la contrainte de type (3.14) et retourner à la ligne 2.
Algorithme 1: Approximation de l'espérance mathématique du coût de recours de
la ligne de désassemblage par la décomposition de Benders ou l'algorithme L-shaped.
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Coupes d'optimalité
Des coupes d'optimalité représentées par (3.14) sont rajoutées séquentiellement dans
l'algorithme 1. En eﬀet, si pour une solution réalisable (x̂, ϕ̂) du programme principal on
a ϕ̂ > QD(x̂), alors (x̂, ϕ̂) est une solution optimale, sinon une contrainte de type (3.14)
coupant (x̂, ϕ̂) est introduite.
Soit la formulation duale du sous-programme suivante :
max
{
(~` − T (ξ`)x)Tω |WT · ω 6 q, ω ∈ R|J |
}
(D)
et soit (x̂, ϕ̂) une solution réalisable du programme principal. De la dualité en program-
mation linéaire, on a :
QD(x̂) =
D∑
`=1
p` · Q(x̂, ξ`) =
D∑
`=1
p` · qTy` =
D∑
`=1
p` · (~` − T (ξ`)x̂)Tω̂`
ω̂` est une solution duale du sous programme où x = x̂ et ξ = ξ`. Puisque la fonction
objectif du programme (D) ci-dessus est à maximiser pour tout x ∈ X, on a :
QD(x) =
D∑
`=1
p` · (~` − T (ξ`)x)Tω` >
D∑
`=1
p` · (~` − T (ξ`)x̂)Tω̂`
en utilisant l'inégalité ϕ > QD(x), on a :
ϕ >
D∑
`=1
p` · (~` − T (ξ`)x̂)Tω̂` (3.15)
L'inégalité (3.15) doit être respectée pour toute solution réalisable (x̂, ϕ̂) du programme
principal. Les inégalités (3.15) sont représentées par les coupes d'optimalité (3.14) rajou-
tées séquentiellement au niveau de la ligne 2 de l'algorithme L-shaped. Le nombre de
coupes d'optimalité est ﬁni vu que le nombre de bases réalisables de la matrice W est ﬁni
[Kall & Wallace 1994].
3.3.3.2 Procédure d'approximation moyenne par échantillonnage (AME)
La méthode AME vise à calculer une approximation de l'espérance mathématique du
coût de recours. En particulier, cette procédure permet le calcul de bornes inférieure et
supérieure de la valeur optimale de la fonction objectif du programme (BMR). Ainsi,
l'écart d'optimalité et des intervalles de conﬁance d'une solution d'approximation peuvent
être obtenus.
De manière globale, la méthode AME procède comme suit : pour un échantillon aléatoire
de ξ˜ de taille Λ, généré en utilisant EMCS ou ELH, le terme Eξ˜
[Q(x, ξ˜)] est approximé par
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la fonction QΛ(x) = 1
Λ
·∑Λ`=1Q(x, ξ`). Par conséquent, le problème (BMR) est approximé
par le problème (BMR-DS) où p` = 1Λ , ` = 1, 2, . . . ,Λ. Le problème (BMR-DS) est
résolu par l'algorithme L-shaped.
Soient γΛ, xΛ et γ∗, x∗ les valeurs optimales et solutions optimales des problèmes
(BMR-DS) et (BMR), respectivement. Alors, on a :
γ∗ = min
x∈X
{
f(x) = cTx+ Eξ˜
[Q(x, ξ˜)]}
et
γΛ = min
x∈X
{
fΛ(x) = c
Tx+
1
Λ
·
Λ∑
`=1
Q(x, ξ˜`)
}
Notons que
E
(
fΛ(x)
)
= cTx+
1
Λ
· E
(
Λ∑
`=1
Q(x, ξ˜`)
)
= f(x)
La loi forte des grands nombres implique que γΛ −→Λ→∞ γ∗ avec une probabilité 1. De
plus, Kleywegt et al., dans [Kleywegt et al. 2001], ont montré que sous certaines conditions,
quand Λ croit, xΛ converge vers x∗ avec une probabilité se rapprochant de 1 exponentiel-
lement.
Pour obtenir des solutions du problème (BMR) de bonne qualité, la taille de l'échan-
tillon Λ est déterminée par
Λ > 3σ
2
max
ε2
log
( |X|
α
)
(3.16)
où σ2max représente la variance maximale d'une fonction de QΛ(x) [Kleywegt et al. 2001],
ε > 0 et α ∈]0, 1[. Cette taille d'échantillon est suﬃsante pour obtenir une ε-solution x̂Λ
du problème (BMR) avec une probabilité au moins égale à (1 − α), c.-à-d. une solution
avec un écart absolu de l'optimum ε.
Même si elle s'avère très conservatrice en pratique (c.à-d. elle requière un grand nombre
d'échantillons), l'estimation (3.16) montre que la taille Λ de l'échantillon aléatoire est
linéaire en nombre de tâches de désassemblage et postes de travail de la ligne :
|X| 6 2|J |·(|I|+2) et |X| 6 2|J |·(|I|+2) ⇒ log |X| 6 (log 2) · |J | × (|I|+ 2).
En pratique, la procédure AME implique la génération de Ω échantillons aléatoires
(ξn1 , ξ
n
2 , . . . , ξ
n
Λ), n = 1, 2, . . . ,Ω, de taille réduite Λ. Des estimations des bornes inférieure et
supérieure ainsi que l'écart de l'optimum dépendant de Ω et Λ sont calculés. Dans notre cas,
les valeurs de Ω et Λ sont choisies de manière à obtenir des solutions de qualité acceptable.
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Procédure AME
La méthode AME consiste en 3 étapes. Elle est détaillée ci-après par les algorithmes 2,
3 et 4. Dans l'algorithme 2, E
(
γΛ
)
est une borne inférieure de γ∗ et BIΛΩ est un estimateur
sans biais de E
(
γΛ
)
. Dans l'algorithme 3, f(xnλ) est une borne supérieure de γ
∗ et BSλ est
un estimateur sans biais de f(xnλ).
Le diagramme de la Figure 3.3 résume les étapes principales de la méthode AME. Tous
les échantillons aléatoires sont générés en utilisant EMCS ou ELH.
1 Générer Ω échantillons aléatoires indépendants (ξn1 , ξ
n
2 , . . . , ξ
n
Λ), n = 1, 2, . . . ,Ω
2 Résoudre le problème (BMR-DS) correspondant avec l'algorithme L-shaped
3 Pour chaque valeur de n, calculer une solution optimale xnΛ et sa valeur optimale γ
n
Λ
4 Calculer la valeur (une estimation d'une borne inférieure de γ∗) :
BIΛΩ =
1
Ω
·
Ω∑
n=1
γnΛ
5 Soit X∗ ⊆ X l'ensemble des solutions optimales du problème (BMR). Alors :
γΛ 6 min
x∈X∗
fΛ(x) et E
(
γΛ
)
6 E
(
min
x∈X∗
fΛ(x)
)
6 min
x∈X∗
E
(
fΛ(x)
)
= γ∗
6 Vu que E
(
BIΛΩ
)
= 1
Ω
· E
(∑Ω
n=1 γ
n
Λ
)
= E(γΛ), on a BIΛΩ 6 γ∗ :
7 La variance σ2BIΛΩ de BIΛΩ est estimée comme suit :
σ2BIΛΩ =
1
Ω(Ω− 1) ·
Ω∑
n=1
(γnΛ −BIΛΩ)2
8 Par application du théorème centrale limite, on a :
BIΛΩ  N
(
E(γΛ),
σBI√
Ω
)
, σBI =
√
Var(γΛ)
9 Un intervalle de conﬁance de niveau (1− α) de E(γΛ) est alors donné par :[
BIΛΩ − zα/2 · σBIΛΩ√
Ω
, BIΛΩ +
zα/2 · σBIΛΩ√
Ω
]
, P
(
N (0, 1) 6 zα
)
= 1− α
Algorithme 2: Procédure de calcul d'une borne supérieure du proﬁt de la ligne
de désassemblage.
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1 Générer un échantillon aléatoire (ξ1, ξ2, . . . , ξλ) indépendant de ceux générés
2 dans l'algorithme 2, ligne 1
3 Soit xnλ une solution faisable obtenue dans l'algorithme 2, ligne 3 : x
n
λ doit être
4 une solution pour laquelle la valeur de fλ(x) est minimum
5 Vu que xnλ est réalisable pour (BMR), alors f(x
n
λ) > γ∗
6 Calculer la valeur (une estimation d'une borne supérieure de γ∗) :
BSλ = fλ(x
n
λ)
7 BSλ est un estimateur sans biais de f(xnλ) :
E
(
fλ(x
n
λ)
)
= f(xnλ), on a alors BSλ > γ∗
8 La variance σ2BSλ de BSλ peut être estimée par :
σ2BSλ =
1
λ(λ− 1) ·
λ∑
`=1
(cTxnλ +Q(xnλ, ξ`)−BSλ)2
9 Par application du théorème centrale limite, on a :
BSλ  N
(
f(xnλ),
σBS√
λ
)
, σBS =
√
Var
(
fλ(xnλ)
)
10 Un intervalle de conﬁance de niveau (1− α) de f(xnλ) est alors donné par :[
BSλ − zα/2 · σBSλ√
λ
,BSλ +
zα/2 · σBSλ√
λ
]
, P
(
N (0, 1) 6 zα
)
= 1− α
Algorithme 3: Procédure de calcul d'une borne inférieure du proﬁt de la ligne
de désassemblage.
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1 L'écart d'optimalité EOλΩΛ est calculé comme suit :
EOλΩΛ = BSλ −BIΩΛ
2 Notons que :
E
(
EOλΩΛ
)
= f(xnλ)− E(γΛ) > f(xnλ)− γ∗
3 Il en découle que EOλΩΛ est un estimateur biaisé de l'écart d'optimalité, il surestime
f(xnλ)− γ∗
4 Son biais
(
γ∗ − E(γΛ)
)
est décroissant monotone en Λ
5 La variance σ2EOλΩΛ de EOλΩΛ est estimée par :
σ2EOλΩΛ = σ
2
BIΛΩ
+ σ2BSλ
Algorithme 4: Procédure de calcul de l'écart d'optimalité des bornes inférieure
et supérieure du proﬁt de la ligne de désassemblage.
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Figure 3.3  Diagramme de la méthode d'approximation moyenne par échantillonnage du
proﬁt de la ligne de désassemblage.
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3.3.4 Résolution de la phase 2
Soit Sl(ξ˜) = |Sl(ξ˜)| et soit la variable aléatoire Sλl (ξ˜) = 1λ
∑λ
`=1 Sl(ξ˜`), l ∈ B. Alors,
Sλl (ξ˜), l ∈ B représente un estimateur sans biais de Eξ˜
(
Sl(ξ˜)
)
, l ∈ B :
Eξ˜
[
Sλl (ξ˜)
]
= E
(1
λ
λ∑
`=1
Sl(ξ˜`)
)
=
1
λ
λ∑
`=1
E
(
Sl(ξ˜`)
)
= Eξ˜
[
Sl(ξ˜)
]
Soit z`l > Sl(ξ`) = |Sl(ξ`)|, ` = 1, 2, . . . , λ, ∀l ∈ B. En utilisant un λ-échantillon
(ξ1, ξ2, . . . , ξλ) du vecteur aléatoire ξ˜, la valeur optimale du programme linéaire (AMEMC)
ci-dessous est une approximation de la valeur optimale du programme MEMC.
min Y (AMEMC)
s.c.∑
j∈J∗
xij = 1,∀i ∈ I∗∑
j∈J∗
j · xi′j 6
∑
j∈J∗
j · xij,∀i ∈ I∗, ∀i′ ∈ Pred(i)
Y > 1
λ
·
`=λ∑
`=1
z`l,∀l ∈ B
u`l + Sl(ξ`) = z`l,∀l ∈ B, ` = 1, 2, . . . , λ
0 6 u`l 6 2z`l,∀l ∈ B, ` = 1, 2, . . . , λ
xij ∈ {0, 1},∀i ∈ I∗,∀j ∈ J∗
z`l > 0, ` = 1, 2, . . . , λ, ∀l ∈ B
Y > 0
Proposition. La valeur optimale du programme (AMEMC) est une borne supérieure de
la valeur optimale du programme (MEMC).
Démonstration. Puisque z`l > Sl(ξ`), ` = 1, 2, . . . , λ, ∀l ∈ B, alors :
`=λ∑
`=1
z`l >
`=λ∑
`=1
Sl(ξ`), ∀l ∈ B
et
Y > 1
λ
·
`=λ∑
`=1
z`l >
1
λ
·
`=λ∑
`=1
Sl(ξ`), ∀l ∈ B
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3.4 Expérimentations et résultats d'optimisation
La procédure AME de la phase 1 et le programme (AMEMC) de la phase 2 ont
été implémentés sous MS Visual C++. Le solveur ILOG CPLEX 12.4 a été utilisé pour
résoudre les diﬀérents modèles sur une machine Pentium(R) Dual-Core CPU T4500, 2.30
GHz et 3GB RAM.
Ces deux phases séquentielles ont été appliquées à 7 instances de la littérature qui
contiennent des alternatives de désassemblage de produits en ﬁn de vie. Le nom d'une ins-
tance est composé des premières lettres des auteurs et l'année de publication. Les données
relatives à ces instances sont rapportées dans le Tableau 3.1. La colonne `relations ET'
représente le nombre de tâches de désassemblage : `0' sans successeur, `1' avec un seul arc
de type ET et `2' avec deux arcs ET. La colonne `arcs' représente le nombre total d'arcs
de type ET et OU.
Le Tableau 3.2 regroupe les résultats d'optimisation de la phase de maximisation du
proﬁt de la ligne (phase 1) obtenus en utilisant l'échantillonnage latin hypercube (ELH),
et le Tableau 3.3 ceux obtenus en utilisant l'échantillonnage Monte Carlo simple (EMCS).
Diﬀérentes valeurs de Λ et λ ont été considérées. Le nombre d'échantillons Ω générés était
de 10, le coût de recours q était ﬁxé à 5, le coût opérationnel Fc à 3, le coût de traite-
ment des matières polluantes ou dangereuses Ch à 2, le niveau des intervalles de conﬁance
(1 − α) à 95% et 25% des tâches ont été prises comme dangereuses. Les paramètres res-
tants ont été générés aléatoirement. Même si les distributions de probabilités des durées
opératoires peuvent être diﬀérentes d'une tâche à une autre et pouvant avoir des lois quel-
conques connues, les durées opératoires des tâches ont été supposées suivre des lois normales
connues. Les colonnes `BI' et `BS' contiennent les valeurs des estimations des bornes infé-
rieures et supérieures, respectivement, avec les intervalles de conﬁance correspondants. La
colonne `EO' contient les valeurs des écarts d'optimalité EOλΩΛ et les valeurs des écarts
Table 3.1  Instances de désassemblage de la littérature.
|I| |K| |L| arcs relations ET |J | Ct
0 1 2
MJKL11 [Ma et al. 2011] 37 22 33 76 4 27 6 10 35
BBD13a [Bentaha et al. 2013a] 32 14 23 60 4 28 0 4 0.80
L99a [Lambert 1999] 30 18 28 60 2 26 2 9 30
BBD13b [Bentaha et al. 2013a] 25 11 27 49 4 18 3 4 91
KSE09 [Koc et al. 2009] 23 13 20 47 4 14 5 6 20
L99b [Lambert 1999] 20 13 23 41 5 9 6 9 5.5
BBD13 [Bentaha et al. 2013b] 10 5 12 18 3 6 1 3 0.51
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types σEOλΩΛ associées. Enﬁn, les colonnes `tâches-o.', `tâches-s.', `npostes', `postes-d.' et
`temps(s)' rapportent, respectivement, le nombre total de tâches de l'alternative de désas-
semblage choisie, le nombre de tâches ﬁnalement sélectionnées, le nombre de postes de
travail, le nombre de postes traitant des matières dangereuses avec leur position dans la
ligne de désassemblage et le temps de résolution en secondes.
Ces Résultats montrent que la procédure d'approximation moyenne par échantillonnage
utilisant EMCS retourne des valeurs des bornes inférieures BI et supérieures BS plus inté-
ressantes que celles en utilisant ELH. En eﬀet, ces valeurs sont plus élevées et le problème
résolu s'agit d'une maximisation. Pour cette raison, nous limitons la discussion des résul-
tats au Tableau 3.3. Ce dernier montre que la qualité d'une solution est proportionnelle
à la valeur de Λ. La Figure 3.4 illustre la convergence des valeurs estimées des solutions
obtenues vers les valeurs optimales : les écarts types σEOλΩΛ sont signiﬁcativement réduits
avec l'augmentation des valeurs de Λ. Cependant, le temps de résolution illustré par la
Figure 3.5 croît de manière considérable avec l'accroissement des valeurs de Λ.
Notons que pour retourner une solution d'approximation pour une instance donnée, la
procédure AME résout un grand nombre de programmes linéaires continus et en nombres
entiers. Par exemple, si Ω = 10, Λ = 500 et λ = 700 alors, au moins un nombre total de
Ω× Λ + Ω× λ = 12000 programmes entiers et continus sont résolus : Ω× Λ programmes
dans l'algorithme 2 de la procédure AME et Ω × λ dans l'algorithme 3. Pour avoir une
solution dans le cas des durées opératoires déterministes, un seul programme linéaire en
nombres entiers est résolu.
Le Tableau 3.4 rapporte les résultats d'optimisation de la phase 2 de l'équilibrage des
charges en utilisant l'échantillonnage Monte Carlo simple pour diﬀérentes valeurs de λ.
Les autres paramètres ont été les mêmes que précédemment. La colonne `Objectif' indique
la valeur optimale de la fonction objectif du problème (AMEMC) et la colonne `Ré-
aﬀectation' indique la valeur 0 si la solution de la phase 2 est identique à celle de la phase
1 et la valeur 1 sinon. Les résultats du Tableau 3.4 montrent qu'à l'exception de l'instance
L99b, la solution de la phase 1 reste inchangée en phase 2. Le temps de résolution est
réduit grâce à l'élimination des contraintes du temps de cycle. Ces dernières ne sont pas
requises dans la phase 2 puisque le nombre de postes de travail a été déjà ﬁxé et une
aﬀectation des tâches à ces postes a été déjà trouvée. Les alternatives de désassemblage et
les tâches sélectionnées pour l'instance L99b à la phase 1 et à la phase 2 sont illustrées par
la Figure 3.6.
Le Tableau 3.5 établit une comparaison, pour diﬀérentes valeurs de λ, entre la solution
x de la phase 1 et la solution x′ de la phase 2 en termes de coût de recours, et donc de proﬁt
de la ligne. Les colonnes `Coût de recours estimé' rapporte le coût de recours des postes 1,
2 et 3 dans les sous-colonnes `RW1', `RW2' et `RW3', respectivement ; `Rtotal' représente le
coût de recours de la ligne. La variable η et le paramètre % introduits dans la sous-section
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3.2.2 indiquent respectivement le pourcentage d'augmentation du coût de recours dans la
phase 2 et le pourcentage accepté d'augmentation du coût de recours ﬁxé par le décideur.
La comparaison entre x et x′ est schématisée par la Figure 3.7 dont l'objectif est de
montrer l'importance de la phase 2. Comme montré par le Tableau 3.5, la solution x′ de
la phase 2 est clairement meilleure que la solution x de la phase 1. En eﬀet, les 3 postes
de travail sont mieux équilibrés avec x′ qu'avec x et le coût de recours dans la phase 2 a
diminué de 85% comparé à celui dans la phase 1. En d'autres termes, le coût de recours dans
la phase 2 représente seulement 15% de celui dans la phase 1. Par conséquent, η  % et x′
est retenue comme solution ﬁnale. Le temps de résolution croît de manière faible comparé
à l'accroissement des valeurs de λ dû à la nature continue des programmes linéaires résolus
pour chaque valeur de λ. En eﬀet, si λ = 100 alors, 100 programmes linéaires continus,
comme ceux du deuxième stage de l'algorithme L-shaped, sont résolus.
Comme le temps de résolution croît de manière signiﬁcative en nombres de tâches,
d'alternatives de désassemblage, d'arcs de type ET, etc., et les valeurs de Ω, Λ et λ,
pour utiliser l'approche proposée, il est possible de résoudre les Ω programmes principaux
en parallèle. Ce-ci permettra de diviser le temps de résolution à peu près par Ω. Pour
chaque programme principal, les Λ sous-problèmes correspondants peuvent être résolus en
parallèle également, ce qui divise le temps de résolution à peu près par Λ. De plus, les
λ sous-problèmes peuvent être résolus en parallèle divisant ainsi le temps de résolution
correspondant de nouveau à peu près par λ. La méthode proposée peut être appliquée
pour n'importe quelles distributions de probabilité connues des durées opératoires des
tâches même diﬀérentes d'une tâche à l'autre. En plus, cette procédure peut prendre en
compte d'autres sources d'incertitudes comme celles du temps de cycle par exemple : il
suﬃt de remplacer les valeurs Ct par les réalisations associées. Les valeurs BI, BS et
EO permettent d'évaluer la qualité des solutions obtenues. Enﬁn, la procédure proposée
peut être facilement adaptée au problème de conception des lignes d'assemblage comme le
montre la section suivante.
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Table 3.2  Maximisation du proﬁt de la ligne : résultats d'optimisation avec
échantillonnage latin hypercube.
Λ, λ BI BS EO
tâ
ch
es
-o
.
tâ
ch
es
-s
.
n p
os
te
s
po
st
es
-d
.
te
m
ps
(s
)
M
JK
L
11
100, 200 27.947± 0.159 27.473± 0.412 −0.474, 2.982 7 5 2 (1 : 1) 139
300, 600 27.740± 0.102 27.375± 0.136 −0.365, 1.705 7 5 2 (1 : 1) 886
600, 900 27.762± 0.071 27.546± 0.091 −0.216, 1.394 7 5 2 (1 : 1) 3074
800, 1200 27.694± 0.063 27.896± 0.068 0.202, 1.201 7 5 2 (1 : 1) 5449
1000, 1500 27.628± 0.067 28.149± 0.054 0.521, 1.072 7 5 2 (1 : 1) 8445
B
B
D
13
a
100, 200 180.240± 0.006 180.277± 1.778 0.037, 12.831 4 2 1 (1 : 1) 61
300, 600 180.257± 0.002 180.259± 0.592 0.002, 7.395 4 2 1 (1 : 1) 382
600, 900 180.252± 0.003 180.256± 0.394 0.004, 6.037 4 2 1 (1 : 1) 1166
800, 1200 180.262± 0.002 180.264± 0.296 0.002, 5.227 4 2 1 (1 : 1) 2055
1000, 1500 180.257± 0.001 180.258± 0.237 0.001, 4.675 4 2 1 (1 : 1) 3140
L
99
a
100, 200 484.342± 0.215 484.460± 5.199 0.118, 37.511 9 7 3 - 166
300, 600 484.307± 0.176 483.962± 1.729 −0.345, 21.614 9 7 3 - 1133
600, 900 484.092± 0.106 484.191± 1.153 0.099, 17.646 9 7 3 - 3747
800, 1200 484.184± 0.076 484.657± 0.864 0.473, 15.281 9 7 3 - 6727
1000, 1500 484.339± 0.036 483.941± 0.692 −0.398, 13.667 9 7 3 - 10152
B
B
D
13
b
100, 200 162.620± 0.451 162.967± 2.904 0.347, 20.967 4 3 2 - 78
300, 600 161.751± 0.245 163.558± 0.959 1.807, 11.999 4 3 2 - 494
600, 900 161.633± 0.204 162.727± 0.645 1.094, 9.878 4 3 2 - 1655
800, 1200 161.458± 0.152 163.109± 0.481 1.651, 8.500 4 3 2 - 2810
1000, 1500 162.167± 0.154 161.67± 0.385 −0.497, 7.621 4 3 2 - 4375
K
S
E
09
100, 200 891.565± 0.116 891.534± 8.843 −0.031, 63.806 6 4 2 (1 : 2) 78
300, 600 891.428± 0.049 891.460± 2.943 0.032, 36.777 6 4 2 (1 : 2) 491
600, 900 891.464± 0.030 891.532± 1.961 0.068, 30.020 6 4 2 (1 : 2) 1444
800, 1200 891.487± 0.040 891.531± 1.471 0.044, 25.994 6 4 2 (1 : 2) 2754
1000, 1500 891.385± 0.034 891.697± 1.176 0.312, 23.248 6 4 2 (1 : 2) 3814
L
99
b
100, 200 74.302± 0.025 74.262± 0.742 −0.040, 5.354 8 6 3 - 292
300, 600 74.175± 0.010 74.265± 0.247 0.090, 3.086 8 6 3 - 2282
600, 900 74.210± 0.008 74.171± 0.165 −0.039, 2.519 8 6 3 - 7951
800, 1200 74.188± 0.006 74.205± 0.123 0.017, 2.181 8 6 3 - 13637
1000, 1500 74.188± 0.004 74.139± 0.099 −0.049, 1.951 8 6 3 - 22211
B
B
D
13
100, 200 92.851± 0.002 92.857± 0.923 0.006, 6.658 3 3 2 (1 : 2) 54
300, 600 92.849± 0.001 92.849± 0.307 0.000,3.838 3 3 2 (1 : 2) 311
600, 900 92.849± 0.001 92.851± 0.205 0.002, 3.133 3 3 2 (1 : 2) 927
800, 1200 92.847± 0.001 92.847± 0.153 0.000, 2.712 3 3 2 (1 : 2) 1598
1000, 1500 92.846± 0.000 92.851± 0.123 0.005, 2.426 3 3 2 (1 : 2) 2437
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Table 3.3  Maximisation du proﬁt de la ligne : résultats d'optimisation avec
échantillonnage Monte Carlo simple.
Λ, λ BI BS EO
tâ
ch
es
-o
.
tâ
ch
es
-s
.
n p
o
st
es
po
st
es
-d
.
te
m
ps
(s
)
M
JK
L
11
100, 200 34.214± 0.192 34.032± 0.384 −0.182, 2.785 7 5 2 (1 : 1) 101
300, 600 33.753± 0.088 33.865± 0.127 0.112, 1.591 7 5 2 (1 : 1) 738
600, 900 33.942± 0.096 33.826± 0.085 −0.116, 1.307 7 5 2 (1 : 1) 2836
800, 1200 33.921± 0.093 33.782± 0.064 −0.139, 1.139 7 5 2 (1 : 1) 4506
1000, 1500 34.027± 0.034 34.063± 0.051 0.036, 1.006 7 5 2 (1 : 1) 7122
B
B
D
13
a
100, 200 180.400± 0.010 180.420± 1.778 0.020, 12.831 4 2 1 (1 : 1) 44
300, 600 180.425± 0.008 180.446± 0.592 0.021, 7.396 4 2 1 (1 : 1) 333
600, 900 180.428± 0.003 180.424± 0.394 −0.004, 6.037 4 2 1 (1 : 1) 1103
800, 1200 180.434± 0.003 180.423± 0.296 −0.011, 5.227 4 2 1 (1 : 1) 1973
1000, 1500 180.425± 0.002 180.439± 0.236 0.014, 4.675 4 2 1 (1 : 1) 3057
L
99
a
100, 200 499.168± 0.402 499.614± 5.191 0.446, 37.461 9 7 3 - 133
300, 600 499.628± 0.184 501.170± 1.727 1.542, 21.591 9 7 3 - 1104
600, 900 500.096± 0.148 500.376± 1.151 0.280, 17.624 9 7 3 - 3852
800, 1200 500.176± 0.146 499.462± 0.863 −0.714, 15.262 9 7 3 - 7791
1000, 1500 500.136± 0.141 500.403± 0.691 0.267, 13.649 9 7 3 - 11309
B
B
D
13
b
100, 200 208.532± 1.056 209.080± 2.779 0.548, 20.125 4 3 2 - 65
300, 600 204.841± 0.694 206.941± 0.924 2.100, 11.599 4 3 2 - 549
600, 900 207.779± 0.476 205.562± 0.618 −2.217, 9.491 4 3 2 - 1863
800, 1200 207.859± 0.463 204.477± 0.462 −3.382, 8.209 4 3 2 - 3069
1000, 1500 207.089± 0.268 207.443± 0.369 0.354, 7.317 4 3 2 - 4826
K
S
E
09
100, 200 896.117± 0.142 895.766± 8.842 −0.351, 63.802 6 4 2 (1 : 2) 53
300, 600 895.988± 0.068 895.582± 2.942 −0.406, 36.774 6 4 2 (1 : 2) 457
600, 900 895.692± 0.053 895.901± 1.961 0.209, 30.018 6 4 2 (1 : 2) 1393
800, 1200 895.806± 0.050 895.910± 1.471 0.104, 25.992 6 4 2 (1 : 2) 2415
1000, 1500 895.680± 0.053 895.823± 1.176 0.143, 23.246 6 4 2 (1 : 2) 3845
L
99
b
100, 200 75.261± 0.006 75.055± 0.742 −0.206, 5.353 8 6 3 - 235
300, 600 75.204± 0.008 75.197± 0.247 −0.007, 3.085 8 6 3 - 2422
600, 900 75.206± 0.003 75.246± 0.165 0.040, 2.518 8 6 3 - 8731
800, 1200 75.232± 0.005 75.225± 0.123 −0.007, 2.180 8 6 3 - 14913
1000, 1500 75.216± 0.007 75.223± 0.099 0.007, 1.950 8 6 3 - 24439
B
B
D
13
100, 200 92.917± 0.006 92.895± 0.923 −0.022, 6.658 3 3 2 (1 : 2) 40
300, 600 92.914± 0.004 92.894± 0.307 −0.020, 3.837 3 3 2 (1 : 2) 328
600, 900 92.910± 0.004 92.916± 0.205 0.006, 3.132 3 3 2 (1 : 2) 1103
800, 1200 92.913± 0.003 92.906± 0.153 −0.007, 2.712 3 3 2 (1 : 2) 1981
1000, 1500 92.912± 0.002 92.932± 0.123 0.020, 2.426 3 3 2 (1 : 2) 3205
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Figure 3.4  Écart d'optimalité en phase 1, maximisation du proﬁt de la ligne, avec
l'échantillonnage Monte Carlo simple.
Figure 3.5  Temps de résolution en secondes de la phase 1 avec l'échantillonnage Monte
Carlo simple.
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Table 3.4  Résultats d'optimisation de la phase d'équilibrage des charges.
λ Objectif Ré-aﬀectation temps(s)
MJKL11
500 16.03 0 0.016
1000 16.18 0 0.047
1500 15.82 0 0.031
BBD13a
500 0 0 0.000
1000 0 0 0.000
1500 0 0 0.000
L99a
500 7.679 0 26.22
1000 7.523 0 90.57
1500 7.644 0 269.19
BBD13b
500 22.95 0 0.078
1000 23.00 0 0.172
1500 23.72 0 0.296
KSE09
500 6.533 0 0.016
1000 6.539 0 0.062
1500 6.526 0 0.034
L99b
500 1.904 1 44.73
1000 1.791 1 198.64
1500 1.827 1 543.09
BBD12
500 0.498 0 0.030
1000 0.499 0 0.020
1500 0.499 0 0.030
Table 3.5  Le coût de recours de l'instance L99b.
λ
Coût de recours estimé
η(%) %(%) temps(s)
RW1 RW2 RW3 Rtotal
x
5000 0 0.00006 0.25006 0.25012 −85.75 5 24
7500 0 0.00008 0.23578 0.23586 54
10000 0 0.00005 0.24539 0.24544 −85.07 5 94
12500 0 0.00010 0.24623 0.24633 144
15000 0 0.00007 0.24874 0.24881 −85.80 5 204
x′
5000 0.00948 0 0.02617 0.03565 25
7500 0.00809 0 0.02712 0.03521 −85.24 5 53
10000 0.00883 0 0.02601 0.03484 94
12500 0.00873 0 0.02763 0.03636 −85.64 5 145
15000 0.00847 0 0.02727 0.03574 204
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Figure 3.6  La solution choisie pour l'instance L99b : l'alternative de désassemblage et
les tâches correspondantes pour chaque phase d'optimisation.
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Figure 3.7  Équilibrage des charges et réduction du coût de recours de l'instance L99b :
(a) phase 1, maximisation du proﬁt de la ligne et aﬀectation des tâches ; (b) phase 2,
équilibrage des charges et ré-aﬀectation des tâches.
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Figure 3.8  Convergence des valeurs des bornes inférieures BI et supérieures BS des
instances étudiées.
66
Chapitre 3. Conception des lignes de désassemblage sous incertitudes des durées
opératoires des tâches : méthode par génération de coupes
Figure 3.9  Intervalles de conﬁance de niveau 95% des valeurs des bornes inférieures BI
et supérieures BS des instances étudiées.
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Résultats d'optimisation pour le problème SALBP-1 sous
incertitudes avec coût de recours ﬁxe
Aﬁn de montrer la validité de l'approche de résolution développée pour le cas d'assem-
blage, le problème SALBP-1 sous incertitudes avec recours ﬁxe est résolu. Deux phases ont
été également considérées, celle de conception par la minimisation du nombre de postes
de travail et celle d'équilibrage des charges de ces derniers. Les 16 instances utilisées sont
disponibles sur le site internet <http://alb.mansci.de>. Les données relatives à chaque
instance sont regroupées dans le Tableau 4.6. Les colonnes `|I|', `|
¯
J |' est `Ct' représente, res-
pectivement, le nombre de tâches d'assemblage, une borne inférieure du nombre de postes
de travail et le temps de cycle.
Table 3.6  Instances considérées du problème SALBP-1 avec coût de recours ﬁxe.
|I| |
¯
J | Ct |I| |
¯
J | Ct
1. Mertens 7 2 18 9. Buxey 29 6 54
2. Bowman 8 4 20 10. Sawyer 30 5 75
3. Jaeschke 9 3 18 11. Lutz1 32 5 2828
4. Jackson 11 3 21 12. Gunther 35 6 81
5. Mansoor 11 2 94 13. Kilbridge 45 3 184
6. Mitchell 21 3 39 14. Hahn 53 3 4676
7. Roszieg 25 4 32 15. Tonge 70 7 527
8. Heskiaoff 28 3 342 - - - -
Les tests ont été réalisés sur la même machine sous contrainte d'une heure de résolution.
Les durées opératoires des tâches de toutes les instances ont été prises pour des variables
aléatoires normales mutuellement indépendantes avec des moyennes µi, i ∈ I et écarts
types σi, i ∈ I connus. Les valeurs moyennes utilisées sont celles déﬁnies sur le site su-cité ;
les valeurs des écarts types sont ﬁxées à µi/10, i ∈ I. La borne inférieure |
¯
J | du nombre de
postes requis est calculée comme suit : ⌈∑
i∈I µi
Ct
⌉
Les Tableaux 3.7 et 3.8 rapportent, respectivement, les résultats d'optimisation de la
phase 1 et de la phase 2. Dans le Tableau 3.8, seulement les 8 premières instances sont
considérées. La colonne `Ré-aﬀectation' indique la valeur 0 si la solution de la phase 2 est
identique à celle de la phase 1 et la valeur 1 si cette solution est diﬀérentes sans amélioration
du coût de recours, 1+ si ce dernier est amélioré (diminué). Ces résultats conﬁrment ceux
obtenus pour le cas de désassemblage.
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Table 3.7  Minimisation du nombre de postes de travail : résultats d'optimisation obtenus
avec l'échantillonnage Monte Carlo simple.
Ω,Λ, λ BI BS EO npostes temps(s)
1. Mertens 3, 10, 20 180.001± 0.001 180.000± 0.588 −0.001, 7.355 2 40.8
2. Bowman 3, 10, 20 428.785± 1.885 430.905± 40.238 2.120, 91.8256 4 2.9
3. Jaeschke 3, 10, 20 270.005± 0.005 270.000± 0.883 −0.005, 11.032 3 262.5
4. Jackson 3, 10, 20 315.000± 0.000 315.000± 1.030 0.000, 12.871 3 130.4
5. Mansoor 3, 10, 20 956.738± 5.009 961.837± 94.546 5.099, 215.772 2 1.5
6. Mitchell 3, 10, 20 585.043± 0.009 585.033± 1.913 −0.010, 23.903 3 672.2
7. Roszieg 3, 10, 20 648.998± 0.996 650.070± 64.356 1.072, 146.845 4 8.8
8. Heskiaoﬀ 3, 10, 20 521.722± 2.188 523.138± 51.586 1.416, 117.721 3 54.2
9. Buxey 3, 10, 20 165.306± 0.425 166.481± 16.292 1.175, 37.175 6 5979.5
10. Sawyer 3, 10, 20 187.500± 0.000 187.500± 18.852 0, 000.015 5 45.4
11. Lutz1 3, 10, 20 724.823± 1.771 727.573± 71.097 2.750, 16.223 5 55.9
12. Gunther 3, 10, 20 248.265± 1.524 248.861± 24.434 0.596, 55.767 6 3379.5
13. Kilbridge 3, 10, 20 279.100± 0.561 282.794± 27.757 3.694, 63.336 3 147.9
14. Hahn 3, 10, 20 717.901± 5.420 716.130± 70.528 −1.771, 160.996 3 19.8
15. Tonge 3, 10, 20 184.461± 0.006 184.614± 18.546 0.153, 42.316 7 1541.0
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Table 3.8  Résultats d'optimisation de la phase d'équilibrage des charges.
λ Objectif Ré-aﬀectation temps(s)
1. Mertens 1000 1.21 1 1.8
2. Bowman 1000 11.13 0 106.1
3. Jaeschke 1000 1.21 1 31.0
4. Jackson 1000 1.25 1 55.3
5. Mansoor 1000 5.73 1+ 2.5
6. Mitchell 1000 1.80 1+ 81.9
7. Roszieg 1000 2.28 0 1413.6
8. Heskiaoﬀ 1000 16.23 1+ 509.2
3.5 Conclusion
Dans ce chapitre, les problèmes de conception et d'équilibrage des lignes de désassem-
blage sous incertitudes ont été étudiés. Les cas de désassemblage partiel et présence de
matières dangereuses ont été considérés. Les durées opératoires des tâches de désassem-
blage ont été prises pour des variables aléatoires avec des lois de probabilité connues. Pour
aborder les deux problèmes étudiés prenant en compte la qualité des solutions obtenues,
une approche à deux phases a été élaborée.
Dans la première phase, un programme stochastique mixte à deux stages avec recours
ﬁxe et la procédure de résolution d'approximation moyenne par échantillonnage (AME) ont
été proposés pour maximiser le proﬁt de la ligne. La procédure AME intègre l'algorithme
L-shaped avec deux techniques de simulation Monte Carlo. Cette approche de résolution
permet d'obtenir des bornes inférieure et supérieure des valeurs optimales des problèmes
résolus ainsi que des intervalles de conﬁance associés de niveau 95%. Les écarts d'optimalité
et leurs écarts types sont également fournis.
Dans la deuxième phase, une formulation en programme stochastique et une borne
supérieure, de la valeur optimale de ce programme, ont été développés pour l'équilibrage
des charges des postes de travail de la ligne obtenue dans la phase 1.
L'approche élaborée a été testée sur des instances de la littérature pour le cas de
désassemblage mais aussi d'assemblage. Les résultats obtenus en phase 1 ont montré que
pour atteindre des solutions de bonne qualité, des échantillons aléatoires de grandes tailles
sont requis. Dans la phase 2, tous les problèmes ont été résolus en un temps réduit. Les
résultats obtenus ont montré que pour certaines instances, le coût de recours peut être
amélioré grâce à la phase 2.
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4.1 Introduction
Dans le chapitre précédent, nous avons abordé le problème de conception des lignes de
désassemblage sous incertitudes des durées opératoires des tâches, dont l'objectif était de
maximiser le proﬁt généré par les produits désassemblés. Les durées opératoires ont été
prises pour des variables aléatoires indépendantes avec des lois de probabilités connues.
Un coût de recours a été introduit au niveau de chaque poste de travail aﬁn de limiter les
violations des contraintes du temps de cycle.
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A la diﬀérence du précédent chapitre, nous nous intéressons ici au cas où un niveau
de fonctionnement de la ligne (taux de service) est ﬁxé par le décideur. Pour modéliser
ce problème, un programme stochastique binaire avec contraintes conjointes probabilistes
est proposé. Les durées opératoires des tâches sont prises pour des variables aléatoires
normales indépendantes et connues. Diﬀérentes bornes inférieures et une borne supérieure
seront développées pour approximer le problème étudié en utilisant la programmation
conique de second ordre et l'approximation linéaire par morceaux de fonctions. Ces bornes
seront également valables pour le cas d'assemblage.
Un programme stochastique pour l'équilibrage des charges des postes de travail issus
du problème de conception sera également étudié.
4.2 Modélisation du problème
Les paramètres et les variables de décision sont les mêmes que précédemment. La diﬀé-
rence principale réside dans les contraintes du temps de cycle. Ces dernières sont à satisfaire
conjointement avec une certaine probabilité au moins (1−α) ﬁxée par le décideur. Ainsi, le
décideur cherche à concevoir une ligne de désassemblage maximisant son proﬁt, sans tenir
compte du coût de recours, mais qui garantirait un niveau de fonctionnement souhaité.
4.2.1 Programme stochastique avec contraintes conjointement
probabilisées
Pour le problème de conception déﬁni ci-dessus, le programme stochastique avec
Contraintes Conjointement Probabilisées (CCP) ci-après est proposé.
max
∑
i∈I
∑
j∈J
∑
l∈Li
rl · xij −
[
Ct
(
Fc ·
∑
j∈J
j · xsj + Ch ·
∑
j∈J
hj
)] (CCP)
s.c.∑
i∈S0
∑
j∈J
xij = 1 (3.1)∑
j∈J
xij 6 1,∀i ∈ I (3.2)∑
i∈Sk
∑
j∈J
xij 6
∑
i∈Pk
∑
j∈J
xij,∀k ∈ K\{0} (3.3)
∑
i∈Sk
xiv 6
∑
i∈Pk
v∑
j=1
xij, ∀k ∈ K\{0},∀v ∈ J (3.4)
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∑
j∈J
xsj = 1 (3.5)∑
j∈J
j · xij 6
∑
j∈J
j · xsj,∀i ∈ I (3.6)
hj > xij,∀j ∈ J,∀i ∈ H (3.7)
P
(∑
i∈I
ti(ξ˜) · xij 6 Ct,∀j ∈ J
)
> 1− α (4.1)
xsj, xij, hj ∈ {0, 1},∀i ∈ I,∀j ∈ J (3.9)
Rappelons que les termes de la fonction objectif représentent, respectivement, les re-
venus des produits désassemblés, le coût opérationnel des postes de travail et le coût de
traitement des matières dangereuses. Contrairement au problème du chapitre précédent, il
n'y a pas de terme de coût de recours. L'inégalité (4.1) impose la satisfaction conjointe des
contraintes de cadence de la ligne avec un niveau de probabilité au moins égale à (1− α).
4.2.2 Équilibrage des charges des postes de travail de la ligne
À l'issue de la résolution du problème (CCP), une première conﬁguration de la ligne
de désassemblage est déﬁnie.
Comme dans le chapitre précédent, soient m∗ 6 |J | le nombre de postes de travail de
la ligne déﬁnie, I∗ ⊂ I les tâches de désassemblage sélectionnées, J∗ = {1, 2, . . . , m∗},
STj(ξ˜) =
∑
i∈I∗ ti(ξ˜) · xij,∀j ∈ J∗ et Pred(i) = {i′ ∈ I∗| i′ précède i}, i ∈ I∗. Le Maximum
des valeurs Absolues des diﬀérences des espérances Mathématiques des Charges entre tous
les postes de travail est minimisé dans le programme (MAMC) ci-dessous.
min max
∀j,j′∈J∗,j 6=j′
∣∣∣Eξ˜(STj(ξ˜))− Eξ˜(STj′(ξ˜))∣∣∣ (MAMC)
s.c.∑
j∈J∗
xij = 1,∀i ∈ I∗∑
j∈J∗
j · xi′j 6
∑
j∈J∗
j · xij,∀i ∈ I∗, ∀i′ ∈ Pred(i)
xij ∈ {0, 1},∀i ∈ I∗,∀j ∈ J∗
Soient B = {1, 2, . . . , B}, B ∈ N∗ et Sl(ξ˜) =
(
STj(ξ˜)− STj′(ξ˜), j, j′ ∈ J∗, j 6= j′
)
, l ∈ B,
où B =
(
2
|J∗|
)
; pour chaque valeur de l est associé un couple (j, j′), j, j′ ∈ J∗, j 6= j′. Alors :
ωl = Eξ˜
(
Sl(ξ˜)
)
=
(∑
i∈I∗
µi · xij −
∑
i∈I∗
µi · xij′ , j, j′ ∈ J∗, j 6= j′
)
, l ∈ B
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Ainsi, le programme (MAMC') ci-après représente une version linéarisée du programme
(MAMC).
min Y (MAMC')
s.c.∑
j∈J∗
xij = 1,∀i ∈ I∗
∑
j∈J∗
j · xi′j 6
∑
j∈J∗
j · xij, ∀i ∈ I∗,∀i′ ∈ Pred(i)
− Y 6 ωl 6 Y, ∀l ∈ B (4.2)
Y > 0, xij ∈ {0, 1},∀i ∈ I∗,∀j ∈ J∗
Les contraintes (4.2) peuvent être remplacées par :
el + ωl = Y, ∀l ∈ B
0 6 el 6 2Y, ∀l ∈ B
Dans cette étape d'équilibrage des charges, la probabilité de satisfaire conjointement les
contraintes du temps de cycle peuvent croître ou décroître dépendant des ré-aﬀectations
possibles des tâches I∗. La ré-aﬀectation des tâches dangereuses n'est pas autorisée. Par
conséquent, la valeur optimale du problème (CCP) reste inchangée sauf si l'accroisse-
ment ou décroissement de cette probabilité peut être interprété comme un proﬁt ou coût
supplémentaire, respectivement.
Soient x1 et x2, respectivement, des solutions optimales des problèmes (CCP)
et (MAMC) et P1, P2 les probabilités correspondantes de satisfaction conjointe des
contraintes du temps de cycle. Alors, la solution x2 est acceptée si
% =
P1 − P2
P1
× 100 6 $
sinon, x2 est rejetée et x1 est retenue ; $ est un pourcentage ﬁxé par le décideur. Autrement
dit, x2 est retenue comme solution ﬁnale si le pourcentage de décroissement de la probabilité
dans la phase d'équilibrage ne dépasse pas une certaine valeur $.
L'approche de résolution développée est détaillée dans ce qui suit.
4.3 Approche de résolution par la programmation
conique et l'approximation de fonctions
Le problème (CCP) est NP-diﬃcile par restriction. En eﬀet, de la même manière que
dans le chapitre précédent, le problème SALBP-1 est un cas particulier de (CCP). Aﬁn
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de résoudre eﬃcacement ce dernier, plusieurs bornes inférieures et une borne supérieure
sont proposées. Ces bornes d'approximation ont été développées en utilisant l'approxima-
tion convexe linéaire par morceaux [Boyd & Vandenberghe 2004, Magnani & Boyd 2009]
et la programmation conique de second ordre [Lobo et al. 1998, Alizadeh & Goldfarb 2003,
Nemirovski & Shapiro 2007, Prékopa et al. 2011].
Approximation du problème de conception (CCP)
Posons (1−α) = α¯. Comme les durées des tâches sont prises pour des variables aléatoires
indépendantes avec des lois normales connues, alors :
P
(∑
i∈I
ti(ξ˜) · xij 6 Ct,∀j ∈ J
)
> α¯ ⇐⇒ P
(∑
i∈I
ti(ξ˜) · xij 6 Ct
)
> α¯qj ,∀j ∈ J,
∑
j∈J
qj = 1
(4.3)
∀j ∈ J :
P
(∑
i∈I
ti(ξ˜) · xij 6 Ct
)
> α¯qj
⇐⇒ P
(∑
i∈I ti(ξ˜) · xij −
∑
i∈I µi · xij√∑
i∈I σ
2
i · x2ij
6 Ct −
∑
i∈I µi · xij√∑
i∈I σ
2
i · x2ij
)
> α¯qj
⇐⇒ P
(
Zj 6
Ct −
∑
i∈I µi · xij√∑
i∈I σ
2
i · x2ij
)
> α¯qj , Zj  N (0, 1)
⇐⇒
∑
i∈I
µi · xij + Φ−1
(
α¯qj
) ·√∑
i∈I
σ2i · x2ij 6 Ct
L'équivalence (4.3) est proposée dans [Cheng & Lisser 2012] pour le cas continu ; Φ−1(t)
est l'inverse de la fonction de répartition de la loi normale Φ(t) = 1√
2pi
∫ t
−∞ e
− r2
2 dr, t ∈ R.
Soient x le vecteur des variables de décision xij, xsj, hj, ∀i ∈ I,∀j ∈ J et X = {x|
les contraintes (3.1)-(3.7) et (3.9) sont satisfaites}. Utilisant le résultat ci-dessus, le pro-
blème (CCP) est équivalent au problème (CCP') :
max
{∑
i∈I
∑
j∈J
∑
l∈Li
rl · xij −
[
Ct
(
Fc ·
∑
j∈J
j · xsj + Ch ·
∑
j∈J
hj
)]}
(CCP')
s.c.∑
i∈I
µi · xij + Φ−1
(
α¯qj
) ·√∑
i∈I
σ2i · x2ij 6 Ct,∀j ∈ J (4.4)
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j∈J
qj = 1
x ∈ X, qj > 0,∀j ∈ J
Les inégalités (4.4) sont des contraintes convexes coniques de second ordre. En eﬀet, soit(
v, w
) ∈ R× Rl−1, alors
Ql =
{(
w
v
) ∣∣∣v > ‖w‖}
déﬁnit un cône convexe unitaire de second ordre de dimension l ; ‖ · ‖ fait référence à la
norme euclidienne standard. Vu que α < 50% (généralement α 6 10%), alors Φ−1
(
α¯qj
)
> 0,
d'où (4.4) représentent des contraintes coniques de second ordre de dimension l = |I|+ 1 :
∑
i∈I
µi · xij + Φ−1
(
α¯qj
) ·√∑
i∈I
σ2i · x2ij 6 Ct,∀j ∈ J
⇐⇒ ‖Σ 12 · xj‖ 6 1
Φ−1
(
α¯qj
) · (Ct − µT · xj), ∀j ∈ J
⇐⇒

(
Σ
1
2
−µT
Φ−1
(
α¯qj
)
)
xj +
(
0
Ct
Φ−1
(
α¯qj
)
) ∈ Q|I|+1,∀j ∈ J
où µ = (µ1, . . . , µ|I|), xj = (x1j, . . . , x|I|j)T,∀j ∈ J ; Σ 12 = diag(σ1, . . . , σ|I|) est une matrice
diagonale.
Le programme mixte Conique de Second Ordre (CSO) donné ci-dessous représente une
version équivalente du problème (CCP').
max
{∑
i∈I
∑
j∈J
∑
l∈Li
rl · xij −
[
Ct
(
Fc ·
∑
j∈J
j · xsj + Ch ·
∑
j∈J
hj
)]}
(CSO)
s.c.
vj 6
1
Φ−1
(
α¯qj
) · (Ct − µT · xj),∀j ∈ J
wij > σi · xij,∀i ∈ I,∀j ∈ J
vj > ‖wj‖, ∀j ∈ J∑
j∈J
qj = 1
x ∈ X, vj > 0, wij > 0,∀i ∈ I,∀j ∈ J
où vj, wij,∀i ∈ I,∀j ∈ J sont des variables intermédiaires et wj = (w1j, . . . , w|I|j)T, ∀j ∈ J .
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Pour faciliter la lecture et du fait que
maxϕ(x) = −min (− ϕ(x))
où ϕ(x) est une fonction de variables x, pour approximer le problème (CSO), sa version
de minimisation
min
{
Ct
(
Fc ·
∑
j∈J
j · xsj + Ch ·
∑
j∈J
hj
)
−
∑
i∈I
∑
j∈J
∑
l∈Li
rl · xij
}
(4.5)
sera utilisée. La valeur optimale de (CSO) sera donc la valeur symétrique de (4.5). Notons
cette version de minimisation (M-CSO).
4.3.1 Borne inférieure de (M-CSO)
Les problèmes avec contraintes probabilisées disjointes sont largement étudiés dans la
littérature [Watanabe & Ellis 1994, DePaolo & Rader Jr. 2007, Poojari & Varghese 2008,
Mesﬁn & Shuhaimi 2010, Shen et al. 2010, Blackmore et al. 2011, Zhang & Li 2011,
Zorgati & Van Ackooij 2011, Nemirovski 2012, Branda 2012, Liu et al. 2013, Reich 2013].
Un cas spécial de programmes linéaires continus avec contraintes conjointement probabili-
sées a été étudié dans [Cheng & Lisser 2012]. Les coeﬃcients de la matrice des contraintes
ont été supposés des variables aléatoires avec des lois connues et les vecteurs lignes
considérés comme indépendants. Dans le cas étudié ici, les coeﬃcients sont représentés
par les durées opératoires des tâches et chaque vecteur ligne est composé des durées
opératoires des tâches qui lui sont aﬀectées. Il est clair que ces vecteurs sont mutuellement
indépendants car les durées opératoires des tâches sont supposées indépendantes. Ainsi, les
principaux résultats des approximations dans [Cheng & Lisser 2012] pour le cas continu
restent valides pour le problème (M-CSO) avec des variables binaires 0-1.
Approximation tangente linéaire par morceaux de Φ−1
(
α¯q
)
L'approximation tangente par morceaux de Φ−1
(
α¯q
)
est utile pour la déﬁnition d'une
borne inférieure de (M-CSO), qui déﬁnit une borne supérieure de (CSO) et donc de
(CCP).
La fonction Φ−1
(
α¯q
)
, q ∈]0, 1] est approximée en utilisant les séries de Taylor de premier
ordre et les données d'entrée
(
qj,Φ
−1(α¯qj)), j = 1, . . . ,m (qj est un point tangent). Sup-
posons que q1 < q2 < · · · < qm. Alors, une approximation tangente linéaire par morceaux
de Φ−1
(
α¯q
)
est donnée comme suit :
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g(q) = max
j=1,...,m
{aj + bjq}, q ∈]0, 1] (4.6)
bj =
(
Φ−1
)(1)(
α¯qj
) · α¯qj ln(α¯), j = 1, . . . ,m
aj = Φ
−1(α¯qj)− bj · qj, j = 1, . . . ,m(
Φ−1
)(1)(
α¯qj
)
=
1
f
(
Φ−1
(
α¯qj
)) , j = 1, . . . ,m
où f est la fonction de densité de probabilité de la loi normale.
Utilisant le système (4.6), le programme (CSOBI) ci-dessous représente une approximation
du problème (M-CSO).
min
{
Ct
(
Fc ·
∑
j∈J
j · xsj + Ch ·
∑
j∈J
hj
)
−
∑
i∈I
∑
j∈J
∑
l∈Li
rl · xij
}
(CSOBI)
s.c.
vj 6 Ct − µT · xj,∀j ∈ J
wij > σi · zij, ∀i ∈ I,∀j ∈ J
vj > ‖wj‖, ∀j ∈ J
zij > ak · xij + bk · yij,∀i ∈ I,∀j ∈ J, k = 1, . . . ,m∑
j∈J
yij =
∑
j∈J
oij,∀i ∈ I
oij 6 xij, ∀i ∈ I,∀j ∈ J
oij 6 qj, ∀i ∈ I,∀j ∈ J
qj + xij 6 1 + oij,∀i ∈ I,∀j ∈ J∑
j∈J
qj = 1
x ∈ X, vj, qj, yij, wij, oij, zij > 0,∀i ∈ I,∀j ∈ J
Plus précisément, la valeur optimale de (CSOBI) déﬁnit une borne inférieure de (M-
CSO) ; c'est une borne supérieure de (CCP) et aussi de (CSO). Cette borne est basée
sur celle proposée dans [Cheng & Lisser 2012] pour le cas continu.
4.3.2 Bornes supérieures de (M-CSO)
Dans cette sous-section, 4 approximations de (M-CSO) sont proposées. La valeur de
chacune déﬁnit une borne supérieure pour le programme considéré. Ces dernières sont
basées sur l'inégalité de Bonferroni [Galambos 1977], l'approximation de Jagannathan
[Jagannathan 1974], une autre borne proposée dans [Cheng & Lisser 2012] et une variante
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de l'approximation de Bonferroni. Une approximation sécante linéaire par morceaux de
Φ−1
(
α¯q
)
est d'abord donnée.
Approximation sécante linéaire par morceaux de Φ−1
(
α¯q
)
Comme Φ−1
(
α¯q
)
, q ∈]0, 1] est convexe, alors, les données d'entrée
(
qj,Φ
−1(α¯qj)), j =
1, . . . ,m (qj est un point de la fonction), il s'ensuit une approximation sécante linéaire par
morceaux g de la fonction Φ−1
(
α¯q
)
:
g(q) = max
j=1,...,m−1
{aj + bjq}, q ∈]0, 1] (4.7)
aj =
qj+1Φ
−1(α¯qj)− qjΦ−1(α¯qj+1)
qj+1 − qj , j = 1, . . . ,m− 1
bj =
Φ−1
(
α¯qj+1
)− Φ−1(α¯qj)
qj+1 − qj , j = 1, . . . ,m− 1
q1 < q2 < · · · < qm, qj ∈]0, 1], j = 1, . . . ,m
La première borne supérieure (CSOBS1) de (M-CSO) est déﬁnie en remplaçant les
valeurs (ak, bk) dans (CSOBI) par leurs valeurs déﬁnies dans (4.7). Cette approximation,
basée sur celle proposée dans [Cheng & Lisser 2012] pour le cas continu, déﬁnit une borne
supérieure de (M-CSO) si
γ =
∏
j∈J
Φ
(Ct − µT · xj
‖Σ 12 · xj‖
)
> 1− α
La deuxième borne supérieure (CSOBS2) est basée sur l'inégalité de Bonferroni, elle
est déﬁnie comme suit :
min
{
Ct
(
Fc ·
∑
j∈J
j · xsj + Ch ·
∑
j∈J
hj
)
−
∑
i∈I
∑
j∈J
∑
l∈Li
rl · xij
}
(CSOBS2)
s.c.
vj 6
1
Φ−1(1− αj) ·
(
Ct − µT · xj
)
,∀j ∈ J
wij > σi · xij,∀i ∈ I,∀j ∈ J
vj > ‖wj‖, ∀j ∈ J
x ∈ X
vj, wij > 0,∀i ∈ I,∀j ∈ J
où αj,∀j ∈ J sont des paramètres vériﬁant
∑
j∈J αj = α.
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La troisième borne supérieure (CSOBS3) de (M-CSO) est déﬁnie en remplaçant les
valeurs de (1 − αj) dans (CSOBS2) par (α¯qj) respectivement ; qj,∀j ∈ J sont des para-
mètres vériﬁant
∑
j∈J qj = 1.
La quatrième et la dernière borne supérieure (CSOBS4) est basée sur l'approximation
de Jagannathan, elle est donnée ci-dessous.
min
{
Ct
(
Fc ·
∑
j∈J
j · xsj + Ch ·
∑
j∈J
hj
)
−
∑
i∈I
∑
j∈J
∑
l∈Li
rl · xij
}
(CSOBS4)
s.c.
µT · xj + oj · βj 6 Ct, ∀j ∈ J(
xTj · Σ · xj
) 1
2 6 βj,∀j ∈ J∑
j∈J
ln
(
Φ(oj)
)
> ln(1− α) (4.8)
x ∈ X, oj > 0,∀j ∈ J
où Φ(t) = P (Z 6 t), Z  N (0, 1) et βj,∀j ∈ J sont des paramètres qui jouent un
rôle important dans le résultat de cette approximation [Jagannathan 1974]. La fonction
ln
(
Φ(oj)
)
, j ∈ J est à approximer en utilisant une fonction convexe linéaire par morceaux
aﬁn de résoudre le problème (CSOBS4). La fonction ln
(
Φ(oj)
)
, j ∈ J est concave, d'où
ln
(
1
Φ(oj)
)
est convexe. La contrainte(4.8) peut être réécrite de manière équivalente comme
suit : ∑
j∈J
ln
( 1
Φ(oj)
)
6 ln
( 1
1− α
)
Lemme. Pour les données d'entrée
(
qj, ln
(
1
Φ(qj)
))
, j = 1, . . . ,m, la fonction g déﬁnie
ci-après est une approximation convexe linéaire par morceaux de ln
(
1
Φ(q)
)
, q > 0 :
g(q) = max
j=1,...,m−1
{aj + bjq}, q > 0 (4.9)
aj =
qj+1 ln
(
1
Φ(qj)
)− qj ln ( 1Φ(qj+1))
qj+1 − qj , j = 1, . . . ,m− 1
bj =
ln
(
1
Φ(qj+1)
)− ln ( 1
Φ(qj)
)
qj+1 − qj , j = 1, . . . ,m− 1
q1 < q2 < · · · < qm, qj > 0, j = 1, . . . ,m
Démonstration. Simple du fait que ln
(
1
Φ(q)
)
, q > 0 est convexe.
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La contrainte (4.8) est alors remplacée par :∑
j∈J
wj 6 ln
( 1
1− α
)
wj > ak + bk · oj,∀j ∈ J, k = 1, . . . ,m− 1
wj > 0, ∀j ∈ J
4.4 Résultats numériques
Les problèmes (CSOBI), (CSOBS1), (CSOBS2), (CSOBS3), (CSOBS4) et
(MAMC') ont été implémentés sous MS Visual C++. Le solveur ILOG CPLEX 12.4
a été utilisé pour résoudre les diﬀérents modèles sur une machine Pentium(R) Dual-Core
CPU T4500, 2.30 GHz et 3GB RAM. Ces diﬀérents modèles ont été appliqués aux mêmes
instances de la littérature introduites dans la section 3.4 (Tableau 3.1). Ces dernières ont
été mises à jour au niveau du temps de cycle et sont regroupées dans le Tableau 4.1
ci-dessous.
Le Tableau 4.2 rapporte les résultats de la partie conception de la ligne de désassem-
blage en utilisant la borne supérieure et la première borne inférieure proposées, c.-à-d.
les valeurs symétriques des valeurs optimales des programmes (CSOBI) et (CSOBS1),
respectivement. Appelons ces deux bornes comme bornes principales. Le nombre de points
nPts considérés pour l'approximation convexe linéaire par morceaux a été ﬁxé à 15, α à
5%, le premier point des données d'entrée à 0.0001 et 25% des tâches ont été prises aléa-
toirement comme dangereuses. Tous les points échantillonnés pour l'approximation étaient
équidistants. Les paramètres restants ont été générés aléatoirement.
Les colonnes `BS' et `BI' contiennent, respectivement, les valeurs des bornes supérieures
et inférieures. La colonne `Écart-opt.' représente l'écart d'optimalité UB−LB
LB
. Les colonnes
Table 4.1  Instances de désassemblage considérées.
|I| |K| |L| arcs relations ET |J | Ct
0 1 2
MJKL11 37 22 33 76 4 27 6 10 40
BBD13a 32 14 23 60 4 28 0 4 0.80
L99a 30 18 28 60 2 26 2 9 50
BBD13b 25 11 27 49 4 18 3 4 120
KSE09 23 13 20 47 4 14 5 6 20
L99b 20 13 23 41 5 9 6 9 10
BBD13 10 5 12 18 3 6 1 3 0.61
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`m∗', `|I∗|', `postes-D.' et `temps(s)' rapportent, respectivement, le nombre de postes de tra-
vail retourné, le nombre de tâches sélectionnées, les nombre de postes traitant des matières
dangereuses et le temps de résolution en secondes ; γ =
∏
j∈J Φ
(Ct−µT·xj
‖Σ 12 ·xj‖
)
. Dans tous les
tableaux, le tiret `-' signiﬁe que la valeur correspondante n'existe pas.
Les résultats obtenus montrent que, pour chaque instance du problème, la ligne à
concevoir est constituée d'au moins 2 postes de travail. Cependant, un poste ﬁxe peut être
préférable dans certains cas comme le montre l'instance KSE09. Toutes les instances ont
été résolues à l'optimum.
Le Tableau 4.3 présente les résultats des bornes inférieures BIBon, BIvBon et BIJag de
(CSO) qui représentent, respectivement, les valeurs symétriques des valeurs optimales de
(CSOBS2), (CSOBS3) et (CSOBS4). Le nombre de points échantillonnés pour l'ap-
proximation de fonctions était ﬁxé à 15. Les valeurs BIBon et BIvBon ont été calculées
pour αj = α|J | ,∀j ∈ J et qj = 1|J | ,∀j ∈ J , respectivement ; BIJag a été calculée pour
Table 4.2  Résultats d'optimisation : bornes inférieure et supérieure principales.
m∗ BS |I∗|
po
st
es
-D
.
te
m
ps
(s
)
BI |I∗|
po
st
es
-D
.
te
m
ps
(s
)
γ%
É
ca
rt
-o
pt
.%
MJKL11 3 199 6 1 2.277 199 6 1 1.654 99.5 0
BBD13a 2 178.6 2 1 0.01 178.6 2 1 0.02 98.9 0
L99a 3 48 7 - 0.218 48 7 - 0.312 98.2 0
BBD13b 2 13 3 - 0.062 13 3 - 0.094 98.7 0
KSE09 1 590 4 - 0.001 590 4 - 0.016 97.3 0
L99b 2 25 6 - 0.062 25 6 - 0.078 99.4 0
BBD13 2 84.0 3 1 0.078 84.0 3 1 0.202 99.6 0
Table 4.3  Résultats d'optimisation : autres bornes inférieures.
m∗ BIJag temps(s) BIBon temps(s) BIvBon temps(s)
MJKL11 3 199 0.484 199 0.828 199 0.577
BBD13a 2 178.6 0.02 178.6 0.02 178.6 0.02
L99a 3 48 0.047 48 0.079 48 0.077
BBD13b 2 13 0.016 13 0.015 13 0.031
KSE09 1 360 0.016 590 0.016 590 0.016
L99b 2 25 0.031 25 0.015 25 0.015
BBD13 2 84.0 0.062 84.0 0.062 84.0 0.062
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βj =
(
xTj,Bon · Σ · xj,Bon
) 1
2 ,∀j ∈ J , où xj,Bon, j ∈ J correspond à une solution optimale
de (CSOBS2). Ce choix des valeurs des paramètres βj a été fait aﬁn d'éviter les cas
d'infaisabilité en résolvant (CSOBS4).
Les résultats du Tableau4.3 montrent qu'à l'exception de la valeur objectif de l'instance
KSE09, les valeurs optimales retournées sont également optimales pour (CSO). Les pro-
grammes (CSOBS2) et (CSOBS3) ont retourné les valeurs optimales de (CSO) pour
toutes les instances sans exception.
Le Tableau 4.4 vise à analyser l'impact, sur les valeurs des fonctions objectifs, du nombre
de points de l'approximation convexe linéaire par morceaux utilisée pour approximer et
linéariser les fonctions non linéaires des programmes (CSOBI) et (CSOBS1). Les résultats
obtenus montrent que même pour un nombre de points d'interpolation égal à 5, les valeurs
optimales pour (CSO) ont été trouvées.
Le Tableau 4.5 rapporte les résultats d'optimisation de la partie d'équilibrage des
charges des postes de travail des lignes issues de l'étape précédente. Dans cette partie,
le programme (MAMC') a été résolu. Une ré-aﬀectation des tâches de désassemblage est
représentée par la valeur 1 dans la colonne `ré-aﬀectation'. Cette même valeur est notée 1+
si la ré-aﬀectation correspondante conduit à P2 > P1, où
P1 =
∏
j∈J
Φ
(Ct − µT · x1j
‖Σ 12 · x1j‖
)
et
P2 =
∏
j∈J
Φ
(Ct − µT · x2j
‖Σ 12 · x2j‖
)
Dans ce cas de ﬁgure, x2, c.-à-d. la solution de la partie d'équilibrage, est retenue sans
hésitation. Les résultats obtenus montrent que, pour l'instance BBD13b, la ré-aﬀectation
des tâches a conduit à P2 > P1. Par conséquent, la solution x2 de l'étape d'équilibrage des
charges devrait être retenue comme solution ﬁnale.
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Table 4.4  Résultats d'optimisation des bornes principales : impact sur la valeur optimale
de la variation de la précision d'approximation.
nPts BS
te
m
ps
(s
)
BI
te
m
ps
(s
)
γ%
É
ca
rt
-o
pt
.%
MJKL11
5 199 2.659 199 2.044 99.5 0
10 199 3.026 199 2.668 99.5 0
20 199 4.336 199 5.678 99.5 0
BBD13a
5 178.6 0.01 178.6 0.02 98.9 0
10 178.6 0.01 178.6 0.02 98.9 0
15 178.6 0.02 178.6 0.03 98.9 0
L99a
5 48 0.109 48 0.109 98.2 0
10 48 0.171 48 0.327 98.2 0
20 48 0.311 48 0.235 98.2 0
BBD13b
5 13 0.016 13 0.047 98.7 0
10 13 0.078 13 0.031 98.7 0
20 13 0.063 13 0.093 98.7 0
KSE09
5 250 0.046 250 0.082 99.9 0
10 250 0.094 250 0.062 99.9 0
20 250 0.187 250 0.093 99.9 0
L99b
5 25 0.031 25 0.031 99.4 0
10 25 0.047 25 0.031 99.4 0
20 25 0.062 25 0.062 99.4 0
BBD13
5 80.3 0.062 80.3 0.047 99.9 0
10 80.3 0.110 80.3 0.047 99.9 0
20 80.3 0.094 80.3 0.062 99.9 0
Table 4.5  Résultats d'optimisation : équilibrage des charges.
m∗ val.-obj. ré-aﬀectation temps(s)
MJKL11 3 16.00 0 0.016
BBD13a 2 0.03 0 0.01
L99a 3 7.00 0 0.031
BBD13b 2 26.00 1+ 0.001
L99b 2 0.70 0 0.016
BBD13 2 0.07 0 0.001
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Résultats d'optimisation pour le problème SALBP-1 avec
contraintes conjointement probabilisées
Les 25 instances utilisées sont disponibles sur le site internet <http://alb.mansci.de>
et sont détaillées dans le Tableau 4.6.
La phase de minimisation du nombre de postes est d'abord résolue pour |J | = |
¯
J |, et
si le problème correspondant n'est pas réalisable pour |
¯
J | postes, alors il est résolu pour
|
¯
J | + 1, etc., jusqu'à ce que le problème soit faisable. Notons qu'avec cette procédure, si
le problème est réalisable pour un nombre de postes |
¯
J |+ k, alors ce dernier représente le
nombre minimal (optimal) de postes de travail de la ligne.
Le Tableau 4.7 rapporte les résultats de l'optimisation de la phase de minimisation du
nombre de postes de travail en utilisant les deux bornes principales. Les colonnes `|J¯∗|',
`|
¯
J∗|', `Écart-opt.' et `temps(s)' font référence, respectivement, au nombre de postes re-
tourné par la borne supérieure, au nombre de postes retourné par la borne inférieure, l'écart
d'optimalité |J¯
∗|−|¯J∗|
|¯J∗| et le temps de résolution en secondes ; `γ' est
∏
j∈J Φ
(Ct−µT·xj
‖Σ 12 ·xj‖
)
.
Comme montré dans le Tableau 4.7, les valeurs optimales des bornes inférieures et
supérieures sont obtenues pour toutes les instances, pour la plupart en moins d'une heure.
Cependant, pour certaines instances, comme Arcus1 et Arcus2, une solution optimale n'a
pas pu être obtenue qu'après 1 heure de résolution. Le problème SALBP-1 avec contraintes
conjointement probabilisées est résolu à l'optimum pour la majorité des instances.
Les résultats d'optimisation de la phase d'équilibrage des charges sont regroupés dans le
Tableau 4.8. Les instances dont une solution optimale pour la première phase a été trouvée
en moins d'une heure sont les seules considérées à cette étape. Pour toute les instances
résolues, à l'exception de Mertens, la probabilité de satisfaire conjointement les contraintes
du temps de cycle a été améliorée. Par conséquent, pour ces dernières, une solution optimale
Table 4.6  Instances du problème SALBP-1 avec contraintes conjointement probabilisées.
|I| |
¯
J | Ct |I| |
¯
J | Ct |I| |
¯
J | Ct
1. Mertens 7 2 18 9. Buxey 29 6 54 17. Wee-mag 75 32 47
2. Bowman 8 4 20 10. Sawyer 30 5 75 18. Arcus1 83 7 10816
3. Jaeschke 9 3 18 11. Lutz1 32 5 2828 19. Lutz2 89 24 21
4. Jackson 11 3 21 12. Gunther 35 6 81 20. Lutz3 89 11 150
5. Mansoor 11 2 94 13. Kilbridge 45 3 184 21. Mukherje 94 12 351
6. Mitchell 21 3 39 14. Hahn 53 3 4676 22. Arcus2 111 9 17067
7. Roszieg 25 4 32 15. Warnecke 58 14 111 23. Barthol2 148 25 170
8. Heskiaoff 28 3 342 16. Tonge 70 7 527 24. Barthold 148 7 805
25. Scholl 297 25 2787
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de la seconde phase est préférable à celle de la première phase. Rappelons que pour ce cas
de ﬁgure, la valeur optimale de la fonction objectif reste inchangée mais les charges des
postes sont mieux équilibrées. Les résultats obtenus montrent aussi que même si P1 > P2
pour l'instance Mertens, la valeur % de décroissement de la probabilité de satisfaction des
contraintes du temps de cycle est plus petite que le niveau $ ﬁxé par le décideur. Ainsi,
une solution optimale de la phase d'équilibrage des charges pour l'instance Mertens est
retenue comme solution ﬁnale.
Table 4.7  Résultats d'optimisation avec les bornes principales.
BS : |J¯∗| temps(s) BI : |
¯
J∗| temps(s) γ% Écart-opt.%
1. Mertens 2 0.92 2 0.17 99.97 0
2. Bowman 6 0.42 5 0.41 96.12 20
3. Jaeschke 3 0.09 3 0.20 98.14 0
4. Jackson 3 0.20 3 0.22 99.97 0
5. Mansoor 3 0.20 3 0.23 96.60 0
6. Mitchell 3 0.17 3 0.36 96.67 0
7. Roszieg 5 1.25 5 0.90 99.81 0
8. Heskiaoff 4 1.78 4 2.82 99.20 0
9. Buxey 8 3008.46 7 2.17 99.74 14.3
10. Sawyer 5 1.37 5 1.03 97.79 0
11. Lutz1 6 10.31 6 6.29 98.51 0
12. Gunther 8 384.71 7 56.61 98.74 14.3
13. Kilbridge 4 3.82 4 2.54 99.99 0
14. Hahn 4 1.33 4 1.28 96.48 0
15. Warnecke 15 > 3600 15 > 3600 - -
16. Tonge 8 > 3600 8 2921.43 98.65 0
17. Wee-mag 33 > 3600 33 > 3600 - -
18. Arcus1 8 > 3600 8 454.21 96.27 0
19. Lutz2 25 > 3600 25 > 3600 - -
20. Lutz3 13 3072.5 12 > 3600 98.91 8.33
21. Mukherje 13 > 3600 13 > 3600 - -
22. Arcus2 10 > 3600 10 > 3600 - -
23. Barthol2 26 > 3600 26 > 3600 - -
24. Barthold 8 294.51 8 265.61 96.57 0
25. Scholl 26 > 3600 26 > 3600 - -
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Table 4.8  Résultats d'optimisation de l'équilibrage des charges.
Objectif ré-aﬀectation temps(s)
1. Mertens 1 1− 0.03
3. Jaeschke 1 1+ 0.06
4. Jackson 1 1+ 0.09
5. Mansoor 1 1+ 0.05
6. Mitchell 0 1+ 0.06
7. Roszieg 4 1+ 0.49
8. Heskiaoff 0 1+ 0.16
10. Sawyer 1 1+ 4.05
11. Lutz1 148 1+ 1.57
13. Kilbridge 0 1+ 0.31
14. Hahn 665 1+ 0.95
16. Tonge 1 1+ 152.45
18. Arcus1 290 1+ > 3600
24. Barthold − − > 3600
4.5 Conclusion
Dans ce chapitre, nous avons étudié le problème de conception garantissant un certain
taux de service de la ligne, ﬁxé par le décideur, et celui d'équilibrage des charges des lignes
une fois conçues. Une approche à deux phases à été élaborée.
Dans la première, un programme binaire en 0-1 avec des contraintes conjointement
probabilisées ainsi qu'une borne supérieure et quatre bornes inférieures ont été proposés.
Ces dernières sont basées sur la programmation conique de second ordre et l'approxima-
tion, convexe linéaire par morceaux, de fonctions. Dans la deuxième phase, un programme
stochastique binaire en 0-1 a été développé pour l'équilibrage des charges de la ligne issue
de la première phase.
L'approche de résolution développée a été appliquée à des instances de la littérature
pour le cas de désassemblage et d'assemblage. La majorité des instances ont pu être résolues
à l'optimalité avec un temps de calcul raisonnable. La phase de l'équilibrage des charges a
permis d'améliorer la distribution du travail entre les postes sans détériorer la probabilité
de satisfaction conjointe des contraintes du temps de cycle.
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5.1 Introduction
Dans ce chapitre, nous présentons deux formulations pour la conception des lignes de
désassemblage où les durées opératoires des tâches sont prises pour des variables aléatoires
indépendantes avec des lois de probabilité connues. Nous nous limitons à la considération
des espérances mathématiques des charges des postes de travail, c.-à-d., pour un poste
donné, la moyenne de la somme des durées opératoires des tâches aﬀectées à ce dernier.
Dans la première modélisation, l'objectif est de maximiser le proﬁt de la ligne, où une
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première version de la relaxation lagrangienne est proposée pour résoudre le problème dé-
ﬁni. Le but de la deuxième modélisation est d'intégrer les deux problématiques de concep-
tion d'une ligne et de séquencement des tâches de désassemblage. Ainsi, en plus d'aﬀecter
les tâches aux postes de la ligne à concevoir, cette deuxième formulation permet de déﬁnir
l'ordre dans lequel elles sont exécutées. Pour les deux modèles, les espérances des charges
des postes de travail sont approximées en utilisant la simulation Monte Carlo.
Comme dans les deux chapitres précédents, les modèles et les approches de résolution
proposés sont applicables pour le cas d'assemblage.
5.2 La relaxation lagrangienne pour la conception des
lignes de désassemblage
La relaxation lagrangienne a été appliquée avec succès à un grand nombre
de problèmes d'optimisation combinatoire, comme le problème du voyageur de
commerce [Balas & Christoﬁdes 1981, Desrosiers et al. 1988, Noon & Bean 1991], le
problème d'aﬀectation généralisé [Park et al. 1998], le problème de localisation
[Klincewicz 1986], partitionnement de graphe [Adil & Ghosh 1999], conception de réseau
[Holmberg & Yuan 2000], planiﬁcation de ressources [Lucas et al. 2001], etc.
Dans ce chapitre, les paramètres, les variables de décision ainsi que les contraintes de
précédence sont les mêmes que dans les deux chapitres précédents. La diﬀérence réside
dans l'expression des contraintes du temps de cycle où sont considérées les moyennes des
charges (temps) des postes de travail.
5.2.1 Formulation du problème
Le programme stochastique avec Espérances des Charges des Postes de travail ci-après
représente la première modélisation introduite ci-dessus.
Z = max
{∑
i∈I
∑
j∈J
∑
l∈Li
rl · xij − Ct
(
Fc ·
∑
j∈J
j · xsj + Ch ·
∑
j∈J
hj
)}
(ECP)
s.c.∑
i∈S0
∑
j∈J
xij = 1 (3.1)∑
j∈J
xij 6 1,∀i ∈ I (3.2)∑
i∈Sk
∑
j∈J
xij 6
∑
i∈Pk
∑
j∈J
xij,∀k ∈ K\{0} (3.3)
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∑
i∈Sk
xiv 6
∑
i∈Pk
v∑
j=1
xij,∀k ∈ K\{0},∀v ∈ J (3.4)∑
j∈J
xsj = 1 (3.5)∑
j∈J
j · xij 6
∑
j∈J
j · xsj,∀i ∈ I (3.6)
hj > xij,∀j ∈ J,∀i ∈ H (3.7)
Eξ˜
(∑
i∈I
ti(ξ˜) · xij
)
6 Ct,∀j ∈ J (5.1)
xsj, xij, hj ∈ {0, 1},∀i ∈ I,∀j ∈ J (3.9)
Pour rappel, les termes de la fonction objectif représentent, respectivement, les revenus
des produits désassemblés, le coût opérationnel des postes de travail et le coût de traitement
des matières dangereuses. Pour chaque poste de travail créé j, j ∈ J , la contrainte (5.1)
doit être respectée, où le terme à gauche modélise celui de l'espérance mathématique de la
charge du poste j, j ∈ J .
5.2.2 Les problèmes lagrangien et dual lagrangien
Soient x le vecteur des variables de décision xij, xsj, hj, ∀i ∈ I,∀j ∈ J , respectivement,
et X = {x| les contraintes (3.1)-(3.7) et (3.9) sont satisfaites}. Les contraintes du temps
de cycle (5.1) représentent des limitations de capacité et constituent des contraintes diﬃ-
ciles du programme (ECP). Une des approches les plus eﬃcaces pour la résolution de tels
programmes est la relaxation lagrangienne [Shapiro 1979a, Shapiro 1979b, Fisher 1981].
La procédure de la relaxation lagrangienne consiste à éliminer certaines contraintes
du problème originel et à introduire des pénalités à la fonction objectif relatives à leurs
violations. Dans notre cas, les contraintes à éliminer (5.1) sont celles du temps de cycle et
le problème originel est (ECP). Le problème (L-ECP) qui en résulte est donné ci-après.
L(µ) = max
{∑
i∈I
∑
j∈J
∑
l∈Li
rl · xij − Ct
(
Fc ·
∑
j∈J
j · xsj + Ch ·
∑
j∈J
hj
)
−
−
∑
j∈J
µj
(
Eξ˜
[∑
i∈I
ti(ξ˜) · xij
]
− Ct
)}
(L-ECP)
s.c. x ∈ X, µj> 0,∀j ∈ J
où µ = (µ1, µ2, . . . , µ|J |)T représente le vecteur de paramètres. Le programme (L-ECP)
relaxe les contraintes (5.1) en les introduisant dans la fonction objectif avec les scalaires
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µj > 0, j ∈ J correspondants ; µj est appelé multiplicateur de Lagrange. Il est connu que
L(µ) > Z. En eﬀet, si x∗ est une solution optimale de (ECP) alors
Zx∗ 6 Lx∗(µ) 6 Lx¯(µ)
où x¯ est une solution optimale de (L-ECP). Noter que la valeur de la borne supérieure
L(µ) dépend des valeurs des paramètres µ.
Aﬁn de trouver la plus petite borne supérieure, le problème (D-PSE) ci-dessous doit
être résolu.
L¯ = min
µ> 0
L(µ) (D-PSE)
Le problème (D-PSE) est appelé le dual lagrangien du programme (ECP). La rela-
tion entre les deux programmes (D-PSE) et (ECP) est établie par la propriété suivante
[Ahuja et al. 1993] : si pour certaines valeurs µ > 0, x¯ est une solution réalisable pour
(ECP) telle que Lx¯(µ) atteint son optimum et la condition d'écart∑
j∈J
µj
(
Eξ˜
[∑
i∈I
ti(ξ˜) · xij
]
− Ct
)
= 0
est vériﬁée, alors Lx¯(µ) est la valeur optimale de (D-PSE) et x¯ est une solution optimale
de (ECP). En conséquence, la résolution du problème (D-PSE) permet soit d'obtenir une
solution optimale du problème (ECP) soit une solution approchée.
5.2.3 L'algorithme du sous-gradient
L'approche de résolution du problème dual lagrangien la plus populaire est l'algorithme
du sous-gradient [Held et al. 1974]. L'algorithme 5 ci-après détaille la méthode du sous-
gradient qui est utilisée pour la résolution du problème (D-PSE), où θυ correspond au
pas de l'algorithme. En pratique, θυ [Fisher 1981, Ahuja et al. 1993, Held et al. 1974] est
ﬁxé comme suit :
1 faire υ = 0 et choisir µ0 ∈ R|J |+
2 trouver L(µυ) et une solution xυ correspondante
3 choisir un sous-gradient gυ de L en µυ : gυj = Eξ˜
(∑
i∈I ti(ξ˜) · xυij
)
− Ct,∀j ∈ J
4 si gυ = 0, alors L(µυ) est la valeur optimale recherchée
5 sinon, trouver µυ+1 = max{0,µυ + θυgυ}
6 faire υ = υ + 1 et aller à l'étape 2
Algorithme 5: Algorithme du sous-gradient
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θυ = piυ · L(µ
υ)− Zˆ∑
i∈J
(
Eξ˜
(∑
i∈I ti(ξ˜) · xυij
)− Ct)2
0 < piυ 6 2 et Zˆ une borne inférieure de (ECP) ou Z, et donc de (D-PSE) ou L¯.
Convergence de l'algorithme du sous-gradient
Le résultat fondamental de la convergence de l'algorithme du sous-gradient est que :
L(µυ)→ L¯ si θυ → 0 et
∑`=υ
`=0 θ` →∞ ; θ` = ( 11+`) par exemple [Goﬃn 1977].
En pratique, piυ est déterminé en mettant pi0 = 2 et divisant par deux la valeur de piυ
si au bout d'un certain nombre d'itérations de l'algorithme la valeur L(µυ) ne s'améliore
pas (ne diminue pas). Cette règle fonctionne plutôt bien empiriquement même s'il s'avère
qu'elle ne satisfait pas la condition suﬃsante de convergence ci-dessus [Fisher 1981]. En
général, µ0 est ﬁxé à 0 mais cette valeur peut être améliorée suivant les problèmes traités.
Approximation des espérances mathématiques des charges des postes de travail
par la simulation Monte Carlo
Soient STj(ξ˜) =
∑
i∈I ti(ξ˜) · xij la charge d'un poste de travail j,∀j ∈ J et la variable
aléatoire
ST λj (ξ˜) =
1
λ
·
`=λ∑
`=1
STj(ξ˜`), j ∈ J
alors, ST λj (ξ˜) est un estimateur sans biais de Eξ˜
(
STj(ξ˜)
)
, j ∈ J :
Eξ˜
(
ST λj (ξ˜)
)
= Eξ˜
(1
λ
`=λ∑
`=1
STj(ξ˜`)
)
=
1
λ
·
`=λ∑
`=1
Eξ˜
(
STj(ξ˜`)
)
= Eξ˜
(
STj(ξ˜)
)
, j ∈ J
De la loi forte des grands nombres, on a :
P
(
lim
λ→+∞
ST λj (ξ˜) = Eξ˜
(
STj(ξ˜)
)
, j ∈ J
)
= 1
signiﬁant que ST λj (ξ˜), j ∈ J , converge presque sûrement vers l'espérance mathématique
Eξ˜
(
STj(ξ˜)
)
, j ∈ J . En utilisant un λ-échantillon (ξ1, . . . , ξλ) du vecteur aléatoire ξ˜, la
moyenne Eξ˜
(
STj(ξ˜)
)
, j ∈ J , est alors approximée par son estimation Monte Carlo
ST λj =
1
λ
·
`=λ∑
`=1
STj(ξ`), j ∈ J
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Premières heuristiques utilisées dans l'algorithme du sous gradient
Une borne inférieure Zˆ, utilisée dans l'algorithme du sous-gradient, peut être obtenue
en appliquant une heuristique au problème (ECP). Un exemple simple d'une heuristique
est de sélectionner aléatoirement une alternative de désassemblage. Puis, aﬁn de déterminer
une aﬀectation faisable des tâches de désassemblage à une séquence de postes de travail,
une des heuristiques du problème SALBP-1 comme la technique `ranked positional weight'
[Helgeson & Birnie 1961] peut être appliquée directement au sous-graphe représentant l'al-
ternative de désassemblage sélectionnée.
Concrètement, la borne inférieure Zˆ est mise à jour au cours de l'exécution de l'algo-
rithme du sous-gradient de façon à l'améliorer. Pour l'étape υ = 0, cette borne notée Zˆ0 est
obtenue en appliquant l'heuristique simple décrite ci-dessus. Le plus diﬃcile est d'obtenir
une borne inférieure Zˆυ pour n'importe quelle étape υ de l'algorithme en transformant une
solution xυ optimale pour (L-ECP) non réalisable pour (ECP) en une solution faisable.
Une première version d'une telle heuristique est décrite par l'algorithme 6 ci-après où xυ
est une solution optimale de (L-ECP) et j∗ le nombre de postes de travail correspondant.
1 faire j = 0 et m = j∗
2 tant que ST λj > Ct faire
3 si j < m alors
4 aﬀecter au poste j + 1 sous contraintes de précédence la tâches i, i ∈ I
5 telle que : Eξ˜
(
ti(ξ˜)
)
6 Eξ˜
(
ti′(ξ˜)
)
, i 6= i′, i′ ∈ I, xυij = xυi′j = 1
6 ﬁn si
7 sinon faire
8 m = m+ 1 et répéter 4 et 5
9 ﬁn sinon
10 ﬁn tant que
11 faire j = j + 1 et aller à la ligne 2
Algorithme 6: Heuristique de transformation d'une solution non réalisable issue
d'une itération de l'algorithme du sous-gradient en une solution faisable.
Noter que Zˆ prend toujours la plus grande valeur parmi celles trouvées à n'importe
quelle étape υ de l'algorithme du sous-gradient.
5.3 Intégration des problèmes de conception des lignes
et de séquencement des tâches de désassemblage
Au niveau de chaque poste de travail d'une ligne de désassemblage opérationnelle,
un opérateur exécute les tâches correspondantes de manière séquentielle. Les problèmes
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traités dans ce mémoire, jusqu'ici, ne permettent pas de déﬁnir l'ordre d'exécution des
tâches au niveau de chaque poste, seule leur aﬀectation à ces derniers était déterminée.
Aﬁn de déﬁnir l'ordre d'exécution des tâches en plus de leur aﬀectation aux postes de
travail, les deux problèmes de conception des lignes et séquencement des tâches seront
considérés simultanément. L'intégration de ces deux problèmes permet d'éviter les cas de
sous-optimalité qui peuvent résulter en les résolvant séparément.
Pour modéliser ces deux problèmes ensemble, une nouvelle variable de décision zin et
un nouveau paramètre ρin sont introduits et sont déﬁnis comme suit :
zin =
{
1 si la tâche Bi est de rang n ;
0 sinon.
ρin : `coût' de réalisation de la tâches Bi, i ∈ H de rang n, n ∈ N : ρin = n,∀i ∈ I,∀n ∈ N
Rappelons que H est l'ensemble des indices de toutes les tâches de désassemblage
dangereuses. Le programme (CLS) ci-dessous, modélise l'intégration des deux problèmes
de Conception des Lignes et de Séquencement des tâches de désassemblage.
max
{∑
i∈I
∑
j∈J
∑
l∈Li
rl · xij −
∑
i∈H
∑
n∈N
ρinzin − Ct
(
Fc ·
∑
j∈J
j · xsj + Ch ·
∑
j∈J
hj
)}
(CLS)
s.c.∑
i∈I
zin 6 1,∀n ∈ N (5.2)∑
n∈N
zin 6 1,∀i ∈ I (5.3)
∑
i∈Sk
ziv 6
∑
i∈Pk
v−1∑
n=1
zin,∀k ∈ K\{0},∀v ∈ N\{1} (5.4)∑
i∈I
∑
n∈N
zin =
∑
i∈I
∑
j∈J
xij (5.5)∑
n∈N
n · zin >
∑
j∈J
j · xij,∀i ∈ I (5.6)
∀i, i′ ∈ I, i 6= i′,∀j ∈ J\{|J |} : si (xij = 1 ∧ xi′(j+1) = 1) (5.7)
alors
(∑
n∈N
n · zin 6
∑
n∈N
n · zi′n
)
(5.8)
Eξ˜
(∑
i∈I
ti(ξ˜) · xij
)
6 Ct,∀j ∈ J (5.1)
x ∈ X, zin ∈ {0, 1},∀i ∈ I,∀n ∈ N (5.9)
Les contraintes (5.2) et (5.3) veillent, respectivement, à ce qu'au plus une tâche i, i ∈ I soit
aﬀectée à un rang n, n ∈ N et qu'un rang n, n ∈ N ne se voit aﬀectée qu'au plus une seule
96
Chapitre 5. Relaxation lagrangienne et simulation Monte Carlo : problèmes
de conception des lignes et séquencement des tâches de désassemblage
tâche i, i ∈ I. Les contraintes (5.4) modélisent les relations de précédence entre les tâches I
(par rapport aux rangs N). La contrainte (5.5) assure que le nombre de rangs sélectionnés
est le même que le nombre de tâches choisies. Les contraintes (5.6) indiquent que pour une
tâche donnée i le numéro du rang n auquel elle est aﬀectée est au moins égal au numéro
du poste de travail auquel elle est aﬀectée. Les contraintes (5.7) assurent que le rang n
d'une tâche i aﬀectée à un poste j soit au plus égal à n′ − 1 où n′ déﬁnit le rang d'une
tâche i′ aﬀectée au poste j + 1. Comme précédemment, les contraintes de capacité (5.1)
déﬁnissent les limitations du temps de cycle où les espérances des charges des postes de
travail Eξ˜
(∑
i∈I ti(ξ˜) · xij
)
sont utilisées. L'ensemble (5.2)-(5.1) représente les contraintes
du problème de séquencement des tâches et la contrainte x ∈ X déﬁnit celle du problème
de conception.
Pour un poste de travail donné j, j ∈ J , la moyenne Eξ˜
(∑
i∈I ti(ξ˜) ·xij
)
est approximée
par l'estimation Monte Carlo
ST λj =
1
λ
·
`=λ∑
`=1
STj(ξ`), j ∈ J
5.4 Résultats numériques
L'algorithme du sous-gradient pour les problèmes (L-ECP) et (CLS) a été implémenté
sous MS Visual C++ et résolus avec le solveur ILOG CPLEX 12.4 sur une machine Pen-
tium(R) Dual-Core CPU T4500, 2.30 GHz et 3GB RAM. Comme il s'agit de premiers
développements de la relaxation lagrangienne et de l'intégration des problèmes de concep-
tion et séquencement des tâches, seules les instances de désassemblage ont été considérées.
Ces dernières sont les mêmes que celles des chapitres précédents et sont regroupées dans
le Tableau 5.1.
Table 5.1  Instances de désassemblage étudiées.
|I| |K| |L| arcs relations ET |J | Ct
0 1 2
MJKL11 37 22 33 76 4 27 6 10 35
BBD13a 32 14 23 60 4 28 0 4 0.80
L99a 30 18 28 60 2 26 2 9 30
BBD13b 25 11 27 49 4 18 3 4 91
KSE09 23 13 20 47 4 14 5 6 20
L99b 20 13 23 41 5 9 6 9 5.5
BBD13 10 5 12 18 3 6 1 3 0.51
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Résultats d'optimisation de la relaxation lagrangienne
Rappelons que si pour certaines valeurs µ > 0, x¯ est une solution réalisable pour (ECP)
telle que Lx¯(µ) atteint son optimum et la condition d'écart est vériﬁée, alors Lx¯(µ) est la
valeur optimale de (D-PSE) et x¯ est une solution optimale de (ECP). Ainsi, pour une
solution x réalisable pour (ECP), la relaxation lagrangienne peut permettre de savoir si
elle est optimale. Un autre avantage de cette approche est que si l'on ne dispose que de la
valeur de L(µ), il est possible d'évaluer la qualité d'une solution réalisable x. Par exemple,
si γ = L(µ)−Zˆx
Zˆx
6 5% alors la valeur de x est au plus 5% de l'optimum.
En exploitant ces caractéristiques, la recherche d'une solution optimale du problème (ECP)
est arrêtée si l'une des conditions suivantes est vériﬁée :
1. une solution optimale est retournée
2. la qualité d'une solution retournée γ = L(µ)−Zˆ
Zˆ
6 10%
3. le nombre d'itérations υ = 100
Les résultats obtenus avec la valeur de λ ﬁxé à 1000 sont détaillés dans le Tableau 5.2.
L'approche de la relaxation lagrangienne a été eﬃcace pour les instances traitées. Les
instances KSE09 et L99b ont été résolues en une seule itération de l'algorithme du sous-
gradient due à l'heuristique utilisée pour avoir une borne inférieure.
Table 5.2  Résultats d'optimisation de la relaxation lagrangienne.
L(
µ
υ )
m
eil
leu
r Zˆ
m
eil
leu
r γ
%
ité
ra
tio
n
υ
te
m
ps
(s)
MJKL11 35.2 32.2 9.3 43 6.31
BBD13a 29.91 27.6 8.37 7 4.14
L99a 478.67 413.0 15.9 100 10.58
BBD13b 250.9 231.2 8.5 15 3.02
KSE09 890 890 0 0 0.95
L99b 71.3 71.3 0 0 0.76
BBD13 84.19 81.42 3.4 3 1.02
Résultats d'optimisation de l'intégration des problèmes de conception et de
séquencement des tâches
Les résultats d'optimisation de (CLS) sont regroupés dans le Tableau 5.3 où les co-
lonnes `obj.', `tâches-s.', `npostes', `postes-d.' et `temps(s)' rapportent, respectivement, la
valeur optimale de la fonction objectif, le nombre de tâches sélectionnées de l'alternative
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de désassemblage choisie, le nombre de postes de travail, le nombre de postes traitant des
matières dangereuses et le temps de résolution en secondes.
Aﬁn d'illustrer l'intégration des problèmes de conception et de séquencement des tâches,
la solution optimale de l'instance L99b est détaillée dans la Figure 5.1. Cette dernière
illustre l'alternative de désassemblage choisie, l'ordre de réalisation des tâches correspon-
dant ainsi que leur aﬀectation aux postes de travail.
Comme montré dans la Figure 5.1, pour concevoir une ligne de proﬁt maximum, le pro-
duit doit être désassemblé partiellement. En eﬀet, les tâches B17, B18 et B19 appartiennent à
l'alternative choisie mais ne sont pas sélectionnées. Les 4 tâches dangereuses sont aﬀectées
aux deux premiers postes de travail. Le programme (CLS) par le terme
∑
i∈H
∑
n∈N ρinzin
force l'aﬀectation des tâches dangereuses aux premiers postes de la ligne aﬁn de limiter
l'impact des matières dangereuses sur la ligne et ainsi éviter des coûts supplémentaires.
Table 5.3  Résultats d'optimisation de l'intégration des problèmes de conception et de
séquencement des tâches de désassemblage.
ob
j.
tâ
ch
es
-s
n p
os
te
s
po
ste
s-d
.
te
m
ps
(s)
MJKL11 35 3 2 1 2.95
BBD13a 177.6 2 2 1 0.70
L99a 438 7 4 0 2.73
BBD13b 87 4 2 0 0.47
KSE09 897 4 2 1 0.70
L99b 43.5 6 3 2 0.87
BBD13 88.9 3 2 1 0.09
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Figure 5.1  L'alternative de désassemblage optimale de l'instance L99b, l'ordre
de réalisation des tâches correspondant ainsi que leur aﬀectation aux postes de travail.
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5.5 Conclusion
Dans ce chapitre, une première version de la relaxation lagrangienne est proposée pour
la résolution eﬃcace du problème de conception des lignes de désassemblage sous incerti-
tudes des durées opératoires des tâches. Ces dernières sont prises pour des variables aléa-
toires indépendantes avec des lois de probabilité quelconques mais connues. Les moyennes
des charges des postes de travail ont été considérées.
L'objectif était la maximisation du proﬁt de la ligne à concevoir sous désassemblage
partiel et en présence de matières dangereuses. La relaxation lagrangienne, dans notre cas,
présente deux avantages majeurs :
1) elle peut retourner une solution optimale et 2) si uniquement la valeur optimale du
problème lagrangien est connue, elle permet d'évaluer la qualité d'une solution réalisable
donnée. En plus de ces deux avantages, la procédure de la relaxation lagrangienne peut
être intégrée avec l'algorithme L-shaped du chapitre 3 aﬁn de résoudre en un temps réduit
les problèmes linéaires entiers de sa première étape.
Une deuxième formulation intégrant les problèmes de conception des lignes et celui de
séquencement des tâches de désassemblage a été également proposée. L'objectif était de
maximiser le proﬁt de la ligne. Cette modélisation permet de ﬁxer l'ordre de réalisation
des tâches en plus de leur aﬀectation aux postes de travail.
Les problèmes lagrangiens ont été résolus avec l'algorithme du sous-gradient. Cet algo-
rithme utilise une heuristique développée aﬁn de transformer les solutions optimales des
problèmes lagrangiens mais non réalisables en des solutions faisables pour le problème
étudié. La relaxation lagrangienne et le problème intégrant la conception des lignes et le
séquencement des tâches ont été évalués en utilisant un ensemble de 7 instances de la
littérature de désassemblage. Pour le premier problème, deux instances ont été résolues à
l'optimum et 4 sont à moins de 10% de l'optimum. Pour le second, toutes les instances ont
été résolues à l'optimalité.
Conclusion générale
Dans ce manuscrit, nous avons présenté une étude qui se focalise sur la prise en compte
des incertitudes lors de la conception des lignes de désassemblage. En eﬀet, une ligne de
désassemblage présente un niveau élevé d'incertitudes qui sont liées aux structures, quan-
tités et qualité des produits en ﬁn de vie. Ces diﬀérentes sources se traduisent notamment
par des variabilités importantes des durées opératoires des tâches. Aﬁn d'apporter aux
décideurs une aide à l'étape de conception d'une ligne de désassemblage, et permettre aux
industriels de tirer les avantages économiques qu'oﬀre l'utilisation d'une telle ligne, nous
avons développé, dans ce mémoire, des modélisations et des approches de résolution ef-
ﬁcientes permettant la conception eﬃcace d'une ligne de désassemblage sous incertitudes
des durées opératoires des tâches.
Notre but étant la proposition d'approches adaptées à la prise en compte d'incerti-
tudes dans un contexte de désassemblage, nous avons commencé, dans le chapitre 1, par
l'étude des particularités du problème de conception des lignes de désassemblage. Dans le
chapitre 2, nous avons présenté les travaux existants dans la littérature traitant les incer-
titudes des durées opératoires des tâches lors de la conception des lignes de production.
Cette étude nous a permis de constater un manque de méthodes capables de fournir au
concepteur de lignes de désassemblage des informations concernant la qualité des solutions
obtenues. Le développement de telles méthodes était le but des travaux présentés dans les
chapitres 3, 4 et 5.
Dans le chapitre 3, nous avons considéré le problème de conception des lignes de désas-
semblage, minimisant leurs arrêts, ainsi que celui d'équilibrage des charges des postes de
travail des lignes conçues. Nous avons pu intégrer les cas de désassemblage partiel et pré-
sence de matières dangereuses. Les durées opératoires des tâches ont été prises pour des
variables aléatoires indépendantes avec des lois de probabilité connues. Pour résoudre ef-
ﬁcacement le premier problème, nous avons proposé un programme stochastique en deux
étapes (stages) avec recours ﬁxe et une approche de résolution d'approximation moyenne
par échantillonnage. Cette méthode de résolution intègre la décomposition de Benders et
la simulation Monte Carlo. Elle permet d'obtenir des bornes inférieures et supérieures des
valeurs optimales des problèmes résolus ainsi que des intervalles de conﬁance associés de
niveau prédéterminé. Les écarts d'optimalité et leurs variances sont également fournis.
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Pour le deuxième problème, nous avons proposé un programme stochastique et une borne
supérieure de la valeur optimale de ce dernier.
L'approche de résolution d'approximation moyenne par échantillonnage proposée pour
concevoir une ligne de désassemblage sous incertitudes possède des caractéristiques in-
téressantes. Cette méthode est capable de considérer n'importe quelles distributions de
probabilité connues pour les durées opératoires des tâches et même diﬀérentes d'une tâche
à l'autre. D'autres sources d'incertitudes comme celles du temps de cycle peuvent faci-
lement être prises en compte. Enﬁn, la résolution des programmes principaux ainsi que
les sous-problèmes correspondants peut être réalisée en parallèle pour réduire le temps de
calcul.
Pour montrer la validité de cette approche dans le cas d'assemblage, les modélisations et
méthodes de résolution proposées ont été adaptées et appliquées aux problèmes de concep-
tion et équilibrage des lignes d'assemblage. Diﬀérentes instances de la littérature de taille
industrielle ont été résolues et les résultats obtenus, comme pour le cas de désassemblage,
sont satisfaisants.
Dans le chapitre 4, les problèmes de conception des lignes de désassemblage, garantis-
sant un niveau de service donné, et l'équilibrage des lignes de désassemblage conçues sont
étudiés. Les durées des tâches sont prises pour des variables aléatoires mutuellement indé-
pendantes avec des lois normales connues. La méthode de résolution comporte comme dans
le chapitre 3 deux phases. Dans la première, un programme binaire en 0-1 avec contraintes
conjointement probabilisées, une borne supérieure et quatre bornes inférieures ont été pro-
posés pour la conception eﬃcace des lignes de désassemblage. Le calcul des bornes était
basé sur la programmation conique de second ordre et l'approximation, convexe linéaire
par morceaux, de fonctions. Dans la deuxième phase, un autre programme stochastique
binaire en 0-1 était à résoudre pour équilibrer les charges des postes de travail.
Les modèles développés ont été évalués en utilisant un ensemble d'instances de la litté-
rature. Les résultats obtenus ont montré que les bornes inférieures et supérieure proposées
étaient eﬃcaces pour résoudre de manière optimale les problèmes de conception des lignes
de désassemblage et d'assemblage sous contraintes de temps de cycle conjointement pro-
babilisées.
Dans le chapitre 5, aﬁn de résoudre eﬃcacement le problème de conception des lignes
de désassemblage où sont considérées les moyennes des charges des postes de travail, une
première version de la relaxation lagrangienne a été proposée. Les durées opératoires des
tâches sont prises pour des variables aléatoires indépendantes avec des lois de probabilité
quelconques mais connues. La relaxation lagrangienne, dans notre cas d'étude, présente
deux avantages importants pour les décideurs : elle peut fournir une solution optimale
du problème traité et si uniquement les valeurs optimales des problèmes lagrangiens sont
obtenues, elle permet d'évaluer la qualité des solutions réalisables connues. De plus, cette
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procédure peut être utilisée au niveau de la première étape de l'algorithme L-shaped aﬁn
de résoudre en un temps réduit les problèmes principaux.
Une deuxième formulation intégrant le problème de conﬁguration et de séquencement
des tâches pour une ligne de désassemblage était proposée. La détermination de l'ordre
de réalisation des tâches en plus de leur aﬀectation aux postes de travail permet dans la
pratique de respecter la contrainte législative sur l'élimination des matières dangereuses
en premier lieu. L'algorithme de branchement et coupe du solveur Cplex a été utilisé pour
résoudre des instances de la littérature. Les résultats d'optimisation étaient satisfaisants.
Les travaux réalisés ouvrent plusieurs voies à des recherches futures portant à la fois
sur la complexiﬁcation des modèles utilisés que sur le développement d'approches plus
eﬃcaces notamment grâce à la parallélisation des calculs déjà évoquée. En particulier, il
sera intéressant d'étudier les techniques d'optimisation dans les graphes aﬁn de résoudre
le problème d'aﬀectation des tâches de désassemblage. En eﬀet, le graphe de précédence
est orienté sans cycle, bi-parti et les arcs sont de deux types diﬀérents. Par conséquent, les
techniques de coloration de graphes, d'aﬀectation dans les graphes bi-partis et les problèmes
de ﬂot peuvent être exploitées. Il sera également intéressant de considérer le cas où les
produits seraient de types multiples et où leurs états en ﬁn de vie seraient diﬀérents. Enﬁn,
la prise en compte des défaillances des tâches de désassemblage sera également une piste
intéressante à développer.
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Abstract :
This thesis is dedicated to the problem of disassembly line design in uncertain context.
A disassembly line can be represented as a succession of workstations where tasks are per-
formed sequentially at each workstation. The design of such a product recovery system can
be reduced to a combinatorial optimization problem which seeks a line conﬁguration that
optimizes certain objectives under technical, economical and environmental constraints.
We begin by describing the principal product recovery activities especially disassem-
bly. Then, after a literature review on the design of production lines under uncertainty
of task processing times, we focus our study on the consideration of the disassembly task
time uncertainties. Hence, we present three main models as well as the associated solution
approaches. The ﬁrst one is interested in minimizing the line stoppages caused by the task
processing time uncertainties. The second one seeks to guarantee an operational level clo-
sely related with the line speed. The goal of the third model is to integrate the line design
and sequencing problems. At last, the performances of the proposed solution approaches
are presented by analyzing the optimization results on a set of instances of industrial size.
Key words : product recovery ; assembly ; disassembly ; line design and balancing ; sequencing ; uncer-
tainty ; stochastic programming ; probabilistic constraints ; cone programming ; Lagrangian relaxation.
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Conception combinatoire des lignes
de désassemblage sous incertitudes
Spécialité : Génie Industriel
Résumé :
Les travaux présentés dans ce manuscrit portent sur la conception des lignes de désas-
semblage en contexte incertain. Une ligne de désassemblage consiste en une succession
de postes de travail où les tâches sont exécutées séquentiellement au niveau de chaque
poste. La conception d'un tel système, de revalorisation des produits en ﬁn de vie, peut
être ramenée à un problème d'optimisation combinatoire. Ce dernier cherche à obtenir
une conﬁguration permettant d'optimiser certains objectifs en respectant des contraintes
techniques, économiques et écologiques.
Dans un premier temps, nous décrivons les activités principales de la revalorisation des
produits en ﬁn de vie, en particulier le désassemblage. Puis, après présentation des travaux
de la littérature portant sur la prise en compte des incertitudes des durées opératoires
lors de la conception des lignes de production, nous nous focalisons sur l'étude des incer-
titudes des durées opératoires des tâches de désassemblage. Ainsi, nous présentons trois
modélisations principales avec leurs approches de résolution. La première s'intéresse à la
minimisation des arrêts de la ligne causés par les incertitudes des durées des opérations
de désassemblage. La deuxième cherche à garantir un niveau opérationnel de la ligne lié
à sa cadence de fonctionnement. Le but de la troisième modélisation est l'intégration des
problématiques de conception des lignes et de séquencement des tâches de désassemblage.
Enﬁn, les performances des méthodes de résolution proposées sont présentées en analysant
les résultats d'optimisation sur un ensemble d'instances de taille industrielle.
Mots clés : revalorisation de produits ; assemblage ; désassemblage ; conception et équilibrage des lignes ;
séquencement de tâches ; incertitude ; programmation stochastique ; contraintes probabilisées ; programma-
tion conique ; relaxation lagrangienne.
