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Abstract
Sizing a pump stacking used in an aircraft lubrication system is a challenging task. The combination of
several pumps, in parallel and in a single casing, must deliver speci4ed oil 5ow rates, on a variable number
of circuits, and under given 5ight conditions. Furthermore, the optimal assembly has to minimize overall
dimensions, weight and cost. This optimization problem involves a large space search, continuous and discrete
variables and multi-objectives. Genetic Algorithms (GA)—stochastic search methods that mimic the metaphor
of natural biological evolution—seem well suited to solve that kind of problems. A new GA is proposed. The
e;ciency of this GA is 4rst demonstrated in solving various mathematical test-cases and then applied to the
industrial problem.
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1. Mathematical statement of the optimal sizing problem
The aircraft lubrication system provides lubrication and cooling for all gears and bearings of the
engine [15]. Generally, positive displacement pumps, such as Gerotor (Fig. 1) or gear pumps, are
used both as pressure pumps (distribution of oil to all the lubricated parts) and scanvenge (return
oil) pumps [4]. These pumps are incorporated in a common casing and must deliver speci4ed oil
5ow rates under various 5ight conditions.
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Fig. 1. Gerotor pump stacking.
In mathematical terms, the optimal sizing problem may be de4ned as 4nding x˜∗ that minimizes
f˜(˜x) = [f1(˜x); : : : ; fnof (˜x)]
T (1)
with
x˜ = [x1; : : : ; xnx ]
T (2)
subject to
h˜(˜x) = [h1(˜x); : : : ; hnh (˜x)]
T = 0˜; (3)
g˜(˜x) = [g1(˜x); : : : ; gng (˜x)]
T6 0˜: (4)
In this study, np pumps, driven by a unique shaft (Fig. 1), and nfc 5ight conditions are considered.
The design variables can be expressed as
x˜= [H˜ gr ; D˜gr ; N˜ t ; M˜ gr]T
= [H 1gr ; : : : ; H
np
gr ; D1gr ; : : : ; D
np
gr ; N 1t ; : : : ; N
np
t ; M
1
gr ; : : : ; M
np
gr ]T; (5)
where Hjgr, D
j
gr, N
j
t and M
j
gr, respectively, denote the thickness, the diameter, the number of teeth in
the inner rotor and the multiplicity of the jth Gerotor pump in the stacking.
As the pumps have to be chosen in a catalog, D˜gr and N˜ t have discrete components in addition
to M˜ gr. On the other hand, H˜ gr is a set of continuous parameters.
According to the end-user, the three following constraints have to be satis4ed:
• the pressure pump (identi4ed by the upper script j = 1) must have a six teeth inner rotor
N 1t = 6; (6)
• the thickness of each Gerotor must be in a de4ned range
H˜mingr 6 H˜ gr6 H˜
max
gr ; (7)
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• each pump, for each 5ight condition, must deliver a speci4ed minimum oil 5ow rate
qi; jmin6M
j
grq
i; j
gr ; i = 1; : : : ; nfc j = 1; : : : ; np: (8)
The optimal stacking has to minimize overall dimensions, weight and cost. This can be achieved by
simultaneously minimizing the three following objective functions:
• the number of stacked Gerotor
Ns =
np∑
j=1
Mjgr ; (9)
• the height of the stacking
Hs =
np∑
j=1
MjgrH
j
gr ; (10)
• the volume of the stacking
Vs =
np∑
j=1
MjgrH
j
gr
(Djgr)2
4
: (11)
This optimization problem clearly involves a large space search, mixed (continuous and discrete)
variables and multi-objectives. Traditional 4rst-order optimization methods based on the knowledge
of the Jacobian could not be used. The industrial partner attempted to solve the problem with an
expert system, but with a limited success and at the cost of a prohibitive computational eHort.
2. Genetic algorithms
Genetic algorithms (GAs), 4rst developed by Holland [9], are zero order search methods that
mimic the Darwins’s principles of natural selection and survival of the 4ttest. GAs work with
arti4cial populations of individuals that represent candidate solutions and, in spite of their diversity,
all GAs are based on the same iterative procedure [7] (Fig. 2).
Each item in Fig. 2 will be brie5y presented hereafter, as well as their implementation in our
GAGERO (Genetic Algorithm for GERotor Optimization).
Initialization Evaluation Selection Crossover Mutation
Stopping 
Criterion
End
Fig. 2. Standard GA 5owchart.
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2.1. Basic mechanics of GAs
Initialization creates an initial population of Npop by random. These candidate solutions are a set
of chromosomes or strings of characters (letters and/or numbers) that represent the 4rst potential
solutions of the problem. To overcome the major drawbacks of a classical binary coding (huge string
length, discrepancy between the binary and the real design space), a real-valued representation has
been chosen.
During evaluation, the 4tness of each candidate solution is computed by objective values.
Selection [1,8] is the process in which the 4ttest individuals are selected and reproduced (once
or more) to create a new mating pool of Npop parents. Two traditional selection schemes have been
implemented in our code:
• Ranking selection [2]: the population is sorted from best (rank R= 1) to worst (R= Npop). Then
a linear selection probability ps is computed for each individual by
ps(i) =
1
Npop
[
Sp − 2(Sp − 1) R(i)Npop
]
; (12)
where Sp (selection pressure) is a user speci4ed parameter (Sp ∈ [1; 2]). Afterwards this probability
distribution is sampled by a biased roulette wheel.
• Tournament selection: Ntour individuals are randomly selected in the population. The best one is
reproduced in the new mating pool. The process is repeated Npop times with reintegration of the
winner in the population.
Crossover [13] provides the search mechanism of the GA. It generates children (new solutions)
by exchanging features of the previously selected parents. Two traditional schemes have been im-
plemented in our code:
• Blended crossover (BLX-) [5] is applied to the continuous variables: parents P˜1, P˜2 give birth
to children C˜1, C˜2 according to
C˜1 = P˜1 + (1− )P˜2 (13)
C˜2 = (1− )P˜1 + P˜2 (14)
with
= (1 + 2)u− ; (15)
where u is a random number in [1,2] and  is user-speci4ed parameter.
• One-point crosser is used for the discrete part of the chromosome: the vector components of two
parents are simply swapped in groups at a random position.
Mutation [13] randomly alters some individual’s genes. In our application, mutation is only applied
to the discrete variables.
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2.2. GAs and multi-objective constrained optimization problems
As stated by Eqs. (1)–(4), a multi-objective optimization problem (MOP) can be viewed as the
problem of 4nding—from among the set F of all solutions which satisfy (3) and (4)—the particular
set x˜∗ which yields the optimum values of all the objective functions [3].
However, in a MOP, there is rarely a single point that simultaneously optimizes all the objective
functions, and therefore, the notion of “optimum” is quite diHerent.
When dealing with MOP, the commonly adopted notion of optimality is the one proposed by
Pareto [12]: a vector of decision variables x˜∗ is Pareto optimal if there does not exist another x˜∈F
such that fi (˜x)6fi (˜x∗) for all i = 1; : : : ; nof and fj (˜x)¡fj (˜x∗) for at least one j.
According to this de4nition, a MOP has no unique solution, but rather a set of compromised
solutions (called the Pareto front): these so called nondominated solutions are the ones for which
the value of any objective functions cannot be improved without deteriorating at least one of the
others.
A usual way to solve a MOP is to reduce it into a classical single objective problem through an
aggregating method (weighted sum, goal programming, weighted min–max, etc.) [3].
For example, in a weighted sum approach, the objective function is given by
(˜x) =
nfo∑
k=1
wkfk (˜x); (16)
where wk¿ 0 are the weighting coe;cients representing the relative importance of the objectives
fk (˜x).
The major drawback of these aggregating techniques is that the obtained solution corresponds to
only one point of the Pareto front, depending on the arbitrary choice of the weights. Moreover,
there is no guarantee that the non dominated solutions are uniformly distributed on the Pareto
front.
On the contrary, GAs, working with a population of candidate solutions, are able to approximate
the Pareto front in a single run. Furthermore, they are less susceptible to the shape or continuity of
the Pareto front (they can approximate concave or noncontinuous Pareto front).
These advantages have made them very popular to solve unconstrained MOPs and numerous
Pareto based approaches (MOGA, NSGA, NPGA, etc.) have been proposed and compared in the
literature [3,16].
When the optimization problem involves constraints, the classical approach is to use a penalization
method. In this technique, a new objective function is simply de4ned by adding a (static, dynamic
or adaptive) penalty to each unfeasible solutions.
For example, in the dynamic penalty approach [10], the new objective is given by
′(˜x) = (˜x) + (C · t)
∑
gj¿0
[gj (˜x)]!; (17)
where t is the generation number; C,  and ! are the parameters of the method; and  is the
objective function of the unconstrained problem.
The penalization techniques are very popular because they can be implemented without signi4cant
modi4cation of the standard genetic algorithm. However, to be e;cient, they require an adequate
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Constraints evaluation
Feasibleyes
no
Compute objective functions Compute penalty term
Ranking: MOGA
Selection: penalized tournament
Crossover
Mutation
Stopping 
criterion End
Fig. 3. GAGERO 5owchart.
“tuning” of the parameters. Another major drawback of these methods is that they lead to consider
once again a single objective approach: in the case of a MOP, the objective function  in Eq. (17)
has to be computed through an aggregating method.
We propose here an original approach to take into account simultaneously the multiobjective and
constrained aspects of the optimization problem.
In our application (Fig. 3), the constraints are 4rstly evaluated for each individual. On the one
hand, the feasible solutions are ranked according to the MOGA algorithm [6]. This scheme (Fig. 4)
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Fig. 4. Example of the MOGA ranking procedure with two objectives functions which have to be minimized.
consists in evaluating the individual’s rank by
R(i) = 1 + p(i); (18)
where p(i) denotes the number of (feasible) solutions in the current population by which the indi-
vidual is dominated.
On the other hand, each infeasible solution receives a penalty 4tness computed by
Rconst =
∑
gj¿0
gj (˜x): (19)
At last, a selection, based on a “penalized tournament”, is applied. It consists of randomly choosing
and comparing the (generally two) individuals:
• if they are all feasible, the best ranked element wins,
• if they are all infeasible, the one having the lower Rconst value wins,
• if one is feasible and the others are infeasible, the feasible individual wins.
The major advantage of this method is that the computation of the objective functions and the
ranking procedure are performed only for the feasible solutions. Furthermore, this Pareto based
technique can approximate the Pareto front in a single run. Moreover, with this approach, the user
does not need to choose any explicit penalty parameter.
3. Mathematical test-cases
GAGERO has been tested on many mathematical problems. Two relevant test-cases proposed by
Poloni are presented here.
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The 4rst test-case (TC1) [14] is a maximization of a two objective functions de4ned by
f1(x1; x2) =−[1 + (A1 − B1)2 + (A2 − B2)2] (20)
f2(x1; x2) =−[1 + (x1 + 3)2 + (x2 + 1)2] (21)
with
x1; x2 ∈ [− ;+]; (22)
Ai =
2∑
j=1
aij sin(j) + bij cos(j); (23)
Bi =
2∑
j=1
aij sin(!j) + bij cos(!j); (24)
a=
[
0:5 1:0
1:5 2:0
]
; (25)
b=
[−2:0 −1:5
−1:0 −0:5
]
; (26)
= [1:0 2:0]; (27)
! = [x1 x2]: (28)
The second test-case (TC2) proposed by Poloni [14] is an extension of the previous one where two
constraints given by
(x1 − 2)2 + (x2 − 2)26 9; (29)
(x1 + 2)2 + (x2 + 2)2¿ 9 (30)
have also to be satis4ed.
3.1. Results
The parameters used in the algorithm are summarized hereafter:
• Npop: population size—set to 576.
• Sp: selection pressure—set to 2.
• &: the GA is stopped when the diHerence between the objective function of the best and the worst
individual in the population is lower or equal to this parameter—not used for Poloni’s test cases.
• Gmax: maximum number of allowed generations—set to 250.
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Fig. 5. Pareto front for TC1.
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Fig. 6. Pareto front for TC2.
Figs. 5 and 6 show the Pareto fronts for the test-cases TC1 and TC2, respectively. GAGERO has
clearly identi4ed the set of non dominated solutions.
Moreover, the concave and discrete parts of the Pareto fronts have been uniformly approximated.
4. An industrial application
GAGERO has been applied to a real problem proposed by the industrial partner i.e., optimizing
a lubrication pump stacking as described in Section 1.
The values for the discrete variables, such as the three diHerent 5ight operating conditions and
the 4ve considered Gerotor pumps can be found in [11].
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Table 1
Examples of optimal stacking
Pump (n◦) Optimal stacking “1 Optimal stacking “2
Hgr (mm) Dgr (mm) Nt Mgr Hgr (mm) Dgr (mm) Nt Mgr
1 6.159 80.0 6 2 5.951 80.0 6 2
2 10.454 80.0 4 1 5.670 80.0 4 2
3 7.252 80.0 4 1 7.019 80.0 4 1
4 8.770 80.0 6 1 7.014 80.0 4 1
5 5.634 80.0 6 1 7.640 63.0 6 1
Various combinations of Gerotor pumps have been proposed by GAGERO.
Table 1 provide two examples of optimal stacking among the seven found by the code.
The results have been obtained after 20 iterations and with a initial population of 500 individuals.
This computation has been performed on a 600 MHz—256 Mb RAM—Pentium III and the CPU
time was about 160 s.
5. Conclusions
A genetic algorithm (GA) has been developed based on a real coding that can easily deal with
mixed (discrete and continuous) variables. This GA is able to solve eHectively multiobjective and
constrained optimization problems, through an original approach which combines MOGA and a
penalized tournament selection scheme. This approach is very eHective when most of the initial
candidate solutions violate the constraints, as it is usually the case after a random exploration of the
design space.
Results provided by GAGERO were obtained within a few minutes and have shown to be at least
as good as those resulting from the experience of the industrial partner—and a laborious procedure
of trials and errors.
GAGERO and its Pareto strategy is now being compared to other zero order optimization tools
which reduce the multi-objective aspects of the problems into a single-objective via a weighted
combination.
GAGERO has been extended to binary coding and was successfully applied to the problem of
Pump Scheduling, i.e., 4nding the best strategy to use a number of pumps supplying water to a
variable demand, while minimizing the energy consumption and the number of on–oH switchs.
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