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Abstract
We propose a distributed algorithm for controlling traffic signals, allowing constraints such as
periodic switching sequences of phases and minimum and maximum green time to be incorporated.
Our algorithm is adapted from backpressure routing, which has been mainly applied to communication
and power networks. We formally prove that our algorithm ensures global optimality as it leads to
maximum network throughput even though the controller is constructed and implemented in a completely
distributed manner.
I. INTRODUCTION
Traffic signal control is an example of cyber-physical systems, featuring tight interaction of
the cyber components and the physical aspects of the system. It is an important element in traffic
management that affects the efficiency of urban transportation. With growing traffic congestion
in many urban areas, improving traffic signal control to optimize the efficiency of road networks
becomes increasingly important. Recently, adaptive traffic signal control systems has been em-
ployed by many major cities. These systems improve the performance of traffic management by
dynamically adjusting the light timing based on the current traffic situation. Examples of widely-
used adaptive traffic signal control systems include SCATS (Sydney Coordinated Adaptive Traffic
System) [1]–[3] and SCOOT (Split Cycle Offset Optimisation Technique) [4], [5].
Control variables in traffic signal control systems typically include phase, cycle length, split
plan and offset. A phase specifies a combination of one or more traffic movements simultaneously
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2receiving the right of way during a signal interval. Cycle length is the time required for one
complete cycle of signal intervals. A split plan defines the percentage of the cycle length allocated
to each of the phases during a signal cycle. Offset is used in coordinated traffic control systems
to reduce frequent stops at a sequence of junctions.
As explained in [1]–[3], SCATS attempts to equalize the degree of saturation (DS), i.e., the
ratio of effectively used green time to the total green time, for all the approaches. The computation
of cycle length and split plan is only carried out at the critical junctions. Cycle length and split
plan at non-critical junctions are controlled by the critical junctions via offsets. The algorithm
involves many parameters, which need to be properly calibrated for each critical junction. In
addition, all the possible split plans need to be pre-specified and a voting scheme is used in
order to select a split plan that leads to approximately equal DS for all the approaches.
Even though these adaptive traffic signal control systems have been utilized in many cities,
most of them cannot provide any performance guarantee. Systems and control theory has been
recently applied to traffic signal control problems. In [6], a multivariable regulator is proposed
based on linear-quadratic regulator methodology and the store-and-forward modeling approach
[7]. Robust control theory has been applied to traffic signalization in [8]. Approaches based on
Petri Net modeling language are considered in, e.g., [9], [10]. Optimization-based techniques
are considered, e.g., in [11], [12]. However, one of the major drawbacks of these approaches is
the scalability issue, which limits their application to relatively small networks.
To address the scalability issue, in [13], a distributed algorithm is presented where the signal
at each junction is locally controlled independently from other junctions. However, global opti-
mality is no longer guaranteed, although simulation results show that it reduces the total delay
compared to the fixed-time approach. Another distributed approach is considered in [14] where
the constraint that each traffic flow is served once, on average, within a desired service interval
T is imposed. It can be proved that their distributed algorithm stabilizes the network whenever
there exists a stable fixed-time control with cycle time T . However, the knowledge of traffic
arrival rates is required. In addition, multi-phase operation is not considered.
An objective of this work is to develop a traffic signal control strategy that requires minimal
tuning and scales well with the size of the road network while ensuring satisfactory performance.
Our algorithm is motivated by backpressure routing introduced in [15], which has been mainly
applied to communication and power networks where a packet may arrive at any node in the
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3network and can only leave the system when it reaches its destination node. One of the attractive
features of backpressure routing is that it leads to maximum network throughput without requiring
any knowledge about traffic arrival rates [15]–[17].
To the authors’ knowledge, this is the first time backpressure routing has been adapted to
solve the traffic signal control problem. Since many assumptions made in backpressure routing
are not valid in our traffic signalization application, certain modifications need to be made to
the original algorithm. With these modifications, we formally prove that our algorithm inherits
the desired properties of backpressure routing as it leads to maximum network throughput even
though the signal at each junction is determined completely independently from the signal at
other junctions, and no information about traffic arrival rates is provided. Furthermore, since
our controller is constructed and implemented in a completely distributed manner, it can be
applied to an arbitrarily large network. Simulation results show that our algorithm significantly
outperforms the SCATS algorithm explained in [3].
A preliminary version of this work has partially appeared in [18]. The approach presented
in [18], however, does not allow important constraints such as periodic switching sequences
of phases and minimum and maximum green time to be incorporated. This paper provides a
generalization of [18] by allowing these constraints to be taken into account. As will be shown
later in Section VI, [18] is a special case of this paper where the flow rate through a junction
is assumed to be constant and no constraints on the minimum and maximum green time are
imposed.
The remainder of the paper is organized as follows: We provide useful definitions and existing
results concerning network stability in the following section. Section III describes the traffic
signal control problem considered in this paper. Our backpressure-based traffic signal control
algorithm is described in Section IV. In Section V, we formally prove that our algorithm ensures
global optimality as it leads to maximum network throughput, even though the signal at each junc-
tion is determined completely independently from other junctions. Section VI presents examples,
showing that under a certain assumption on the flow rate, we can derive the result presented
in [18]. Section VII provides simulation results, showing that our algorithm offers superior
network performance compared to SCATS. Finally, Section VIII discusses key advantages of the
algorithm presented in this paper over existing algorithms and Section IX concludes the paper
and discusses future work.
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4II. PRELIMINARIES
Let N = {0, 1, . . .} be the set of natural numbers, including 0. In this section, we summarize
existing results and definitions concerning network stabilility. We refer the reader to [15]–[17]
for more details.
Consider a network modeled by a directed graph with N nodes and L links. Each node
maintains an internal queue of objects to be processed by the network, while each link (a, b)
represents a channel for direct transmission of objects from node a to node b. Suppose the
network operates in slotted time t ∈ N. Objects may arrive at any node in the network and can
only leave the system upon reaching the their destination node. Let Ai(t) represent the number
of objects that exogenously arrives at source node i during slot t and Ui(t) represent the queue
length at node i at time t. We assume that all the queues have infinite capacity. In addition, only
the objects currently at each node at the beginning of slot t can be transmitted during that slot.
Our control objective is to ensure that all queues are stable as defined below.
Definition 1: A network is strongly stable if each individual queue U satisfies
lim sup
t→∞
1
t
t−1∑
τ=0
1[U(τ)>V ] → 0 as V →∞, (1)
where for any event X , the indicator function 1X takes the value 1 if X is satisfied and takes
the value 0 otherwise.
In this paper, we restrict our attention to strong stability and use the term “stability” to refer
to strong stability defined above. For a network with N queues U1, . . . , UN that evolve according
to some probabilistic law, a sufficient condition for stability can be provided using Lyapunov
drift.
Proposition 1: Suppose E{Ui(0)} <∞ for all i ∈ {1, . . . , N} and there exist constants B > 0
and  > 0 such that
E
{
L(U(t+ 1))− L(U(t))
∣∣∣U(t)} ≤ B −  N∑
i=1
Ui(t),∀t ∈ N, (2)
where for any queue vector U = [U1, . . . , UN ], L(U) ,
∑N
i=1 U
2
i . Then the network is strongly
stable.
Definition 2: An arrival process A(t) is admissible with rate λ if:
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5• The time average expected arrival rate satisfies
lim
t→∞
1
t
t−1∑
τ=0
E{A(τ)} = λ.
• There exists a finite value Amax such that E{A(t)2 |H(t)} ≤ A2max for any time slot t,
where H(t) represents the history up to time t, i.e., all events that take place during slots
τ ∈ {0, . . . , t− 1}.
• For any δ > 0, there exists an interval size T (which may depend on δ) such that for any
initial time t0,
E
{
1
T
T−1∑
k=0
A(t0 + k)
∣∣∣H(t0)} ≤ λ+ δ.
For each node i, we define λi to be the time average rate with which Ai(t) is admissible. Let
λ = [λi] represent the arrival rate vector.
Definition 3: The capacity region Λ is the closed region of arrival rate vectors λ with the
following properties:
• λ ∈ Λ is a necessary condition for network stability, considering all possible strategies for
choosing the control variables (including strategies that have perfect knowledge of future
events).
• λ strictly interior to Λ is a sufficient condition for the network to be stabilized by a policy
that does not have a-priori knowledge of future events.
The capacity region essentially describes the set of all arrival rate vectors that can be stably
supported by the network. A scheduling algorithm is said to maximize the network throughput
if it stabilizes the network for all arrival rates in the interior of Λ.
III. THE TRAFFIC SIGNAL CONTROL PROBLEM
We consider a road network with N links and L signalized junctions. Specifically, we define
a road network as a tuple N = (L,J ) where L = {L1, . . . ,LN} and J = {J1, . . . ,JL} are
sets of all the links and signalized junctions, respectively, in N . A traffic movement through
junction Ji, i ∈ {1, . . . , L} is defined as a pair (La,Lb) where La,Lb ∈ L such that a vehicle
may enter and exit Ji through La and Lb, respectively. A phase of Ji is defined as a set of
traffic movements that simultaneously receiving the right-of-way.
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Fig. 1. A typical set {P1,P2,P3,P4} of phases of a 4-way junction with links L1, . . . ,L8. (a) P1 =
{(L1,L3), (L1,L5), (L4,L2), (L4,L8)}, (b) P2 = {(L1,L8), (L4,L5)}, (c) P3 = {(L7,L5), (L7,L2), (L6,L8), (L6,L3)},
and (d) P4 = {(L7,L3), (L6,L2)}.
Junction Ji, i ∈ {1, . . . , L} is defined by a tuple Ji = (Mi,Pi,Zi) where Mi ⊆ L2 is a set
of all the possible traffic movements through Ji, Pi ⊆ 2Mi is a set of all the possible phases
of Ji and Zi is a finite set of traffic states, each of which captures factors that affect the traffic
flow rate through Ji. These factors may include, but not limited to, the number of vehicles on
the relevant links, road disruptions, traffic and weather conditions. A typical set of phases of a
4-way junction is shown in Figure 1.
Vehicles may enter the network at any link at any time. The traffic signal controller operates
in slotted time t ∈ N, monitoring the traffic and dynamically sets the timing of traffic signals.
Specifically, at the beginning of each time slot, the traffic signal controller determines a split
plan for each junction. A split plan for junction Ji is defined as a function Si : Pi → [0, 1]
that maps each phase p of Ji to the amount of time slot to be allocated to phase p such that∑
p∈Pi Si(p) = 1 and for all p ∈ Pi, T ip ≤ Si(p) ≤ T
i
p where T
i
p ∈ [0, 1] and T ip ∈ [0, 1]
are the minimum and maximum amount of time slot that can be allocated to phase p. We let
Si = {Si : Pi → [0, 1] |
∑
p∈Pi Si(p) = 1 and T
i
p ≤ Si(p) ≤ T ip,∀p ∈ Pi} be the set of all the
possible split plans for junction Ji. We assume that for each i ∈ {1, . . . , N}, Si 6= ∅, i.e., there
exists a valid split plan for each junction. Note that this assumption can be satisfied by ensuring
that
∑
p∈Pi T
i
p ≤ 1 and
∑
p∈Pi T
i
p ≥ 1.
For each a ∈ {1, . . . , N}, i ∈ {1, . . . , L}, t ∈ N, we let Qa(t) ∈ N and zi(t) ∈ Zi represent
the number of vehicles on La and the traffic state at junction Ji, respectively, at the beginning
of time slot t. In addition, for each a, b ∈ {1, . . . , N}, i ∈ {1, . . . , L} and p ∈ Pi, we define a
function ξia,b : Si × Zi → N such that ξia,b(S, z) gives the number of vehicles that can go from
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7La to Lb through junction Ji in one time slot under traffic state z and split plan S. When traffic
state z represents the case where the number of vehicles on La that seek the movement to Lb
through Ji is large, ξia,b(S, z) can be simply obtained by assuming saturated flow. Note that ξia,b
does not need to be known a priori but we assume that it is available at the beginning of each
time slot.
In this paper, we consider the traffic signal control problem as stated below.
Traffic Signal Control Problem: Design a traffic signal controller that determines the split
plan Si ∈ Si for each junction Ji, i ∈ {1, . . . , L} during each time slot t ∈ N such that the
network throughput is maximized. We assume that there exists a reliable traffic monitoring
system that provides the queue length Qa(t) and traffic state zi(t) for each a ∈ {1, . . . , N},
i ∈ {1, . . . , L} at the beginning of each time slot t ∈ N to the controller.
IV. BACKPRESSURE-BASED TRAFFIC SIGNAL CONTROLLER
In this section, we propose a distributed traffic signal control algorithm that employs the
idea from backpressure routing as described in [15]–[17]. Unlike most of the traffic signal
controllers considered in existing literature, our controller can be constructed and implemented in
a completely distributed manner, i.e., the split plan at each junction is determined independently
from other junctions, using only local information, namely the queue length on each of the
links associated with this junction and the current traffic state around this junction. No explicit
coordination with other junctions is required. Furthermore, it does not require any knowledge
about traffic arrival rates.
Roughly, for each junction Ji, our algorithm picks a split plan that maximizes the “pressure
relief” at Ji. The “pressure relief” at junction Ji is defined as the sum of the “pressure relief”
associated with each traffic movement through Ji. Here, the “pressure relief” associated with
traffic movement (La,Lb) is defined as the number of vehicles that can go from La to Lb in
one time slot, weighted by the difference between the number of vehicles on La and on Lb.
Specifically, consider an arbitrary time slot t ∈ N. The “pressure relief” at Ji under a split plan
S ∈ Si is defined by
PRti(S) ,
∑
a, b s.t.
(La,Lb) ∈Mi
Wa,b(t)ξ
i
a,b(S, zi(t)), (3)
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8where the weight Wa,b(t) is defined for each pair (La,Lb) ∈Mi by
Wa,b(t) , Qa(t)−Qb(t). (4)
Based on the above description of the backpressure-based traffic signal control algorithm,
our traffic signal controller thus consists of a set of local controllers C1, . . . , CL where the
local controller Ci is associated with junction Ji. These local controllers are constructed and
implemented independently of one another. (However, a synchronized operation among all the
junctions is required so that control actions for all the junctions take place according to a
common time clock.) Furthermore, each local controller does not require the global view of the
road network. Instead, it only requires information that is local to the junction with which it is
associated. Consider an arbitrary junction Ji ∈ J and time slot t ∈ N. The local controller Ci
picks a split plan S∗ for junction Ji as a solution of the following optimization problem
max
S∈Si
PRti(S). (5)
That is, the controller picks a split plan S∗ such that PRti(S
∗) ≥ PRti(S) for all split plans
S ∈ Si. If there exist multiple options of such S∗, the controller can pick one arbitrarily. Note
that from Tychonoff theorem, for all i ∈ {1, . . . , L}, the set Si is a compact topological space
with the metric induced by the uniform distance (i.e., the distance between split plans S and
S˜ is defined by max{|S(p) − S˜(p)| : p ∈ Pi}). Hence, if ξia,b is continuous with respect to its
first argument for all a, b ∈ {1, . . . , N} and i ∈ {1, . . . , L}, then according to the extreme value
theorem, PRti(S) attains its maximum.
Our algorithm is similar in nature to backpressure routing for a single-commodity network. In
[15]–[17], it has been shown that backpressure routing leads to maximum network throughput.
However, it is still premature to simply conclude that our backpressure-based traffic signal control
algorithm inherits this property due to the following reasons. First, backpressure routing requires
that a commodity at least defines the destination of the object. Implementing the algorithm
for a single-commodity network implies that we assume that all the vehicles have a common
destination, which is not a valid assumption for our application. Second, backpressure routing
assumes that the controller has complete control over routing of the traffic around the network
whereas in our traffic signal control problem, the controller does not have control over the
route picked by each driver. Third, backpressure routing assumes that the network controller
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9has control over the flow rate of each link subject to the maximum rate imposed by the link
constraint. However, the traffic signal controller can only picks a split plan Si for each junction
Ji but does not have control over the flow rate of each traffic movement once Si is activated.
To account for this lack of control authority, we slightly modify the definition of Wa,b(t) from
that used in backpressure routing. Finally, the optimality result of backpressure routing relies
on the assumption that all the queues have infinite buffer storage space. Even though it is not
reasonable to assume that all the links have infinite queue capacity, for the rest of the paper, we
assume that this is the case. In practice, our algorithm is expected to work well when each link
can accommodate a reasonably long queue.
Before evaluating the performance of our algorithm, we first provide its basic property, which
is similar to the basic property of backpressure routing.
Let Z = Z1 × . . . × ZL. For each a ∈ {1, . . . , N}, we define functionals V outa : S1 × . . . ×
SL × Z → R and V ina : S1 × . . . × SL × Z → R such that for any split plan S1, . . . , SL and
traffic state z ∈ Z ,
V outa (S1, . . . , SL, z) =
∑
b, i s.t.
(La,Lb) ∈Mi
ξia,b(Si, zi),
V ina (S1, . . . , SL, z) =
∑
b, i s.t.
(Lb,La) ∈Mi
ξib,a(Si, zi),
(6)
where for each i ∈ {1, . . . , L}, zi ∈ Zi is the element of z that corresponds to the traffic state
of junction Ji.
Lemma 1: Consider an arbitrary time slot t ∈ N. Let z ∈ Z be a vector of traffic states of all
the junctions during time slot t. For each i ∈ {1, . . . , L}, let S∗i denote a split plan for junction
Ji that is a solution of (5) and S˜i be an arbitrary split plan for junction Ji. Then,∑
a
Qa(t)
(
V outa
(
S˜1, . . . , S˜L, z
)− V ina (S˜1, . . . , S˜L, z))
≤
∑
a
Qa(t)
(
V outa
(
S∗1 , . . . , S
∗
L, z
)− V ina (S∗1 , . . . , S∗L, z)). (7)
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Proof: First, we note the following identity∑
a
Qa(t)
(
V outa
(
S1, . . . , SL, z
)− V ina (S1, . . . , SL, z))
=
∑
a, b, i s.t.
(La,Lb) ∈Mi
ξia,b
(
Si, zi
)
Wa,b(t), (8)
for any time slot t ∈ N, split plan S1, . . . , SL and traffic state z ∈ Z .
Since for each i ∈ {1, . . . , L}, S∗i is chosen such that PRti(S∗i ) ≥ PRti(S˜i), we get∑
a, b s.t.
(La,Lb) ∈Mi
ξia,b
(
S˜i, zi
)
Wab(t) ≤
∑
a, b s.t.
(La,Lb) ∈Mi
ξia,b
(
S∗i , zi
)
Wab(t),
(9)
for all i ∈ {1, . . . , L}. The result in (7) can be obtained by summing the inequality in (9) over
i ∈ {1, . . . , L} and using the identity in (8).
V. CONTROLLER PERFORMANCE EVALUATION
Let Λ be the capacity region of the road network as defined in Definition 3. Assume that
z(t) = [zi(t)] evolve according to a finite state, irreducible, aperiodic Markov chain. Let piz
represent the time average fraction of time that z(t) = z, i.e., with probability 1, we have
limt→∞ 1t
∑t−1
τ=0 1[z(τ)=z] = piz, for all z ∈ Z where 1[z(τ)=z] is an indicator function that takes
the value 1 if z(τ) = z and takes the value 0 otherwise. In addition, we let M = ⋃iMi be
the set of all the possible traffic movements. For the simplicity of the presentation, we assume
that Mi ∩Mj = ∅ for all i 6= j. For each Si ∈ Si, i ∈ {1, . . . , L} and z ∈ Z , we define a
vector ξ(S1, . . . , SL, z) whose kth element is equal to ξia,b(Si, zi) where (La,Lb) is the kth traffic
movement in M, i is the (unique) index satisfying (La,Lb) ∈ Mi and zi is the ith element of
z. Define
Γ ,
∑
z∈Z
pizConv
{
[ξ(S1, . . . , SL, z)]
∣∣∣ Si ∈ Si for all i ∈ {1, . . . , L}}, (10)
where for any set S, Conv{S} represents the convex hull of S.
Additionally, we assume that the process of vehicles exogenously entering the network is rate
ergodic. For each a ∈ {1, . . . , N}, let λa be the time average rate with which the number of
new vehicles that exogenously enter the network at link La during each time slot is admissible.
Let λ = [λa] represent the arrival rate vector.
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Before deriving the optimality result for our backpressure-based traffic signal control algo-
rithm, we first characterize the capacity region of the road network, as formally stated in the
following lemma.
Lemma 2: The capacity region of the network is given by the set Λ consisting of all the rate
vectors λ such that there exists a rate vector G ∈ Γ together with flow variables fab for all
a, b ∈ {1, . . . , N} satisfying
fab ≥ 0, ∀a, b ∈ {1, . . . , N}, (11)
λa =
∑
b
fab −
∑
c
fca, ∀a ∈ {1, . . . , N}, (12)
fab = 0, ∀a, b ∈ {1, . . . , N} (13)
such that (La,Lb) 6∈ M,
fab = Gab, ∀a, b ∈ {1, . . . , N} (14)
such that (La,Lb) ∈M,
where Gab is the element of G that corresponds to the rate of traffic movement (La,Lb).
Proof: First, we prove that λ ∈ Λ is a necessary condition for network stability, considering
all possible strategies for choosing the control variables (including strategies that have perfect
knowledge of future events). Consider an arbitrary time slot t. For each a ∈ {1, . . . , N}, let Xa(t)
denote the total number of vehicles that exogenously enters the road network at link La during
time slots 0, . . . , t− 1. Suppose the network can be stabilized by some policy, possibly one that
bases its decisions upon complete knowledge of future arrivals. For each a, b ∈ {1, . . . , N},
let Qa(t) represent the number of vehicles left on La at the beginning of time slot t and
Fab(t) represent the total number of vehicles executing the (La,Lb) movement during time
slots 0, . . . , t− 1 under this stabilizing policy. Due to flow conservation and link constraints, we
have
Fab(t) ≥ 0, (15)
Xa(t)−Qa(t) =
∑
b
Fab(t)−
∑
c
Fca(t), (16)
Fab(t) =

0, if (La,Lb) 6∈ M,
t−1∑
τ=0
ξia,b(Si(τ), zi(τ)), if (La,Lb) ∈Mi
(17)
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for all a, b ∈ {1, . . . , N} where Si(τ) and zi(τ) are the split plan and traffic state, respectively,
of junction Ji at time slot τ .
For each a, b ∈ {1, . . . , N}, define fab , Fab(t˜)/t˜ for some arbitrarily large time t˜. It is clear
from (15) and (17) that (11) and (13) are satisfied. In addition, we can follow the proof in [16]
to show that there exists a sample paths Fab(t) such that fab comes arbitrarily close to satisfying
(12) and (14). As a result, it can be shown that λ is a limit point of the capacity region Λ. Since
Λ is compact and hence contains its limit points, it follows that λ ∈ Λ.
Next, we show that λ strictly interior to Λ is a sufficient condition for network stability,
considering only strategies that do not have a-priori knowledge of future events. Suppose the
rate vector λ is such that there exists  > 0 such that λ +  ∈ Λ. Let G ∈ Γ be a transmission
rate vector associated with the input rate vector λ +  according to the definition of Λ. It
has been proved in [16] that there exists a stationary randomized policy S˜i(τ) for each i ∈
{1, . . . , L} that satisfies certain convergence bounds and such that for each (La,Lb) ∈ Mi,
limt→∞ 1t
∑t−1
τ=0 ξ
i
a,b(S˜i(τ), zi(τ)) = Gab. In addition, such a policy stabilizes the system.
Corollary 1: Suppose the traffic state z is i.i.d. from slot to slot. Then, λ is within the capacity
region Λ if and only if there exists a stationary randomized control algorithm that determines split
plans S1, . . . , SL based only on the current traffic state z, and that yields for all a ∈ {1, . . . , N},
t ∈ N,
E
{
V outa
(
S1, . . . , SL, z
)− V ina (S1, . . . , SL, z)
}
= λa, (18)
where the expectation is taken with respect to the random traffic state z and the (potentially)
random control action based on this state.
Finally, based on the above corollary and the basic property of our backpressure-based traf-
fic signal control algorithm, we can conclude that our algorithm leads to maximum network
throughput.
Theorem 1: If there exists  > 0 such that λ +  ∈ Λ, then the proposed backpressure-based
traffic signal controller stabilizes the network, provided that the traffic state z is i.i.d. from slot
to slot.
Proof: Consider an arbitrary policy S˜1, . . . , S˜L and time slot t ∈ N. By simple manipulations,
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we get
L(Q(t+ 1))− L(Q(t)) ≤ B−
2
∑
a
Qa(t)
(
V outa
(
S˜1, . . . , S˜L, z(t)
)− Aa(t)− V ina (S˜1, . . . , S˜L, z(t))),
where Aa(t) is the number of vehicle that exogenously enter the network at link La during time
slot t,
B =
∑
a
((
sup
S1 ∈ S1, . . . ,
SL ∈ SL, z ∈ Z
V outa
(
S1, . . . , SL, z(t)
))2
+
(
Amaxa + sup
S1 ∈ S1, . . . ,
SL ∈ SL, z ∈ Z
V ina
(
S1, . . . , SL, z(t)
))2)
and Amaxa satisfies Aa(t) ≤ Amaxa ,∀t. Hence, we get
E
{
L(Q(t+ 1))− L(Q(t))
∣∣∣Q(t)} ≤ B + 2∑
a
Qa(t)E
{
Aa(t)
∣∣∣Q(t)}−
2
∑
aQa(t)E
{
V outa
(
S˜1, . . . , S˜L, z(t)
)− V ina (S˜1, . . . , S˜L, z(t))∣∣∣Q(t)}
However, from Lemma 1, the proposed backpressure-based traffic signal controller minimizes
the final term on the right hand side of the above inequality over all possible alternative policies
S˜1, . . . , S˜L. But since λ+  ∈ Λ, according to Corollary 1, there exists a stationary randomized
algorithm that makes phase decisions based only on the current traffic state z(t) and that yields
for all a ∈ {1, . . . , N}, t ∈ N,
E
{
V outa
(
S˜1, . . . , S˜L, z(t)
)− V ina (S˜1, . . . , S˜L, z(t))∣∣∣Q(t)} = λa + .
Hence, we get that when the proposed backpressure-based traffic signal controller is used,
E
{
L(Q(t+ 1))− L(Q(t))
∣∣∣Q(t)} ≤ B − 2∑
a
Qa(t),
and from Proposition 1, we can conclude that the network is stable.
VI. EXAMPLES
In this section, we consider a special case where the flow rate through a junction for each
phase is constant and only depends on the traffic state, i.e.,
ξia,b(S, z) =
∑
p ∈ Pi s.t.
(La,Lb) ∈ p
αi,pa,b(z)S(p), (19)
November 6, 2018 DRAFT
14
where for each i ∈ {1, . . . , L}, a, b ∈ {1, . . . , N} and p ∈ Pi, αi,pa,b : Zi → R such that αi,pa,b(z)
gives the (constant) rate (i.e., the number of vehicles per time slot) at which vehicles can go
from La to Lb through junction Ji when the traffic state is z and phase p is activated. For a time
slot t ∈ N, we define the “pressure relief” associated phase p ∈ Pi at junction Ji, i ∈ {1, . . . , L}
by PRti(p) ,
∑
(La,Lb)∈pWa,b(t)α
i,p
a,b(z(t)).
Consider an arbitrary junction Ji, i ∈ {1, . . . , L}. For the unconstrained case where T ip = 0
and T
i
p = 1 for all p ∈ Pi, it can be checked that a solution S∗ of (5) agrees with that presented
in [18]. In this case, S∗ is given by
S∗(p) =
 1 if p = p∗,0 otherwise,
where p∗ is a phase satisfying PRti(p
∗) ≥ PRti(p) for all p ∈ Pi. That is, in each time slot, the
controller activates only one phase with the maximum associated pressure relief.
For a more general case where T ip, T
i
p ∈ [0, 1] for all p ∈ Pi, we compute an order p1, p2, . . . , pri
where pj ∈ Pi for all j ∈ {1, . . . , ri} and ri is the cardinality of Pi such that PRti(pj) ≥ PRti(pk)
for all k > j. A solution S∗ of (5) is then given by
S∗(p1) = min(T
i
p1
, 1−
ri∑
j=2
T ipj),
S∗(pk) = min(T
i
pk
, 1−
k−1∑
j=1
S∗(pj)−
ri∑
j=k+1
T ipj), ∀k ∈ {2, . . . , ri}.
Note that since the number of possible phases for each junction is typically small (e.g., less
than 10), the above computation and ordering of phases p1, p2, . . . , pri ∈ Pi can be practically
performed in real time.
VII. SIMULATION RESULTS
In this section, we employ a microscopic traffic simulator MITSIMLab [19], whose simulation
models have been validated against traffic data collected from Swedish cities, to evaluate the
performance of our backpressure-based traffic signal control algorithm in comparison with the
SCATS-like algorithm as explained in [3]. A medium size road network of the Marina Bay area
of Singapore with 112 links and 14 signalized junctions as shown in Figure 2 is considered. We
implement the SCATS-like and our backpressure-based traffic signal control algorithms in the
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Fig. 2. Road network used in the MITSIMLab simulation.
traffic management simulator component of MITSIMLab. For the SCATS-like implementation,
the number of possible split plans for each junction ranges from 5 to 17. The standard space time
under saturated flow for each vehicle is assumed to be 0.96 seconds. The maximum, minimum
and medium cycle lengths are set to 140 seconds, 60 seconds and 100 seconds, respectively. The
degrees of saturation that would result in the maximum, minimum and medium cycle lengths
are assumed to be 0.9, 0.3 and 0.5, respectively. Finally, the split plan is computed based on the
vote from the last 5 cycles.
Two implementations of the backpressure-based algorithms are used in the evaluation. The
first implementation, denoted by UBP, represents the unconstrained case where T ip = 0 and
T
i
p = 1 for all p ∈ Pi, i ∈ {1, . . . , 14} whereas the second implementation, denoted by CBP,
represents the constrained case with T ip = 0.15 and T
i
p = 0.7 for all p ∈ Pi, i ∈ {1, . . . , 14}.
In both implementations, we assume that the flow rate through a junction for each phase during
each time slot is constant so that the function ξia,b can be written as in (19) where the constant
αi,pa,b(z) is obtained from the corresponding flow rate in the previous time slot.
Using two case studies, the performance of both algorithms is evaluated based on different
measures, including queue length, delay and number of stops. In the first case study, the
origin-destination pairs are calibrated such that the traffic resulting from applying the SCATS-
like algorithm closely matches the real situation (for which the parameters of the SCATS-like
algorithm were calibrated). In the second case study, we perturb the calibrated origin-destination
pairs to illustrate the robustness of our backpressure-based traffic signal control algorithm.
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Fig. 3. Simulation results showing maximum and average queue lengths when the SCATS-like and our backpressure-based
traffic signal control algorithm are used with the calibrated origin-destination pairs.
A. Calibrated Origin-Destination Pairs
In this case study, the origin-destination pairs have been calibrated such that the traffic resulting
from applying the SCATS-like algorithm closely matches the real situation. Vehicles exogenously
enter and exit the network at various links based on 61 different origin-destination pairs. The
vehicle arrival rate varies with time and ranges from 10543 vehicles/hour to 13341 vehicles/hour.
The maximum and average queue lengths are shown in Figure 3, illustrating that the performance
of our algorithm, both in the unconstrained and constrained cases, is comparable to that of the
SCATS-like algorithm. Overall, the maximum queue lengths for the SCATS-like algorithm, UBP
and CBP are 129, 119 and 98, respectively, whereas the average queue lengths for the SCATS-like
algorithm, UBP and CBP are approximately 7.4, 6.1 and 5.4, respectively.
The average and maximum delays for each origin-destination pair are shown in Figure 4.
When the SCATS-like algorithm, UBP and CBP are applied, the average delays over all the
vehicles are computed to be approximately 253, 249 and 202 seconds, respectively, whereas the
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Fig. 4. Simulation results showing (left) average delay and (right) maximum delay for each calibrated origin-destination pair
when the SCATS-like and our backpressure-based traffic signal control algorithm are used.
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Fig. 5. Simulation results showing average number of stops per vehicle on each link when the SCATS-like and our backpressure-
based traffic signal control algorithm are used with the calibrated origin-destination pairs. Note that only links with a nonzero
number of stops when both SCATS and our algorithm are applied are shown.
maximum delays are 2324, 2387 and 1324 seconds, respectively. Finally, the average number of
stops per vehicle on each link is shown in Figure 5. The average numbers of stops per vehicle
when the SCATS-like algorithm, UBP and CBP are applied are approximately 3.6, 3.1 and 2.5
respectively.
The unexpected superior performance of CBP over UBP potentially results from the inaccurate
estimate of the function ξia,b and the inaccurate queue length measurement in the simulation. In
the implementation of the backpressure algorithm in MITSIMLab, queue length on each link is
obtained by subtracting the count of the vehicles leaving the end of the link from the count of
the vehicles entering the beginning of the link, thus failing to account for vehicles that change
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lane (i.e., those that leave or enter the link anywhere besides either ends of the link). This results
in an inaccurate computation of the pressure relief associated with each phase. Since in each
time slot, CBP gives the right of way to all the phases, whereas UBP only gives the right of
way to a single phase, CBP is expected to be more robust to such an inaccurate pressure relief
computation and an inaccurate estimate of the function ξia,b.
B. Perturbed Origin-Destination Pairs
In this case study, vehicles exogenously enter and exit the network at various links based on
46 different origin-destination pairs, with the arrival rate of 9330 vehicles/hour. The simulation
video can be found at http://youtu.be/Sk-d5-cfkDk. The maximum and average queue lengths
are shown in Figure 6. Overall, the maximum queue lengths for the SCATS-like algorithm, UBP
and CBP are 305, 56 and 69, respectively, whereas the average queue lengths for the SCATS-
like algorithm, UBP and CBP are approximately 8.8, 3.1 and 2.9, respectively. These simulation
results show that our algorithm (both UBP and CBP) can significantly reduce the maximum and
average queue lengths compared to the SCATS-like algorithm. In addition, as shown in Figure
7, queue spillback, where queues extend beyond one link upstream from the junction, persists
throughout the simulation, especially when the SCATS-like controller is used.
The average and maximum delays for each origin-destination pair are shown in Figure 8.
When the SCATS-like algorithm, UBP and CBP are applied, the average delays over all the
vehicles are computed to be approximately 277, 172 and 123 seconds, respectively, whereas the
maximum delays are 7954, 2430 and 558 seconds, respectively.
Finally, the average number of stops per vehicle on each link is shown in Figure 9. The average
numbers of stops per vehicle when the SCATS-like algorithm, UBP and CBP are applied are
approximately 7, 1 and 1, respectively. This shows that even though our algorithm is completely
distributed and does not explicitly enforce the coordination among the traffic light controllers at
neighboring junctions, a green wave is still achieved.
VIII. DISCUSSION
The backpressure-based traffic signal control algorithm is a computationally simple and robust
method that leads to maximum network throughput. The algorithm is completely distributed,
i.e., the signal at each junction is determined completely independently from other junctions.
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Fig. 6. Simulation results showing maximum and average queue lengths when the SCATS-like and our backpressure-based
traffic signal control algorithm are used with the perturbed origin-destination pairs.
Fig. 7. (left) Queues spread over multiple links upstream when the SCATS-like algorithm is used, and (right) Queues do not
spread over as many links when our backpressure-based traffic signal control algorithm is used. The part of the road that is
filled with blue is occupied by vehicles.
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Fig. 8. Simulation results showing (left) average delay and (right) maximum delay for each perturbed origin-destination pair
when the SCATS-like and our backpressure-based traffic signal control algorithm are used.
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Fig. 9. Simulation results showing average number of stops per vehicle on each link when the SCATS-like and our backpressure-
based traffic signal control algorithm are used with the perturbed origin-destination pairs. Note that only links with a nonzero
number of stops when both SCATS and our algorithm are applied are shown.
As a result, it can be applied to an arbitrarily large network. Besides offering superior network
performance based on standard measures such as queue length, delay and number of stops, key
advantages over existing algorithms include:
1) Ease of implementation: As opposed to SCATS where each junction needs to be identified
as critical or non-critical and all the possible split plans need to be pre-specified and tuned
based on the characteristics of the traffic on the network, the backpressure-based traffic
signal control algorithm treats all the junctions exactly the same and does not require a
pre-defined set of all the possible split plans.
2) Robustness: As the backpressure-based traffic signal control algorithm does not rely on a
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pre-defined set of split plans and an identification of critical junctions, it is more robust to
changes in the characteristics of the traffic and the network, including changes in the origin-
destination pairs (e.g., when a new structure is introduced to the network or an important
event occurs), and changes in the road conditions.
3) Computational simplicity: As opposed to existing optimization-based techniques where
a large optimization problem needs to be solved, considering the complete network, the
backpressure-based traffic signal control algorithm solves an optimization problem for each
individual junction separately. Hence, the size of the problem is independent of the size
of the road network. Furthermore, as discussed in Section VI, for the special case where
the flow rate through a junction for each phase is constant and only depends on the traffic
state, the backpressure-based traffic signal control algorithm only requires a simple algebraic
computation, using only local information.
IX. CONCLUSIONS AND FUTURE WORK
We considered distributed control of traffic signals. Motivated by backpressure routing, which
has been mainly applied to communication and power networks, our approach relies on con-
structing a set of local controllers, each of which is associated with each junction. These local
controllers are constructed and implemented independently of one another. Furthermore, each
local controller does not require the global view of the road network. Instead, it only requires
information that is local to the junction with which it is associated. Constraints such as periodic
switching sequences of phases and minimum and maximum green time can be incorporated.
We formally proved that our algorithm leads to maximum network throughput even though the
controller is constructed and implemented in such a distributed manner and no information about
traffic arrival rates is provided. Simulation results illustrate the effectiveness of our algorithm.
Future work includes taking into account road capacity. We are also considering the coordina-
tion issue such as ensuring the emergence of green waves. Finally, we are investigating methods
for measuring the “pressure relief” without having to find the queue length on each link.
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