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Abstract. We present a novel unsupervised learning algorithm for dis-
covering objects and their location in videos from moving cameras. The
videos can switch between different shots, and contain cluttered back-
ground, occlusion, camera motion, and multiple independently moving
objects. We exploit both appearance consistency and spatial configura-
tion consistency of local patches across frames for object recognition
and localization. The contributions of this paper are twofold. First, we
propose a combined approach for simultaneous spatial context and tem-
poral context generation. Local video patches are extracted and de-
scribed using the generated spatial-temporal context words. Second, a
dynamic topic model, based on the representation of a bag of spatial-
temporal context words, is introduced to learn object category models in
video sequences. The proposed model can categorize and localize mul-
tiple objects in a single video. Objects leaving or entering the scene at
multiple times can also be handled efficiently in the dynamic framework.
Experimental results on the CamVid data set and the VISAT™ data set
demonstrate the effectiveness and robustness of the proposed
method. © 2010 Society of Photo-Optical Instrumentation Engineers.
DOI: 10.1117/1.3488041
Subject terms: object discovery; spatial-temporal context words; unsupervised
learning; dynamic topic model.
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ategory-level object recognition in images and videos
oses a long-standing key challenge for computer vision.
ver the last decade, much progress has been realized for
mages in scenes of limited complexity. However, the much
ore general and less constrainted setting of category-level
bject recognition in videos from cameras on a moving
latform without heavy supervision during training still
oses a highly ambitious computer vision task, and the re-
uired algorithms are situated at the forefront of modern
ision research.1 In this paper, we aim to recognize object
ategories and localize them in videos observed by moving
ameras, where only unlabeled data are provided. We ad-
ocate the use of an unsupervised learning setting because
t opens the possibility to take advantage of the increasing
mount of available video data, without the expense of de-
ailed human annotation. Because no labeled videos are
eeded for training the system and no examples are used
or specifying particular objects, the task is also referred to
s video object discovery.2,3
Video object discovery is highly interesting for a variety
f applications: detecting relevant activities in surveillance
ideo, summarizing and indexing video sequences, organiz-
ng a digital video library according to relevant objects,
utomatic video analysis, etc. It remains, however, a chal-
enging problem due to cluttered background, camera mo-
ion, occlusion, viewpoint changes, and geometric and pho-
091-3286/2010/$25.00 © 2010 SPIEptical Engineering 097003-
m: http://opticalengineering.spiedigitallibrary.org/ on 04/13/2017 Terms of Utometric variances of objects. An additional challenge is
that the unknown objects can leave or enter the scene at
multiple times.
In this work, we propose a generative graphical model
approach to categorize and localize objects in videos, tak-
ing advantage of the robust representation of sparse spatial-
temporal context words and an unsupervised learning ap-
proach. Our model involves two processes: 1 At the
feature level, extracting salient video patches that are ro-
bust to pose, scale, and lighting variations, and are generic
enough for dealing with different types of objects. 2 At
the object level, constructing appearance and spatial con-
figuration models of large entities by exploiting their con-
sistency across multiple frames.
The outline of the paper is as follows. We review related
work in Sec. 2. In Sec. 3 we describe our approach in more
detail, including joint generation of spatial context and tem-
poral context, video representation from spatial-temporal
context vocabulary, and object discovery by a dynamic
topic model. Experimental results on real-world video se-
quences from moving cameras are reported in Sec. 4. Fi-
nally, we conclude the paper in Sec. 5.
2 Related Work
The basic setting for video object discovery is that of
category-level object recognition for multiple categories, as
opposed to single-class approaches such as pedestrian
detectors4 or exemplar detection.5,6 Categorization aims at
finding all the diverse instances of a category, whereas ex-
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Downloaded Froect instance. Due to the large intra-class variations, catego-
ization is generally considered to be a harder task than
xemplar detection, since a single object model has to com-
rise very diverse instances.
A considerable amount of previous work has addressed
he problem of object categorization and localization. Early
omputer vision methods for object categorization at-
empted to build robustness to background clutter by using
mage segmentation as preprocessing. This naive strategy
oundered on the challenges presented by bottom-up image
egmentation. An efficient alternative is provided by object
etection methods,7,8 where the characteristics of objects
re learned from labeled data. However, the dependence on
nnotated training data inevitably limits the scalability of
hese methods. Since objects in a video sequence can be of
ny type, it is also difficult to train a comprehensive object
etector that covers all types.
A range of different unsupervised learning methods2
ave been proposed in the literature, including random as-
ignment, k-means clustering and principal component
nalysis, various latent-variable models, and spectral clus-
ering schemes. Especially, probabilistic models seem well
uited for tackling the unsupervised object discovery task.
ivic et al.9 have proposed a method that builds on proba-
ilistic latent semantic analysis pLSA,10 to separate im-
ges of four distinct object categories. They later extended
heir work, using multiple image segments as documents,
o as to better localize the objects in images.11 Liu and
hen12 extend the pLSA model with the integration of a
emporal model so as to discover objects in video. But their
ethod is designed for videos where only a single object
ill be extracted.
Without having any prior knowledge about object
lasses or locations, another line of work is to identify ob-
ects that occur over a period of time. Some methods ob-
erve the same scene over a long time and build a color
istribution model for each pixel. Unusual objects can then
e identified if some pixels observe substantial deviation
rom their long-term color distribution models.13 These
ackground modeling approaches are suitable for video sur-
eillance with a static camera, but fail in the case of a
oving camera. Some methods exploit the consistency of
ptical flow or spatial configuration of feature points over a
eriod of time to discover objects.14 However, a discrimi-
ative classifier is still needed to acquire the category labels
f the discovered objects.
Our Approach
iven a collection of unlabeled videos, our goal is to auto-
atically learn different classes of objects present in the
ata and to apply the learned model to perform object cat-
gorization and localization in a new video. Our approach
s illustrated in Fig. 1. A video sequence is first represented
s a collection of small video patches. Video patches are
xtracted from the video data by simultaneous generation
f both spatial and temporal context for image regions in
ach frame. A dynamic latent Dirichlet allocation LDA 15
opic model is then proposed to discover object categories
nd their location in videos in an unsupervised way. In the
raining stage, we assume that the number of object classes
s known and that no objects enter or leave the scene. How-
ver, we relax this assumption at the testing stage, whereptical Engineering 097003-
m: http://opticalengineering.spiedigitallibrary.org/ on 04/13/2017 Terms of Uour method can handle observations containing unknown
objects entering or leaving the scene at multiple times.
We seek to develop a framework for effective discovery
of semantic video objects. By a video object we mean a
semantically meaningful spatial-temporal entity in a video.
In the spatial domain, an object usually consists of patches
that coexist tightly rather than being scattered around
loosely. The spatial context of patches coming from an ob-
ject is far more consistent than that of patches coming from
background clutter.16 In the temporal domain, patches be-
longing to the same part of an object often demonstrate
similar motion characteristics and exhibit consistent tempo-
ral context across frames. The use of these relational con-
straints, imposed by both spatial context and temporal con-
text of local patches, can provide a richer and more
discriminative representation for video object discovery.
3.1 Joint Generation of Spatial and Temporal
Context
At the feature level, the goal is to extract candidate patches
from objects that will be largely unaffected by a change in
camera viewpoint, object motion, camera motion, object’s
scale, and scene illumination, and also will be robust to
some amount of partial occlusion. We investigate two rep-
resentative detectors for feature extraction in video frames:
1 the Laplacian-of-Gaussian LoG5 detector, which finds
peak Laplacian responses across both spatial and scale di-
mensions in a Gaussian scale-space image representation;
2 the maximally stable extremal region MSER17 detec-
tor, which finds as image areas that are stable with respect
to the change of intensity thresholds. Two different types of
regions are extracted in each frame, one based on LoG
interest-point neighborhoods, and one based on MSERs. It
is beneficial to have more than one type of region detector
because in some imaged locations a particular type of fea-
ture may not occur at all. We have the benefit of region
detectors firing both at points where there is signal varia-
tion in more than one direction, and in high-contrast ex-
tended regions. The two detectors are complementary, i.e.,
they extract regions with different properties, and the over-
lap of these regions is small. Regions based on LoG
interest-point neighborhoods are represented as circles, and
MSER regions are represented by ellipses. An example is
shown in Fig. 2b. For a 480360-pixel video frame the
total number of regions detected is 766.
In images, there exists a strong relationship within the
spatial context, which can facilitate object detection when
the intrinsic local information about the object is insuffi-
cient, e.g., when the object appears on a very small scale, or
when the object is interfered with by background clutter. In
videos, besides the spatial context, there exists a strong
relationship within the temporal context, which can help to
discover salient objects. For each detected region in video
frames, we define its spatial context based on region adja-
cency in its spatial neighborhood, and its temporal context
based on similar temporal patterns across consecutive
frames.
3.1.1 Spatial context
A neighborhood graph is constructed from the detected re-
gions for each frame. Nodes in the graph represent detected
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ften explored for spatial configuration description: the first
btained from adjacent neighbors, the second obtained
rom k nearest neighbors. Adjacent neighbors are the natu-
al way to create a neighborhood; however, they are some-
hat sensitive to various fluctuations. From one frame to
nother, the same object region may have different adjacent
egions due to illumination or viewpoint changes. We adopt
he k nearest neighbors in our experiments, we use k=3,
hich are more robust to various changes, for spatial con-
ext description. Figure 2d shows an example of the spa-
ial context for MSER regions detected on a frame from the
amVid data set.18
.1.2 Temporal context
egions detected in video frames are tracked using normal-
zed cross correlation. Initially detected regions in the first
rame are putatively matched with detected regions in the
econd frame, within a fixed disparity threshold of
0 pixels. Regions with similar size and scale are preferred.
n intensity correlation computed over the area of a region
emoves all putative matches below 0.90. Motion vectors
re then grouped according to their directions and magni-
udes, and the acquired motion groupings are used for
Fig. 1 Flow chart of the proposed algorithm.ptical Engineering 097003-
m: http://opticalengineering.spiedigitallibrary.org/ on 04/13/2017 Terms of U(a) (b)
(c) (d)
Fig. 2 Spatial context for image regions: a a frame from the Cam-
Vid data set; b all detected regions superimposed on the original
frame; c close-up of the car object with detected MSER regions
superimposed; d the neighborhood graph of detected MSER re-
gions on the car when k=3. Red color represents a graph con-
structed from the nearest neighbors, green color represents a graph
constructed from the second-nearest neighbors, and yellow color
represents a graph constructed from the third-nearest neighbors.
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he output is a collection of tracks f1 , . . . , fn. Each track
as a start frame sf i, an end frame ef i, and a sequence of
rame locations f i= f i
t sf i tef i. We require the re-
ion labels to be consistent over the entire track and denote
hen by li for track f i, with L= l1 , . . . , ln being the set of all
rack labels. Any region that does not survive for more than
hree frames is rejected. This stability check reduces the
umber of regions significantly. Figure 3 shows several
oG-based region tracking results over four or more
rames, superimposed on the original frames from the
ISAT™19 data set. Different colors of each track represent
ifferent motion vectors between adjacent frames along the
rajectory. For example, the red color represents motion
ectors between f i
t−1 and f i
t of track f i, the green color
epresents motion vectors between f i
t and f i
t+1 of track f i,
tc.
.1.3 Combining spatial context and temporal
context
ven if the two tasks of spatial context and temporal con-
ext generation are different, they are obviously related. If
e have a stable spatial context for regions in each frame,
t becomes easy to predict their temporal characteristics
cross frames. Inversely, knowing the temporal pattern of
egions across frames can help to determine their spatial
ontext. In this section, we present a strategy for joint
patial-temporal context generation, by exploiting the inter-
ependence of appearance consistency and spatial configu-
ation consistency of image regions across frames.
Appearance consistency of image regions across frames
s enforced using temporal correspondences resulting from






here pt−1,tli denotes the motion vector from frame t−1
o frame t of the region track l . Spatial configuration con-
ig. 3 Region tracking results over several consecutive frames. The
riginal frames are from the VISAT™ data set. Different colors of
ach track represent different motion vectors between adjacent
rames along the trajectory.i
ptical Engineering 097003-
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ized distance matrix Wt−1, where Wt−1i , j represents the
normalized block distance between the centroids of region i
and region j in frame t−1. The indicator matrix Xt for
spatial-temporal context generation can then be computed
as follows:
Xt = Wt−1Ct−1,t, 2
where Xti , j is the probability that the region tracks li and
lj belong to the same object at frame t. Notice that both
spatial adjacency and temporal similarity are implicitly
comprised in the indicator matrix. Video patches are ex-
tracted by constructing a spatial-temporal tube that contains
each LoG-based region and its top three neighbor regions
from Xt, or each MSER region and its top two neighbor
regions from Xt. Examples of the spatial adjacency matrix
and the temporal similarity matrix shown as images are
given in Fig. 4.
3.2 Video Representation from Spatial-Temporal
Context Vocabulary
Following the preceding approach we can extract a set of
meaningful video patches. Small video patches constitute
the local information that is used to learn and recognize
salient object categories. By employing local features, we
intend to emphasize the importance and distinctiveness of
the short-range spatial-temporal patterns. We argue that the
observed local patterns are discriminative enough across
object classes, and provide a reasonable feature space that
allows building good models.
For each region within the video patch, its SIFT
descriptor5 is computed, and all the computed descriptors
are then concatenated to form the appearance descriptor.
This descriptor is then projected to a 64-dimensional space
using a principal-component analysis PCA dimensionality
reduction technique. Correlation ratios of region temporal
patterns within the video patch are used for computing the
configuration descriptor. The final descriptor for each video
patch is obtained by concatenating its appearance and con-
figuration descriptors. Normalization of the descriptors
(a) (b)
(c) (d)
Fig. 4 Spatial-temporal context generation: a a frame from the
CamVid data set; b the original frame with the LoG-based region
tracks over three consecutive frames superimposed; c spatial ad-
jacency matrix of selected 100 regions shown as an image; d tem-
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ur experiments, we use the L2 norm to perform a global
ormalization of the video descriptor.
In order to learn the vocabulary of spatial-temporal con-
ext words, we consider the set of descriptors extracted
rom video patches in the training data. The vocabulary is
onstructed by clustering using the k-means algorithm and
uclidean distance as the clustering metric. The center of
ach resulting cluster is defined to be a spatial-temporal
ontext word. Thus, each video patch can be assigned a
nique visual word, and a video can be represented as a
ollection of spatial-temporal context words from the vo-
abulary.
.3 Object Discovery by a Dynamic LDA Model
opic models10,15,20 have been used in text and linguistic
omains for automatically discovering topics from a collec-
ion of documents. Recently, topic models have been ap-
lied to unsupervised object discovery in images and have
hown promising results.21,22 In this work, we apply topic
odels to video object discovery. Object categories are
reated as topics, and visual words are acquired by quantiz-
ng the spatial-temporal context descriptor of local video
atches.
LDA15 is a generative probabilistic model of a corpus.
he basic idea is that documents are represented as random
ixtures over latent topics, where each topic is character-
zed by a distribution over words. LDA assumes the follow-
ng generative process for each document in a corpus D:
1. Choose NPoisson.
2. Choose topic proportions Dir.
3. For each of the N words wn:
a. Choose a topic assignment znMultinomial.
b. Choose a word wn from pwn zn ,, a multino-
mial probability conditioned on the topic zn.
This process implicitly assumes that the documents are
rawn exchangeably from the same set of topics. For object
iscovery in videos observed by moving cameras, where
nknown object categories may enter or leave the scene at
ultiple times, we cannot directly apply LDA to our prob-
em, because an evolving set of object categories exist in
he video data.
Note that the video data can be divided by time slice. In
his work, time slice refers to the time duration where a
xed number of object categories exist in the video. We
odel the documents of each slice with a K-component
opic model, where the topics associated with slice t evolve
rom the topics associated with slice t−1. The dynamics of
opics and topic proportion distributions is modeled as
tt−1  Nt−1,2I, tt−1  Nt−1,2I . 3
Suppose we have a set of M j=1, . . . ,M video se-
uences containing spatial-temporal context words from a
ocabulary of size V i=1, . . . ,V. Each video dj is divided
nto Tj slices and represented as a sequence of Nj spatial-
emporal context words w= w1 ,w2 , . . . ,wNj. The genera-
ive process for slice t t=1, . . . ,T  is thus as follows:j
ptical Engineering 097003-
m: http://opticalengineering.spiedigitallibrary.org/ on 04/13/2017 Terms of U1. Draw topics t t−1Nt−1 ,2I.
2. Draw t t−1Nt−1 ,2I.
3. Choose the number of spatial-temporal words:Nj
Poisson.
4. Choose topic proportions tDirt.
5. For each of the Nj words wn:
a. Choose a topic assignment znMultinomialt.
b. Choose a word wn from pwn zn ,t, a multino-
mial probability conditioned on the topic zn.
Figure 5 shows the graphical model of the LDA topic
model and the proposed dynamic LDA topic model. The
joint distribution of a topic mixture t, the set of words w
observed in the current video slice, and their corresponding





Given a new input, the posterior distribution of the hid-





where t is specific to each input and represents its latent
topic distribution. Although it is computationally intrac-
table to perform inference and parameter estimation for the
dynamic that model, several approximation algorithms for
that model have been investigated. In our experiments, we
use the variational inference approach proposed in Ref. 15.





where  and  are the free variational parameters. The cor-
responding optimization procedure produces the parameters
* ,	*, which are functions of w.
(a) (b)
Fig. 5 Graphical models. a Latent Dirichlet allocation LDA
graphical model. Nodes are random variables. Shaded ones are
observed, and unshaded ones are unobserved. The plates indicate
repetitions. b Graphical model that represents the dynamic LDA
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electing the most likely topics object categories in the
urrent testing video. Furthermore, we are also interested in
ocalizing multiple objects in a single video sequence. Each
ideo patch can be labeled with an object category by se-
ecting the topics that generates its corresponding spatial-
emporal context word with highest probability. Thus, we
abel the regions and their spatial-temporal neighborhood
hat support the video patches, effectively producing object
ocalization. A spatial clustering algorithm can also be ap-
lied to the support regions of particular objects. The
ounding boxes and relevant characterization of every ob-
ect, including the centroid position, size, and number of
orrespondences on it, can be extracted.
Experimental Results
e test our algorithm using two data sets: the CamVid data
et18 and the VISAT19 data set. The CamVid data set depicts
oving driving scenes in the city of Cambridge UK,
lmed from a moving car. The VISAT data set depicts
cenes in and around the city of Calgary, filmed from mul-
iple cameras on a mobile mapping platform. The resolu-
ions of the CamVid and VISAT images are 960720 and
6001200 pixels, respectively. In our experiments, all
rames from both data sets are downsized to 480
360 pixels for process efficiency. Both data sets contain
ideos of cluttered background, occlusions, moving cam-
ras, moving cars, and other independently moving objects.
igure 6 shows example images from video sequences of
he data sets.
For simplicity, in our experiments we focus on the major
oving-object categories in video sequences from moving
ameras. The dynamic LDA model is fitted to four classes:
edestrian, bicyclist, car, and moving background. We ex-
ract local video patches with the procedure described in
ec. 3.1 and describe the corresponding spatial-temporal
ubes using both appearance descriptors and spatial con-
guration descriptors. In order to build the spatial-temporal
ontext vocabulary, video patch descriptors computed from
he training videos are clustered. To understand how the
lgorithms perform, we train on video collections for which
e know the desired visual topics.
The latent topic model provides means to rank the
patial-temporal context words, given an object class. Vi-
ual words that are most probable for the four discovered
opics are shown in Fig. 7. Topic discovery analysis cleanly
eparates local video patches into different object classes.
ncreasing the number of topics in the moving background
ill help to discover more object classes, e.g., building,
ig. 6 Example images from video sequences of the CamVid data
et first column and the VISAT™ data set other columns.ptical Engineering 097003-
m: http://opticalengineering.spiedigitallibrary.org/ on 04/13/2017 Terms of Uwall, tree, sidewalk. The most likely words for each discov-
ered topic appear to be semantically meaningful patches.
We run our experiments on a Pentium Dual-Core Ma-
chine with 2.60-GHz CPU. The average time to train the
model is 22.3 s, using a vocabulary of 300 spatial-temporal
context words.
To evaluate the recognition performance of the learned
object model, the discovered topics are used for classifying
video sequences by selecting the most likely topic existing
in the sequences. We have collected 160 testing video se-
quences from the two data sets, 40 sequences for each dis-
covered topic. Each testing video sequence contains only
objects from one of the four classes. The receiver operating
characteristic ROC and the recall precision curve RPC
for the classification experiment are shown in Fig. 8a and
8b, respectively. It can be seen that the best performance
is obtained for the car class, because more distinctive
patches are often detected on cars and the structure of the
car class is well characterized by the spatial-temporal con-
text words. Among the other three classes, the moving
background obtains better performance than the bicyclist
and the pedestrian. This can be partly explained by the fact
that the most likely spatial-temporal context words for bi-
cyclist and pedestrian, as shown in Fig. 7, capture certain
background information. Furthermore, moving background
is present in all video sequences, and it affects the perfor-
mance for the bicyclist class and the pedestrian class. The
pedestrian class performs poorly due to a combination of
less distinctive spatial-temporal patches and sparse visual-
word distribution in the visual vocabulary.
The confusion matrix for the classification experiments
is given in Table 1. It shows large confusion between bicy-
clist and moving background, and between pedestrian and
moving background. This can be partly explained by the
fact that the most likely spatial-temporal context words for
bicyclist and pedestrian, as shown in Fig. 7, capture certain
background information.
Some of the object recognition and localization results
from video sequences containing a single moving object are
shown in Fig. 9. Results from video sequences containing
multiple moving objects are shown in Fig. 10.
Object discovery results in video sequences containing a
single moving object are given in Fig. 9. It can be shown
Fig. 7 The most likely spatial-temporal context words shown by
eight examples in a row, four examples of each feature type for the
four learnt topics in our experiments. The first row shows words
corresponding to the car topic, the second row to the bicyclist topic,
the third row to the pedestrian topic, and the fourth row to the mov-
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nd localized. The first two columns show the original
rames and the detected regions. Close-ups of example
patial-temporal context words on the moving object are
epicted in the third column. For effective localization of
ig. 8 The a ROC and b PRC curves for video one topic per
ideo classification.
Table 1 Confusion table for video sequence classification.
rue category: Car Bicyclist Pedestrian
Moving
background
opic 1—car 0.87 0.03 0.02 0.08
opic 2—bicyclist 0.05 0.74 0.04 0.17
opic 3—pedestrian 0.07 0.08 0.72 0.13
opic 4—moving
ackground
0.08 0.04 0.03 0.85ptical Engineering 097003-
m: http://opticalengineering.spiedigitallibrary.org/ on 04/13/2017 Terms of Uthe discovered topic, spatial-temporal context words be-
longing to the topic with high probability and their spatial
neighborhood graphs are labeled. The bounding box of
each discovered object is then extracted, based on the la-
beled regions.
Figure 10 shows object discovery results in video se-
quences containing multiple moving objects. The first row
shows results on a video sequence from the CamVid data
set. It can be seen that both the two bicyclists and the
moving car, moving in opposite directions, are correctly
recognized and localized. Images in other rows are results
on video sequences from the VISAT data set. Moving cars
driving in the same direction are discovered in the second
and the fourth row. Note that in the second row some re-
gions belonging to the road surface have been falsely la-
beled as the supporting neighborhood for the two moving
cars. The two moving cars driving in the traffic lane in the
(a) (b) (c) (d)
Fig. 9 Object discovery results in videos containing a single moving
object: a the original frame from the data set; b frames with de-
tected regions superimposed; c close-up of example spatial-
temporal context words on the moving object one for each feature
type; d supporting regions and neighborhood labeling for object
localization.
(a) (b) (c) (d)
Fig. 10 Object discovery results in videos containing multiple mov-
ing objects: a the original frame from the data set; b frames with
detected regions superimposed; c spatial-temporal context words
of the discovered topic and their supporting region neighborhood
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ue to a combination of minor occlusion and sparse visual
ords on the car in the far field.
The computation time for object discovery in a new
ideo depends greatly the scene, because the number of
eatures detected varies in different scenes. Our MATLAB
mplementation of the algorithm without optimization can
rocess a 15-frame testing video containing a single mov-
ng object in around 6 s. For video sequences containing
ultiple moving objects the algorithm works a little slower,
ecause more features are often detected in the sequences.
Conclusions
n this paper, a novel unsupervised learning algorithm is
roposed for object discovery in videos from moving cam-
ras. The major contributions of this paper are:
1. A combined approach for simultaneous generation of
spatial and temporal context is presented for video
patch extraction. Both appearance consistency and
spatial configuration consistency of local patches
across multiple frames are exploited to find candidate
object parts.
2. A dynamic LDA model is introduced for object cat-
egory recognition and localization. The proposed dy-
namic topic model involves an evolving set of object
categories, which can handle multiple moving objects
of different classes entering or leaving the scene.
xperimental results on video sequences from the CamVid
ata set and the VISAT data set demonstrate the effective-
ess and robustness of our method for video object discov-
ry.
In future research, we will attempt to improve the pro-
osed algorithm in the following ways. First, contour fea-
ures should be extracted for more discriminative analysis
f different object categories. Second, more training videos
hould be collected to learn the topic-specific spatial-
emporal words of the dynamic LDA model. Third, empha-
is should also be placed on the computation cost of the
lgorithm.
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aper. The work was supported by the National Natural
cience Foundation of China Project No.40971245.
eferences
1. B. Ommer, T. Mader, and J. M. Buhmann, “Seeing the objects behind
the dots: recognition in videos from a moving camera,” Int. J. Com-
put. Vis. 83, 57–71 2009.
2. T. Tuytelaar, C. H. Lampert, M. B. Blaschko, and W. Buntine, “Un-
supervised object discovery: a comparison,” Int. J. Comput. Vis. 88,
284–302 2010.
3. D. Liu and T. Chen, “DISCOV: A framework for discovering objects
in video,” IEEE Trans. Multimedia 10, 200–208 2008.
4. N. Dalal, B. Triggs, and C. Schmid, “Human detection using oriented
histograms of flow and appearance,” in Proc. 9th Eur. Conf. on Com-
puter Vision, pp. 428–441 2006.
5. D. G. Lowe, “Distinctive image features from scale-invariant key-
points,” Int. J. Comput. Vis. 60, 91–110 2004.
6. J. Sivic, F. Schaffalitzky, and A. Zisserman, “Object level grouping
for video shots,” Int. J. Comput. Vis. 67, 189–210 2006.
7. A. Vedaldi, V. Gulshan, M. Varma, and A. Zisserman, “Multiple ker-ptical Engineering 097003-
m: http://opticalengineering.spiedigitallibrary.org/ on 04/13/2017 Terms of Unels for object detection,” in Proc. IEEE Int. Conf. on Computer
Vision, pp. 606–613 2009.
8. H. Harzallah, F. Jurie, and C. Schmid, “Combining efficient object
localization and image classification,” in Proc. IEEE Int. Conf. on
Computer Vision, pp. 237–244 2009.
9. J. Sivic, B. Russell, A. Efros, A. Zisserman, and W. Freeman, “Dis-
covering objects and their location in images,” in Proc. 10th IEEE
Int. Conf. Computer Vision, pp. 370–377 2005.
10. T. Hofmann, “Unsupervised learning by probabilistic latent semantic
analysis,” Mach. Learn. 42, 177–196 2001.
11. B. Russell, A. Efros, J. Sivic, W. Freeman, and A. Zisserman, “Using
multiple segmentations to discover objects and their extent in image
collections,” in Proc. IEEE Conf. on Computer Vision and Pattern
Recognition, pp. 1605–1614 2006.
12. D. Liu and T. Chen, “A topic-motion model for unsupervised video
object discovery,” in Proc. IEEE Conf. on Computer Vision and Pat-
tern Recognition, pp. 1–8 2007.
13. A. Mittal and N. Paragios, “Motion-based background subtraction
using adaptive kernel density estimation,” in Proc. IEEE Conf. on
Computer Vision and Pattern Recognition, pp. 302–309 2004.
14. M. Leordeanu and R. Collins, “Unsupervised learning of object fea-
tures from video sequences,” in Proc. IEEE Conf. on Computer Vi-
sion and Pattern Recognition, pp. 1142–1149 2005.
15. D. M. Blei, A. Y. Ng, and M. I. Jordan, “Latent Dirichlet allocation,”
J. Mach. Learn. Res. 3, 993–1022 2003.
16. D. Liu and T. Chen, “Unsupervised image categorization and object
localization using topic models and correspondences between im-
ages,” in Proc. 11th IEEE Int. Conf. on Computer Vision, pp. 1–7
2007.
17. J. Matas, O. Chum, M. Urban, and T. Pajdla, “Robust wide baseline
stereo from maximally stable extremal regions,” in Proc. 13th Br.
Machine Vision Conf., pp. 384–393 2002.
18. G. J. Brostow, J. Fauqueur, and R. Cipolla, “Semantic object classes
in video: a high-definition ground truth database,” Pattern Recogn.
Lett. 30, 88–97 2008.
19. N. El-Sheimy and K. Schwarz, “Navigating urban areas by
VISAT—a mobile mapping system integrating GPS/INS/digital cam-
eras for GIS application,” Navigation 45, 275–286 1999.
20. D. M. Blei and J. D. Lafferty, “Dynamic topic models,” in Proc. 23rd
Int. Conf. on Machine Learning, pp. 113–120 2006.
21. J. C. Niebles, H. Wang, and L. Fei-Fei, “Unsupervised learning of
human action categories using spatial-temporal words,” Int. J. Com-
put. Vis. 79, 299–318 2008.
22. X. Wang, X. Ma, and W. E. Grimson, “Unsupervised activity percep-
tion in crowded and complicated scenes using hierarchical Bayesian
models,” IEEE Trans. Pattern Anal. Mach. Intell. 31, 539–555
2009.
Hao Sun received the BSc and MSc de-
grees at the National University of Defense
Technology, Changsha, China, in 2006 and
2008, respectively. He is currently pursuing
the PhD degree in the School of Electrical
Science and Engineering, National Univer-
sity of Defense Technology. His research in-
terests include image analysis and under-
standing, pattern recognition, and
information fusion.
Cheng Wang received the BSc and PhD
degrees in communication and signal pro-
cessing from the National University of De-
fense Technology, Changsha, China, in
1997 and 2002, respectively. He is currently
an associate professor in the School of
Electronic Science and Engineering, NUDT.
He is a professor in the Department of Com-
puter Science at Xiamen University, Fujian,
China. He is also the co-chair of the Work-
ing Group I/3 “Multi-Platform Multi-Sensor
Inter-Calibration” in the International Society of Remote Sensing
ISPRS. His research interests include image analysis, information







Sun et al.: Discovering objects and their location in videos using spatial-temporal context words
O
Downloaded FroBoliang Wang is a professor in the Depart-
ment of Computer Science at Xiamen Uni-
versity, Fujian, China. He is also a professor
in the School of Electronic Science and En-
gineering, NUDT. His area of expertise in-
cludes image processing, multisensor inte-
gration, and pattern recognition. He has
published more than 80 scientific papers
and patents.
Naser El-Sheimy is the head of the Depart-
ment of Geomatics Engineering and leader
of the Mobile Multi-sensor Research Group
at the University of Calgary, Alberta,
Canada. His area of expertise is in the inte-
gration of GPS/INS/imaging sensors for
mapping and GIS applications with special
emphasis on the use of multiple sensors in
mobile mapping systems. He is the chair of
the International Society for Photogramme-
try and Remote Sensing Working Group
ISPRS on Integrated Mobile Mapping Systems, the chair of the
pecial study group for mobile multi-sensor systems of the Interna-
ional Association of Geodesy IAG, and the chairman of the Inter-
ational Federation of Surveyors FIG Working Group C5.3 on in-
egrated positioning, navigation, and mapping Systems.ptical Engineering September 2010/Vol. 499097003-9
m: http://opticalengineering.spiedigitallibrary.org/ on 04/13/2017 Terms of Use: http://spiedigitallibrary.org/ss/termsofuse.aspx
