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Abstract
Universal continuous calculi are defined and it is shown that for every finite tuple of pairwise com-
muting Hermitian elements of a Su∗-algebra (an ordered ∗-algebra that is symmetric, i.e. “strictly”
positive elements are invertible, and uniformly complete), such a universal continuous calculus ex-
ists. This generalizes the continuous calculus for C∗-algebras to a class of generally unbounded
ordered ∗-algebras. On the way, some results about ∗-algebras of continuous functions on locally
compact spaces are obtained. The approach used throughout is rather elementary and especially
avoids any representation theory.
1 Introduction
The term ∗-algebra will always refer to a unital associative (but not necessarily commutative) ∗-algebra
over the scalar field of complex numbers. Su∗-algebras have been introduced and examined in [9]. It
was shown that they preserve many basic properties of C∗-algebras, but may have unbounded elements,
and that the commutative Su∗-algebras are complexifications of complete Φ-algebras. Essentially, they
are ∗-algebras endowed with a partial order on the Hermitian elements, that are complete with respect
to a metric topology induced by the order and fulfil one of several equivalent additional conditions like
existence of absolute values, of square roots of positive elements, of certain finite suprema or infima,
or of inverses of Hermitian elements that are greater than the unit.
Like for C∗-algebras, one can now ask whether these constructions can be generalized to a well-
defined way to apply more or less arbitrary continuous functions to algebra elements. More precisely,
given N ∈ N and pairwise commuting Hermitian elements a1, . . . , aN of a Su∗-algebra A, does there
exist a unital ∗-homomorphism Φ from a ∗-algebra I of continuous complex-valued functions on RN
(or possibly a closed subset of RN ) to A, that maps the N coordinate functions to a1, . . . , aN? If N = 1
and a := a1, then Φ would map polynomial functions to the corresponding polynomials of a. Similarly,
one would expect that e.g. the absolute value function | · | : R → [0,∞[ is mapped to the absolute
value of a, or, if a is positive, the square root function
√ · : [0,∞[ → [0,∞[ should be mapped to the
square root of a. Likewise, for N = 2, the function max: R2 → R, (x1, x2) 7→ max{x1, x2} should
∗Boursier de l’ULB, Matthias.Schotz@ulb.ac.be
1
be mapped to the supremum a1 ∨ a2. As a continuous calculus necessarily maps to a commutative
unital ∗-subalgebra of A, the continuous calculus for Φ-algebras that has been constructed in [2] already
provides a solution for this in some cases.
Aside from the existence of such a unital ∗-homomorphism Φ, one would also want Φ to be uniquely
determined. Once the ∗-algebra of functions I is fixed, uniqueness of Φ can typically be obtained e.g.
from the generalized Stone-Weierstraß Theorem of [10]. But finding a good choice for I is not easy:
Following [2, Thm. 4.12], the algebra I can be chosen as the ∗-algebra of all polynomially bounded
continuous functions on RN and it was shown that for this choice, Φ is uniquely determined. Yet this
way, neither the square root function
√ · : [0,∞[ → [0,∞[ nor the exponential function exp: R → R
are elements of I in the one-dimensional case. While one might not be able to construct continuous
calculi for all Hermitian elements a of A that allow to give √a and exp(a) a well-defined meaning (e.g.
if a is not positive) there certainly are cases where this is possible. In general, there might be several
different continuous calculi for the same N -tuple a1, . . . , aN , that differ in the choice of the algebra of
functions on which they are defined.
For C∗-algebras, there exists an easy natural choice for I at least in the one-dimensional case: One
defines I to be the C∗-algebra of all continuous functions on the compact spectrum of a. This allows the
application of all continuous functions with domain of definition larger than spec(a), especially also the
application of the square root function if a is positive, which is the case if and only if spec(a) ⊆ [0,∞[.
It will be shown that this natural choice is essentially also viable for Su∗-algebras, but there arises
an additional problem: As elements of Su∗-algebras may be unbounded, the spectrum spec(a) is
no longer necessarily compact, hence there are typically several different ∗-algebras in between the
∗-algebra C
(
spec(a)
)
of all continuous functions and its ∗-subalgebra Cpol
(
spec(a)
)
of polynomially
bounded ones. The best choice will of course be the largest possible one.
This leads to the concept of a universal continuous calculus in Definition 5.4: There might be many
continuous calculi for the same tuple a1, . . . , aN , and the universal continuous calculus (if it exists)
is the one through which all others can be factored in a natural way. Consequently, the universal
continuous calculus is the most general one, and the algebra of functions on which it is defined carries
information about the elements a1, . . . , aN . The main result, Theorem 8.6, establishes the existence of
such a universal continuous calculus for all N -tuples of pairwise commuting Hermitian elements of a
Su∗-algebra. This will be proven by a rather explicit construction using elementary methods. Moreover,
it will be shown that the universal continuous calculus is an order embedding of a Su∗-algebra of
continuous functions in a general Su∗-algebra. This allows to prove identities or estimates involving
finitely many pairwise commuting Hermitian elements and their absolute values, square roots, etc.,
by discussing only the special and easy case that they are given by continuous functions. This is
analogous to the result provided by [3] for Riesz spaces. Note, however, that the approach taken here
is quite different: While [2] applies the representation theorem obtained in [3] for “small” Riesz spaces
in order to derive a functional calculus, the functional calculus for Su∗-algebras here will be obtained
by extending the polynomial calculus and can then be used to obtain a representation theorem for
“small” commutative Su∗-algebras.
The article is organized as follows: After recapitulating some preliminaries and fixing the notation
in the next Section 2, Section 3 discusses a special type of Su∗-subalgebras, namely intermediate
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∗-subalgebras. In Section 4, certain well-behaved commutative Su∗-algebras of continuous functions
will be discussed. The definition of universal continuous calculi is given in Section 5, and Section 6
then gives the definition and discusses some properties of the spectrum of a finite tuple of commuting
Hermitian elements of a Su∗-algebra, provided that a universal continuous calculus exists. In order to
construct such universal continuous calculi, a powerful, yet slightly technical machinery for extending
some multiplicative maps defined on rather small subspaces of a Su∗-algebra to “maximal” ones is
obtained in Section 7. The core of this article is Section 8, where the existence of universal continuous
calculi is proven. For convenience of the reader, appendix A provides a rather weak (but easy to prove)
result about positivity of polynomials, that can be used in the construction of continuous calculi instead
of the more powerful Positivstellensatz of Handelman.
2 Preliminaries
The notation essentially follows [9], where the fundamental properties of ordered ∗-algebras and es-
pecially Su∗-algebras have been discussed in more detail and more generality. Natural numbers are
N = {1, 2, 3, . . . } and N0 := N ∪ {0}, and the fields of real and complex numbers are denoted by R
and C, respectively. Let X be a set, then idX : X → X is x 7→ idX(x) := x. A partial order on X is
a reflexive, transitive and anti-symmetric relation. If X and Y are both endowed with a partial order,
then a map Φ: X → Y is called increasing if Φ(x) ≤ Φ(x′) for all x, x′ ∈ X with x ≤ x′. If Φ is
injective, increasing and also fulfils x ≤ x′ for all x, x′ ∈ X with Φ(x) ≤ Φ(x′), then Φ is called an
order embedding.
An ordered vector space is a real vector space V endowed with a partial order ≤ such that u+w ≤
v+w and λu ≤ λv hold for all u, v, w ∈ V with u ≤ v and all λ ∈ [0,∞[. It is called Archimedean if it
has the following property: Whenever v ≤ ǫw holds for two vectors v,w ∈ V and all ǫ ∈ ]0,∞[, then
v ≤ 0. For every ordered vector space V , the convex cone of positive elements is V + := { v ∈ V | v ≥ 0 }.
An order ideal of an ordered vector space V is a linear subspace I of V with the following property:
Whenever ℓ, u ∈ I and v ∈ V fulfil ℓ ≤ v ≤ u, then v ∈ I . Let V and W be two ordered vector spaces
and Φ: V → W a linear map, then Φ is increasing if and only if Φ(v) ∈ W+ for all v ∈ V +. Such
increasing linear maps are also called positive and their kernels are order ideals.
A Riesz space is an ordered vector space R in which the absolute value |r| := sup{r,−r} exists for
all r ∈ R. In this case, both the supremum r1 ∨ · · · ∨ rN and the infimum r1 ∧ · · · ∧ rN exist for all
N ∈ N and all r1, . . . , rN ∈ R, and ∨,∧ : R × R → R are associative and commutative operations.
One also defines the positive and negative parts r+ :=
1
2
(|r|+r) = r∨0 and r− := 12(|r|−r) = −(r∧0)
for all r ∈ R. A Riesz ideal of a Riesz space R is a linear subspace I of R such that r ∈ I holds for
all r ∈ R for which there exists an s ∈ I with |r| ≤ |s|. In this case, I is a Riesz space on its own and
an order ideal of R. One important example of a Riesz space is C (X)H, the real-valued continuous
functions on a topological space X with the pointwise operations and pointwise comparison. Here,
the suprema and infima of finitely many functions are the pointwise maxima and minima. All of this
trivially remains true if X is empty, in which case C (X)H = {0} only consist of the empty function.
A ∗-vector space is a complex vector space V endowed with an antilinear involution · ∗ : V → V .
In this case, VH denotes its real linear subspace of Hermitian elements, i.e. VH = { v ∈ V | v = v∗ }.
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Then V = VH ⊕ iVH as a real vector space, and v = Re(v) + i Im(v) with Re(v) = 12 (v + v∗) ∈ VH
and Im(v) = 12i(v − v∗) ∈ VH for all v ∈ V . A linear map Φ: V → W between ∗-vector spaces is
called Hermitian if it fulfils Φ(v∗) = Φ(v)∗ for all v ∈ V , or equivalently, if Φ(v) ∈ WH for all v ∈ VH.
Similarly, an ordered ∗-vector space is a ∗-vector space V endowed with a partial order on VH that
turns VH into an ordered vector space. If a linear subspace of an ordered
∗-vector space is stable under
the ∗-involution, then it is an ordered ∗-vector space itself with the inherited involution and order. An
ordered ∗-vector space V is called Archimedean if VH is Archimedean as an ordered vector space, and
similarly, a Hermitian linear map Φ: V → W between two ordered ∗-vector spaces V and W is called
positive if its restriction to Hermitian elements is positive as a linear map between the ordered vector
spaces VH and WH.
A ∗-algebra is a unital associative algebra over the field C that is endowed with an anti-linear
involution · ∗ fulfilling (ab)∗ = b∗a∗ for all its elements a and b, and thus is especially a ∗-vector space.
The unit of a ∗-algebra A is denoted by 1, or, more explicitly, by 1A, and automatically fulfils 1∗ = 1.
Note that it is not required that 0 6= 1, even though the only case where 0 = 1 is the trivial ∗-algebra {0}.
Moreover, if S ⊆ A is stable under the ∗-involution, then its commutant S′ := { a ∈ A ∣∣ ∀s∈S : as = sa}
and its bicommutant S′′ are unital ∗-subalgebras of A, i.e. unital subalgebras that are stable under
the ∗-involution and thus are ∗-algebras again. Note that S′′ is commutative if all elements in S are
pairwise commuting and that S ⊆ S′′ as well as S′ = S′′′ and S′′ ⊆ T ′′ hold for all S, T ⊆ A with
S ⊆ T . A linear subspace I of a ∗-algebra A is called a ∗-ideal if it is stable under the ∗-involution and
fulfils ab ∈ I for all a ∈ A and all b ∈ I , and then automatically fulfils ba ∈ I for all a ∈ A and all
b ∈ I as well. If H is a subset of a ∗-algebra A and closed under multiplication, then a map Φ: H → B
to a ∗-algebra B is called multiplicative if it fulfils Φ(a1a2) = Φ(a1)Φ(a2) for all a1, a2 ∈ H. A unital
∗-homomorphism between ∗-algebras then is a linear, Hermitian and multiplicative map. Its kernel is
automatically a ∗-ideal.
Combining the concepts of ordered vector spaces and ∗-algebras leads to ordered ∗-algebras, which
are ∗-algebras A that carry a partial order ≤ on AH, such that
a+ c ≤ b+ c , d∗a d ≤ d∗b d and 0 ≤ 1 (2.1)
hold for all a, b, c ∈ AH with a ≤ b and all d ∈ A. Then A is especially an ordered ∗-vector space.
The most obvious example of an Archimedean ordered ∗-algebra are of course the complex numbers
C with complex conjugation as ∗-involution and the usual order on CH ∼= R. Another example is
C[t1, . . . , tN ], the
∗-algebra of polynomials in N ∈ N arguments, with ∗-involution given by complex
conjugation of the coefficients, and the S-pointwise order on C[t1, . . . , tN ]H ∼= R[t1, . . . , tN ] for an
arbitrary subset S of RN with non-empty interior, i.e. the order for which C[t1, . . . , tN ]
+
H is the set of
all q ∈ C[t1, . . . , tN ]H that fulfil q(s) ≥ 0 for all s ∈ S. These ∗-algebras of polynomials are especially
interesting because C[t1, . . . , tN ] is the
∗-algebra that is freely generated by N pairwise commuting
Hermitian elements t1, . . . , tN , i.e. for every
∗-algebra A and every N -tuple of pairwise commuting
a1, . . . , aN ∈ AH there exists a unique unital ∗-homomorphism from C[t1, . . . , tN ] to A that maps tn
to an for all n ∈ {1, . . . , N}. This unital ∗-homomorphism is denoted as evaluating a polynomial on
a1, . . . , aN , i.e. as C[t1, . . . , tN ] ∋ q 7→ q(a1, . . . , aN ) ∈ A. Conditions for this to be even a positive
unital ∗-homomorphism with respect to various orders on the polynomials and on A can be given
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using the various Positivstellensätze like those by Handelman [4] or Schmüdgen [8]. Another example
of ordered ∗-algebras is C (X), the ∗-algebra of complex-valued continuous functions on a topological
space X with the pointwise operations, pointwise complex conjugation as ∗-involution and pointwise
comparison on C (X)H like above.
Using the convention that the infimum of the empty set is inf ∅ = ∞, one can define on every
ordered ∗-algebra A the map ‖ · ‖∞ : A → [0,∞],
a 7→ ‖a‖∞ := inf
{
λ ∈ ]0,∞[ ∣∣ a∗a ≤ λ21} (2.2)
as well as the subset Abd := { a ∈ A ∣∣ ‖a‖∞ <∞} of A. Alternatively,
‖a‖∞ = inf
{
λ ∈ ]0,∞[ ∣∣ −λ1 ≤ a ≤ λ1} (2.3)
holds for all a ∈ AH. Then Abd is a unital ∗-subalgebra of A and its elements will be called uniformly
bounded. If A is an Archimedean ordered ∗-algebra, then a∗a ≤ ‖a‖2∞1 holds for all a ∈ Abd and
−‖a‖∞1 ≤ a ≤ ‖a‖∞1 for all a ∈ (Abd)H, so the infima in (2.2) and (2.3) are essentially minima.
Moreover, in the Archimedean case, the restriction of ‖ · ‖∞ to Abd is a C∗-norm, i.e. a norm fulfilling
‖ab‖∞ ≤ ‖a‖∞‖b‖∞ and ‖a∗a‖∞ = ‖a‖2∞ for all a, b ∈ A. Using this one can construct a translation-
invariant metric d∞ on A, called the uniform metric, as
(a, b) 7→ d∞(a, b) := min
{‖a− b‖∞, 1} (2.4)
for all a, b ∈ A. An Archimedean ordered ∗-algebra will always be endowed with this metric. An
ordered ∗-algebra is called uniformly complete if it is Archimedean and complete with respect to d∞
(so the Archimedean property is implicitly required for uniformly complete ordered ∗-algebras). Then
AH as well as all its subsets { a ∈ AH | a ≥ b } with b ∈ AH, and the commutants and bicommutants
S′ and S′′ of every S ⊆ AH are closed. Moreover, as the ∗-involution, and thus the projections Re and
Im are continuous with respect to d∞, a linear subspace S ⊆ A that is stable under the ∗-involution
is closed in A if and only if S ∩ AH is closed in AH. Note that in general not even the left or right
multiplication with fixed elements of A are continuous. Nevertheless, the metric d∞ is a helpful tool.
If A is an ordered ∗-algebra, then an element a ∈ AH is called coercive if there exists an ǫ ∈ ]0,∞[
such that ǫ1 ≤ a, thus coercive elements are especially positive. If the multiplicative inverse a−1 of
this coercive a exists in A, then a−1 ∈ (Abd)+H and a−1 ≤ ǫ−11. An ordered ∗-algebra in which all
coercive elements are invertible is called symmetric. A Su∗-algebra then is a symmetric and uniformly
complete ordered ∗-algebra. Examples are all C∗-algebras with the canonical order (these are the
Su∗-algebras A for which A = Abd) as well as complexifications of complete Φ-algebras (which are
the commutative Su∗-algebras), especially C (X) for every topological space X. See e.g. [6] for more
details on Φ-algebras. Other examples can be constructed as ∗-algebras of unbounded operators on a
Hilbert space if some self-adjointness conditions are fulfilled that guarantee the existence of inverses of
coercive elements, see [9, Chap. 11].
Let A be a uniformly complete ordered ∗-algebra. Then A is symmetric, i.e. a Su∗-algebra, if
and only if one of several other equivalent properties is fulfilled like existence of absolute values of all
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Hermitian elements, of suprema or infima of all pairs of commuting Hermitian elements or of square
roots of all positive Hermitian elements (together with a condition that guarantees the uniqueness
of square roots). The details of the definition of these absolute values, suprema, infima or square
roots in Su∗-algebras will not be important here in the most general case. But if A is a commutative
Su∗-algebra, then the ordered vector space AH is even a Riesz space and the absolute values, suprema,
infima as well as positive or negative parts in AH are those defined above for Riesz spaces. A unital
∗-homomorphism Φ: A → B from a Su∗-algebra A into an ordered ∗-algebra B is automatically positive
due to the existence of square roots in A, and thus continuous for Archimedean B. If Φ is injective,
it is automatically even an order embedding. If B is a Su∗-algebra as well and Φ: A → B a unital
∗-homomorphism, then Φ
(√
a
)
=
√
Φ(a) holds for all a ∈ A+H, and consequently Φ
(|a|) = ∣∣Φ(a)∣∣ as
well as Φ(a+) = Φ(a)+ and Φ(a−) = Φ(a)− for all a ∈ AH. Furthermore, Φ(a1 ∨ a2) = Φ(a1) ∨ Φ(a2)
and Φ(a1 ∧ a2) = Φ(a1) ∧Φ(a2) hold for all commuting a1, a2 ∈ AH.
For an ordered ∗-algebra A one says that A+H is closed under commutative products if ab ∈ A+H
for all commuting a, b ∈ A+H. This allows to multiply inequalities with positive algebra elements that
commute with both sides, and is equivalent to the condition that all commuting a ∈ AH, b ∈ A+H with
−b ≤ a ≤ b fulfil a2 ≤ b2. Similarly, a reasonably ordered ∗-algebra is an ordered ∗-algebra A with
the property that, whenever a ∈ AH and b ∈ A+H commute and fulfil a2 ≤ b2, then −b ≤ a ≤ b. If A
is a uniformly bounded Archimedean ordered ∗-algebra, or if it is a symmetric Archimedean ordered
∗-algebra, especially if A is a Su∗-algebra, then A+H is closed under commutative products and A is
reasonably ordered.
3 Intermediate ∗-Subalgebras
Consider a Su∗-algebra A. Then every unital ∗-subalgebra B of A with the order inherited from A is
again an Archimedean ordered ∗-algebra. It is even a Su∗-algebra if and only if it is symmetric itself and
closed with respect to the uniform metric d∞. Such a unital
∗-subalgebra will be called a Su∗-subalgebra.
One obvious example is B = Abd, the C∗-algebra of all uniformly bounded elements of A. However,
there arise some difficulties when one attempts to construct other examples of Su∗-subalgebras B of A:
The naive approach to start with a symmetric unital ∗-subalgebra and take its closure with respect to
d∞ might fail because left and right multiplication with elements of A is in general not continuous with
respect to d∞, which makes it harder to guarantee that the closure is again a subalgebra. Nevertheless,
there are important special cases which are easier to understand:
Definition 3.1 Let A be an ordered ∗-algebra. Then an intermediate ∗-subalgebra of A is a (necessarily
unital) ∗-subalgebra I of A fulfilling Abd ⊆ I.
Proposition 3.2 Let A be a symmetric ordered ∗-algebra and I an intermediate ∗-subalgebra of A,
then I is again a symmetric ordered ∗-algebra and IH is an order ideal of AH.
Proof: As the inverse of every coercive element in I is uniformly bounded, I is again symmetric.
If a ∈ AH and ℓ, u ∈ IH fulfil ℓ ≤ a ≤ u, define b := 12(1 − ℓ)2 + 12(1 + u)2 + 1 ∈ I+H . Then
−b ≤ −12(1 − ℓ)2 ≤ ℓ and u ≤ 12 (1 + u)2 ≤ b imply −b ≤ a ≤ b. As b is coercive with b ≥ 1 it
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follows that b−1 ∈ (Abd)+H ⊆ I exists and that −b−1 ≤ b−1a b−1 ≤ b−1. So b−1a b−1 ∈ (Abd)H ⊆ I and
therefore also a ∈ IH. 
Proposition 3.3 Let A be a Su∗-algebra and I an intermediate ∗-subalgebra of A, then I is again a
Su∗-algebra.
Proof: By the previous Proposition 3.2, I is a symmetric ordered ∗-algebra. It only remains to show
that I is closed in A with respect to the uniform topology.
If (an)n∈N is a sequence in IH that converges uniformly against a limit aˆ ∈ AH, then there exists
an n ∈ N such that −1 ≤ aˆ− an ≤ 1, i.e. an − 1 ≤ aˆ ≤ an + 1, which implies aˆ ∈ IH by the previous
Proposition 3.2 again. So IH is closed in AH with respect to d∞, and thus I is closed in A. 
The intermediate ∗-subalgebras of Su∗-algebras are important examples of Su∗-subalgebras. In the
commutative case, the result of Proposition 3.2 can be improved:
Proposition 3.4 Let A be a commutative Su∗-algebra and I an intermediate ∗-subalgebra of A, then
IH is a Riesz ideal of AH.
Proof: Given a ∈ AH and b ∈ IH with |a| ≤ |b|, then −12
(
1 + b2
) ≤ b ≤ 12(1 + b2) holds because
1
2(1± b)2 ≥ 0. This implies −12
(
1+ b2
) ≤ −|b| ≤ −|a| ≤ a ≤ |a| ≤ |b| ≤ 12(1+ b2) and thus a ∈ IH by
Proposition 3.2 and because 12
(
1+ b2
) ∈ IH. 
4 Proper Su∗-Algebras of Continuous Functions
Let X be a (possibly empty) topological space. In this section, certain intermediate ∗-subalgebras
of Su∗-algebras of C (X) are examined. Recall that a function p ∈ C (X) is said to be proper if the
pre-image of every compact subset of C under p is again compact. If p ∈ C (X)+H , this is equivalent
to p−1
(
[0, n]
)
being compact for all n ∈ N. In this case let Un := p−1
(
]−∞, n[) = p−1([0, n[) and
Kn := p
−1
(
[0, n]
)
, then Un ⊆ Kn ⊆ Un+1 ⊆ Kn+1 holds for all n ∈ N and X =
⋃
n∈N Un =
⋃
n∈NKn.
As Un is open and Kn compact for all n ∈ N, it follows that X is locally compact and admits an
exhaustion by compact sets, i.e. the sequence (Kn)n∈N covers X and is strictly increasing in the sense
that Kn is contained in the interior of Kn+1 for all n ∈ N.
Definition 4.1 Let X be a locally compact Hausdorff space, then a proper Su∗-algebra of continuous
functions on X is an intermediate ∗-subalgebra I of C (X) with the property that there exists a proper
function p ∈ I+H .
By Proposition 3.3, such an intermediate ∗-subalgebra of C (X) indeed is again a Su∗-algebra.
If X is a compact Hausdorff space, then there exists only one proper Su∗-algebra of continuous
functions on X, namely the commutative C∗-algebra C (X) itself. Proper Su∗-algebras of continuous
functions will not only be at the heart of the definition of continuous calculi in Section 5, they also
provide typical and important examples of commutative Su∗-algebras:
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Example 4.2 Consider e.g.
IGauß :=
{
f ∈ C (R)
∣∣∣ ∀ǫ∈ ]0,∞[ : sup
x∈R
∣∣e−ǫx2f(x)∣∣ <∞} , (4.1)
on which especially the integrals over Gaußian measures describe well-defined positive linear maps that
are not continuous with respect to any locally multiplicatively convex topology on IGauß, because they
grow faster than any exponential of n when evaluated on the functions R ∋ x 7→ xn ∈ C in IGauß.
If I is a proper Su∗-algebra of continuous functions on a locally compact Hausdorff space X, then IH is
a real unital subalgebra and a Riesz ideal of the space of C (X)H by Proposition 3.4. Consequently, the
Stone-Weierstraß-like theorems and other results from [10] apply to IH. Recall that a subset P ⊆ C (X)
is called point-separating if for all x, y ∈ X with x 6= y there exists an f ∈ P such that f(x) 6= f(y).
Then:
Proposition 4.3 Let X be a locally compact Hausdorff space and I a proper Su∗-algebra of continuous
functions on X as well as P ⊆ I a point-separating set. If two unital ∗-homomorphisms Ψ,Φ: I → A
into an Archimedean ordered ∗-algebra A coincide on P , then Ψ = Φ.
Proof: Let S := { f ∈ (Ibd)H | Ψ(f) = Φ(f) }, then S is a real unital subalgebra of (Ibd)H =(
C (X)bd
)
H
because Ψ and Φ are unital ∗-homomorphisms. Using [10, Prop. 4.6 and Thm. 5.3] it only
remains to show that S is point-separating:
Given x, y ∈ X with x 6= y, then there exists f ∈ P such that f(x) 6= f(y), and thus at least
one of Re
(
f(x)
) 6= Re(f(y)) or Im(f(x)) 6= Im(f(y)) holds. This shows that there is a g ∈ IH with
Ψ(g) = Φ(g) but g(x) 6= g(y). As 4g = ((g + 1)2 + 1) − ((g − 1)2 + 1) and as (g ± 1)2 + 1 are both
coercive, there exists a coercive h ∈ I+H with Ψ(h) = Φ(h) but h(x) 6= h(y). So finally h−1 ∈ (Ibd)+H
fulfils Ψ
(
h−1
)
= Ψ(h)−1 = Φ(h)−1 = Φ
(
h−1
)
even though h−1(x) 6= h−1(y). 
The above Proposition 4.3 will guarantee the uniqueness of continuous calculi later on. The following
Nullstellensatz will also be important:
Proposition 4.4 Let X be a locally compact Hausdorff space, I a proper Su∗-algebra of continuous
functions on X and V a closed ideal of I. Define the closed subset Y := { y ∈ X ∣∣ ∀f∈V : f(y) = 0} of
X, then V = { f ∈ I ∣∣ ∀y∈Y : f(y) = 0} and V is especially a ∗-ideal.
Proof: As f(y) = 0 for all f ∈ V and all y ∈ Y by definition of Y , the inclusion “⊆” is clear.
Conversely, consider the case of a function f ∈ I that fulfils f(y) = 0 for all y ∈ Y , and define
gˆ := (p + 1)−1(|f | + 1)−1f , where p ∈ I+H is a proper function. In order to prove that f ∈ V, it is
sufficient to construct a sequence (gn)n∈N in V that converges against gˆ because V is a closed ideal of
I by assumption.
Fix n ∈ N. The estimate |gˆ(x)| < 1/(1 + n) holds for all x ∈ X∖p−1([0, n]). Because of this,
Kn :=
{
x ∈ X ∣∣ |gˆ(x)| ≥ 1/(1 + n)} is a closed subset of the compact p−1([0, n]), hence again
compact. Note that Kn ∩ Y = ∅, because gˆ is non-zero in all points of Kn but zero on Y . So for all
x ∈ Kn there exists an hx ∈ V with hx(x) 6= 0. The open sets
{
x˜ ∈ X ∣∣ hx(x˜) 6= 0} for all x ∈ Kn
cover Kn, so there exists M ∈ N and x1, . . . , xM ∈ Kn such that Kn ⊆
⋃M
m=1
{
x˜ ∈ X ∣∣ hxm(x˜) 6= 0}.
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Thus en :=
∑M
m=1 λh
∗
xmhxm ∈ V ∩ I+H fulfils en(x) > 0 for all x ∈ Kn and all choices of λ ∈ ]0,∞[,
hence even en(x) ≥ 1 for all x ∈ Kn if λ is chosen sufficiently large because Kn is compact.
The above construction yields a sequence (en)n∈N of functions in V ∩ I+H with the property that
en(x) ≥ 1 for all those x ∈ X and n ∈ N for which |gˆ(x)| ≥ 1/(1 + n). By multiplying each en with a
suitable function dn ∈ C (X)bd ⊆ I one can now construct a sequence N ∋ n 7→ gn := endn ∈ V that
converges against gˆ. One possible choice is
dn(x) :=


gˆ(x)/en(x) for all x ∈ X with en(x) ≥ 1
gˆ(x) for all x ∈ X with en(x) ≤ 1 ,
then gn(x) = gˆ(x) holds for all x ∈ X with |gˆ(x)| ≥ 1/(1 + n), and at the remaining points one has
|gn(x)| ≤ |gˆ(x)| < 1/(1 + n), hence |gn(x)− gˆ(x)| ≤ |gn(x)|+ |gˆ(x)| < 2/(1 + n). 
Recall that every locally compact Hausdorff space X is a Tychonoff space [7, Chap. 5, Thm. 18], i.e. X
is Hausdorff and for every closed subset Y of X and every x ∈ X\Y there exists a continuous function
f : X → [0, 1] such that f(x) = 1 and f(y) = 0 for all y ∈ Y . This yields:
Corollary 4.5 Let X be a locally compact Hausdorff space and I a proper Su∗-algebra of continuous
functions on X. Assigning to every closed subset Y of X the closed ∗-ideal VY :=
{
f ∈ I ∣∣ ∀y∈Y :
f(y) = 0
}
yields a bijection between the closed subsets of X and the closed ∗-ideals of I.
Proof: This mapping Y 7→ VY is surjective by the previous Proposition 4.4, and it is also injective: If
Y is a closed subset of X, then the set of all common zeros of the functions in VY is again Y , because
for every x ∈ X\Y there exists an f ∈ VY with f(x) = 1 as X is a Tychonoff space. 
Corollary 4.6 Let X be a locally compact Hausdorff space and I a proper Su∗-algebra of continuous
functions on X. If φ : I → C is a unital ∗-homomorphism, then there exists a unique xˆφ ∈ X such
that φ(f) = f(xˆφ) holds for all f ∈ I.
Proof: For all two points x1, x2 ∈ X with x1 6= x2 there exists a function fx1,x2 ∈ C (X)bd ⊆ I for
which fx1,x2(x1) 6= fx1,x2(x2) because X is a Tychonoff space.
Now let a unital ∗-homomorphism φ : I → C be given. Then the above already shows that xˆφ is
uniquely determined if it exists. As φ is especially positive, hence continuous, its kernel is a closed
∗-ideal of I and thus is of the form VY for some closed subset Y of X like in the previous Corollary 4.5.
As 1 /∈ VY , this closed subset Y is non-empty. Moreover, given x1, x2 ∈ X with x1 6= x2, then
φ
(
fx1,x2 − φ(fx1,x2)1
)
= 0 and therefore fx1,x2 − φ(fx1,x2)1 ∈ VY . This shows that x1 and x2 cannot
simultaneously be elements of Y , so Y consists of only one point, which we will denote by xˆφ. For all
f ∈ I it then follows from φ(f − φ(f)1) = 0 that f − φ(f)1 ∈ V{xˆφ}, so f(xˆφ) = φ(f)1(xˆφ) = φ(f).
Note that a statement analogous to the above Corollary 4.6 is not true if I = C (X)bd for non-compact
X, because the set of all unital ∗-homomorphisms from the commutative C∗-algebra C (X)bd to C is
weak-∗-compact as a consequence of the Banach-Alaoglu theorem. So the assumption that I+H contains
a proper function is crucial. Example 4.2 shows that this covers important function algebras outside
of the realm of commutative C∗-algebras.
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5 Universal Continuous Calculi I – Definitions
If X is a closed subset of RN with N ∈ N, then X is locally compact and the coordinate functions
prX,n : X → R, (x1, . . . , xN ) 7→ prX,n(x1, . . . , xN ) := xn with n ∈ {1, . . . , N} form a point-separating
subset of C (X)H. If the set X is clear from the context we write prn instead of prX,n. An intermediate
∗-subalgebra I of C (X) with prn ∈ I for all n ∈ {1, . . . , N} is especially a proper Su∗-algebra of
continuous functions on X because 1+
∑N
n=1 pr
2
n ∈ I+H is proper.
Definition 5.1 Let A be an Archimedean ordered ∗-algebra, N ∈ N and a1, . . . , aN ∈ AH, then a
continuous calculus for a1, . . . , aN is a triple (X,I,Φ) of a closed subset X of RN , an intermediate
∗-subalgebra I of C (X) with prn ∈ I for all n ∈ {1, . . . , N} and a unital ∗-homomorphism Φ: I → A
fulfilling Φ(prn) = an for all n ∈ {1, . . . , N}. In this case, Φ is also called the continuous calculus for
a1, . . . , aN on (X,I).
Even though it is not explicitly required in the definition, such a continuous calculus for an N -tuple of
Hermitian elements a1, . . . , aN can only exist if a1, . . . , aN are pairwise commuting, because the coor-
dinate functions pr1, . . . ,prN are pairwise commuting. As these are point-separating, Proposition 4.3
immediately yields the uniqueness of a continuous calculus (if it exists):
Proposition 5.2 Let A be an Archimedean ordered ∗-algebra, N ∈ N and a1, . . . , aN ∈ AH, as well
as (X,I,Φ) and (X,I,Ψ) two continuous calculi for a1, . . . , aN on (X,I), then Φ = Ψ.
Corollary 5.3 Let A be an Archimedean ordered ∗-algebra, N ∈ N and a1, . . . , aN ∈ AH, as well as
(X,I,Φ) and (X,J ,Ψ) two continuous calculi for a1, . . . , aN . Then Φ(f) = Ψ(f) for all f ∈ I ∩ J .
Proof: As I∩J is again an intermediate ∗-subalgebra of C (X) and prn ∈ I∩J for all n ∈ {1, . . . , N},
one can construct two new continuous calculi
(
X,I ∩ J ,Ξ) and (X,I ∩ J ,Ω) with Ξ,Ω: I ∩ J → A
defined as Ξ(f) := Φ(f) and Ω(f) := Ψ(f) for all f ∈ I ∩J . Then the previous Proposition 5.2 shows
that Ξ = Ω. 
However, there can still be many different continuous calculi for the same elements that are defined on
different proper Su∗-algebras of functions. This is addressed by the concept of a universal continuous
calculus:
Definition 5.4 Let A be an Archimedean ordered ∗-algebra, N ∈ N and a1, . . . , aN ∈ AH, then a
continuous calculus (Y,J ,Ψ) for a1, . . . , aN is called universal if every continuous calculus (X,I,Φ)
for a1, . . . , aN factors through (Y,J ,Ψ), i.e. X ⊇ Y and for every f ∈ I, the restriction f |Y of f to a
function on Y is an element of J and fulfils Ψ(f |Y ) = Φ(f).
It is immediately clear that the universal continuous calculus is uniquely determined (if it exists):
Proposition 5.5 Let A be an Archimedean ordered ∗-algebra, N ∈ N and a1, . . . , aN ∈ AH, as well
as (X,I,Φ) and (Y,J ,Ψ) two universal continuous calculi for a1, . . . , aN , then X = Y , I = J and
Φ = Ψ.
The universal continuous calculus (if it exists) is defined on the largest algebra of functions on the
smallest domain. This is even a sufficient criterium for a continuous calculus to be the universal one:
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Proposition 5.6 Let A be an Archimedean ordered ∗-algebra, N ∈ N and a1, . . . , aN ∈ AH as well as
(Y,J ,Ψ) a fixed continuous calculus for a1, . . . , aN . If every continuous calculus (X,I,Φ) for a1, . . . , aN
fulfils X ⊇ Y and f |Y ∈ J for all f ∈ I, then (Y,J ,Ψ) is the universal continuous calculus for
a1, . . . , aN .
Proof: Given a continuous calculus (X,I,Φ) for a1, . . . , aN , then it only remains to show that Φ(f) =
Ψ(f |Y ) holds for all f ∈ I . So define Ξ: I → A, f 7→ Ξ(f) := Ψ(f |Y ), then (X,I,Ξ) is clearly another
continuous calculus on (X,I), hence Φ = Ξ by Proposition 5.2. 
A universal continuous calculus is unique (if it exists), so it contains information about the algebra:
Definition 5.7 Let A be an Archimedean ordered ∗-algebra, N ∈ N and a1, . . . , aN ∈ AH such that
the universal continuous calculus (Y,J ,Ψ) exists. Then Y is called the spectrum of a1, . . . , aN and is
denoted by spec(a1, . . . , aN ) := Y ⊆ RN . Similarly, define F(a1, . . . , aN ) := J ⊆ C
(
spec(a1, . . . , aN )
)
as well as Γa1,...,aN := Ψ: F(a1, . . . , aN )→ A.
As a continuous calculus is a unital ∗-homomorphism from a proper Su∗-algebras of continuous functions
to an Archimedean ordered ∗-algebra A, the case that A is again a Su∗-algebra is clearly the most
relevant one. In this case, if (X,I,Φ) is a continuous calculus for a necessarily pairwise commuting N -
tuple of Hermitian elements a1, . . . , aN of a Su
∗-algebra A, then Φ is a unital ∗-homomorphism between
Su∗-algebras and thus is compatible not only with constructing polynomials of algebra elements or the
∗-involution, but also with constructing square roots, absolute values and all other finite suprema and
infima. E.g. Φ
(| · |) = |a| or Φ(√ · ) = √a hold in the special case N = 1 with a := a1 if the functions
| · | ∈ C (R) or √ · ∈ C ([0,∞[) are contained in I . Because of this, a universal continuous calculus can
simply be seen as a generalization of these constructions and the following definition is appropriate:
Definition 5.8 Let A be a Su∗-algebra, N ∈ N and a1, . . . , aN ∈ AH. If the universal continuous
calculus
(
spec(a1, . . . , aN ),F(a1, . . . , aN ),Γa1,...,aN
)
for a1, . . . , aN exists, then define
f(a1, . . . , aN ) := Γa1,...,aN
(
f |spec(a1,...,aN )
)
(5.1)
for all closed subsets X of RN containing spec(a1, . . . , aN ) and all f ∈ C (X) for which the restriction
f |spec(a1,...,aN ) to spec(a1, . . . , aN ) is an element of F(a1, . . . , aN ).
Note that the above definition especially applies to X = RN and all continuous functions f : RN → C
that are polynomially bounded in the following sense:
Definition 5.9 Let X be a closed subset of RN with N ∈ N, then a continuous function f : X → C
is called polynomially bounded if there exists a polynomial q ∈ C[t1, . . . , tN ]H such that |f(x)| ≤ |q(x)|
holds for all x ∈ X. The set of all polynomially bounded continuous functions on X will be denoted by
Cpol(X).
Of course, it is not hard to check that Cpol(X) is a proper Su
∗-algebra of continuous functions. It is
the real subalgebra Cpol
(
R
N
)
H
on which a functional calculus for complete Φ-algebras was constructed
in [2].
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6 The Spectrum
Before constructing universal continuous calculi, it is helpful to understand the properties of the spec-
trum in greater detail:
Lemma 6.1 Let A be an Archimedean ordered ∗-algebra, N ∈ N and a1, . . . , aN ∈ AH, as well as
(X,I,Φ) a continuous calculus for a1, . . . , aN . Define Y :=
{
y ∈ X ∣∣ ∀f ∈ ker Φ : f(y) = 0}, then Y
is a closed subset of RN . Moreover, define J as the set of restrictions of functions in I to Y , i.e.
J := { f |Y ∣∣ f ∈ I }, then J is an intermediate ∗-subalgebra of C (Y ) fulfilling prY,n ∈ J for all
n ∈ {1, . . . , N}. Finally, define Ψ: J → A, f |Y 7→ Ψ
(
f |Y
)
:= Φ(f), then Ψ is a well-defined injective
unital ∗-homomorphism. Together, (Y,J ,Ψ) is a continuous calculus for a1, . . . , aN .
Proof: It is clear that Y is closed. The kernel of Φ is a closed ∗-ideal because Φ is a unital ∗-homo-
morphism from a Su∗-algebra to an Archimedean ordered ∗-algebra, hence automatically positive
and continuous. So Proposition 4.4 applies and characterizes ker Φ as the vanishing ideal of Y ,
i.e. ker Φ =
{
f ∈ I ∣∣ ∀y∈Y : f(y) = 0}. Restricting functions on X to functions on Y , i.e.
C (X) ∋ f 7→ f |Y ∈ C (Y ), is a unital ∗-homomorphism and J is by definition the image of the
unital ∗-subalgebra I under this map, hence a unital ∗-subalgebra. It is even an intermediate ∗-subal-
gebra of C (Y ) because every g ∈ C (Y )bd can be extended to an f ∈ C (X)bd ⊆ I fulfilling f |Y = g
by Tietze’s extension theorem, so C (Y )bd ⊆ J . Of course, also prY,n = prX,n|Y ∈ J is fulfilled for all
n ∈ {1, . . . , N} because prX,n ∈ I .
As ker Φ contains the vanishing ideal of Y , the map Ψ: J → A is well-defined, and clearly is
a unital ∗-homomorphism because Φ is. Moreover, Ψ is injective because kerΦ even coincides with
the vanishing ideal of Y . It is also clear that Ψ(prY,n) = Ψ
(
prX,n|Y
)
= Φ(prX,n) = an holds for all
n ∈ {1, . . . , N}, so (Y,J ,Ψ) is a continuous calculus for a1, . . . , aN . 
Proposition 6.2 Let A be an Archimedean ordered ∗-algebra, N ∈ N and a1, . . . , aN ∈ AH. If the
universal continuous calculus for a1, . . . , aN exists, then Γa1,...,aN : F(a1, . . . , aN )→ A is injective and
an order embedding.
Proof: As Γa1,...,aN is a unital
∗-homomorphism and F(a1, . . . , aN ) a Su∗-algebra, it is sufficient to
show that Γa1,...,aN is injective. So let Y :=
{
y ∈ spec(a1, . . . , aN )
∣∣ ∀f ∈ ker Γa1,...,aN : f(y) = 0
}
,
then the previous Lemma 6.1 allows to construct a continuous calculus (Y,J ,Ψ) for a1, . . . , aN . Thus
spec(a1, . . . , aN ) ⊆ Y by the definition of the universal continuous calculus, which immediately shows
that the only element in the kernel of Γa1,...,aN is the constant 0-function. 
Corollary 6.3 Let A be an Archimedean ordered ∗-algebra, N ∈ N and a1, . . . , aN ∈ AH. Assume
that the universal continuous calculus for a1, . . . , aN exists and let a polynomial q ∈ C[t1, . . . , tN ]H be
given for which q(a1, . . . , aN ) ≥ 0, then spec(a1, . . . , aN ) ⊆
{
x ∈ RN ∣∣ q(x) ≥ 0}.
Proof: Let q˜ : RN → C, x 7→ q˜(x) := q(x) be the associated polynomial function, then q˜(a1, . . . , aN ) =
q(a1, . . . , aN ) ≥ 0 implies that q˜|spec(a1,...,aN ) ≥ 0 by the previous Proposition 6.2. 
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Proposition 6.4 Let A be an Archimedean ordered ∗-algebra, N ∈ N and a1, . . . , aN ∈ AH. If the
universal continuous calculus for a1, . . . , aN exists, then
R
N
∖
spec(a1, . . . , aN ) =
{
x ∈ RN
∣∣∣ ∑N
n=1
(xn1− an)2 is coercive
}
. (6.1)
Proof: Given x ∈ RN\ spec(a1, . . . , aN ), then there exists an ǫ ∈ ]0,∞[ such that
∑N
n=1(xn−yn)2 ≥ ǫ
for all y ∈ spec(a1, . . . , aN ) because spec(a1, . . . , aN ) is closed by definition. Consequently, the function
f := ǫ1C (RN )−
∑N
n=1(xn1C (RN )−prn)2 ∈ Cpol
(
R
N
)
fulfils f(y) ≤ 0 for all y ∈ spec(a1, . . . , aN ), hence
ǫ1A −
∑N
n=1(xn1A − an)2 = f(a1, . . . , aN ) = Γa1,...,aN
(
f |spec(a1,...,aN )
) ≤ 0 and ∑Nn=1(xn1A − an)2 is
coercive.
Conversely, given x ∈ RN such that ∑Nn=1(xn1A − an)2 is coercive, then there exists an ǫ ∈ ]0,∞[
such that ǫ1A ≤
∑N
n=1(xn1A − an)2. Define q ∈ C[t1, . . . , tN ]H as q :=
∑N
n=1(xn1 − tn)2 − ǫ1, then
q(a1, . . . , aN ) ≥ 0 and thus x /∈ spec(a1, . . . , aN ) by the previous Corollary 6.3 as q(x) = −ǫ < 0. 
In the one-dimensional case this also allows to describe the spectrum in the usual way:
Corollary 6.5 Let A be an Archimedean ordered ∗-algebra and a ∈ AH. If the universal continuous
calculus for a exists, then
R\ spec(a) = { λ ∈ R ∣∣ a− λ1 is invertible in A and (a− λ1)−1 ∈ Abd } . (6.2)
Proof: If λ ∈ R is such that a− λ1 is invertible in A with uniformly bounded inverse, then one sees
that ‖(a−λ1)−1‖∞ ∈ ]0,∞[ and (a−λ1)2 ≥ ‖(a−λ1)−1‖−2∞ 1 because (a−λ1)−2 ≤ ‖(a−λ1)−1‖2∞1.
The previous Proposition 6.4 now shows that λ ∈ R\ spec(a).
Conversely, given λ ∈ R\ spec(a), then pr − λ1F(a) ∈ F(a) is invertible in F(a) and its inverse is
uniformly bounded. So a−λ1A = Γa
(
pr−λ1F(a)
)
is invertible in A with uniformly bounded inverse.
In the two-dimensional case, one can identify R2 with C to obtain the usual description of the spectrum
of normal elements, i.e. of elements a of a ∗-algebra that fulfil a a∗ = a∗a, or equivalently, Re(a) Im(a) =
Im(a)Re(a).
Definition 6.6 Let A be an Archimedean ordered ∗-algebra, a ∈ A normal and assume that the univer-
sal continuous calculus for the tuple of Re(a) and Im(a) exists. Then spec
C
(a) is defined as the image
of spec
(
Re(a), Im(a)
)
under the homeomorphism R2 ∋ (x1, x2) 7→ x1 + ix2 ∈ C.
Proposition 6.7 Let A be an Archimedean ordered ∗-algebra, a ∈ A normal and such that the universal
continuous calculus for the tuple of Re(a) and Im(a) exists. Under the identification of spec
C
(a) and
spec
(
Re(a), Im(a)
)
from the previous Definition 6.6, the unital ∗-homomorphism Γ
C;a := ΓRe(a),Im(a) is
the unique one from the intermediate ∗-subalgebra F
C
(a) := F(Re(a), Im(a)) of C ( spec
C
(a)
)
to A that
maps idspec
C
(a) to a. Moreover, the spectrum can be described in the usual way as
C\ spec
C
(a) =
{
λ ∈ C ∣∣ a− λ1 is invertible in A and (a− λ1)−1 ∈ Abd } . (6.3)
Proof: As idspec
C
(a) = pr1 + i pr2, the complex condition ΓC;a
(
idspec
C
(a)
)
= a is equivalent to the two
real ones that ΓRe(a),Im(a)
(
pr1
)
= Re(a) and ΓRe(a),Im(a)
(
pr2
)
= Im(a). The characterization of Γ
C;a
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thus is a direct consequence of the uniqueness of continuous calculi from Proposition 5.2, and identity
(6.3) can be obtained from Proposition 6.4 analogously to (6.2) by using that (a − λ1)∗(a − λ1) =(
Re(a)− Re(λ)1)2 + (Im(a)− Im(λ)1)2 holds for all λ ∈ C. 
7 Universal Coercive Extensions
This section discusses the problem of extending a positive Hermitian linear and multiplicative map
defined on certain ∗-ideals to intermediate ∗-algebras, which will be helpful for the construction of
universal continuous calculi. We need a generalization of the notion of coercive elements:
Definition 7.1 Let A be an ordered ∗-algebra and p ∈ A+H coercive, then an element a ∈ A+H is called
p-coercive if there exists an ǫ ∈ ]0,∞[ such that ǫp ≤ a holds. The set of all p-coercive elements in A+H
will be denoted by Cp(A).
It is clear that the 1-coercive elements are simply those that are coercive in the usual sense. If A is
an ordered ∗-algebra and p ∈ A+H coercive, then a+ b ∈ Cp(A) for all a ∈ Cp(A) and all b ∈ A+H, and
every a ∈ AH is a difference of two p-coercive elements, e.g. a =
(
1
4(a+ 1)
2 + p
)− (14(a− 1)2 + p), so
the (complex) linear span of Cp(A) is whole A.
Recall that A+H is closed under commutative products if A is a symmetric Archimedean ordered
∗-algebra. This will be used several times in the following.
Definition 7.2 Let B be a symmetric and commutative Archimedean ordered ∗-algebra and H a ∗-ideal
of Bbd, as well as A an ordered ∗-algebra and φ : H → A a positive Hermitian linear and multiplicative
map. Then a coercive extension of (H, φ) is a tuple (I,Φ) consisting of an intermediate ∗-subalgebra
I of B that contains a coercive element p ∈ I+H with p−1 ∈ H, and a positive unital ∗-homomorphism
Φ: I → A that fulfils Φ(a) = φ(a) for all a ∈ H.
The following helpful fact will be used a lot in this section without mentioning it explicitly each time:
Lemma 7.3 Let B be a symmetric and commutative Archimedean ordered ∗-algebra, H a ∗-ideal of
Bbd as well as I an intermediate ∗-subalgebra of B and p ∈ I+H coercive with p−1 ∈ H. Then b−1 ∈ H
for all b ∈ Cp(I).
Proof: Given b ∈ Cp(I), then there exists ǫ ∈ ]0,∞[ such that ǫp ≤ b. Multiplication with ǫ−1b−1 ∈ B+H
shows that b−1p ≤ ǫ−11 holds as B+H is closed under commutative products. So b−1p ∈ Bbd and thus
b−1 = b−1pp−1 ∈ H. 
Proposition 7.4 Let B, H ⊆ B as well as A and φ : H → A be like in Definition 7.2. If (I,Φ) and
(I,Ψ) are two coercive extensions of (H, φ) to the same intermediate ∗-subalgebra I of B, then Φ = Ψ.
Proof: By assumption, there exists a coercive element p ∈ I+H with p−1 ∈ H. Given b ∈ Cp(I), then
b−1 ∈ H and Φ(b) = Φ(b−1)−1 = φ(b−1)−1 = Ψ(b−1)−1 = Ψ(b). As the linear span of Cp(I) is whole I ,
it follows that Φ = Ψ. 
However, even though a coercive extension to a fixed intermediate ∗-subalgebra is unique (if it exists),
there might be different extensions to different intermediate ∗-subalgebras. This leads to:
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Definition 7.5 Let B, H ⊆ B as well as A and φ : H → A be like in Definition 7.2. Then the universal
coercive extension of (H, φ) (if it exists) is the coercive extension (I,Φ) of (H, φ) with the following
property: If (J ,Ψ) is another coercive extension of (H, φ), then J ⊆ I and Ψ(a) = Φ(a) for all a ∈ J .
It is clear that such a universal coercive extension is unique (if it exists). A helpful sufficient condition
for a coercive extension to be the universal one is:
Lemma 7.6 Let B, H ⊆ B as well as A and φ : H → A be like in Definition 7.2, let (I,Φ) be a
coercive extension of (H, φ) and p ∈ I+H coercive with p−1 ∈ H. If every b ∈ Cp(B) for which φ(b−1) is
invertible in A is an element of I, then (I,Φ) is the universal coercive extension of (H, φ).
Proof: Assume that (J ,Ψ) is another coercive extension of (H, φ) and let p ∈ J+H be coercive with
p−1 ∈ H. Given b ∈ J , then (p+ (b+ ik1)∗(b+ ik1))−1 ∈ H for all k ∈ {0, 1, 2, 3}. It follows that
φ
((
p+ (b+ ik1)∗(b+ ik1)
)−1)
= Ψ
((
p+ (b+ ik1)∗(b+ ik1)
)−1)
= Ψ
((
p+ (b+ ik1)∗(b+ ik1)
))−1
is invertible in A, so p + (b + ik1)∗(b + ik1) ∈ I for all k ∈ {0, 1, 2, 3}. This has the consequence that
b = 14
∑3
k=0 i
k
(
p+(b+ik1)∗(b+ik1)
) ∈ I , thus J ⊆ I . Now consider Φ|J : J → A, the restriction of Φ
to J . Then (J ,Ψ) and (J ,Φ|J ) are both coercive extensions of φ, hence Ψ = Φ|J by Proposition 7.4.
This also gives a hint at how to construct a universal coercive extension. For this we need:
Lemma 7.7 Let I be a commutative ordered ∗-algebra, p ∈ I+H coercive as well as S a subset of Cp(I)
fulfilling p ∈ S and b + c ∈ S, bc ∈ S as well as λb ∈ S for all b, c ∈ S and all λ ∈ ]0,∞[. Moreover,
let A be an ordered ∗-algebra as well as ϕ˜ : S → A a map such that ϕ˜(p) is coercive and such that
ϕ˜(b + c) = ϕ˜(b) + ϕ˜(c), ϕ˜(bc) = ϕ˜(b) ϕ˜(c) as well as ϕ˜(λb) = λ ϕ˜(b) hold for all b, c ∈ S and all
λ ∈ ]0,∞[. If the real linear span of S is whole IH, then there exists a (necessarily unique) unital
∗-homomorphism Φ: I → A that fulfils Φ(b) = ϕ˜(b) for all b ∈ S.
Proof: If the real linear span of S is whole IH, then every b ∈ IH can be expressed as a difference of
two elements of S because S 6= ∅ is closed under addition and under multiplication with scalars from
]0,∞[. So define ΦH(b) := ϕ˜(b(+))− ϕ˜(b(−)) for all b ∈ IH with b(+), b(−) ∈ S such that b(+) − b(−) = b.
One can check that this is indeed well-defined and that the map IH ∋ b 7→ ΦH(b) ∈ AH is R-linear
and fulfils ΦH(bc) = ΦH(b)ΦH(c) for all b, c ∈ IH. Moreover, ΦH(1I)2 = ΦH(12I) = ΦH(1I) implies
0 ≤ (1A − ΦH(1I))2 = 1A − ΦH(1I), but also
0 =
(
ΦH(1I)− 1A
)
λΦH(p)
(
ΦH(1I)− 1A
) ≥ (ΦH(1I)− 1A)1A (ΦH(1I)− 1A) = 1A − ΦH(1I)
for sufficiently large λ ∈ ]0,∞[, so ΦH(1I) = 1A. Extending ΦH to a C-linear map Φ: I → A thus
yields a unital ∗-homomorphism that extends ϕ˜ by construction. 
Lemma 7.8 Let A be a symmetric Archimedean ordered ∗-algebra and a ∈ A+H invertible. Then all
b ∈ A+H that commute with a and fulfil a ≤ b are also invertible in A.
Proof: As a and b commute and as A+H is closed under commutative products, it follows from a ≤ b
that 1 ≤ a−1b = b a−1, so a−1b is coercive, hence invertible in A. As a consequence, b is also invertible
with b−1 = (a−1b)−1a−1 = a−1(b a−1)−1. 
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Proposition 7.9 Let B be a symmetric and commutative Archimedean ordered ∗-algebra and H a
∗-ideal of Bbd, as well as A a symmetric Archimedean ordered ∗-algebra and φ : H → A a positive
Hermitian linear and multiplicative map. Then the universal coercive extension (I,Φ) of (H, φ) exists if
and only if there exists a coercive p ∈ B+H with p−1 ∈ H such that φ
(
p−1
)
is invertible in A and φ(p−1)−1
coercive. If this is the case, then I is the linear span of the set { b ∈ Cp(B) ∣∣ φ(b−1) is invertible in A}.
Proof: If the universal coercive extension (I,Φ) of (H, φ) exists, then there exists a coercive p ∈ I+H
such that p−1 ∈ H, and φ(p−1) = Φ(p−1) = Φ(p)−1 shows that φ(p−1) is invertible in A. Its inverse
φ(p−1)−1 = Φ(p) is coercive because Φ is positive by definition. Conversely, assume that there exists
a coercive p ∈ B+H with p−1 ∈ H such that φ
(
p−1
)
is invertible in A and φ(p−1)−1 coercive. It remains
to construct the universal coercive extension (I,Φ) of (H, φ):
Let S be the set of all b ∈ Cp(B) for which φ(b−1) is invertible in A. Then p ∈ S by assumption and
clearly λb ∈ S for all b ∈ S and all λ ∈ ]0,∞[. Given b ∈ (Bbd)+H, then p+b ∈ Cp(B) but also p+b ≤ λp
for a sufficiently large λ ∈ ]0,∞[. Using that B+H is closed under commutative products, it follows that
p−1 ≤ λ (p+ b)−1 and thus φ(p−1) ≤ φ(λ (p + b)−1), so p+ b ∈ S by the previous Lemma 7.8.
Given b1, b2 ∈ S, then there exists an ǫ ∈ ]0,∞[ such that b1 ≥ ǫ1B and b2 ≥ ǫ1B hold, hence
b1b2 = (b1 − ǫ1B)(b2 − ǫ1B) + ǫ2(b1 + b2) + ǫ2(b1 + b2 − 2ǫ) ≥ ǫ2(b1 + b2). A first consequence of this
is that b1b2 ∈ Cp(B), and as φ
(
(b1b2)
−1
)
= φ
(
b−12
)
φ
(
b−11
)
is invertible in A, it follows that b1b2 ∈ S.
Moreover, this also shows that (b1b2)
−1 ≤ 2
ǫ
(b1 + b2)
−1, so φ
(
(b1b2)
−1
) ≤ φ(2
ǫ
(b1 + b2)
−1
)
and thus
b1 + b2 ∈ S by the previous Lemma 7.8.
These properties of S show that the linear span I of S in B is an intermediate ∗-subalgebra of B:
From S ⊆ BH it follows that I is stable under · ∗. All b ∈ Bbd can be decomposed as b =
∑3
k=0 i
kbk with
b0, b1, b2, b3 ∈ S, e.g. as bk := 14(b+ ik1)∗(b+ ik1) + p, so Bbd ⊆ I , especially 1 ∈ I . If b1, b2 ∈ I , then
also b1 + b2 ∈ I and b1b2 ∈ I because S is closed under addition and under (algebra-)multiplication.
Lemma 7.7 now allows to construct a unital ∗-homomorphism Φ: I → A by constructing its
restriction ϕ˜ to S. So define ϕ˜(b) := φ
(
b−1
)−1
for all b ∈ S, then ϕ˜(p) = φ(p−1)−1 is coercive
and clearly ϕ˜(λb) = λ ϕ˜(b) for all λ ∈ ]0,∞[ and all b ∈ S. If b1, b2 ∈ S, then ϕ˜(b1b2) = φ
(
b−12 b
−1
1
)−1
=
φ
(
b−11
)−1
φ
(
b−12
)−1
= ϕ˜(b1) ϕ˜(b2). Moreover, as 0 ≤ (b1+ b2)−1b1 ≤ 1 and 0 ≤ (b1+ b2)−1b2 ≤ 1, hence
p−1(b1 + b2)
−1b1, p
−1(b1 + b2)
−1b2 ∈ H hold, if follows that
φ
(
p−1
)
φ
(
(b1 + b2)
−1
) (
ϕ˜(b1) + ϕ˜(b2)
)
=
= φ
(
p−1(b1 + b2)
−1
)
φ
(
b−11
)−1
+ φ
(
p−1(b1 + b2)
−1
)
φ
(
b−12
)−1
= φ
(
p−1(b1 + b2)
−1b1
)
φ
(
b−11
)
φ
(
b−11
)−1
+ φ
(
p−1(b1 + b2)
−1b2
)
φ
(
b−12
)
φ
(
b−12
)−1
= φ
(
p−1(b1 + b2)
−1b1 + p
−1(b1 + b2)
−1b2
)
= φ
(
p−1
)
,
so
(
ϕ˜(b1) + ϕ˜(b2)
)
φ
(
(b1 + b2)
−1
)
= φ
(
(b1 + b2)
−1
) (
ϕ˜(b1) + ϕ˜(b2)
)
= 1 as φ
(
p−1
)
is invertible, and
therefore ϕ˜(b1+b2) = φ
(
(b1+b2)
−1
)−1
= ϕ˜(b1)+ ϕ˜(b2). Lemma 7.7 thus shows that ϕ˜ can be extended
to a unital ∗-homomorphism Φ: I → A. Now let b ∈ H ∩ B+H ⊆ (Bbd)+H be given, then b+ p ∈ S and
p−1 − (b+ p)−1 = bp−1(b+ p)−1 implies
φ
(
p−1
)− φ((b+ p)−1) = φ(p−1 − (b+ p)−1) = φ(bp−1(b+ p)−1) = φ(b)φ(p−1)φ((b+ p)−1) ,
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hence
Φ(b) = φ
(
(b+ p)−1
)−1 − φ(p−1)−1 = (φ(p−1)− φ((b+ p)−1))φ((b+ p)−1)−1 φ(p−1)−1 = φ(b) .
For general b ∈ H this implies that
Φ(b) =
Φ(p)
4
3∑
k=0
ikΦ
(
p−1(b+ ik1)∗(b+ ik1)
)
=
φ(p−1)−1
4
3∑
k=0
ikφ
(
p−1(b+ ik1)∗(b+ ik1)
)
= φ(p−1)−1 φ
(
p−1b
)
= φ(b) ,
so Φ and φ coincide on whole H.
Finally Φ is positive: Indeed, given b ∈ I+H , then b + p ≥ p implies (b + p)−1p−1 ≤ p−2. Note
that (b + p)−1p−1, p−2 ∈ H ∩ B+H , so φ
(
(b + p)−1p−1
) ≤ φ(p−2). As A+H is closed under commutative
products, it follows that Φ(b)Φ(p) = Φ
(
(b + p)p
) − Φ(p2) = φ((b + p)−1p−1)−1 − φ(p−2)−1 ≥ 0 and
thus Φ(b) ≥ 0 because Φ(p)−1 = φ(p−1) is positive.
So (I,Φ) is indeed a coercive extension of (H, φ), and by Lemma 7.6, it is even the universal coercive
extension. 
8 Universal Continuous Calculi II – Construction
The construction of unversal continuous calculi can be done in two steps, first for bounded elements
and then for general ones. In both cases, a method that allows to construct the universal continuous
calculus out of a more general continuous calculus will be helpful:
Lemma 8.1 Let A be an Archimedean ordered ∗-algebra, N ∈ N and a1, . . . , aN ∈ AH, as well as
(X,I,Φ) a continuous calculus for a1, . . . , aN . Define J :=
{
f ∈ C (RN) ∣∣ f |X ∈ I } and Ψ: J → A,
f 7→ Ψ(f) := Φ(f |X). Then (RN ,J ,Ψ) is again a continuous calculus for a1, . . . , aN .
Proof: This is an immediate consequence of the observation that the restriction map C
(
R
N
)→ C (X),
f 7→ f |X is a unital ∗-homomorphism. 
Proposition 8.2 Let A be an Archimedean ordered ∗-algebra, N ∈ N and a1, . . . , aN ∈ AH, and let(
R
N ,I,Φ) be a continuous calculus for a1, . . . , aN as well as p ∈ C (RN )+H coercive. Assume that I has
the following property: Whenever f ∈ C (RN)+
H
is p-coercive and Φ(f−1) invertible in A, then f ∈ I.
Then Lemma 6.1 yields the universal continuous calculus for a1, . . . , aN , i.e. the universal continuous
calculus for a1, . . . , aN exists and is given by spec(a1, . . . , aN ) =
{
x ∈ RN ∣∣ ∀f ∈ ker Φ : f(x) = 0},
F(a1, . . . , aN ) =
{
f |spec(a1,...,aN )
∣∣ f ∈ I } and Γa1,...,aN (f |spec(a1,...,aN )) = Φ(f) for all f ∈ I.
Proof: Lemma 6.1 already shows that (Y,J ,Ψ) with Y := { y ∈ RN ∣∣ ∀f ∈ ker Φ : f(y) = 0} and
J := { f |Y ∣∣ f ∈ I } as well as Ψ: J → A, f |Y 7→ Ψ(f |Y ) := Φ(f) is a well-defined continuous calculus
for a1, . . . , aN . It only remains to show that this is the universal one.
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So let a continuous calculus (Z,K,Ξ) for a1, . . . , aN be given. Using the previous Lemma 8.1,
construct the continuous calculus
(
R
N ,L,Ω) for a1, . . . , aN with L =
{
f ∈ C (RN) ∣∣ f |Z ∈ K} and
Ω: L → A, f 7→ Ω(f) := Ξ(f |Z). The uniqueness of continuous calculi, more precisely Corollary 5.3,
guarantees that Ω and Φ coincide on the intersection of L and I , hence especially on C (RN )bd. It
follows that Y ⊆ Z: Indeed, for all x ∈ RN\Z there exists an f ∈ C (RN )bd with f(x) 6= 0 and
f(z) = 0 for all z ∈ Z because Z is closed, hence Φ(f) = Ω(f) = Ξ(f |Z) = Ξ(0) = 0 shows x ∈ RN\Y .
Moreover, given a p-coercive f ∈ L+H, then f−1 ∈ C (RN )bd and Φ
(
f−1
)
= Ω
(
f−1
)
= Ω(f)−1 shows
that Φ
(
f−1
)
is invertible in A, thus f ∈ I . As L is the linear span of the p-coercive elements in L+H, it
follows that L ⊆ I . So given g ∈ K, then there exists f ∈ L ⊆ I with f |Z = g by Tietze’s extension
theorem, which implies g|Y = f |Y ∈ J and Ξ(g) = Ω(f) = Φ(f) = Ψ
(
f |Y
)
= Ψ
(
g|Y
)
. 
We can now proceed to the construction of the universal continuous calculus for uniformly bounded
and pairwise commuting Hermitian elements of a Su∗-algebra. While this is essentially well-known
from the theory of C∗-algebras, an elementary construction is included here for sake of completeness.
If ρ ∈ ]0,∞[, then the N -fold cartesian product [−ρ, ρ]× · · · × [−ρ, ρ] will be denoted by [−ρ, ρ]N .
Moreover, if A is a ∗-algebra, M ∈ N and b1, . . . , bM ∈ AH pairwise commuting elements, then
{∑
ℓ∈(N0)M
λℓ
∏M
m=1
bℓmm
∣∣∣ λℓ ∈ [0,∞[ for all ℓ ∈ (N0)M and λℓ 6= 0 for only finitely many ℓ
}
(8.1)
is called the semialgebra generated by b1, . . . , bM . It is clearly the smallest (with respect to inclusion)
subset ofA that contains 1 as well as b1, . . . , bM and that is closed under addition, algebra-multiplication
and multiplication with scalars from [0,∞[. The following lemma is a consequence of Handelman’s
Positivstellensatz, but can also be proven by applying a much more elementary theorem of Pólya as
discussed in the appendix:
Lemma 8.3 Let A be a uniformly bounded Archimedean ordered ∗-algebra, N ∈ N and a1, . . . , aN ∈
AH pairwise commuting. Then there exists a ρ ∈ ]0,∞[ such that the canonical unital ∗-homomorphism
C[t1, . . . , tN ] ∋ q 7→ q(a1, . . . , aN ) ∈ A is positive with respect to the [−ρ, ρ]N -pointwise order on
C[t1, . . . , tN ].
Proof: Let σ := max
{‖a1‖∞, . . . , ‖aN‖∞, 1}. By Handelman’s Positivstellensatz [4, Thm. 1.3], every
polynomial q ∈ C[t1, . . . , tN ]H ∼= R[t1, . . . , tN ] that fulfils q(x) > 0 for all x ∈ [−ρ, ρ]N is in the
semialgebra generated by σ1+ t1, . . . , σ1+ tN and σ1− t1, . . . , σ1− tN in C[t1, . . . , tN ] if one chooses
ρ := σ. Alternatively, this also holds by applying Proposition A.2 from the appendix if one chooses
ρ := Nσ.
So endow C[t1, . . . , tN ] with the [−ρ, ρ]N -pointwise order and let q ∈ C[t1, . . . , tN ]+H be given.
Then
(
q + ǫ1
C[t1,...,tN ]
)
(x) ≥ ǫ > 0 holds for all x ∈ [−ρ, ρ]N and all ǫ ∈ ]0,∞[ and the above
shows that q(a1, . . . , aN ) + ǫ1A =
(
q + ǫ1
C[t1,...,tN ]
)
(a1, . . . , aN ) is in the semialgebra generated by
σ1A + a1, . . . , σ1A + aN and σ1A − a1, . . . , σ1A − aN in A. As −σ1A ≤ an ≤ σ1A holds for all
n ∈ {1, . . . , N} and as A+H is closed under commutative products because A is uniformly bounded
and Archimedean, this semialgebra is a subset of A+H. Consequently, q(a1, . . . , aN ) + ǫ1A ≥ 0 for all
ǫ ∈ ]0,∞[ and therefore q(a1, . . . , aN ) ≥ 0 because A is Archimedean. 
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Similar and more detailed results for pointwise orders also on more general subsets of RN can be
obtained by applying the general versions of the various Positivstellensätze for polynomials. See also [1]
for some elementary proofs thereof in the compact case.
Proposition 8.4 Let A be a Su∗-algebra, N ∈ N and a1, . . . , aN ∈ (Abd)H pairwise commuting, then
the universal continuous calculus for a1, . . . , aN exists, spec(a1, . . . , aN ) is compact, F(a1, . . . , aN ) =
C
(
spec(a1, . . . , aN )
)
and Γa1,...,aN (f) ∈ {a1, . . . , aN}′′ ∩ Abd for all f ∈ F(a1, . . . , aN ).
Proof: By the previous Lemma 8.3 there exists a ρ ∈ ]0,∞[ such that the canonical unital ∗-homo-
morphism C[t1, . . . , tN ] ∋ q 7→ q(a1, . . . , aN ) ∈ Abd is positive with respect to the [−ρ, ρ]N -pointwise or-
der on C[t1, . . . , tN ]. Write φ : C[t1, . . . , tN ] ∋ q 7→ q(a1, . . . , aN ) ∈ Abd for this positive unital ∗-homo-
morphism and K := [−ρ, ρ]N . It is clear that the image of φ is even a subset of {a1, . . . , aN}′′ ∩ Abd,
which is a closed commutative unital ∗-subalgebra of Abd, hence complete with respect to the norm
‖ · ‖∞. Similarly, the Archimedean ordered ∗-algebra C[t1, . . . , tN ] with the K-pointwise order is uni-
formly bounded, and its completion with respect to the norm ‖ · ‖∞ can be identified with C (K) by
the Stone-Weierstraß theorem (where the monomials tn correspond to the coordinate functions prn).
As φ is positive, it is also continuous and thus extends in a unique way to a continuous unital
∗-homomorphism Φ: C (K) → {a1, . . . , aN}′′ ∩ Abd ⊆ A. The resulting triple
(
K,C (K),Φ
)
clearly is
a continuous calculus for a1, . . . , aN . Using Lemma 8.1 one can now construct a continuous calculus(
R
N ,C (RN ),Ψ
)
for a1, . . . , aN with Ψ(f) = Φ
(
f |K
) ∈ {a1, . . . , aN}′′ ∩ Abd for all f ∈ C (RN). But
then Proposition 8.2 applies and shows that the universal continuous calculus for a1, . . . , aN exists and
that Γa1,...,aN (f) ∈ {a1, . . . , aN}′′ ∩ Abd for all f ∈ F(a1, . . . , aN ). As there also exists a continuous
calculus on
(
K,C (K)
)
, it follows that spec(a1, . . . , aN ) ⊆ K, so the spectrum is compact and thus
F(a1, . . . , aN ) = C
(
spec(a1, . . . , aN )
)
. 
In order to construct the universal continuous calculus for general pairwise commuting and Hermitian
elements a1, . . . , aN of a Su
∗-algebra, the stereographic parametrisation of the sphere can be used
to (reversibly) map these possibly unbounded elements to N + 1 bounded ones, to which the above
Proposition 8.4 can be applied:
Given N ∈ N, then define the unit N -sphere SN := { y ∈ RN+1 ∣∣ ∑N+1n=1 y2n = 1}, its north pole
Θ∞ := (0, . . . , 0, 1) ∈ SN , as well as the stereographic parametrisation Θ: RN → SN\{Θ∞},
x 7→ Θ(x) :=
(
2x1 p(x)
−1, . . . , 2xN p(x)
−1,
(
x21 + · · · + x2N − 1
)
p(x)−1
)
, (8.2)
where p : RN → ]0,∞[ is defined as
x 7→ p(x) := x21 + · · ·+ x2N + 1 . (8.3)
Moreover, define the set of continuous functions on RN that vanish at∞,
HN :=
{
f ∈ C (RN) ∣∣∣ ∀ǫ∈ ]0,∞[ ∃K ⊆RN compact ∀x∈RN\K : |f(x)| ≤ ǫ
}
. (8.4)
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Lemma 8.5 Given N ∈ N, then the stereographic parametrisation Θ: RN → SN\{Θ∞} is a well-
defined homeomorphism whose inverse is Θ−1 : SN\{Θ∞} → RN ,
(y1, . . . , yN , yN+1) 7→ Θ−1(y1, . . . , yN , yN+1) =
(
y1
1− yN+1 , . . . ,
yN
1− yN+1
)
. (8.5)
Moreover, the subset HN of C
(
R
N
)
is a ∗-ideal of C (RN )bd. Finally, the pullback with Θ, i.e. the
map Θ∗ : C
(
S
N
)→ C (RN),
f 7→ Θ∗(f) := f ◦Θ , (8.6)
is an injective unital ∗-homomorphism and restricts to a linear Hermitian and multiplicative isomor-
phism between the ∗-ideal
{
f ∈ C (SN) ∣∣ f(Θ∞) = 0} of C (SN) and HN .
Proof: Using
∑N
n=1(2xn)
2 +
(∑N
n=1 x
2
n − 1
)2
=
(∑N
n=1 x
2
n + 1
)2
= p(x)2 for all x ∈ RN , it is easy
to check that Θ is well-defined, i.e. that Θ(x) ∈ SN\{Θ∞}. One can also check that Θ−1 ◦ Θ =
id
R
N and Θ ◦ Θ−1 = id
S
N\{Θ∞} holds with Θ
−1 : SN\{Θ∞} → RN given by (8.5) by using that
1− (x21 + · · ·+ x2N − 1) p(x)−1 = 2p(x)−1 and that
(
p ◦Θ−1)(y1, . . . , yN , yN+1) = 2/(1 − yN+1). So Θ
is indeed bijective with inverse Θ−1, and a homeomorphism as Θ and Θ−1 are continuous.
It is clear that Θ∗ is a unital ∗-homomorphism from C
(
S
N
)
to C
(
R
N
)
, even to C (RN )bd as
C
(
S
N
)
is uniformly bounded due to the compactness of SN . As the image of Θ is dense in SN ,
this pullback Θ∗ is injective, hence restricts to a linear Hermitian and multiplicative isomorphism
from the ∗-ideal
{
f ∈ C (SN) ∣∣ f(Θ∞) = 0} of C (SN) to its image. Checking that the image of{
f ∈ C (SN) ∣∣ f(Θ∞) = 0} under Θ∗ is indeed HN is straight-forward if one uses that a subset S
of SN that contains Θ∞ is open if and only if S
N\S is compact. This also shows that HN is a linear
subspace of C (RN )bd and stable under the ∗-involution. Finally, HN is even a ∗-ideal of C (RN )bd:
Given h ∈ HN and f ∈ C (RN )bd as well as ǫ ∈ ]0,∞[, then |h(x) f(x)| ≤ ǫ holds for all x ∈ RN\K,
where K is a compact subset of RN fulfilling |h(x)| ≤ ǫ(‖f‖∞ + 1)−1 for all x ∈ RN\K. So hf ∈ HN
as well. 
Theorem 8.6 Let A be a Su∗-algebra, N ∈ N and a1, . . . , aN ∈ AH pairwise commuting. Then
the universal continuous calculus for a1, . . . , aN exists and f(a1, . . . , aN ) ∈ {a1, . . . , aN}′′ holds for all
f ∈ F(a1, . . . , aN ).
Proof: Using Proposition 8.2, the universal continuous calculus for a1, . . . , aN can be obtained from
a suitable continuous calculus
(
R
N ,I,Φ) for a1, . . . , aN , which itself can be constructed as a universal
coercive extension like in Proposition 7.9 of a suitable positive Hermitian linear and multiplicative map
φ : HN → A. In Detail:
With the notation introduced above, let (Θ∗)−1 : HN →
{
f ∈ C (SN) ∣∣ f(Θ∞) = 0} be the
inverse of the restriction of Θ∗ to a linear Hermitian and multiplicative isomorphism between the
∗-ideals
{
f ∈ C (SN) ∣∣ f(Θ∞) = 0} and HN . Moreover, define
a˜n := 2an
(
1A +
∑N
n=1
a2n
)−1
for all n ∈ {1, . . . , N}
and a˜N+1 :=
(∑N
n=1
a2n − 1A
)(
1A +
∑N
n=0
a2n
)−1
.
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Then a˜1, . . . , a˜N+1 are pairwise commuting Hermitian elements of A and fulfil
∑N+1
n=1 a˜
2
n = 1A. Con-
sequently, a˜1, . . . , a˜N+1 are uniformly bounded, so the universal continuous calculus for a˜1, . . . , a˜N+1
exists by Proposition 8.4, and spec(a˜1, . . . , a˜N+1) ⊆ SN by applying Corollary 6.3 to the two inequali-
ties
∑N+1
n=1 a˜
2
n − 1A ≤ 0 and
∑N+1
n=1 a˜
2
n − 1A ≥ 0. This allows to define φ : HN → A as
φ(h) := Γa˜1,...,a˜N+1
(
(Θ∗)−1(h)|spec(a˜1,...,a˜N+1)
)
.
As Γa˜1,...,a˜N+1 , (Θ
∗)−1 and restricting functions from SN to spec(a˜1, . . . , a˜N+1) are positive Hermitian
linear and multiplicative maps, φ is also positive Hermitian linear and multiplicative.
Now note that p =
∑N
n=1 pr
2
n + 1C (RN ) ∈ C
(
R
N
)+
H
is a proper coercive function and that the
identities Θ∗
(
1
2(1C (SN ) − prN+1)
)
= 12
(
1C (RN ) − (prN+1 ◦ Θ)
)
= p−1 as well as Θ∗
(
1
2prn
)
= prn p
−1
for all n ∈ {1, . . . , N} hold. So
φ
(
p−1
)
= Γa˜1,...,a˜N+1
(1
2
(
1C (SN ) − prN+1
)∣∣
spec(a˜1,...,a˜N+1)
)
=
1
2
(
1A − a˜N+1
)
=
(
1A +
∑N
n=1
a2n
)−1
and
φ
(
prn p
−1
)
= Γa˜1,...,a˜N+1
(1
2
prn
∣∣
spec(a˜1,...,a˜N+1)
)
=
a˜n
2
= an
(
1A +
∑N
n=1
a2n
)−1
hold. This especially shows that φ
(
p−1
)
is invertible in A and φ(p−1)−1 coercive, hence Proposition 7.9
can be applied to φ to construct the universal coercive extension (I,Φ) of (HN , φ). Then I is an
intermediate ∗-subalgebra of C
(
R
N
)
containing p and Φ: I → A is a unital ∗-homomorphism that
fulfils Φ(f) = φ(f) for all f ∈ HN . As |prn| ≤ p, hence prn ∈ I , holds for all n ∈ {1, . . . , N},
the tripel
(
R
N ,I,Φ) is a continuous calculus for the Hermitian and pairwise commuting elements
Φ(pr1), . . . ,Φ(prN ). These elements are indeed Φ(prn) = Φ(p)Φ
(
prn p
−1
)
= φ(p−1)−1 φ
(
prn p
−1
)
= an
for all n ∈ {1, . . . , N}, i.e. (RN ,I,Φ) is a continuous calculus for a1, . . . , aN .
If f ∈ C (RN )+H is p-coercive and Φ
(
f−1
)
invertible in A, then Proposition 7.9 also shows that
f ∈ I . So Proposition 8.2 applies and guarantees that the universal calculus for a1, . . . , aN exists with
F(a1, . . . , aN ) =
{
f |spec(a1,...,aN )
∣∣ f ∈ I } and Γa1,...,aN (f |spec(a1,...,aN )) = Φ(f) for all f ∈ I .
It remains to show that Γa1,...,aN
(
f |spec(a1,...,aN )
) ∈ {a1, . . . , aN}′′, i.e. that Φ(f) ∈ {a1, . . . , aN}′′,
for all f ∈ I . So note that a˜1, . . . , a˜N+1 ∈ {a1, . . . , aN}′′, hence {a˜1, . . . , a˜N+1}′′ ⊆ {a1, . . . , aN}′′.
This together with Proposition 8.4 shows that φ(f) ∈ {a1, . . . , aN}′′ for all f ∈ HN , and thus Φ(f) =
φ(f−1)−1 ∈ {a1, . . . , aN}′′ for all f ∈ Cp
(I). As the linear span of Cp(I) is whole I , it follows that
indeed Φ(f) ∈ {a1, . . . , aN}′′ for all f ∈ I . 
A first application concerns positivity of polynomials: One important step in the construction of
universal continuous calculi was Lemma 8.3, which shows that polynomials of uniformly bounded and
pairwise commuting Hermitian elements are positive under certain circumstances. This can now be
made much more precise:
Corollary 8.7 Let A be a Su∗-algebra, N ∈ N and a1, . . . , aN ∈ AH pairwise commuting. If
spec(a1, . . . , aN ) has non-empty interior, then the canonical unital
∗-homomorphism C[t1, . . . , tN ]→ A,
q 7→ q(a1, . . . , aN ) is positive with respect to the spec(a1, . . . , aN )-pointwise order on C[t1, . . . , tN ].
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Proof: This is just the automatic positivity of the universal continuous calculus Γa1,...,aN restricted to
polynomial functions. 
Note that the condition that spec(a1, . . . , aN ) has non-empty interior is only needed to ensure that
C[t1, . . . , tN ] with the spec(a1, . . . , aN )-pointwise order is a well-defined ordered
∗-algebra. It can be
dropped if one works with the more general quasi-ordered ∗-algebras from [9] instead.
The above Corollary 8.7 indeed generalizes Lemma 8.3: If A is a uniformly bounded Archimedean
ordered ∗-algebra, then ‖ · ‖∞ is a C∗-norm on A and A can be embedded as a dense unital ∗-subalgebra
in its completion Acpl. This (topological) embedding is even an order embedding if one endows Acpl
with the order whose convex cone of positive elements (Acpl)+H is the closure of A+H in Acpl. As addition
and multiplication are continuous with respect to the norm ‖ · ‖∞, this order turns Acpl into an ordered
∗-algebra. As Acpl is a C∗-algebra, hence especially a Su∗-algebra, and as the order on Su∗-algebras
in uniquely determined by [9, Prop. 9.7], A can thus be order embedded into a Su∗-algebra and
Corollary 8.7 applies.
However, ifA is a general (not necessarily uniformly bounded) Archimedean ordered ∗-algebra, then
it is not clear whether A can be order embedded in a Su∗-algebra at all, and thus whether Corollary 8.7
applies. Necessary conditions for this are that A is reasonably ordered and that A+H is closed under
commutative products, as these conditions are inherited by unital ∗-subalgebras of Su∗-algebras.
There is also a possibility to represent some commutative Su∗-algebras as proper Su∗-algebras of
continuous functions on a closed subset of RN , which is a trivial observation by now:
Definition 8.8 A commutative Su∗-algebra A is called small if there exists N ∈ N and a1, . . . , aN ∈
AH for which the universal continuous calculus Γa1,...,aN : F(a1, . . . , aN )→ A is surjective.
Proposition 8.9 Let A be a small commutative Su∗-algebra, then there exists a faithful representation
Φ of A as a proper Su∗-algebra of continuous functions I on a closed subset X of RN , i.e. an invertible
unital ∗-homomorphism Φ from A to I.
Proof: There exist N ∈ N and a1, . . . , aN ∈ AH such that Γa1,...,aN : F(a1, . . . , aN )→ A is surjective.
By Proposition 6.2, Γa1,...,aN is also injective and an order embedding, hence invertible. So one can
choose X := spec(a1, . . . , aN ), I := F(a1, . . . , aN ) and Φ := (Γa1,...,aN )−1. 
A Positivity of Polynomials
In order to extend the polynomial calculus of pairwise commuting Hermitian elements to a continuous
calculus, Lemma 8.3 with a result about polynomials that are strictly positive on a compact subset of
R
N was used. For convenience of the reader, a proof is provided here.
Some notation from Section 8 is used, especially generated semialgebras. Moreover, the usual
multi-index notation is applied, so NN0 := (N0)
N with N ∈ N and
|k| :=
N∑
n=1
kn , k! :=
N∏
n=1
kn! ,
(
k
ℓ
)
:=
N∏
n=1
(
kn
ℓn
)
=
N∏
n=1
kn!
ℓn!(kn − ℓn)! and x
k :=
N∏
n=1
xknn (A.1)
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for all k, ℓ ∈ NN0 and all x ∈ R and every ring R. For every polynomial q ∈ C[t1, . . . , tN ], its
coefficients will be denoted by qℓ ∈ C with ℓ ∈ NN0 such that q =
∑
ℓ∈NN
0
qℓ t
ℓ. Furthermore, NN0 is
ordered componentwise, i.e. if k, ℓ ∈ NN0 , then k ≤ ℓ means kn ≤ ℓn for all n ∈ {1, . . . , N}. The main
tool is a theorem by Pólya, [5, Thm. 56], the proof is copied for convenience of the reader:
Lemma A.1 If N ∈ N and if q ∈ C[t1, . . . , tN ]H is a polynomial that is homogeneous of degree d and
such that q(x) > 0 for all x ∈ [0,∞[N with x1 + · · · + xN > 0, then there is an exponent e ∈ N0 such
that the polynomial (t1 + · · · + tN )eq has only non-negative coefficients, i.e. (t1 + · · ·+ tN )eq is in the
semialgebra generated by t1, . . . , tN in C[t1, . . . , tN ].
Proof: Define the function ψ : RN ×R→ R,
(x1, . . . , xN , y) 7→ ψ(x1, . . . , xN , y) :=
∑
ℓ∈NN
0
, |ℓ|=d
qℓ
N∏
n=1
ℓn−1∏
in=0
(
xn − iny
)
,
then for all m ∈ NN0 the identity
ψ(m, 1) =
∑
ℓ∈NN
0
, |ℓ|=d, ℓ≤m
qℓ
N∏
n=1
ℓn−1∏
in=0
(
mn − in
)
=
∑
ℓ∈NN
0
, |ℓ|=d, ℓ≤m
qℓ ℓ!
(
m
ℓ
)
holds. The multinomial theorem now allows to express (t1 + · · ·+ tN )eq for arbitrary e ∈ N0 as
(t1 + · · · + tN )eq =
∑
k∈NN
0
|k|=e
e!
k!
tk
∑
ℓ∈NN
0
|ℓ|=d
qℓ t
ℓ =
∑
k∈NN
0
, |k|=e
ℓ∈NN
0
, |ℓ|=d
e! qℓ ℓ!
(
k + ℓ
ℓ
)
tk+ℓ
(k + ℓ)!
=
∑
m∈NN
0
|m|=d+e
e!ψ(m, 1)
tm
m!
and in order to complete the proof one has to show that there is an e ∈ N0 such that ψ(m, 1) ≥ 0 for
all m ∈ NN0 with |m| = d+ e.
It is immediately clear that ψ(x, 0) = q(x) holds for all x ∈ RN and that ψ is a polynomial function
that is homogeneous of degree d. Now write S :=
{
x ∈ RN ∣∣ x ≥ 0 and x1 + · · · + xN = 1}, then
q(x) > 0 holds for all x ∈ S by assumption. Moreover, µ := minx∈S ψ(x, 0) = minx∈S q(x) > 0 exists
because S is compact. By continuity of ψ, for every xˆ ∈ S there thus exists an ǫxˆ ∈ ]0,∞[ such that
ψ(x, y) ≥ µ/2 holds for all y ∈ [−ǫxˆ, ǫxˆ] and all x from a neighbourhood of xˆ in RN . Using again
that S is compact one sees that there even exists an ǫ ∈ ]0,∞[ such that ψ(x, y) ≥ µ/2 holds for all
y ∈ [−ǫ, ǫ] and all x ∈ S. So if e is sufficiently large such that 1/(d+ e) ≤ ǫ, then indeed
ψ(m, 1) = (d+ e)d ψ
(
m1
d+ e
, . . . ,
mN
d+ e
,
1
d+ e
)
> 0
holds for all m ∈ NN0 with |m| = d+ e. 
This yields the positivity result for polynomials that is relevant for this article:
Proposition A.2 If N ∈ N, ρ ∈ ]0,∞[ and if q ∈ C[t1, . . . , tN ]H is a polynomial fulfilling q(x) > 0 for
all x ∈ [−Nρ,Nρ]N , then q is in the semialgebra generated by ρ1+t1, . . . , ρ1+tN and ρ1−t1, . . . , ρ1−tN
in C[t1, . . . , tN ].
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Proof: Let d ∈ N0 be the degree of q (which is clearly a non-zero polynomial) and construct a
homogeneous polynomial q˜ ∈ C[a1, . . . , aN , b1, . . . , bN ]H as
q˜ =
∑
ℓ∈NN
0
, |ℓ|≤d
qℓ
(
1
2Nρ
)d−|ℓ|( N∑
n=1
an +
N∑
n=1
bn
)d−|ℓ| N∏
n=1
(
an − bn
2
)ℓn
.
Now given x, y ∈ [0,∞[N such that at least one of x or y is unequal 0, then r :=∑Nn=1 xn+∑Nn=1 yn > 0
and −r ≤ xn − yn ≤ r holds for all n ∈ N. Thus
q˜(x, y) =
∑
ℓ∈NN
0
, |ℓ|≤d
qℓ
(
r
2Nρ
)d−|ℓ| N∏
n=1
(
xn − yn
2
)ℓn
=
(
r
2Nρ
)d ∑
ℓ∈N0, |ℓ|≤d
qℓ
N∏
n=1
(
(xn − yn)Nρ
r
)ℓn
=
(
r
2Nρ
)d
q
(
(x1 − y1)Nρ
r
, . . . ,
(xN − yN )Nρ
r
)
> 0
and the previous Lemma A.1 shows that there exists an exponent e ∈ N0 such that the polynomial
Q :=
(∑N
n=1 an+
∑N
n=1 bn
)e
q˜ is an element of the semialgebra generated by a1, . . . , aN and b1, . . . , bN
in C[a1, . . . , aN , b1, . . . , bN ]. Consequently, q = (2Nρ)
−eQ(ρ1 + t1, . . . , ρ1 + tN , ρ1− t1, . . . , ρ1 − tN )
is in the semialgebra generated by ρ1+ t1, . . . , ρ1+ tN and ρ1− t1, . . . , ρ1− tN in C[t1, . . . , tN ]. 
Note that this result can be refined: Handelman’s Positivstellensatz [4, Thm. 1.3] shows that the
assumption that q is strictly positive on [−ρ, ρ]N is already sufficient, and it also applies to more general
cases of polynomials that are strictly positive on compact polytopes. See also [1] for an elementary
proof that refines the argument of the above Proposition A.2.
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