We develop a new method for showing that a given sequence of random variables verifies an appropriate law of the iterated logarithm. Our tools involve the use of general estimates on multidimensional Wasserstein distances, that are in turn based on recently developed inequalities involving Stein matrices and transport distances. Our main application consists in the proof of the exact law of the iterated logarithm for the Hermite variations of a fractional Brownian motion in the critical case.
Introduction

Overview
The aim of the present paper is to develop a new technique for proving laws of the iterated logarithm (LIL) for general sequences of random variables, possibly having the form of partial sums of random elements displaying some strong form of dependence. One of the main contributions of our work consists in a collection of sufficient conditions for the LIL to hold, expressed either in terms of uniform controls on the (multidimensional) Wasserstein distance between the elements of the sequence and some Gaussian counterpart, or in terms of some underlying collection of Stein matrices (see Definition 2.1 below). Stein matrices can be roughly described as arrays of random variables verifying a generalised integration by parts formula: they appear naturally when implementing the so-called Stein's method for normal approximations, see [24] for an introduction to this topic. One of the key technical tools developed in our work is the new inequality (3.4) , that we believe has a remarkable independent interest, providing an explicit bound on the multidimensional Kolmogorov distance in terms of the 1-Wasserstein distance, where the involved constants display a logarithmic dependence in the dimension. In the proof of our main estimates, we shall often make use of the recent findings from [18, 21] , where a new connection between Stein matrices and information functionals has been revealed, thus yielding new bounds on transport distances.
In what follows, every random element is defined on a common probability space (Ω, F , IP).
Motivation: fractional Hermite variations in the critical regime
Let B H = {B t : t ∈ IR} be a standard fractional Brownian motion on the real line with Hurst parameter H ∈ (0, 1) k , k ∈ Z, and denote by {H q : q = 0, 1, ...} the usual collection of Hermite polynomials (so that H 0 = 1, H 1 (x) = x, H 2 (x) = x 2 − 1, and so on; see e.g. [24, Section 1.4]). We are interested in the asymptotic behaviour of the so-called Hermite variations of B H , that is, we want to study random sequences of the type n → V n := [12, 30] ) If H > 1 − 1/2q, then the sequence n q(1−H)−1 V n converges in distribution to a nonGaussian random variable, having a so-called 'Hermite distribution'. (c) (CLT in the critical regime, see e.g. [13] ) If H = 1 − 1/2q, then, for some appropriate constant σ q > 0, (n log n) −1/2 V n converges in distribution to a centered Gaussian random variable with variance σ 2 q . The reader is referred to [24, Section 7.4 ] for a unified modern presentation of these phenomena. The following question is therefore natural: can one associate an exact law of the iterated logarithm (LIL) to each one of the convergence results described at Points (a), (b) and (c)? It turns out that, although an appropriate LIL has been shown in the two cases (a) and (b) (see the discussion below), none of the available techniques can be used to deal with the critical case (c). It will be demonstrated that our new approach exactly allows to fill this important gap.
We will now provide a discussion of the available results concerning LILs for subordinated Gaussian sequences.
Case (a). Let Z = {Z k : k ∈ Z} be a centered stationary Gaussian sequence, and let f be a measurable and square-integrable mapping. Since the seminal results by Breuer and Major (see [7] , as well as [24, Chapter 7] ), many authors tried to deduce criteria on f and Z ensuring that, for some adequate finite constant σ > 0,
with probability one. Relying on a seminal paper of Lai and Stout [17] which provides conditions for the upper-bound of the iterated logarithm for general partial sums of dependent random variables, and by using systematically the so-called 'method of moments', Arcones [2] and Ho [14] obtained LILs for non-linear functionals of general Gaussian fields. First, Ho [14] has provided criteria for the upper bound only, by expressing the conditions of Lai and Stout in terms of the covariance of Z and the coefficients of the Hermite expansion of f . Next, Arcones [2] has extended the results of Ho, in particular by obtaining exact lower bounds. The key idea developed by Arcones in order to obtain lower bounds, is to consider Gaussian stationary sequences of the form 1) and next to use the classical law of the iterated logarithm for locally dependent sequences by a truncation argument. It turns out that some of the results by Arcones contain the exact law of LIL associated with the CLT at Point (a). Indeed, whereas it is not obvious at first glance, one can represent the increments of the B H in the form (1.1) (see for instance [15] ). Besides, the coefficients in the expansion (1.1) are such that a k ∼ 
with probability one.
Case (b). The question of the iterated logarithm in this setup was partially solved by Taqqu in [28] . Later on, Lai and Stout [17] gave criteria for upper bounds, whereas the complete law of the iterated logarithm was proved by Mori and Oodaira in [22] . Namely, if
Case (c). The first LIL ever proved for the critical regime (c) will appear in Theorem 2.4 below: the proof is based on the novel approach developed in the present work. Note that, so far, there has been no attempt to prove a LIL in this delicate context. We believe indeed that it would be not possible (or, at least, technically very demanding) to extend the approaches by Arcones [2] and Mori and Oodaira in [22] to deal with this case. One plausible explanation for this impasse is that, in both cases (a) and (b), the convergence in distribution takes place at an algebraic speed in n (with respect e.g. to the Kolmogorov distance, see e.g. [24, p. 146] ). However, it is known since [4, p. 381] that the speed of convergence is logarithmic in the critical regime (c), and such a rate is sharp. A careful analysis of the proofs of Mori Oodaira and Arcones reveals that most arguments in their approach are based on 'polynomial' estimates in the truncations, derived from upper bounds on moment sequences: as they are, such estimates are of no help for dealing with a logarithmic speed of convergence. In contrast, our approach allows one to obtain a simple and transparent proof of the LIL stated in Theorem 2.4, thus by-passing at once the difficulties mentioned above.
Stationary Gaussian sequences
As a by-product of our analysis, in Theorem Theorem 2.2 we shall obtain a very general LIL for a stationary Gaussian sequence Z. To our knowledge, the most general LIL for a stationary Gaussian sequence is due again to Arcones [1] . In such a reference, the author shows that the LIL holds under the condition that k |ρ(k)| < ∞, where ρ is the correlation function of Z (this covers the result of Deo [10] ). Other conditions were given in [16, 28] which are similar to the condition we provide in the Theorem 2.2, in the sense that it is required that the variance of the sequence of partial sums is asymptotically equivalent to a sequence of the type n α L(n), where L is a slowly varying function. We stress that there is an important difference between our work and some of the existing literature, namely: we do not need any further assumptions on the function L, whereas both references [16, 28] need some additional technical requirements on L. Finally, we stress that our condition covers the findings of [1] , see corollary 2.1 below. Our findings support the conjecture that the law of the iterated logarithm in this setting holds under the only assumption that the variance is regularly varying (meaning that assumption 2.12 below can be dropped).
Remark on notation
Throughout the paper, we shall use standard notations from Malliavin calculus -the reader is referred to [24, Chapters 1 and 2] for a standard introduction to this topic. In particular, given an isonormal Gaussian process G = {G(h) : h ∈ H} over some real separable Hilbert space H, we shall denote by D and δ, respectively, the Malliavin derivative and divergence operators. Also, we shall write L to indicate the generator of the associated Ornstein-Uhlenbeck semigroup. We recall that a squareintegrable functional F of G is said to belong to the qth Wiener chaos associated with G (for q = 0, 1, 2, ...) if LF = −qF . We shall use in the sequel that the Wiener chaos is hypercontractive [19, p. 56] , meaning that for any s > 0 one has:
Plan
The paper is organized as follows. Section 2 contains the statements of our main results. Section 3 is devoted to some preliminary mate-rial, whereas Section 4 and 5 contain the proofs, respectively, of our theoretical results and of our findings connected to applications.
Statement of the main results
Troughout the present section, we will consider a sequence
of real-valued random variables that are defined on a common probability space (Ω, F , IP). We make the convention that X 0 = 0, and we assume that the elements of the sequence X are centered, i.e., that IE[X n ] = 0 for all n ≥ 1. In general, the capital letter C stands for a general constant which may vary from line to line; its dependency on other parameters at hand will be emphasised whenever it is important.
Given two random elements Z, Y with values in IR
, is defined as follows:
where the supremum runs over all rectangles of the form
between the laws of Z and Y is given by
where the infimum runs over all 2d-dimensional vectors (U, V) such
The value of the dimensional parameter d, which does not appear in the notation W θ (Z, Y), will be always clear from the context. Given two sequences of real numbers (u n ) n≥1 and (v n ) n≥1 , the notation u n ∼ v n means that lim n→∞ u n v n = 1.
A general law of the iterated logarithm
We shall now introduce a collection of assumptions, that will enter the statements of our main results.
(A1) The sequence X verifies Assumption (A1) if there exists a slowly varying function L (see [6, p. 14] for definition) and a function g : N → IR + such that for some a ∈]0, 1]
and for some C > 0 and all n 1 < n 2
(A2) We shall say the X verifies Assumption (A2) if, for every pair of integers n, p ≥ 1,
(A3) Let G be a one-dimensional standard Gaussian random variable, let X verify assumption (A1), and let g : IR + → IR + be the corresponding function. We say that X verifies Assumption (A3) if there exist constants C, λ > 0 such that, for all θ ≥ 1,
where α(1) = 1 and α(θ) = (θ − 1) 1 2 for θ > 1, and moreover
for every n 2 > n 1 . 
For simplicity we write
the random vector or size d of increments of X along the subsequence n ↑ . We say that the sequence X verifies Assumption (A4) if for some fixed q > 1, every α > 0 and every d, m ≥ 1, there exists some constant C α,q such that
where G stands for a d-dimensional vector of i.i.d. centered standard Gaussian random variables.
Remark 2.1. Roughly speaking, assumption (A4) expresses the fact that the normalized increments of X taken at the particular scale q i 1+α , behave as independent Gaussian. Moreover, the error in this approximation for the Wasserstein distance is logarithmic in the size of the smallest increment (n 2 − n 1 ).
The next statement is one of the main achievements of the present paper.
Theorem 2.1. Assume that the sequence {X n : n ≥ 1} satisfies the four assumptions (A1)-(A4). Then,
where the mapping g appears in Assumption (A1).
Remark 2.2.
As demonstrated below, the Assumption (A3) expresses a sort of hypercontractivity. However, an inspection of the proof of the Theorem 2.1 reveals that the mere Assumptions (A1), (A2) and (A4) are enough to ensure that
where
Checking the assumptions by means of Stein matrices
We will now show how one can check the validity of Assumptions (A2)-(A4) of the previous section by using the concept of a Stein matrix associated with a given random vector. As discussed below, such a notion is particularly well adapted for dealing with the normal approximation of functionals of general Gaussian fields. 6) or, equivalently,
, for every i, j = 1, ..., d. Finally, we stress that, in dimension d = 1 the Stein matrix τ is simply a real-valued mapping, which is customarily called a Stein factor.
The next statement provides an explicit connection between properties of Stein matrices and the law of the iterated logarithm stated in the previous section.
Proposition 2.1. Let X = {X n : n ≥ 1} be the sequence of centered random variables introduced in the previous section. Assume that X verifies Assumption (A1) (for some adequate mapping g), and also that the following properties hold:
(ii) There exists q > 1 such that, for every α > 0, there exists a constant C α,q > 0 verifying the inequalities
and
for every d ≥ 1 and every increasing collection of integers of the type
we have adopted the notation (2.2), whereas τ n ↑ = {τ i,j } is the Stein matrix associated with Y n ↑ . (iii) There exist constants C, λ > 0 such that, for all θ ≥ 1,
10)
for every n 1 < n 2 , where τ stands for the Stein factor of
. Then, X verifies assumptions (A2), (A3) and (A4). Remark 2.3. If the random sequence X = {X n : n ≥ 1} is composed of functionals of an isonormal Gaussian process G = {G(h) : h ∈ H} and if each X n lies in the domain of the Malliavin derivative operator D , then the previous assumption (i) is always fulfilled by taking
where L −1 stands for the pseudo-inverse of the Ornstein-Uhlenbeck generator. In particular, if the sequence X belongs to the qth Wiener chaos of G (and therefore L −1 X n = −q −1 X n for every n), one has the simple representation
Again, we refer the reader e.g. to [21] for a concise exposition of the required notions and to the monograph [24, 25] for more details.
Remark 2.4. When {X n : n ≥ 0} lies in a finite sum of Wiener chaoses, Assumption (iii) is particularly easy to check. Indeed, using hypercontractivity properties (see equation 1.2) , it is sufficient to check equation (2.10) only in the case θ = 2. This case is indeed covered by Assumption (ii).
LIL for Gaussian sequences
As a first application of our main results, we shall prove a general version of the law of the iterated logarithm for a centered stationary Gaussian sequence {Z k : k ≥ 1} with correlation function r(k) := IE[Z n Z n+k ]. We write X n = n k=1 Z k . The following statement is the main result of the section.
, where a ∈ (0, 1) and L is a slowly varying function. Moreover, we assume that
Then, we have the following law of the iterated logarithm
Remark 2.5. We emphasize that the condition (2.12) is strongly related to the fact that g(n) is regularly varying. This can be seen from the equation
We conjecture that assumption (2.12) can indeed be removed, but such an improvement seems difficult for the time being.
The next corollary generalizes some results contained in [1, 10, 16, 28] : to our knowledge, it corresponds to the most general statement for stationary Gaussian sequences available in the literature. The fact that 
LIL in the
(2.14)
Then, Theorem 2.1 with g(n) ∼ √ n implies that there exists a positive constant l such that
Here, In this case,
Preliminaries
In this section, we gather together several useful statements, that are needed in order to prove our main results.
A result by Lai and Stout
As anticipated in the Introduction, one of the key contributions of the present paper is a new technique, allowing one to deduce exact lower bounds in the LIL for possibly dependent sequences. For upper bounds, our principal tool will be a classical result by Lai and Stout [17, Lemma 1] , that we reformulate in a way that is convenient for our discussion.
Lemma 3.1 (Lemma 1 in [17]).
Let the sequence X = {X n : n ≥ 1} verify Assumption (A1) (for some appropriate mapping g) and Assumption (A2) of Section 2.1, and assume that the following two conditions hold:
(a) For every 0 < ǫ < 1, there exist ǫ ′ , K > 0 such that, for n, a ∈ IN large enough,
(b) There exist numbers θ, K ′ > 0 and B > 1 such that, for a and n large enough,
Then, with IP-probability one,
Remark 3.1. In view of the assumptions on the mapping g appearing in (A1), one has always that lim inf
and also that, for every ǫ > 0, there exists ρ < 1 such that lim sup 
Comparison of multivariate Kolmogorov and 1-Wasserstein distances
The next result, which is of independent interest, is a crucial step in our approach. We emphasise that the logarithmic dependence on the dimension in the forthcoming estimate (3.4) is absolutely necessary for achieving the proof of our main results. 
Let us be given a positive parameter ǫ > 0. We have the following inequalities (where we set for simplicity x ∞ := max i=1,··· ,d |x i | and
Indeed, by definition of the Wasserstein's distance and without loss of generality, we may choose a coupling (X, G) such that IE X − G = W 1 (X, G). In order to estimate the first term, we set
One has
Besides, one has
To estimate θ d we follow an iterative scheme. Namely, one has
We are left to estimate the maximum of the next univariate function
We have
implying that the maximum of h is reached when t 1 = θ d−1 . From theses facts, we obtain the following recursion.
We will now show that the previous inequality entails that θ d ≤ 2 log(d + 1).
We proceed with induction on d.
2 log 2. Let us assume now that d ≥ 2, a straightforward computation implies that f is increasing. Therefore,
The same strategy can be implemented to deduce an analogous bound for IP(G ≤ t) − IP(X ≤ t). Putting these facts together, we have showed that, for every ǫ > 0,
A standard argument of optimization implies the desired bound.
When d = 1, one recovers from (3.4) the inequality d K (X, G) ≤ c W 1 (X, G), where c = 3(log 2) 1/4 ≈ 2.737. This estimate is slightly worse than the usual bound d K (X, G) ≤ 2 W 1 (X, G), see e.g. [24, formula (C.2.6)] and the references therein.
Bounds on Wasserstein and Kolmogorov distances in terms of Stein matrices
We will use the bounds contained in the forthcoming statement. Part (a) corresponds to Proposition 3.5 in [18] , while Part (b) follows from a standard application of the one-dimensional Stein's method (see e.g. 
Note that, for θ = 1, the estimate (4.5) basically corresponds to the main finding of [20] , that was obtained by using the multidimensional Stein's method. A shown in [18] , the proof of such a bound for a general θ > 1 requires the use of tools from information theory.
Proofs of the main theoretical results
4.1 Proof of Theorem 2.1
Proof of the upper bound
Let g(n) be the mapping appearing in Assumption (A1). We shall prove that, under (A3), both Conditions (a) and (b) in the statement of Lemma 3.1 are verified, thus implying that the asymptotic upper bound (3.1) holds with probability one.
Verification of Condition (a)
. Fix integers a, n such that 2 log log n > 1, as well as a real number p ≥ 1. In view of Assumption (A3), there exists on some auxiliary probability space a coupling (U, V ) such that
The Markov inequality yields therefore that, for every ǫ ∈ (0, 1),
where we have used the basic estimate IP[V ≥ c] ≤ e −c 2 /2 , for every c > 1. Since, the previous bound is valid for any p, one can choose 2p = log log n. We now claim that, for n sufficiently large, 2 log log n ǫ log log n (log log n) log log n C (log log n)
To see this, just observe that the logarithm of the left hand side of the previous expression is given by log log n × log 2 ǫ + log log log n + log C + λ log log log n − (log log n) 2 ∼ − (log log n) 2 , whereas the logarithm of the right hand side is given by
log log(n).
In view of these relations, we conclude immediately that Condition (a) is verified (for some appropriate K ≥ 1, by choosing ǫ
If n is such that 2 log log n > 1, the same coupling strategy as above yields the bound: for every x > 1
where p ≥ 1 is arbitrary and the coupling (U, V ) verifies the bound (4.1). We now choose p = 2 −1 log log n, and we shall verify that each of the summands on the right-hand side of the previous inequality is less than 1 x log log n for n large enough. The logarithm of the first summand is − x 2 2 log log n, which is less than − log log n log x for every x > 0.
On the other hand, the logarithm of the second summand is log log n log 2 + log log log n + log C +λ log log log n − (log log n) 2 − log log n log x.
which also verifies the desired inequality, since log log n (log 2 + log log log n + log C + λ log log log n)−(log log n) 2 < 0.
The above computations show that Condition (b) is verified for B = θ = 1, and some appropriate K ′ ≥ 2.
Proof of the lower bound
Let q > 1 be the real number appearing in Assumption (A4). For any ǫ > 0, we select a strictly positive number α ǫ > 0 in such a way that the following condition holds:
We need some further notation. Let d ≥ 1, and let p = 1, 2, ... be an arbitrary integer. We define the d-dimensional vector:
We also write
We consider a sequence of i.i.d. standard Gaussian random variables {G i : i ≥ 1}, and define
Finally, we introduce the set
We shall now prove that A p is realized infinitely often with IP-probability one. This is indeed the most difficult part of the proof. Indeed, because of lack of independence of the increments of {X n } n , one can not simply use the Borel-Cantelli Lemma. However, the assumption (A4) expresses the fact that, at the particular scale q p 1+αǫ , the increments become sufficiently decorrelated to get the desired result. In order to prove it, we need to translate the amount of information contained in (A4) in terms of Kolmogorov distance between the vector of increments and a Gaussian target. This delicate procedure will rely on Theorem 3.4 and Proposition 3.1. We are therefore naturally led to write the following estimates (where C q,ǫ is a constant which only depends on (q, ǫ) and that may change from line to line):
(by using (3.4))
On the other hand, exploiting the independence of the events B i , log IP
where we have used that, if
x . Now we choose η > 0 such that 1
2 . The existence of η is indeed supported by the condition 4.2. We have
This implies that log IP
We can now take d = p x : if x > 1 then the first term in the right hand side of the above inequality tends to zero as p tends to infinity. To deal with the second term, we infer that
This term goes to zero when p tends to infinity if x < 1 + α ǫ . As a matter of fact, for any 1 < x < 1 + α ǫ , we have shown that
The fact claimed above, namely that A p is realized infinitely often with probability one, follows at once from the observation that for all k ≥ 1
We now proceed towards the end of the proof. Recall that we have shown that, almost surely, one has infinitely often that
For simplicity, we set ψ(t) = g(t) √ 2 log log t. First, we will prove that, for any α > 0, one has that
To accomplish this task, we use Assumption (A3) to deduce that
By the triangle inequality and inequality (4.4), we get
Hence, since 1 + α > 1, the first sum converges. So, one is left to show that the second sum converges as well. Indeed, using the bound IP(G > t) ≤ e − t 2 2 for t ≥ 1, we have that, for k large enough,
By virtue of the first Borel-Cantelli Lemma, we can now infer that, for p large enough, one has
Coming back to (4.3), we deduce that almost surely we have infinitely often
Therefore, almost surely,
To obtain the last equality, we have used the fact that
which can be easily deduced from the Karamata integral representation of the slowly varying function L (see e.g. [6, p. 14]).
Proof of Proposition 2.1
We have to check that, under the assumptions in the statement, the three conditions (A2), (A3) and (A4) are verified.
Proof of (A4). Proposition 3.1 implies that
where τ n ↑ = {τ i,j : i, j = 1, ..., p} is the Stein matrix of Y n ↑ . The conclusion follows at once from the Cauchy-Schwarz inequality, as well as Assumption (ii) in the statement.
Proofs connected to applications
In what follows we shall implicitly use the following elementary fact. Let Z = {Z k : k ∈ Z} be a centered stationary Gaussian sequence. Then, it is a classical result (use e.g. the results discussed in [24, Section 2.1]) that one can always find an isonormal Gaussian process G = {G(h) : h ∈ H} such that the separable Hilbert space H contains a sequence {h k : k ∈ Z} having the property that {G(h k ) : k ∈ Z} has the same distribution as Z.
Proof of Theorem 2.2
We have to check that properties (A1) and (i), (ii) and (iii) in Proposition 2.1 are verified. First of all we observe that, since the sequence X is Gaussian, then every vector of the type Y n ↑ has a Stein matrix given by its own covariance. In view of this fact, it is immediate to check that all the required properties are verified, provided one can show that, for all j ≥ i,
. Now, in view of our assumptions, for all n 2i−1 ≤ k ≤ n 2i ,
and also
where we have used the fact that
ǫ for any ǫ > 0 (see [16, Theorem 4.4] ). Choosing ǫ small enough leads at once to the desired conclusion.
Proofs of Theorem 2.3 and Theorem 2.4
For the sake of brevity, we will only focus on the more delicate case of Theorem 2.4, as the non-critical case can be treated in the same way (and is also proved in [2, Proposition 1]). We will check that Assumption (A1) is verified, together with properties (i), (ii) and (iii) in the statement of Proposition 2.1. We adopt the same notations as in 2.14, we set H = 1 − 1 2q , and
and we set g(n) := ln log(n).
In view of the papers [7, 11, 13] , it is well known that
Checking (A1). First, by using the stationarity of the increments of a fractional Brownian motion, we infer that
One immediately deduces that
Now we observe that the covariance function ρ H of the Gaussian sequence {Z k } k∈Z is given by
and therefore verifies the following straightforward asymptotic relation: As a consequence, we have only to show that
To do so, we use the relations
where γ stands for the Euler-Mascheroni constant appearing in the asymptotic development of the harmonic series.
Checking (i) in Proposition 2.1. A consequence of the previous discussion is that X n can be represented as a sequence of elements of the q-th Wiener chaos associated with some isonormal Gaussian process G = {G(h) : h ∈ H}. The existence of the required Stein matrices follows immediately from relation (2.11).
Checking (ii) in Proposition 2.1. Recall once again the explicit expression of the Stein matrix for chaotic random variables given in (2.11). Now, in [24, p. 146] it is proved that, writing σ By the triangle inequality, we have
As a consequence, one infers that IE .
It follows that, .
We apply such an estimate to log(n j − x)dx ≤ C g(n i − n i−1 )g(n j − n j−1 ) log(n j − n i−1 )(n i − n i−1 ) ≤ C log(n j − n i−1 ) log(n i − n i−1 ) log(n j − n j−1 ) ≤ C log(n i − n i−1 ) log n j + log(1 − is a bounded sequence which gives the desired bound.
Checking (iii) in Proposition 2.1. Such an assumption is a straightforward application of (5.3) and hypercontractivity (see 1.2).
