Abstract: Accurate wind speed forecasting is a fundamental element of wind power prediction. Thus, a new hybrid wind speed forecasting model, using variational mode decomposition (VMD), the partial autocorrelation function (PACF), and weighted regularized extreme learning machine (WRELM), is proposed to improve the accuracy of wind speed forecasting. First, the historic wind speed time series is decomposed into several intrinsic mode functions (IMFs). Second, the partial correlation of each IMF sequence is analyzed using PACF to select the optimal subfeature set for particular predictors of each IMF. Then, the predictors of each IMF are constructed in order to enhance its strength using WRELM. Finally, wind speed is obtained by adding up all the predictors. The experiment, using real wind speed data, verified the effectiveness and advancement of the new approach.
Introduction
Wind energy has been gaining more and more attention from all over the world as a renewable and clean energy source due to an increasing consumption of fossil energy and the pressure of environmental protection [1] [2] [3] [4] . However, wind power is severely intermittent, volatile, and stochastic. It is not conducive to the safe and stable operation of the traditional electrical grid, power system generation planning, and economic electric power dispatch. Therefore, large-scale grid-connected operations should be based on accurate wind speed forecasting results in order to reduce wind power fluctuations in power systems. Accurate wind speed forecasting can improve the accuracy of wind power prediction; therefore, research on wind speed forecasting has significance and application value [5, 6] .
Existing wind speed forecasting methods can be divided into ultra-short-term, short-term, medium-term, and long-term forecasts from the forecast time scale [7] . Short-term wind speed forecasting is an important basis for the economic electric power dispatch of wind power grids. It helps to improve power quality and to maintain the reliability and stability of power grids. The short-term wind speed forecasting model can be divided into three types: statistical, physical, and intelligent models [8] [9] [10] [11] [12] [13] .
The statistical model is built through analysis of the correlation between the wind speed data of each time point in the wind speed series. Linear mathematical models, such as the auto regressive (AR) method [14] and auto regressive integrated moving average (ARIMA) [15] , are established using the functional relationship between historical wind speed data and output wind speeds. Statistical used to measure the degree of a time series and to remove autocorrelation interference [35, 38] . The IMF sequence generated by the VMD treatment has a certain correlation and stability; therefore, the optimal input vector of the predictor for each IMF can be separately determined by PACF.
A new hybrid method of short-term wind speed prediction, using VMD, PACF, and WRELM, is proposed. First, VMD is used to decompose the wind speed sequence and to obtain relatively stable IMFs. This step reduces the influence of the random and fluctuating wind speed series on the prediction accuracy of wind speed forecasting. Second, PACF is used to determine the maximum input order for each IMF sequence in order to obtain the optimal feature vector of each predictor based on the WRELM for different IMFs. Subsequently, the parameters of the forecast model are automatically adjusted, and the WRELM-based optimal forecasting model is obtained in the training process. Finally, each forecasting model is used to predict the corresponding IMF sequence, and the prediction results of the WRELM model are added to obtain the final wind speed forecasting result. The experiment is performed using real wind speed data from the Measurement and Instrumentation Data Center (MIDC) of the National Renewable Energy Laboratory (NREL) in America in order to verify the effectiveness of the new method.
Structure and Methodology of the New Hybrid Model
The new method includes VMD wind speed decomposition, PACF feature selection, and modular WRELM prediction. Figure 1 shows the forecasting process of the new approach. construct the optimal prediction model for each. The partial autocorrelation function (PACF) is often used to measure the degree of a time series and to remove autocorrelation interference [35, 38] . The IMF sequence generated by the VMD treatment has a certain correlation and stability; therefore, the optimal input vector of the predictor for each IMF can be separately determined by PACF.
The new method includes VMD wind speed decomposition, PACF feature selection, and modular WRELM prediction. Figure 1 shows the forecasting process of the new approach.
Input wind speed series As shown in Figure 1 , the hybrid wind speed forecasting method mainly consists of two stages. The main contents of the two stages are described as follows.
Stage I: Data Processing As shown in Figure 1 , the hybrid wind speed forecasting method mainly consists of two stages. The main contents of the two stages are described as follows.
Stage I: Data Processing
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As shown in Figure 1 , the new method first uses the VMD decomposition method to analyze the wind speed forecast time series in a specific time window. This method also obtains relatively stable IMF sub-sequences. The optimal variational mode layers are determined by the variation of the center frequency of the IMF subsequence. Finally, the optimal IMF sub-sequence is obtained by using the optimal decomposition layer number k.
Stage II: Hybrid Forecasting Model Construction
For every IMF sub-sequence, PACF is used to calculate the partial autocorrelation after the removal of the autocorrelation. Then, the input variable for the corresponding prediction model is selected, based on the partial autocorrelation measured by the PACF value. Subsequently, the WRELM prediction network is constructed for each IMF subsequence layer, with the output variable of wind speed in the forecasting point. A cross-validation method is used to determine the network parameters of WRELM, including the activation function and node number of the hidden layer. The final prediction results can be obtained by combining the predicted results of WRELMs corresponding to different IMF sequences.
Variational Mode Decomposition (VMD)
VMD decomposes the wind speed time series in the variational framework, which is different from EMD, which uses cyclic screening. The decomposition process of VMD is the construction and solution of the variational problem. Assuming that each mode has a limited bandwidth, which is compacted around a center frequency, the variational problem is decomposing the wind speed series, f, into {u k (t)}, where k is number of the modes.
Wind speed time series f is assumed decomposed into k modes, and each mode has a finite bandwidth and a center frequency. The objective function seeks the k modes of wind speed decomposed by VMD, of which the sum value of the estimated bandwidth is the minimum. In addition, the sum of the IMFs must be equal to the input signal, f, which is the constraint condition. The estimation procedure of the IMF bandwidth is as follows:
(a) Hilbert transform is used to decompose the wind speed time series, f, and the analytic signal of each mode function, u k (t), is calculated in order to obtain the corresponding unilateral spectrum. (b) Estimated pulsation is obtained by mixing e −jω k t . The frequency spectrum of each mode is modulated to the corresponding baseband. (c) The L 2 norm of the demodulation signal gradient is calculated and the bandwidth of each mode is estimated.
Subsequently, the variational problem is described as follows:
where
, {ω k } = {ω 1 , ω 2 , · · · , ω k }, and ω k are the center frequency of the kth mode.
To obtain the optimal solution of the constrained variable problem, the issue is addressed as an unconstrained variable problem by introducing a quadratic penalty factor, α, and the Lagrange multiplication operator, λ(t) [33, 34] . The augmented Lagrange equation is defined as:
Then, the alternate direction method of multipliers (ADMM) is used to find the iterative sub-optimizations for the augmented Lagrange equation of Equation (2) . The solutions for Equation (2) are expressed as:û
, and u i (t), respectively, and n is the number of iterations.
Partial Autocorrelation Function (PACF)
The data correlation of the mode decomposed by the VMD in each period is different because of the different wind speed fluctuations in each period. Thus, in the design of the prediction model corresponding to various IMF sequences, the correlation between the data in each IMF needs to be analyzed based on the current decomposition results, and the optimal feature vector of each predictor can be selected by the correlation. PACF is used to evaluate the correlation and the result.
For IMF sub-sequence 1 ≤ s ≤ L, let x t be the forecasting variable of the predictor. If the partial autocorrelation at lag s is outside of the 95% confidence interval, which is calculated as
, x t−s is one of the selected features for the predictor [35, 38] . If all the PACF coefficients are within the 95% confidence interval, x t−1 will be selected as the only input variable of the predictor. The PACF process is as follows [35, 38] ; the covariance at lag s (if s = 0, it is the variance) is described as:γ
where x is the mean value of IMF and M is the maximum lag. Then, the autocorrelation function (ACF) at lag s is:ρ
According to Equations (5) and (6), PACF at lag s can be calculated as:
where 1 ≤ s ≤ M.
Weighted Regularization Extreme Learning Machine (WRELM)
ELM is proposed based on SLFNs. Compared with other intelligent methods, it has the advantages of having a simple structure, fast calculation speeds, a high forecasting accuracy, and fewer training sample requirements [15] [16] [17] [18] . According to the wind speed forcasting process, the ELM for regression is constructed in this paper using multiple inputs and a single output.
Assuming a data set with N training samples, {(
, where the input vector is x i ∈ R n and the output is y i ∈ R, the ELM predictor between x i and y i with L hidden nodes can be described as [24] : where g(x) is the activation function, w j is the randomly selected input weight vector between the ith hidden neuron and the input neuron, b j is the randomly selected bias of the ith hidden node, and β j is the weight that connects the ith hidden neuron and the output neuron. Equations can be described as a single linear system:
The structure of the traditional ELM is shown in Figure 2 . and the output is  i y , the ELM predictor between x i and i y with L hidden nodes can be described as [24] :
where () gx is the activation function, j w is the randomly selected input weight vector between the ith hidden neuron and the input neuron, j b is the randomly selected bias of the ith hidden node, and  j is the weight that connects the ith hidden neuron and the output neuron. Equations can be described as a single linear system:
where 
Input layer
Output layer Hidden layer ... The goal of the ELM is to find the optimal least squares solution,  , by minimizing the associated loss function:
In the process of actual regression application, the training sample is more than the testing sample. Thus, the optimal solution can be written as:
Though ELM has many advantages, the regression accuracy of ELM still suffers from outliers in the training set. Otherwise, the goal of minimizing the training error might cause an overfitting limitation, which could affect the forcasting accuracy of ELM. To overcome the limitation of ELM, WRELM is employed in order to construct the wind speed predictor. WRELM [24] is designed using a regularized extreme learning machine (RELM) [27] . In RELM, a regularization parameter is used to balance the training error and the norm of output weight in order to avoid the overfitting The goal of the ELM is to find the optimal least squares solution, β, by minimizing the associated loss function:
Though ELM has many advantages, the regression accuracy of ELM still suffers from outliers in the training set. Otherwise, the goal of minimizing the training error might cause an overfitting limitation, which could affect the forcasting accuracy of ELM. To overcome the limitation of ELM, WRELM is employed in order to construct the wind speed predictor. WRELM [24] is designed using a regularized extreme learning machine (RELM) [27] . In RELM, a regularization parameter is used to balance the training error and the norm of output weight in order to avoid the overfitting limitation. WRELM further improves RELM by reducing the influence of outliers. The mathematical model of WRELM can be written as [24] : The optimal solution of β for WRELM is as follows:
where I is a unit matrix. Existing research certifies that WRELM has better regression accuracy than ELM or RELM. Moreover, WRELM effectively avoids the influence of overfitting and outliers on the forcasting accuracy [24] . The details of the derivation procedure and the parameter setting of WRELM can be found in Reference [24] .
Case Study
In this section, the effectiveness of the proposed hybrid approach on historical wind speed observations in order to predict the short-term wind speed is verified using real wind speed data. The observations are obtained from NREL. All the experiments are performed in Matlab 8.5 (2015a) running on an Intel ® Core™ i7-6700 processor operating at 3.40 GHz. The WRELM and VMD toolboxes are from Zhang [24] and Dragomiretskiy [33] , respectively.
Data Sets and Evaluation Criteria
The change of wind speed data is uncontrollable because wind speed data is influenced by meteorological factors. The correlation between the wind speed data in the forecast period and the historic wind speed data with a long time interval is low. Therefore, the data quantity for model verification is set as in Reference [32] . The mean half-hour wind speed data for two days (i.e., 96 training samples) are used to train the forecasting model under a new approach. The model will then be constructed between the historical wind speed data and the current wind speed [32] . Considering the fluctuation of wind speeds and weather differences between day and night, the correlation between the 12-hour historical data and the forecasting data is analyzed using PACF in order to construct the optimal input vector of each predictor. Hence, length L of the wind speed time series for correlation analysis is 120, which means that a wind speed time series with 120 samples is decomposed by VMD. The maximum lag, M, is 24, and the number of training samples, N, for WRELM is 96.
In practice, two-thirds of the entire data set is used to train the model and one-third is used to test the forecasting accuracy. The testing set for the new approach contains 48 samples (i.e., one day) because the training set contains 96 samples. The data used for training and testing the effectiveness of the new approach for forecasting the wind speed on 20 February 2004 is shown in Figure 3 .
To assess the forecasting accuracy of the new approach and the comparative methods, the mean absolute percentage error (MAPE) and root mean square error (RMSE) are used as evaluation criteria.
where K is the sample number of the testing set, x i is the real value of wind speed at i, andx i is the corresponding forecasting value. To assess the forecasting accuracy of the new approach and the comparative methods, the mean absolute percentage error (MAPE) and root mean square error (RMSE) are used as evaluation criteria.
where K is the sample number of the testing set, i x is the real value of wind speed at i, and ˆi x is the corresponding forecasting value.
Decomposition of the Wind Speed Series Based on VMD
Before the wind speed sequence is decomposed by VMD, the decomposition layers, k, need to be set first. If k is too small, the signal is not fully decomposed. Accurately characterizing the signal into different frequency ranges is difficult. If the signal is over-decomposed, the mode in the high frequency is excessive. Reducing the difference between each mode will increase the complexity and reduce the accuracy of the hybrid model.
The optimal mode number can be selected by the difference between the center frequencies ( f ) of IMF k and IMF (k − 1), as the center frequency is closely related to the decomposition results of VMD [35] . Table 1 shows the center frequency with different modes, k, of the decomposing results of the wind speed decomposition series in Figure 3 .
As shown in Table 1 , the value of  ts x is significantly reduced when the value of k is from one to seven, while the value of f tends to be stable. Thus, we consider seven as the optimal value of k. To further validate the effectiveness of the method for k optimization, wind data from 20 days, randomly selected from 2004, are used in order to verify the forecasting accuracy of the new hybrid wind speed forecasting method with different k values, from one to 10. The optimal number of decomposition layers is evaluated by the prediction error (MAPE and RMSE) of one-step forecasting using the new approach with different decomposition layers. In those 20 days, the optimal decomposition layer with a minimum error of 17 days is seven. The prediction error of seven decomposition layers of other days, with different optimal decomposition layers, is very close 
The optimal mode number can be selected by the difference between the center frequencies (∆ f ) of IMF k and IMF (k − 1), as the center frequency is closely related to the decomposition results of VMD [35] . Table 1 shows the center frequency with different modes, k, of the decomposing results of the wind speed decomposition series in Figure 3 .
As shown in Table 1 , the value of x t−s is significantly reduced when the value of k is from one to seven, while the value of ∆ f tends to be stable. Thus, we consider seven as the optimal value of k. forecasting using the new approach with different decomposition layers. In those 20 days, the optimal decomposition layer with a minimum error of 17 days is seven. The prediction error of seven decomposition layers of other days, with different optimal decomposition layers, is very close to that of the minimum error of the predicted result with the optimal layer number. The mean errors of the different decomposition layers of the one-step forecasting are shown in Table 2 . As shown in Table 2 , when the decomposing layer of VMD is seven (k = 7), the mean MAPE and RMSE are the minimum values, 11.0996 and 0.2810, respectively. To obtain optimal prediction results in general, the optimal decomposition layer with the minimum mean error of seven is selected in the VMD decomposition, according to the mean error of the statistical experiment.
On the basis of determining the decomposition level of VMD, a comparative experiment on decomposing a normalized wind speed series is proposed, based on VMD and EMD. The other parameters of VMD are set according to References [34] [35] [36] [37] , and the parameters of EMD are set according to Reference [30] . The experimental results of series decomposition are shown in The IMF sequence generated by VMD in the low-frequency area with a large amplitude had fewer fluctuations. The change trends of the data with a large amplitude, such as IMF1, IMF2, and IMF3 of VMD, were stable. For these types of data, any predictor can achieve a better prediction effect. The predictors corresponding to the IMFs with large amplitudes will have fewer forecasting errors. The IMFs in the high-frequency area with a small amplitude changed drastically. The predictors corresponding to IMFs with small amplitudes will have larger errors. However, the error of the high-frequency predictor has a limited effect on the prediction accuracy of the hybrid model As shown in Figures 4 and 5 , the original wind speed signal can be decomposed by VMD and EMD for seven and five IMFs, respectively. The results of the EMD method also include a residue component.
The IMF sequence generated by VMD in the low-frequency area with a large amplitude had fewer fluctuations. The change trends of the data with a large amplitude, such as IMF1, IMF2, and IMF3 of VMD, were stable. For these types of data, any predictor can achieve a better prediction effect. The predictors corresponding to the IMFs with large amplitudes will have fewer forecasting errors. The IMFs in the high-frequency area with a small amplitude changed drastically. The predictors corresponding to IMFs with small amplitudes will have larger errors. However, the error of the high-frequency predictor has a limited effect on the prediction accuracy of the hybrid model because of the small magnitude of the predicted object. The characteristics of the VMD decomposition results are conducive to the improvement of the prediction accuracy of wind speed forecasting because the final prediction result, based on VMD, is the sum of the prediction results of each IMF.
However, IMFs decomposed by EMD have different characteristics. IMFs with a large amplitude change drastically. The forecasting errors of IMFs with large amplitudes are also sizable because of the intense fluctuations in the EMD decomposition results. The violent fluctuation trends of IMFs with large amplitudes will lead to a larger error in the final prediction results of the EMD-based predictor. Furthermore, the results of the EMD are not conducive to the improvement of the prediction accuracy. IMFs decomposed by VMD are significantly more suitable for the hybrid wind speed forecasting model construction than those decomposed by EMD.
Optimal Feature Vector Construction Based on PACF
The change trends and the correlation between data elements are different in IMFs decomposed by VMD at different periods. To obtain the optimal predictors, the input variables of the predictors should be selected according to the decomposition results of VMD. In this paper, the length of the wind series, L, is 120, and its confidence interval of 95% is [−0.179, +0.179]. The partial autocorrelation of the original wind speed series and the IMFs decomposed by VMD are shown in Figure 6 . According to the partial autocorrelograms, the variable with lag s, denoted as x t−s with the partial autocorrelation value out of the confidence interval, will be selected to construct the input vector of the predictor corresponding to the specific IMF. the predictors should be selected according to the decomposition results of VMD. In this paper, the length of the wind series, L, is 120, and its confidence interval of 95% is [−0.179 
with the partial autocorrelation value out of the confidence interval, will be selected to construct the input vector of the predictor corresponding to the specific IMF. Figure 6 . PACFs of the original data and the IMFs extracted from VMD. Figure 6 . PACFs of the original data and the IMFs extracted from VMD. Figure 6 shows the characteristics of the partial autocorrelation of the original wind speed and the IMFs. Only two variables can be selected by PACF because of the large fluctuation in the original wind speed. However, IMFs decomposed by VMD have a certain stability and regularity; thus, more related variables can be selected by PACF. Compared to the original wind speed series, the IMFs of VMD can easily establish a prediction model. The compositions of the input vectors of different predictors determined by PACF are shown in Table 3 . Table 3 . Input variables determined by PACF.
Time Series Input Variables
Original x t−1 , x t−4 IMF1
x t−1 , x t−2 , x t−3 , x t−4 , x t−9 , x t−10 , x t−14 , x t−18 , x t−22 , x t−23 IMF2
x t−1 , x t−2 , x t−3 , x t−4 , x t−5 , x t−14 , x t−17 , x t−22 , x t−23 IMF3
x t−1 , x t−2 , x t−3 , x t−4 , x t−5 , x t−7 , x t−14 , x t−17 , x t−22 , x t−23 , x t−24 IMF4
x t−2 , x t−3 , x t−4 , x t−5 , x t−6 , x t−15 , x t−17 , x t−24 IMF5
x t−1 , x t−2 , x t−4 , x t−5 , x t−6 , x t−11 , x t−24 IMF6
x t−1 , x t−2 , x t−6 , x t−19 , x t−20 IMF7
x t−1 , x t−2 , x t−5 , x t−6 , x t−10 , x t−17 , x t−17 , x t−20 , x t−23
Forecasting Model for Wind Speed Based on WRELM
After determining the input vector, WRELMs are used to predict the IMFs decomposed by VMD. Using MAPE as the index, and randomly selecting 10 days as the test set, the activation function and the number of hidden layer neurons of WRELM are determined using the cross-validation method [25, 28] . The forecasting accuracies with different characteristics of WRELM are shown in Table 4 . As Table 4 shows, the WRELM with the "sine" activation function and 20 hidden layer neurons has the highest forecasting accuracy. Thus, the characteristics of WRELM will be selected by the result. 
Forecasting Results of the New Hybrid Model
To comprehensively evaluate the prediction performance of the new hybrid model, four days in different quarters of 2004 are used to predict wind speed. The one-step and multi-step prediction (from two steps ahead to three steps ahead) results are shown in Figures 6-10 . Table 5 .
Comparison Experiments and Discussion
The methods used for the experiments include VMD + ELM, VMD + WRELM, EMD + PACF + WRELM, VMD + PACF + ELM, and VMD + PACF + WRELM. The predictors without the feature selection step use the variables from lag 1 to lag 24 as the input vectors. The ELM characteristics of each method are optimized by cross-validation [21, 22] .
The contrast methods used to verify the advancement of the new approach do not consider methods with different intelligent algorithms because existing research has illustrated the advanced nature of ELM relative to traditional intelligent algorithms, such as Back Propagation Neural Networks (BPNN) and Support Vector Machine (SVM) [23, 24] . The experiments mainly show the advancement of PACF and WRELM used in the new approach.
As shown in Figures 11-14 , the new approach has the highest accuracy out of the five approaches. The forecasting curve of the new approach is closest to that of the true wind speed curve. Detailed analyses are performed based on Table 5 .
approach.
The experiment with five types of hybrid wind speed forecasting methods is proposed in this section in order to show the advancements of the new hybrid approach. The wind speed data from 20 February 2004 , 20 May 2004 , 20 August 2004 , and 20 November 2004 are used to verify the accuracy of the different approaches. The one-step-ahead and multi-step-ahead forecasting results of the different approaches are shown in Figures 11-14 . The mean forecasting errors with five types of wind speed approaches, in four days, are shown in Table 5 . approach.
The experiment with five types of hybrid wind speed forecasting methods is proposed in this section in order to show the advancements of the new hybrid approach. The wind speed data from 20 February 2004 , 20 May 2004 , 20 August 2004 , and 20 November 2004 are used to verify the accuracy of the different approaches. The one-step-ahead and multi-step-ahead forecasting results of the different approaches are shown in Figures 11-14 . The mean forecasting errors with five types of wind speed approaches, in four days, are shown in Table 5 . The methods used for the experiments include VMD + ELM, VMD + WRELM, EMD + PACF + WRELM, VMD + PACF + ELM, and VMD + PACF + WRELM. The predictors without the feature selection step use the variables from lag 1 to lag 24 as the input vectors. The ELM characteristics of each method are optimized by cross-validation [21, 22] .
The contrast methods used to verify the advancement of the new approach do not consider methods with different intelligent algorithms because existing research has illustrated the advanced nature of ELM relative to traditional intelligent algorithms, such as Back Propagation Neural 16 .7378, respectively. The accuracy evaluated by the RMSE was also higher using the methods that included PACF. These verified the benefits of PACF relative to the improvement of the forecasting accuracy of the entire model.
Meanwhile, according to Table 5 , the hybrid method with WRELM has a higher forecasting accuracy than methods with ELM in each type of multi-step forecasting. The method with VMD decomposition has a much higher forecasting accuracy than the EMD-based method. The experimental results verified the advancements of WRELM and VMD.
To further illustrate the effectiveness and advancement of the new approach, it was used to predict wind speeds in a longer time interval (five days). In this experiment, the new approach is compared with the Autoregressive Integrated Moving Average (ARIMA) and Support Vector Regression (SVR) based methods. SVR is used instead of WRELM to construct a contrast method with VMD, PACF, and SVR. The kernel function charaters of SVR are set according to References [10, 39] . The optimal penalty factor and kernel function variance of SVR are determined using the cross-validation method. The characteristics of ARIMA are set according to References [5, 12] . The experimental results of the long interval are shown in Figure 15 and Table 6 . Figure 15 shows that the new approach has the best prediction accuracy in the experiment. The prediction results of the new approach accurately track the change trends of the true wind speed, especially in the time interval of 100 to 150 sample points. When the real wind speed suddenly changed from a high speed to a low speed, the new approach predicted the change trend much more accurately than the other methods. Table 6 shows that the MAPE and RMSE of the new approach are much lower than those of the other methods. The experimental results fully verified the advancement of the new approach.
predict wind speeds in a longer time interval (five days). In this experiment, the new approach is compared with the Autoregressive Integrated Moving Average (ARIMA) and Support Vector Regression (SVR) based methods. SVR is used instead of WRELM to construct a contrast method with VMD, PACF, and SVR. The kernel function charaters of SVR are set according to References [10, 39] . The optimal penalty factor and kernel function variance of SVR are determined using the cross-validation method. The characteristics of ARIMA are set according to References [5, 12] . The experimental results of the long interval are shown in Figure 15 and Table 6 . Figure 15 shows that the new approach has the best prediction accuracy in the experiment. The prediction results of the new approach accurately track the change trends of the true wind speed, especially in the time interval of 100 to 150 sample points. When the real wind speed suddenly changed from a high speed to a low speed, the new approach predicted the change trend much 
Conclusions
To improve the short-term wind speed forecasting accuracy, a new hybrid wind speed forecasting approach, based on VMD, PACF, and WRELM, is proposed. This new approach has the following advantages:
(1) The wind speed series is decomposed by VMD with an optimal decomposing layer selected through center frequency analysis in order to reduce the influences of randomness and volatility. The results of VMD are more precise than those of EMD, and show that it is suitable for hybrid forecasting model construction with fewer amplitude fluctuations in the IMFs of a low frequency range. (2) PACF, which is used for the correlation analysis of IMFs, determines the optimal input vector of each predictor. It effectively reduces the feature dimension and complexity of the model and leads to the improvement of prediction efficiency and accuracy. (3) WRELM is used to build the predictors of the hybrid model. The weights of WRELM are adjusted automatically according to different training sets. WRELM improves the prediction accuracy by avoiding the negative effects of the outlier samples in the data set.
The experimental results show that the new method is effective and advanced.
