This article studies problems of optimal transport, by embedding them in a general functional analytic framework of convex optimization. This provides a unified treatment of a large class of related problems in probability theory and allows for generalizations of the classical problem formulations. General results on convex duality yield dual problems and optimality conditions for these problems. When the objective takes the form of a convex integral functional, we obtain more explicit optimality conditions and establish the existence of solutions for a relaxed formulation of the problem. This covers, in particular, the mass transportation problem and its nonlinear generalizations.
Introduction
Let S t , t = 0, . . . , T be Polish spaces and S = S 0 × · · · × S T . Let M t and M be spaces of R d -valued Borel measures on S t and S, respectively, and consider the optimization problem
where G * t and H * are convex functions on M t and M , respectively and λ t is the marginal of λ on S t .
The above covers a wide range of optimization problems encountered in probability theory and finance. In particular, when T = d = 1, G H * (λ) = S cdλ+δ M+ (λ) for given µ t ∈ M t and a lower semicontinuous nonnegative function c, we cover the classical Monge-Kantorovich mass transportation problem. Choosing H * = δ Λ for a closed convex set Λ ⊂ M of probability measures, we obtain the problem from Strassen [21] of finding probability measures with given marginals. When H * (λ) is the entropy relative to a given reference measure, we recover the classical Schrödinger problem; see e.g. [5, 7] and the references therein. Problems where the effective domain of H * is contained in the set of martingale measures have been recently proposed in mathematical finance e.g. in [2] .
Allowing for more general choices of G * t is relevant e.g. in economic applications where λ t is not necessarily fixed but can react to demand with an increasing marginal costs of production. In the case of finite S, such problems have been extensively studied in [17] . In the financial context of [2] , more general convex functionals G * t arise naturally when price quotes for derivatives come with bid-ask spreads and finite quantities.
This paper develops a duality theory for (D) by embedding it in the general conjugate duality framework of Rockafellar [16] . This provides a unified treatment of a wide range of problems in deriving optimality conditions and criteria for the existence of optimal solutions. The duality approach yields simplified proofs and generalizations of many classical results in applied probability.
As examples, we extend some well-known results on the existence of probability measure with given marginals, on the Schrödinger problem and on modelfree superhedging of financial derivatives. Our main theorem on problem (D) yields extensions of the main results of [21] , [5] and [2] to models with general marginal functionals G * t . When the functions G * t and H * have the additional structure of integral functionals, the optimality conditions allow for pointwise characterizations and the problem dual to (D) allows for a relaxation where the optimum is attained under fairly general conditions. Our existence results extend the existing results on the dual of the Monge-Kantorovich problem to a wider class of problems. In particular, we obtain a necessary and sufficient conditions for optimal transportation plans in mass transportation with capacity constraints. We obtain a similar result for the Schrödinger problem which also seems new. This paper combines techniques from convex analysis, measure theory and the theory of integral functionals of continuous functions. The general duality results are derived from the functional analytic framework of [16] while the theory of integral functionals allows for a more explicit form of optimality conditions and for a relaxation of the problem dual to (D). The generality of our setting requires an extended conjugacy theorem for integral functionals proved in the appendix. The attainment of the minimum in the dual of (D) is established by borrowing techniques from convex stochastic optimization [10] .
Conjugate duality
This section derives (D) as a dual problem of a convex optimization problem on a Banach space of continuous functions. In some applications it is convenient to allow for unbounded continuous functions so we will follow [21] and allow for continuous functions that become bounded when scaled by a possibly unbounded continuous function.
Given a continuous ψ t : S t → [1, ∞),
is a Banach space under the norm
) is the space of bounded continuous functions with the supremum norm. The space M t of R d -valued finite Borel measures under which ψ t is integrable may be identified with a linear subspace of the norm dual C * t of C t . Indeed, for every λ t ∈ M t ,
is a continuous linear functional on C t . If S t is compact, then Riesz representation (see e.g. [3, Theorem 7.10.4] ) implies that C * t = M t but, in general, the inclusion M t ⊆ C * t may be strict. Similarly, defining
the space M of finite R d -valued Borel measures on S under which ψ is integrable is a linear subspace of the Banach dual of
When ψ t are bounded, we have C t = C b (S t ; R d ) and C = C b (S; R d ) the duals of which contain all finite R d -valued Borel measures on S t and S, respectively. Let G t be a proper convex function on C t , t = 0, . . . , T , let H be a proper convex function on C, and consider the problem
where x = (x t ) T t=0 and π t (s) := s t . The general duality results below depend on the properties of the optimum value function.
Throughout, we will endow the dual space C * of C by the weak*-topology. The spaces C and C * are then in separating duality under the natural bilinear form u, λ := λ(u).
Similarly for C * t . It turns out that the conjugate ϕ * (λ) := sup u∈C { u, λ − ϕ(u)} of ϕ can be expressed as
where G * t is the conjugate of G t , H * is the conjugate of H and λ t ∈ C * t denotes the continuous linear functional x t → x t • π t , λ on C t , the t-th marginal of λ.
The infimum of ϕ * over C * equals −ϕ * * (0) so if ϕ is lower semicontinuous and the optimum value inf (P) of (P) is finite, then the biconjugate theorem implies that − inf (P) equals the optimum value of
This may be viewed as a "relaxation" of (D) from the space M of Borel measures to all of C * . Clearly, if dom ϕ * ⊆ M , then (DR) coincides with (D). The following lemma gives a sufficient condition for this. It is a simple extension of [6, Lemma 4.10 ] that was formulated for T = 1 and ψ t ≡ 1.
Proof. By [3, Theorem 7.10.6], λ ∈ dom ϕ * is a Radon measure (since S is Polish, this is equivalent to being a Borel measure [3, Theorem 7.1.7] ) if and only if, for every ǫ > 0, there exists a compact
Let ǫ > 0. By assumption, λ t ∈ M t and they are nonnegative since dom ϕ * ⊂ C * + . By [3, Theorem 7.1.7] , there exist compact sets K t such that λ t (K C t ) < ǫ/(T + 1). Let u ∈ C b be zero on K t . Since λ is an additive set function, and
which completes the proof.
The set of relaxed dual solutions coincides with the subdifferential ∂ϕ(0) of ϕ at the origin. If ∂ϕ(0) is nonempty, then ϕ is closed at the origin and there is no duality gap. The following result gives a sufficient condition for the existence in (DR). It involves the domain
of the optimum value function of (P) Theorem 2. If G t and H be proper lsc functions such that the set α>0 α dom ϕ is a nonempty closed linear subspace of C, then the optimum in (DR) is attained, there is no duality gap and an x solves (P) if and only if there is a λ ∈ C * such that
and then λ solves (DR).
Proof. Problem (P) fits the conjugate duality framework of [16] with X = T t=0 C t , U = C and
The associated Lagrangian L is the convex-concave function defined for each
The conjugate of F can thus be expressed for each θ ∈ t M t and λ ∈ M as Remark 3. The second condition in Theorem 2 holds, in particular, if 0 ∈ int dom ϕ, which holds, in particular, if
In the scalar case d = 1 this last condition holds, in particular, if H is nondecreasing with H(0) < ∞ and there exist x t ∈ dom G t such that T t=0 x t • π t ≥ ǫψ for some ǫ > 0. This is satisfied e.g. in the applications of Section 7 below where dom G t = C t for all t.
The general results in conjugate duality would also give sufficient conditions for the existence of primal solutions but in many applications, the primal optimum is not attained in T t=0 C t . In Sections 5 and 6 below, we will extend the domain of definition of the primal objective and give sufficient conditions for the attainment of the primal optimum in a larger space of measurable functions.
Examples
This section illustrates the general results of Section 2 by extending three wellknown results in measure theory and mathematical finance. From now on, we will use the simplified notation 
Probability measures with given marginals
The first application deals with the classical problem on the existence of probability measures with given marginals. The following extends the existence result of [21] by allowing for more general conditions on the marginals. As usual, the support function of a set D in a locally convex space X is the lower semicontinuous convex function σ D on the dual space V of X given by
Theorem 4. Let Λ ⊂ M and Λ t ⊂ M t be weakly compact and convex. There exists λ ∈ Λ with λ t ∈ Λ t if and only if
Proof. This fits Theorem 2 with H = σ Λ and G t = σ Λt . Indeed, by the biconjugate theorem (see e.g. [16, Theorem 5]), we then have H * = δ Λ and G * t = δ Λt , so the objective of (D) is simply the indicator of the set
The existence is thus equivalent to the optimum value of (D) being equal to zero. Since Λ is bounded, dom ϕ = C, so the domain condition of the Theorem 2 is satisfied. Thus, there is no duality gap so inf (D) = 0 if and only if inf (P) = 0, which holds exactly when the condition in the statement holds.
When T = d = 1, Λ is a subset of probability measures and Λ t = {µ t } for given probability measures µ t on S t , Theorem 4 reduces to Theorem 7 of [21] .
Schrödinger problem
Let d = 1 and let R ∈ M and µ t ∈ M t be probability measures. The associated Schrödinger problem is the convex minimization problem
Such problems have been extensively studied in the literature; see e.g. [4] and the references there.
This fits the format of (P) with G t (x t ) = St x t dµ t and
Indeed, H is proper convex lsc function with the conjugate
where P ⊂ M is the set of probability measures. The expression of the conjugate is derived e.g. in [15, Section 3] under the assumption that S is a compact Hausdorff space and ψ = 1. Combined with with Theorem 9 below, the same argument works in the case of Polish S and general ψ. Allowing for general proper lsc convex G t , gives rise to the following generalized formulation of the Schrödinger problem
This allows for situations where the marginals are not known exactly. Theorem 2 combined with Remark 3 gives the following.
Theorem 5. Assume that there exist x t ∈ dom G t such that T t=0 x t ≥ ǫψ for some ǫ > 0. Then the optimum in (1) is attained and the optimum value coincides with the negative of the optimum value of
When T = 1 and G t (x t ) = St x t dµ t , we recover the dual of the Schrödinger problem studied in [7] . In Section 7.3 below, we will associate (7.3) with another dual problem for which the optimum is attained. This yields necessary and sufficient conditions for the minimizers of the Schrödinger problem. This provides a duality proof of the optimality conditions given in [5, Theorem 3.43].
Model-independent superhedging
Let d = 1, S t = R n and ψ t (s t ) = 1 + |s t | for all t and H = δ Cû , where
for an upper semicontinuous functionû and
where
This can be interpreted as a problem of optimal superhedgingû in a financial market where G t gives the cost of buying an s t -dependent cash-flow x t paid out at time t and the sum involving z represents the gains from a self-financing trading strategy described by z. When
for given probability measures µ t , we recover the superhedging problem studied in [2] . Nonlinear functions G t arise naturally in practice where one faces bid-ask spreads and price quotes are available only for finite quantities. We will denote the set of nonnegative martingale measures by
Lemma 6. Assume thatû ≤ Kψ for some K ∈ R. Then for λ ∈ M , the conjugate of H can be expressed as
On the other hand,
where Γ = {u ∈ C | u ≤ −û} and
by Theorem 9 below. By standard approximation arguments,
When dom G * t ⊂ M t for all t = 0, . . . , T , the feasible dual solutions are in M , by Lemma 1, so problem (D) can be written as
Combining Theorem 2 with Remark 3 gives the following.
Theorem 7.
Assume that dom G * t ⊂ M t for all t = 0, . . . , T , thatû ≤ Kψ for some K ∈ R and that (2) remains feasible whenû is increased by ǫψ for some ǫ > 0. Then the optimum in (3) is attained and the optimum value coincides with the negative of the optimum value of (2).
When G t (x t ) = x t dµ t for given µ t ∈ M t , the feasibility condition is trivially satisfied and we recover Theorem 1.1 of [2] . In fact, Theorem 7 is slightly sharper than [2, Theorem 1.1] since we obtain the absence of a duality gap for continuous functions x t .
We denote by C c the subset of convex functions in C. Allowing for unbounded continuous functions is essential here as the only bounded convex functions are the constant functions. The following corollary of Theorem 7 extends [21, Theorem 8] on the existence of martingale measures with given marginals.
Corollary 8. Let Λ t ⊂ M t be weakly closed convex sets of probability measures. There exists λ ∈ M with λ t ∈ Λ t if and only if
If w 0 ≥ 0 and w r is convex for each r, then x is feasible. Indeed, if for some r,
and we choose −z r (s r ) ∈ ∂w r+1 (s r ), then
which combined with (H r ) gives (H r+1 ). For r = 0, (H r ) simply means w 0 ≥ 0. On the other hand, since σ Λt are nondecreasing, it is optimal to choose x t so that w r are convex. Indeed, for r = T this is clear as (H r ) implies that the optimal x T is given as a pointwise supremum of affine functions of s T whose gradients are in L ∞ . If w t is convex for t > r, then (H r ) is necessary and sufficient for feasibility so it is optimal to choose w r as small as possible subject to (H r ), which again means that w r is convex. Moreover, since z t are bounded, w r ∈ C c r . The optimum value thus equals that of
where w T +1 := 0.
Note that if Λ t = {µ t } for each t, then
and Corollary 8 reduces to [21, Theorem 8] , which says that there exists a martingale measure with marginals µ t if and only if µ t are in convex order.
Integral functionals
From now on, we assume extra structure on G t and H that will 1. allow us to write the optimality conditions in a more explicit pointwise form, 2. suggests a natural relaxation of problem (P) to a larger space of measurable functions where the infimum is more likely to be attained.
More precisely, we assume that each G t is an integral functional of the form
where µ t is a probability measure on S t , g t is a convex B(S t )-normal integrand
is the set of selections of D t . Similarly, we assume that
where µ is a probability measure on S, h is a convex B(S)-normal integrand on
Recall that the recession function of a lsc convex function k is given by
which is independent of the choicex ∈ dom k; see [14, Theorem 8.5] . By [18, Exercise 14 .
The following result characterizes the conjugate and the subdifferential of H. Its proof can be found in the appendix. Given a λ ∈ M , we denote its absolutely continuous and singular parts, respectively, with respect to µ by λ a and λ s . The normal cone of D(s) at a point u is defined as the subdifferential of δ D(s) at u. More explicitly, it is the closed convex cone N D(s) (u) given by
and that H is finite and continuous at some u ∈ C. Then H is a proper convex lsc function and the restriction to M of its conjugate is given by
Combining Theorem 9 with Lemma 1 gives the following.
Corollary 10.
Assume that H and G t all satisfy the assumptions of Theorem 9 and that dom H = C or dom G t = C t for all t = 0, . . . , T . Then dom ϕ * ⊂ M , λ t ≪ µ t for all λ ∈ dom ϕ * and the optimality conditions in Theorem 2 can be written as
The optimality conditions characterize the optimal primal-dual pairs of solutions but in many applications, the primal optimum is not attained in the space of continuous functions. This motivates a relaxation of the primal problem to a larger space where the optimal solutions are more likely to exist.
Relaxation of the primal problem
In general, primal solutions do not exist in the space of continuous functions but we will establish the existence of solutions in a larger space of measurable functions when the functionals G t and H are integral functionals as in Section 4 above and µ t is the t-th marginal of µ.
More precisely, we study the problem
-almost everywhere means that the property holds on a Cartesian product of sets of full measure on S t .
Proof. By definition, A occurs (µ t )-almost everywhere if there exist A t ∈ S t with µ t (A t ) = 1 such that
, where π t is the projection s → s t , we get
where µ t (A c t ) = 0. Sufficient conditions for attainment of the minimum in (PR) will be given in Theorem 15 below. Clearly, the optimum value of (PR) minorizes that of (P). To guarantee that the optimum value of (PR) is still greater than − inf (D) we will assume the following.
Sufficient conditions for Assumption 1 will be given at the end of this section. The following statement shows that (PR) can indeed be considered as a valid dual to (D). 
Proof. Let x and λ be feasible in (PR) and (D), respectively. By Lemma 11, the condition λ t ≪ µ t implies
Thus, by Fenchel's inequality,
Summing up, (4) gives
where, by Lemma 11, the inequality holds µ-almost everywhere as well. Integrating, we get
On the other hand, (5) and (6) give
By the first part of Assumption 1, the left hand sides of the above two inequalities are finite so
where the right hand side vanishes by the second part of Assumption 1. Thus, − inf (D) ≤ inf (PR). The above also shows that this holds as an equality if and only if (4)- (6) hold as equalities almost everywhere, which in turn is equivalent to the subdifferential conditions in the statement; see e.g. [14, Theorem 23.5].
The following lemma gives sufficient conditions for the first part of Assumption 1.
Proof. By Fenchel's inequality,
Since this holds for any v ∈ R d with |v| ≤ δ, the sum T t=0 x t is µ-integrable if x is feasible in (PR). By Fenchel's inequality again,
so the first part of Assumption 1 is satisfied. If µ = T t=0 µ t , then by Fubini's theorem, µ-integrability of T t=0 x t implies that each x t is µ t -integrable. The second part of Assumption 1 clearly holds when feasible solutions x of (PR) have x t bounded. More generally, it holds if each x t is λ t -integrable. This holds under all the assumptions of Lemma 13, when d = 1 and feasible λ satisfy λ t = µ t . This last condition holds in problems with given marginals; see Section 7 below.
In some problems it is essential not to require the integrability of x t ; see Section 7.3 below. The following lemma addresses such situations but, interestingly, the argument only works when T = d = 1. The idea for the proof is taken from that of [ 
Existence of relaxed primal solutions
We now turn to the existence of solutions in the relaxed problem (PR). We start more abstractly by considering problems of the form
where f is a convex normal B(S)-integrand on R (1+T )d and
Problem (PR) fits (P ) with
under the following.
Assumption 2. The set
is nonempty for every s ∈ S.
Indeed, by [18, Propositions 14 .44(d) and 14.45(a)], f defined by (7) is a normal integrand, and, by [14, Theorem 9.3] , Assumption 2 implies Except for the filtration property, problem (P ) is similar to the general stochastic optimization problem studied in [10] . The following variant of [10, Theorem 2] gives sufficient conditions for the existence of solutions in (P ). Its proof uses [14, Corollary 8.6 .1] which says that if s) . The Borel sigma-algebra generated on S by the projection of s to s t will be denoted by F t .
The statements below involve the set
Theorem 15. Assume that
and that for every s ∈ S
Then (P ) has a solution.
Proof. Let x be feasible in (P ). Since the set N := {x ∈ R (1+T )d | x t = 0} is linear, condition (8) 
The s-wise orthogonal projectionx 0 of
T t=0 -almost everywhere. Repeating the argument for t = 1, . . . , T , we arrive at an
1 , Komlos' theorem gives the existence of a subsequence of convex combinations (still denoted by (x ν )) and β ∈ L 0 such that f (x ν ) ≤ β almost surely. By the first paragraph, there existsx ν with f (
By Corollary 8.3.3 and Theorem 8.7 of [14] , the recession cone of Γ(s) is given by Γ
Repeating the argument for t = 1, . . . , T , we get that x = 0 and so Γ ∞ = {0} µ-almost everywhere. By [14, Theorem 8.4 ], the sequence (x ν ) is thus almost surely bounded. By Komlos' theorem, there exists a subsequence of convex combinations andx ∈ L 0 such that (x ν ) →x µ-almost everywhere.
T t=0 -almost everywhere. Letx t be the limit of (x ν ) t . For every t ′ ,
We also have that x ∈ Φ so x is optimal.
Remark 16. The conclusion of Theorem 15 still holds if f is coercive in the sense that {x | f ∞ (x, s) ≤ 0} = {0}. In fact, the proof then simplifies considerably. A more general condition that covers both the condition of Theorem 15 as well as the coercivity condition is that there is a subset J of the indices {0, . . . , T } such that
Remark 17. When f is given by (7), we have
by [14, Theorems 9.3 and 9.5] as soon as f is proper.
The following lemma was used in the proof of Theorem 15. For T = 1, more general results can be found e.g. in [5] ; see also [20] .
µ t -almost everywhere, then there exists µ t -almost everywhere converging sequences ((
Proof. The statement is clearly valid for T = 0. We proceed by induction on T . Let (
T t=0 µ t ) and let A ⊆ S be the set where the convergence holds.
Let
t=0 µ talmost everywhere and, by the induction hypothesis, there exist µ t -almost everywhere converging sequences ((
T converges µ T -almost everywhere. This completes the induction argument.
Applications to problems with fixed marginals
This section illustrates the results of the previous sections in the case of fixed marginals. More precisely, will assume throughout that d = 1 (the measures are scalar-valued), and that G t and H are given in terms of integral functionals with g t (x t , s t ) = x t for each t and h(·, s) nondecreasing. In this case, g * t (·, s t ) = δ {1} and dom H * ⊂ C * + so the assumptions of Lemma 1 are satisfied and problem (D) can be written as minimize H * (λ) over λ ∈ M subject to λ t = µ t t = 0, . . . , T,
while the relaxed primal (PR) problem becomes
Combining Theorems 2, 12 and 15 gives the following.
Theorem 19.
Assume that h satisfies the assumptions of Theorem 9, that h * (v, ·) is µ-integrable for v ∈ R in a neighborhood of 1 and that either µ = T t=0 µ t or T = 1 and T t=0 µ t ≪ µ. Then the optima in (9) and (10) are attained, there is no duality gap and feasible solutions x and λ are optimal if and only if
Proof. Since dom G t = C t for all t and H is nondecreasing, Theorem 2 implies that the optimum in (9) is attained and that there is no duality gap. To prove the attainment in (10), we apply Theorem 15 with
Assumption 2 holds trivially since dom g t = R d for each t, so (10) coincides with (P ). By the Fenchel inequality,
so the integrability condition implies that the lower bound in Theorem 15 holds with m(s) = h * (1, s) . This also gives
x t | for some ǫ > 0. It follows that f satisfies (8) . Thus, by Theorem 15, the optimum in (10) is attained.
By Lemma 13, the integrability condition implies that the first part of Assumption 1 holds. If T = 1, Lemma 14 implies that the second part of Assumption 1 is satisfied as well. If, on the other hand, µ = T t=0 µ t , then, by Lemma 13, x t ∈ L 1 t and the second part of Assumption 1 is again holds. The rest now follows from Theorem 12 by observing that, when g t (x t , s t ) = x t , the condition dλ t /dµ t ∈ ∂g t (x t ) simply means that λ t = µ t .
Monge-Kantorovich problem
Let c be a measurable function on S and let h(u, s) = δ (−∞,c(s)] (u). In this case,
and problem (9) can be written as minimize S cdλ over λ ∈ M + subject to λ t = µ t t = 0, . . . , T.
When T = 1, we recover the classical Monge-Kantorovich mass transportation problem; see e.g. [1] , [22] , [6] , [13] and their references. On the other hand, if S t coincide for all t, problem (12) can be interpreted as the problem of finding a stochastic process X = (X t ) T t=0 such that X t has distribution µ t and the expectation of c(X) is minimized. It should be noted that (12) depends on µ only through its marginals µ t . Thus, we choose
Indeed, by Lemma 11, x ∈ Φ implies − T t=0 x t ∈ D µ-almost everywhere so
Theorem 20. Assume that c is lower semicontinuous and µ-integrable with c ≥ Kψ for some K ∈ R. Then the optima in (12) and (13) are attained, there is no duality gap and feasible solutions λ and x are optimal if and only if
Moreover, if x is feasible in (13) , then x t ∈ L 1 t so the objective of (13) can be written as 
The optimality conditions thus imply that the optimal dual solutions λ are supported by the sets
where x runs through optimal primal solutions. The sets Γ x are c-monotone in the sense that
. . n and any permutations P t of the indices i. Indeed,
where the last inequality follows from the feasibility of x on A
x . This is a multivariate generalization of the c-cyclical monotonicity property studied e.g. in [13] and [22] . When T = 1, it is known that a feasible λ is optimal if it is concentrated on a c-monotone set. It would be natural to conjecture that this holds also for T > 1.
Capacity constraints
Let c and φ be nonnegative measurable functions on S and let
We get
so problem (9) can be written as
This models capacity constraints on the transport plan requiring λ ≤ φµ, where the inequality is taken with respect to the natural order on M . Constrained variations of the Monge-Kantorovich problem are considered also in [13, Chapter 7] . What is called "capacity constraints" in [13, Section 7.3] , however, is different from the constraints of (14) . In the case of finite S, problem (14) reduces to a network flow problem where the flow on each arc of the network is bounded from above by the value of φ; see [17] for a comprehensive study of linear and nonlinear network flow problems. Problem (10) becomes
Theorem 19 gives the following.
Theorem 22. Assume that µ = T t=0 µ t and that c and φ are µ-integrable with c ≥ Kψ and φ ≥ v for some K ∈ R and v > 1. Then the optima in (14) and (15) are attained, there is no duality gap and feasible solutions λ and x are optimal if and only if
In the case of finite S, the optimality conditions in Theorem 22 correspond to the classical complementary slackness conditions in constrained network optimization problems; see [17] .
Schrödinger problem
We now return to the Schrödinger problem minimize S ln(dλ/dR)dλ over λ ∈ M + subject to λ ≪ R, λ t = µ t t = 0, . . . , T studied in Section 3.2. We will derive optimality conditions and a dual problem under the assumption that there exists a feasible λ equivalent to R. Denoting the feasible point by µ and φ := dµ/dR, the problem can then be written as
This fits the format of (9) with h(u, s) =
The relaxed primal problem becomes
Note that even when restricted to x ∈ C t , the objective is different from that in Theorem 5. Theorem 19 gives the following. x t ) R-a.e..
If
T t=0 µ t is feasible and equivalent to R, then the same conclusion holds for any T and, moreover, x t ∈ L 1 t for feasible x in (7.3). Proof. Since µ ≈ R, the condition
The feasibility of µ in (7. 3) (and the definition of φ) implies that the integrability condition in Theorem 19 is satisfied. It is clear that h satisfies the other conditions as well. The optimality conditions mean that λ ≈ µ and
which reduces to the one in the statement since µ ≈ R and φ = dµ/dR.
The necessity and sufficiency of the optimality condition in Theorem 23 was established for feasible solutions equivalent to R in [5, Theorem 3.43 ] under the assumption that R ≪ T t=0 µ t . Theorem 23 above gives the equivalence when T t=0 µ t ≪ R without assuming apriori the equivalence with R. The last statement of Theorem 23 seems new. An alternative condition for the integrability of x t is given in [19, Proposition 1] . Example 1 of [19] shows that the integrability may fail without additional conditions. Theorem 24. If I h is finite and continuous at some point on C, then I h is lsc and I * h is proper and given by
Proof. Defining the convex functionĪ h to L ∞ bȳ
we have I h =Ī h • A, where A : C → L ∞ (µ) is the natural embedding. We equip L ∞ with the essential supremum-norm. By [15, Theorem 2] , the continuity of I h at a pointū implies thatĪ h is proper and continuous at Aū. Thus, by [16, Theorem 19] ,
By [15, Theorem 1] , the conjugate ofĪ h on (L ∞ ) * can be expressed in terms of the Yosida-Hewitt decomposition θ = θ a + θ s as
We thus get
It suffices to show that
Indeed, the formula in the statement follows by writing this as
and using the expression
which is obtained by applying [16, Theorem 19 ] to the function δ dom I h = δ domĪ h • A.
To prove (17) , letθ ∈ (L ∞ ) * such that A * (θ a +θ) = λ. For any u ∈ C, u, λ − I h (u) = Au, θ a −Ī h (Au) + u, A * θ , so taking supremum over u ∈ dom I h gives
Minimizing overθ ∈ L ∞ (S) * and θ a ≪ µ such that A * (θ a +θ) = λ gives
The reverse inequality follows by noting that if we restrictθ to be purely singular with respect to µ, we obtain the right hand side of (16) . Clearly,D(s) = {u | ψ(s)u ∈ dom h(s)}. As to the subdifferential formulas, we have λ ∈ ∂H(u) ∩ M if and only if H(u) + J h * (λ) = u, λ . For any u ∈ dom H and λ ∈ M , we have the Fenchel's inequalities
which hold as equalities if and only if H(u) + J h * (λ) = u, λ . These equalities are equivalent to the given pointwise subdifferential conditions. Since dom H * = {λ ∈ C * | ψλ ∈ domH * }, the last claim follows from that of Theorem 26.
