We solve the filtering problems for conditionally linear systems, that is, stochastic, partially observable systems which are linear in unobservable processes and nonlinear in observable processes, with non-Gaussian initial conditions. We assume that all coefficients of given SDEs are Lipshitz continuous in the observable processes, and that certain quantities concerning the diffusion coefficients of given SDEs are uniformly nonsingular. But we assume nothing about the initial distribution and allow that a part of the coefficients of the given SDEs are of linear growth order in the observable processes.
Introduction
The filtering problems for stochastic, partially observable linear systems with Gaussian initial conditions are solved by Kalman and Bucy [4] . Here "solve" means obtaining the formula to compute the optimal mean square estimate of the present value of the unobservable processes, using the finite dimensional statistics, when we have the data of the past and present observation. In Liptser and Shiryayev [7] , they solve the filtering problems for stochastic, partially observable systems that are linear in unobservable processes, and nonlinear in observable processes, that is, conditionally linear systems, with Gaussian initial conditions. On the other hand, in Makowski [8] , they solve the filtering problems for stochastic, partially observable linear systems with non-Gaussian initial conditions.
In this paper, we join above two methods in [7] and [8] , and solve the filtering problems for conditionally linear systems with non-Gaussian initial conditions. Namely, we consider the following system of stochastic differential equations : dX t =\a 0 (t, n+fliCt Y)X t }dt+b 1 We assume that all coefficients of above SDEs are Lipshitz continuous in the observable processes, and that certain quantities concerning the diffusion coefficients of above SDEs are uniformly nonsingular. In [5] , Kolodziej and Mohler study the same problem. They assume the only certain integrabilities for the coefficients of given SDEs. But they also assume a certain integrability of the initial distribution, while we assume nothing about the initial distribution. In [2] , Haussman and Pardoux study more general problem that contains also "Benes problem", which is nonlinear in unobservable processes. There they assume only boundedness of the coefficients of given SDEs, while we allow that a part of coefficients are of linear growth order in the observable processes.
In section 1, we give the precise formulation of the problem and the assumptions, and consider the reduction of the problem to the case & 2^0 . In section 2, we prove the main theorem under the assumptions in section 1. In section 3, we prove the proposition used in section 1. § 1. Problem Formulation and Assumptions Let (.0, £F, P) be a probability space. In order to guarantee the existence of the regular conditional probability used below, we assume that (Q, < 3) is a standard measurable space (see e.g.
[3]). Let (fJ^teno.n (T>0) be a right continuous increasing family of sub a -fields of £F. The unobservable process X t and the observable process Y t are M and N dimensional 2>adapted continuous processes, respectively, which satisfy the following stochastic differential equations: 
where C is a constant and K(s) is a nondecreasing right continuous function, 
. On the probability space (Q, £F, P), (i) X Q , U, and V are mutually independent]
(ii) P^o^p^o O n (R M } &*).
Proof, (i) By Girsanov's theorem, (U(t), V(t)} is an M+N dimensional £F r
Brownian motion under the probability P. Thus (i) is clear.
(ii) Since A t is a martingale with respect to (2^) under the probability P, for any A<=$ M we have Now, we have the stochastic differential equations :
on the probability space (Q, <S, P). By (1), (2) 
T], (X t , h t ) is Gaussian with mean vector m t (a)} and covariance matrix f t ((o) under the regular conditional probability given Qj t , P^t(a), A) (A^3), for P-a.e. a). Moreover,
Proof. By assumptions, we can apply Theorem 12.7 of [7] to equations (2.8), (2.9) and (2.12). We denote by P 0 the regular conditional probability given y t ya(X 0 ) on the probability space (Q, 9", P). Since .r t , X Q , and ^^ are Q/tVo'(^o)-ineasurable, by the property of the conditional expectation we have 
