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We discuss in this work the regularizing effect of terms of zero and first order on the
supercritical problem (1), involving theHardy–Leray potential. In fact in the case of the pole
inside the domain, by adding a suitable first order termwe pass fromnon-local existence in
problem (1) to existencewith breaking of resonance in problem (3). If 0 ∈ ∂Ω we regularize
it with a sublinear term.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
The problem−∆u =
up
|x|2 , u > 0 inΩ,
u = 0 on ∂Ω,
(1)
where p > 0 andΩ ⊆ RN ,N ≥ 3, is a bounded domain with smooth boundary, has been largely studied in the last years.
In the sub-linear case, 0 < p < 1, it is easy to prove solvability in the framework of the finite energy solutions; see [1].
The linear case is also well understood and results of solvability can be seen in [2], according to the summability of the data.
The solvability of the linear case with a zero-order perturbation can be found in [3].
The super-linear case has an extreme behavior. Indeed, if 0 ∈ RN \ Ω and 1 < p < N+2N−2 and since the inverse square
potential is bounded, using the mountain pass theorem by Ambrosetti and Rabinowitz [4], one can show that (1) has a
solution. On the contrary, if we assume 0 ∈ Ω there is no weak solution to (1), which we define as follows:
Definition 1. We say that a function u ∈ L1(Ω), u ≥ 0 is a weak solution of (1) if dist(x, ∂Ω) up|x|2 ∈ L1(Ω), u > 0 inΩ and
Ω
u(−∆φ) =

Ω
up
|x|2 φ for all φ ∈ C
∞(Ω)with φ|∂Ω = 0.
Actually, (1) has no weak supersolution even locally, as pointed out by Brezis and Cabré, see [5]. Indeed, assume that u ≥ 0
is a supersolution in D ′(Ω) to problem (1), i.e. u, u
p
|x|2 ∈ L1loc(Ω) and for all φ ∈ C∞0 (Ω), φ ≥ 0 the following inequality
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holds 
Ω
u(−∆φ) ≥

Ω
up
|x|2 φ.
If u is not identically zero, by the maximum principle for the Laplace operator u(x) ≥ c in a small ball Br(0), where c > 0.
Then u is a supersolution to the problem −∆v(x) = c 1|x|2 in Br(0), v(x) = 0 on |x| = r . Therefore u(x) ≥ c log
 r
x

. By
Picone’s inequality we obtain
Br (0)
|∇φ|2 ≥

Br (0)
−∆u
u

φ2 ≥

Br (0)
φ2
|x|2 c
p−1

log

r
|x|
p−1
, ∀φ ∈ C∞0 (Br(0))
which is a contradiction with Hardy–Sobolev inequality. So there exists a local obstruction to the solvability.
The intermediate case, 0 ∈ ∂Ω , has a more complicated behavior, for instance, if Ω is star-shaped with respect to the
origin then via a Pohozaev identity it is possible to prove that there is no solution in the finite energy setting. However, with
some perturbative arguments it could be proved that for some dumbbell type domains there exists a finite energy positive
solution. See [6] for details.
In this work we will study the regularizing effect of some perturbations to problem (1).
Case 1. 0 ∈ ∂Ω . In this case we will consider the problem−∆u = λf (x)uq +
up
|x|2 , u > 0 inΩ,
u = 0 on ∂Ω,
(2)
where p > 1, 0 ≤ q < 1, f ∈ L∞(Ω), f  0, and N ≥ 3, and λ > 0 small enough. We will prove that we can find
a solution without any restriction on the shape ofΩ . It is interesting to point out that there is no condition from
above on the value of p.
Case 2. 0 ∈ Ω . In this case it is obvious that, a fortiori, problem (2) has no solution and therefore we will try other kind of
regularizing terms in order to obtain a solution. We will prove how a square gradient term on the left hand side
(in some way an absorption term) breaks down the lack of solvability. The linear growth, p = 1, has been studied
in [7], but it is really a different result in nature.
More precisely, we will study the problem−∆u+ |∇u|2 = λ
up
|x|2 + f , u ≥ 0 inΩ,
u = 0 on ∂Ω,
(3)
where λ > 0, 1 ≤ p < 2, f ∈ L1(Ω), f ≥ 0, and N ≥ 3. The main features are that the gradient term kills the local
obstruction to the existence when 0 ∈ Ω and gives solutions in any domain when 0 ∈ ∂Ω .
The article is organized as follows. Section 2 is devoted to studying the regularizing effect of a sublinear perturbationwhen
0 ∈ ∂Ω . In Section 3 we give a proof of the regularization of a first order term, even when 0 ∈ Ω . Section 4 is devoted to
further results that could be obtained in a similar way. We also give some remarks and state some open problems.
2. Case 1. Existence result
In this section we study the existence of solutions to the model problem−∆u =
up
|x|2 + λu
q, u ≥ 0 inΩ,
u = 0 on ∂Ω,
(4)
and prove that for any smooth domain Ω with 0 ∈ ∂Ω there exists a solution. We use Satinger’s monotonicity argument
(see [8]). Precisely we have the following result.
Theorem 1. Let 0 ≤ q < 1, and p > 1. Then there existsΛ0 > 0, such that
(a) ∀λ ∈ (0,Λ0) problem (4) admits a solution uλ ∈ W 1,20 (Ω) ∩ L∞(Ω).
(b) If λ > Λ0 problem (4) has no solution.
Moreover, if λi < Λ0, i = 1, 2,
(1) uλi ∈ C2,α(Ω).
(2) If 0 < λ1 < λ2 ≤ Λ0, then uλ1 ≤ uλ2 .
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Proof. Consider Γ ⊂ ∂Ω , a regular submanifold which is a neighborhood of the pole of the potential. We can assume, for
instance, that Γ = ∂Ω ∩ Br(0) for r > 0 small in order to have Γ connected. Define for x ∈ Ω ,
dΓ = dist(x,Γ ).
We organize the proof in several steps in order to be clear.
Step 1. We start looking for a supersolution uλ to (4).
Since 0 ∈ Γ ⊂ ∂Ω and the boundary is a smooth manifold, we have that d
p
Γ
|x|2 ∈ Lq(Ω) for some q > N (see [6]). Then by
classical variational arguments and using that 0 < q < 1, there existsw the solution to−∆w = d
p
Γ
|x|2 + w
q, w ≥ 0 inΩ,
w = dΓ on ∂Ω.
(5)
By classical elliptic regularity theorywehave thatw ∈ C1,α(Ω)∩C0,1(Ω) (see, for instance [9] for details about the regularity
on ∂Ω). Notice that the regularity ofw implies the existence of a constant C = C(Ω, p, q) such that
w(x) ≤ CdΓ (x), x ∈ Ω.
Let uλ = Tw, thus
−∆uλ = T (−∆w) = T d
p
Γ
|x|2 + Tw
q ≥ T w
p
Cp|x|2 + Tw
q = T u
p
λ
T pCp|x|2 + T
uλq
T q
.
To have−∆uλ ≥ u
p
λ
|x|2 + λuqλ, it is sufficient that
T ≥ λ 11−q and T ≤

1
Cp
 1
p−1
.
Therefore, putting together both inequalities we observe that it is possible to find such a supersolution uλ for λ ∈ (0,Λ),
whereΛ =  1Cp  1−qp−1 .
Notice that we have found a supersolution only in the interval (0,Λ) and this result is almost optimal as we will see in
Step 4 below.
Step 2. Next we have to find a subsolution u of (4), such that uλ ≤ uλ. We take uλ, the solution to the problem−∆uλ = λuqλ, uλ ≥ 0inΩ,
uλ = 0 on ∂Ω.
It is obvious that uλ is a subsolution of (4) and by elliptic regularity results uλ ∈ C2,γ (Ω) ∩ C1,β(Ω).
Since uλ and uλ are subsolution and supersolution respectively to the equation
−∆uλ = λuqλ, 0 < q < 1
and uλ ≤ uλ on ∂Ω . Using the comparison argument by Brezis–Kamin in Appendix 2 of [10] we conclude that
uλ ≤ uλ inΩ.
(See also [1]).
Step 3. We use an iteration argument as in [11]. Consider λ ∈ (0,Λ), u0 ≡ uλ and uk solution of−∆uk = u
p
k−1
|x|2 + λu
q
k−1, uk ≥ 0 inΩ,
uk = 0 on ∂Ω.
(6)
By the weak comparison principle we prove by recurrence that
u0 ≡ uλ ≤ u1 ≤ · · · ≤ uk ≤ · · · ≤ uλ.
Therefore we can define uλ(x) = limk→∞ uk(x), x ∈ Ω .
Moreover, by the dominated convergence theorem, the right hand side of (6) converges to u
p
λ
|x|2 + λuqλ in Lr(Ω), ∀r > 1.
Therefore uλ is a solution to problem (4) in distributional sense. Using the Sobolev Theorem and duality, the right hand side
of equations (6) converges inW−1,2(Ω), then the continuity of−∆−1, implies that
uk → uλ inW 1,20 (Ω).
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It is easy to check that this solution, uλ, is aminimal solution for such λ.
Since if λ1 < λ2, the solution uλ2 for λ2 is a supersolution to the problem for λ1 then, by the weak comparison argument
as above, we conclude that uλ1 ≤ uλ2 .
The regularity is now easy to obtain. Since uλ ≤ CdΓ , the right hand side of (4) belongs to some Lr(Ω), with r > N .
The solution to (4), uλ, verifies uλ ∈ L∞(Ω) then by elliptic regularity as above and a bootstrapping argument, uλ ∈
C0,1(Ω) ∩ C2,α(Ω).
Step 4. We will prove the following claim.
Claim. There exists λ0 such that ∀λ ∈ [λ0,∞) the problem (4) has no solution uλ ∈ W 1,20 (Ω).
To prove the claim we closely follow the arguments in [11].
We proceed by contradiction. Consider v1 such that
−∆v1 = λ1v1, v1 ∈ W 1,20 (Ω) ∩ L∞(Ω) v1 > 0.
Suppose that for all λ there exists a solution to problem (4), uλ ∈ W 1,20 (Ω), uλ > 0. Then, by Hopf’s Lemma there exists
t > 0 verifying tv1 ≤ uλ inΩ . We call ψ = tv1. Pick ε > 0 such that λ1 + ε < λ2, the second eigenvalue of the Laplacian.
Consider µ ∈ (λ1, λ1 + ε) and cΩ = infx∈Ω 1|x|2 .
If λ is such that λ1 + ε ≤ bqλ
p−1
p−q where bq satisfies
bqλ
p−1
p−q uλ ≤ λuqλ + cΩupλ ≤ λuqλ +
upλ
|x|2 ,
then
−∆ψ = λ1ψ ≤ µψ ≤ µuλ ≤ (λ1 + ε)uλ ≤ bqλ
p−1
p−q uλ ≤ λuqλ +
upλ
|x|2 = −∆uλ.
That is, ψ ≤ uλ are subsolution and supersolution respectively to the problem−∆u = µu
u|∂Ω = 0 (7)
with µ ∈ (λ1, λ1 + ε).
A standard iteration argument shows that problem (7) has positive solution, that is a contradiction with the isolation of
λ1.1 Then there exists a λ0 such that ∀λ ∈ [λ0,∞) the problem (4) has no solution.
Final Step.DefineΛ0 = sup{λ | problem (4) has a solution}. According to the previous stepΛ0 <∞. Moreover ifλ ∈ (0,Λ0)
we can find λ∗ such that λ < λ∗ and problem (4) has a solution for λ∗. Such solution is a supersolution to problem (4) for λ.
Then we proceed as in Step 3 to find a solution for λ ∈ (0,Λ0).
In others words, we conclude that the set of λ > 0 for which there exists a solution to problem (4) is a bounded interval
of the positive real line. 
Remark 1. It is worthy to point out that if 1 < p < N+2N−2 a perturbative argument as in [6] allows to find a second solution
to problem (4) in conveniently thin dumbbell domains. We skip the details because came be found in [6].
3. Case 2. Regularization by a first order term if 0 ∈ Ω
In this section we will consider 0 ∈ Ω .
It is well known that
λ1(Ω) = inf
φ≠0,φ∈W1,20 (Ω)

Ω
|∇φ|2dx
Ω
φ2
|x|2 dx
> 0.
If 0 ∈ Ω , the optimal constant λ1(Ω) =
N−2
2
2
is not attained. When 0 ∈ ∂Ω the attainability of the constant depends on
the geometry of ∂Ω in a neighborhood of 0. See [12,13].
In this section we will prove the following main result.
Theorem 2. Consider problem (3) with 1 ≤ p < 2 and assume that f ∈ L1(Ω), is a positive function, then for all λ > 0 there
exists a positive weak solution u ∈ W 1,20 (Ω).
To prove Theorem 2 we proceed step by step. First we prove the result for f ∈ Lm(Ω),m > N2 and then, the general case,
f ∈ L1(Ω), follows approximating the datum.
1 Notice that this argument can be used in some nonlinear settings.
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3.1. Existence result with f ∈ Lm(Ω), m > N2
For k > 0 we call Tk(s) = max{min{k, s},−k}.
First we will solve the truncated problem,−∆uk + |∇uk|2 = λ
Tk(u
p
k)
|x|2 + 1k
+ f , inΩ,
uk ∈ W 1,20 (Ω) ∩ L∞(Ω) and uk > 0.
(8)
Theorem 3. Assume f ∈ Lm(Ω),m > N2 , then there exists a positive solution to problem (8).
Proof. Since f ≥ 0, φ ≡ 0 is a subsolution to problem (8). Consider ψ the solution to−∆ψ =
λk
|x|2 + 1k
+ f x ∈ Ω,
ψ = 0 x ∈ ∂Ω,
therefore ψ is supersolution to (8).
To prove Theorem 3we consider a sequence of approximated problems that we solve by iteration and using a convenient
comparison argument from [14]. Take as starting pointw0 = 0 and consider iteratively the problem,
−∆wn + |∇wn|
2
1+ 1n |∇wn|2
= λTk(w
p
n−1)
|x|2 + 1k
+ f ,
wn ∈ W 1,20 (Ω) ∩ L∞(Ω),
wn > 0.
(9)
Notice that the subsolution φ ≡ 0 and the supersolutionψ to problem (8) are a subsolution and a supersolution to problem
(9).
Using Proposition 3.3 in [14] we find a solution (9) such that
wn ∈ W 1,20 (Ω) ∩ L∞(Ω) and 0 ≤ wn ≤ ψ. 
3.1.1. Weak convergence ofwn in W
1,2
0 (Ω)
For simplicity of typing, we call Hn(∇wn) = |∇wn|21+ 1n |∇wn|2 .
Takingwn as a test function in the approximated problems (9), we obtain
Ω
|∇wn|2dx+

Ω
Hn(∇wn)wndx = λ

Ω
Tk(w
p
n−1)
|x|2 + 1k
wndx+

Ω
fwndx
≤ λ

Ω
k
wn
|x|2 + 1k
dx+

Ω
fwndx ≤ λ

Ω
k
ψ
|x|2 + 1k
dx+

Ω
fψdx.
That is
Ω
|∇wn|2dx+

Ω
Hn(∇wn)wndx ≤ C(k, f ,Ω).
Since 
Ω
Hn(∇wn)wndx ≥ 0, then

Ω
|∇wn|2dx ≤ C(k, f ,Ω).
Therefore, up to a subsequence, wn ⇀ uk weakly in W
1,2
0 (Ω) and wn ⇀ uk weakly-* in L
∞(Ω), hence uk ∈ W 1,20 (Ω) ∩
L∞(Ω).
3.1.2. Strong convergence ofwn in W
1,2
0 (Ω)
We want to prove thatwn → uk strongly inW 1,20 (Ω) to conclude that uk solves the truncated problem (8).
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Consider the function φ(s) = se 14 s2 which verifies φ′(s)− |φ(s)| ≥ 12 . Taking φ(wn − uk) as a test function in (9),
Ω
∇wnφ′(wn − uk)∇(wn − uk)dx+

Ω
Hn(∇wn)φ(wn − uk)dx
= λ

Ω
Tk(w
p
n−1)
|x|2 + 1k
φ(wn − uk)dx+

Ω
f φ(wn − uk)dx.
Sincewn ⇀ uk inW
1,2
0 (Ω), the first term on the left hand side can be estimated as follows:
Ω
∇wnφ′(wn − uk)∇(wn − uk)dx =

Ω
φ′(wn − uk)|∇(wn − uk)|2dx+

Ω
∇ukφ′(wn − uk)∇(wn − uk)dx
=

Ω
|∇(wn − uk)|2φ′(wn − uk)dx+ o(1).
For the second term on the left hand side we have
Ω
Hn(∇wn)φ(wn − uk)dx ≤

Ω
|∇wn|2|φ(wn−uk)|dx
=

Ω
|∇wn −∇uk|2|φ(wn − uk)|dx−

Ω
|∇uk|2|φ(wn − uk)|dx
+ 2

Ω
∇wn∇uk|φ(wn − uk)|dx.
Sincewn ⇀ uk inW
1,2
0 (Ω) and |φ(wn − uk)| → 0 almost everywhere, we obtain
Ω
|∇uk|2|φ(wn − uk)|dx → 0 as n →∞
and also by the weak convergence,
Ω
∇wn∇ukφ(wn − uk)dx → 0 as n →∞.
Then, passing to the limit as n →∞, we have
Ω
Hn(∇wn)φ(wn − uk)dx ≤

Ω
|∇wn −∇uk|2|φ(wn − uk)|dx+ o(1).
Notice that the right hand side goes to zero as n →∞.
Hence, since φ′(s)− |φ(s)| > 12 we conclude that
1
2

Ω
|∇wn −∇uk|2dx ≤

Ω
(φ′(wn − uk)− |φ(wn − uk)|)|∇wn −∇uk|2dx ≤ o(1),
whence wn → uk inW 1,20 (Ω). In particular, up to a subsequence, Hn(∇wn)→ |∇uk|2 a.e. inΩ and then by an elementary
argument,
Hn(∇wn)→ |∇uk|2 in L1(Ω).
Since−∆wn →−∆uk in the sense of distributions, we conclude that uk satisfies the problem
−∆uk + |∇uk|2 = λ Tk(u
p
k)
|x|2 + 1k
+ f inΩ, uk ∈ W 1,20 (Ω) ∩ L∞(Ω) and uk > 0.  (10)
3.1.3. Pass to the limit when k →∞
We are now able to prove the following result.
Theorem 4. Consider 1 ≤ p < 2 and assume that f ∈ Lm(Ω), m > N2 , is a positive function, then for all λ > 0 there exists a
positive solution u ∈ W 1,20 (Ω) to problem (3).
Proof. We need to analyze the convergence of {uk}, the solutions to problems (8).
(i) Weak convergence of {uk} in W 1,20 (Ω).
Since {uk} ∈ W 1,20 (Ω) ∩ L∞(Ω)we can use uk as a test function in the truncated problem (8). It follows that
Ω
|∇uk|2dx+ 49

Ω
∇u 32k 2 dx ≤ λ 
Ω
up+1k
|x|2 dx+

Ω
fukdx. (11)
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Using the Hölder and Hardy–Leray inequalities we obtain that,
Ω
up+1k
|x|2 dx ≤

Ω
u3k
|x|2 dx
 p+1
3

Ω
dx
|x|2
 2−p
3 ≤ CΛ−
p+1
3
N

Ω
∇u 32k 2 dx
 p+1
3
.
Therefore, as p+ 1 < 3 we obtain that for all ε > 0 there exists Cϵ = Cϵ(p,N) > 0 such that
Ω
∇u 32k 2 dx
 p+1
3
≤ ε

Ω
∇u 32k 2 dx+ Cϵ . (12)
On the other hand, ifm′ = 1− 1m and by Sobolev inequality we get
Ω
fukdx ≤ ∥f ∥Lm(Ω)∥uk∥Lm′ (Ω) ≤ C

Ω
|∇uk|2dx
 1
2 |Ω| 1m′ − 12∗ ∥f ∥Lm(Ω).
Thus for all ε > 0 there exists Dϵ = Dϵ(m,N,Ω, f ) such that
Ω
|∇uk|2dx
 1
2 ≤ ε

Ω
|∇uk|2dx+ Dϵ . (13)
Therefore for a suitable small ε, from (11), (12), (13) we find a positive A such that,
Ω
|∇uk|2dx ≤ A and

Ω
∇u 32k 2 dx ≤ A.
Then, up to a subsequence,
uk ⇀ u and u
3
2
k ⇀ u
3
2 weakly inW 1,20 (Ω) and a.e.
We have to prove that uk → u strongly in W 1,20 (Ω) in order to show that u solves problem (3). We proceed as
follows.
(ii) Strong convergence in L1(Ω) of the truncated terms.We have
Ω
Tk(u
p
k)
|x|2 + 1k
dx ≤

Ω
upk
|x|2 dx ≤

Ω
u2k
|x|2 dx
 p
2

Ω
1
|x|2 dx
 2
2−p ≤ C

Ω
|∇uk|2
 p
2
dx ≤ C .
It follows that Tk(u
p
k)
|x|2+ 1k
is bounded in L1(Ω) and converges almost everywhere to u
p
|x|2 . In particular by Fatou’s lemma,
up
|x|2 ∈ L1(Ω). Let E ⊂ Ω be a measurable set, then as above we have
E
Tk(u
p
k)
|x|2 + 1k
dx ≤

E
upk
|x|2 dx ≤

E
u2k
|x|2 dx
 p
2

E
1
|x|2 dx
 2−p
2 ≤ C

E
1
|x|2 dx
 2−p
2
where C is a positive constant independent of k. Hence by the absolutely continuity of the integral we can use Vitali’s
Theorem to obtain
Tk(u
p
k)
|x|2 + 1k
→ u
p
|x|2 in L
1(Ω).
(iii) Proof of |∇uk|2 → |∇u|2 in L1(Ω). To obtain the strong convergence of the gradients we need some previous results.
Lemma 1. Let uk be defined by (8). Then,
lim
n→∞

{uk≥n}
|∇uk|2dx = 0 (14)
uniformly in k.
Proof. Consider the function Gn(s) = s − Tn(s) and ψn−1(s) = T1(Gn−1(s)). Notice that, ψn−1(uk)|∇uk|2 ≥ |∇uk|2χ{uk≥n}.
Using ψn−1(uk) as a test function in (8),
{uk≥n}
|∇uk|2dx ≤

Ω
|∇ψn−1(uk)|2dx+

Ω
ψn−1(uk)|∇uk|2dx =

Ω
λ
Tk(u
p
k)
|x|2 + 1k
ψn−1(uk)dx+

Ω
ψn−1(uk)fdx.
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Since {uk} is uniformly bounded inW 1,20 (Ω), then up to a subsequence, {uk} strongly converges in Lp(Ω)∀p < 2∗ and almost
everywhere. Then, as a consequence,
|{x ∈ Ω : n− 1 < uk(x) < n}| → 0,
|{x ∈ Ω : uk(x) > n}| → 0, uniformly in k as n →∞.
Therefore
lim
n→∞

{uk≥n}
|∇uk|2dx = 0 uniformly in k.  (15)
Lemma 2. Consider uk ⇀ u as above. Then
Tn(uk)→ Tn(u) in W 1,20 (Ω).
Proof. Consider the functions Gn(s) = s− Tn(s) and φ(s) = se 14 s2 that verifies
φ′(s)− |φ(s)| ≥ 1
2
.
Take φ(Tn(uk)− Tn(u)) as a test function in (8).
Ω
∇ukφ′(Tn(uk)− Tn(u))∇(Tn(uk)− Tn(u))dx+

Ω
|∇uk|2φ(Tn(uk)− Tn(u))dx
=

Ω

λ
Tk(u
p
k)
|x|2 + 1k
+ f

φ(Tn(uk)− Tn(u))dx.
To estimate the first term on the left hand side we proceed as follows,
Ω
∇ukφ′(Tn(uk)− Tn(u))∇(Tn(uk)− Tn(u))dx
=

Ω
∇Tn(uk)φ′(Tn(uk)− Tn(u))∇(Tn(uk)− Tn(u))dx+

Ω
∇Gn(uk)φ′(Tn(uk)− Tn(u))∇(Tn(uk)− Tn(u))dx
=

Ω
|∇Tn(uk)−∇Tn(u)|2φ′(Tn(uk)− Tn(u))dx+

Ω
∇Tn(u)φ′(Tn(uk)− Tn(u))∇(Tn(uk)− Tn(u))dx
+

Ω
∇Gn(uk)φ′(Tn(uk)− Tn(u))∇Tn(uk)dx−

Ω
∇Gn(uk)φ′(Tn(uk)− Tn(u))∇Tn(u)dx.
Since the supports of ∇Gn(uk) and ∇Tn(uk) are disjoint and the ones of ∇Gn(uk) and ∇Tn(u) are almost disjoint, we get
Ω
∇Gn(uk)φ′(Tn(uk)− Tn(u))∇Tn(uk)dx = 0 =

Ω
∇Gn(uk)φ′(Tn(uk)− Tn(u))∇Tn(u)dx.
On the other hand, since Tn(uk) ⇀ Tn(u)weakly inW
1,2
0 (Ω),
Ω
∇Tn(u)φ′(Tn(uk)− Tn(u))∇(Tn(uk)− Tn(u))dx → 0, as k →∞.
Therefore,
Ω
∇ukφ′(Tn(uk)− Tn(u))∇(Tn(uk)− Tn(u))dx =

Ω
|∇(Tn(uk)− Tn(u))|2φ′(Tn(uk)− Tn(u))dx+ o(1).
Notice that we have φ(Tn(uk)− Tn(u))χ{uk≥n} = 0,
Ω
|∇uk|2φ(Tn(uk)− Tn(u))dx
=

{uk≤n}
|∇uk|2φ(Tn(uk)− Tn(u))dx+

{uk≥n}
|∇uk|2φ(Tn(uk)− Tn(u))dx
=

Ω
|∇Tn(uk)|2|φ(Tn(uk)− Tn(u))|dx
=

Ω
|∇Tn(uk)−∇Tn(u)|2|φ(Tn(uk)− Tn(u))|dx−

Ω
|∇Tn(u)|2|φ(Tn(uk)− Tn(u))|dx+
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+ 2

Ω
|∇Tn(uk)∇Tn(u)|φ(Tn(uk)− Tn(u))|dx.
Since ∇Tn(u)φ(Tn(uk)− Tn(u))→ 0 in L2(Ω), and ∇Tn(uk) ⇀ ∇Tn(u) in L2(Ω)we obtain
Ω
|∇Tn(u)|2|φ(Tn(uk)− Tn(u))|dx → 0 as k →∞
and 
Ω
∇Tn(uk)∇Tn(u)φ(Tn(uk)− Tn(u))dx → 0 as k →∞.
Then, passing to the limit as k →∞, we have
Ω
|∇uk|2φ′(Tn(uk)− Tn(u))dx =

Ω
|∇Tn(uk)−∇Tn(u)|2|φ(Tn(uk)− Tn(u))|dx+ o(1).
Notice that the right hand side goes to zero as k →∞.
Hence, since φ′(s)− |φ(s)| > 12 we conclude that
1
2

Ω
|∇Tn(uk)−∇Tn(u)|2dx ≤

Ω
(φ′(Tn(uk)− Tn(u))− |φ(Tn(uk)− Tn(u))|)|∇Tn(uk)−∇Tn(u)|2dx ≤ o(1),
whence Tn(uk)→ Tn(u) strongly inW 1,20 (Ω). 
(iv) End of the proof of Theorem 4. To finish, we proceed to prove that
|∇uk|2 → |∇u|2 strongly in L1(Ω).
Using Lemma 2 the sequence of the gradients converges a.e. In order to apply Vitali’s Theorem again, we have to prove the
equi-integrability of |∇uk|2.
Let E ⊂ Ω be a measurable set. Then
E
|∇uk|2dx ≤

E
|∇Tn(uk)|2dx+

{uk≥n}∩E
|∇uk|2dx.
By Lemma 2, for every n > 0, Tn(uk) → Tn(u) in W 1,20 (Ω), therefore

E |∇Tn(uk)|2dx is uniformly small for |E| small
enough. And by Lemma 1, we obtain
{uk≥n}∩E
|∇uk|2dx ≤

{uk≥n}
|∇uk|2dx → 0
as n →∞ uniformly in k. Then
|∇uk|2 → |∇u|2 in L1(Ω)
by Vitali’s Theorem.
Therefore, in particular we conclude that u is a distributional solution to the problem,−∆u+ |∇u|2 = λ
up
|x|2 + f , u ≥ 0 inΩ,
u = 0 on ∂Ω.
(16)
It is worthwhile to point out that the equation is verified even in a stronger way, that is, testing with functions v ∈
W 1,20 (Ω) ∩ L∞(Ω). 
3.2. Solving problem (3) with L1(Ω) data.
Consider fk = Tk(f ), that is fk ↑ f in L1(Ω). Consider uk the solution to−∆uk + |∇uk|2 = λ u
p
k
|x|2 + fk, uk ≥ 0 inΩ,
uk = 0 on ∂Ω,
(17)
found in the Section 3.1.
Define
Ψn(s) =
 s
0
Tn(t)
1
2 dt,
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that explicitly is,
Ψn(s) =

2
3
s
3
2 if s < n,
2
3
n
3
2 + (s− n)n 12 if s > n.
(18)
One can check the following numerical estimate.
Lemma 3. Fixed p ∈ [1, 2),∀ε > 0,∀k > 0, ∃Cε such that
sp Tn(s) ≤ εΨ 2n (s)+ Cε, s ≥ 0.
Taking Tn(uk) as a test function in the truncated problem it follows that
Ω
|∇Tn(uk)|2dx+

Ω
|∇uk|2Tn(uk)dx = λ

Ω
upk
|x|2 Tn(uk)dx+

Ω
fkTn(uk)dx.
Then, 
Ω
|∇Tn(uk)|2dx+

Ω
|∇Ψn(uk)|2dx ≤ λ

Ω
upk
|x|2 Tn(uk)dx+

Ω
fTn(uk)dx.
From Lemma 3, by the Poincaré and Young inequalities,
Ω
|∇Tn(uk)|2dx+

Ω
|∇Ψn(uk)|2dx ≤ ε λ
ΛN

Ω
|∇Ψn(uk)|2dx+

Ω
Cε
|x|2 dx+ n∥f ∥L1(Ω).
Choosing 0 < ε λ
ΛN
< 1, we get
Ω
|∇Tn(uk)|2dx+

1− ε λ
ΛN

Ω
|∇Ψnuk|2dx ≤

Ω
Cε
|x|2 dx+ n∥f ∥L1(Ω).
Therefore for every n > 0 it follows that
Ω
|∇Tn(uk)|2dx ≤ C(λ, ε,Ω, f , n) uniformly in k ∈ N,
Ω
|∇Ψn(uk)|2dx ≤ C(λ, ε,Ω, f , n) uniformly in k ∈ N.
Hence, using the definition of Ψn, there exists u ∈ W 1,20 (Ω) such that uk ⇀ uweakly inW 1,20 (Ω). Indeed
Ω
|∇uk|2dx ≤

Ω
|∇Tn(uk)|2dx+

Ω∩{uk>n}
|∇uk|2dx ≤

Ω
|∇Tn(uk)|2dx+

Ω
|∇Ψn(uk)|2dx ≤ C
where C is independent of k. Hence, up to a subsequence
uk ⇀ uweakly inW
1,2
0 (Ω).
We prove now in a similar way to the previous section that
(1) u
p
k
|x|2 → u
p
|x|2 in L
1(Ω).
(2) Tn(uk)→ Tn(u) strongly in W 1,20 (Ω) for all n > 0.
(3) limn→∞

{uk≥n} |∇uk|2dx = 0 uniformly in k.
As in Section 3.1 we deduce that u
p
k
|x|2 is bounded in L
1(Ω) and converges a.e. to u
p
|x|2 . In order to apply Vitali’s Theorem, we
check the equi-integrability of u
p
k
|x|2 . In this way we get (1).
Notice that (2) and (3) are necessary to demonstrate the strong convergence of the gradients.
To get (2) we consider the function Gn(s) = s − Tn(s) and φ(s) = se 14 s2 , which verifies φ′(s) − |φ(s)| ≥ 12 . Using
φ(Tn(uk)− Tn(u)) as a test function in (17),
Ω
∇ukφ′(Tn(uk)− Tn(u))∇(Tn(uk)− Tn(u))dx+

Ω
|∇uk|2φ(Tn(uk)− Tn(u))dx
=

Ω

λ
upk
|x|2 + fk

φ(Tn(uk)− Tn(u))dx.
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Estimating term by term as in Lemma 2, considering that uk ⇀ u in W
1,2
0 (Ω) and using the assumption on φ(s) we
conclude (2).
To get (3) we use the truncated function of Gn(s),ψr−1(s) = T1(Gr−1(s)) as a test function in (17), and proceed exactly as
in the proof of Lemma 1.
Now we are able to prove that
|∇uk|2 → |∇u|2 strongly in L1(Ω).
By (2) above the sequence of the gradients converges a.e. In order to use Vitali’s Theorem again, we need to prove the equi-
integrability of |∇uk|2.
Let E ⊂ Ω be a measurable set. Then
E
|∇uk|2dx ≤

E
|∇Tn(uk)|2dx+

{uk≥n}∩E
|∇uk|2dx.
By (2), for every n > 0, Tn(uk)→ Tn(u) in W 1,20 (Ω), and therefore

E |∇Tn(uk)|2dx is uniformly small for |E| small enough.
By (3), we obtain
{uk≥n}∩E
|∇uk|2dx ≤

{uk≥n}
|∇uk|2dx → 0
as n →∞ uniformly in k.
Then by Vitali’s Theorem we obtain that
|∇uk|2 → |∇u|2 in L1(Ω).
Therefore, in particular we conclude that u is a distributional solution to the problem,−∆u+ |∇u|2 = λ
up
|x|2 + f , u ≥ 0 inΩ,
u = 0 on ∂Ω.
(19)
4. Remarks, further results and some open problems
4.1. The case p = 2
To simplify the calculations we assume f in Lm(Ω) andm > N2 .
Notice that if p = 2, we have the same result of Section 3.1 if 0 < λ < 49ΛN .
That is, consider−∆u+ |∇u|2 = λ u
2
|x|2 + f , u ≥ 0 inΩ,
u = 0 in ∂Ω.
(20)
The same arguments as in Section 3.1 allow us to conclude the existence of a solution to
−∆uk + |∇uk|2 = λTk

u2k
|x|2

+ f inΩ, uk ∈ W 1,20 (Ω) ∩ L∞(Ω) and uk > 0. (21)
Using uk as a test function in the last expression,

Ω
|∇uk|2dx+ 49

Ω
|∇u 32k |2dx = λ

Ω
Tk

u2k
|x|2

ukdx+

Ω
fukdx ≤ λ

Ω

u
3
2
k
2
|x|2 dx+

Ω
fukdx.
Then, applying the Poincaré, Young, Hölder and Sobolev inequalities,
α

Ω
|∇uk|2dx+ 49

Ω
|∇u 32k |2dx ≤
λ
ΛN

Ω
|∇u 32k |2dx+ C∥f ∥L N2 (Ω).
Therefore,
α

Ω
|∇uk|2dx+

4
9
− λ
ΛN

Ω
∇u 32k 2 dx ≤ C∥f ∥L N2 (Ω).
Then, by the compactness arguments of Section 3.1, we can prove that there exists a solution if 0 < λ < 49ΛN .
The optimality of this value of λ for the existence, it seems to be an open problem.
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4.2. Case p ≥ 2
As in the previous case we assume f in Lm(Ω) and m > N2 . To study the problem with p ≥ 2 we need to include uβ on
the left side of the equation.
It is clear that it is sufficient to have β > p − 2 for the existence of solution. Indeed, using exactly the same kind of
arguments as in the previous section, we can solve the problem−∆u+ uβ |∇u|2 = λ
1
|x|2 u
p + f , u ≥ 0 inΩ,
u = 0 in ∂Ω.
(22)
4.3. Weaker absorbtion terms
Fixed p ∈ (1, 2), consider the problem−∆u+ |∇u|q = λ
up
|x|2 + f , u ≥ 0 inΩ,
u = 0 in ∂Ω,
(23)
where f ≥ 0 and N ≥ 3. We try to find conditions for q ∈ (p, 2] in such a way that problem (23) has a solution for all λ > 0
and all f ∈ L1(Ω).
According to the results in Section 3.2 it is enough to obtain the following key estimate for the solution uk to the truncated
problem,
Ω
|∇Tn(uk)|2dx+

Ω
|∇Ψn(uk)|qdx ≤ λn

Ω
upk
|x|2 dx+ n

Ω
fkdx,
where as above Ψn(s) =
 s
0 T
1
q
n (t)dt .
Now, since q > pwe can apply the Hölder inequality as follows,
Ω
upk
|x|2 dx ≤

Ω
uqk
|x|q dx
 p
q

Ω
1
|x|(2−q) qq−p
dx
 q−p
q
,
therefore, in order to have a finite integral, we must impose,
(2− q) q
q− p > N ⇔ q
∗(p) = pN
N + 2− p < q. (24)
Notice that q∗(1) is optimal. See [15].
Assume that q satisfies (24). Then, by the Hardy–Sobolev forW 1,q(Ω) inequality and also the Young inequality, we obtain
Ω
|∇Tn(uk)|2dx+

Ω
|∇Ψn(uk)|qdx ≤ ε λ
ΛN,q
n

Ω
|∇uk|qdx+ c(ε, q, p,N)n+ n

Ω
fdx.
As above, using the definition of Ψn and since sq ≤ s2 + C for a suitable constant C , we find
Ω
|∇uk|qdx =

{uk≤n}
|∇uk|qdx+

{uk>n}
|∇uk|qdx
≤

{uk≤n}
|∇uk|2dx+ C + n

{uk>n}
|∇uk|qdx
≤

Ω
|∇Tn(uk)|2dx+

Ω
|∇Ψn(uk)|qdx+ C
≤ ε λ
ΛN,q
n

Ω
|∇uk|qdx+ c(ε, q, p,N)n+ n

Ω
fdx+ C .
Then taking ε ≪ 1 we conclude
α

Ω
|∇uk|qdx ≤ C1 + C2n∥f ∥L1(Ω),
and as a consequence
Ω
|∇Tn(uk)|2dx+

Ω
|∇Ψn(uk)|qdx ≤ C3 + C2n∥f ∥L1(Ω).
Remark 2. Similar arguments extend to amore general framework. For instance, problemswith a quasilinear principal part
will be studied in a forthcoming work.
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