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0 引言
高通量设备现在能够提供越来越多的数据信息，快速
发展的计算机技术使我们能够处理更多更大规模的海量
数据。从基因组、分子生物、金融到影像等领域，大规模数
据能够提供的信息越来越多，分析方法也变得日益重要。
例如，DNA微阵列(microarray)检测技术能在多个样本中比
较数百万个以上的基因表达并识别出差异信号。然而在
对这些海量数据进行多重假设检验等统计推断分析时，传
统的假设检验方法显得过于保守。特别是当所要研究的
差异信号比重相对比较小时，应用传统的批量错误率控制
方法会使得重要的信号很容易被排除掉。
传统的控制检验错误率的标准是批量错误率FWER
（family-wise error rate），即在所有零假设中，至少发生一个
假阳性错误（Type I error）的概率。Bonferroni法是常用的
控制FWER的检验方法，虽然能将FWER控制在给定的显
著性水平范围内，但检测功效随着数据量的增加而显著地
减小。
Benjamini和Hochberg[1]提出了一个比FWER较为宽松
的错误发现率FDR控制标准，并展示了如何用Simes[2]提
出的检验过程进行校准。这个过程能把错误发现率FDR
控制在给定的显著性水平下。我们将这个过程称之为BH
过程。当零假设的数量增加时，BH过程的检验功效优于
Bonferroni法[3]。此后，学者们对FDR进行相当多的深入研
究。比如，Storey，Genovese和Efron侧重在对FDR相关变
形与拓展的研究[4-7]；另一方面，通过估计零假设数量所占
的比例对BH过程进行改进能进一步提高检验功效[3,8,9]。
FDR及其相关的研究主要侧重在检验方法本身。而
大部分多重假设的检验方法是将所有数据当作一个整体
来处理，数据越多对处理方法的考验就越大。对于海量数
据，若是能充分利用结构、维度等信息，将能给出更多、更
全面的结论。Allison等[10]归纳了在微阵列分析的五个关
键统计元素，其中一个是多重检验，而另外一个重要元素
是在基因表达分析中，需利用先验信息或特定标准对基因
进行分组或分群，从而从更多角度对海量基因做统计分
析。本文提出将这两个重要的分析元素结合起来，即利用
结构或维度信息对海量数据进行分层检验，并对分层内的
检验阈值进行必要的调整。将主要以双层检验为例，讨论
了双层检验中，组间和组内两个层次中检验阈值的选择，
并概括双层检验方法的主要优点和应用。回顾单层的
Bonferroni（BON）过程和 BH 过程。提出双层 Bonferroni
（dBON）过程，之后引用并加以阐释Cai和Chan的双层BH
（dBH）过程[11]。利用Monte Carlo数值模拟对四个过程进
行比较分析，衡量这四种方法在FDR和检验灵敏度的不
同表现。
1 分层检验方法
在海量数据的处理中，若是有先验信息可以提供数据
的结构情况，便可利用这些结构信息对检验方法进行调
整。例如，有些多重假设可根据数据采集的渠道、产生的
空间、地理位置或生物特征等进行分层分类。以微阵列研
究为例，处理时可先根据性别划分，再根据地域、年龄段
等,按研究目的对调查对象进行复合层次划分。通过分
层，一个直接的优点是降低数据的复杂程度。另一方面，
可以同时对各个层次各个分类进行群组检验，如可得到微
阵列在特定年龄段的检验结论。
对数据进行分层后，便可选择适当的检验方法。Ye-
kutieli 等 [12] 提 出 了 分 层 FDR 控 制 过 程（Hierarchical
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FDR-controlling procedure)。该方法将有层次结构信息的
零假设分层进行检验，并应用于基因表达的检测[13,14]。
Benjamini和Heller[15]指出在空间信号的检验中，以群组作
为空间信号的检验单位有两个优点：首先，能控制各个群
组间的FDR；其次，当信号较为集中时，可以明显提高信号
的检测水平。在这些分层检验过程中，对组内和各个层次
组间显著性水平的选择都设定为同一个标准。但在一些
情况下，差异信号容易聚集在一起，如癌变基因、影像扫描
等。对于这类数据，可以调整组内的检验阈值，从而优化
检验过程。BH过程便是这个思想，通过放松 p 值的比较
阈值来提高检验功效，本文将在下面引用BH过程的时候
进行论述。
下面讨论双层检验方法。 Cai和Chan[11]讨论了多种
双层检验过程，包括不同阈值的选择，本文选取其中的
dBH过程为例。该过程在分组的数据中应用BH过程，并
在组内调整检验阈值。首先在组间运用一次BH过程，检测
出带有差异信号的组；然后在被拒绝的组里再运用一次BH
过程，检验出差异信号的具体位置。运用该方法，当所有假设
都独立时，不仅组内、组间的FDR都控制在显著性水平范围
内，而且进一步控制了一个加权的总体平均FDR。当信号集
中出现时，该过程的检测功效明显提高。Efron和Zhang[16]讨
论了在多个基因样本中，识别恶性胶质瘤潜在的病变基因
位置点。该数据包含了207个样本，每个样本包含42075个
基因位点。在这组数据中，Cai和Chan[11]应用了dBH检验
方法，既识别了带有显著差异基因的样本，又在这些样本
内定位出易导致病变的显著基因位点。
2 单层检验方法
在不分组、将所有零假设当成一个整体考虑的情况
下，首先设总共有 m 个零假设，标记为 Hi, i = 1,2,,m ，它
们相应的 p 值为 pi 。本文预先设定显著性水平 α为5%，
并只考虑所有零假设相互独立的情况。将总体零假设标
记为 H0 。当所有零假设为真时，H0 为真；如果至少一个
零假设被拒绝则拒绝 H0 。
2.1 BON过程
传统的BON过程为了保证整体的批量错误率FWER，
将各个零假设的 p 值同 α/m 进行比较。满足 pi £ α/m 的
零 假 设 Hi 会 被 拒 绝 。 该 方 法 控 制 了 FWER, 即
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2.2 BH过程
由于BON过程的检验阈值随着 m 的增大而减小，检
验功效亦下降明显。Simes（1986）[2]提出了对BON过程进
行修改。首先将所有 p 值从小到大排列并将这些排列的
p 值表示为 p(1) £ p(2) £ £ p(m) ，再拒绝所有排列 p 值满足
p(i) £ iα/m 的零假设。只要至少一个 Hi 被拒绝，则拒绝总
体零假设 H0 。若定义总体 p 值为 p0 =min1 £ i £m
mp(i)
i
，则
如果 p0 £ α，拒绝 H0 。该方法不仅同样能控制FWER，而
且比BON更适用于其他一些如零假设存在高度相关的情
况。另一方面，Benjamini和Hochberg[1]提出比FWER更为
宽松的FDR控制标准，并证明Simes提出的方法直接能满
足FDR控制。之后，该控制FDR的方法被普遍称为BH过
程。若用符号表示，将被拒绝的零假设个数标记为 R ，其
中被错误拒绝（假阳性）的零假设有V 个，则最大的被拒绝
的 p 值满足 p(R) £Rα/m 。因此 p 值小于 p(R) 的零假设都
会被拒绝。错误发现率定义为 FDR =Eæ
è
ç
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ø
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V
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，当
所有零假设相互独立时，BH过程控制 FDR £ α。当所有
零假设为真时，FDR等同于FWER。但当真零假设的比例
减小，FDR小于FWER。因此，在差异信号的检验中，以
FDR作为控制标准能提高检验功效。
3 双层检验方法
在双层检验中，本文假设有先验信息可以将所有零假
设平均分为 m0 组，且每组有 m/m0 = n 个，并将单个零假
设标记为 Hjl, j = 1,2,,m0, l = 1,2,,n ,相对应的 p 值标
记为 pjl 。为了进一步简化问题的复杂性，本文假设
m0 = n ，即组数和每组内零假设的数量是相同的。将 H
*
j
定义为组间零假设，其 p 值称之为组间 p 值，并标记为
p*j 。当 j 组内所有零假设为真，H
*
j 为真；如果组内至少
一个零假设被拒绝则拒绝 H *j 。组间 p 值的计算可根据
检验过程，例如直接取组间 p 值为组内最小 p 值。在组间
进行检验时，可直接使用该 p 值与阈值进行比较。再检验
被拒绝的组内的单个零假设。双层检验过程简单明了，但
还需考虑组内和组间阈值的选择。阈值的设定影响了组
内、组间和整体零假设的错误控制率和检验功效。另一方
面，检验过程的不同，也会影响最优阈值的选择。
3.1 dBON过程
根据双层检验的思想，本文提出dBON过程。首先定
义各个组间 p 值为组内最小 p 值,即：
p*j =min{ }pjl, l = 1,2,,n ，j = 1,2,,m0
将组间的显著性水平定为 α，在组间应用一次Bonfer-
roni过程，拒绝所有 p*j 不大于 α/n 的组。若至少有一个组
间零假设 H *j 被拒绝，则拒绝总体零假设 H0 。确定被拒
绝的组后，同样地设定组内显著性水平为 α，将被拒绝的
组的组内单个零假设的 p 值与 α/n 进行比较，被拒绝的零
假设便是显著的差异信号。当所有零假设为真，该dBON
过程可以保证组内FWER。而组间FWER的控制率为：
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因此，当 m0 = n ，组间FWER也控制在显著性水平范
围内；若 m0 大于n，则组间FWER控制没有实际意义；若
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m0 小于n，则组间FWER控制在一个更严格的范围内。但
是，dBON不控制所有零假设的FWER。
3.2 dBH过程
Cai和Chan提出了将BH过程应用在双层结构的dBH
过程[11]。在每个组内，首先根据BH过程计算总体 p 值的
方法计算出每个组的组间 p 值。
p*j =min1 £ l £ n
np( jl)
l
, j = 1,2,,m0
其 中 ，p( jl) 为 组 内 排 列 p 值 ，即 在 第 j 组 ，有
p( j1)£ p( j2)£ £ p( jn) 。然后用组间 p 值计算出总 p 值，即
p0 =min1 £ j £m0
mp*( j)
j
，其 中 p*( j) 为 组 间 排 列 p 值 。 若
p0 £ α，则拒绝 H0 。而在所有组间零假设中，排列 p 值满
足 p*( j) £ jα/m0 的组间零假设将被拒绝。若被拒绝的组间
零假设有 R0 个，则实际上组间 p 值的比较阈值为
R0
m0
α。
在检验组内零假设时，考虑被拒绝的组数，只要满足组内
排列 p 值 p( jl) £
lR0
nm0
α的零假设将被拒绝。这个阈值保证
了组间零假设与组内零假设检验的一致性。若是组间零
假设被拒绝，则该组内要有至少一个零假设被拒绝；反之，
若是组内存在满足被拒绝条件的零假设，则该组的组间零
假设在组间检验中会被拒绝。结合BH的性质，dBH过程
能控制组间错误发生率（bFDR）。Cai和Chan证明了dBH
过程能控制一个加权错误发生率（wFDR）[11]。表示为：
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其中，V0 为被错误拒绝的组间零假设的个数，即这些
V0 个组内的所有零假设都为真；rj 表示 j 组中被拒绝的
零假设的个数，其中有 vj 个零假设为真，而 vj /rj 是 j 组中
的错误拒绝的比例。对比两个式子，V0 £ å
j:rj > 0
( )vj /rj 。因
此wFDR既包含了错误拒绝的组，也考虑进去了正确拒绝
的组里的错误拒绝比例。
4 四种检验方法的数值模拟对比
本文应用Monte Carlo 模拟对比四种检验过程的表
现。首先将 m = 1024 个相互独立的零假设分为 m0 = 32
组，每组都有 n = 32 个零假设。为了比较四种检验过程在
不同情况下的表现，将考虑不同数量的组包含不同数量的
假零假设的情况。用 m1 表示包含假零假设的组数，每个组
都包含 k = 32/m1 个假零假设。其他 m0 -m1 个组所包含的
零假设都为真。进一步假设真零假设的 p 值从标准正态分
布 N(01) 生成，而假零假设的 p 值来自于 N(31) ，即：
pjl =
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2Φ-1( )-Z 'jl ，其他
其中，Zjl ~N ( )01 ，Z 'jl ~N(31)，Φ表示概率分布函数。
四个检验过程将应用于以上生成的数据，并比较三个
检验标准，分别是错误发现率 FDR =E( V
RÚ 1
) ，组间错误
发现率 bFDR =Eæ
è
ç
ö
ø
÷
V0
R0 Ú 1
和检验灵敏度，即被检测出的信
号的比例 sen =E( R -V
m1k
) 。这三个期望值由1000次Monte
Carlo 重 复 模 拟 的 平 均 值 估 计 得 来 。 考 虑
(m1，k)= ( )32,1 ，( )16,2 ，( )8,4 ，( )4,8 ，( )2,16 ，( )1,32 几种情况，并
选取两个显著性水平 α = 0.05 和 α = 0.2 分别进行比较。
α = 0.05 的模拟结果显示在图1至图3，而 α = 0.2 的结论与
前者一致，就不再赘述。
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图1 错误发现率FDR（α = 0.05）
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图2 组间错误发现率bFDR（α = 0.05）
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图3 检验灵敏度sen（α = 0.05）
从图中首先可以发现理论中的错误率控制都得到了
验证，包括BH过程控制FDR，dBH过程控制bFDR。图1
的FDR中，除了dBH，其他三个检验过程的数值都比较平
稳，不受组内假零假设的个数或是包含假零假设的组数的
影响。BON过程是最严格的，所以FDR值都比较小。而
dBH的FDR随 k 增大和 m1 减小而减小，最后靠近BON过
程的FDR值。这说明了对于集聚的信号群，dBH过程有
更多提升检验功效的空间。图2概括了组间错误发现率
bFDR。四个过程均随着 k 增大和 m1 减小而增大，其中
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dBON和BH增加幅度较大，dBH和BON变化较小。图3灵
敏度中，四个过程的表现都比较平稳。
总体来说，除了dBH在 k 偏小的时候FDR值略大，一
个明显的特征是这四种检验过程在这三个衡量标准上有
个趋势，不管显著性水平是0.05还是0.2，FDR和bFDR从
大到小排列依次是dBON、BH、dBH和BON。而在灵敏度
sen中，除了BH和dBH的数值接近，也几乎是遵循这个顺
序。对比BON和dBON的表现，在不同的显著性水平下，
dBON的灵敏度几乎是BON的三倍，而付出的代价只是
dBON的FDR比显著性水平高出约0.05。相比之下，BON
的FDR和灵敏度都过小。在控制FDR的前提下，灵敏度
最高的是BH过程，但dBH在灵敏度上差别不大，dBH不
仅能控制bFDR,而且随着组内差异信号的增多，FDR更
小，有更多可提高的空间。
5 结束语
本文概括并对比了单层和双层检验的四种过程。四
种过程在FDR和检验灵敏度上均有不同的表现。双层检
验的优点主要体现在降低数据复杂程度、满足组内和组间
FDR的控制、并显著提高检验灵敏度。具体来说，双层的
dBH过程虽然灵敏度比BH提高的较少，但当假零假设聚
集比较多时，该过程的FDR较小，说明存在提升的空间。
而传统的单层BON虽然应用越来越少，但它的双层过程
dBON在灵敏度的提高上比较显著。
本文讨论的理论和数值模拟首先建立在零假设相互
独立的假设上，对于零假设不独立的情况将是未来研究的
方向。此外，检验阈值可以根据真假零假设的比例进一步
调整改进，特别是在dBH过程中，当假零假设聚集比较多
时，可以在检验中利用假零假设的比例，检验过程的灵敏
度会有更好的表现。
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Comparative Study on Two-tier Structure Testing Method
Cai Qingyun, Yang Jing
（International College, Xiamen University, Xiamen Fujian 361102, China）
Abstract: In the hypothesis testing of massive data, traditional hypothesis testing methods and fault control rate can cause
important signals to be missed. This paper proposes to use data structure for a hierarchical test, and combines with relatively loose
fault discovery rate (FDR) to control. And then the paper emphatically discusses the selection of test threshold in the two-layer
structure test, and compares the testing methods of single and double structure. Finally, the paper analyzes their advantages and
uses Monte Carlo numerical values to simulate their performance in fault control rate and test sensitivity.
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