Abstract. Solving linear programs online has been an active area of research in recent years and was used with great success to develop new online algorithms for a variety of problems. We study the setting introduced by Ochel et al. as an abstraction of lifetime optimization of wireless sensor networks.
Introduction
In recent years, there has been great interest in methods for solving linear programs online, mainly to facilitate the development of new online algorithms with
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where A is matrix with non-negative entries, and all b i and c i are positive. In the online version, an online algorithm plays against an adversary which only reveals entries of b and A online. More specifically, the online algorithm is only allowed to increase variables, not decrease them. The algorithm also must guarantee that all LP constraints are satisfied. The vector c is given to the algorithm upfront, but b and A are initially hidden. The adversary then successively reveals all coefficients of a variable x j at a time of its choosing, i.e., in round j, b j and, for all i, A ij are revealed to the online algorithm. The goal is to maximize the objective function b T x. The primal-dual technique by Buchbinder and Naor and their extensions have been applied with great success to develop new improved online algorithms for a variety of online problems, among them the k-server problem [2] and generalized caching [1] .
Ochel, Radke, and Vöcking [5] introduce a related model in which b and A are initially given to the online algorithm and instead c is only gradually revealed. At each point in time, the adversary reveals a vector t , which can be seen as the current right hand side values of the LP, and the online algorithm responds by increasing variables x i . The algorithm may never decrease a variable and has to ensure that the constraint Ax ≤ t is satisfied. This is not possible without imposing further restrictions on t . Therefore we require that 1. The revealed t are (component wise) lower bounds on c, i.e., t ≤ c. 2. If x is the current online solution, the next revealed vector t has to satisfy
In other words, the remaining slacks of constraints, if t is taken as the right hand side, are an α-approximation of the remaining slacks with respect to the true right hand side c. We call t − Ax the revealed remaining slacks and c − Ax the true remaining slacks and study the performance of online algorithms in dependence of the problem parameter α.
Ochel et al. [5] give the problem of lifetime optimization in wireless sensor networks as a motivating application (see, e.g., [4] ). There, the right hand sides of the constraints correspond to battery lifetimes of sensors. We only know the lower bounds on the remaining lifetimes, but the true values are always within a fixed factor of the revealed values. Given this information, we need to choose
