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In this paper we determine the Hilbert function and the minimal system of
generators of r + 1 ≤ n + 1 general fat points of n. Furthermore, by looking at
the minimal system of generators we can show that the ideal associated to two fat
points in n or the ideal associated to r + 1 ≤ n general fat points, all with the same
multiplicities, is a splittable ideal, and this is the ﬁrst step in constructing a minimal
resolution. © 2001 Academic Press
INTRODUCTION
In this paper we are concerned with ideals of general “fat points” of n;
i.e., zero-dimensional projective subschemes of n given by the intersec-
tion of powers of ideals of simple points. This subject is quite a classical
one from the point of view of linear systems (see for instance [C]). Also,
in the past few years many authors have dealt with it (e.g., Catalisano [Ca],
Geramita [GM], Gimigliano [CG], Greco, Harbourne [H], and Hirschowitz
[Hi]). However, there are still many open and interesting questions. Regard-
ing the Hilbert Function, much remains conjectural (see for instance [I])
and only upper bounds are given for the index of regularity in the general
case (see [CTV, F1, T1, T2, and FL]). Regarding minimal free resolutions,
knowledge is limited to some special cases (cf. [BG, L2, H, Ca, CG]).
In this paper, we restrict our attention to r + 1 ≤ n+ 1 general fat points
of n. The ideals associated to these schemes are monomial ideals, which
have attracted the attention of many authors, in recent years. A resolution
is given in [DEP] but in general it is not a minimal one; neither is the
improved version by Lyubeznik [Ly]. Eliahou and Kervaire [EK] look at a
special class of monomial ideals (namely “stable” ideals) and give minimal
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resolutions for them. Furthermore, they introduce the notion of “splittable”
ideals which we exploit in this paper.
In Section 1 we compute the Hilbert function of r + 1 ≤ n+ 1 fat points
of n in general position. In Section 2 we compute a minimal system of
generators for such ideals. In Section 3 we introduce the notion of splittable
ideals as in [EK] and we give a graded version of a proposition, proved in
[EK], regarding the minimal resolution of splittable ideals. In Section 4 we
show that the ideal associated to two fat points is a splittable ideal, which
allows us to compute the Betti numbers of the ideal associated to two fat
points by knowing the Betti numbers of the powers of ideals generated by
some of the variables. In the last section we show that the ideal associated
to r + 1 ≤ n general fat points with the same multiplicities is a splittable
ideal.
The results in Section 1 and in Section 4 are contained in [F2] while the
other ones are a generalization of those in [F2].
Throughout the paper we denote by K an algebraically closed ﬁeld of
characteristic 0, by R the polynomial ring KX0    Xn, and by M the
ideal X0    Xn. If n = Proj R, we denote by I the homogeneous ideal
p
a0
0 ∩ · · · ∩ parr , where pi is the ideal corresponding to the point Pi in Pn,
with Pi 
= Pj if i 
= j. The subscheme X = P0 a0     Pr ar ⊂ n
associated to I is called a subscheme of fat points. We shall denote by δ
the multiplicity of X. It is well known that δ = ∑ri=0 dimKRai−1. We shall
denote by τ the index of regularity of the subscheme X (i.e., τ = mint 
H X t = δ, where H X t is the Hilbert function of X.)
Recall that a minimal free resolution for the ideal I is a long exact
sequence
F  · · · −→ Rβn ϕn−→Rβn−1 −→ · · · −→ Rβ1 ϕ1−→Rβ0 −→ I −→ 0
where Im ϕi ⊂ MRi−1 for all i ≥ 1. The number βiI = βi is called the
ith Betti number of I.
I thank A. Geramita for his help and for useful conversations.
1. HILBERT FUNCTION
Let X = P0 a0 P1 a1     Pr ar, with a0 ≥ a1 ≥ · · · ≥ ar ≥ 0
and r ≤ n, be a set of “fat points” in general position. We can assume that
the Pi’s are some of the coordinate points, Pi = 0 0     1     0. Now,
let pi = X0    Xi−1Xi+1    Xn be the ideal of R associated to the
point Pi and let I = pa00 ∩ · · · ∩ parr . In order to explicitly give the Hilbert
function of I we ﬁrst need to introduce some notation.
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For all t ≥ a0 and for each ﬁxed i = 0     r we denote by Ati the set
of monomials{
X
0
0 · · ·Xrr · · ·Xnn  i ≥ t − ai + 1
n∑
j=0
j = t
}

Lemma 1.1. Let I a0     ar be deﬁned as above, then for all t ≥ a0
It = I ∩ Rt =
{
X
0
0 · · ·Xrr · · ·Xnn  i ≤ t − ai for i = 0     r
n∑
j=i
j = t
}

Proof. Let m = X00 · · ·Xrr · · ·Xnn be a monomial in It . Then, for each
i = 0     r there exists a monomial
mi = Xµ00 Xµ11 · · ·X
µi−1
i−1 X
µi+1
i+1 · · ·Xµnn 
of degree ai, such that mi  m and thus j − µj ≥ 0 for all j 
= i.
If i > t − ai then it is easy to see that
∑
j 
=i j < ai, which is a contra-
diction, since
∑
j 
=i j ≥
∑
j 
=i µj = ai. This shows that the left-hand side is
included in the right-hand side.
Now let m = X00 X11 · · ·Xnn be a monomial of degree t such that i ≤ t −
ai for every i = 0     r. Then, for each i
∑
j 
=i j ≥ ai, so clearly m ∈ paii ,
for all i = 0     r. This proves the other inclusion.
This lemma allows us to prove the following theorem.
Theorem 1.2. Let I be as in the previous lemma, then
H
(
R
I
 t
)
=
{
HR t t < a0
#
(
A
t
0 ∪ · · · ∪Atr
)
t ≥ a0.
Proof. By the deﬁnition of I it is obvious that HR/I t = HR t, for
t < a0.
For t ≥ a0, it follows from the deﬁnition of Ati and from the previous
lemma that
It = Rt
∖(
A
t
0 ∪At1 · · · ∪Atr
)
and so HR/I t = dimK Rt − dimK It = #At0 ∪At1 ∪ · · · ∪Atr .
A well-known result in combinatorial set theory (see [R, Theorem 1,
Chap. 3]) allows us to compute the cardinality of a ﬁnite union of ﬁnite
sets which, rewritten in the context of the ideal I, can be expressed as
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Theorem 1.3.
#At0 ∪At1 ∪···∪Atr =
r∑
i=1
#Ati −
r∑
i0=0
r∑
i1=i0+1
#
(
A
t
i0
∪Ati1
)
+···
+−1k
r∑
i0=0
r∑
i1=i0+1
···
r∑
ik=ik−1+1
#
(
A
t
i0
∩···∩Atik
)
+ ···+−1r#
(
A
t
0 ∩···∩Atr
)

It follows that we may determine the Hilbert function of I by counting
the cardinality of each of the intersections Ati0 ∩ · · · ∩A
t
ik
.
Proposition 1.4.
#
(
A
t
i0
∩ · · · ∩Atik
)
=

 k∑
j=0
aij − kt − k+ 1 + n
n

 
Proof. From the deﬁnition of the Ai’s it is easy to see that A
t
i0
∩ · · · ∩
A
t
ik
is the set of monomials
{
m = Xt−ai0+1+µ0i0 · · ·X
t−aik+1+µk
ik
X
µk+1
ik+1 · · ·X
µn
in
∣∣∣∣
n∑
i=0
µi
=
k∑
j=0
aij − kt − k+ 1
}
from which the proposition follows immediately.
By combining the two theorems and the proposition above we easily
obtain the following equality.
Theorem 1.5.
H
(
R
I
 t
)
=


HR t t < a0
δ−∑ri=0
i<j
(
ai − aj − t − 2 + n
n
)
+ · · · + −1r
(∑r
i=0 ai − rt − r + 1 + n
n
)
t ≥ a0,
where δ =∑ri=0 dimK Rai−1 =∑ri=0 (ai−1+nn )
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Example 1.6. If r = 1 then we have two fat points and the difference
of the Hilbert function of I is
HR/I t =


(
t + n− 1
n− 1
)
t < a0(
a0 + a1 − t + n− 2
n− 1
)
a0 ≤ t ≤ a0 + a1 − 1
0 t ≥ a0 + a1
Example 1.7. If a0 = a1 = · · · = ar = a then the formula above yields
HR/It=


HRt t≤a−1∑r
k=0−1k
(
r+1
k+1
)(k+1a−1−kt+n
n
)
a≤ t≤2a−2
δ t≥2a−1
Remark 1.8. In view of Example 1.7, the general formula given in
Theorem 1.5 extends to the analogous formula for r + 1 general fat points
with the same multiplicities as those given in [I].
2. MINIMAL SYSTEM OF GENERATORS
If I ⊂ R is a monomial ideal we denote by GI the minimal system
of generators of I. Now we shall try to determine GI for the ideal I =
p
a0
0 ∩ · · · ∩ parr . First of all we prove some technical lemmas which allow
us to establish when a monomial is in the minimal system of generators.
Recall that
Ia0+t=
{
X
0
0 ···Xrr ···Xnn i≤a0−a1+t∀i=0r
n∑
j=0
j=a0+t
}

Now we look at what happens when some of the exponents are maximal.
Lemma 2.1. Let m = X00 · · ·Xrr · · ·Xnn ∈ Ia0+t and suppose ∃k l with
0 ≤ k 
= l ≤ r, such that k = a0 − ak + t and l = a0 − al + t, then, ∀ s < t,
there is no monomial m′ in Ia0+s such that m
′m.
Proof. Suppose that there exists a monomial m′ = Xβ00 Xβ11 · · ·Xβnn ∈
Ia0+s, with s < t such that m
′m. This implies i − βi ≥ 0 ∀ i 
= k l. By
Lemma 1.1 it easily follows that
n∑
i 
=k l
βi ≥ ak + al − a0 − s
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and
n∑
i 
=k l
i = ak + al − a0 − t
These relations yield
ak + al − a0 − s ≤
∑
i 
=k l
βi ≤
∑
i 
=l k
i = ak + al − a0 − t
which is a contradiction, being that s < t.
Lemma 2.2. Let m = X00 · · ·Xrr · · ·Xnn be a monomial in Ia0+t , with t ≥
1 and i j 
= a0 − ai + t a0 − aj + t for every i j with 0 ≤ i 
= j ≤ r.
Then ∃m′ ∈ Ia0+t−1 such that m′m.
Proof. If ∃l ∈ 0     r such that l = a0 − al + t, then i < a0 − ai + t,
∀ i 
= l. In this case deﬁne
m′ = X00 · · ·Xa0−al+t−1l · · ·Xrr · · ·Xnn 
If i < a0 − ai + t ∀ i ≤ r deﬁne
m′ = X00 X11 · · ·X
j−1
j · · ·Xnn 
where j = maxi. By Lemma 1.1 m′ ∈ Ia0+t−1 and obviously m′m.
Lemma 2.3. Let m = X00 X11 · · ·Xnn ∈ I be a monomial of degree a0 + t
with t ≥ a1 + 1. Then ∃m′ ∈ Ia0+t−1 such that m′m.
Proof. By Lemma 2.2, it is enough to show that i = a0 − ai + t at most
for one i 0 ≤ i ≤ r. Let m be a monomial in Ia0+t with t ≥ a1 + 1 and
suppose that
m = X00 · · ·Xa0−al+tl · · ·Xa0−ak+tk · · ·Xnn 
with 0 ≤ l 
= k ≤ r. Then, ∀ t ≥ a1 + 1, we have
a0 − al + t + a0 − ak + t ≥ 2a0 − al − ak + a1 + t + 1 > a0 + t
which is a contradiction.
We now deﬁne
G0 = Ia0 =
{
X
0
0 X
1
1 · · ·Xnn  i ≤ a0 − ai ∀ i 0 ≤ i ≤ r
n∑
i=1
i = a0
}
and for a ﬁxed t ≥ 1
Gt = m ∈ Ia0+t  ∃k l 0 ≤ k 
= l ≤ r such that k = a0 − ak + t
l = a0 − al + t
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Theorem 2.4. Let I = pa00 ∩ · · · ∩ parr , then
GI =
a1⋃
t=0
Gt
Proof. To show that ∪a1t=0Gt is the minimal system of generators of I we
need to prove that
1. if m and m′ are two monomials of ∪a1t=0Gt then m 
 m′ and m′ 
 m;
2. if m ∈ I then ∃m′ ∈ ∪a1t=0Gt such that m′m.
The ﬁrst part follows immediately from Lemma 2.1. Now let us consider
a monomial m ∈ Ia0+t with t ≥ 0. We shall proceed by induction on t. If
t = 0 then, by Lemma 1.1, m ∈ Ia0 = G0 and there is nothing to prove. So,
suppose t > 0. If m 
∈ ∪a1t=0Gt then by Lemma 2.2 and Lemma 2.3 there
exists m¯ ∈ Ia0+t−1 such that m¯m. By induction there exists m′ ∈ ∪
a1
t=0Gt
such that m′m¯ and so m′m.
3. SPLITTABLE IDEALS AND THEIR RESOLUTIONS
Let I be a monomial ideal and GI its minimal system of generators.
Deﬁnition 3.1. (See [EK].) We say that I is splittable if I is the sum of
two nonzero monomial ideals U and V such that
1. GI is the disjoint union of GU and GV .
2. There is a splitting function
GU ∩ V  → GU ×GV 
w −→ φw ψw
satisfying the properties
(S1) for all w ∈ GU ∩ V  we have w = lcmφw ψw
(S2) for every subsetG′ ⊂GU ∩ V , both lcmφG′ and lcmψG′
strictly divide lcmG′.
If UV is a pair of ideals satisfying the conditions of the above deﬁnition
we say that they are a splitting of I.
We shall now prove a graded version of Proposition 3.1 in [EK], after
recalling that a graded minimal free resolution gives graded Betti numbers
βq j , with βq =
∑
j βq j .
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Proposition 3.2. Let I be a splittable monomial ideal with splitting U
and V , then for all q ≥ 0 and for all j
βq jI = βq jU + βq jV  + βq−1 jU ∩ V 
where β−1 j = 0. Hence
βqI = βqU + βqV  + βq−1U ∩ V 
Proof. Consider the exact sequence
0 −→ U ∩ V α−→U ⊕ V π−→ I −→ 0
where πu v = u − v and αw = ww. It is well-known and easy to
check that α and π are graded maps and so it is an exact graded sequence.
In order to prove the statement it will sufﬁce to show that the induced map
αq  TorRq U ∩ VK −→ TorRq UK ⊕ TorRq VK
is the 0 map, for every q ≥ 0. In fact, if αq = 0, considering the homology
sequence
· · · αq−→TorRq U ∩ VK −→ TorRq UK
⊕TorRq VK −→ TorRq IK −→ · · · 
it will follow that the sequences
0 −→ TorRq UK ⊕ TorRq VK −→ TorRq IK
−→ TorRq−1U ∩ VK −→ 0
are exact for all q ≥ 0.
Since the involved maps are all graded, then the sequences
0 −→ TorRq UKj ⊕ TorRq VKj −→ TorRq IKj
−→ TorRq−1U ∩ VKj −→ 0
are also exact, hence split exact, for all q ≥ 0 and all j.
It is not hard to check (using Taylor’s resolution) that the property (S2)
of the splitting function implies that αq = 0.
100 g. fatabbi
4. BETTI NUMBERS OF MONOMIAL IDEALS
ASSOCIATED TO TWO FAT POINTS
In Section 1.6 we have computed the ﬁrst difference of the Hilbert func-
tion of the ideal associated to two fat points. By Theorem 2.4 we know the
minimal system of generators of I GI. As a preliminary to constructing
a resolution of I we ﬁrst show that I is a splittable ideal.
Theorem 4.1. I = pa00 ∩ pa11 is a splittable ideal.
Proof. Let
U = G0 =
({
X
1
1 X
2
2 · · ·Xnn
∣∣∣∣ 1 ≤ a0 − a1
n∑
i=1
i = a0
})
and
V =
( a1⋃
t=1
Gt =
a1⋃
t=1
{
Xt0X
a0−a1+t
1 X
µ2
2 · · ·Xµnn
∣∣∣∣
n∑
i=1
µi = a1 − t
})

where G0 and Gt are deﬁned as in Section 2.
Obviously GI = GU ∪GV  and GU ∩GV  = . Moreover, it is
not hard to see that
U ∩ V = X0Xa0−a1+11 X2    Xna1 
Now, we show that U and V are a splitting of I. In fact, we can deﬁne a
splitting function . = φψ from GU ∩ V  to GU ×GV  by setting
X0X
a0−a1+1
1 X
α2
2 · · ·Xαnn
−→(Xa0−a11 Xα22 · · ·Xαnn X0Xa0−a1+11 Xα22 · · ·Xαj−1j · · ·Xαnn )
where j = mini ≥ 2αi > 0. That this function satisﬁes the property (S1)
is clear from the deﬁnition of ..
To show that it satisﬁes (S2), let
G′ = X0Xa0−a1+11 X
α2j
2 · · ·X
αnj
n j=1l ⊂ GU ∩ V 
k = mini ≥ 2  Xiw for some w ∈ G′
and
mi = maxαij  j = 1     l ∀ i = k     n
then
lcmG′ = X0Xa0−a1+11 Xmkk · · ·Xmnn
lcmφG′ = Xa0−a11 Xmkk · · ·Xmnn
lcmψG′ = X0Xa0−a1+11 Xmk−1k · · ·Xmnn
By easy computations it follows that . satisﬁes the axiom (S2).
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After Proposition 3.2, in order to compute the Betti numbers of I it suf-
ﬁces to compute the Betti numbers of UV , and U ∩ V . As we shall see
in the proofs of the next propositions, the Betti numbers of these ideals
can be expressed as a combination of the Betti numbers of powers of
the ideal X2    Xn, which are known. In fact, if M = X0    Xn
in KX0    Xn then
βqMd =
(
d + n
d + q
)(
d + q− 1
q
)
 (1)
These Betti numbers are computed in [EK] using the fact that they are
“stable” ideals. A minimal resolution can also be recovered from the
Eagon–Northcott complex [EN].
Proposition 4.2. Let U be deﬁned as above, then
βqU=
a0∑
i=a1
(
i+n−2
i+q
)(
i+q−1
q
)
+
a0∑
i=a1+1
(
i+n−2
i+q−1
)(
i+q−2
q−1
)
 (2)
Proof. We shall proceed by induction on a0. If a0 = a1 = 1 then the
expression (2) is the identity (1).
Suppose a0 > 1. From the deﬁnition of U it is easy to see that we can
rewrite it as
U = X2    Xna0 +X1X2    Xna0−1 + · · · +Xa0−a11 X2    Xna1
if a0 > a1 and as
U = X2    Xna0
if a0 = a1.
By using the equality (1), it is easy to see that the proposition holds if
a0 = a1. Suppose a0 > a1, and let
U ′ = X2    Xna0
and
V ′ =
a0−a1∑
i=1
Xi1X2    Xna0−i
Then
U ′ ∩ V ′ = X1X2    Xna0
and U ′ and V ′ are a splitting of U . Thus, by induction,
βqV ′=
a0−1∑
i=a1
(
i+n−2
i+q
)(
i+q−1
q
)
+
a0−1∑
i=ai+1
(
i+n−2
i+q−1
)(
i+q−2
q−1
)
and hence the proposition follows from an easy computation, after using
Proposition 3.2.
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In the next proposition we do a similar computation for V .
Proposition 4.3. Let V be deﬁned as above, then
βqV  =
a1−1∑
i=1
(
i+ n− 2
i+ q
)(
i+ q− 1
q
)
+
a1−1∑
i=1
(
i+ n− 2
i+ q− 1
)(
i+ q− 2
q− 1
)
if q > 0
and
β0V  =
a1−1∑
i=1
(
i+ n− 2
i
)
+ 1
Proof. We will proceed by induction on a = a0 + a1. If a = 2 then
a0 = a1 = 1 V = X0X1, and the conclusion follows immediately.
Suppose the equalities hold for a− 1. It is easy to check that V can be
rewritten as
V = X0Xa0−a1+11 X2    Xna1−1
+X20Xa0−a1+21 X2    Xna1−2 + · · · +Xa00 Xa11
and that
U ′ = X0Xa0−a1+11 X2    Xna1−1
V ′ =
n∑
t=2
Xt0X
a0−a1+t
1 X2    Xna1−t
are a splitting of V . Then the conclusion easily follows from Proposition 3.2
and the induction hypothesis.
Proposition 4.4. If I = pa00 ∩ pa11 and a0 ≥ a1 ≥ 0 then
βqI =
a0∑
i=1
(
i+ n− 2
i+ q
)(
i+ q− 1
q
)
+
a0∑
i=1
(
i+ n− 2
i+ q− 1
)(
i+ q− 2
q− 1
)
if q > 0 and
β0I =
a0∑
i=1
(
i+ n− 2
i
)
+ 1
Proof. We have the result by combining Proposition 3.2 with the calcu-
lations made in Propositions 4.2 and 4.3.
resolution of ideals of fat points 103
Remark 4.5. The above formula for the Betti numbers shows that they
depend on a0 but not on a1. Computations with CoCoA (see [Co]) for
n = 3 show that a1 affects only the graded Betti numbers of I. These com-
putations and Proposition 3.2 lead us to formulate the following conjecture.
Conjecture 1. If I = pa ∩ qb and n = 3 then
0 −→ F2 −→ F1 −→ F0 −→ I −→ 0
is a graded minimal resolution of I, where
F0 =
( b⊕
i=1
R−a− b− 1+ ii
)
⊕ R−aa+22 −b+12 
F1 =
( b⊕
i=1
R−a− b− 2 + i2i
)
⊕ R−a− 1aa+2−bb+1
and
F2 =
( b⊕
i=1
R−a− b− 3+ ii
)
⊕ R−a− 2a+22 −b+12 
Proposition 4.4 and the conjecture above would give the Betti numbers as
β0I =
a∑
i=1
(
i+ 1
i
)
+ 1 =
(
a+ 2
2
)

β1I =
a∑
i=1
(
i
1
)
+
(
a0 + 1
2
)
=
(
a+ 2
2
)
− 1
β2I =
a∑
i=1
(
i
i
)
=
(
a+ 1
2
)

Observe, however, that, for instance,
β0j =


0 if j < a(
a+2
2
)− (b+12 ) if j = a
i if a+ 1 ≤ j ≤ a+ b
0 if j > a+ b.
Example 4.6. The following computations, and many others made with
CoCoA [Co], seem to support the conjecture.
Let n = 3 and I = p3 ∩ qb where b = 1 2 3 computations with CoCoA
show that
0 −→ R−6 ⊕ R−55 −→ R−52 ⊕ R−413 −→ R−4 ⊕ R−39
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0 −→
2⊕
i=1
R−8+ ii ⊕ R−53 −→
2⊕
i=1
R−7+ i2i ⊕ R−49
−→
2⊕
i=1
R−6+ ii ⊕ R−37
0 −→
3⊕
i=1
R−9+ ii −→
3⊕
i=1
R−8+ ii ⊕ R−43 −→
3⊕
i=1
R−7+ ii
⊕R−34
Let I be the ideal p4 ∩ qb with b = 1     4; computations with CoCoA
show that
0 −→ R9−6 ⊕ R−7 −→ R22−5 ⊕ R2−6 −→ R14−4 ⊕ R−5
0 −→
2⊕
i=1
R−9+ ii ⊕ R7−6 −→
2⊕
i=1
R−8+ i2i ⊕ R18−5
−→
2⊕
i=1
R−7+ ii
0 −→
4⊕
i=1
R−10+ ii −→
2⊕
i=1
R−9+ i2i ⊕ R12−5
−→
3⊕
i=1
R−8+ ii ⊕ R9−4
0 −→
4⊕
i=1
R−11+ ii −→
3⊕
i=1
R−10+ i2i ⊕ R4−5 −→
5⊕
i=1
R−9+ ii
Let n = 3 and I = p5 ∩ qb with b = 1     5; computations with CoCoA
show that
0 −→ R14−7 ⊕ R−8 −→ R33−6 ⊕ R2−7 −→ R20−5 ⊕ R−6
0 −→
2⊕
i=1
R−10+ ii ⊕ R12−7
−→
2⊕
i=1
R−9+ i2i ⊕ R29−6 −→
2⊕
i=1
R−8+ ii ⊕ R18−5
0 −→
3⊕
i=1
R−11+ ii ⊕ R9−7 −→
3⊕
i=1
R−10+ i2i ⊕ R23−6
resolution of ideals of fat points 105
−→
3⊕
i=1
R−9+ ii ⊕ R15−5
0 −→
5⊕
i=1
R−12 + ii −→
4⊕
i=1
R−11+ i2i ⊕ R15−6
−→
4⊕
i=1
R−10+ ii ⊕ R11−5
0 −→
5⊕
i=1
R−13+ ii −→
5⊕
i=1
R−12 + i2i ⊕ R5−6 −→
6⊕
i=1
R−11+ ii
Note that, in all the cases above, β0I β1I and β2I depend only on
a, while the graded Betti numbers depend on b.
5. IDEALS OF r + 1 ≤ n POINTS WITH
THE SAME MULTIPLICITIES
Now we shall pay attention to the study of r + 1 ≤ n+ 1 points in general
position, all with the same multiplicity a.
If I = pa0 ∩ · · · ∩ par , with r + 1 ≤ n + 1, then, by Theorem 2.4, we
know that the minimal system of generators of I GI is given by ⋃at=0Gt
where Gt are deﬁned as in Section 2.
Now we want to show that if r + 1 ≤ n then I is a splittable ideal, while
nothing is known if r + 1 = n+ 1.
Theorem 5.1. Let r + 1 ≤ n, then I is a splittable ideal.
Proof. Set U = Xr+1    Xna and V = ∪at=1Gt. It is easy to check
that U ∩ V is the ideal generated by
XiXjXr+1    Xna0≤i≤j≤r 
Obviously GI = GU ∪GV , and GU ∩GV  = . To prove that I
is a splittable ideal deﬁne the function
.XiXjXr+1r+1 · · ·Xnn  = X
r+1
r+1 · · ·Xnn XiXjXk−1k · · ·Xnn 
where k = mini  i ≥ r + 1 i > 0. Obviously (S1) is satisﬁed by .. To
prove that . satisﬁes (S2) let us consider a set G′ ⊂ GU ∩ V ,
G′ = Xi lXj lX
r+1 l
r+1 · · ·X
n l
n 
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with l = 1     s, and 0 ≤ i l < j l ≤ r for all l = 1     s. Clearly #G′ = s.
Let k′ = mini ≥ r + 1  Xiw for some w ∈ G′, and consider lcmG′ and
lcmψG′. We have that
mcmG′ = X11 · · ·Xrr X
maxk′  l
k′ · · ·X
maxn l
n 
where
i =
{
0 if Xi 
 w ∀w ∈ G′
1 if Xiw for some w ∈ G′
and
mcmψG′ = Xβ11 · · ·Xβrr X
maxβk′  l
k′ · · ·X
maxβn l
n 
where, for a ﬁxed j,
βs j = s j if j > mini  i j > 0
βs j − 1 = s j if j = mini  i j > 0
It is not hard to see that βk′ l = maxk′ l − 1l and lcmψG′ properly
divide lcmG′.
The next two theorems show that if r + 1 ≤ n, not only is I a splittable
ideal, but also V and U ∩ V are splittable ideals. Since a minimal resolution
of U is known, this fact allows us to conjecture that we can ﬁnd a minimal
free resolution of I by iterating this procedure, as Example 5.4 shows.
Theorem 5.2. Let I be the ideal pa0 ∩ · · · ∩ par , with r + 1 ≤ n, and let
U = Xr+1Xna and V = 
⋃a
t=1Gt. Then U ∩ V is a splittable ideal.
Proof. We know that the ideal U ∩ V is the ideal generated by the
monomials XiXjXr+1    Xna0≤i<j≤r . Let U ′ be the ideal generated
by the monomials in GU ∩ V \GU ′. It is easy to see that
U ′ ∩ V ′ =
r∑
k=2
X0X1XkXr+1    Xna
Let us consider the map
GU ′ ∩ V ′ −→ GU ′ ×GV ′
X0X1Xkm −→ X0X1mX0Xkm
where m ∈ Xr+1    Xna. By easy computations it follows that such a
map satisﬁes (S1) and (S2), thus U ′ and V ′ are a splitting of U ∩ V .
Theorem 5.3. Let r + 1 ≤ n then V is a splittable ideal.
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Proof. Deﬁne U ′ = X0X1Xa−1r+1  and V ′ as the ideal generated by
GV  −GU ′. It is easy to check that
U ′ ∩ V ′ = (X0X1XkXa−1r+1 X20X21Xa−1r+1 )
Let us consider the map
GU ′ ∩ V ′ −→ GU ′ ×GV ′
X0X1Xkm −→
(
X0X1X
a−1
r+1 X
2
0X
2
1X
a−2
r+1
)

It is not hard to prove that this map satisﬁes (S1) and (S2), thus U ′ and V ′
are a splitting of V .
Example 5.4. Let I be the ideal associated to three double points of 3
in general position.
I = (X23 X1X2X3X0X2X3X0X1X3X0X1X2X21X22 X20X22 X20X21 )
By using CoCoA, we get that a minimal free resolution for I is given by
0 −→ R−52 ⊕ R−63 −→ R−46 ⊕ R−56 −→ R−2
⊕R−34 ⊕ R−43
The same result can be obtained by using the fact that I is a splittable ideal.
In fact, a splitting of I is given by
U = (X23 )
V = (X1X2X3X0X2X3X0X1X3X0X1X2X21X22 X20X22 X20X21 )
and so
U ∩ V = (X1X2X23 X0X2X23 X0X1X23 )
While the resolution of U is trivial to compute, we can compute the reso-
lution of U and U ∩ V considering a splitting of them and we will proceed
in this way until we ﬁnd a splitting in which each ideal is generated by an
element. By this easy computation we get the result.
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