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ABSTRACT
We investigate the potential and accuracy of clustering-based redshift estimation using the method
proposed by Me´nard et al. (2013). This technique enables the inference of redshift distributions from
measurements of the spatial clustering of arbitrary sources, using a set of reference objects for which
redshifts are known. We apply it to a sample of spectroscopic galaxies from the Sloan Digital Sky
Survey and show that, after carefully controlling the sampling efficiency over the sky, we can estimate
redshift distributions with high accuracy. Probing the full colour space of the SDSS galaxies, we
show that we can recover the corresponding mean redshifts with an accuracy ranging from δz = 0.001
to 0.01. We indicate that this mapping can be used to infer the redshift probability distribution
of a single galaxy. We show how the lack of information on the galaxy bias limits the accuracy of
the inference and show comparisons between clustering redshifts and photometric redshifts for this
dataset. This analysis demonstrates, using real data, that clustering-based redshift inference provides
a powerful data-driven technique to explore the redshift distribution of arbitrary datasets, without
any prior knowledge on the spectral energy distribution of the sources.
Subject headings: methods: data analysis – extragalactic – surveys
1. INTRODUCTION
Mapping celestial objects occurs fundamentally in two-
dimensions. Exploring their physical properties, how-
ever, requires some knowledge of their distribution along
the third dimension, distance. On extragalactic scales,
distances are primarily estimated by combining mea-
sured redshifts with the expansion history of the Uni-
verse. The robustness of redshift estimation can vary
dramatically depending on the type of source and the
technique used. High quality spectroscopic redshifts are
available only when one can detect and identify a high-
contrast spectroscopic feature (emission/absorption lines
or spectral break) at sufficient resolution, but such obser-
vations are typically expensive and restricted to bright
objects. For the vast majority of extragalactic sources,
distance estimates rely on photometric redshifts that re-
quire a priori knowledge of the type of object observed.
They depend on models or spectroscopic training sets
and are prone to catastrophic outliers due to degenera-
cies between the observed colours and redshift. As new
surveys will soon map out several billion galaxies, the
lack of robust distance estimates is becoming a serious
limitation, hindering our exploration of the Universe.
Redshifts can, in principle, be inferred through a differ-
ent approach: using information encoded within the clus-
tering of matter, rather than the spectral energy distri-
bution of sources. This idea has been discussed for more
than thirty years, with attempts made based on angular
cross-correlation measurements, such as those by Seldner
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& Peebles (1979) and Phillipps & Shanks (1987). Landy
et al. (1996) furthered the idea, demonstrating that a
combination of auto- and cross-correlations between two
populations of galaxies can be used to test whether the
two samples overlap in redshift space. Along similar
lines, Ho et al. (2008) used a combination of spatial auto-
and cross-correlations with spectroscopic samples to con-
strain the first moments of the redshift distribution of the
NVSS radio survey. Over the past eight years, several
teams have designed methods aimed at characterizing
redshift distributions from spatial correlations, including
Schneider et al. (2006), Newman (2008), Matthews &
Newman (2010) and McQuinn & White (2013). They
primarily considered future (LSST-like) surveys and fo-
cused on large-scale clustering (where the galaxy and
dark matter fields are related through a linear bias) to
determine redshift distributions with percent-level accu-
racy. This has been motivated by the requirements of
upcoming photometric surveys designed to constrain the
properties of dark energy (which are not met by the pho-
tometric redshift techniques currently available). While
all of these methods are promising, their applicability to
real datasets at the promised level of accuracy still needs
to be demonstrated.
Another approach to clustering-based redshift infer-
ence has been proposed by Me´nard et al. (2013, here-
after M13). By construction, their method does not aim
at percent-level accuracy, but rather is designed to be
directly applicable to existing datasets, optimizing the
expected signal-to-noise by including small-scale cluster-
ing information (i.e. with r < Mpc) to avoid system-
atic effects often affecting large-scale photometric cali-
bration. Some demonstrative results were presented in
Schmidt et al. (2013) with numerical simulations and in
M13 with pilot studies using real datasets. In this pa-
per, we implement the technique with a greater degree
of sophistication (taking into account sampling consid-
erations, cosmic variance, etc.) and test the reliability
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of our method by comparing clustering-based redshifts
to spectroscopic redshift for galaxy populations selected
from the Sloan Digital Sky Survey (SDSS). This work
allows us to verify the expected accuracy of clustering-
based redshift inference and demonstrate the potential
of this new technique.
2. CLUSTERING-BASED REDSHIFT ESTIMATION
Our approach is based on the method introduced by
M13. We refer the reader to this paper for the detailed
description of the formalism. In this section, we briefly
re-introduce the main concepts.
We consider two populations of extragalactic objects:
(i) a reference population for which the angular positions
and redshifts of each object are known. This popula-
tion is characterized by a redshift distribution dNr/dz, a
mean surface density nr, and a total number of sources
Nr; and (ii) an unknown population for which angular
positions are known but redshifts are not. Similarly, this
population is characterized by the quantities dNu/dz, nu
and Nu.
The basic principle is that, if the two populations do
not overlap in redshift, their angular correlation is ex-
pected to be zero (ignoring gravitational lensing effects).
As discussed by M13, in the ideal case of an unknown
sample located within a narrow redshift range, one can
accurately probe its redshift distribution by splitting the
reference population into redshift slices δzi and measur-
ing the angular or spatial correlations with the unknown
population wur(θ, zi) for each subsample i:
dNu/dz ∝ wur(θ, zi) . (1)
The spatial correlation wur(θ, zi) is measured over some
angular scale θ and is defined by
wur(θ, zi) =
〈nu(θ, zi)〉r
nu
− 1 , (2)
where 〈nu(θ, zi)〉r denotes the mean density estimate of
the unknown sample around reference objects at redshift
zi. Following M13, we optimize the signal-to-noise (S/N)
of our estimator by considering the integrated cross-
correlation function
wur(z) =
∫ θmax
θmin
dθW (θ)wur(θ, z) (3)
where W (θ) is a weight function, whose integral is nor-
malized to unity, aimed at optimizing the overall S/N.
To probe the same range of physical scales as a function
of redshift, we set (θmin, θmax) to match a fixed range of
projected radii (rp,min, rp,max) in physical space. Once
a cross-correlation signal is found, the amplitude of the
redshift distribution is simply obtained through the nor-
malization ∫
dz
dNu
dz
= Nu . (4)
The normalization is dependent on all sources in the un-
known sample existing within the redshift range of the
reference sample.
As in M13, departing from this ideal situation will only
cause a modest loss of accuracy in many cases, and red-
shift inference can still be made with sufficient precision
for a large range of astrophysical applications. The de-
gree of departure from an exact solution can be estimated
by examining the relative contributions of the terms con-
tributing to the angular correlation function: the red-
shift distribution (dNu/dz) and the bias-related cluster-
ing amplitude of each population. If, over the redshift
range ∆z, the relative variation of dNu/dz dominates
over that of bu(z), i.e.
d log dNu/dz
dz
 d log bu
dz
(5)
we approach the case where dNu/dz → Nu δD(z − z0),
and Eq. 1 and 4 can be used to to infer dNu/dz. However,
this inference is only valid up to a finite accuracy.
The main limitation of the technique is the absence
of clustering amplitude information, which places a lim-
itation on its accuracy. With our current approach, we
note that we only require the derivative of these cluster-
ing amplitudes with redshift, i.e. dbr/dz and dbu/dz.
In this analysis we will infer dbr/dz from the measured
auto-correlation of the reference population as a function
of redshift, using the same range of scales and weighting
as used in Eq. 3. The determination of this quantity is
presented in the Appendix A. We will then treat the
clustering amplitude of the unknown population in two
ways:
• Firstly, we will neglect its contribution, i.e. we as-
sume dbu/dz = 0.
• Secondly, we assume that, on average, the cluster-
ing amplitude integrated over the range of scales
considered evolves linearly with redshift: dbu/dz =
1. This is suggested by the redshift evolution of the
amplitude of the galaxy auto-correlation function
(see Appendix A for more detail).
Comparing the two estimators will enable an estima-
tion of the uncertainty caused by the absence of cluster-
ing amplitude information for the unkown population.
According to M13, even ignoring the evolution of the
clustering amplitude of the unknown sample (i.e. using
dbu/dz = 0), the technique is expected to provide a es-
timate of mean redshifts with accuracy δz ∼ 0.01 for
z < 1 galaxy populations. We will test this below using
a spectroscopic dataset for which redshifts are accurately
known.
3. DATA ANALYSIS
3.1. The Dataset
We use the Legacy Spectroscopic Galaxy Sample from
the Sloan Digital Sky Survey (SDSS; York et al. 2000;
Abazajian et al. 2009). This sample consists of nearly one
million galaxies distributed over > 8000 square degrees.
It is composed of two selections: the “Main Galaxy” sam-
ple (Strauss et al. 2002), a complete sample selected with
rp < 17.77 mag, and the Luminous Red Galaxy (LRG)
sample (Eisenstein et al. 2001), extending to fainter mag-
nitudes. To ensure on-sky uniformity of the sample, we
use a limiting magnitude rmodel = 19 mag, restricting
the entire sample to 791,546 galaxies. The correspond-
ing redshift distribution is shown in Figure 1. Typical
spectroscopic redshift errors for these sources are of or-
der 10−4.
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Figure 1. The redshift distribution of the SDSS legacy spectro-
scopic galaxy sample with rmodel < 19, presented with bin width
∆z = 0.005.
3.2. Density Estimation
The ability to infer robust redshift distributions from
the clustering-based technique relies on accurate source
density estimation. This requires measuring densities
within well-defined angular apertures, taking into ac-
count regions of unreliable photometric data coming from
missing data, poor photometry, poor sky background es-
timation, and artifacts from bright stars, satellite tracks,
etc. We handle this complexity and perform calculations
on the celestial sphere with the astro-STOMP library6.
We minimize potential biases from Galactic dust ex-
tinction, as well as keep the overall footprint simple, by
limiting the present analysis to a region in the North-
ern Galactic Cap, bounded by 100◦ < α < 280◦ and
−11◦ < δ < 80◦. This field covers about 5400 square de-
grees. We measure spatial cross-correlations within the
range of physical scales 300 kpc < rp < 3 Mpc at the red-
shift of each reference subsample. This corresponds to an
inner radius of 67′′at z = 0.3 and ensures that the fiber
collision exclusion (55′′) is avoided in the measurement.
As with M13, we choose a weight function W (θ) ∝ θ−0.8
(see Eq. 3), which is expected to mimic the spatial de-
pendence of the galaxy correlation function. In order
to reach the level of precision required in our analysis,
we need to account for the small loss of area induced
by the presence of additional fibers within the angular
apertures (of order a few percent) to obtain sufficiently
accurate density estimates. We compensate for this by
making the correction to the mean area estimate.
We begin by exploring the ideal regime for clustering-
based redshift inference: selecting populations of galaxies
in a narrow redshift bin limit. As discussed in Sec. 2, this
regime is expected to provide nearly exact results. We
use galaxies between 0.03 < z < 0.3 and define a set
of “selected” subsamples with ∆zsel = 8 × 10−4. Simi-
larly, we define a sequence of reference subsamples with
∆zref = 2 × 10−4, amounting to 1400 redshift bins. In
this narrow bin limit, we can use clustering measure-
ments to locate the test samples in redshift space. This
can be done without any additional information of the
clustering amplitude of each population. Consequently,
we use dbu/dz=0. For each test sample, we measure the
weighted, integrated cross-correlation with the reference
6 The open-source STOMP library is available at
https://code.google.com/p/astro-stomp/
subsamples (Eq. 3) and estimate the normalized redshift
distribution using Equation 4.
We present the corresponding set of measurements in
Figure 2, showing the estimated density of selected galax-
ies, d2N/dzcldzsel, as a function of clustering redshift.
Each column of this figure shows the estimated redshift
distribution for a population of spectroscopic objects se-
lected within a redshift bin ∆z = 8 × 10−4. Overall,
we find a good agreement between the redshift of each
selected population and the clustering-based redshift es-
timate as indicated by the zcl = zsel line. Away from this
line, our technique does not indicate any problematic sig-
nal at a level greater than a few percent. The width of
the signal in the vertical direction appears to increase
toward lower redshifts. This effect, due to the redshift
evolution of the clustering amplitude of the selected ob-
jects, defines the response function of our technique, i.e.
the redshift distribution observed for an input sample
located at a single redshift. This quantity is character-
ized and discussed in more detail in Appendix B. The
accuracy of the estimate of the peak position is actually
higher than the size of each redshift bin. More than 90%
of the signal in these distributions is located within a few
resolution elements around the centre of the distribution,
with ∆zr < 10
−3.
3.3. Noise Properties
To highlight low-level features in Figure 2, we present
a clipped version of the distribution in Figure 3, limiting
the maximum value of d2N/dzcldzsel to 60, compared to
about 1, 600 in the previous version. Consequently, these
density maps show fluctuations at the few percent level.
The figure demonstrates that, away from the zcl = zsel
track, the statistically estimated dN/dz oscillates around
zero with a level in agreement with the expected Pois-
son noise. While the typical source density of each se-
lected sample is less than one object per square degree,
the angular aperture used in the cross-correlation mea-
surements covers about 0.1 square degree at z = 0.3.
In regions where we expect no clustering signal (such as
away from zcl = zsel) the mean angular correlation, and
equivalently the measured overdensity, is expected to be
consistent with zero. As the resolution of the density map
increases, our sampling of the underlying Poisson distri-
bution becomes finer and, given its asymmetry, we expect
most of the pixels to display values that are slightly be-
low the overall average. This gives rise to the faint red
background in the figure. However, averaging over larger
groups of pixels leads to values consistent with zero. This
effect becomes stronger when the sample size decreases
or when the aperture becomes smaller; the probability of
having no object falling within the selected aperture is
higher.
Towards the lower left corner of the figure, structure
appears away from the zcl = zsel track, significantly
above the noise level. There are due to three types of
effects:
1. The presence of a massive galaxy cluster in the ref-
erence sample leads to a substantial increase in the
sampling of the corresponding region of the sky.
This creates a spurious signal each time a selected
sample presents an overdensity in the same region
of the sky. This gives rise to a series of correlations
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Figure 2. The comparison between clustering redshifts zcl and spectroscopic redshifts zsel for samples selected in narrow redshift bins.
The figure shows the density distribution d2N/dzcldzsel sampled with ∆zcl = 2 × 10−4 and ∆zsel = 8 × 10−4, derived from about half a
million cross-correlation measurements over the Northern Galactic Cap of the SDSS. A given column corresponds to the redshift distribution
inferred for galaxies selected with a given spectroscopic redshift zsel.
distributed horizontally, located at the redshifts of
the massive clusters in the reference sample. This
effect can be seen in Figure 3: a horizontal fea-
ture is present at zcl = 0.037. It extends from
zsel ' 0.05 to about 0.2. This is caused by the
presence of the Hercules Supercluster located at
this redshift, the largest cluster in the local uni-
verse (M ∼ 1016 M; Barmby & Huchra 1998).
2. The radial velocity of an extragalactic object has
contributions from both the Hubble flow and its
own peculiar velocity. Since only cosmological red-
shifts correlate with distance, regimes in which pe-
culiar velocities are high will create spurious sig-
nals in the d2N/dzcldzsel estimates. This effect is
strongest when massive galaxy clusters are present.
For galaxy clusters with a gravitational poten-
tial of order ∆v = 103 km s−1, this amounts to
∆z ∼ 10−3. The contribution of peculiar veloc-
ities affects our ability to properly infer redshifts
solely due to the Hubble flow. We note that this
degeneracy cannot be removed based on velocity
information alone. This leads to a spurious corre-
lation signal perpendicular to and symmetric about
the zcl = zsel line. Objects moving around the clus-
ter with a negative line-of-sight velocity, inferred to
have a higher redshift, will correlate with cluster
objects with a positive velocity, inferred to have
a lower redshift. This can be seen in the region
zsel ∼ zcl ∼ 0.037. The peculiar velocity effect of
the cluster is illustrated as a perpendicular spread
of correlation signal (bottom-left of Figure 3). The
velocity spread of the signal (∼ 2000 km s−1) is
consistent with the mass of the supercluster.
3. Chance superpositions of large scale structure from
two different redshifts, when projected onto the
sky, produce a artificial correlation signal: if two
structures well-separated in redshift overlap on the
sky, the reference galaxies at one redshift will mea-
sure an overdensity in the selected sample of the
second redshift. Similarly, the reference galaxies
at the second redshift will measure an overdensity
in the first redshift. Consequently, these spurious
correlations appear symmetric about the zcl = zsel
line. An example of the first effect is seen in Fig-
ure 3 as structure at (zsel, zcl) = (0.08, 0.11) and
symmetrically at (zsel, zcl) = (0.11, 0.08).
These three effects explain the origin of virtually all the
structures appearing in the left panel of Figure 3. The
larger volumes sampled at higher redshift minimize the
effect of cosmic variance, thereby decreasing the ampli-
tude of these artificial signals. Since the origin of the
spurious correlations is primarily due to spatial inhomo-
geneity of the reference population, we can filter the ref-
erence sample to minimize these effects. We describe this
procedure below.
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Figure 3. Top: the density distribution d2N/dzcldzsel as shown in Figure 2 but showing only the first few percent of its dynamical range
(d2N/dzcldzsel < 60). The intrinsic clustering of galaxies from the reference sample imprints correlated patterns which can contaminate
clustering-redshift estimation, as shown in the left panel. A spatial homogenization of the density distribution of the reference sample can
be applied to suppress these spurious effects, as shown in the right panel. Bottom-left: A zoom-in at the redshift range where the Hercules
Supercluster is located. The peculiar velocities of galaxies within the cluster give rise to a signal perpendicular to the diagonal. This effect
is almost entirely removed when using the cleaned reference sample. Bottom-right: A histogram comparing the distribution of redshift
densities where no signal is expected. The cleaned reference sample allows a reduction in the scatter as well as a more robust zero point
estimate as indicated by the dashed line.
3.4. Cleaning the Reference Sample
The spurious correlations described above are mainly
due to the inhomogeneous sampling arising from the clus-
tered distribution of objects in the reference sample. The
issues from clustering can be addressed by homogeniz-
ing its spatial distribution. This is done by optimally
weighting each reference galaxy based on its local den-
sity and propagating these weights when characterizing
the spatial correlations. Applying this procedure in an-
gular space would maximize the number of usable galax-
ies in the reference sample but it would not remove the
spurious correlation due to the peculiar velocity effects.
As the main goal of the present analysis is not to op-
timize the statistical power of clustering-based redshift
inference but simply test its accuracy, we homogenize
the sample through a simple selection of the data, keep-
ing only regions of the sky for which the galaxy density
does not strongly depart from its mean value and apply-
ing an appropriate masking to ensure that effects due to
peculiar velocities are neglegible. To do so, we split the
reference sample into 60 equal-area regions on-sky, each
covering∼90 square degrees, and select redshift bins with
∆z = 10−3 in the range 0.03 < z < 0.45, correspond-
ing to 420 sequential bins. We measure the densities
of the cells and keep only those for which the value is
within 2σ of the mean. For each region exceeding it,
we remove all galaxies from the reference sample within
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∆z = ±1.5 × 10−3. We refer to the remaining galaxies
as the cleaned reference sample. The fraction of regions
masked is about 30% at z = 0.03 and decreases to less
than 5% at z = 0.3. Since these regions are selected
based on the excess number of galaxies within them, a
greater fraction of the galaxies will be masked than the
fraction of area spanned on sky. Consequently, this ag-
gressive homogenization strategy masks about 45% of
the galaxies, leaving a final cleaned reference sample of
442,000 objects. While this procedure removes a fair
fraction of the reference galaxies, the cleaned reference
sample is robust to all three spurious correlation effects
mentioned above, thereby decreasing the overall noise
level in spite of the substantially decreased reference sam-
ple size.
The right side of Figure 3 shows the resulting clipped
redshift distribution estimates when using the cleaned
reference sample defined above. As compared to the
original density plot, the vast majority of the spurious
signal disappears. The overdensity originating from the
Hercules Supercluster has been suppressed without any a
priori knowledge of its location. This is highlighted in the
insets shown on the bottom left. The related horizontal
track described above, as well as almost all the large-
scale overdensities, are no longer detectable. The overall
d2N/dzcldzsel signal is also more concentrated onto the
zcl = zsel line. This leads to a reduction in the over-
all noise level, despite the use of fewer reference galaxies
from the aggressive masking strategy. This can be seen
in the subpanel shown in the bottom right of the figure,
presenting the distribution of d2N/dzcldzsel values. The
use of the cleaned reference sample leads to better control
of the zero point, i.e. the estimate of the mean galaxy
density. In addition, we observe a significant reduction
in the width of the distribution, corresponding to a noise
level below 0.3%. We note that the cleaning process is
only applied to the reference sample. No operation is
applied to the set of selected test galaxy subsamples.
This cleaned reference sample can be used to infer the
redshift distribution of any unknown population span-
ning the redshift range 0.03 < z < 0.45. It will be used
in a companion paper (Rahman et al., in prep) to in-
vestigate the distribution of clustering redshifts for the
entire photometric sample of SDSS galaxies. This analy-
sis demonstrates our ability to robustly estimate redshift
for populations selected within a narrow redshift range
– the regime in which the method is expected to provide
us with nearly exact results.
4. RESULTS WITH PHOTOMETRIC SAMPLES
Having demonstrated the ability to estimate the dis-
tributions for narrow redshift samples, we now apply our
method to a more generic scenario: galaxies photomet-
rically selected, thus expected to span a finite redshift
range. As an illustration, we consider three arbitrary
galaxy samples selected by their photometric properties.
We use a limiting magnitude of r < 17.77 and three
colour cuts:
0.5 < g − r < 0.6 (6270 galaxies)
1.3 < g − i < 1.4 (2275 galaxies)
1.2 < g − r < 1.3 (9923 galaxies) (6)
The corresponding densities on the sky are 0.5-2
sources/deg2. Figure 4 shows the spectroscopic redshift
distribution of these galaxies with the red line. The red
contours indicate the estimated Poisson noise of each red-
shift bin, determined through the variance of the mea-
surement. The selected samples have mean spectroscopic
redshifts of 0.08, 0.19 and 0.11, respectively. The width
of the distributions is of order ∆z = 0.05. We com-
pare these “true” redshift distributions to those inferred
through clustering redshifts using the cleaned reference
sample, as defined in section 3.4. Further, to fully simu-
late a practical application to real datasets and work with
two distinct samples, we exclude the selected galaxies
from our cleaned reference sample. We use the parame-
ters listed in section 3.2 and an estimation of the redshift
dependence of the reference sample clustering amplitude
dbr/dz measured from its auto-correlation (see Appendix
A for more detail).
We first consider the simplest case for which we ignore
the redshift evolution of the clustering amplitude of the
unknown population, i.e. we use dbu/dz = 0. The re-
sults are shown with the black data points. We estimate
the errors from the variance of the mean density measure-
ment. Overall, we observe some level of agreement. In
all three examples, the mean clustering redshifts match
the spectroscopic ones within ∆z = 0.02. We note that
this is in agreement with the predicted error level from
M13. We also note that, even if the redshift evolution
of the galaxy bias is unknonw, a useful property of the
clustering redshift technique is the ability to check for
the absence of galaxies in a given redshift range. We
note that without any assumption, this method enables
the inference of the redshift interval over which the pho-
tometric sample is distributed, without any assumption
on the nature or the spectral energy distribution of the
sources.
We now assume that the redshift evolution of the bias
of the unknown population is characterized by dbu/dz =
1, i.e. it evolves linearly with redshift. While this is
not expected to be exact, it appears to provide a first
approximation to the redshift dependence of galaxies se-
lected by stellar mass at z . 1 (see Appendix A). The
corresponding results are shown in Figure 5. The clus-
tering redshift distributions obtained with this simple as-
sumption are found to be in excellent agreement with the
spectroscopic redshifts. For each sample considered, the
mean clustering redshifts match the spectroscopic one
within ∆z = 0.01. The shape of the redshift distribu-
tions also appear to be in good agreement with the spec-
trosopic redshift distributions. We can even observe the
bimodality in the distribution of the sample selected with
1.2 < g − r < 1.3.
4.1. Generalization to the Full Colour Space
Having illustrated the potential of the clustering-
redshift technique with three arbitrary colour-selected
samples, we generalize our analysis to the entire colour
space spanned by the SDSS legacy spectroscopic galax-
ies. To do so, we select galaxies as a function of their
g − r and g − i colours. We divide this colour space into
square cells with width ∆colour = 0.05 mag, and for each
of them we measure the mean spectroscopic redshift. We
limit this analysis to cells containing a minimum of 1000
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Figure 4. A comparison of the spectroscopic (red line) and clustering redshift distribution (black points) for galaxies selected with
limiting magnitude r < 17.77 and three different colour cuts: 0.5 < g − r < 0.6 (top), 1.2 < g − r < 1.3 (middle), and 1.3 < g − i < 1.4
(bottom). Here we ignore the possible redshift evolution of the clustering amplitude of the galaxies (i.e. we use dbsel/dz = 0). The mean
clustering-redshifts agree with the spectroscopic ones within δz = 0.02.
sources. The results are shown in the left panel of Fig-
ure 6. The solid contours indicate the number density of
galaxies. Most of the SDSS spectroscopic galaxies have
colours g−r ∼ 0.9 and g− i ∼ 1.2 mag. The colour scale
indicates the mean redshift in each galaxy color cell. As
expected, higher redshift galaxies appear redder. The
distribution indicates that the g− r and g− i colours are
highly correlated with each other and with mean redshift.
One can however observe that, at a fixed g − r colour,
galaxies redder in g − i appear to be at higher redshift.
We apply the clustering redshift technique to the same
sample, using the same colour sampling. We do so using
the linear bias correction as described above (dbu/dz =
1). The results are presented in the middle panel of the
figure. As can be seen, the agreement between the mean
spectroscopic redshifts and clustering redshifts is remark-
able over the entire colour space. The differences between
the two panels are nearly indistinguishable, demonstrat-
ing the generalization of the results found in the previous
section. In order to reveal these differences, we show the
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Figure 5. Same as Figure 4, but using a linear redshift evolution correction, i.e. db/dz = 1. The mean clustering-redshifts agree with
the spectroscopic ones within a δz better than 0.01.
residuals in the right panel, i.e. 〈zs〉−〈zcl〉. These residu-
als are all positive, showing that the clustering redshifts
tend to be slightly lower than the spectroscopic deter-
mination. This reflects that fact that dbu/dz = 1 cor-
responds to a redshift dependence that is slightly too
shallow. Nevertheless, the amplitude of the residuals in-
dicate that the difference in the mean redshift between
the two estimators is smaller than 10−2, reaching 10−3
in some regions of the colour space.
This application to the SDSS legacy spectroscopic
galaxies demonstrates the potential of the data-driven
technique of clustering-based redshift estimation. We
note that the accuracy we found is in agreement with the
theoretical expectations presented in M13. For samples
with a redshift distributions characterized by ∆z ∼ 0.05,
assuming dbu/dz = 0 or 1, we expect mean clustering
redshifts to be accurate within 0.02. Our application to
the entire colour space of SDSS spectroscopic galaxies
has demonstrated this property.
4.2. Inferring the Redshift PDF of a Single Galaxy
Redshift estimation based on photometric information
can be described as the mapping that connects volume
elements in the space of photometric observables to red-
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Figure 6. The distribution of the mean redshifts of SDSS spectrosopic galaxies selected as a function of their g− r and g− i colours using
spectroscopic redshifts (left) and clustering redshifts with db/dz = 1 (centre). The solid lines represent the galaxy number count density.
We have limited our mapping to colour cells with more 1000 sources. The right panel shows the difference between the two distributions
and shows that clustering redshifts are slightly overestimated by δz ranging from 0.001 to 0.01.
shift space. Photometric redshifts determine this map-
ping with a calibration based on theoretical or observed
sets of spectral energy distributions. Our clustering-
based estimation aims at determining the same mapping
but using spatial correlations.
Figure 6 is an example of such a mapping, connect-
ing galaxy colour space to redshift space. In each cell
of colour space, the application of the clustering-redshift
technique produces an estimate of the corresponding red-
shift distribution. The mapping of the entire space can
be used to infer the redshift probability distribution func-
tion (PDF) of a single galaxy, either by using the redshift
distribution of the corresponding colour cell, or by using
more advanced interpolation techniques and making use
of information including nearby cells to increase the ac-
curacy of the estimate. This is analogous to the process
used to define the redshift PDF of a single galaxy with
classical photometric redshifts: using the comparison be-
tween observed colours and the spectral energy distribu-
tions of modelled or observed galaxies. With clustering
redshifts, it is determined using a set of spatial correla-
tion functions.
There exists a unique mapping between a given space
of photometric observables and redshift space. Every
photometric cell j maps onto a redshift distribution of
finite extent ∆zj . Certain regions of this space may map
onto multimodal regions of redshift space due to intrin-
sic degeneracies in the mapping itself. There is a limit to
how much redshift information can be extracted from the
photometry and it applies to both photometric redshifts
and clustering-based redshifts in the same way. In the
case of a photometric cell mapping onto a multimodal
redshift distribution, if subsampling in the other pho-
tometric dimensions does not break the redshift degen-
eracy, all the information used to map the photometric
space onto the redshift space has been exhausted.
4.3. Comparison to Photometric Redshifts
To compare our clustering redshifts with photometric
redshifts, we use the KD-Tree nearest neighbour redshifts
from Csabai et al. (2007), determining their the total red-
shift probability distribution. The individual probability
distribution of a given galaxy was modeled as gaussian
using the mean redshift and quoted uncertainty, produc-
ing the total redshift distribution by summing over all
galaxies in the sample. In Figure 7 we show the spec-
troscopic, photometric and clustering redshift estimates
for two of the three galaxy samples introduced above,
i.e. 1.3 < g − i < 1.4 and 1.2 < g − r < 1.3. We find
that the mean redshift of the three estimators is, in those
two cases, relatively similar. However, the overall shape
of the redshift distribution indicated by the photomet-
ric redshifts significantly departs from the spectroscopic
distribution. The peaks of the photometric distributions
do not match those of the two other estimators. We
note that in each case, the photometric redshift distri-
bution displays a high redshift tail extending beyond the
maximum redshift shown in the figure. For the sample
selected with 1.2 < g − r < 1.3, photometric redshifts
indicate the presence of a substantial amount of galaxies
at z < 0.12 while the two other estimates indicate vir-
tually no objects in that range. The bimodality of the
distribution shown in both the spectroscopic and clus-
tering redshift distributions for the sample selected with
1.3 < g − i < 1.4 is not reproduced by the photometric
redshifts. This comparison highlights the ability of the
clustering-based redshifts to determine the existence of
a population at any given redshift, and its robustness to
catastrophic failures that plague photometric redshifts.
5. CONCLUSIONS
We have investigated the potential and accuracy
of clustering-based redshift estimation, following the
method proposed by M13. This technique allows us to
infer redshift distributions from the spatial clustering of
arbitrary sources with a set of reference objects for which
redshift information is available. We applied it to the
Main Spectroscopic galaxy sample from the Sloan Digi-
tal Sky Survey and, after homogenizing the spatial distri-
bution of the reference population over the sky, we find
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Figure 7. A comparison of the spectroscopic (red), clustering (black) and photometric (blue) redshifts for two colour cut samples from
Figure 4. The photometric redshifts are taken from the KD-Tree nearest neighbour technique (Csabai et al. 2007) using the full probability
distributions for each source. The accuracy of the clustering redshift distribution is greater than that from photometric redshifts. We point
out the ability for clustering-redshifts to estimate small-scale structure in the distribution, such as the bimodality seen in the left panel −
and not captured by photometric redshifts.
that:
• We can characterize, with a high S/N, the redshift
distributions of galaxy samples selected in narrow
colour bins corresponding surface densities lower
than 1 source/deg2. Ignoring the redshift evolu-
tion of the clustering amplitude of the sample, i.e.
using dbu/dz = 0 in our formalism, the clustering-
redshift technique provides us with an estimate of
mean redshifts with an error δz ∼ 0.02.
• Assuming that the galaxy bias evolves roughly lin-
early with redshift, i.e. dbu/dz = 1, the clustering-
redshift technique provides us with an estimate of
mean redshifts with an error δz ' 0.001−0.01 over
the entire colour space of SDSS galaxies.
• The characterization of redshift distributions as a
function of galaxy colours provides us with a map-
ping which can be used to infer the redshift PDF
of a single galaxy. This mapping is generic and can
be used anywhere on the sky.
• We find our clustering redshift estimates to provide
more reliable results than the (KD-Tree) photomet-
ric redshifts (Csabai et al. 2007) for the galaxy sam-
ple considered.
This analysis demonstrates, using real data, that
clustering-based redshift inference provides us with a
powerful data-driven technique to explore the redshift
distribution of arbitrary datasets, without any prior
knowledge on the spectral energy distribution of the
sources.
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APPENDIX
REFERENCE SAMPLE CLUSTERING AMPLITUDE
The accuracy of our clustering-based redshift inference depends on the redshift dependence of the clustering ampli-
tude of both the reference and the unknown samples. Here, we characterize the clustering amplitude dbr/dz of the
reference sample we use in our analysis. To do so, we measure the auto-correlation wrr(z) of the reference population
as a function of redshift, considering the same range of scales and weighting as used in Equation 3 and estimate the
clustering amplitude, normalized to an arbitrary redshift z0, according to
br(z)
br(z0)
=
√
wrr(z)
wrr(z0)
. (A1)
We note that this is different from the classical “galaxy bias” which is usually defined only on large-scales for which
the galaxy and dark matter density fields are, on average, linearly related. Our bias definition includes contributions
from small scales over which the galaxy and matter fields are non-linearly related. We measure this quantity for our
reference sample and we show its redshift dependence in Figure 8. We also show a smoothed version, for which we
convolved the binned measurements with a Hann filter of width ∆z = 0.02, in Figure 8. For reference, we show two
lines indicating the expected evolution for dbr/dz = 1 and 2, normalized at z = 0.15. We find this quantity to be
weakly dependent on the maximum scale used in the cross-correlation measurement, measured to an outer radius of
30 Mpc. We note a plateau between 0.25 < z < 0.3 where the SDSS spectroscopic galaxy selection changes from the
main galaxy sample to the luminous red galaxy sample (Strauss et al. 2002; Eisenstein et al. 2001).
0.04 0.1 0.4
Redshift
1
10
b (
z)
/b
(0
.1
5)
Figure 8. The clustering amplitude redshift evolution as measured from the SDSS Legacy spectroscopic galaxy sample, normalized to 1
at z = 0.15. The solid line is the smoothed version of the clustering intensity evolution curve used remove this factor from the clustering
redshift distributions in this paper. The dashed grey line corresponds to a linearly evolving and quadratically evolving clustering amplitude
(db/dz = 1, 2).
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Figure 9. The clustering redshift distribution profiles as a function of distance from the central redshift for three different spectroscopically-
selected samples. The selected redshift range is labeled in the top-right of each frame. The dashed line represents the power law fit to the
profile between 3 × 10−4 < ∆z < 3 × 10−3. The shaded regions indicates the true width of the selected distribution. In all cases, the tail
of the distribution is consistent with the two-point correlation function along the line-of-sight. This is consistent with the physical scales
probed by these redshift scales (indicated on the top axis).
CLUSTERING REDSHIFT RESPONSE FUNCTION
We investigate the response function of our dN/dzcl estimator, corresponding the intrinsic uncertainty in the tech-
nique. In Figure 9 we present the redshift profiles of the measured redshift density distribution for three different
bins of reference redshift. The filled and open symbols show the redshift profiles on either side of the central redshift.
The redshift range over which these reference samples are selected is shown by the grey region. Within this range
we observe that our technique recovers a roughly flat distribution, as expected. Beyond this limit, our estimator is
not consistent with zero (as ideally expected given the absence of reference galaxies in that range) but rather shows
a power-law distribution with an index similar to −1 extending over the entire range of redshift intervals considered.
This is consistent with the expectation of clustering along the line of sight. This profile drops to below detectable levels
beyond ∆z ∼ 10−2 or ∆d ∼ 30 Mpc. The steep decline of the profile tail enables the clustering redshift technique
to be sensitive to small variations in the redshift distribution at a level unreachable by current photometric redshift
techniques.
This limit enables precisions previously only possible from spectroscopic redshifts. As has been noted in the text,
the vast majority of correlation signal falls within the bounds of the selected sample; the correlation amplitude is a
minimum of an order of magnitude greater within the selected sample bounds than in the tail of the response function.
SCALE DEPENDENCE OF CLUSTERING REDSHIFTS
Here we show that our clustering-based redshift inference technique does not strongly depend on the choice of scales
used to measure the integrated correlation functions. The method has been shown to be robust to changes in scale
through an analysis based on numerical simulations (Schmidt et al. 2013) and we now demonstrate this property from
data. We apply the technique to the colour cut samples from Section 4 using the original cross-correlation annulus
(300 kpc < r < 3 Mpc) and a much wider cross-correlation annulus (1.5 Mpc < r < 15 Mpc). Ranging a decade
of scale in both cases, we expect to extract a similar amount of clustering information from measurements in these
two annuli given the slope of the matter correlation function. The results of the comparison are presented in Figure
10. The measurements from the two different scales are nearly identical, despite covering substantially different areas
around each reference source. The differences at low redshift (z < 0.05) come primarily from geometric effects of
projecting large angles onto a spherical surface, the features present due to cosmic variance (i.e. voids), and the
declining accuracy of measuring precise densities decreases as the solid angle increase (i.e. 15 Mpc is equivalent to
7◦at z = 0.03). The discrepancies between the two scales disappear as redshift increases. The scale independence of
this measurement illustrates the applicability of clustering redshifts including small scales where the galaxy and dark
matter fields are not linearly related.
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Figure 10. Comparison of the the clustering redshift distributions using the smaller cross-correlation annuli (300 kpc < r < 3 Mpc; left
column) and larger annuli (1.5 Mpc < r < 15 Mpc; right column). Colour cuts and annotations are the same as in Figure 4. To minimize
the effect of cosmic variance, the distributions are normalized to the signal above z > 0.035. The distributions are identical using either
annuli sizes, demonstrating the scale independence of the technique and the applicability of clustering evolution measurements from larger
scales. The cross-correlation measurements for the larger annuli have noise induced by the large angular scale used for measurements at
low-z, which we indicate with the grey region; at higher redshift, the measurement is robust.
