Abstract-The 1-constrained minimal singular value ( 1-CMSV) of the sensing matrix is shown to determine, in a concise and tight manner, the recovery performance of 1-based algorithms such as Basis Pursuit, the Dantzig selector, and the LASSO estimator. Several random measurement ensembles are shown to have 1-CMSVs bounded away from zero with high probability, as long as the number of measurements is relatively large. Three algorithms based on projected gradient method and interior point algorithm are developed to compute 1-CMSV. A lower bound of the 1-CMSV is also available by solving a semi-definite programming problem.
I. INTRODUCTION Sparse signal reconstruction aims at recovering a sparse signal x ∈ R n from observations of the following model:
where A ∈ R m×n is the measurement or sensing matrix, y is the measurement vector, and w ∈ R m is the noise vector. The sparsity level k of x is defined as the number of non-zero components of x. When the sparsity level k is very small, it is possible to recover x from y in a stable manner even if model (1) is underdetermined. This paper is motivated by the following considerations. When we are given a sensing or measurement system (1), we usually want to know the performance of the system before using it. This involves deriving a performance measure which is computable, given the sensing matrix A as well as the signal and noise structures. Computable performance measures also provide ways to quantify our confidence on the reconstructed signal, especially when we do not have other means to justify the correctness of the recovered signal. Furthermore, in many practical signal processing problems, we usually have the freedom to design the sensing matrix; that is, we can choose the best from a collection of sensing matrices. For example, in radar imaging and sensor array applications, sensing matrix design is connected with waveform design and array configuration design. To optimally design the sensing matrix, we need to 1) analyze how the performance of recovering x from y is affected by A, and define a function ρ(A) to accurately quantify the goodness of A in the context of sparse signal reconstruction; 2) develop algorithms to efficiently compute ρ(A) for arbitrary given A; 3) design mechanisms to select within a matrix class the sensing matrix that is optimal in the sense of best ρ(A). There is a copious literature on the first aspect but not much on the second and the third. According to the literature (e.g., [1] , [2] ) the goodness of A is its incoherence property measured by, most notably, the Restricted Isometry Constant (RIC). Unfortunately, for a given arbitrary matrix, the RIC is extremely difficult to compute, if not impossible. So a stochastic framework is usually adopted to argue that the majority of a certain class of randomly generated matrices have good RICs. However, this framework is not satisfactory, considering our three-step scheme for optimal design. As a consequence, the remaining two steps in designing an optimal sensing matrix using RIC are nearly hopeless. This paper investigates the possibility of finding a good measure ρ(A) to fulfill step 1) and possibly step 2). We will not consider step 3) in this paper.
The contribution of the work is threefold. First, we use the 1 -constrained minimal singular value ( 1 −CMSV) of the sensing matrix to derive concise bounds on the 2 norm of estimation error for Basis Pursuit, the Dantzig selector, and the LASSO estimator. Compared with derivations using the RIP condition, the arguments are clearer and more intuitive. Second, we demonstrate that if the number of measurements m is reasonably large, several important random measurement ensembles have 1 -CMSVs bounded away from zero, with high probability. The lower bounds on m are nearly as good as the bounds for the RIP. Last but not least, we develop algorithms to compute the 1 -CMSV for an arbitrary sensing matrix and compare their performance. These algorithms are by no means the most efficient ones. However, once we shift from an optimization problem with a discrete nature (e.g., the RIC) to a continuous one, there are many optimization tools available and more efficient algorithms can be designed.
The paper is organized as follows. In Section II, we present our measurement model, three convex relaxation algorithms, and the RIP condition. Section III is devoted to deriving bounds on the errors of several convex relaxation algorithms. In Section IV, we show that the majority of realizations of several random measurement ensembles have good 1 -CMSVs. In Section V, we design algorithms to compute the II. MODEL AND BACKGROUND Suppose x ∈ R n is a k−sparse signal, i.e., x has at most k n non-zero components. We observe y ∈ R m through the following linear model:
where A ∈ R m×n or C m×n is the sensing matrix and w ∈ R m is the noise/disturbance vector, either deterministic or random. Two fundamental problems are to reconstruct the signal x from the measurement y by exploiting sparsity, and to quantify the stability of the reconstruction with respect to noise. We briefly review three reconstruction algorithms based on convex relaxation: Basis Pursuit, the Dantzig selector, and the LASSO estimator. A common theme of these algorithms is enforcing the sparsity of solutions by penalizing large 1 norms. The Basis Pursuit algorithm [3] tries to minimize the 1 norm of solutions subject to the measurement constraint:
The Dantzig selector [4] aims to reconstruct a reasonable signal in most cases when the measurement is contaminated by unbounded noise. Its estimate for x is the solution to the 1 −regularization problem:
where σ 2 is the noise variance, and λ n a control parameter. The constraint in (4) requires that all feasible solutions must have uniformly bounded correlations between the induced residual vector and the columns of the sensing matrix.
Following the convention in [5] , in this paper we refer to the solution to the following optimization problem as the LASSO estimator:
All three optimizations (3), (4) and (5) can be implemented using convex programming or even linear programming. The stability analysis of Basis Pursuit, the Dantzig selector, and the LASSO estimator aims to derive error bounds of the solutions of these algorithms. In previous work, these bounds usually involve the incoherence of the sensing matrix A, which is measured by the RIC [2] , [6] . For each integer k ∈ {1, . . . , n}, the restricted isometry constant (RIC) δ k of a matrix A ∈ R m×n is defined as the smallest δ > 0 such that
holds for arbitrary unit-length k−sparse signal x. A matrix A with a small δ k roughly means that A is nearly an isometry when restricted onto all k−sparse vectors. The computation of δ k involves optimizing over the set of all k−sparse signals, which can be divided into n k subsets with intersections of measure zero by specifying the exact locations of non-zero components. Consequently, the exact computation of the RIC is extremely difficult.
Due to space limitation, we will not explicitly present the error bounds, which can be found in [2] , [4] , [5] . We comment that these bounds involving the RIC are quite complicated. Their derivations are even more complicated. In addition, the bound for the LASSO estimator requires very technical conditions for its validity.
Although the RIC provides a measure quantifying the goodness of a sensing matrix, as mentioned earlier, its computation poses great challenge. In the literature, the computation issue is circumvented by resorting to a random argument. Here we cite one general result [7] : Let A ∈ R m×n be a random matrix whose entries are i.i.d. samples from any subgaussian distribution. Then, for any given δ ∈ (0, 1), there exist constants c 1 , c 2 > 0 depending only on δ such that δ k ≤ δ, with probability not less than 1 − 2e −c2m , as long as
We remark that subgaussian distributions include the Gaussian distribution and the Bernoulli distribution. For the 1 -CMSV, we will establish a theorem similar to the one above for the Gaussian ensembles. We also present a result for the Bernoulli ensemble and a modified Fourier ensemble with a slightly worse bound on m.
III. STABILITY OF CONVEX RELAXATION BASED ON THE
1 -CONSTRAINED MINIMAL SINGULAR VALUE In this section, we derive bounds on the reconstruction error for the Basis Pursuit, the Dantzig selector and the LASSO estimator in terms of the 1 -CMSV rather than the RIC of matrix A . We first introduce a quantity that measures the sparsity, (or, more precisely, the density), of a given vector x.
where
The scaling and permutation invariant s p (x) is indeed a measure of sparsity. To see this, suppose x 0 = k; then Hölder's inequality implies that
, and we have equality if and only if the absolute values of all non-zero components are equal. Therefore, the more non-zero elements x has and the more evenly the magnitudes of these nonzero elements are distributed, the larger s p (x). In particular, if x has exactly one non-zero element, then s p (x) = 1; if x has n non-zero elements with the same magnitude, then s p (x) = n 1/p−1/2 . However, if x has n non-zero elements but their magnitudes are spread in a wide range, then its p sparsity level might be very small. In this paper, we will focus on the 1 sparsity level s 1 (x). We first establish a bound on the 2 norm of Basis Pursuit's error vector using the 1 -CMSV. The procedure of establishing Theorems 1, 2 and 3 has two steps: 1) Show that the error vector h =x − x is 1 −sparse: (3), the second step is trivial as both x andx satisfy the constraint y − Az ≤ in (3). The triangle inequality immediately leads to Ah 2 ≤ 2 . In order to establish the 1 -sparsity of the error vector in the first step, we use an observation by Candés [2] . The fact that x 1 is the minimum among all z satisfying the constraint in (3) implies that h S c 1 cannot be very large: h S c 1 ≤ h S 1 , which yields, by the Cauchy-Schwart inequality, s 1 (h) ≤ 2 √ k. Consequently, we have the following theorem: Theorem 1 If the support of x is of size k and the noise w is bounded; that is, w 2 ≤ , then the solutionx to (3) obeys
Compared with the bound
, the bound 2 /ρ 2 √ k here is more concise, and the argument is simpler. In [2] , the major effort is devoted to establishing a lower bound on Ah 2 , which is trivial according to Definition 2. Of course, if ρ 2 √ k is not bounded away from zero, this concise bound will not offer much. We will show in Section IV that, for several important random measurement ensembles, the induced 1 -CMSVs are bounded away from zero with high probability if m is large enough. Numerical simulations show that randomly generated matrices are more likely to have ρ 2 √ k bounded away from zero than to have δ 2k < √ 2 − 1, the prerequisite for the RIC bound
· to be applicable. The 1 -CMSV bound is also tighter than the RIC bound when both apply.
We now present similar results for the Dantzig Selector and the LASSO estimator. More details on their proofs and discussions can be found in [8] .
Theorem 2 Suppose w ∼ N (0, σ 2 I m ) in the sensing model (2) , and suppose x ∈ R n is a k−sparse signal. Choose λ n = √ 2 log n in (4). Then, with high probability, the solutionx to (4) satisfies
Theorem 3 Suppose x is a k−sparse vector. The LASSO estimatorx given by the solution to (5) in the absence of noise obeys
IV. 1 -CONSTRAINED SINGULAR VALUES OF RANDOM MATRICES
This section is devoted to analyzing the property of the 1 -CMSVs for the Gaussian ensemble, the Bernoulli ensemble and a modified Fourier ensemble. We show that, for these sensing matrices, the 1 -CMSVs are bounded away from zero with high probability. We first introduce the notion of Gaussian measurement ensemble: For Gaussian measurement ensemble, we have the following theorem: 
for some absolute constant c. Then, we have
Recall that for any k−sparsity signal x ∈ R n , its 1 -sparsity level s 1 (x) ≤ √ k. Hence, considering the obvious fact that
, we obtain a corollary of Theorem 5 that the RIC δ k ≤ for Gaussian measurement ensemble with high probability if m ≥ ck log n/ 2 , a bound comparable with the one in previous literature [7] .
The proof of Theorem 4 employs the comparison theorem for Gaussian random processes, in particular the Gordon's inequality [9] , and the concentration of measure phenomena in Gauss space [9] , [10] . This argument relies heavily on the symmetry of Gaussian processes and have no obvious generalizations to other distributions. We can not trivially extend the nice ε−net argument in [7] for RIC. One difficulty is the absence of tight covering number estimation for the set of vectors with 1 −sparsity level s. Another difficulty is that the set {x ∈ R n : s 1 (x) ≤ s} can not be partitioned into subsets which are closed under substraction, rendering the approximation using −cover useless.
The following definitions characterize the Bernoulli measurement ensemble and a modified Fourier measurement ensemble:
is produced by generating its entries following independent Bernoulli distributions:
T ∈ C m×n is produced by selecting its m rows, with replacement, from {W 0 / √ m, . . . , W n−1 / √ m}:
Note that in Definition 5, the generated matrix has exactly m rows with possibly repeated rows. In [11] 
Then, we have
Here C and c are positive numerical constants.
The major challenge of establishing Theorem 5 is to derive a good estimate of the (dyadic) entropy number of the operator A :
The rest of the proof essentially follows the procedure developed in [12] . For more details, see [13] . Note the lower bound on m and the high probability assertion are worse than the case for Gaussian measurement ensemble. For Bernoulli ensemble, this seems to be a feature of the proof. In any case, by selecting small enough, we could make ρ s > 1/2 with desired probability.
V. COMPUTATION OF THE 1 -CONSTRAINED SINGULAR

VALUES
One major advantage of using the 1 -CMSV as a measure of the "goodness" of a sensing matrix is the relative ease of its computation. We show in this section that ρ min s and ρ max s are computationally more amenable than δ k . The discrete nature of δ k makes the algorithm design for its computation very difficult.
Consider the following optimization problem to obtain the 1 -CMSV, or more precisely, its square: min
Unfortunately, the above optimization is not convex because of the 2 constraint z 2 = 1. However, many tools at our disposal can deal with the continuous problem (20), for example, the Lagrange multiplier or the Karush-Kuhn-Tucker condition [14] . In our work [8] , we designed three algorithms to directly compute an approximate numerical solution of (20). Because of space limitation, we only present the most effective one based on interior point algorithm. Due to the non-convexity, there is no guarantee that the solutions of these algorithms are the true minima. We will also present a convex program to compute a lower bound on 1 -CMSV. The interior point (IP) method provides a general approach to efficiently solve general constrained optimization problems. The basic idea is to construct and solve a sequence of penalized optimization problems with equality constraints. The interior point approach assumes objective and constraint functions with continuous second order derivatives, which is not satisfied by the constraint z 1 −s ≤ 0. To circumvent this difficulty, we define z = z + − z − with z + = max(z, 0) ≥ 0 and z − = max(−z, 0) ≥ 0, which leads to the following augmented optimization solved by interior point algorithm:
IP: min
We briefly describe a semidefinite relaxation (SDR) scheme to compute a lower bound on 1 -CMSV. A similar approach was employed in [15] to compute an upper bound on sparse variance maximization using the lifting procedure for semidefinite programming [16] [17] [18] . Defining Z = z T z transforms problem (20) into the following equivalent form:
The lifting procedure relaxes the problem (22) by dropping the rank(Z) = 1 constraint:
Now SDR is a semidefinite programming problem. For a small size problem, a global minimum can be achieved at high precision using SEDUMI, SDPT3 or CVX. However, for relatively large n, the interior point algorithm makes the memory requirement prohibitive (see [15] for more discussion). Although the first order algorithm used in [15] can be adapted to solve a penalized version of SDR, it does not give a direct solution to SDR with fixed s. We compare the 1 -CMSVs ρ s and their bounds as a function of s computed by IP and SDR, respectively, for Bernoulli random matrices. First, we consider a small-scale problem with n = 60 and m = 10, 20, 40. A matrix B ∈ R 40×60 with entries {+1, −1} following 
VI. CONCLUSIONS
In this paper, a new measure of a sensing matrix's incoherence, the 1 -CMSV, is proposed to quantify the stability of sparse signal reconstruction. It is demonstrated that the reconstruction errors of Basis Pursuit, the Dantzig selector, and the LASSO estimator are concisely bounded using the
