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UNIVERSALITY AND SCALING OF ZEROS ON SYMPLECTIC
MANIFOLDS
PAVEL BLEHER, BERNARD SHIFFMAN, AND STEVE ZELDITCH
Abstract. This article is concerned with random holomorphic polynomials and their gen-
eralizations to algebraic and symplectic geometry. A natural algebro-geometric generaliza-
tion involves random holomorphic sections H0(M,LN) of the powers of any positive line
bundle L→M over any complex manifold. Our main interest is in the statistics of zeros of
k independent sections (generalized polynomials) of degree N as N → ∞. We fix a point
P and focus on the ball of radius 1/
√
N about P . Magnifying the ball by the factor
√
N ,
we found in a prior work that the statistics of the configurations of simultaneous zeros of
random k-tuples of sections tend to a universal limit independent of P,M,L. We review this
result and generalize it further to the case of pre-quantum line bundles over almost-complex
symplectic manifolds (M,J, ω). Following [SZ2], we replace H0(M,LN ) in the complex case
with the “asymptotically holomorphic” sections defined by Boutet de Monvel-Guillemin and
(from another point of view) by Donaldson and Auroux. We then give a generalization to
an m-dimensional setting of the Kac-Rice formula for zero correlations, which we use to-
gether with the results of [SZ2] to prove that the scaling limits of the n-point correlation
functions for zeros of random k-tuples of asymptotically holomorphic sections belong to the
same universality class as in the complex case. In our prior work, we showed that the limit
correlations are short range; here we show further that the limit “connected correlations”
decay exponentially with respect to the square of the maximum distance between points.
1. Introduction
A well-known theme in random matrix theory (RMT), zeta functions, quantum chaos,
and statistical mechanics, is the universality of scaling limits of correlation functions. In
RMT, the relevant correlation functions are for eigenvalues of random matrices (see [De,
TW, BZ, BK, So] and their references). In the case of zeta functions, the correlations are
between the zeros [KS]. In quantum dynamics, they are between eigenvalues of ‘typical’
quantum maps whose underlying classical maps have a specified dynamics. In the ‘chaotic
case’ it is conjectured that the correlations should belong to the universality class of RMT,
while in integrable cases they should belong to that of Poisson processes. The latter has
been confirmed for certain families of integrable quantum maps, scattering matrices and
Hamiltonians (see [Ze2, RS, Sa, ZZ] and their references). In statistical mechanics, there is
a large literature on universality of critical exponents [Car]; other rigorous results include
analysis of universal scaling limits of Gibbs measures at critical points [Sin]. In this article we
are concerned with a somewhat new arena for scaling and universality, namely that of RPT
(random polynomial theory) and its algebro-geometric generalizations [Han, Hal, BBL, BD,
BSZ1, BSZ2, SZ1, NV]. The focus of these articles is on the configurations and correlations
of zeros of random polynomials and their generalizations, which we discuss below. Random
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thor), #DMS-9703775 (third author).
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polynomials can also be used to define random holomorphic maps to projective space, but
we leave that for the future. Our purpose here is partly to review the results of [SZ1, BSZ1,
BSZ2] on universality of scaling limits of correlations between zeros of random holomorphic
sections on complex manifolds. More significantly, we give an improved version of our formula
from [BSZ2] for determining zero correlations from joint probability distributions, and we
apply this formula together with results in [SZ2] to extend our limit zero correlation formulas
to the case of almost-complex symplectic manifolds.
Notions of universality depend on context. In RMT, one fixes a set of matrices (e.g. a
group U(N) or a symmetric space such as Sym(N), the N×N real symmetric matrices) and
endows it with certain kinds of probability measures µN . These measures bias towards certain
types of matrices and away from others, and one may ask how the eigenvalue correlations
depend on the {µN} in the large N limit. In RPT one could similarly endow spaces of
polynomials of degree N with a variety of measures, and ask how correlations between zeros
depend on them in the large N limit. However, the version of universality which concerns us
in this article and in [BSZ1, BSZ2] lies in another direction. We are interested in very general
notions of polynomial that arise in geometry, and in how the statistics of zeros depends on
the geometric setting in which these polynomials live. We will always endow our generalized
polynomials with Gaussian measures (or with essentially equivalent spherical measures).
The generalized polynomials studied in [SZ1, BSZ1, BSZ2] were holomorphic sections
H0(M,LN ) of powers of a positive line bundle L → M over a compact Ka¨hler manifold
(M,ω) of a given dimension m. Such sections form the Hilbert space of quantum wave
functions which quantize (M,ω) in the sense of geometric quantization [At, Wo]. Recall that
geometric quantization begins with a symplectic manifold (M,ω) such that 1
pi
[ω] ∈ H2(M,Z).
There then exists a complex hermitian line bundle (L, h)→ M and a hermitian connection
∇ with curvature ω. To obtain a Hilbert space of sections, one needs additionally to fix a
polarization of M , i.e. a Lagrangean sub-bundle L of TM , and we define polarized sections
to be those satisfying ∇vs = 0 when v is tangent to L. In the Ka¨hler case, one takes
L = T 1,0M , the holomorphic sub-bundle. Thus, polarized sections are holomorphic sections.
The power N plays the role of the inverse Planck constant, so that the high power N →∞
limit is the semiclassical limit.
WhenM = CPm and L = O(1) (the hyperplane section line bundle), holomorphic sections
of LN = O(N) are just homogeneous holomorphic polynomials of degree N . (In general,
one may embed M ⊂ CPd for some d, and then holomorphic sections s ∈ H0(M,LN ) may
be identified with restrictions of polynomials on CPd to M , for N ≫ 0 by the Kodaira
vanishing theorem.) We equip L with a hermitian metric h and endow M with the volume
form dV induced by the curvature ω of L. The pair (h, dV ) determine an L2 norm on
H0(M,LN ) and hence a Gaussian probability measure µN . All probabilistic notions such
as expectations or correlations are with reference to this measure. The basic theme of the
results of [BSZ1, BSZ2] was that in a certain scaling limit, the correlations between zeros
are universal in the sense of being independent of M,L, ω, and other details of the setting.
The geometric setting was extended even further by two of the authors in [SZ2] by allowing
(M,ω) to be any compact symplectic manifold with integral symplectic form, i.e. 1
pi
[ω] ∈
H2(M,Z). Complex line bundles with c1(L) =
1
pi
[ω] are known in this context as ‘pre-
quantum line bundles’ (cf. [Wo]). It has been known for some time [BG] that there are good
analogues of holomorphic sections of powers of such line bundles in this context. Interest
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in symplectic analogues of holomorphic line bundles and their holomorphic sections has
grown recently because of Donaldson’s [Do1] use of asymptotically holomorphic sections of
powers of pre-quantum line bundles over symplectic manifolds in constructing embedded
symplectic submanifolds, Lefschetz pencils and other constructions of an algebro-geometric
nature [Do1, Do2, Au1, Au2, AK, BU1, BU2, Sik]. Given an almost complex structure J on
M which is compatible with ω, we follow Boutet de Monvel - Guillemin [BG] (see also [GU]
and [BU1, BU2]) in defining spaces H0J(M,L
N ) of almost holomorphic sections of the pre-
quantum line bundle L→ M with curvature ω. A hermitian metric h on L and ω determine
an L2 norm and hence a Gaussian measure µN on H0J(M,LN ).
Our main concern is with the zeros Zs of k-tuples s = (s1, . . . , sk) of holomorphic or almost-
holomorphic sections. We let |Zs| denote Riemannian (2m− 2k)-volume on Zs, regarded as
a measure on M :
(|Zs|, ϕ) =
∫
Zs
ϕdVol2m−2k .
As in [BSZ1, BSZ2], we introduce the punctured product
Mn = {(z1, . . . , zn) ∈M × · · · ×M︸ ︷︷ ︸
n
: zp 6= zq for p 6= q} (1)
and consider the product measures on Mn,
|Zs|n :=
( |Zs| × · · · × |Zs|︸ ︷︷ ︸
n
)
.
The expectation E |Zs|n is called the n-point zero correlation measure. We write
E |Zs|n = KNnk(z1, . . . , zn)dz ,
where dz denotes the product volume form onMn. The generalized function K
N
nk(z
1, . . . , zn)
is called the n-point zero correlation function.
The main points are first to express these correlation measures in terms of the joint
probability distribution
D˜N(z1,...,zn) = D˜
N(x1, . . . , xn, ξ1, . . . , ξn; z1, . . . , zn)dxdξ
of the random variables s(z1), . . . , s(zn),∇s(z1), . . . ,∇s(zn), and secondly to prove that the
latter has a universal scaling limit. Here dx denotes volume measure on LNz1 ⊕· · ·⊕LNzn , and
dξ is volume measure on (T ∗M ⊗ LN)z1 ⊕ · · · ⊕ (T ∗M ⊗ LN )zn. For more details and precise
definitions, see §4.1. As for the first point, we have the following formula for the correlation
measures in terms of the joint probability distribution:
Theorem 1.1. The n-point zero correlation function for random almost holomorphic sec-
tions of LN → M is given by
KNnk(z) =
∫
dξ D˜Nn (0, ξ, z)
n∏
p=1
√
det(ξpξp∗) .
One of our main results is Theorem 4.3, which gives a general form of Theorem 1.1
with H0J(M,L
N ) replaced by a finite dimensional space of sections of an arbitrary vector
bundle over a Riemannian manifold. Theorem 4.3 is a generalization of the Kac-Rice formula
[Kac, Ri] (see also [BD, EK, Hal, SSm]) to higher dimensions. A special case of Theorem
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4.3 was given by J. Neuheisel [Ne] in a parallel study of correlations of nodal sets (zero sets
of eigenfunctions of the Laplacian) on spheres.
The correlations of course depend heavily on the geometry of the bundle. For instance, it
was shown in [SZ1] that ZsN → ω for almost every sequence {sN} of holomorphic sections
of LN . That is, zeros tend almost surely to congregate in highly (positively) curved regions.
To find universal quantities, we scale around a point z0 ∈ M . The most vivid case is where
k = m so that almost surely the simultaneous zeros of the k-tuple of sections form a discrete
set. The density of zeros in a unit ball B1(z0) around z0 then grows like N
m, so we rescale
the zeros in the 1/
√
N ball B1/
√
N(z0) by a factor of
√
N to get configurations of zeros with
a constant density as N →∞. Our problem is whether the statistics of these configurations
tend to a limit and whether the limit is universal. In [BSZ2, Th. 3.4] (see also [BSZ1]), it was
shown that when L is a positive holomorphic line bundle over a complex manifold M , the
scaled n-point correlation functions KNnk(
z1√
N
, . . . , z
1√
N
) converge in the high power limit to a
universal correlation function K∞nkm(z
1, . . . , zn) on the punctured product (Cm)n depending
only on the dimension m of the manifold and the codimension k of the zero set. Our main
application of Theorem 1.1 is that this universality law for the scaling limits of the zero
correlation functions extends to the general symplectic case:
Theorem 1.2. Let L be the pre-quantum line bundle over a 2m-dimensional compact in-
tegral symplectic manifold (M,ω). Let z0 ∈ M and choose complex local coordinates {zj}
centered at z0 so that ω|z0 = i2
∑
dzj ∧ dz¯j and (∂/∂zj)|z0 ∈ T 1,0M (1 ≤ j ≤ m). Let
S = H0J(M,LN)k (k ≥ 1), and give S the standard Gaussian measure µ. Then
1
Nnk
KNnk
(
z1√
N
, . . . ,
zn√
N
)
→ K∞nkm(z1, . . . , zn)
(weakly in D′((Cm)n)), where K∞nkm(z1, . . . , zn) is the universal scaling limit in the Ka¨hler
setting.
The proof of this result is similar to the holomorphic case [BSZ2]. Using Theorem 1.1, we
reduce the scaling limit of Kn(z) to that of the joint probability density D˜
N
(z1,...,zn). It was
shown in [SZ2, Theorem 5.4] that the latter has a universal scaling limit:
D˜N
(z1/
√
N,...,zn/
√
N)
−→ D∞(z1,...,nn) , (2)
where D∞(z1,...,zn) is a universal Gaussian measure supported on the holomorphic 1-jets, and
{zj} are the complex local coordinates of Theorem 1.2.
Let us say a few words on the proof of (2). Recall that a Gaussian measure on Rp is a
measure of the form
γ∆ =
e−
1
2
〈∆−1x,x〉
(2pi)p/2
√
det∆
dx1 · · · dxp , (3)
where ∆ is a positive definite symmetric p × p matrix. Since D˜N(z1,...,zn) is the push-forward
of a Gaussian measure, we have D˜N(z1,...,zn) = γ∆N where ∆
N is the covariance matrix of the
random variables (s(zp),∇s(zp)). The main step in the proof in [SZ2] was to show that
the covariance matrices ∆N underlying D˜N tend in the scaling limit to a semi-positive ma-
trix ∆∞. To deal with singular measures, we introduced a class of generalized Gaussians
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whose covariance matrices are only semi-positive definite. A generalized Gaussian is simply
a Gaussian supported on the subspace corresponding to the positive eigenvalues of the co-
variance matrix. It followed that the scaled distributions D˜N tend to a generalized Gaussian
γ∆∞ ‘vanishing in the ∂¯-directions.’ To prove that ∆
N → ∆∞, we expressed ∆N in terms of
the Szego¨ kernel ΠN (x, y) and its derivatives. The Szego¨ kernel is essentially the orthogonal
projection from L2(M,LN ) → H0J(M,LN ). Since it is more convenient to deal with scalar
kernels than sections, we pass from L→ M to the associated principal S1 bundle X → M .
Sections s of LN are then canonically identified with equivariant functions sˆ on X transform-
ing by eiNθ under the S1 action. The space H0J(M,L
N ) then corresponds to a space H2N(X)
of equivariant functions. In the holomorphic case, these functions are CR functions; i.e., they
satisfy the tangential Cauchy-Riemann equations ∂bsˆ = 0. In the symplectic almost-complex
case they are ‘almost CR’ functions in a sense defined by Boutet de Monvel and Guillemin.
The scalar Szego¨ kernels are then the orthogonal projections ΠN : L2(X) → H2N(X). The
main ingredient in the proof of (2) was the scaling asymptotics of the Szego¨ kernels ΠN (x, y).
In ‘preferred’ local coordinates (z, θ) on X (see §3.2), the scaling asymptotics read:
ΠN(z0 +
u√
N
,
θ
N
, z0 +
v√
N
,
ϕ
N
) ∼ ei(θ−ϕ)eu·v¯− 12 (|u|2+|v|2){1 + 1√
N
p1(u, v; z0) + · · · } . (4)
The universal limit correlation functions K∞nkm(z
1, . . . , zn) are described in [BSZ2] (see also
[BSZ1]). They are given in terms of the level 1 Szego¨ kernel for the (reduced) Heisenberg
group (see §2.3),
ΠH1 (z, θ;w, ϕ) =
1
pim
ei(θ−ϕ)+iℑ(z·w¯)−
1
2
|z−w|2 =
1
pim
ei(θ−ϕ)+z·w¯−
1
2
(|z|2+|w|2) , (5)
and its first and second derivatives at the points (z, w) = (zp, zp
′
). Indeed, the correlation
functions are universal rational functions in zpq , z¯
p
q , e
zp·z¯p′ , and are smooth functions on (Cm)n.
We let K˜nkm(z
1, . . . , zn) := (K∞1km)
−nKnkm(z1, . . . , zn) denote the “normalized” n-point limit
correlation function, where K∞1km =
m!
pik(m−k)! is the expected volume density of the zero set.
For example [BSZ1, BSZ2],
K˜∞21m(z
1, z2) =
[
1
2
(m2 +m) sinh2 t + t2
]
cosh t− (m+ 1)t sinh t
m2 sinh3 t
+
(m− 1)
2m
, t =
|z1 − z2|2
2
.
(6)
Formula (6) with m = 1 agrees with the scaling limit pair correlation function of Hannay
[Han] (see also [BBL]) for zeros of polynomials in one complex variable, i.e. for M = CP1
and L = O(1).
The correlations are “short range” in the sense that K˜nkm(z
1, . . . , zn) = 1 + O(r4e−r
2
),
where r is the minimum distance between the points zp [BSZ2]. We show in §5.3 that in
fact the “connected n-point correlations” are o(e−R
2/n), where R is the maximum distance
between the points.
2. Line bundles on complex manifolds
We begin with some notation and basic properties of sections of holomorphic line bundles,
their zero sets, and Szego¨ kernels. We also provide two examples that will serve as model
cases for studying correlations of zeros of sections of line bundles in the high power limit.
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2.1. Sections of holomorphic line bundles. Let L → M be a holomorphic line bundle
over a compact complex manifold. Thus, at each z ∈ M , Lz ≃ C is a complex line and
locally, over a sufficiently small open set U ⊂ M , L ≃ U × C. For background on line
bundles and other objects of complex geometry, we refer to [GH].
A key notion is that of positive line bundle. By definition, this means that there exists a
smooth Hermitian metric h on L with positive curvature form
Θh = −∂∂¯ log ‖eL‖2h , (7)
where eL denotes a local holomorphic frame (= nonvanishing section) of L over an open
set U ⊂ M , and ‖eL‖h = h(eL, eL)1/2 denotes the h-norm of eL. A basic example is the
hyperplane bundle O(1)→ CPm, the dual of the tautological line bundle. When m = 1, its
square is the holomorphic tangent bundle TCP1. Its positivity is equivalent to the positivity
of the curvature of CP1 in the usual sense of differential geometry. Hyperbolic surfaces H2/Γ
have negatively curved tangent bundles, but their cotangent bundles T ∗(H2/Γ) are positively
curved. In the case of complex tori C/Λ (where Λ ⊂ C is a lattice), both the tangent and
cotangent bundles are flat. The positive ‘pre-quantum’ line bundle there is the bundle whose
sections are theta functions.
Intuitively speaking, positive curvature at w creates a potential well which traps a particle
near z. On the quantum level, this particle is a wave function (holomorphic section) ΠN(z, w)
which is concentrated at w. This wave function is known to mathematicians as the ‘Szego¨
kernel’, and to physicists as the ‘coherent state’ centered at w. The simplest (but non-
compact) case is where M = Cm and where Θh =
∑m
j=1 dzj ∧ dz¯j (cf. [Do1]). We note
that Θh = dA, where A =
1
2
∑m
j=1 zjdz¯j − z¯jdzj is a connection form on the trivial bundle
L = Cm × C → Cm. The associated covariant derivative on sections is given by ∂¯Af =
∂¯f + A0,1f, where A0,1 is the (0, 1) component of A. Then ∂¯Ae
−|z|2/2 = 0, i.e. there is a
Gaussian holomorphic section concentrated at w = 0. As will be seen in §2.3, it is essentially
the Szego¨ kernel of the Heisenberg group.
According to the above intuition, positive line bundles should have a plentiful supply
of global holomorphic sections. Indeed, the space H0(M,LN) of holomorphic sections of
LN = L⊗ · · · ⊗ L is a complex vector space of dimension dN = c1(L)m! Nm + · · · given by the
Hilbert polynomial ([Kl, Na]; see [SSo, Lemma 7.6]). It is in part because the dimension dN
increases so rapidly with N that probabilities and correlations simplify so much as N →∞.
To define the term ‘Szego¨ kernel’ we need to define a Hilbert space structure onH0(M,LN ):
We give M the Hermitian metric corresponding to the Ka¨hler form ω =
√−1
2
Θh and the
induced Riemannian volume form
dVM =
1
m!
ωm . (8)
Since 1
pi
ω is a de Rham representative of the Chern class c1(L) ∈ H2(M,R), it follows from
(8) that Vol(M) = pi
m
m!
c1(L)
m.
The metric h induces Hermitian metrics hN on LN given by ‖s⊗N‖hN = ‖s‖Nh . We give
H0(M,LN ) the Hermitian inner product
〈s1, s2〉 =
∫
M
hN(s1, s2)dVM (s1, s2 ∈ H0(M,LN ) ) . (9)
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We first define the Szego¨ kernels as the orthogonal projections ΠN : L2(M,LN )→ H0(M,LN ).
The projections ΠN can be given in terms of orthonormal bases {SNj } of sections ofH0(M,LN )
by
ΠN(z, w) =
dN∑
j=1
SNj (z)⊗ SNj (w) , (10)
so that
(ΠNs)(w) =
∫
M
hNz
(
s(z),ΠN (z, w)
)
dVM(z) , s ∈ L2(M,LN ) . (11)
Since we are studying the asymptotics of the ΠN as N → ∞, we find it useful to instead
view the Szego¨ kernels as projections on the same space of functions. We show how this is
accomplished below.
2.2. Lifting the Szego¨ kernel. As in [BG, Ze1, SZ1, BSZ2, SZ2] and elsewhere, we analyze
theN →∞ limit by lifting the analysis of holomorphic sections overM to a certain S1 bundle
X → M . We let L∗ denote the dual line bundle to L, and we consider the circle bundle
X = {λ ∈ L∗ : ‖λ‖h∗ = 1}, where h∗ is the norm on L∗ dual to h. Let pi : X → M
denote the bundle map; if v ∈ Lz, then ‖v‖h = |(λ, v)|, λ ∈ Xz = pi−1(z). Note that X
is the boundary of the disc bundle D = {λ ∈ L∗ : ρ(λ) > 0}, where ρ(λ) = 1 − ‖λ‖2h∗.
The disc bundle D is strictly pseudoconvex in L∗, since Θh is positive, and hence X inherits
the structure of a strictly pseudoconvex CR manifold. Associated to X is the contact form
α = −i∂ρ|X = i∂¯ρ|X . We also give X the volume form
dVX =
1
m!
α ∧ (dα)m = α ∧ pi∗dVM . (12)
The setting for our analysis of the Szego¨ kernel is the Hardy space H2(X) ⊂ L2(X) of
square-integrable CR functions on X , i.e., functions that are annihilated by the Cauchy-
Riemann operator ∂¯b (see [St, pp. 592–594]) and are L2 with respect to the inner product
〈F1, F2〉 = 1
2pi
∫
X
F1F2dVX , F1, F2 ∈ L2(X) . (13)
Equivalently, H2(X) is the space of boundary values of holomorphic functions on D that are
in L2(X). We let rθx = eiθx (x ∈ X) denote the S1 action on X and denote its infinitesimal
generator by ∂
∂θ
. The S1 action on X commutes with ∂¯b; hence H2(X) =
⊕∞
N=0H2N(X)
where H2N (X) = {F ∈ H2(X) : F (rθx) = eiNθF (x)}. A section sN of LN determines an
equivariant function sˆN on L
∗ by the rule
sˆN(λ) =
(
λ⊗N , sN(z)
)
, λ ∈ L∗z , z ∈M ,
where λ⊗N = λ⊗ · · ·⊗ λ. We henceforth restrict sˆ to X and then the equivariance property
takes the form sˆN(rθx) = e
iNθ sˆN(x). The map s 7→ sˆ is a unitary equivalence between
H0(M,LN ) and H2N (X). (This follows from (12)–(13) and the fact that α = dθ along the
fibers of pi : X → M .)
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We now define the (lifted) Szego¨ kernel to be the orthogonal projection ΠN : L2(X) →
H2N(X). It is defined by
ΠNF (x) =
∫
X
ΠN(x, y)F (y)dVX(y) , F ∈ L2(X) . (14)
As above, it can be given as
ΠN(x, y) =
dN∑
j=1
ŜNj (x)Ŝ
N
j (y) , (15)
where SN1 , . . . , S
N
dN
form an orthonormal basis of H0(M,LN). Note that although the Szego¨
kernel ΠN is defined on X , its absolute value is well-defined on M . In particular, on the
diagonal we have
ΠN(z, z) = ΠN(z, θ; z, θ) =
dN∑
j=1
‖SNj (z)‖2hN .
2.3. Model examples. The Szego¨ kernels and their derivatives were worked out explicitly
in [BSZ2] for two model cases, namely for the hyperplane section bundle over CPm and for the
Heisenberg bundle over Cm, i.e. the trivial line bundle with curvature equal to the standard
symplectic form on Cm. These cases are important, since by universality, the scaling limits
of correlation functions for all line bundles coincide with those of the model cases.
In fact, the two models are locally equivalent in the CR sense. In the case of CPm, the circle
bundle X is the 2m+1 sphere S2m+1, which is the boundary of the unit ball B2m+2 ⊂ Cm+1.
In the case of Cm, the circle bundle is the reduced Heisenberg group Hmred, which is a discrete
quotient of the simply connected Heisenberg group Cm × R.
We summarize here the formulas for the Szego¨ kernels from [BSZ2] in these model cases;
for further details see [BSZ2, §1.3]. For the first example (see also [SZ1, §4.2]),M = CPm and
L is the hyperplane section bundle O(1). Sections s ∈ H0(CPm,O(1)) are linear functions on
Cm+1, so that the zero divisors Zs are projective hyperplanes. The line bundle O(1) carries
a natural metric hFS given by
‖s‖hFS([w]) =
|(s, w)|
|w| , w = (w0, . . . , wm) ∈ C
m+1 , (16)
for s ∈ Cm+1∗ ≡ H0(CPm,O(1)), where |w|2 = ∑mj=0 |wj|2 and [w] ∈ CPm denotes the
complex line through w. The Ka¨hler form on CPm is the Fubini-Study form
ωFS =
√−1
2
ΘhFS =
√−1
2
∂∂¯ log |w|2 . (17)
The dual bundle L∗ = O(−1) is the affine space Cm+1 with the origin blown up, and
X = S2m+1 ⊂ Cm+1. The N th tensor power of O(1) is denoted O(N). An orthonormal basis
for the space H0(CPm,O(N)) of homogeneous polynomials on Cm+1 of degree N is the set
of monomials:
sNJ =
[
(N +m)!
pimj0! · · · jm!
] 1
2
zJ , zJ = zj00 · · · zjmm , J = (j0, . . . , jm), |J | = N (18)
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Hence the Szego¨ kernel for O(N) is given by
ΠN (x, y) =
∑
J
(N +m)!
pimj0! · · · jm!x
J y¯J =
(N +m)!
pimN !
〈x, y〉N . (19)
Note that
Π(x, y) =
∞∑
N=1
ΠN (x, y) =
m!
pim
(1− 〈x, y〉)−(m+1) ,
which is the classical Szego¨ kernel for the (m+ 1)-ball.
The second example is the linear model Cm × C → Cm for positive line bundles L → M
over Ka¨hler manifolds and their associated Szego¨ kernels. Its associated principal S1 bundle
Cm × S1 → Cm, which may be identified with the boundary of the disc bundle D ⊂ L∗ in
the dual line bundle, is the reduced Heisenberg group Hmred. Let us summarize its definition
and properties. We start with the usual (simply connected) Heisenberg group Hm = Cm×R
with group law
(ζ, t) · (η, s) = (ζ + η, t+ s+ ℑ(ζ · η¯)).
The identity element is (0, 0) and (ζ, t)−1 = (−ζ,−t). The Lie algebra of Hm is spanned by
elements Z1, . . . , Zm, Z¯1, . . . , Z¯m, T satisfying the canonical commutation relations [Zj, Z¯k] =
−iδjkT (all other brackets are zero). Below we will select such a basis of left invariant vector
fields.
We can regard Hm as a strictly convex CR manifold which may be embedded in Cm+1 as
the boundary of a strictly pseudoconvex domain, namely the upper half space Um := {z ∈
Cm+1 : ℑzm+1 > 12
∑m
j=1 |zj|2}. Hm acts simply transitively on ∂Um (cf. [St], XII), and we
get an identification of Hm with ∂Um by:
[ζ, t]→ (ζ, t+ i|ζ |2) ∈ ∂Um.
The linear model for the principal S1 bundle is the reduced Heisenberg group Hmred =
Hm/{(0, 2pik) : k ∈ Z} = Cm × S1 with group law
(ζ, eit) · (η, eis) = (ζ + η, ei[t+s+ℑ(ζ·η¯)]).
It is the principal S1 bundle over Cm associated to the line bundle LH = C
m × C. The
metric on LH with curvature Θ =
∑
dzq ∧ dz¯q is given by setting hH(z) = e−|z|2; i.e.,
|f |hH = |f |e−|z|2/2. The reduced group Hmred may be viewed as the boundary of the dual disc
bundle D ⊂ L∗
H
and hence is a strictly pseudoconvex CR manifold.
We then define the Hardy space H2(Hmred) of CR holomorphic functions to be the functions
in L2(Hmred) satisfying the left-invariant Cauchy-Riemann equations Z¯Lq f = 0 (1 ≤ q ≤ m)
on Hmred. Here, {Z¯Lq } denotes a basis of the left-invariant anti-holomorphic vector fields on
Hmred. Let us recall their definition: we first equip H
m
red with its left-invariant connection form
αL = 1
2
(
∑
q(uqdvq − vqduq) + dθ) (ζ = u+ iv), whose curvature equals the symplectic form
ω =
∑
q duq ∧ dvq. The left-invariant (CR-) holomorphic (respectively anti-holomorphic)
vector fields ZLq (respectively Z¯
L
q ) are the horizontal lifts of the vector fields
∂
∂zq
, respectively
∂
∂z¯q
with respect to αL. They span the left-invariant CR structure of Hmred and are given by
ZLq =
∂
∂zq
+
i
2
z¯q
∂
∂θ
, Z¯Lq =
∂
∂z¯q
− i
2
zq
∂
∂θ
.
10 PAVEL BLEHER, BERNARD SHIFFMAN, AND STEVE ZELDITCH
The vector fields { ∂
∂θ
, ZLq , Z¯
L
q } span the Lie algebra of Hmred and satisfy the canonical com-
mutation relations above.
For N = 1, 2, . . . , we define H2N ⊂ H2(Hmred) as the (infinite-dimensional) Hilbert space
of square-integrable CR functions f such that f ◦ rθ = eiNθf as before. The Szego¨ kernel
ΠHN (x, y) is the orthogonal projection to H2N . It is given by
ΠHN (x, y) =
1
pim
NmeiN(t−s)eN(ζ·η¯−
1
2
|ζ|2− 1
2
|η|2) , x = (ζ, t) , y = (η, s) . (20)
The Szego¨ kernels ΠHN are Heisenberg dilates of the level 1 kernel Π
H
1 :
ΠHN (x, y) = N
mΠH1 (δ
√
N x, δ
√
N y) , (21)
where the Heisenberg dilations (or scalings) δr are the automorphisms of H
m
δr(z, θ) = (rz, r
2θ) , r ∈ R+ .
(The dilation δ√N descends to a homomorphism of H
m
red.)
Remark: The group Hmred acts by left translation on H21. The generators of this representa-
tion are the right-invariant vector fields ZRq , Z¯
R
q together with
∂
∂θ
. They are horizontal with
respect to the right-invariant contact form αR = 1
2
(
∑
q(uqdvq − vqduq) − dθ) and are given
by:
ZRq =
∂
∂zq
− i
2
z¯q
∂
∂θ
, Z¯Rq =
∂
∂z¯q
+
i
2
zq
∂
∂θ
.
In physics terminology, ZRq is known as an annihilation operator and Z¯
R
q is a creation oper-
ator.
The representation H21 is irreducible and may be identified with the Bargmann-Fock space
of entire holomorphic functions on Cn which are square integrable relative to e−|z|
2
. The
identification goes as follows: the function ϕo(z, θ) := e
iθe−|z|
2/2 is CR-holomorphic and is
also the ground state for the right invariant annihilation operator; i.e., it satisfies
Z¯Lq ϕo(z, θ) = 0 = Z
R
q ϕo(z, θ).
In the physics terminology, the level 1 Szego¨ kernel ΠH1 , which is the left translate of ϕo by
(−w,−ϕ), is the coherent state associated to the phase space point w. Any element F (z, θ)
of H21 may be written in the form F (z, θ) = f(z)ϕo. Then Z¯Lq F = ( ∂∂z¯q f)ϕo, so that F is CR
if and only if f is holomorphic. Moreover, F ∈ L2(Hmred) if and only if f is square integrable
relative to e−|z|
2
.
3. Almost-complex symplectic manifolds
In [SZ2], the study of the Szego¨ kernel was extended to almost-complex symplectic man-
ifolds, and parametrices and resulting off-diagonal asymptotics for the Szego¨ kernel were
obtained in this general setting. We now summarize the basic geometric and analytic con-
structions of [SZ2] for the almost-complex symplectic case.
We denote by (M,ω) a compact symplectic manifold such that [ 1
pi
ω] is an integral coho-
mology class. We also fix a compatible almost complex structure J satisfying ω(v, Jv) > 0.
We denote by T 1,0M, respectively T 0,1M , the holomorphic (respectively anti-holomorphic)
sub-bundles of the complex tangent bundle, i.e. J = i on T 1,0 and J = −i on T 0,1. It is
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well known (see [Wo, Prop. 8.3.1]) that there exists a Hermitian line bundle (L, h) → M
and a metric connection ∇ on L whose curvature ΘL satisfies i2ΘL = ω. The ‘quantization’
of (M,ω) at Planck constant 1/N should be a Hilbert space of polarized sections of the N th
tensor power LN of L ([GS, p. 266]). In the complex case, polarized sections are simply
holomorphic sections. The notion of polarized sections is problematic in the non-complex
symplectic setting, since the Lagrangean subspaces T 1,0M defining the complex polarization
are not integrable and there usually are no ‘holomorphic’ sections. A subtle but compelling
replacement for the notion of polarized section has been proposed by Boutet de Monvel and
Guillemin [BG], and it is this notion which was used in [SZ2].
To define these polarized sections, we work as above on the associated principal S1 bundle
X → M with X = {v ∈ L∗ : |v|h = 1}. We let α be the connection 1-form on X given
by ∇; we then have 1
pi
dα = pi∗ω, and thus α is a contact form on X , i.e., α ∧ (dα)m is a
volume form on X . In the complex case, X was a CR manifold. In the general almost-
complex symplectic case it is an almost CR manifold. The almost CR structure is defined
as follows: The kernel of α defines a horizontal hyperplane bundle H ⊂ TX . Using the
projection pi : X → M , we may pull back J to an almost complex structure on H . We
denote by H1,0, respectively H0,1 the eigenspaces of eigenvalue i, respectively −i, of J .
The splitting TX = H1,0 ⊕ H0,1 ⊕ C ∂
∂θ
defines the almost CR structure on TX . We also
define local orthonormal frames Z1, . . . , Zn of H
1,0, respectively Z¯1, . . . , Z¯m of H
0,1, and
dual orthonormal coframes ϑ1, . . . , ϑm, respectively ϑ¯1, . . . , ϑ¯m. On the manifold X we have
d = ∂b + ∂¯b +
∂
∂θ
⊗ α, where ∂b =
∑m
j=1 ϑj ⊗ Zj and ∂¯b =
∑m
j=1 ϑ¯j ⊗ Z¯j. Note that for an L2
section sN of LN , we have
(∇LNsN )̂ = dhsˆN ,
where dh = ∂b + ∂¯b is the horizontal derivative on X .
3.1. The D¯ complex and Szego¨ kernels. In the complex case, a holomorphic section s of
LN lifts to a function sˆ ∈ L2N(X) satisfying ∂¯bsˆ = 0. The operator ∂¯b extends to a complex
satisfying ∂¯2b = 0, which is a necessary and sufficient condition for having a maximal family
of CR holomorphic coordinates. In the non-integrable case ∂¯2b 6= 0, and there may be no
solutions of ∂¯bf = 0. To define polarized sections and their equivariant lifts, Boutet de
Monvel [Bou] and Boutet de Monvel - Guillemin [BG] defined a complex D¯j , which is a good
replacement for ∂¯b in the non-integrable case. Their main result is:
Theorem 3.1. [BG], Lemma 14.11 and Theorem A 5.9) There exists an S1-invariant com-
plex of first order pseudodifferential operators D¯j over X
0→ C∞(Λ0,0b ) D¯0→ C∞(Λ0,1b ) D¯1→ · · ·
D¯m−1−→ C∞(Λ0,mb )→ 0 ,
where Λ0,jb = Λ
j(H0,1X)∗, such that:
i) σ(D¯j) = σ(∂¯b) to second order along Σ := {(x, rαx) : x ∈ X, r > 0} ⊂ T ∗X;
ii) The orthogonal projector Π : L2(X) → H2(X) onto the kernel of D¯0 is a complex
Fourier integral operator which is microlocally equivalent to the Cauchy-Szego¨ projector
of the holomorphic case;
iii) (D¯0,
∂
∂θ
) is jointly elliptic.
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We refer to the kernel H2(X) = ker D¯0 ∩ L2(X) as the Hardy space of square-integrable
‘almost CR functions’ on X . The L2 norm is with respect to the inner product (13) as in
the holomorphic case. Since the S1 action on X commutes with D¯0, we have as before the
decomposition H2(X) =⊕∞N=0H2N(X), where H2N(X) denotes the almost CR functions on
X that transform by the factor eiNθ under the action rθ. By property (iii) above, they are
smooth functions. We denote by H0J(M,L
N ) the space of sections corresponding to H2N(X)
under the map s 7→ sˆ. Elements of H0J(M,LN) are the ‘almost holomorphic sections’ of LN .
(Note that products of almost holomorphic sections are not necessarily almost holomorphic.)
We henceforth identify H0J(M,L
N ) with H2N(X). By the Riemann-Roch formula of [BG,
Lemma 14.14], the dimension of H0J(M,L
N ) (or H2N(X)) is given by dN = c1(L)m! Nm+ · · · (for
N sufficiently large), as before. (The estimate dN ∼ c1(L)m! Nm also follows from [SZ2, §4.2].)
As before, we let ΠN : L2(X) → H2N(X) denote the orthogonal projection. The level
N Szego¨ kernel ΠN(x, y) is given as in the holomorphic case by (14) or (15), using an
orthonormal basis SN1 , . . . , S
N
dN
of H0J(N,L
N) ≡ H2N(X).
3.2. Scaling limit of the Szego¨ kernel. Our analysis is based on the near-diagonal scaling
asymptotics of the Szego¨ kernel from [SZ2]. These asymptotics are given in terms of the
Heisenberg dilations δ√N , using local ‘Heisenberg coordinates’ at a point x0 ∈ X . These
coordinates are given in terms of preferred coordinates at P0 = pi(x0) and a preferred frame
at P0. A coordinate system (z1, . . . , zm) on a neighborhood U of P0 is said to be preferred if
(g − iω)|P0 =
m∑
j=1
dzj ⊗ dz¯j
∣∣
0
.
Here g denotes the Riemannian metric g(v, w) := ω(v, Jw) induced by the symplectic form
ω. Preferred coordinates satisfy the following three (redundant) conditions:
i) ∂/∂zj |P0 ∈ T 1,0(M), for 1 ≤ j ≤ m,
ii) ω(P0) = ω0,
iii) g(P0) = g0,
where ω0 is the standard symplectic form and g0 is the Euclidean metric:
ω0 =
i
2
m∑
j=1
dzj ∧ dz¯j =
m∑
j=1
(dxj ⊗ dyj − dyj ⊗ dxj) , g0 =
m∑
j=1
(dxj ⊗ dxj + dyj ⊗ dyj) .
A preferred frame for L → M at P0 is a local frame (=nonvanishing section) eL on U such
that
i) ‖eL‖P0 = 1;
ii) ∇eL|P0 = 0;
iii) ∇2eL|P0 = −(g + iω)⊗ eL|P0 ∈ T ∗M ⊗ T ∗M ⊗ L.
A preferred frame can be constructed by multiplying an arbitrary frame by a function with
specified 2-jet at P0; any two such frames necessarily agree to third order at P0.
Definition: A Heisenberg coordinate chart at a point x0 in the principal bundle X is a
coordinate chart ρ : U ≈ V with 0 ∈ U ⊂ Cm × R and ρ(0) = x0 ∈ V ⊂ X of the form
ρ(z1, . . . , zm, θ) = e
iθh(z)
1
2 e∗L(z) , (22)
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where eL is a preferred local frame for L→M at P0 = pi(x0), and (z1, . . . , zm) are preferred
coordinates centered at P0. We require that P0 have coordinates (0, . . . , 0) and e
∗
L(P0) = x0.
The following near-diagonal asymptotics of the Szego¨ kernel is the key analytical result
on which our analysis of the scaling limit for correlations of zeros is based.
Theorem 3.2. ([SZ2], Theorem 2.3) Let P0 ∈M and choose a Heisenberg coordinate chart
about P0. Then
N−mΠN ( u√N ,
θ
N
; v√
N
, ϕ
N
)
= ΠH1 (u, θ; v, ϕ)
[
1 +
∑K
r=1N
−r/2br(P0, u, v) +N−(K+1)/2RK(P0, u, v, N)
]
,
where ‖RK(z0, u, v, N)‖Cj({|u|≤ρ, |v|≤ρ} ≤ CK,j,ρ for j ≥ 0, ρ > 0 and CK,j,ρ is independent of
the point z0 and choice of coordinates.
This asymptotic formula has several applications to symplectic geometry, in addition to our
result on zero correlations. For example, Theorem 3.2 is used in [SZ2] to obtain symplectic
versions of the following results in complex geometry:
• the asymptotic expansion theorem of [Ze1],
• the Tian almost isometry theorem [Ti],
• the Kodaira embedding theorem (see [GH] or [SSo]).
The symplectic forms of these theorems are based on the symplectic Kodaira maps ΦN :M →
PH0J(M,L
N )∗, which are defined as in the holomorphic case by ΦN(z) = {sN : sN(z) = 0}.
Equivalently, we choose an orthonormal basis SN1 , . . . , S
N
dN
of H0J(M,L
N ) and write
ΦN :M → CPdN−1 , ΦN(z) =
(
SN1 (z) : · · · : SNdN (z)
)
.
We now state the symplectic generalizations of the above three theorems:
Theorem 3.3. ([SZ2], Theorems 3.1–3.2) Let L → (M,ω) be the pre-quantum line bundle
over a 2m-dimensional symplectic manifold, and let {ΦN} be its Kodaira maps. Then:
• There exists a complete asymptotic expansion:
ΠN (z, z) = a0N
m + a1(z)N
m−1 + a2(z)Nm−2 + . . .
for certain smooth coefficients aj(z) with a0 = pi
−m. Hence, the maps ΦN are well-
defined for N ≫ 0.
• Let ωFS denote the Fubini-Study form on CPdN−1. Then
‖ 1
N
Φ∗N (ωFS)− ω‖Ck = O(
1
N
)
for any k.
• For N sufficiently large, ΦN is an embedding.
For proofs we refer to [SZ2]. (See also [BU2] for a proof of a similar Kodaira embedding
theorem.)
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4. Correlations of zeros
In §5, we shall use Theorem 3.2 and the methods of [BSZ2] to extend the results of
[BSZ1, BSZ2] on the universality of the scaling limit of the n-point zero correlations to the
case of almost complex symplectic manifolds. The basis for our argument is Theorem 2.2
from [BSZ2], which generalizes a formula of Kac [Kac] and Rice [Ri] for zeros of functions
on R1, and of [Hal] for zeros of (real) Gaussian vector fields (see also [BD, EK, Ne, SSm]).
However, we shall need to consider the case where the joint probability distributions are
singular, and hence we give below a complete proof of a more general result (Theorem 4.3)
on the correlations of zeros of sections of C∞ vector bundles.
4.1. General formula for zero correlations. For our general setting, we let (V, h) be a
C∞ (real) vector bundle over an oriented C∞ Riemannian manifold (M, g). (Here, h denotes
a C∞ metric on V .) Suppose that S is a finite dimensional subspace of the space C∞(M,V ) of
global C∞ sections of V , and let dµ be a probability measure on S given by a semi-positive
C0 ‘rapidly decaying’ volume form. We say that a C0 volume form ψdx1 ∧ · · · dxd on Rd
is rapidly decaying if ψ(x) = o(‖x‖−N) for all N ∈ Z+. (In this paper, we are primarily
interested in the case where dµ is a Gaussian measure.) The purpose of this section is to
study the zero set Zs of a random section s ∈ S and to obtain formulas for the expected
value and n-point correlations of the volume measure |Zs|. We shall later apply our results
to the case where V = LN ⊕ · · · ⊕ LN , for a complex line bundle L over a compact almost
complex symplectic manifold M and where S = H2N ⊕ · · · ⊕ H2N . (Recall that H2N is the
space of almost holomorphic sections of LN .) Then the zero sets Zs are the simultaneous
zeros of (random) k-tuples of almost holomorphic sections.
Our formulation involving general vector bundles also allows us to reduce the study of
n-point correlations to the case n = 1, i.e., to expected densities (or volumes) of zero sets.
We first describe the formula (Theorem 4.2) for this expected zero density. This formula is
given in terms of the ‘joint probability density,’ which is a measure on the space J1(M,V )
of 1-jets of sections of V .
Recall that we have the exact sequence of vector bundles
0→ T ∗M ⊗ V ι→ J1(M,V ) piV→ V → 0 . (23)
We let
E :M × S → V , E(z, s) = s(z)
denote the evaluation map, and we say that S spans V if E is surjective, i.e., if {s(z) : s ∈ S}
spans Vz for all z ∈M . We are mainly interested in the jet map
J :M × S → J1(M,V ) , J (z, s) = J1z s = the 1-jet of s at z .
Note that E = piV ◦ J .
Note that ameasure on an N -dimensional manifold Y is a current ν ∈ D0(Y )′ = D′N(Y ) of
order 0. We can write ν = fdVolY , where f ∈ D′0(Y ). (Recall that Dp(Y ) denotes the space
of compactly supported C∞ p-forms on Y , and D′p(Y ) = DN−p(Y )′.) Some authors refer
to f as a measure, but to keep the distinction, we shall call elements of D′0(Y ) generalized
functions .
To describe the induced volume forms on the total spaces of the bundles in (23), we write
g(z) =
∑
gqq′(z)duq ⊗ duq′, hjj′ = h(ej, ej′), where {u1, . . . , um} are local coordinates in M
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and {e1, . . . , ek} is a local frame in V (m = dimM, k = rankV ). We let G = det(gqq′),
H = det(hjj′). We further let dz =
√
Gdu1 ∧ · · · ∧ dum denote Riemannian volume in M ,
and we write
x =
∑
j
xjej(z) ∈ Vz, dx =
√
H(z)dx1 ∧ · · · ∧ dxk ,
ξ =
∑
j,q
ξjqduq ⊗ ej |z ∈ (T ∗M ⊗ V )z, dξ = G(z)−k/2H(z)m/2
∏
j,q
dξjq .
The induced volume measures on V and T ∗M ⊗ V are given by dxdz and dξdz respectively.
We give V a connection that preserves h; its covariant derivative provides a splitting ∇ :
J1(M,V )→ T ∗M ⊗ V of (23), and hence dxdξdz provides a volume form on J1(M,V ).
Definition: The 1-jet density of µ is the measure
D := J∗(dz × µ)
on the space J1(M,V ) of 1-jets. We write
D = D(x, ξ, z)dxdξdz D(x, ξ, z) ∈ D′0(J1(M,V )) .
We let ρε denote a C∞ ‘approximate identity’ on V of the form
ρε(v) = ε
−kρ(ε−1v) , ρ ∈ C∞(V ) ,
∫
Vz
ρ(x, z)dx = 1 , ρ ≥ 0 , ρ(v) = 0 for ‖v‖ ≥ 1 .
We let ρ˜ε ∈ C∞(J1(M,V )) be given by
ρ˜ε(x, ξ, z) = ρε(x, z) .
or formally, ρ˜ε = ρε ◦ piV .
Lemma 4.1. Suppose that E spans V . Then there exists a unique positive measure D0 on
T ∗M ⊗ V such that
ι∗D0 = lim
ε→0
ρ˜εD .
Moreover, D0 is independent of the choice of local frame {ej}, connection∇, and approximate
identity ρε.
Proof. The surjectivity of E = piV ◦J guarantees that the normal bundle Nι is disjoint from
the wave front set of D(x, ξ, z) and hence ι∗D(x, ξ, z) is well-defined (see [Ho¨, Th. 8.2.4]).
Thus we can define
D0 := ι∗D(x, ξ, z)dξdz . (24)
To verify the equation of the lemma, it suffices by the continuity of ι∗ to consider the case
where D(x, ξ, z) ∈ C∞. In this case, D0 = D(0, ξ, z)dξdz, and hence
ρ˜εD→ δ0(x)D(0, ξ, z)dxdξdz = ι∗
(
D(0, ξ, z)dξdz
)
= ι∗D0 .
Since dx and dξ are intrinsic volume forms, it follows that D0 is independent of the choice
of local frame {ej} (and local coordinates). To show that D(0, ξ, z) does not depend on the
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choice of connection on V , write s =
∑
xjej , ∇s =
∑
ξjqdzq ⊗ ej , ξjq = ∂xj∂zq +
∑
k xkθ
k
jq.
Then if we consider the flat connection ∇′s =∑ ξ′jqdzq ⊗ ej , ξ′jq = ∂xj∂zq , we have
∂(ξjq, xj)
∂(ξ′jq, xj)
= 1 .
Hence, dxdξ′ = dxdξ so that D′(0, ξ, z) = D(0, ξ, z).
We note that
(J1z0)∗µ = D(x, ξ, z0)dxdξ ,
so that D(x, ξ, z0)dxdξ is the joint probability distribution of the random variables X
z0
j , Ξ
z0
jq
on S given by:
Xz0j (s) = xj(z0) , Ξ
z0
jq(s) = ξjq(z0) (1 ≤ j ≤ k, 1 ≤ q ≤ m) .
This is a special case of the n-point joint probability distribution defined below.
For a vector-valued 1-form ξ ∈ T ∗M,z ⊗ Vz = Hom(TM,z, Vz), we let ξ∗ ∈ Hom(Vz, TM,z)
denote the adjoint to ξ (i.e., 〈ξ∗v, t〉 = 〈v, ξt〉 ). We consider the endomorphism ξξ∗ ∈
Hom(Vz, Vz), and we write
|||ξ||| =
√
det(ξξ∗) .
(Note that ||| · ||| is not a norm.) In terms of a local frame {ej},
|||ξ||| =
√
H‖ξ1 ∧ · · · ∧ ξk‖ , ξ =
∑
j
ξj ⊗ ej . (25)
To verify (25), write
ξj =
m∑
q=1
ξjqduq ;
then
ξ∗ =
∑
j,q
ξ∗jq
∂
∂uq
⊗ e∗j , ξ∗jq =
∑
j′,q′
hjj′γq′qξj′q′ ,
where
(
γqq′
)
=
(
gqq′
)−1
; hence we have
ξξ∗ =
∑
j,j′,j′′,q,q′
hj′j′′ξjqγq′qξj′′q′ ej ⊗ e∗j′ . (26)
Its determinant is given by
det(ξξ∗) = H det
(∑
q,q′
ξjqγq′qξj′q′
)
1≤j,j′≤k
= H det〈ξj, ξj′〉 = H‖ξ1 ∧ · · · ∧ ξk‖2 , (27)
which gives (25).
Let us assume that S spans V . Then the incidence set I := {(z, s) ∈ M × S : s(z) = 0}
is a smooth submanifold and hence by Sard’s theorem applied to the projection I → S, the
zero set
Zs = {z ∈M : z(s) = 0}
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is a smooth (m − k)-dimensional submanifold of M for almost all s. (In the holomorphic
case, this is called ‘Bertini’s Theorem.’) We let |Zs| denote Riemannian (m− k)-volume on
Zs, regarded as a measure on M :
(|Zs|, ϕ) =
∫
Zs
ϕdVolm−k for a.a. s ∈ S .
Its expected value is the positive measure E |Zs| given by
(E |Zs|, ϕ) = E (|Zs|, ϕ) =
∫
S
dµ(s)
∫
Zs
ϕdVolm−k ≤ +∞ (ϕ ∈ C0(M) , ϕ ≥ 0) .
(Recall that E denotes expectation.) In fact the following general density formula tells us
that (E |Zs|, ϕ) < +∞ if the test function ϕ has compact support.
Theorem 4.2. Let M,V,S, dµ be as above, and suppose that S spans V . Then
E |Zs| = pi∗(
√
det(ξξ∗)D0) ∈ D′m(M) , (28)
where pi : T ∗M ⊗ V →M is the projection.
Note that although D0 depends on the metric h on V , the measure
√
det(ξξ∗)D0 is
independent of h. In the case where D(x, ξ, z) ∈ C0, (28) becomes
E |Zs| = K1(z)dz , K1(z) =
∫
D(0, ξ, z)
√
det(ξξ∗), dξ . (29)
Before proceeding further, we first give a heuristic explanation of (29). Suppose that
D ∈ C0 and fix a point z0 ∈ M . Let us consider the case where rankV = dimM = m so
that the zeros are discrete. Then the probability of finding a zero in a small ball Br = Br(z0)
of radius r about z0 is approximately K1(z0)Vol(Br). If the radius r is very small, we can
suppose that the sections s ∈ S are approximately linear:
s(z) ≈ Xz0 + Ξz0 · (z − z0) , (30)
where we have written s in terms of a local frame for V and local coordinates in M . Here,
Xz0 = Xz0(s) =
(
Xz0j (s)
)
, respectively Ξz0 = Ξz0(s) =
(
Ξz0jq(s)
)
, is a vector-valued, respec-
tively matrix-valued, random variable on S. Then the probability that the linearized section
s given by (30) has a zero in Br is given by
µ
{
s ∈ S : Xz0 ∈ Ξz0(Br)
}
=
∫
Rm
2
∫
ξ(Br)
D(x, ξ, z0)dxdξ ≈
∫
Vol(ξ(Br))D(0, ξ, z0)dξ .
Since Vol(ξ(Br)) = |||ξ|||Vol(Br), we have
K1(z0) ≈
µ
{
s ∈ S : Xz0 ∈ Ξz0(Br)
}
Vol(Br)
≈
∫
D(0, ξ, z0)|||ξ||| dξ .
The linear approximation (30) leads to a similar explanation in the case where rankV <
dimM ; we leave this to the reader.
Before embarking on the proof of Theorem 4.2, we show how the theorem provides a
generalization of Theorem 1.1 on the correlations between zeros. Let us first review the
definition of these correlations.
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Definition: Let M,V,S, dµ be as above, and suppose that S spans V . Let Mn denote
the punctured product (1). The n-point zero correlation measure is the expectation E |Zs|n,
where
|Zs|n =
( |Zs| × · · · × |Zs|︸ ︷︷ ︸
n
)
,
which is a well-defined measure on Mn for almost all s ∈ S. We write
E |Zs|n = Kn(z1, . . . , zn)dz .
The generalized function Kn(z
1, . . . , zn) is called the n-point zero correlation function.
We suppose n ≥ 2 and write
s˜(z) = (s(z1), . . . , s(zn)) ,
for z = (z1, . . . , zn) ∈Mn , regarded as a section of the vector bundle
Vn :=
n⊕
p=1
pi∗pV −→ Mn ,
where pip :Mn →M denotes the projection onto the p-th factor. We then have the evaluation
map
En :Mn × S → V , En(z, s) = s˜(z) ,
and the jet map
Jn :Mn × S → J1(Mn, Vn) , J (z, s) = J1z s˜ = (J1z1s, . . . , J1zns) .
We also write
x = (x1, . . . , xn) ∈ Vn , ξ = (ξ1, . . . , ξn) ∈ (T ∗M ⊗ V )z1 ⊕ · · · ⊕ (T ∗M ⊗ V )zn ⊂
(
T ∗Mn ⊗ Vn
)
z
,
dx = dx1 · · · dxn , dξ = dξ1 · · · dξn , dz = dz1 · · · dzn .
Definition: The n-point density at (z1, . . . , zn) ∈ Mn is the probability measure
Dn := Dn(x, ξ, z)dxdξdz = Jn∗(dz × µ)
on the space J1(Mn, Vn). Note that this measure is supported on the sub-bundle
pi∗1(T
∗
M ⊗ V )⊕ · · · ⊕ pi∗n(T ∗M ⊗ V ) ⊂ T ∗Mn ⊗ Vn .
The (n-point) joint probability distribution at (z1, . . . , zn) is the joint probability distribution
Dn(x, ξ, z)dxdξ = (J
1
z )∗µ of the (complex) random variables
Xzjp(s) := xj(z
p) , Ξzjpq(s) := ξjq(z
p) (1 ≤ j ≤ k, 1 ≤ p ≤ n, 1 ≤ q ≤ m) .
If the evaluation map En is surjective, we also write as before
D0n = ι
∗D(x, ξ, z)dξdz , (31)
so that
ι∗D0n = lim
ε→0
ρ˜nεDn .
Thus, Theorem 4.2 applied to Vn →Mn yields our general formula for the n-point correlations
of zeros:
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Theorem 4.3. Let V →M be a C∞ vector bundle over an oriented Riemannian manifold.
Consider the ensemble (S, µ), where S is a finite-dimensional subspace of C∞(M,V ) and µ
is given by a C0 rapidly decaying volume form on S. Suppose that S spans Vn, where n is a
positive integer. Then
E |Zs|n = pi∗
(√∏n
p=1 det(ξ
pξp∗) D0
)
. (32)
In the case where Dn(x, ξ, z) ∈ C0, (32) becomes
E |Zs|n = Kn(z)dz , Kn(z) =
∫
dξ Dn(0, ξ, z)
n∏
p=1
√
det(ξpξp∗) . (33)
Our proof of Theorem 4.2 uses the following coarea formula of Federer:
Lemma 4.4. [Fe, 3.2.12] Let f : Y → Rk be a C∞ map, where Y is an oriented m-
dimensional Riemannian manifold. For γ ∈ L1(Y ), we have∫
Rk
dx1 · · · dxk
∫
f−1(x)
γdVolm−k =
∫
Y
γ‖df1 ∧ · · · ∧ dfk‖dVolY .
Recall that by Sard’s theorem, f−1(x) is an (m− k)-dimensional submanifold for almost all
x ∈ Rk.
As a consequence of Lemma 4.4, for ψ ∈ C0(Rk) we have∫
Rk
ψ(x)|f−1(x)| dx1 · · · dxk = (ψ ◦ f)‖df1 ∧ · · · ∧ dfk‖dVolY ∈ D′m(Y ) , (34)
where |f−1(x)| denotes (m− k)-dimensional volume measure on f−1(x).
Remark: Federer’s coarea formula, which is actually valid for Lipschitz maps, can be
regarded as in integrated form of the Leray formula
|f−1(x)| = ‖df1 ∧ · · · ∧ dfk‖ dVolY
df1 ∧ · · · ∧ dfk
∣∣∣∣
f−1(x)
.
Proof of Theorem 4.2: We restrict to a neighborhood U of an arbitrary point z0 ∈M . Since
S spans V , we can choose U so that there exist sections e1, . . . , ek ∈ S that form a local
frame for V over U . Since D0 is independent of the connection, we can further assume that
∇|U is the flat connection ∇s =
∑
dsj ⊗ ej .
For a section s ∈ S, we write s(z) =∑kj=1 sj(z)ej(z) (z ∈ U) and we let sˆ = (s1, . . . , sk) :
U → Rk. Then
|||∇s||| =
√
H‖ds1 ∧ · · · ∧ dsk‖ .
Thus by (34), ∫
Rk
ρε(x)|sˆ−1(x)|dx = (ρε ◦ s)|||∇s|||dz ∈ D′m(U) , (35)
where we write, as before, dx =
√
H(z)dx1 · · ·dxk.
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Let piU , pi
′ denote the projections given in the commutative diagram:
U × S J→J1(U, V ) ι←T ∗U ⊗ V
piU ց ↓ pi′ ւ pi
U
Integrating (35) over S, we obtain∫
Rk
ρε(x)E |sˆ−1(x)|dx = piU∗(ρε ◦ s |||∇s||| dz × µ)
= pi′∗
(
ρε(x)|||ξ|||D
)
→ pi′∗
(|||ξ|||ι∗D0) = pi∗(|||ξ|||D0) . (36)
To complete the proof of Theorem 4.2, it suffices to show that the map
Ψ : Rk → D′m(U) , Ψ(x) = E |sˆ−1(x)|
is continuous; i.e., for all test functions ϕ ∈ D(U), the map x 7→ E (|sˆ−1(x)|, ϕ) is continuous.
Indeed, if Ψ is continuous, then(∫
Rk
ρε(x)E |sˆ−1(x)|dx, ϕ
)
=
∫
E (|sˆ−1(x)|, ϕ)ρε(x)dx→ E (|sˆ−1(0)|, ϕ) = E (|Zs|, ϕ) ,
and (28) follows from (36).
To verify the continuity of Ψ, we extend {e1, . . . , ek} to a basis {e1, . . . , ek, . . . , ed} of S,
and we write
dµ(s) = ψ(c1, . . . , cd)dc , s =
d∑
i=1
ciei .
We note that
sˆ−1(x1, . . . , xk) = Z[s−
∑k
1 xjej]
,
and therefore
Ψ(x1, . . . , xk) =
∫
|Zs|ψ(c1 + x1, . . . , ck + xk, ck+1, . . . , cd)dc .
Write c + x = (c1 + x1, . . . , ck + xk, ck+1, . . . , cd). We let τ : I → Rd denote the projection
given by
τ(z,
∑
ciei) = (c1, . . . , cd) .
For a test function ϕ ∈ D(U), we have
(Ψ(x), ϕ) =
∫
Rd
(|Zs|, ϕ)ψ(c+ x)dc =
∫
Rd
(|τ−1(c)|, ϕ(z))ψ(c+ x)dc
=
∫
I
ϕ(z)ψ(c+ x)‖dc1 ∧ · · · ∧ dcd‖IdVolI(z, c) , (37)
where the last equality is by the coarea formula (34) applied to τ .
Suppose that xν → x0 ∈ Rk. In order to use (37) to show that (Ψ(xν), ϕ) → (Ψ(x0), ϕ),
we note that ‖dc1 ∧ · · · ∧ dcd‖I ≤ 1 and hence
ϕ(z)ψ(c + xν)‖dc1 ∧ · · · ∧ dcd‖I ≤ ϕ(z)γ(‖c‖ −R) ,
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where
γ(r) = sup
‖c‖≥r
ψ(c) , R = sup
ν
‖xν‖ .
We let I(r) = {(z,∑ ciei) ∈ I : ‖c‖ = r} denote the sphere bundle of radius r in the vector
bundle I → M . We then have∫
I
ϕ(z)γ(‖c‖−R)dVolI(z, c) =
∫ +∞
0
dr γ(r−R)
∫
I(r)
ϕ(z)dVolI(r) = C
∫ +∞
0
dr γ(r−R)rd−1 .
Since by hypothesis γ(r) = o(r−d−1), we conclude that the integral is finite and thus the
Lebesgue dominated convergence theorem implies that (Ψ(xν), ϕ)→ (Ψ(x0), ϕ).
4.2. Zero correlations on complex manifolds. We now describe the jet density D in the
case where (V, h) is a complex hermitian vector bundle. In this case, we choose a complex
local frame {e1, . . . , ek} and we let HC = det(hjj′), hjj′ = h(ej , ej′). We write
x =
∑
j
xjej , ξ =
∑
j,q
ξjqduq ⊗ ej =
∑
j
ξj ⊗ ej ,
where ξjq, xj are complex. We then have
D = D(x, ξ, z)dxdξdz ,
where this time
dx = HC(z)
∏
j
dℜxjdℑxj , dξ = G(z)−k/2HC(z)m
∏
j,q
dℜξjqdℑξjq .
We also have
|||ξ||| = HC‖ξ1 ∧ · · · ∧ ξk ∧ ξ¯1 ∧ · · · ∧ ξ¯k‖ .
We can now specialize Theorems 4.2–4.3 to the case where V is a holomorphic line bundle
over a complex manifoldM and the sections in S are holomorphic. If we now let {zq} denote
complex local coordinates, we can write
ξ = ξ′ + ξ′′ =
∑
j,q
(ξ′jqdzq + ξ
′′
jqdz¯q)⊗ ej .
Since ∂¯s = 0 for all s ∈ S, the support of the measure D is contained in V ⊕ (T ∗hM ⊗ V ), i.e.,
those (x, ξ) with ξ′′jq ≡ 0 (using a holomorphic frame {ej} and a connection ∇ of type (1,0)).
Hence on the support of D, we have ξj ∈ T ∗hM , and hence
|||ξ||| = H‖ξ1 ∧ · · · ∧ ξk‖2 = det(ξξ∗)C , (38)
where (ξξ∗)C ∈ HomC(Vz, Vz) denotes the complex endomorphism. Hence as a special case
of Theorem 4.3, we obtain:
Theorem 4.5. Let V → M be a holomorphic line bundle over a complex manifold M and
let S be a finite dimensional complex subspace of H0(M,V ). We give S a semi-positive
rapidly decaying volume form µ. If S spans Vn, then
E |Zs|n = pi∗
(∏n
p=1 det(ξξ
∗)C D
0
)
. (39)
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In the case where the image of Jn contains all the holomorphic 1-jets, we can write Dn =
Dn(x, ξ
′, z)dxdξ′dz, Dn(x, ξ, z) ∈ C0. Then (39) yields the following result from [BSZ2,
Th. 2.1]:
E |Zs|n = Kn(z)dz , Kn(z) =
∫
dξ Dn(0, ξ, z)
n∏
p=1
det(ξpξp∗)C . (40)
5. Universality of the scaling limit of the correlations
We return to our complex Hermitian line bundle (L, h) on a compact almost complex
2m-dimensional symplectic manifold M with symplectic form ω = i
2
ΘL, where ΘL is the
curvature of L with respect to a connection ∇. Theorem 1.1 follows from Theorem 4.3
applied to the vector bundle
V = LN ⊕ · · · ⊕ LN︸ ︷︷ ︸
k
and the (finite-dimensional) space of sections
S = H0J(M,LN )k ⊂ C∞(M,V ) .
5.1. Gaussian measures. Recalling (9), we consider the Hermitian inner product on
H0J(M,L
N):
〈s1, s2〉 =
∫
M
hN(s1, s2)
1
m!
ωm (s1, s2 ∈ H0J(M,LN) ) .
We give S the Gaussian probability measure µN = νN×· · ·×νN , where νN is the ‘normalized’
complex Gaussian measure on H0J(M,L
N ):
νN (s) =
(
dN
pi
)dN
e−dN |c|
2
dc , s =
dN∑
j=1
cjS
N
j . (41)
Here {SNj } is an orthonormal basis for H0J(M,LN ) (with respect to the Hermitian inner
product (9)) and dc is 2dN -dimensional Lebesgue measure. The normalization is chosen so
that E 〈s, s〉 = 1. This Gaussian is characterized by the property that the 2dN real variables
ℜcj,ℑcj (j = 1, . . . , dN) are independent identically distributed (i.i.d.) random variables
with mean 0 and variance 1
2dN
; i.e.,
E cj = 0, E cjck = 0, E cj c¯k =
1
dN
δjk .
Picking a random element of S means picking k sections of H0J(M,LN ) independently and
at random.
Remark: Since we are interested in the zero sets Zs, which do not depend on constant
factors, we could just as well suppose our sections lie in the unit sphere SH0J(M,L
N ) with
respect to the Hermitian inner product (9), and pick random sections with respect to the
spherical measure. This gives the same expectations for |Zs|n as the Gaussian measure on
H0J(M,L
N).
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We now review the concept of ‘generalized Gaussian measures’ from [SZ2], which is one
of the ingredients in obtaining the (universal) scaling limit of the joint probability distribu-
tion, which in turn yields the universality of the scaling limit of the correlation of zeros on
symplectic manifolds. (For further details and related results, see [SZ2, §5.1].) To begin, a
(non-singular) Gaussian measure γ∆ on R
p given by (3) has second moments
〈xjxk〉γ∆ = ∆jk . (42)
The measure γ∆ is characterized by its Fourier transform
γ̂∆(t1, . . . , tp) = e
− 1
2
∑
∆jktjtk . (43)
The push-forward of a Gaussian measure by a surjective linear map is also Gaussian. Since
we need to push forward Gaussian measures (on the spaces H0J(M,L
N)) by linear maps that
are sometimes not surjective, we shall consider the case where ∆ is positive semi-definite. In
this case, we can still use (43) to define a measure γ∆, which we call a generalized Gaussian.
If ∆ has null eigenvalues, then γ∆ is a Gaussian measure on the subspace Λ+ ⊂ Rp spanned
by the positive eigenvectors. If γ is a generalized Gaussian on Rp and L : Rp → Rq is a (not
necessarily surjective) linear map, then L∗γ is a generalized Gaussian on Rq. By studying
the Fourier transform, it is easy to see that the map ∆ 7→ γ∆ is a continuous map from
the positive semi-definite matrices to the space of positive measures on Rp (with the weak
topology).
5.2. Densities and the Szego¨ kernel. We now consider the n-point joint probability
distribution of a (Gaussian) random almost holomorphic section s ∈ H0J(M,LN ) having
prescribed values s(zp) = xp and prescribed derivatives ∇s(zp) = ξp (for 1 ≤ p ≤ n).
We denote this density by D˜Nn (x, ξ, z)dxdξ as in [SZ2], where z = (z
1, . . . , zn). Having
equipped H0J(M,L
N) with the Gaussian measure νN , and recalling that the joint probability
distribution
D˜Nz := D˜
N
n (x, ξ, z)dxdξ = (J
1
z )∗νN ,
is the push-forward of νN by a linear map, we conclude that the joint probability distribution
is a generalized Gaussian measure on the complex vector space of 1-jets of sections:
D˜Nz = γ∆N (z) .
To be more precise, we consider the n(2m+ 1) complex-valued random variables Xp, Ξpq
(1 ≤ p ≤ n, 1 ≤ q ≤ 2m) on H2N(X) ≡ H0J(M,LN) given by
Xp(s) = s(z
p, 0) , Ξpq(s) = (∇q)s(zp, 0) , (44)
where
∇q = 1√
N
∂h
∂zq
, ∇m+q = 1√
N
∂h
∂z¯q
(1 ≤ q ≤ m) , (45)
for s ∈ H2N(X). Here, ∂h/∂zq denotes the horizontal lift to X of the tangent vector ∂/∂zq on
M . The covariance matrix ∆N (z) is given by the Szego¨ kernel and its covariant derivatives,
as follows:
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∆N (z) =
(
AN BN
BN∗ CN
)
,(
AN
)p
p′
= E
(
XpX¯p′
)
=
1
dN
ΠN(z
p, 0; zp
′
, 0) ,(
BN
)p
p′q′
= E
(
XpΞp′q′
)
=
1
dN
∇2q′ΠN(zp, 0; zp
′
, 0) ,(
CN
)pq
p′q′
= E
(
ΞpqΞp′q′
)
=
1
dN
∇1q∇
2
q′ΠN(z
p, 0; zp
′
, 0) ,
p, p′ = 1, . . . , n, q, q′ = 1, . . . , 2m.
Here, ∇1q , respectively ∇2q , denotes the differential operator on X × X given by applying
∇q to the first, respectively second, factor. (We note that AN , BN , CN are n × n, n ×
2mn, 2mn× 2mn matrices, respectively; p, q index the rows, and p′, q′ index the columns.)
In [BSZ2] we proved that the joint probability density has a universal scaling limit, and in
[SZ1] this result was extended to the symplectic case:
Theorem 5.1. ([SZ2], Theorem 5.4) Let L be a pre-quantum line bundle over a 2m-
dimensional compact integral symplectic manifold (M,ω). Choose Heisenberg coordinates
{zj} about a point P0 ∈M . Then
D˜N
(z1/
√
N,...,zn/
√
N)
−→ D∞(z1,...,nn) = γ∆∞(z)
where D∞(z1,...,zn) is a universal Gaussian measure supported on the holomorphic 1-jets, and
∆N (z/
√
N)→ ∆∞(z).
Theorem 1.2 then follows immediately from Theorems 1.1 and 5.1. In fact, we have the
error estimate(
1
Nnk
KNnk
(
z1√
N
, . . . , z
n√
N
)
, ϕ
)
=
(
K∞nkm(z
1, . . . , zn), ϕ
)
+O
(
1√
N
)
,
for all ϕ ∈ Dmn((Cm)n).
A technically interesting novelty in the proof of Theorem 5.1 is the role of the ∂¯ operator.
In the holomorphic case, D˜N(z1,...,zn) is supported on the subspace of sections satisfying ∂¯s = 0.
In the almost complex case, sections do not satisfy this equation, so D˜N(z1,...,zn) is a measure
on a higher-dimensional space of jets. However, Theorem 5.1 says that the mass in the
‘∂¯-directions’ shrinks to zero as N →∞.
An alternate statement of Theorem 5.1 involves equipping the unit spheres H0(M,LN )
with Haar probability measure, and letting DN(z1,...,zn) be the corresponding joint probability
distribution on SH0J(M,L
N ). In [SZ1, Theorem 0.2], it was shown that these non-Gaussian
measures DN also have the same scaling limit D∞.
The matrix ∆∞ is given in terms of the Szego¨ kernel for the Heisenberg group:
∆∞(z) =
m!
c1(L)m
(
A∞(z) B∞(z)
B∞(z)∗ C∞(z)
)
, (46)
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where
A∞(z)pp′ = Π
H
1 (z
p, 0; zp
′
, 0) ,
B∞(z)pp′q′ =
{
(zpq′ − zp
′
q′ )Π
H
1 (z
p, 0; zp
′
, 0) for 1 ≤ q ≤ m
0 for m+ 1 ≤ q ≤ 2m ,
C∞(z)pqp′q′ =
{ (
δqq′ + (z¯
p′
q − z¯pq )(zpq′ − zp
′
q′ )
)
ΠH1 (z
p, 0; zp
′
, 0) for 1 ≤ q, q′ ≤ m
0 for max(q, q′) ≥ m+ 1
.
For details, see [SZ2].
Equation (46) says that the variances in the anti-holomorphic directions vanish. If we
remove the rows and columns of the matrices corresponding to m + 1 ≤ q ≤ 2m, then we
get the covariance matrix
∆∞h (z) =
m!
c1(L)m
(
A∞(z) B∞h (z)
B∞h (z)
∗ C∞h (z)
)
(47)
for the joint probability distribution in the holomorphic case. (Here A∞, B∞h , C
∞
h are
n×n, n×mn, mn×mn matrices, respectively.) In [BSZ2], we used (40) and (47) to obtain
formulas for the scaling limit zero correlations K∞nkm. We briefly summarize here how it was
done: Let us write
D∞(z1,...,zn) = D
∞
z = D
∞(x, ξ, z)dxdξ .
The function D∞(0, ξ, z) is Gaussian in ξ, but is not normalized as a probability density. It
is given by
D∞(0, ξ, z)dξ =
1
pin detA∞(z)
γΛ∞(z) , (48)
where
Λ∞(z) = C∞h (z)−B∞h (z)∗A∞(z)−1B∞h (z) . (49)
We first consider the k = 1 case of the limit correlation function for the zero divisor
(complex hypersurface) of one random section. By (40), (48), and the identity det∆∞h =
det Λ∞ detA∞, we obtain
K∞n1m(z
1, . . . , zn) =
1
pin detA∞(z)
∫
Cmn
n∏
p=1
(
m∑
q=1
|ξpq |2
)
dγΛ∞(z)(ξ) . (50)
The integral in (50) is a sum of (2n)th moments of the Gaussian measure γΛ∞(z), and can be
evaluated using the Wick formula. Indeed, in the pair correlation case n = 2, (50) yields the
explicit formula (6).
For the case of random k-tuples s = (s1, . . . , sk) ∈ S = H0J(M,LN )k (where the zero sets
are of codimension k), the 1-jets J1z s˜
1, . . . , J1z s˜
k are i.i.d. random vectors, and we have
K∞nkm(z
1, . . . , zn) =
1
[pin detA∞(z)]k
∫
Ckmn
n∏
p=1
det
1≤j,j′≤k
(
m∑
q=1
ξpjqξ¯
p
j′q
)
dγIk⊗Λ∞(z)(ξ) , (51)
where Ik denotes the k × k identity matrix; i.e.,(
Ik ⊗ Λ∞(z)
)jpq
j′p′q′
= δjj′Λ
∞(z)pqp′q′ .
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For further details and explicit formulas, see [BSZ2] for the case k = n = 2, and see [BSZ3]
for the point pair correlation case n = 2, k = m. Indeed, we show in [BSZ3] that for small
values of r := |z1 − z2|, we have
K˜2mm(z
1, z2) =
m+ 1
4
r4−2m +O(r8−2m) , m = 1, 2, 3, . . . .
5.3. Decay of correlations. Let us define the normalized n-point scaling limit zero corre-
lation function
K˜∞nkm(z) = (K
∞
1km)
−nK∞nkm(z) =
(
pik(m− k)!
m!
)n
K∞nkm(z) . (52)
In [BSZ2], we showed that the limit correlations are “short range” in the following sense:
Theorem 5.2. ([BSZ2], Theorem 4.1) The correlation functions satisfy the estimate
K˜∞nkm(z
1, . . . , zn) = 1 +O(r4e−r
2
) as r →∞ , r = min
p 6=p′
|zp − zp′ | .
We review here the proof of this estimate. Writing
A = pimA∞ , B = pimB∞h , C = pi
mC∞h , Λ = pi
mΛ∞ ,
we have:
App′ = e
iℑ(zp·z¯p′)e−
1
2
|zp−zp′ |2 ,
Bpp′q′ = (z
p
q′ − zp
′
q′ )A
p
p′ , (53)
Cpqp′q′ =
[
δqq′ + (z¯
p′
q − z¯pq )(zpq′ − zp
′
q′ )
]
App′ .
This implies that
A = I +O(e−r
2/2) , App = 1 ,
B = O(re−r
2/2) ,
C = I +O(r2e−r
2/2) as r →∞ , Cpqpq = 1 .
(54)
Recalling (49), we have
Λ = I +O(r2e−r
2/2) , Λpqpq = 1 +O(r
2e−r
2
) , as r →∞ . (55)
We now use the Wick formula to evaluate the integral in (51). (Formula (51) is homogeneous
of order 0 in the matrix entries, so is not affected when A∞, Λ∞ are multiplied by pim.) Note
that the Wick formula involves terms that are products of diagonal elements of Λ, and
products that contain at least two off-diagonal elements of Λ. The former terms are of the
form 1 + O(r2e−r
2
), and the latter are O(r4e−r
2
). Similarly, detA = 1 + O(e−r
2
), and the
estimate follows.
The theorem can be extended to estimates of the connected correlation functions (called
also truncated correlation functions, cluster functions, or cumulants), as follows. The n-point
connected correlation function is defined as (see, e.g., [GJ, p. 286])
T˜∞nkm(z
1, . . . , zn) =
∑
G
(−1)l+1(l − 1)!
l∏
j=1
K˜∞njkm(z
pj1 , . . . , zpjnj ), (56)
UNIVERSALITY AND SCALING OF ZEROS ON SYMPLECTIC MANIFOLDS 27
where the sum is taken over all partitions G = (G1, . . . , Gl) of the set (1, . . . , n) and Gj =
(pj1, . . . , pjnj). In particular, recalling that K˜
∞
1km ≡ 1,
T˜∞1km(z
1) = K˜∞1km(z
1) = 1 ,
T˜∞2km(z
1, z2) = K˜∞2km(z
1, z2)− K˜∞1km(z1)K˜∞1km(z2) = K˜∞2km(z1, z2)− 1 ,
T˜∞3km(z
1, z2, z3) = K˜∞3km(z
1, z2, z3)− K˜∞2km(z1, z2)K˜∞1km(z3)− K˜∞2km(z1, z3)K˜∞1km(z2)
− K˜∞2km(z2, z3)K˜∞1km(z1) + 2K˜∞1km(z1)K˜∞1km(z2)K˜∞1km(z3)
= K˜∞3km(z
1, z2, z3)− K˜∞2km(z1, z2)− K˜∞2km(z1, z3)− K˜∞2km(z2, z3) + 2 ,
and so on. The inverse of (56) is
K˜∞nkm(z
1, . . . , zn) =
∑
G
l∏
j=1
T˜∞njkm(z
pj1 , . . . , zpjnj ) (57)
(Mo¨bius theorem). The advantage of the connected correlation functions is that they go to
zero if at least one of the distances |zi− zj | goes to infinity (see Corollary 5.8 below). In our
case the connected correlation functions can be estimated as follows. Define
d(z1, . . . , zn) = max
G
∏
l∈L
|zi(l) − zf(l)|2e−|zi(l)−zf(l)|2/2. (58)
where the maximum is taken over all oriented connected graphs G = (V, L) “with zero
boundary” such that V = (z1, . . . , zn). Here V denotes the set of vertices of G, L the set
of edges, and i(l) and f(l) stand for the initial and final vertices of the edge l, respectively.
The graph G is said to be have zero boundary if ∑{l : l ∈ L} is a 1-cycle; i.e., for each
vertex zp ∈ V , the number of edges beginning at zp equals the number ending at zp. (There
must be at least one edge beginning at each vertex, since G is assumed to be connected.
Graphs may have any number of edges connecting the same two vertices.) Observe that the
maximum in (58) is achieved at some graph G, because te−t/2 ≤ 2/e < 1 and therefore the
product in (58) is at most (2/e)|L|.
Theorem 5.3. The connected correlation functions satisfy the estimate
T˜∞nkm(z
1, . . . , zn) = O(d(z1, . . . , zn)) ,
provided that minp 6=q |zp − zq| ≥ c > 0.
To prove the theorem, let us introduce the n-point functions
K̂n(z
1, . . . , zn) = detAnkm(z
1, . . . , zn) K˜∞nkm(z
1, . . . , zn)
= [(m− k)!/m!]n
∫ n∏
p=1
det
1≤j,j′≤k
(
m∑
q=1
ξpjqξ¯
p
j′q
)
dγIk⊗Λ(z)(ξ)
(59)
where Ankm = Ik ⊗A, an nk × nk matrix. (Note that detAnkm = (detA)k. It was shown in
[BSZ2, Lemma 3.3] that detA > 0 at distinct points zp.) We also consider the corresponding
“connected functions”
T̂n(z
1, . . . , zn) =
∑
G
(−1)l+1(l − 1)!
l∏
j=1
K̂nj (z
pj1 , . . . , zpjnj ) , (60)
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and we note that the Mo¨bius inversion formula applies to K̂n, T̂n.
Observe that we can rewrite K̂n(z
1, . . . , zn) as a sum over Feynman diagrams. Namely,
each term in the Wick sum for the integral in (59) corresponds to a graph F = (V, L)
(Feynman diagram) such that V = (z1, . . . , zn) and the edges l ∈ L connect the paired
variables ξ
i(l)
jq , ξ¯
f(l)
jq′ in the given Wick term. We have that
K̂n(z
1, . . . , zn) = [(m− k)!/m!]n
∑
F
WF(z
1, . . . , zn) , (61)
where the function WF(z1, . . . , zn) is the sum over all terms in the Wick sum corresponding
to the Feynman diagram F . (In other words, to get WF(z1, . . . , zn) we fix the indices p, p′
of the pairings (ξpjq, ξ¯
p′
jq′) prescribed by F and sum up in the Wick formula over all indices
j, q at every zp.) Note that each graph F in the sum (61), having arisen from a term in the
Wick sum, has zero boundary.
A remarkable property of the “connected functions” is that they are represented by the
sum over connected Feynman diagrams (see, e.g., [GJ]):
T̂n(z
1, . . . , zn) = [(m− k)!/m!]n
∑
F
conn
WF(z1, . . . , zn) . (62)
We conclude from (55) that for all connected Feynman diagrams F ,
WF(z1, . . . , zn) = O(d(z1, . . . , zn)) , provided that min
p 6=q
|zp − zq| ≥ c > 0 . (63)
Summing over F , we obtain the following estimate:
Lemma 5.4. T̂n(z
1, . . . , zn) = O(d(z1, . . . , zn)) , provided that min
p 6=q
|zp − zq| ≥ c > 0 .
It remains to relate T˜∞nkm(z
1, . . . , zn) to T̂n(z
1, . . . , zn). To do this, we introduce the func-
tions
Qn(z
1, . . . , zn) =
∑
G
(−1)l+1(l − 1)!
l∏
j=1
det Anjkm(z
pj1 , . . . , zpjnj ), (64)
which are the connected functions for detAnkm(z
1, . . . , zn), and
Rn(z
1, . . . , zn) =
∑
G
(−1)l+1(l − 1)!
l∏
j=1
1
det Anjkm(z
pj1 , . . . , zpjnj )
, (65)
which are the connected functions for
1
detAnkm(z1, . . . , zn)
. Recall the Mo¨bius inversion
formula
1
detAnkm(z1, . . . , zn)
=
∑
G
l∏
j=1
Rnj (z
pj1 , . . . , zpjnj ) . (66)
We have the following relation between T˜∞nkm(z
1, . . . , zn) and T̂n(z
1, . . . , zn).
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Lemma 5.5.
T˜∞nkm(z
1, . . . , zn) =
∑
G,H
conn
l∏
j=1
T̂nj (z
pj1 , . . . , zpjnj )
l′∏
j=1
Rmj (z
p′j1 , . . . , z
p′jmj ) (67)
where the sum is taken over all pairs {G = (G1, . . . , Gl), H = (H1, . . . , Hl′)} of partitions of
the set (1, . . . , n) which are “mutually connected” in the sense that there is no proper subset
S of the set (1, . . . , n) such that S is a union of some subsets Gj and is also a union of some
subsets Hj. In (67), Gj = (pj1, . . . , pjnj) and Hj = (p
′
j1, . . . , p
′
jmj
).
Proof. The proof is by induction on n. From (57),
T˜∞nkm(z
1, . . . , zn) = K˜∞nkm(z
1, . . . , zn)−
∑
F
′ l∏
j=1
T˜∞njkm(z
pj1 , . . . , zpjnj ) (68)
where the summation goes over all partitions F = (F1, . . . , Fl) with at least two elements in
the partition (i.e., l ≥ 2). From (60) and (66), we have
K˜∞nkm(z
1, . . . , zn) = K̂n(z
1, . . . , zn)
1
detAnkm(z1, . . . , zn)
=
∑
G,H
l∏
j=1
T̂nj (z
pj1 , . . . , zpjnj )
l′∏
j=1
Rmj (z
p′j1 , . . . , z
p′jmj ) , (69)
where the sum is taken over all pairs {G = (G1, . . . , Gl), H = (H1, . . . , Hl′)} of partitions of
the set (1, . . . , n). If we use the inductive assumption that (67) holds when the number of
points is less than n and apply it to T˜∞njkm(z
pj1 , . . . , zpjnj ) in (68), then we obtain that
∑
F
′ l∏
j=1
T˜∞njkm(z
pj1 , . . . , zpjnj ) =
∑
G,H
disconn
l∏
j=1
T̂nj (z
pj1 , . . . , zpjnj )
l′∏
j=1
Rmj (z
p′j1 , . . . , z
p′jmj ) ,
(70)
where the sum on the right is taken over all partitions G = (G1, . . . , Gl) of the set (1, . . . , n)
and all partitions H = (H1, . . . , Hp) of the set (1, . . . , n) which are “mutually disconnected”
in the sense that there is a proper subset S of the set (1, . . . , n) that is simultaneously a union
of some subsets Gj and a union of some subsets Hj. When we substitute (69) and (70) into
(68) and take the difference on the right of (68), disconnected pairs {G,H} will be cancelled
out and we will be left with mutually connected {G,H}. This proves the lemma.
Lemma 5.6. The functions Qn(z
1, . . . , zn) satisfy the estimate
Qn(z
1, . . . , zn) = O(d(z1, . . . , zn)) , (71)
provided that minp 6=q |zp − zq| ≥ c > 0.
Proof. By the determinant formula,
detAnkm(z
1, . . . , zn) = (detA)k =
∑
pi
(−1)σ(pi)
k∏
j=1
n∏
p=1
Apij(p)p , (72)
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where the sum goes over all k-tuples pi = (pi1, . . . , pik) of permutations of (1, . . . , n). We
claim that
Qn(z
1, . . . , zn) =
∑
pi
conn
(−1)σ(pi)
k∏
j=1
n∏
p=1
Apij(p)p , (73)
where the summation on the right goes over the set of k-tuples pi = (pi1, . . . , pik) such that
no proper subset of (1, . . . , n) is invariant under the group generated by the pij . (Each such
pi corresponds to a connected graph consisting of edges beginning at p and ending at pij(p),
for all p, j.) Indeed,
Qn(z
1, . . . , zn) = detAnkm(z
1, . . . , zn)−
∑
F
′ l∏
j=1
Qnj (z
pj1 , . . . , zpjnj ), (74)
where the summation on the right goes over all partitions F = (F1, . . . , Fl) with l ≥ 2. Using
this equation, we prove (73) by induction (cf. the proof of Lemma 5.5). The estimate (71)
now follows from (73) and (54).
Lemma 5.7. The functions Rn(z
1, . . . , zn) satisfy the estimate
Rn(z
1, . . . , zn) = O(d(z1, . . . , zn)) , (75)
provided that minp 6=q |zp − zq| ≥ c > 0.
Proof. We have the identity
0 =
∑
G,H
conn
l∏
j=1
Qnj (z
pj1 , . . . , zpjnj )
l′∏
j=1
Rmj (z
p′j1 , . . . , z
p′jmj ) , n ≥ 2 . (76)
The proof of this identity is the same as that of Lemma 5.5. Indeed, the connected functions
of detAnkm
1
detAnkm
= 1 are equal to 0 (except that the 1-point connected function equals
1); hence (76) follows.
The identity (76) can be rewritten as
detAnkm(z
1, . . ., zn) Rn(z
1, . . . , zn)
= −
∑
G,H
conn′
l∏
j=1
Qnj (z
pj1 , . . . , zpjnj )
l′∏
j=1
Rmj (z
p′j1 , . . . , z
p′jmj )
(77)
where the summation on the right goes over all mutually connected pairs of partitions {G,H}
with at least two elements in H (i.e., l′ ≥ 2). Now the estimate (75) follows by induction
from Lemma 5.6 and identity (77).
Theorem 5.3 follows from Lemmas 5.4, 5.5 and 5.7. The theorem yields the following more
explicit estimate:
Corollary 5.8. The connected correlation functions satisfy the estimate
T˜∞nkm(z
1, . . . , zn) = o
(
e−R
2/n
)
, R = max
p,q
|zp − zq| ,
provided that minp 6=q |zp − zq| ≥ c > 0.
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Proof. We must show that
d(z1, . . . , zn) ≤ o(e−R2/n) . (78)
Assume without loss of generality that |z1−zn| = R. Let G = (V, L) be an oriented connected
graph with zero boundary as in the definition of d(z1, . . . , zn). Since z1 and zn are connected
by a chain of loops in G, we can choose disjoint sets of edges L′, L′′ ⊂ L such that L′ forms
a path starting at z1 and ending at zn, and L′′ forms a path starting at zn and ending at z1.
This means that there is a sequence z1 = zi1 , zi2 , . . . , zin′ = zn such that L′ = {l1, . . . , ln′−1},
where lj begins at z
ij and ends at zij+1 . By removing any loops in L′, we can assume that
the zij are distinct and thus n′ ≤ n. A similar description holds for L′′. Let rj = |zij −zij+1 |.
We note that
R ≤
∑
rj ≤
(
(n′ − 1)
∑
r2j
)1/2
,
where the second inequality is by Cauchy-Schwarz. We then have∏
l∈L′
|zi(l) − zf(l)|2e−|zi(l)−zf(l)|2/2 =
n′−1∏
j=1
r2je
−r2j /2 ≤ R2n′−2e− 12
∑
r2j ≤ R2n′−2e−R2/(2n′−2) ,
and hence ∏
l∈L′
|zi(l) − zf(l)|2e−|zi(l)−zf(l)|2/2 ≤ R2n−2e−R2/(2n−2) , R ≥ 1 . (79)
The same inequality also holds for the product over the path L′′. Since each term of the
product in (58) is less than 1, we then have∏
l∈L
|zi(l) − zf(l)|2e−|zi(l)−zf(l)|2/2 ≤
∏
l∈L′∪L′′
|zi(l) − zf(l)|2e−|zi(l)−zf(l)|2/2 ≤ o
(
e−R
2/n
)
.
Taking the supremum over all graphs, we obtain (78).
Remark: The above proof gives the bound
d(z1, . . . , zn) ≤ R4n−4e−R2/(n−1) , R ≥ 1 . (80)
Hence we actually have the estimate
T˜∞nkm(z
1, . . . , zn) = O
(
R4n−4e−R
2/(n−1)) , provided that min
p 6=q
|zp − zq| ≥ c > 0 . (81)
Equation (81) implies Theorem 5.2 because of the inversion formula (57).
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