r 1 (t) = log 1 − δ + δB 1 (t)/B 2 (t) , r # 1 (t) = log 1 − δ + δB # 1 (t)/B 2 (t) .
(5) 145 Only B 1 is "sharped" in r # 1 , because δ/B 2 (t) in that formula is C 1 (t), which is carried over from 146 the first simulation. This is typical : because the C (competition) for a species is often a function 147 of the Es (environments) for several species, formulas for r # often include Es and E # s (here, B 148 and B # ). For species 2, 149 r 2 (t) = log 1 − δ + δB 2 (t)/B 2 (t) , r # 2 (t) = log 1 − δ + δB # 2 (t)/B 2 (t) .
(6) 150 (Step 4) Next, we compute the average population growth rates 151r j = E[r j (t)], r # j = E[r # j (t)], j = 1, 2 (7) ( Step 5) Next, find the scaling factor q 12 . In the symmetric lottery model with equal death
204
S is extracellular silicate concentration in the chemostat, x i are population densities of the diatoms, 205 Cyclotella pseudostelligera and Fragilaria crotonensis. S 0 is silicate concentration in the inflow, 206 and D is dilution (outflow) rate. Parameters V j (maximum reproduction rate), K j (half-saturation 207 constant), and Q j (resource required to produce one individual) all depend on temperature 208 θ(t) = θ 0 + a sin(2πt/P ).
209 which is periodic with mean θ 0 , amplitude a, period P . Functions specifying how Q j , V j and 210 K j depend on temperature were estimated from batch experiments (Fig. 2) . Predictions from this SI-1. 214 In a continuous-time model, average population growthr j is 1 T T 0 r j (τ ) dτ in the limit T → ∞, 215 which can be evaluated by averaging over finely-spaced times t k = kT m with T 1, m T :
217
T and m must be large enough (in practice this means that doubling their values has negligible 218 effect), and the system should be in steady state at t = 0 (i.e., t = 0 is after the actual start of the 219 experiment or simulation).
220
Step 1 is defining E and C to match the concept of the storage effect in Fig. 1 . E should rep-221 resent potential population increase, and C the extent to which increase is limited by competition. 222 We therefore set E j (t) = V j (t), and C j (t) = (K j (t) + S(t))/S(t) so that
224
Our definition of C follows Freckleton et al. (2009) , who argued for measuring competition by the 225 ratio between potential and achieved performance. In a similar model Mathias & Chesson (2013) 226 define C so that r = E(1 − C) − D but both definitions give the same results in our approach.
227
For
Step 2, eqn. (11) combined with the temperature-dependent maximum uptake rate V j 228 gives E j (t k ) = V j (θ(t k )) for both species. We create E # (t k ) by shuffling at random the E(t k ) 229 values in eqn. (12) . This destroys temporal autocorrelation in E, not just covariance with C. 230 However, correlation in E # has no effect on E[r i (E # , C)] so long as E # and C are independent. 3 231 Any shuffling that makes E # independent of C can therefore be used. 232 For
Step 3 we run a long baseline simulation using E(t) (or do a long experiment) with 233 species 1 as invader (x 1 (t) = 0), computing and saving r 1\1 (t k ) = r 1 (E(t k ), C 1 (t k )) and r 2\1 (t k ) = 234 r 2 (E(t k ), C 2 (t k )) using (13) . At each time t k we also compute r # 1\1 (t k ) and r # 2\1 (t k ) by using E # (t) 235 in place of E(t). Averaging the saved r values (Step 4) givesr 1\1 ,r 2\1 , r # 1\1 , r # 2\1 . Repeating with 236 species 2 as invader givesr 1\2 ,r 2\2 , r # 1\2 , r # 2\2 .
237
Step 5 is to compute the scaling factors q ir , which have not been derived for this model. The 238 q ir are defined (Chesson, 1994) in terms of the competitive effects C experienced by each species 239 when species i is invader and all others (indexed by r) are resident. Define
where the baseline environment E * j should be near a central value of E j (t) such as the mean or 242 median. C j > 0 when competition C j is strong enough that the population would decrease in the 243 baseline environment. Then for invading species i and resident species r, 244 q ir = ∂C i\i ∂C r\i (15) 245 evaluated at the C r where C r\i = 0. 246 We can't easily calculate the derivative in eqn. (15) analytically, but we can find its value using 247 the simulation with species 1 invading species 2. Define E * 1 = E * 2 =average temperature over the 248 simulation. At each time t k , we compute and save C j\1 (t) = −r j (E * j , C j (t)), j = 1, 2 calculated 249 from (13): what population growth would be if E j was at E * j . Plotting the C 1\1 (t k ) values as a 250 function of C 2\1 (t k ) ( Fig. 2D ) traces out their relationship. To evaluate the derivative in (15), we 251 fit a nonlinear regression curve, and q 12 is the slope of the regression curve at C 2\1 = 0. Repeating
r(x, y)pE(x)pC (y)dxdy for any reshuffling that makes E # and C independent. model simulations. However, exactly the same calculations can be done with data from a long 283 experiment, sampled frequently enough to capture the population fluctuations.
284

Structured Populations
285
We now use a hypothetical "prototype" IPM to illustrate how our approach works with structured 286 populations, and then analyze an empirically-parameterized IPM for sagebrush steppe.
287
Our prototype IPM has the typical structure in which demographic rates are functions of log-288 transformed size z (e.g. Ellner & Rees, 2006; Coulson, 2012) . The model also includes time-289 varying environmental responses, and an interaction between environment and competition to allow 290 a storage effect in the model.
291
Survival of species j is described by logistic regression,
293 where E j is the environment covariate for species j in year t (representing a measured variable, 294 such as rainfall, affecting all demographic rates), N j (t) = e z n j (z, t)dz is total cover of species j 295 in year t (because z is the log of individual cover). The term in brackets is the C j (t) for survival 296 (Step 1). Similarly, for growth we assume that each individual's size at time t + 1, conditional on 297 its size at time t, is Gaussian with constant variance, and mean given by the right-hand side of (16) 298 with coefficients b (G) 0,j and so on. Per-capita fecundity B j (z, t) is modeled with Poisson regression 299 using the canonical log link function, so that log B j (z, t) equals the right-hand side of (16) 
(17)
310
As always, C j is from the baseline simulation, and depends on E j but not E j # . Scaling factors were 311 estimated by the regression method (Step 5c), as in Fig. 2D We therefore re-fitted the model with temporal variation in interaction coefficients, fitted as 344 random year effects (see SI section Section SI.7), so that a storage effect is possible. The linear 345 predictors are then 
353
The random variation in interaction strengths made it difficult to estimate scaling factors by re-354 gression, so we used an alternate approach based on species' responses to perturbed competitor 355 densities (Step 5d -see sect. Section SI.5(d)). Otherwise, everything is the same as with the 356 prototype IBM.
357
The results ( the empirically fitted parameters, that removing it has essentially no effect and there are only 360 minute differences between eachr and the corresponding r # (tabulated in section Section SI.8).
When environmental variability is completely removed, one species, Artemisia, declines slowly to 362 extinction in the model (Adler et al., 2010) . As in the chemostat study above, some fluctuation-363 dependent mechanism besides the storage effect must be contributing to persistence of Artemisia. 
Notation
Meaning or formula n j (t)
Population state of species i at time t. In an IPM this is short for n j (z, t). N j (t)
Total population measure of species j at time t (total number, total biomass, etc.) E j (t) Environment-dependent parameter (or parameter vector) for species j. C j (t)
Competition experienced by species j. This must be a function of populations and environment,
and can be a vector of competition pressures on different vital rates or life-stages. r j (t) Instantaneous population growth rate, r j (t) = log(N j (t + 1)/N j (t)) in discrete time, and r j (t) = 1 N j dN j dt in continuous time.
K j
Projection matrix or kernel for species j in a matrix model or IPM. It must be possible to write K j as a function K j (E j (t), C j (t), θ) where θ is a vector of constant model parameters. So for each species,
j\k A value for species j, when species k is absent from the community and all other species are present. r j Average value of r j in a simulation of the model,
Average value of r j using C j from a baseline simulation and a second, independent realization of the environment process
Scaling factors in the between-species measure of the storage effect.
Box 1: Summary of notation used in the paper.
1. Define environment E and competition C, and write the competition model in terms of them.
Then for each species i as invader in turn, carry out the following steps (all C j below are C j\i , similarly for all r j ).
2. Generate and save environmental sequences E j (t) and E # j (t) for each species j = 1, · · · , M for t = 0, 1 · · · , T . Alternatively, if using empirical data or the original E j (t) series is deterministic, obtain E # j (t) by randomly shuffling E j (t), using the same shuffling for all species to preserve between-species correlations.
3. Do a simulation using the Es, computing and saving the competition parameters C j for all j, including i (if using empirical data, calculate the C j (t) from the measured E j (t)s and population densities). Then do a second simulation (or second calculation of population growth rates from experimental data) using the E # s with the Cs from the first simulation. At each time step of each simulation, compute the population growth rates r j (t) and r # j (t). For structured population, the calculations of r # j (t) should use the population structure time series from the first simulation (or the actual experiment).
Compute the average population growth ratesr
. Note that if r i = r # i andr r = r # r regardless of which species is the invader, there is no storage effect in the system. 5. Calculate the scaling factors q ij using one of the following methods (ranked from most preferable to least):
(a) Analytic derivation using eqn. (15). See Section SI.5(a) for an example. (b) Compute and save C i and C j during the model simulations, and fit a regression to estimate q ij , as described in the text below eqn. (15) and in Section SI.5 (b) . (c) Use the scaling factors for models with a common limiting factor, eqn. (SI.19), with one of the C r as the limiting factor, as explained in Section SI.5(c). (d) Use (eqn. SI.19) by perturbing the population size (at all size classes in a structured model), as described in the text around eqn (SI.23) and in Section SI.5(d).
6. Calculate the storage effect using eqns. (8) (2 species) or (19) (> 2 species).
Box 2: Steps for calculating the storage effect for species i in a community of M ≥ 2 competing species. 
Fragillaria 0.061 0.058 0.00057 -0.035 0.0099 0.042 0.24 0.0012 Cyclotella 0.007 0.005 0.034 -0.018 0.17 0.0029 0.0058 0.16 The labelled points show population growth rates when EC covariance affects a resident more than an invader. When the resident has a good year, the competition it experiences is high, so the resident has only moderately good population growth. When the invader has a good year, the competition that it experiences is nonetheless low (because the invader is rare, and the resident is either having a bad year or does not compete much with the invader), so the invader has high population growth rate. Because of subadditivity, the invader's gains in good years are much greater than the losses suffered in bad years. Table 1 of Descamps-Julien & Gonzalez (2005) . The fitted lines and curves were used to simulate the model with continuously varying temperature. D) Plot of competition impacts on the invader, C iı , versus competition impacts on the resident, C rı , during two long model simulations with one species invading and the other resident; this is used to estimated the scaling factors q ir . Note that K and Q for Cyclotella could not be estimated at 24 • C because of its very low growth rate in the batch experiments. Cyclotella's growth at 24 • C was much better in chemostats than in the batch experiments that the estimates plotted here are based on. Our V function for Cyclotella (dashed line in panel A) therefore used a higher value of V at 24 • C, chosen to make the model match better the average abundance of Cyclotella in chemostat experiments; even without this adjustment the model predicted coexistence of the two species in the variable temperature regime. Source files: ForcedChemoSubs.R, PlotForcedChemo.R, ForcedChemo qir regression.R variance approximations. In this paper we mostly work with E and C. Here we explain why that 516 is legitimate.
517
There are two properties that we define in terms of standard parameters: subadditivity, and 518 EC covariance. The definition of subadditivity in terms of standard parameters is that ∂ 2r ∂E ∂C < 0, 519 wherer denotes r as a function of E and C . Our definition, equation (1), uses E and C. But these 520 two definitions are equivalent. Because g is monotonic by assumption in each of its arguments, 521 there are functions h 1 , h 2 such that E = h 1 (E), C = h 2 (C), both monotonic increasing. Then
Now differentiate both sides with respect to C, to see that the two definitions are equivalent because 524 h 1 h 2 > 0.
525
"EC covariance" refers to effects of the fact that E and C are not independent (in the probability 526 theory sense of independence). The between-species storage effect measure, which we study in this 527 paper, is the part of the difference between invader and scaled resident population growth rates 528 that goes away if the covariance of E and C is set to 0, while the marginal distributions of E and C 529 are left the same (see p. 240 in Chesson (1994)). In our approach, we make E and C independent, Table 6 .3)) is a weighted sum of terms that compare each species in invader and resident states.
537
We refer to the term for species j as the "within-species" measure ∆I w,j , defined as follows. Define 538r j,I =r j\j as the mean population growth rate of species j as an invader into the community, and 539 (as in the main text)r j\k as the mean growth rate of species j as a resident within the community 540 (at stochastic steady-state) when species k = j is absent. In a community of M competing species, 541 the within-species measure of storage effect for species j is the contribution of EC covariance to 542r j,I −r j,R , (SI.3a)
Inr j,I , species j is an invader into a community of M − 1 resident species. Inr j,R , species j is one 546 resident in a community of M − 1 residents, and we average over all such possible communities.
547
Note that there are no scaling factors q ir ; this is because the community average measure results 548 from a weighted average of the between-species measures ∆I b,j such that the scaling factors cancel 549 out (see Chesson, 2003 Chesson, , 2008 .
550
In the community average measure, the invader and resident in Figure 1 To introduce the procedures, consider a two-species community. As with the between-species 557 measure, the simulation steps are to 558
• generate the independent environment sequences E 1 (t), E 2 (t) and E # 1 (t), E # 2 (t).
559
• do a long "baseline" model simulation with species 1 as the invader 560 • at each time step compute and save the population growth rate r 1,I (t), r 2,R (t) of the two 561 species, and the corresponding growth rates r # (t) that result from replacing each E j (t) by showing that if you first apply our approach and then add to it the small-variance assumptions, 582 the published analytic formula is recovered.
583
It is convenient to switch to the Chesson (1994) definitions in which the environment parameter E is the log of per-capita fecundity, b i (t) ≡ log B i (t), and the competition parameter C is the log of the ratio between the total number of juveniles and the number of open sites,
This has no effect at all on our approach, because generating B # i (t) directly is exactly equivalent to 584 generating b # i (t) and defining B i = e b i . For species 1 invading species 2, equation (5) then becomes:
Chesson (1994) derives the small-variance approximation to ∆I b for the symmetric case where 587 the species have equal mortality rates δ, the b i have equal variance σ 2 and correlation ρ, so that
For this symmetric case with equal death rates, the scaling factors are q ir = 1 (Chesson, 1994, 591 where the z i represent random fluctuations with mean 0, variance 1; z 1 and z 2 have correlation ρ, 601 and z 3 is independent of z 1 and z 2 . To approximate the expectations in (SI.6) we define 602 rI:= log(1-delta + delta*exp(b1 -b2)); 603 rIsharp:= log(1-delta + delta*exp(b1 -b2sharp)); 604 rRsharp:= log(1-delta + delta*exp(b2sharp -b2));
605
DeltaI:= rI -rIsharp + rRsharp; 606 and do a Taylor explansion of DeltaI in σ to order σ 2 . We find that
607
• The constant (order 0) term is zero, as it should be.
608
• The order-σ term has zero mean, as it should.
609
The order σ 2 term is:
(SI.9) 611 We need to find the expectation of this expression. The properties of the z j imply that E(z 1 −z 2 ) 2 = 612 2(1−ρ), E(z i −z 3 ) 2 = 2. Substituting these into the expression above, and using MAPLE to simplify, 613 gives 614
(SI.10) symmetric model this means that m 1 − m 2 is O(σ) or smaller. With this additional assumption,
Taylor expansion shows that 627 e m 1 −m 2 (1 − δ + δ e m 1 −m 2 ) 2 = 1 + O(σ) (SI.11) 628 and therefore to order σ 2 , our ∆I b = σ 2 δ(1 − δ)(1 − ρ).
629
In summary, when our simulation-based definition of ∆I b is combined with the small variance (14), which we repeat here:
The baseline environment E * j is typically a central value of E j (t), such as the mean or median, 637 but this is not a requirement. The scaling factors q ir that appear in the storage effect measure for 638 species i are calculated from the competition effects
when species i is invading (i.e., at zero or negligibly low density).
641
We now explain in detail each of the possible approaches for computing the scaling factors, from 642 most to least preferable as listed in Box 2 of the main text.
(a) Analytic calculation 644
Scaling factors should be calculated analytically whenever this is possible. The analytic calculation 645 approach can be used whenever an explicit and unique formula can be found for C i\i as a function 646 of the effects C r\i , r = 1, 2, · · · , M, r = i for the resident species. This is most likely to occur when 647 there are only two species and the functional form of the model is relatively simple and does not 648 involve transcendental functions.
649
One extremely simple example is the two-species symmetric lottery model. In that model, and for the same reason q 21 = 1. 656 and the two species experience the same competition C 1 (t) = C 2 (t) = B 2 (t)/δ 2 . We then have
Over the course of a simulation, variation over time in C(t) will produce values for C 1 (t) and 695 C 2 (t) that can be plotted against each other, as we did for the two species in the chemostat case 696 study in Fig. 2D . However, because C is always the same for both species, we can calculate 697 analytically the slope of the regression function:
As in Section SI.4, formula (SI.16) is reconciled with Chesson (1994) when we apply the same 700 small-variance assumptions. In the small-variance analysis, q 12 is the value of (SI.16) at the baseline 701 values E * j and C * j . Chesson (1994) chooses to use a common baseline value of C, so C * 1 = C * 2 = C * .
702
The baseline E values are then determined by the requirement that r j (E * j , C * j ) = 0, implying that
Substituting (SI.17) into (SI.16) we get q 12 = δ 1 /δ 2 and by symmetry q 21 = δ 2 /δ 1 , exactly the same 705 as Chesson (1994, Table 1 ).
706
There are some potential complications to the simulation-regression approach. First, the as- The q ir are chosen to remove from ∆C any effect of mean response to competition, to the order of 711 accuracy of the small fluctuations approximation. Starting from equation (21) in Chesson (1994) 712 we have
The q ir are defined so that the linear terms cancel out when we Taylor-expand terms 1 and 2 715 in (SI.18), as functions of the (C r\i − C * r ), to second order around 0. Under assumption (a6) of 716 Chesson (1994), C i\i is a deterministic function of {C r\i }, and definition (15) causes the linear term 717 in 1 − 2 to be identically zero. Without assumption (a6) this is impossible, but we can still make 718 the linear term equal zero in expectation, so that it still contributes zero to ∆C. This will be true if the q ir are the coefficients in the linear approximation to E[C i\i |{C r\i }] as a function of {C r\i }.
720
That is exactly what is estimated by the simulation-regression approach.
721
(c) Models with a common limiting factor 722 A more difficult complication for the simulation-regression approach is that there may be several different functions relating invader and resident C s (or their expectations), so that the q ir are not uniquely defined. There is then not a unique linear approximation that can be estimated by the regression method, and as a result the regression method fails for reasons we explain below in the paragraph containing equation (SI.22). Non-uniqueness arises unavoidably if several resident species are responding to a single limiting factor. The result is near-perfect collinearity among the C r\i (t) vectors. In such a situation, scaling factors are not uniquely defined because C i can be written as a function of any one of the collinear C r , or any combination of them. In such cases, Chesson (1994, p. 255) suggests that the scaling factors should be defined in a way that "treats the resident species in an equivalent manner", which leads to the following recipe (Chesson, 1994, p. 251) . Define one of the C r\i to be the limiting factor F for species i as invader, and do univariate nonlinear regressions (as in the previous subsection) to estimate how the other C s (or their expectations) depend on F ,
The scaling factors are then 723
with the derivatives evaluated at a central value of F (e.g., the mean or median value, in the 725 simulation with species i invading).
726
(d) Perturbation approach 727
There is no corresponding recipe for more complicated kinds of collinearity, or other causes for 728 non-uniqueness of a function giving C i\i as a function of the {C r\i }. For example, it does not 729 cover a situation where each species responds (in a different way) to the same two limiting factors.
730
The effect of a non-unique relationship is that estimates of the q ir will be very sensitive to small 731 random perturbations of the predictors, so that small changes in model parameters, or a different 732 seed for the random number generator, could easily lead to very different estimates of q ir . Another 733 likely outcome, which we encountered in our empirical IPM case study, is that estimated q ir can be 734 negative. To understand how nonuniqueness leads to negative q ir consider the hypothetical case of 735 a common limiting factor Z, for species 1 invading species 2 and 3, with (SI.20) to the fact that
because applying the definition q ir = ∂C i ∂Cr to (SI.21) we get q 12 = 1/4, q 13 = 1/6. But it is also true
which leads to q 12 = 5, q 13 = −3; and also C 1 = 3C 3 − 4C 2 giving q 12 = −4, q 13 = 3, and so on. So 744 if the relationship between C i and the C r is non-unique, it is easy for the regression approach to 745 give estimated qs that are large and opposite in sign. This is what we obtained for several species 746 using the regression approach on the empirical IPM. A negative q ir is not necessarily a conceptual 747 problem. It means that in computing ∆I b , a mechanism that increases the population growth rate 748 of resident r is counted as contributing to invader i population growth, and that may be reasonable 749 if that resident facilitates growth of the invader. The problem here, however, is different: a negative 750 estimate of q ir when in fact the species are competing for a common limiting resource.
751
In this case and others where the definition (15) cannot be applied, recent results for a structured 752 population model suggest that it is reasonable to instead calculate scaling factors using (SI.19) with 753 the total abundance of all stages (or individual states) within all species as the limiting factor (P.L.
754
Chesson, personal communication), as follows.
755
The ratio φ i,i /φ r,i intuitively represents the relative sensitivity of the species to an increase in 756 competition. This can be estimated by perturbing competition, and seeing how much each species 757 changes in population growth rate. Competition is perturbed by making the same small increase 758 in the density of all categories within every resident species (but not the invader). In an IPM 759 this means perturbing n j (z, t) to n j (z, t) + for all z in every resident species. With unstructured 760 populations, this is just adding to the total population size of each species. As in our "sharped" 761 simulations with structured population models, the only change is the addition of , and everything 762 else (including the population structure time series) is carried over from the baseline simulation.
763
For each time step in the baseline simulation, the value of C j (t) for each species is recomputed 764 using the perturbed populations, and population growth rate is recomputed. In an IPM this means 765 recomputing the kernels for each species using the recomputed C(t) values, applying the recomputed 766 kernels to the population structure at that time in the baseline simulation, and recording the 767 population growth rate that results. Let r j denote the time-average of these population growth 768 rates with perturbed C(t). The scaling factors are then estimated as 769 q ir = (1/(M − 1))r i − r ī r r − r r .
(SI.23) 770 We caution readers that (SI.23) is based on generalizing from the analysis of one simple struc-771 tured model with two discrete life stages. Further analysis of structured population models should 772 soon either firm up or modify the recommendations. For now, we recommend that that whenever 773 possible, the q ir should be derived analytically for the model at hand, or calculated by the multiple 774 regression approach when the relationship among the C s is identifiable.
775
Section SI.6 Subadditivity of r for the prototypical IPM 776 We consider here the situation in Figure 3 or larger individuals at the next time step, and u, ∂K ∂Cñ < 0 because higher C has the opposite 792 effect. The second term on the right-hand side of (SI.25) is therefore always positive, opposing 793 subadditivity of r and making a negative contribution to storage effect.
794
The sign of the first right-hand term depends on which one of the vital rates is fluctuating in 795 response to E. When it is either survival and fecundity, the entries in the kernel K = sG + B are 796 linear functions of a response R (survival probability, or per-capita offspring number) of the form
where f is the inverse of the link function in the regression model. ∂ 2 K ∂E∂C 798 therefore has the sign of
The inverse link function for fecundity is f (x) = e x with f > 0 so ∂ 2 K ∂E∂C < 0 and the first term 800 on the right-hand side of (SI.25) is negative. A positive contribution of storage effect is possible if 801 the first term outweighs the second, and this occurs for the parameters used in Fig. 3 .
802
The inverse link function for survival is f (x) = e x /(1 + e x ). This has f > 0 when x < 0 803 corresponding to survival probability below 0.5, so storage effect can be positive, but f < 0 for 804 x > 0 corresponding to survival probability above 0.5, so storage effect must be negative. Both of 805 these match our results in Fig. 3 . function of b 2 E − C, hence the partial derivatives in (SI.25) all take both positive and negative 808 values within the range of the integrations that calculate the inner product. However, a different 809 approach shows that r is approximately additive in E and C when environmental variability affects survival. However, edge plants were included in the amount of neighborhood crowding experienced 842 by more centrally located genets.
843
Statistical modeling of survival and growth 844 We assume that the survival probability and growth of individual genets is a function of genet size, 845 the neighborhood-scale crowding experienced by the genet, temporal variation among years, and 846 permanent spatial variation among groups of quadrats (the 4-6 quadrats within each group are 847 generally within 50m of each other, while groups may be separated by up to 3 km).
848
Our model for neighborhood crowding assumes that the influence of neighbors on a focal indi-849 vidual depends on the distance, d, to the neighbor and the neighbor's size, u:
Here, w ljm,t is the crowding that genet l in species j in year t experiences from neighbors of species (ω V jm + ω V jm,t )w ljm,t (SI.28) 859 where V =S or G, indicating Survival or Growth. Note that the competition coefficients ω are 860 different for survival and growth but the distance-weighted neighborhood crowding w is the same, 861 because the fitted values of α for survival and growth were similar enough that we assumed a 862 common value. We estimated an average competition coefficientω, and a time-varying competition 863 coefficient ω S jm,t that was fitted as a random year effect.
864
We modeled the survival probability, S, of genet l in species j and group g from time t to t + 1
where γ is a time-dependent intercept, and φ is the coefficient for the effect of quadrat group.
868
Fitting this model to the data included estimation of the average and year-specific competition 869 coefficientsω S jm and ω S jm,t .
870
Our model for expected growth conditional on survival has a similar structure: where λ is the mean and θ is the size parameter. In turn, λ depends on the composition of the 883 quadrat in the previous year :
C jqt is the cover (cm 2 ) of species j in quadrat q at time t, γ is a time-dependent intercept, φ is a 886 coefficient for the effect of group location, ω is a vector of time-varying coefficients that determine 887 the strength of intra-and interspecific density-dependence; the year-specific ω R jk,t s (e.g. the effect of 888 species k on species j at time t) are drawn from a normal distribution with meanω R jk and variance 889 σ R jk , which are themselves drawn from a prior distribution with a mean of zero and large variance.
890
C is the vector of effective cover of each species. By estimating each species' effective cover in a 891 quadrat, we recognized that plants outside the mapped quadrat may contribute recruits to the focal 892 quadrat, and vice versa. We estimated effective cover in a quadrat q as a mixture of the observed 893 cover in the focal quadrat and the mean cover across the group g in which the quadrat is located:
where p is the mixing fraction between 0 and 1. In our IPM, the population of species j is represented by a density function n(u j , t) which gives 909 the density of genets of size u at time t, with genet size on natural-log scale, i.e. n(u j , t)du is 910 the number of genets whose area (on arithmetic scale) is between exp(u j ) and exp(u j + du). The 911 density function for size v at time t + 1 is given by
where the kernel k j describes all possible transitions from size u to v andw j is a vector whose 914 elements are the average crowding experienced by an individual of size u j in species j from all 915 species in the community. We describe below howw j is calculated from the density functions for 916 the species in the model. The integral is evaluated over a size interval [L, U ] that extends beyond 917 the range of observed sizes.
918
The kernel is constructed from the fitted survival (S), growth (G), and recruitment (R) models:
where n is the set of size-distribution functions for all species in the community. S is given by which does not track individual locations. Instead, we used spatially-implicit approximations that 926 incorporate the essential features of local neighborhood competition. When we analyzed the spatial 927 point patterns of conspecifics in the observed data, we found that while very small individuals were 928 distributed randomly, large genets had a distribution that was more regular (Adler et al. 2010, 929 Chu and Adler 2015). Thus, large plants experience less conspecific crowding than small plants on 930 average. However, this pattern is much weaker for heterospecific spatial patterns.
931
For heterospecific crowding, we applied the simplest mean-field approximation, which assumes where N is the average density of species k (individuals per quadrat),X is the average size of species k individuals (on absolute scale), α is the spatial scale over which species k affects neighbors (defined 938 in eqn. SI.27), and A is the area of a quadrat, in the same units asX.
939
The principal feature of the overdispersion of large plants is that conspecific large plants do not 940 overlap. More specifically, large plants have very few conspecific neighbors closer than twice the 941 mean radius of large plants of their species. For conspecifics, we therefore modified our mean-field 942 approximation by assuming that plants are distributed at random subject to a "no-overlap" rule 943 which requires that the centers of any two conspecific genets must be separated by at least the 944 sum of their radii. With the no-overlap constraint, the mean conspecific crowding experienced by 945 a species j individual of radius r due to neighbors of species k is given by 
950
For recruitment, the factor Φ = exp(γ R t + φ R g + ω R t C qt ) in eqn (SI.32) gives the total cover 951 of new recruits produced per quadrat, per unit area of potential parents. To incorporate this 952 recruitment function into the IPM, we assumed that individual fecundity increases linearly with 953 size, hence R j (v j , u j , n) = c 0,j (v j )e u j Φ where c 0,j is the initial size distribution of recruits. This 954 has the consequence that recruitment by any species is proportional to total cover, as desired. Φ is 955 calculated from n by converting the size distributions into total cover values, C j = e z n j (z, t)dz.
956
To see exactly how this all works, you can look at the code, which is available as online SI for this giving the standard error for eachr and storage effect estimate. The 4 rows of each matrix printed 971 below refer to the four species in alphabetical order, as in Table 1B 
