Abstract. We prove that the embedding to the projective space by the generalized theta divisors of the moduli space of rank 2 vector bundles on a generic curve is projective normal.
Introduction
Let C be a smooth projective irreducible curve of genus g ≥ 2 over an algebraically closed field k of characteristic zero. Let SU C (2) be the moduli space of semistable vector bundles of rank 2 with trivial determinant on C. Then we have PicSU C (2)
Z [L] with L the ample generator ([D-N] ). Global sections of L are called generalized theta functions as an analogue to ordinary theta functions on the Jacobian of C.
By [R] , the complete linear system |L| is base-point free. So we have a morphism
It is known that
• if g ≥ 3 and C is hyperelliptic, then ϕ L is not an embedding ( [B1] ),
• if g ≥ 3 and C is not hyperelliptic, then ϕ L is an embedding ([vG-I] , [B-V] ).
In this paper we consider the projective normality of ϕ L , that is, the surjectivity of the multiplication map
As to the map µ n , it is known that
• if C has no vanishing thetanull, then µ 2 is an isomorphism ([B2] ),
• if C has no vanishing thetanull, then µ 4 is surjective ([vG-P] ),
• if C is generic, then µ n is surjective for n even and n ≥ 2g − 4 ( [L] ).
The main result (Theorem 4.2) of this paper is that if C is generic, then the multiplication maps
are surjective for all l ≥ 1. Combining this with Beauville's surjectivity of µ 2 for curves with no vanishing thetanull ( [B2] ), we have Theorem 1.1. ϕ L is a projectively normal embedding for a generic curve.
Factorization theorems.
Theorems that express the space of generalized theta functions on the moduli space of bundles on a nodal curve in terms of generalized theta functions on the moduli space of parabolic bundles on the normalized curve are called factorization theorems. Factorization theorems for GL(r)-bundles have been obtained by Narasimhan-Ramadas ([N-Rd] ) and Sun ([S1] , [S2] ). A factorization theorem for vector bundles of rank 2 with fixed determinant played an important role in the proof of SL(2)-GL(n) strange duality in [A] (see [Bel] and [M-O] for other elegant proofs of strange duality), and it also plays a key role in this paper. Let C := C 1 ∪ C 2 be a nodal curve such that C 1 and C 2 are smooth projective curves and they intersect at only one point p. Let L be a line bundle on C , and put L) be the moduli stack parametrizing torsion-free sheaves E on C with skew-symmetric isomorphism E → Hom (E, L) . We denote by Ξ C the determinant line bundle on SU (C , L) .
The factorization theorem that concerns us in this paper claims the existence of a filtration
such that for each graded part we have a canonical isomorphism
Here PSU(C i , L i ; p) is the moduli stack of parabolic rank 2 bundles with determinant L i on C i , and Ξ (n)
1.2. Outline of the proof of the main result. In this subsection we shall give an outline of the proof of the surjectivity of the morphisms (1.3) and (1.4).
The strategy of proof is using a degeneration argument and induction on the genus. Let C and L be as in the previous subsection. Consider the multiplication map
The target has the filtration (1.5), and we let
be the filtration for n = 1. As will be stated in Proposition 3.1, the filtrations have certain compatibility with respect to the multiplication map. Hence for the surjectivity of (1.7), we have only to consider the surjectivity of the graded parts:
By the isomorphism (1.6), this morphism can be written as (1.10)
where we wrote
. This is a (tensor product of) multiplication map of generalized theta functions on the moduli space of (parabolic) bundles on C i , so we can apply the induction hypothesis.
This naive idea of proof, however, does not work straightforwardly because
is odd, so the source of the morphism (1.10) is zero for 0 < a < n. This is why we consider the morphisms (1.3) and (1.4) instead of (1.2). Actually in this paper, we apply the above argument to the morphisms (1.3) and (1.4), and prove the surjectivity.
In order to make the induction work, we need to start not from C but from a pointed curve. As the first step of the induction, we prove the surjectivity of a parabolic version of the morphisms (1.3) and (1.4) for one or two-pointed curves of genus one (Proposition 4.1).
1.3. This paper is organized as follows.
In section 2 we define a moduli stack of parabolic 2-bundles with fixed determinant and a line bundle on this moduli stack. For a reductive algebraic group G in general, it is a difficult problem to compactify the moduli of G-bundles on a nodal curve. For G = Sp 2r or O n , Faltings [F] considered the moduli of torsion-free sheaves with a non-degenerate bilinear form. Our definition of the moduli stack of parabolic 2-bundles with fixed determinant is just a modification of Falting's moduli in the case G = Sp 2 = SL 2 .
In section 3 we state the factorization theorem of generalized theta functions on the moduli space of 2-bundles with fixed determinant, which will play a central role in the proof of the main theorem. The factorization theorem was proved implicitly in [A] , but even the statement of the factorization theorem was not stated explicitly there. (It was buried in the proofs of several propositions.) Although we do not need its proof for reading the later sections, we sketch an outline of it, giving explicit reference to [A] for some technical points.
In section 4 we prove the main theorem. In Proposition 4.1 we treat multiplication maps in the genus one case. In Theorem 4.2 we prove the surjectivity of the multiplications maps (1.3) and (1.4) by induction on the genus.
Moduli of parabolic bundles
As explained in the introduction, we shall prove the main theorem by a degeneration argument. In the course of the proof, parabolic bundles appear naturally. So we first define a moduli stack of parabolic bundles and the line bundles on it.
Definition 2.1. (1) Let C be a connected projective nodal curve over an algebraically closed field k of characteristic zero, and let s 1 , . . . , s m be distinct smooth closed points of C. Let L be a line bundle on C. The moduli stack PSU(C, L; s 1 , . . . , s m ), or PSU for short, of parabolic 2-bundles with fixed determinant L is defined as follows. For an affine scheme T , an object of the groupoid
, where E is a T -flat sheaf on C × T whose restriction to each geometric fiber over T is a torsion-free sheaf of rank 2, E ⊗ E → L T is a non-degenerate alternate bilinear form, and
where we denoted by (
) the universal family over PSU, and pr : C × PSU → PSU is the projection. Remark 2.2. As Faltings noted in [F] , for r ≥ 3, it is difficult to compactify the moduli of SL r -bundles on a nodal curve. For recent advances in compactification of G-bundles, see [Bho1] , [Bho2] , [Sch1] , [Sch2] .
Lemma 2.3. Retain the notation as above.
(1) Let n, a 1 , . . . , a m , n , a 1 , . . . , a m be integers. We have a natural isomorphism
, and an isomorphism
Sketch of proof.
(1) This is obvious from the definition of the line bundles.
(2) The fact that (2.3) is an isomorphism follows from the fact that f is a P 1 -bundle.
Here we prove a lemma about elementary transformations that will be used in the proof of Proposition 4.1.
Lemma 2.4. Retain the notation in Definition 2.1. (T is an affine k-scheme.)
(1) To an object 
(1) If we apply to E the procedure for obtaining E from E, then we obtain a triple E isomorphic to E ⊗ O(−s 1 ). Hence the morphism (2.4) is an isomorphism.
(2) By the isomorphisms
we have 
Factorization theorem
In this section we recall the factorization theorem of the space of generalized theta functions that was implicitly proved in [A, pp. 678, 679, 684] .
Let C be a projective nodal curve with two irreducible components C 1 and C 2 . Assume that C 1 and C 2 are smooth and that they intersect at only one point p. Let s be a closed point on C 1 \ {p}. Fix a line bundle L on C and put
There exist a filtration
and an isomorphism
The filtration and the isomorphism above are compatible with multiplication in the following sense. Let n ≥ a ≥ 0 be integers, and put n := n + n and a := a + a . Let V j 0≤j ≤n and V j 0≤j ≤n be the filtrations of H 0 PSU, Ξ 
Moreover we have a commutative diagram (3.4)
where the vertical isomorphisms are given by (3.2), ( * * ) is the one induced by ( * ), and ( * * * ) is a multiplication map.
In the later sections we use only the statement of the theorem. The reader may skip the following sketch of the proof.
Sketch of proof.
Here we just recall from [A] what the filtration is, giving explicit references to [A] 
where
which is isomorphic to a 3-dimensional quadric hypersurface, and the complement
Hence SL(E 1 | p , E 2 | p ) makes sense here. Let SL be the moduli stack that parametrizes data
SL has the open substack SL and the closed substack B, that are defined respectively by the condition that
Given data (3.6), we define the torsion-free sheaf E on C by the short exact sequence
where (E 1 | p ⊕ E 2 | p )/U is considered as a skyscraper sheaf at p ∈ C. We can also associate suitably a bilinear form
from the data (3.6), which gives rise to a morphismf : SL → PSU.
Moreover we have the diagram:
In fact, B is nothing but PSU 1 × PSU 2 , and ζ| B is the forgetful morphism of the parabolic structure at p.
We have an isomorphism (cf. [A, Lemma 3.5.7] )
We define the filter V j of H 0 (PSU, Ξ (n) a ) by
where the fact that ( * ) is an isomorphism is a consequence of [A, Lemma 3.5.4 ].
The restriction of the line bundle ζ
(cf. [A, p. 678, line 18] ). We obtain the induced morphism
This is injective. For the surjectivity, see [A, p. 684, line 23] .
Surjectivity of multiplication maps
The main theorem is proved by induction on the genus. The following proposition deals with the starting step of the induction, that is, the genus one case. (
1) Let s be a closed point of C. Put PSU := PSU(C, L; s). Then the multiplication map
is surjective for l ≥ j ≥ 0.
(2) Let s 1 and s 2 be distinct closed points of C.
If d is even, then the multiplication maps
Proof. We repeat, with minor changes, the argument in §3.2 of [A] . The point is that in the case of genus one, the coarse moduli space of parabolic bundles on a one or two-pointed curve is P 1 or P 1 × P 1 so that we can carry out an explicit calculation of multiplication maps.
(1) If d is even, then the surjectivity of (4.1) follows from that of (4.2) by Lemma 2.3 (2). Therefore we may assume that d is odd.
Fix a stable rank 2 bundle E 0 with determinant L. (Note that it is unique up to isomorphism.) Put
It was proved in the proof of Proposition 3.2.2 of [A] that ϕ is a certain GIT quotient; hence for any line bundle M on P(E 0 | s ) we have an isomorphism 
is in fact an isomorphism. 1 We have isomorphisms
Therefore the surjectivity of (4.1) follows from that of
(2) By performing an elementary transformation at s 2 , we know by Lemma 2.4 that it suffices to prove that for d odd, the multiplication maps
(4.5) and
(4.6) are surjective. Let E 0 be a rank 2 stable vector bundle with determinant L.
Since ϕ is a certain GIT quotient, we have an isomorphism
Hence we have
(4.7)
Therefore the surjectivity of (4.5) and (4.6) follows from that of
(4.9)
Now we come to the main theorem of this paper. 
Moreover, if d is even, then
Proof.
We proceed by induction on g ≥ 1. If g = 1, then the surjectivity of (4.10) and (4.11) follows from Proposition 4.1. Now let g ≥ 2, and assume that the theorem is true for g − 1. Let C 1 ∪ C 2 be a nodal curve of genus g such that C 1 is a smooth projective curve of genus one, C 2 is a smooth projective curve of genus g − 1, and that C 1 and C 2 intersect at only one point p. Let s be a closed point of C 1 \ {p}, and L a line bundle on s, p) and PSU 2 := PSU(C 2 , L| C 2 ; p). Supposing that the maps (4.10) and (4.11) are surjective for PSU 2 , let us prove that (4.10) and (4.11) are surjective for PSU. For n ≥ a ≥ 0, let
be the filtration given by Proposition 3.1. By the compatibility of this filtration with the multiplication stated in Proposition 3.1, the surjectivity of (4.10) and (4.11) follows from that of (4.13)
14)
where b α , c β = 0 or 2. For this, it suffices to prove the surjectivity of
if j ≥ r, and it suffices to prove the surjectivity of if r ≥ j. By the commutative diagram (3.4), the surjectivity of these maps is equivalent to that of
is one of the crucial points for proving the Verlinde formula by the degeneration method. For example, in the case of the moduli of rank 2 vector bundles with non-fixed determinant, Narasimhan and Ramadas [N-Rd] , [Rd] derived the fact by proving the vanishing of the first cohomology of the generalized theta divisor. However in [A] , the author proved the isomorphisms (4.23) and (4.24) using the Verlinde formula. Since the Verlinde formula is now established, this is logically no problem (although it might give the impression of cheating).
Corollary 4.4. Let C be a generic smooth projective curve of genus g ≥ 2. Then the ample generator L of PicSU C (2) gives a projectively normal embedding ϕ L :
Proof. It suffices to prove that the multiplication map (4.25)
is surjective for n ≥ 1. First note that the family of smooth projective curves of genus g is bounded, so there exists an n 0 such that for ∀n ≥ n 0 the map (4.25) is surjective for all smooth projective curves of genus g. So we have only to prove that for a fixed n, the map (4.25) is surjective for a generic C. By Proposition 8.3 and Proposition 8.4], we have a natural isomorphism (4.26)
This isomorphism and Theorem 4.2 imply that for a fixed l, the multiplication maps (4.27)
are surjective for a generic C. Since (4.29)
is surjective for a generic C by [B2] , we know that for a fixed n, the map (4.25) is surjective.
