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Abstract
For a sequence of rectangles R = (Rk)∞k=1 in Nd and a subset F of Nd , when the limit exists set
d(F, R) = limk→∞ |F∩Rk ||Rk | . Suppose the subset E of Nd has positive Banach density B(E). We give
conditions on R to ensure there exists a subset S of Nd with d(S, R) ≥ B(E) such that for each finite
subset {m1, . . . ,mr } of S we have
B(E ∩ (E + m1) ∩ · · · ∩ (E + mr )) > 0.
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1. Introduction
We consider two notions of density on Nd . Let R = (Rk)∞k=1 denote a sequence of rectangles
in Nd with sides parallel to the axes. Given a subset E of Nd , we say
d∗(E, R) = lim sup
k→∞
|E ∩ Rk |
|Rk | ,
denotes its upper density. If the above limit exists we say E has density denoted d(E, R).
Suppose S is a set contained in Nd and R = (Rk)∞k=1 is a sequence of rectangles with sides
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parallel to the axes contained in Nd , the lengths of whose sides tend to infinity with k. When the
limit exits let
B(S, R) = lim
k→∞
|S ∩ Rk |
|Rk | .
Let B(S) = supR B(S, R) where the supremum is taken over all such collections R. We refer to
B(S) as the Banach density of S.
For the theorem which we wish to prove we need to restrict attention to certain classes of
rectangles R = (Rk)∞k=1. In particular suppose nk = (n1,k, . . . , nd,k) is the south west corner
of the rectangle Rk . Suppose also that the rectangle Rk has sides (l1,k, . . . , ld,k) ∈ Nd . We also
assume li,k ≤ li,k+1(1 ≤ i ≤ d). Assume α ∈ (0,∞). Set
Ω iα = {(z, s) ∈ Z× Z+: |z − ni,k | ≤ α(s − li,k) for some k}
and set Ω iα(λ) = {z: (z, λ) ∈ Ω iα}(λ ∈ Z+). We call R good if there exists A = Aα ∈ (0,∞)
such that |Ω iα(λ)| ≤ Aλ(1 ≤ i ≤ d).
In this paper we use an ergodic theoretic method to show the following.
Theorem. Suppose the subset E of Nd has positive Banach density B(E). Suppose R is a good
sequence of rectangles. Then there exists a subset S of Nd with d(S, R) ≥ B(E) such that for
each finite subset {m1, . . . , mr } of S we have
B(E ∩ (E + m1) ∩ · · · ∩ (E + mr )) > 0.
The existence of d(S, R) is part of the conclusion of the above theorem. In the case d = 1
with Rk = {1, 2, . . . , k} (k ≥ 1), our theorem follows from a theorem of Rauza on homogeneous
systems [6]. See also [7]. Note however that even when d = 1 our theorem contains new
information. An ergodic theoretic proof of Ruzsa’s result based on the maximal ergodic theorem
appears in [5]. See [1] for a weaker result based on Birkhoff’s pointwise ergodic theorem. An
extension of the result in [1] to amenable semi-groups appears in [4]. The result in this paper
is made possible by the extension of Birkhoff’s theorem to moving averages [3]. The condition
li,k ≤ li,k+1 arises from the use of Lemma 1 below. On page 141 of [3] it is stated that this
condition can be dropped for maps of the kind we consider in this paper. If this is true the same
is true for our theorem. No proof of this claim explicitly appears in [3] however.
2. Proof of our theorem
Let R = (Rk)∞k=1 be a sequence of rectangles in Nd with sides parallel to the axes. Also let
(Ti )ki=1 be a set of commuting maps of L∞ induced by commuting measurable measure pre-
serving transformations (τi )ki=1 of the probability space (X, β, µ) by setting Ti f (x) = f (τi x)
(i ≤ i ≤ d). For the multi-index j = ( j1, . . . , jd) ∈ Nd write T j f (x) = T j11 · · · T jdd f (x),
write Sk(R, f )(x) =∑ j∈Rk T j f (x) and write Ak(R, f )(x) = 1|Rk | Sk(R, f )(x). The following
is proved in [3].
Lemma 1. If f ∈ L∞(X, β, µ) and R is a good sequence of rectangles, then f ∗(x) =
limk→∞ Ak(R, f )(x) exists almost everywhere.
To the sequence of rectangles R we associate the sequence of rectangles Ri,+ = (Ri,+k )∞k=1
(1 ≤ i ≤ d) where for in each rectangle the element (n1, . . . , nd) is replaced by the
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element (n1, . . . , ni−1, ni + 1, ni+1, . . . , nd). Notice that Ak(R, f )(x) − Ak(R, Ti f )(x) =
1
|Rk | (Sk(R, f )(x) − Sk(Ri,+, f )(x)). Also if 1 denotes symmetric difference, self evidently
limk→∞
|Rk1Ri,+k ||Rk | = 0. This means Ti f ∗(x) = f ∗(x)(1 ≤ i ≤ d) and so T j f ∗(x) = f ∗(x) for
j ∈ Nd . We summarize what we know at this stage in the following lemma.
Lemma 2. Suppose (U m)m∈Nd is an action of measurable, measure preserving transformations
of the probability space (X, β, µ) and R is a good sequence of rectangles. For B in β with
µ(B) = a > 0 and for each m ∈ Nd let Bm denote U−m B. Then if IBm denotes the indicator
function of the set Bm the limit
I ∗(x) := lim
k→∞
1
|Rk |
−
m∈Rk
IBm (x),
exists µ almost everywhere with I ∗(U m x) = I ∗(x)(m ∈ Nd).
Lemma 3. Suppose (X, β, µ), (U m)m∈Nd and B, are as in Lemma 2. Then there exists a subset
S of Nd with d(S) ≥ a such that for each finite subset F of S we have µ(∩m∈F Bm) > 0.
Proof. For the probability space (X, β, µ) and B ∈ β set Bm = T−m B for m ∈ Nd . For finite
subsets F of Nd let BF = ∩m∈F Bm . Let C denote the necessarily countable set of products of
finitely many characteristic functions of the form IBm . For each function f in C let N f denote
the set {x : | f (x)| > ‖ f ‖∞} and let N = ∪ f ∈C N f . Now if (X \ N ) ∩ BF ≠ ∅ then µ(BF ) > 0
because if x is in (X \ N ) ∩ BF , letting f = ∏m∈F IBkm and assuming µ(BF ) = 0 we
have ‖ f ‖∞ = 0. This means x is in N f , which is a contradiction. Thus removing N from X if
necessary, we may assume without loss of generality that if BF ≠ ∅ then µ(BF ) > 0.
By Lemma 2
I ∗(x) = lim
k→∞
1
|Rk |
−
m∈Rk
IBm (x)
exists with I ∗(U m x) = f ∗(x) for each m in Nd µ almost everywhere and X I ∗(x)dµ = a.
Because (X, β, µ) is a probability space there exists an x0 in X such that I ∗(x0) ≥ a. Let S be
the set {m ∈ Nd : x0 ∈ Bm}. It follows that d(S) ≥ a and as x0 is in Bm for each m in S we have
µ(BF ) > 0 for every finite subset F of S. 
We now complete the proof of our theorem. The argument is a variant of that in [2] p.74.
By hypothesis there exists a sequence of finite rectangles C = (CN )∞N=1 in Nd with sides
having strictly increasing lengths such that
B(E) = lim
N→∞
|E ∩ CN |
|CN |
exists and is positive. Let Ω denote {0, 1}Nd , that is the set of maps from Nd to {0, 1}. By
identifying IE the characteristic function of the set E in Nd with the sequence of 0 and 1’s it
represents we may think of ξ = IE as a point of Ω . Let Ti (1 ≤ i ≤ d) be the shift on the i th
coordinate on Ω defined by Ti x = x ′(i) when if x = (xn)n∈Nd then x ′(i) = (x ′n(i))n∈Nd and
where if n = (n1, . . . , nd) then x ′(n1,...,nd )(i) = x(n1,...,ni−1,ni+1,ni+1,...,nd ). Now let X denote
the closure of the orbit {T mξ : m ∈ Nd} in the product topology on Ω and let X0 denote
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{x ∈ X : x(1,...,1) = 1}. If δx denotes the delta measure on the point x , for each natural number
N let
µN = 1|CN |
−
m∈CN
δT mξ .
Because of the conditions on (CN )∞N=1 there is a probability measure µ supported on X and
preserved by Ti (1 ≤ i ≤ d) which is a weak star limit of the sequence of measures {µN }∞N=1. In
addition, passing to a subsequence of (CNs )
∞
s=1 if necessary, for every integrable function f on
Ω we have∫
Ω
f dµ = lim
s→∞
∫
Ω
f dµNs .
This means
µ(X0) = lim
s→∞µNs (X0) = lims→∞
1
|CNs |
−
n∈CNs
δT nξ (X0) = B(E) > 0.
By Lemma 3 this also means that
µ(X0 ∩ T−n1 X0 ∩ · · · ∩ T−nr X0) = lim
s→∞µNs (X0 ∩ T
−n1 X0 ∩ · · · ∩ T−nr X0)
= lim
s→∞
1
|CNs |
−
n∈CNs
δTnξ (X0 ∩ T−n1 X0 ∩ · · · ∩ T−nr X0)
= B(E ∩ (E + n1) ∩ · · · ∩ (E + nr )) > 0
as required for every finite subset {n1, . . . , nr } of S.
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