Abstract-High-accuracy localization remains a much desired but elusive feature for passive radio transponders as used in radio-frequency identification (RFID). We believe that the principle of cognitive radar can overcome the fundamental physical limitations hindering its implementation. We propose to jointly employ a narrowband radio to interrogate the transponders and an adaptive (ultra) wideband backscatter radio for the target tracking and for actuating, sensing, and learning the radio environment. This paper explores system model and key processing steps of such a cognitive secondary radar. At its core is a perception-action cycle, which consists of transmitter and receiver-side environment models for representing radio channel conditions and Bayesian trackers for the target states. Multipath is exploited to improve the robustness and to make optimum use of the radar's sensing capabilities. Feedback information is derived from the Cramér-Rao lower bound on the position error. Initial results are presented as a basic proof of principle.
I. INTRODUCTION
Recent seminal work by S. Haykin and co-workers described Cognitive Radar (CR) as a "step toward bridging the gap between neuroscience and engineering" [1] . The information processing in the visual brain, which has been extensively studied in neuroscience, gives valuable insight in the unparalleled capability of the brain of filtering out clutter and focusing attention on activity. In their earlier paper [2] , a bat has been discussed as an example showing the efficiency of cognitive processing in nature, in a setting that closely resembles a multistatic radar. The bat adapts its emitted ultrasound pulses, e.g. while approaching its bait. In doing so, it acts on the environment in an adaptive fashion, its sonar comprises a closed perception-action cycle (PAC). Memory and attention are considered to be key facilitators of "intelligence", both of which can be mapped to signal processing functionalities of a CR [1] - [3] .
A cognitive tracking and identification system is described in this paper that allows high-definition localization of large numbers of passive radio transponders 1 (enhanced RFID tags) in indoor environments at decimeter accuracy. We assume that most tagged objects are static over significant time spans. The radar then learns an accurate model of the scenario including radio channel properties, based on which it assigns bandwidth and processing resources for real-time tracking of objects that This work was partly supported by the Austrian Science Fund (FWF) within the National Research Network SISE project S10610. 1 "Passive" means that no battery is available for powering the transponder.
are being moved. The proposed system aims at (pseudo) realtime tracking of up to hundreds objects per cubic meter as seen in warehouse or sales floor applications.
In this paper, we focus on the PAC having a central role in a CR. Dense multipath propagation is the dominating characteristics of the propagation environment that has to be taken into account [4] . Adaptive illumination of the environment can exploit known deterministic multipath components (MPCs) through a TX-side environment model that is learned at runtime. Time reversal (TR) processing [5] , [6] is proposed, which is expected to be beneficial to overcome the degenerate pinhole channel of a backscatter radio system [7] . At the receiver side, deterministic MPCs can aid the target localization problem and overcome non-line-of-sight (NLOS) situations [8] . An RX-side environment model that is also learned at runtime provides the required channel information. This rigorous way of exploiting multipath is the key difference to the related work found in [9] .
The paper is organized as follows. The system model is introduced in Section II, including channel model and position error bound. In Section III, the PAC is introduced, highlighting TX adaptation, RX signal processing, and feedback. Sections IV and V elaborate on the implementation of memory and attention. Experimental results are discussed in Section VI.
II. SYSTEM MODEL AND POSITION ERROR BOUND

A. System concept and channel model
A network of transmitting and receiving radar nodes may be used in a final deployment of the proposed tracking system. However, for simplicity, we consider in this paper a single transmitting node only at position a TX and a single receiving node at a RX . A large number of passive targets is present in the environment at locations {p ℓ }, each of which can identify itself by modulating its radar cross section (RCS) 2 . All RF signals propagate in a multipath environment. We write the radio channel between radar node m ∈ {TX, RX} and target ℓ using a hybrid, deterministic-stochastic channel 2 In [10] , a hybrid UHF and UWB interrogation system has been discussed for RFID. The UHF system is used for powering up and addressing individual RFID tags. While responding by UHF backscatter signaling, the tag will modulate its UWB-RCS simultaneously and synchronously. This known signature is used to separate the returns of RFID tags from one another and from clutter. The challenges of the UHF layer of this system are beyond the scope of this paper. However, it is noted that the UHF system can benefit from (channel) information gathered by the CR.
impulse response model
where the sum accounts for a set of K m (p ℓ ) deterministic MPCs at delays {τ k,m (p ℓ )} and path amplitudes {α
We assume a deterministic model for the delays related to the geometry of multipath components. For example, reflections (of arbitrary order) at plane surfaces can be attributed to virtual transceivers at fixed locations a k,m that result from reflecting the physical transceiver in those planes. This yields τ k,m (p ℓ ) = 1 c a k,m − p ℓ , where c is denoted as propagation velocity.
The path amplitudes are factorized into a deterministic part γ k,m (p)| p=p ℓ and a random component β (ℓ) k,m . The former accounts for the path loss, deterministic phase shift, and visibility of some MPC and is equal for all targets if at location p. The latter accounts for the differences between individual transponders and for model mismatches.
The backscatter channel is composed of down and uplink channels as in (1), connected by the differential RCS T ℓ (f ) (cf. [11] ) that represents the RCS difference between the binary modulation states. It will differ for individual transponders due to de-tuning, tag orientation (polarization), and production variations. We assume that these variations can be approximated by the random variables {β
k,m } of the channel model, akin to the concept of random antenna modeling in [12] . Any errors to this model are accounted for in ν ℓ,m (τ ).
B. Position Error Bound
The achievable precision of multilateration systems is quantified by the position error bound (PEB), the Cramér-Rao lower bound (CRLB) of the estimated position vectorp. We define the PEB as tr J
−1 p
, where J p is the equivalent Fisher information matrix (EFIM) for the position vector p [13] . Following [8] , [13] , the EFIM can be given as
where β 2 is the effective (mean square) signal bandwidth,
is the signal-to-interference-plus-noise ratio (SINR) of the k-th deterministic signal component arriving at delay τ k and angle φ k , and J r (φ k ) is the so-called ranging direction matrix (cf. [13] ), a rank-one matrix with an eigenvector in direction of φ k . "Interference" has been modeled as a Gaussian random process representing diffuse multipath [8] . Its effective power is T s S ν (τ k ), the product of an effective pulse duration T s and the power delay profile S ν (τ k ) for the diffuse multipath at delay τ k . This result holds for a scenario, where an active source is being localized. For backscatter channels, the PEB has a similar form, but the transceiver configuration now resembles a MIMO radar as in [14] . Furthermore, the model of the diffuse multipath has to account for the convolution of the diffuse and deterministic parts of the down and uplink channels. Initial result for this backscatter-channel PEB are presented in Section VI-B. Equation (2) illustrates that each deterministic signal component contributes information to the localization problem 3 , given that its source's geometry is known. This knowledge will be provided by the RX-side environment model of the CR. Equation (2) also indicates-through the SINR k -how much information each signal component adds, which is needed for proper weighting of measurements. These weights can also be learned by the CR. Firm insight is thus provided how to employ the CR for efficiently and robustly estimating the target locations. Evaluating (2), it has been found in [8] , [15] that bandwidths of at least 1 GHz are needed to achieve satisfying positioning performance in dense indoor channels.
III. PERCEPTION-ACTION CYCLE
The PAC at the core of the CR consists of three main building blocks (cf. [1] ), the Bayesian tracking filter for representing the target states, the system model library for receiver optimization, and the transmit waveform library for transmitter control. However, in contrast to [1] , we propose to employ multiple Bayesian state-space trackers for representing environment and target states. The TX-side and RX-side environment models represent global information that is common to all targets, while the target state-space models represent individual information including the target positions.
A. Transmitter adaptation
Time-reversal transmitter beam forming is a well-known strategy for coping with clutter in MIMO radar systems (see e.g. [16] ) but it has also been discussed for UWB (e.g. [5] , [6] ). Some intuitive arguments can be given, why TR processing can be a good choice for this CR, while a proof of optimality is out of scope of this paper. Most importantly, focusing the transmit power onto the target optimizes the link budget. The transmit waveform for TR processing reveals the information required at the TX 4 . It is written as
where θ TX (p ℓ ) is the TX-side environment model that deterministically depends on the target position, whilex ℓ represents the current target state including the position estimatep ℓ . θ TX (p ℓ ) comprises the number of modeled deterministic MPCsK TX and their parameters such as delay and amplitude.
To achieve a deterministic relation top ℓ , we propose to compute these parameters from the (estimated) positions of virtual transmitters at locationsâ k,TX , e.g.
is an estimated MPC gain and f c is the carrier frequency 5 . A deterministic channel model can never be accurate enough to achieve perfect TR for each (target) location p ℓ . To account for mismatches, we incorporate in the state vector x ℓ the previously introduced gain correction factorsβ (ℓ) k,TX for each MPC. Finally, p(t + τ k,TX (p ℓ )) in (4) are transmit pulses shifted to a-causal TX times (for simplicity of notation).
The transmitter-side environment model θ TX (p) will be learned considering the joint feedback from the receiver for an ensemble of targets, as explained in Section IV.
B. Measurement Model
The received signal, when interrogating tag ℓ, is obtained from convolution of (4) by the up and down-link channels (1) for m = TX, RX and the addition of WGN w(t),
The final approximation (5) assumes accurate environment models and target state estimates, i.e. we havep ℓ ≈ p ℓ and a k,TX ≈ a k,TX and γ k,TX (p ℓ )β
k,TX , ∀k, such that the deterministic MPCs add up coherently at the target. It comprises an additive noise component w(t; θ TX (p ℓ ),x ℓ ) which depends on the TX waveform parameters θ TX (p ℓ ) andx ℓ . By this dependence, the transmitter controls the accuracy of the state estimation in the RX, an essential property of a CR [1] . 6 
C. Receiver processing
Assuming the approximation (5) to hold, we can exploit the insight obtained in Section II-B to design the receiver-side signal processing. The measurement log-likelihood function is approximated as the inner product of the received signal and a hypothesized channel response (cf. [8, (14) ]), ln p(z ℓ (t)|ψ RX (p),x ℓ ) 5 Note that a path-loss model is not included in this example. 6 It is noted that the noise component w(t; θ TX (p ℓ ),x ℓ ) also represents the cross-terms k = k ′ from the intermediate convolution result.
where E p is the energy of pulse p(t). The hypothesis is parametrized by the vector ψ RX (p), whose entries comprise the RX-side environment model. In particular, we again relate the path delays to virtual receivers at fixed positions, obtaininĝ τ k,RX (p) = 1 c â k,RX − p . These virtual receiver locations will be estimated by analyzing the combined measurements of an ensemble of targets, see Section IV. The environment model also provides the weightsŵ 2 k (p), which quantify the power of diffuse multipath interfering with the k-th deterministic component (cf. Section II-B and [8] ). The path gains {α (ℓ) k,RX } are nuisance parameters to the location estimation. 7 In case the environment models and/or the target state estimates are not exact, the following extended likelihood function can be employed
Hence, a mismatch between the real and estimated target positionp ℓ , which results in choosing the wrong TR processing parameter θ TX (p ℓ ) for the transmitter adaptation, can be accounted for. Otherwise, the likelihood function would have a systematic error, which means that its maximum were not on the target's real position.
D. Feedback information
The (posterior) CRLB is a suitable measure for feedback information within the PAC [1] . Suitable approximations of this quantity are subject of ongoing research. However, the available CRLB (2) and the measurement model (5) already indicate the type of feedback information that may be used.
• The accuracy of the TX-side TR processing determines the signal energy, noise power, and effective bandwidth of the tag reflection, cf. (5): The signal energy is proportional to the energy sum of all correctly resolved MPCs; non-resolved MPCs contribute to the noise process; incorrectly resolved pulse delays lead to a broadening of the effective transmit pulse, equivalent to decreased effective bandwidth.
• With appropriate RX-side processing, proper weighting of the MPCs is feasible. This requires the estimation of the signal-to-interference ratios of the MPCs, cf. (2). This completes the discussion of the PAC for the proposed system. The following sections outline the roles of memory and attention.
IV. MEMORY
We split the memory in two parts, the target states on the one hand (including the random part of the channel state information) and the environment model on the other hand. When tracking either part of the memory, we consider the other part as fixed. We proceed by describing these two estimation steps, respectively, highlighting their interdependencies.
1) State space tracking:
The state of the ℓ-th RFID tag at time step n is given as x ℓ,n = [p; v; β TX ; β RX ], where p = [x; y] is the position, v = [v x ; v y ] is the velocity, and β TX and β RX are the random parts of the MPC amplitudes. At this stage of our work, we consider perfect environment models and neglect the randomness of the channels of individual tags. I.e., the entries of [β TX ; β RX ] are considered to be all ones. The implementation of this random model component will be an important topic for future work.
The measurement received from the ℓ-th tag is denoted as z ℓ,n . As the states can only be observed through the measurements, we can model the tracking problem as a hidden Markov model. The posterior PDF at the (n − 1)-th step is given by p(x ℓ,n−1 |z ℓ,1:n−1 , θ TX , ψ RX ). Due to the fact that conditioned on the state at the previous time step, the current state is independent of all previous measurements, we can use the state-space transition PDF p(x ℓ,n |x ℓ,n−1 , z ℓ,1:n−1 ) = p(x ℓ,n |x ℓ,n−1 ) to obtain the prior PDF of the target state x − ℓ,n using the Chapman-Kolmogorov equation
p(x ℓ,n |x ℓ,n−1 )p(x ℓ,n−1 |z ℓ,1:n−1 , θ TX , ψ RX )dx ℓ,n−1 .
As mentioned above, the TX-side environment model θ TX (p) is used for the TR processing. The feedback information of the PAC for choosing the optimal TR parameters can be extracted from the prior PDF (8), using the criteria discussed in Section III-D. The most simple way to obtain a specific instance of feedback information is to use the position estimatê p ℓ,n of the predicted target state x − ℓ,n to adapt the transmitted signal in (4), i.e.
Hence, the new measurement z ℓ,n to be used in the update step of the state-space filter depends on the TR processing parameters θ TX (p ℓ,n ). The prior PDF (8) is updated with the measurement z ℓ,n using the Bayesian theorem, so that the posterior PDF of the updated state x + ℓ,n can be written as
whose denominator is given by p(z ℓ,n |z ℓ,1:n−1 , θ TX , ψ RX ) = (11) p(z ℓ,n |x ℓ,n , θ TX , ψ RX )p(x ℓ,n |z ℓ,1:n−1 , θ TX , ψ RX )dx ℓ,n .
2) Environment Memory:
The second part of the memory is also implemented using a Bayesian estimator. For this step, the posterior PDFs of the state vectors x ℓ,n of the RFID tags are considered to be known. The measurements of an ensemble of RFID tags at time step n are stacked into a vector Z = [z 1,n ; z 2,n ; . . . ; z L,n ], where L is the number of tags. Also, the known state parameters for time step n of the ensemble of tags are stacked in a vector X = [x 1,n ; x 2,n ; . . . ; x L,n ]. Using Bayes' theorem, one can then write the posterior PDF of the TX-side and RX-side environment models as
Eq. (12) illustrates the interaction of the joint feedback and joint measurements. The former yields position-resolved instances of the TX-side environment model. These are useful for the latter, as they enable an observation of the RX-side environment model through the ensemble of tags. Due to these two separated steps, the Bayesian state-space tracking filtering and the Bayesian estimation of the TXside and RX-side environment models can be executed in an iterative manner to get both the state of the RFID tags and the environment parameters. At this stage of our work, we focus on the first step, the tracking problem, and assume the environment as perfectly known. The modeling of the environment is part of ongoing work.
On top of these state-space models, we envision additional layers of memory that can implement large-scale models of the environment and the tag population. For instance, the changing visibility of MPCs throughout the observation area and specific characteristics of various transponders may be represented. And, when considering changing the bandwidth and carrier frequency of the TX signal, adaptations of the environment models need to be made.
V. ATTENTION
We assume availability of a static propagation environment over extended periods of time. In such phases, the CR can repeatedly probe the environment and thereby incrementally learn the environment models, interrogating the targets in a round-robin fashion until convergence.
The key role of attention is providing fast and accurate response to changes within the environment. Ideally, the CR will respond by assigning additional resources for tracking those moving targets. Here, an adaptive signal bandwidth can be exploited again. Less bandwidth implies less accuracy but also a lower resolution of the search space. The latter will benefit the convergence of the PAC when re-localizing targets that moved "suddenly". Remember that we propose to monitor thousands of targets, hence a continuous high-rate monitoring of all targets is not feasible. Thus it is very likely that the state-space trackers have to respond to "large" movements.
VI. INITIAL RESULTS
A. Time-reversal Processing -Experimental Results
The performance of TR processing is demonstrated in Fig. 1 , based on measurement data. The up and downlink channels have been measured separately (but simultaneously) using a vector network analyzer in the 6-8 GHz frequency range, connected to three antennas for TX, RX, and transponder. The transponder antenna was moved along a straight line in 5 cm steps. For this illustration, the TX and RX-side environment models have been extracted from the geometry of the environment as discussed in [15] . An NLOS situation was chosen for the uplink to demonstrate the full potential of TR. The downlink was LOS. Fig. 1(a) illustrates the impulse response of the "full" backscatter channel, the concatenation of the up and downlink channels, without TR processing. A series of 11 measurements is depicted, allowing the eye to distinguish deterministic components from diffuse multipath. The expected MPCs of the downlink channel-corresponding to the RX-side environment model-are superimposed as dashed lines with bullet markers. It is clearly seen that this model does not match the measurement data. Any localization algorithm employing this information would fail. Fig. 1(b) includes the TR signal according to (4) . Now a good match is seen between the measurement and the expected MPCs, in particular at 10 and 30 ns but also at 20 ns. For comparison, the pure downlink channel is shown in Fig. 1(c) . The latter reveils the same components. It shows less pronounced diffuse multipath but the information bearing timing is equivalent. Another difference is the appearance of artifacts from the TR processing in Fig. 1(b) , such as spurious components arriving prior to the LOS.
B. Target Tracking, Time-reversal, and PAC
We next illustrate the impact of TR processing for waveform adaptation in the PAC on the tracking performance. The TXside and RX-side environment models are assumed to be perfectly known at this stage. A computer simulation model has been implemented, consisting of one TX node and two RX nodes to track one mobile target (MT) along a trajectory as shown in Fig. 2(a) . The trajectory consists of 35 target positions, which represent 35 time steps. For the motion model we used a linear and constant velocity state-space propagation model with Gaussian process noise.
The multipath channels from the transmitter to the RFID tag and the channel from the tag to the receiver are modeled by (1) . The deterministic part of the channels comprises the LOS path and first and second-order specular reflections. The transmitted pulse p(t) is modeled as root-raised cosine pulse, with a rolloff factor of β roll = 0.6 and a pulse duration of T p = 0.5 ns. The carrier frequency f c of the pulse is 7 GHz and similar to [8] , we used a free-space path-loss model for the MPC gains. The diffuse part of one single channel is modeled as doubleexponential function cf. (eq. (9) in [17] ). Its parameters are the total power of the diffuse multipath Ω 1 = 2.32 × 10 −7 , γ 1 = 20 ns, γ rise = 5 ns and χ = 0.98. The effective SNR of the LOS components are 30 dB (at the first trajectory point).
A particle based method was used for the Bayesian statespace filter. We used an auxiliary sampling importance resampling particle filter as described in [18] . The PDFs are represented by 100 particles. The particles are perfectly initialized with the first trajectory point of the MT. Fig. 2(a) illustrates the evolution of the particles along the trajectory. The CDFs of the obtained position estimation errors are shown in Fig. 2(b) , averaged over 60 runs.
To better understand the impact of TR employed for transmitter adaptation, the CRLB has been evaluated numerically for a single backscatter link of this scenario. Fig. 3 shows a clear advantage for the TR method. Without TR, path overlap occurs to a vast extent, due to the very large number of deterministic components in the backscatter channel (approx. 120). Path overlap leads to information loss for the overlapping deterministic components, which is evident in Fig. 3 in form of peaks in the PEB. Path overlap is greatly lowered with TR, seen in a smoother PEB at significantly lower level. Fig. 2 (b) also compares two experiments, where one does and the other does not employ TR. Here surprisingly little difference is seen between the two cases. Reason is the availability of the additional RX node. It creates two stable backscatter links, both at LOS, which yields a robust configuration for location tracking, with and without TR.
VII. CONCLUSIONS
This paper proposes cognitive radar for tracking passive backscatter transponders (RFID tags) in dense multipath environments. Deterministic multipath components are exploited to overcome robustness issues in non-LOS situations. The radar learns TX and RX-side models of the radio channel for this purpose. Time reversal processing yields a focusing of the TX power onto the target location, which helps overcoming the tight link budget. Initially, a UWB radar is needed to be able to distinguish MPCs. However, once the environment models are known, the radar may reduce its signal bandwidth, yielding reduced processing demands and improved response times. Uplink LOS, T s = 0.5 ns, SNR diff = 27 dB, SINR 1 = 30 dB PEB Backscatter channel PEB Backscatter channel + TR processing Fig. 3 . CRLB of the position estimate along the trajectory shown in Fig. 2(a) . The CRLB has been numerically evaluated for a single backscatter link (TX-RX1).
