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THE STACKED LEADING INDICATORS DYNAMIC FACTOR MODEL:  





The paper introduces an approximate dynamic factor model based on the extraction of principal 
components from a very large number of leading indicators stacked at various lags. The model is 
designed to produce short-term forecasts that are computed with the EM algorithm implemented 
with the first few eigenvectors ordered by descending eigenvalues. A cross-sectional bootstrap 
experiment is used to shed light on the sensitivity of the factor model to factor selection and to 
sampling uncertainty. The empirical number of factors seems more appropriately set through an 
analysis of eigenvalues, bootstrapped eigenvalues or the BIC than with more sophisticated 
information criteria. Confidence intervals derived from bootstrapped forecasts show the extent to 
which the data composition can support the hypothesis of business cycle co-movements and the 
selected factors can account for those shocks. Pseudo real-time out-of-sample forecast experiments 
conducted with a dataset of about two thousand series covering the euro area business cycle show 
that the SLID factor model outperforms benchmark models (AR models, leading indicators 
equations) for one-, two- and three- quarters-ahead forecasts of GDP growth. The accuracy of 
coincident forecasts compared to final estimates is not significantly different from Eurostat Flash or 
first estimates and is slightly superior to that of CEPR Eurocoin.  
 
Keywords: bootstrapping, approximate factor model, GDP forecast, principal component analysis, 
EM algorithm, common factors. 
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NON TECHNICAL SUMMARY 
The modelling of business cycle developments and the short-term forecasting of GDP using leading 
indicators equations is usually not very robust to sampling uncertainty. First, leading indicators can 
only reflect specific shocks well. If shocks of a different nature occur in subsequent periods, then 
the indicators have to be reselected. Secondly, while numerous indicators are available, there is no 
rule that robustly prescribes which indicators should be selected. Moreover, results obtained using 
standard regressions are unfortunately very sensitive to the choice of predictors. 
A factor model can provide a better response to these challenges. In the case of the approximate 
factor model described in this paper, there is ex ante very little selection from among all potential 
leading indicators. All series assumed to contain information about the current and/or future 
economic situation of the euro-area economy can be selected. The model distils from the pattern 
common to all leading economic series a signal about the business cycle in the near future that is 
cleansed of noise and idiosyncratic patterns of the series. Short-term forecasts about the business 
cycle can be directly derived from an efficiently extracted signal. In contrast to conventional 
forecast models based on regression on a few leading indicators, the forecast accuracy should be 
more robust over time, even if economic shocks of a different nature occur given that all potential 
indicators are used (at several lags). 
The standard assumption of a factor model is that all indicators have two components: a common 
component corresponding to the general economic situation (business cycle) and an idiosyncratic 
component that is specific to each indicator. Following the methodology of Stock and Watson 
(1998), it is possible with principal component analysis (PCA) to extract from a large set of data 
common factors that summarise the unobserved common component to all series. Given that factor 
extraction is performed on a variety of series from countries of the euro area, the common 
component to all series reflects the overall business cycle of the euro area and can provide a good 
proxy for euro area GDP. Consistent estimates of the “true” (latent) common factors driving the 
business cycle can be obtained with large numbers of indicators and observations. In order to meet 
those requirements, about two thousand time series, covering various data from the twelve countries 
of the euro area, were collected.  
The appropriate number of factors entering the model remains to a large extent an issue to be 
resolved by empirical applications. In a sense, the problem of indicator selection is replaced by that 
of factor selection, but economic judgment is of little help in this context, since factors are difficult 
to interpret directly. Moreover, the properties of PCA estimators in a non-asymptotic context are not 
known. This holds, in particular, for the effect of sampling uncertainty on the estimated factors.  
Since PCA is a non-parametric method, bootstrapping provides a useful tool to shed light on these 
issues. The bootstrap is a resampling technique that is used to measure the sensitivity of model 
estimates to sampling uncertainty. The implementation of the bootstrap in the cross-sectional 
dimension of the data is particularly well suited to the issues raised by the consistency of 
approximate factor models. A monitoring of the variability of model estimates with bootstrapped 
samples (sample replicates of the same size randomly drawn with replacement from the original 
dataset) shows how consistent the factor estimation is. The intuition behind the use of a cross-
sectional bootstrap is simple. Where principle components are consistently estimated in a factor 
model framework, they account for some common shocks driving the data. Then, resampling the 
data should only cause minor variations in factor estimates, given that any sample replicate should 
by definition exhibit the same common shocks. Conversely, large variability of factors (and 
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forecasts) is likely to signal that the factors were not consistently estimated from the data with PCA 
or that the number of factors was not correctly set.  
With cross-sectional bootstrapping, we obtain confidence intervals for the forecasts, which show the 
extent to which the data composition can support the hypothesis of business cycle co-movements 
and the selected factors can account for those shocks. Bootstrapping can also be used to select 
factors based on latent roots (eigenvalues corresponding to the principal components). The 
sensitivity of the forecast accuracy is checked for the other elements of calibration required by the 
model. 
Empirical simulations, using about two thousand leading indicators and taking into account their 
real time availability, show that our approximate factor model outperforms benchmark models 
(simple stochastic model, leading-indicator equations) for one-, two- and three- quarters-ahead 
forecasts. The accuracy of coincident forecasts of GDP growth compared to final estimates is not 
significantly different from Eurostat Flash or first estimates and is slightly superior to that of CEPR 
Eurocoin. 
GDP is one possible measure amongst others of business cycle conditions. This series is itself an 
imperfect estimate of business cycle conditions (due for example to seasonal and trading-day 
adjustment or measurement errors). All the discrepancy between measured GDP and the factor 
model coincident forecast should not be viewed as problematic since the former might not 
necessarily be a better reflection of business cycle conditions than the latter. 
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1.  INTRODUCTION 
This paper builds on previous research presented in Grenouilleau (2004), which aimed at the 
construction of a robust approximate factor model for short-term forecasting of business cycle 
series. The objective is to improve the robustness of the model, to monitor more precisely its 
forecast accuracy and, in particular to study in greater detail the issue of the selection of factors and 
the sensitivity of the model to the calibration. 
◊ 
◊ 
                                                
General description of the approximate factor model  
The general framework of the model is factor analysis, the objective of which is to extract common 
or summary information from a large number of series. Following Reichlin (2002), each variable in 
the model is “represented as a sum of a component which is common to all the variables in the 
economy and an orthogonal idiosyncratic” component (residual). If most variables display co-
movements, a few factors will account for a large share of the data variance. In the case of 
economic time series, the patterns of which usually reflect business cycle fluctuations, it can be 
expected that a few macroeconomic shocks reflected in the common factors will account for a 
substantial share of the data variance.  
The approximate factor model used in this paper is analogous to the SLID factor model1 introduced 
in Grenouilleau (2004): common factors, reflecting cyclical co-movements across series, are not 
estimated with a maximum likelihood method but with principal component analysis (PCA) as in 
Stock and Watson (1998). In theory2, common factors are consistently estimated with PCA for N 
(predictors) and T (time observations) going to infinity. Principal components are extracted from a 
large set of series stacked at several lags. Forecasts are recursively computed with the EM 
algorithm, based on a simple projection of the variable of interest on the first few eigenvectors 
(sorted according to the descending order of eigenvalues).  
The calibration 
Where the number of predictors exceeds the number of observations, the estimation of a factor 
model is not feasible with maximum likelihood3, but only with PCA. With PCA, the use of a 
greater number of predictors can potentially lead to a gain in forecast accuracy provided that the 
constraint on their number is relaxed. On the other hand, parametric tests are no longer available in 
order to inform calibration choices, in particular the choice of the number of factors. In other words, 
more information is potentially available with PCA, but the robustness of the model may remain a 
source of concern, since factor estimation and forecast accuracy depend on calibration choices. 
The use of approximate factor models with large N (greater than T) in empirical forecasting 
applications unavoidably involves a sizeable amount of calibration. The number of latent factors 
entering the model for a given variable of interest (here euro area GDP growth) remains to a large 
 
1 Sorted Leading Indicators Dynamic factor model, of which a special case is the Stacked Leading Indicators Dynamic 
factor model, which is dealt with in this paper. 
2 Cf. for instance Bai (2003). 
3 An efficient maximum likelihood estimation of a factor model (usually performed with a Kalman filter) requires a 
much larger number of observations than predictors in practice. 
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extent an unresolved issue in a non asymptotic framework4. Standard applications usually motivate 
the choice of the number of factors with adjusted in-sample fit5, but the robustness of the 
calibration, for example, to the data composition or to the time sample, remains an open issue. 
Other "hyper-parameters" also need to be calibrated: the number of lags for the predictors (or the 
factors6), and the sample span (time window), which is used to estimate the model7.  
The reliability of the factor model is likely to be closely linked to the robustness of the calibration. 
◊ 
                                                
Model uncertainty 
In theory, approximate factor models allow us to be somewhat agnostic about the informational 
content of the many predictors available, insofar as all of them could be used (in case of doubt) 
without any risk of instability in the model estimation. Technically, it is possible to include as many 
predictors as desired, since there is no restriction on the number of series compared to the number 
of observations8. However, if the number of factors is not precisely known in practice, the 
uncertainty about the choice of factors is to some extent similar to that about the choice of 
predictors in small-dimension systems (OLS regressions or VAR). The issue of the selection of 
predictors is transferred to the stage of factor selection, even if circumvented at the stage of the data 
selection. The uncertainty at the stage of factor selection is all the greater given that decision rules 
based on the fit might involve similar methodological9 or econometric10 risks to those involved 
with fitting leading indicators to a given explained variable. Even worse, the choice of factors is 
more difficult than that of predictors in the case of low-dimension systems, since there is no direct 
mapping of factors to economic indicators and, hence, little economic interpretation available to 
inform the choice of factors as predictors.  
Thus, the robustness of approximate factor models with a large cross-section dimension depends 
heavily on the decision rule for the selection of factors. The focus of this paper is to introduce a 
methodological framework based on a bootstrap experiment, which allows us to assess whether the 
calibration is robust to the uncertainty regarding the choice of the series entering the input database. 
The robustness of the model to data sampling is obviously not a sufficient condition to ensure that 
the calibration is valid for any time sample including future observations. However, the use of a 
cross-sectional bootstrap should provide an answer on two issues: is PCA estimation of factors 
consistent with a large cross-section and a fixed (small) number of observations? and is the 
calibration (and in particular the selection of factors) robust? 
 
4 Available asymptotic information criteria (e.g. Bai and Ng (2002)) do not seem applicable. See below the results of 
the implementation of such tests on empirical data. 
5 Information criteria are traditionally based on in-sample fit adjusted by a penalty term. Cf. Bai and Ng (2002), Stock 
and Watson (1998). 
6 In the case of the standard ("fitted") approximate factor model, cf. Stock and Watson (1998). 
7 It also concerns the filtering threshold, which calibrates the ex ante removal from the dataset of predictors with low 
correlation to the benchmark series in Grenouilleau (2004), but not in the model specification used in this paper. 
8 In contrast to parametric factor models estimated with maximum-likelihood, which require a non singular (T,N) data 
matrix. 
9 An ad hoc calibration to achieve a good out-of-sample fit is potentially subject to the same methodological problem as 
in-sample fitting. There is no guarantee that the fit obtained within a given sample can be replicated with additional 
observations. On ex ante vs. ex post forecast accuracy evaluation, see Clements and Hendry (2005). 
10 Overfitting, spurious regression, multicollinearity or other causes of non robust specification over time.  
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2.  ECONOMETRIC FRAMEWORK 
2.1.  FORMAL PRESENTATION OF THE APPROXIMATE FACTOR MODEL  
2.1.1.  General presentation 
The Stacked Leading Indicators Dynamic factor model is based on the Sorted Leading Indicators 
Dynamic factor model introduced in Grenouilleau (2004), which itself draws on the approximate 
factor model framework developed by Stock and Watson (1998). The aim of the models is to 
robustly extract the information contained in a large cross-section in order to forecast a variable of 
interest (namely euro area GDP) up to a few quarters ahead. The model is a "pure" factor model and 
not a "fitted" factor model11. GDP is included in the dataset of predictors and the projection of GDP 
on a subspace of factors is automatically derived from GDP loadings obtained through PCA. A very 
large number of predictors is used (about two thousand) and, moreover, all predictors are included 
at several lags in the dataset in order to extract ex ante the temporal dynamics12 conveyed by the 
data. The EM algorithm is used to tune the GDP forecast, which is estimated just like a missing 
observation in the dataset13. Forecasts at subsequent steps ahead are recursively based on 
predictions obtained at previous steps. For the baseline model, no filtering of the input variables 
(predictors), such as that described in the original paper introducing the SLID model14, is performed 
(the usefulness of filtering is examined in the section on analysis of robustness).  
2.1.2.  Factor extraction 
Series are stacked at various lead15 or lags into the data matrix: 
[ 4 3 2 1 0 1 , , , , , + + + + − = X X X X X X X ]
                                                
16, (1) 
 
11 In the standard approximate factor model, e.g. as introduced by Stock and Watson (1998), forecasts are derived from 
the estimation of an appended system including a subset of factors and the series to be forecasted. 
12 In contrast to standard approximate factor models, such as Stock and Watson (2002b), in which principal component 
analysis is performed statically (on coincident data only) and factors are bridged with lags to the variable of interest. 
13 See the full description of the algorithm in annex 1. 
14 The original model formulation in Grenouilleau (2004) allowed the dataset to be trimmed according to the cross-
correlation of the predictors with the variable of interest (i.e. GDP). Predictors at a given lag with a correlation to GDP 
lower than a preset threshold were removed from the dataset at the same lag. Here, series are stacked but not sorted 
according to their correlations to GDP or, equivalently, the correlation threshold is set to zero. 
15 Series introduced with a lead in the data base are rarely used for GDP forecasting due to a lack of timely availability 
of such series. However, it is possible for a "coincident" forecast of GDP performed at the same date as the Eurostat 
Flash estimate release to use the first survey observations available for the subsequent quarter. 
16 All series are potentially assumed to contain leading information at a horizon of i quarters. They are thus shifted by i 
quarters into the future in the matrix X+i. Note that the splitting of the matrix suits the objective of forecasts performed 
up to a theoretical maximum horizon of h=4 quarters. Further stacking might improve the model forecast performance 
at more remote horizons for some variables of interest, for which long-leading indicators are available. 
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where X0 is a matrix of Q-Q0+1 observations (rows) from quarter Q0 to quarter Q and N series 
(columns), X+i is the matrix of the same N series in columns but the observations are shifted by 
i quarters (downwards) into the future. In real time, X contains some missing observations at certain 
leads or lags due to the timeliness of availability of the series.  
Let us consider a forecast for the horizon h (by convention h=0 for a coincident17 forecast). The 
data matrix X is trimmed in the time dimension in order to retain X
h a time window of T quarters 
from quarter Q+h-T+1 to quarter Q+h, the last observation of which corresponds to most remote 
quarter Q+h to be forecasted. All the series that display a missing observation (at a given lead or 
lag) over this time-span are removed from the set X
h (at the relevant lead or lag) leaving Nh 
variables (columns). 













For i from 1 to T+h-1, given  { }





i f F  and  { }





i λ  where i>0: 
{ } ) . )( . (






f F X F X Min h
i
h
i λ , (3a) 
the solution18 to which is to set F
h (T+h rows and columns19) to be the T+h eigenvectors of the 








The corresponding loading matrix Λ
h (Nh rows, T+h columns) is derived from: 
h h h X F . ) ˆ ( ˆ 1 − = Λ  (3c) 
The k latent factors of the model entering equation (2) are assumed to be the first k eigenvectors of 
 (by order of descending eigenvalues). Accordingly, only the first k rows   actually enter the 
latter equation (2).  
h F ˆ h Λ ˆ
2.1.3.  Forecast computation 
Let us assume that our variable of interest, euro area GDP, is included (coincidently and possibly 
with lags) in the data matrix. For convenience, let the coincident series of GDP be denoted by the 
last series in X
h. According to our definition, the last observation of GDP (and only the last) is 
missing at the coincident forecast horizon. The omission is the same several steps ahead irrespective 
                                                 
17 “Coincident”, one-quarter and two-quarters-ahead forecasts refer, respectively, to forecasts produced less than 3 
months before the release of Eurostat GDP flash estimate,  between three and six months ahead of Eurostat GDP flash 
estimate release and between six and nine months ahead. Let us recall that Eurostat's GDP flash estimate is released 
about 45 days after the end of the quarter estimated, hence the use of the term coincident for information available 
shortly before its release. 
18 See for instance Stock and Watson (2004). 
19 It is not necessary to increase the time period span by h observations at the horizon h compared to the coincident 
(h=0) forecast. In the following empirical applications, the time window span is in fact kept constant (constant T+h), 
meaning that T decreases by one observation for one more step ahead in the forecast horizon. T+h = 30 quarters in most 
numerical applications presented in this paper. The time window is thus shifted by h quarters for h-step-ahead forecasts 
compared to the coincident forecast. 
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of the forecast horizon, since forecasts at horizons hi>0 can be recursively based on the previous 
horizons' forecasts hj for all j<i. 
∑
=








h T N f X
h
1
, , , h T .   GDP  (4) 
…is the forecast to be computed with k factors, i.e. the one and only missing observation in 
the data matrix X
h. The EM algorithm allows us to obtain joint estimates of f 
h and Λ
h, that 
will rapidly converge to a unique solution, whatever first guess is used for GDPT+h in order 
to fill the missing observation and make the extraction of principle components possible 
over the whole time-span of T+h observations (for more detail about the implementation of 
the EM algorithm, see annex 1). 
The EM algorithm requires an exogenous assumption regarding the number k of principal 
components, assumed to be estimators of the latent factors (see equation 4), which can be used to 
forecast GDP. 
◊ 
                                                
Motivation for such a specification 
Standard approximate factor models20 generally involve the additional estimation of an appended 
OLS or VAR system including a selection of factors and the variables of interest. This can be 
avoided with our specification. The problem with appended systems is that an additional source of 
forecast volatility is introduced through the estimated linkage between the factors and the dependent 
variable. One should consider that factors are already estimated with error through PCA. The OLS 
or VAR estimation of the relation between GDP and the factors (potentially including lagged terms 
of both exogenous and endogenous variables) necessarily adds more uncertainty to the estimation of 
the coefficients (parameters), which can only be reduced through the use of a longer time span. 
Where samples with many observations are required, fewer series are available. Moreover, the 
likeliness of structural breaks in the input series or endogenous series is increases. Last but not least, 
more principal components are extracted from the data21, and the number of potential combinations 
of factors rises exponentially with the number of principal components available. All in all, longer 
time spans do not necessarily increase the robustness of the linkage between factors and the 
modelled variable, nor do they enhance the informational content of the input data. 
The SLID specification offers another trade-off between all these constraints: more series are 
available since the time window is narrower, fewer principal components are extracted, and the 
calibration essentially concerns the number of factors, not the additional estimation of the linkage 
between factors and the forecasted variable. 
2.2.  THE BOOTSTRAP METHOD APPLIED TO FACTOR MODELS 
2.2.1.  The bootstrap method 
Bootstrapping is a computer-based method for assessing the accuracy of any statistics derived from 
a data sample. It is particularly useful in the case of non-parametric models, where confidence 
 
20 E.g. Stock and Watson (1998). 
21 The number of principal components is equal to the smallest dimension of the dataset, which normally corresponds to 
the number of observations in approximate factor models and to the number of series in maximum-likelihood factor 
models. 
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intervals for the estimates cannot be derived from the model. It is based on resampling the data 
randomly with replacement in order to construct approximated confidence interval for a statistic, 
which is function of random samples with an unknown probability distribution22.  
Suppose a random sample X of size N is observed from an unknown probability distribution F: 
X x x x F N = → ) ,..., , ( 2 1 , and θ  a parameter of F:  ) (F t = θ . 
Bootstrapping uses the empirical distribution function  , which attaches 
probability 1/N that each x
*) *,..., *, ( ˆ
2 1 N x x x F →
i will proxy θ  with   according to the "plug-in principle".   ) ˆ ( ˆ F t = θ
A bootstrap estimate of the bias of   is:   θ ˆ
[ ] ) ˆ ( ) ( * ˆ 1
) ˆ ( (.) * ˆ ) ˆ ( ) ˆ ( Bias
1





F F − = − = ≈ ∑
=
θ θ θ θ ,23 
where   is a bootstrap replication of   based on a bootstrap 
sample of the same size consisting of N data values drawn with replacement from the observed 
sample X. This Monte Carlo estimate converges to the expectation of s(x*) according to the law of 
large numbers. 
[ *) *,..., *, ( ) * ( ) ( * ˆ
2 1 N
b x x x s x s b = = θ ] θ ˆ















ˆ (.) * ˆ ) ( * ˆ
1
1
) ˆ ( ) ˆ ( θ θ θ θ .  
Under standard circumstances, the distribution of   becomes more and more normal as N grows 
large according to the central limit theorem, with a mean near 
θ ˆ
θ  and a variance near  .   []
2
ˆ ) ˆ (θ
F SE
2.2.2.  Monitoring factor consistency with cross-sectional bootstrap 
◊ 
                                                
The consistent estimation of factors with PCA 
Approximate factor models theoretically permit the consistent estimation of factors with a large 
number N of input series (predictors) based on principal component analysis (PCA). However, very 
little is known about the convergence of principal components to common factors in empirical 
applications with existing (non-simulated) data, i.e. without strong assumptions about the 
underlying data generating process (DGP)24. In an empirical setup or in a semi-asymptotical 
framework25, a certain degree of uncertainty affects the estimation of factors with PCA: factors are 
approximated by principal components. Moreover, there is no definitive criterion for identifying the 
exact number of latent factors characterising a given set of data. 
 
22 For a general presentation, see Efron et al. (1993). 
23 The convergence is faster with a better bootstrap estimate, which replaces the second term (parameter estimate with 
the observed sample) with the average of bootstrap resampling vectors, see p. 130-133 in Efron et al. (1993). 
24 Cf. Bai and Ng (2002). 
25 For instance: with very large N and finite (small) T. 
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This theoretical issue may have important empirical implications: the composition of the (input) 
data might affect the factor estimation and forecast estimation26 in a semi-asymptotic framework, 
and adding more data might not necessarily yield factors, which carry a signal that is more useful 
for forecasting any endogenous series27. If factor estimates or forecast estimates were sensitive to 
the choice of input series, this would challenge either the model specification or the econometric 
technique used. In principle, factors contain only a signal common to all the input business cycle 
series. If this common signal varies substantially across samples, it could mean that the sample 
replicates contain predictors that are irrelevant for describing the business cycle (case of mis-
specification by analogy to OLS). Alternatively, it could mean that consistency requirements for 
factor estimation with PCA are not met with too small N and/or T.  
PCA is a statistical method which is non parametric. As such, it gives no hint about the properties 
of the estimates or about confidence intervals around these estimates in a non-asymptotic 
framework. Only bootstrapping can provide such estimates and help to detect a problem of 
consistency in the estimation.  
◊ 
                                                
Factor consistency and cross-sectional bootstrapping 
In the case of a time series model estimated with PCA, the bootstrap method can be applied to the 
cross-sectional dimension of the data, considering that the dataset used is just one sample drawn 
randomly from a larger population of potential predictors. Bootstrapping allows us to obtain 
empirical distributions for any model estimate (eigenvalues, eigenvectors, loadings and forecasts28), 
which should converge in most circumstances to their true distributions under uncertainty regarding 
the choice of input series. The use of bootstrapping to analyse the stability of principal component 
analysis estimates is not new29, but its application to time series models is a somewhat more recent 
and controversial issue. In a cross-sectional framework, the time sample used is non-random; only 
the cross-sectional composition is random and the problems of bootstrap estimation, which arise for 
time series models30, are not relevant for this framework.  
The intuition behind this bootstrap experiment is simple: by resampling the data, the bootstrap 
provides an assessment of the instability of the estimates arising from the selection of specific input 
series in a non-asymptotic framework or in empirical applications. According to the canonical 
approximate factor model framework, common factors are consistently estimated with large cross-
sections31. A bootstrap helps us to assess whether factor estimates provided by principal component 
analysis are effectively consistent with N, given that common factors summarise the signal 
conveyed by all series, which is by definition insensitive to the inclusion of specific business cycle 
indicators in each data resample. In other words, one can check that the dataset is sufficiently large 
to disentangle common signals from idiosyncratic signals. If this consistency property remains valid 
in a semi-asymptotic framework (fixed T but very large N), the common factors should be identical 
across bootstrap replicates. But the other principal components (by order of descending 
eigenvalues) are likely to exhibit more variability across replicates, given that bootstrap replicates 
will not contain the same subsets of series capturing idiosyncratic shocks. Eigenvalues and loadings 
 
26 Cf. Grenouilleau (2004). 
27 Cf. Boivin and Ng (2003). 
28 In the baseline factor model presented in this paper, forecasts are obtained through direct projection of the benchmark 
series onto the latent factors.  
29 Cf. Beran et al. (1985), Daudin et al. (1988). 
30 Cf. Härdle et al (2003). 
31 The literature has not yet tackled the issue of the consistency requirements for N given T in a non-asymptotic 
framework. The issue of the time dimension of the dataset is neglected in the following developments. 
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(which give a unique projection of each series on the sub-space of principal components) should 
also be stable in the former case and more volatile in the latter. Forecasts that are computed as the 
sum of the factor observations (eigenvectors) weighted by the respective loadings should also be 
stable where consistent principal components are used. 
In the approximate factor model framework, only common factors (consistently estimated principal 
components) should be used to forecast the benchmark series, while the use of idiosyncratic 
patterns for the modelling of an endogenous series is left to standard stochastic models. Low 
standard errors (SE) of bootstrap estimates are likely to signal that only latent factors were used in 
the estimation, and that they have been consistently estimated with principal components (the cross-
section is sufficiently large and the dataset is consistently built to make the estimation converge). 
On the other hand, larger SE of the estimates suggest that either the cross-section is not large 
enough to obtain consistency or that the principal components used in the model do not correspond 
to common factors. 
2.2.3.  Monitoring forecast uncertainty with cross-sectional bootstrapping 
An indirect application of cross-sectional bootstrapping provides a more accurate analysis of the 
robustness of the model estimation, and in particular model forecast accuracy, to the calibration. For 
each calibration set, the bootstrap produces estimates of the model statistics (e.g. out-of-sample 
forecasts and RMSE) and their standard errors. These estimates are unbiased irrespective of the 
composition of the input data and their SEs reflect the behaviour of the model with various 
calibrations carried out under uncertainty regarding the selection of predictors. This type of "model 
uncertainty" relates to the fact that we have access in real time to thousands of economic indicators 
but we cannot know for sure which indicators are relevant predictors32 in the model. Monitoring the 
model forecast performance under a variety of calibration settings with bootstrapped statistics is 
likely to be more reliable insofar as the results are completely insensitive to data mining. 
However, it should be stressed that other sources of forecast uncertainty - not just the uncertainty 
related to the selection of input series but that arising, for instance, from the selection of a specific 
set of observations33 used to perform this exercise - are not taken into account in the cross-sectional 
bootstrap framework. This paper does not explore time-period bootstrap; such a task (left for future 
research) is not unfeasible but requires a complex randomisation of time observations given the 
dynamic structure of the model34. This shortcoming is compensated by the use of a long out-of-
sample time span (25 quarters) and by the systematic monitoring of bootstrapped results on a 
quarter by quarter basis or with sub-samples. This is done in order to allow the detection of any 
problem of robustness of the calibration to the time sample used. 
                                                 
32 With leading indicators equations, model uncertainty relates to the fact that the selected predictors are not necessarily 
the "true" ones, either because our economic judgement is wrong or because the decision rule for selecting regressors 
does not exclude the possibility of data snooping. 
33 Cf. parameter uncertainty in regression models. Stock and Watson (2004) mention temporal instability in their 
discussion about factor model instability and the bootstrap method could also be used to tackle this issue. Conversely, a 
bootstrap with random time observations and fixed data composition would provide estimates that are not necessarily 
robust to data snooping problems, especially with large but not very large cross-sections. 
34 In practice, time-period bootstrapping could be used to monitor forecast confidence intervals. However, monitoring 
the stability of eigenvalues or eigenvectors with such bootstrap framework is a complex task. One of the advantages of 
factor models is that factors and loadings are allowed to change over time, thus potentially adjusting to structural 
changes. This feature is highlighted through the use of a narrow time span (7½ years for the model presented here). 
Resampling the data in the time dimension might only result in a deterioration of the robustness of the estimates to 
structural changes, due to mixing up observations from different time periods (e.g. with moving blocks bootstrapping).  
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Bootstrap distributions indirectly show which calibration settings lead to lower RMSE and narrower 
confidence intervals based on bootstrap standard errors. Conversely, it is possible to detect 
calibrations under which the model accuracy is more sensitive to model uncertainty.  
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3.  EMPIRICAL RESULTS WITH THE BASELINE CALIBRATION 
3.1.  THE DATA 
3.1.1.  Data processing 
The various steps followed in the data processing are identical to those in Grenouilleau (2004)35. A 
very large set of data covering the twelve countries of the euro area and the euro-area aggregates is 
utilised. The series' selection criterion is judgmental: the selected series are assumed to contain 
information about the current or future economic situation and, therefore, to be possible leading 
indicators for the euro-area economy. An emphasis is put on good quality data in terms of accuracy 
and information content concerning the business cycle. A selection is made where many series are 
available for the same indicator.  
All series undergo a homogeneous transformation: they are seasonally adjusted with Tramo Seats 
(except where only adjusted data36 are available), converted to quarterly frequency, and 
transformed into first differences (a simple difference is used if the series can be negative, otherwise 
the difference in logarithms is used) in order to be made stationary. The real-time use of the model 
required a special treatment of monthly data. Where only one or two monthly values are available in 
a given quarter, a substantial loss of information would ensue if the latest observations of the series 
could not be used. Quarterly averages are thus replaced by rolling three-month moving-averages37. 
Series are stacked at several leads and lags (maximum three lags). Indicators for which no data are 
available for the quarter needed to compute forecasts are dropped38.  
The forecast computation is then derived from an optimisation scheme based on the first few 
principal components of the selected series (see the model presentation in previous section or the 
EM algorithm description in annex 1). 
3.1.2.  The pseudo real-time out-of-sample design 
The data used in the model are generally available from a few days to about four months after the 
end of the relevant month. With a database of about 2000 series, conducting the out-of-sample 
experiment for every month with the data effectively available at that time and adjusted using 
                                                 
35 Putting aside the fact that no filtering of the input data is performed. The data processing is completely automatised 
in order to allow for high-frequency (monthly) updates of the model forecasts. 
36 This refers in particular to the data from DataStream. In others words, whenever non-adjusted series are available, 
these series are preferred and are seasonally adjusted using Tramo-Seats.  
37 In other words, it is as if the quarterly average series is lagged by one or two months in time. Since factor analysis is 
performed on the whole series displaced in time, only the relevant (common) coincident information is extracted. 
38 For example, a coincident forecast for 2003Q2 is computed with 2003Q2 values of series introduced coincidently, 
2003Q1 values of series introduced with one quarter lag and 2002Q4 values of series introduced with two quarters lag, 
etc. Series introduced with a lead are dropped except during the 15 days preceding the release of Eurostat Flash 
Estimate, as some series are then available for the month following the coincident quarter. 
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historical seasonal coefficients would be a heavy procedure. Hence, the procedure of the out-of-
sample exercise had to be simplified.  
Vintage (as published at that time) values of the reference series, GDP, were used for each quarter 
of the out-of-sample. For the predictor series, data revisions are neglected (the effect is most likely 
negligible given the size of the cross-section). However, the date availability of the last observation 
is taken into account. 
At the reference date, all the non-lagged series, which do not have an observation for the quarter to 
be forecasted, are removed39 from the data subset. For lagged40 series, a similar selection is 
performed. Where the lagged series do not have an observation available at the reference date (after 
lagging) for the quarter to be forecasted (h-quarters-ahead), they are also removed from the dataset 
used for h-quarters-ahead forecasts in all out-of-sample simulations.  
Dealing with data availability in the case of monthly series transformed into quarterly series is 
slightly more complicated. As previously stated, it would not be optimal to exclude a monthly series 
until such time as all three months become available in a given quarter. For all quarters of the out-
of-sample, we use the three-month moving average ending in the month of the latest observation. In 
other words, it is as if the series was lagged by one (or two) month(s) when two (or one) monthly 
values are still missing in a given quarter (respectively). As all series are introduced at several lags, 
the latter series are also introduced with 4 (or 5), 7 (or 8) month lags (respectively), etc. 
The configuration just described corresponds to the information available in a real-time situation for 
any quarter to be forecasted in the out-of-sample span. Because of seasonal adjustment revisions, 
real time forecasts may not be exactly identical, but are most likely extremely close, since the 
number of series is very large. 
3.1.3.  Data sources  
◊ 
◊ 
                                                
The benchmark series: euro area GDP 
Thanks to the OECD41, vintage series for euro-area GDP dating back to 1999 have recently become 
available. It is therefore possible to construct an out-of-sample experiment starting in 1999 based on 
"vintage" series (meaning here that the series are identical to those published historically). The 
vintage series are not corrected for changes in the quarterly national accounts methodology that 
have occurred since 1999. As a result, some large revisions can be monitored, in particular for 
1999Q1. Given the magnitude of the GDP growth revision (about 0.4 pp) for the latter quarter, the 
observation is not included in the out-of-sample span. 
The predictors 
The dataset used to perform empirical experiments has changed compared to our previous paper42 
on the same model. Series from the monthly and quarterly Business and Consumer Surveys of the 
European Commission (2003) and from Comext trade data (in value terms) are the same. However, 
series covering industry and retail output data, housing starts, car sales, nominal data including 
 
39 More precisely, all the quarterly series with no value available for the quarter to be forecasted, all the monthly series 
with no monthly values available for the quarter to be forecasted. 
40 The method is the same for series introduced with a lead of one quarter. 
41 Vintage series published before 2002Q4 are unfortunately unavailable from Eurostat. In our previous paper (2004), 
we had recourse to personal GDP files collected from Eurostat at the time of release, dating back to 2001Q3. 
42 For a more detailed description, cf. Grenouilleau (2004). We focus here on differences. 
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industrial and retail prices, monetary aggregates, stock markets indices, nominal exchange rates, 
interest rates, labour market data, business start-ups, bankruptcies, and additional specific surveys 
are taken from Ecowin instead of the Datastream series used previously. Let us recall that the data 
are broken down to national and/or sectoral series where available. The composition of the data by 
country and their economic nature is summarised in the table below. 
type AT BE DE EA EL ES FI FR IE IT LU NL PT _other Total
Survey 42 42 71 80 42 50 42 143 42 59 9 42 42 706
F i n a n c i a l 56 3 7 3 73 1 0588 2 4 1 363 1 6
D e m o g r a p h i c s 131 1 411 1 2 2
L a b o u r 22 11 83 0 12 1 11 3 8 1 5 1 2 1
Output 6 11 13 5 10 17 12 20 7 28 12 141
Prices 10 22 54 20 53 37 10 42 44 8 300
S a l e s 1264 5212 2 2 1 1 5
F o r e i g n  t r a d e 3 63 83 7 3 63 93 63 83 63 7 3 73 6 4 0 6






3.2.  OUT-OF-SAMPLE RESULTS 
3.2.1.  Comparison with various benchmark models43 
◊ 
                                                
Comparison with other forecast models 
The following table summarises 25 quarters of out-of-sample RMSE for a selection of standard 
short-term forecast models available for euro-area GDP. Most models (except purely stochastic 
models) seem to deliver accurate forecasts in the second month following the end of the predicted 
quarter. This is notably the case with the OECD leading indicator equations44 that include hard data. 
However, leading indicators are typically subject to data mining problems, which are for example 
revealed when series are revised45.  
Just a few months before the release of flash or first estimates, the forecast accuracy of leading 
indicators equations deteriorates rapidly and they no longer offer a reliable alternative to a 
parsimonious AR(1) model. On the other hand, the performance of factor models (SLID model and 
Eurocoin) is more stable. The accuracy of Eurocoin deteriorates significantly for one-quarter-ahead 
forecasts (RMSE at 0.28%). However, it remains relatively low two months ahead (RMSE at 
0.25%), although the model was not designed to produce estimates more than a few weeks ahead of 
Eurostat Flash estimate46. 
 
43 Detailed tables are displayed in annex. 
44 Cf. Sédillot and Pain (2003). 
45 An update of the statistics presented in Sédillot and Pain (2003) based on revised series would provide a more 
reliable assessment. 
46 Two or three months ahead forecasts are based on proxies: the rolling MA3 (three-month moving-average) of the 
Eurocoin index ending in the last month available is used as a proxy for the growth rate of the relevant quarter. All three 
months of the quarter are usually available two weeks before the release of the Flash estimate for the latter quarter. Note 
that the accuracy is slightly overestimated due to the fact that the statistics is computed with the final (revised) index 
and not with real-time estimates of the index subject to (slight) revisions. 
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Forecast RMSE (a)      
(in %)





Coincident 0.19 to 0.21 0.22 to 0.28 0.28 0.19 to 0.35 0.21 to 0.30
One-quarter ahead 0.21 to 0.24 0.34 > 0.35 0.31 to 0.39
Two-quarter ahead 0.24 to 0.31 0.36
Out-of-sample span (d) 25 quarters 25 quarters 25 quarters 12 quarters  20 quarters
1999Q3-2005Q3 1999Q3-2005Q3 1999Q3-2005Q3 1998Q1-2000Q4 1998Q1-2002Q4
NOTES:
(a) The RMSE varies across months in which quarterly forecasts are produced, hence the ranges
(b) Based on 3-month moving averages of the monthly indicator
(c) Combination of hard/survey indicators based on 0 to 2 months of current quarter information
(d) Different spans are a source of bias for a direct comparison  
The SLID factor model accuracy is slightly better than that of Eurocoin according to the Diebold-
Mariano (DM)47 statistics; the hypothesis of better forecast accuracy of the SLID model is 
associated with a confidence level of only 77% at the date of release of Eurostat Flash estimate, 
90% for two-month-ahead forecasts and 97% for three-month-ahead forecasts.  
At more remote horizons, the stability of the SLID factor model suggests that it performs an 
efficient extraction of the leading signal contained in economic series up to 6 months ahead of 
Eurostat Flash estimate release. The accuracy of the SLID model within this range of forecast 
horizons is rarely shared by other short-term forecast models. For three-quarter-ahead forecasts, the 
DM statistics rather allow us to reject with only 80% confidence the hypothesis of equal forecast 
accuracy with an AR model.  
◊ 
                                                
Comparison with GDP first estimates (or Flash estimates where available) 
A common feature of most models for coincident growth forecasting is that the RMSE over 
relatively long out-of-sample spans does not seem to get lower than 0.20% (for quarter-on-quarter 
growth). The main reason for this stylised statistical fact could be that real-time estimates of GDP 
are themselves not very accurate. The RMSE of first (or Flash where available) estimates compared 
to the latest estimates available is 0.20% from 1999Q1 to 2004Q248. There is indeed no difference 
in accuracy between the SLID model and the Flash/first estimate with respect to forecasting the 
final estimate of GDP49. Changes in the methodology (seasonal, trading-day adjustments, index 
chain-linking) naturally play a certain role in those revisions but do not account for the bulk of the 
change50. 
One problem is that the GDP series (of which the last observations will be substantially revised) is 
used by short-term forecast models and the noise in real time is likely to give rise to a deterioration 
in the forecasts, specifications and calibrations of such models. Indeed, the SLID model forecasts 
 
47 See the description of the statistics and detailed results in annex 3. 
48 This compares to 0.21% for the coincident factor model forecast. These are final or "semi-final" estimates, given that 
the figures for the last quarters of the out-of-sample will be further revised. The revision process usually lasts about 8 to 
10 quarters, putting aside changes in the methodology. The out-of-sample span used for this statistics excludes the last 5 
quarters for which the latest estimate is obviously a bad proxy for the final estimate. 
49 The DM statistic is 58% over 1999Q1-2004Q2 and even 67% over 1999Q1-2005Q3. The accuracy of first/flash 
estimates forecasts of the coincident factor model and of the Eurostat latest estimate can also be compared; the DM 
statistics show again that there is no difference in accuracy. 
50 For example, the first estimate for 1999Q1 of 0.43% was gradually revised to 0.96% 9 quarters later and 
subsequently revised downwards to 0.85% with a negligible impact from changes due to index chain-linking or trading-
day adjustments. 
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with more accuracy the first estimate of GDP (RMSE at 0.16%) than the final estimate of GDP. The 
reason could be that the first estimate of GDP for a given quarter is itself affected by errors in the 
estimates of preceding quarters (also bound to be revised over time).  
Last but not least, the factor model estimate gives some indication on the direction in which the 
Flash/first estimate might be revised. The direction of revision is correctly forecasted in 77% of the 
cases (over 1999Q1-2005Q3), where the factor model's estimate is significantly different from the 
Flash/first estimate (at least 0.05 pp difference). 
All in all, the factor model coincident estimate should be seen as equally accurate in statistical terms 
as Flash/first estimates, but with different properties. GDP flash/first estimates are systematically 
biased (downwards) and more volatile (probably more noisy). The factor model estimate is on 
average unbiased but might underestimate growth in periods of high growth and overestimate it in 
periods of low growth. Since the latter nowcasts/forecasts are also smoother, they also provide a 
signal about the position in the business cycle, which is easier to interpret insofar as it is somewhat 
cleansed of very high frequency fluctuations, due for instance to trading days or seasonal patterns.  
Forecasts revisions  ◊ 
An important issue for a short-term forecast model is the consistency of the revisions when more 
data become available. With the SLID factor model, forecast revisions have a relatively low 
magnitude compared to what is typically obtained with a system of different leading indicators 
equations (one for every forecast horizon). The root mean squared difference at 0.09% is quite low 
between 6 months and 3 months ahead forecasts and becomes very low (0.05%) between 3 months 
ahead and coincident forecasts.  
Hit ratio: correct 
revision direction*





* Differences equal or larger than 0.05%
Forecast revisions
One-quarter-ahead to coincident forecast
Two-quarter-ahead to one-quarter-ahead forecast
Three-quarter-ahead to two-quarter-ahead forecast
 
Last but not least, forecast revisions seem to be well behaved: the direction of the revision 
compared to the final estimate (that will become available several quarters later) is correct in 90% 
of the cases (85% for two-quarter-ahead forecasts). 
3.2.2.  Forecast robustness under uncertainty 
Confidence intervals for the forecasts  ◊ 
99Q3-05Q3 Coincident 1Q ahead 2Q ahead 3Q ahead
1 factor 0.000% 0.000% 0.000% 0.000%
2 factors -0.003% -0.004% -0.004% -0.001%
3 factors 0.000% 0.000% 0.003% 0.000%
4 factors -0.002% 0.000% 0.000% -0.006%
5 factors 0.000% -0.011% -0.008% -0.027%
6 factors -0.010% -0.024% -0.014% 0.000%
7 factors -0.016% -0.019% 0.001% -0.005%
Compared bootstrapped/sample forecasts accuracy
An interesting application of cross-sectional bootstrapping to approximate factor models is to 
monitor how sensitive the forecasts are to the choice of input series. This experiment provides some 
insight about the convergence of principal components to factors, given that samples drawn 
randomly from the same database should by definition be associated with the same common factors. 
Large standard errors would signal either a too 
small number of series for the extraction to 
converge, the selection of inappropriate data 
or a wrong calibration of the number of factors 
chosen to perform forecasts.  
A first important result is that bootstrapped 
forecasts are only very marginally different 
from the forecasts directly obtained with the 
original sample: there is no bias due, for 
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instance, to data snooping. The use of bootstrapped forecasts improves the forecast RMSE very 
marginally only where more factors are used (negative difference in the table above between 
bootstrapped forecasts RMSE and sample RMSE). Under a full bootstrap experiment (including a 
time-period bootstrap), the property of unbiasedness would most likely still hold given the absence 
of bias for any quarter of the out-of-sample period. 
The graph below51 shows that the standard error (SE) of quarterly coincident forecasts is very low. 
For example, the SE is between 15 and 20 times smaller than average growth for coincident 
projections. The corresponding forecast range at a 95% confidence level is narrower than ±0.1 pp. 
However, the SE is much larger for very few specific quarters of the out-of-sample period, for 
instance 2002Q3 to 2002Q4. The explanation mostly lies in the fact that diverging patterns are 
displayed by the various subsets of data (e.g. survey data vs. output or industrial production data) 
and it is more difficult to extract a common pattern summarised by a few factors. A confirmation of 
the latter assumption can be found in the bootstrapped forecasts obtained with data excluding 
survey series (see next part for details).  











1999 2000 2001 2002 2003 2004 2005
Upperbound 95% (confidence level)
Bootstrapped forecast
Eurostat GDP
Lowerbound 95% (confidence level)
A potential remedy to large bootstrapped SE can be, in some cases, to reduce the number of factors 
used in order to base forecasts on "more common" signals and reduce the bootstrapped SE. In other 
cases, the confidence range might simply reflect strong heterogeneity in the patterns of the various 
predictors and the only remedy would be to reconsider the choice of predictors. 
◊ 
                                                
Compared RMSE and confidence ranges with alternative choices of factors 
99Q3-05Q3 Coincident 1Q ahead 2Q ahead 3Q ahead
1 factor 0.322% 0.342% 0.380% 0.408%
2 factors 0.308% 0.330% 0.387% 0.402%
3 factors 0.187% 0.207% 0.241% 0.308%
4 factors 0.194% 0.211% 0.244% 0.306%
5 factors 0.199% 0.223% 0.253% 0.316%
6 factors 0.215% 0.245% 0.262% 0.307%
7 factors 0.230% 0.250% 0.263% 0.310%
RMSE of the factor model bootstrapped forecasts The results presented above correspond to the 
baseline calibration of the model, which 
includes a selection of three factors. Forecasts 
based on alternative choices of factors exhibit 
other features in terms of accuracy and 
dynamics. The RMSE corresponding to three 
or four factors are much better than those with 
one or two factors. With five, six or seven 
factors, they usually deteriorate steadily, but 
not for all horizons.  
 
51 See graphs corresponding to other forecast horizons and detailed results in annex 3. 
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99Q1-05Q3 1Q lag Coincident 1Q lead 2Q lead
1 factor 66% 33% 8% -5%
2 factors 62% 35% 2% -31%
3 factors 83% 80% 61% 27%
4 factors 82% 79% 66% 30%
5 factors 83% 78% 66% 32%
6 factors 81% 75% 65% 30%
7 factors 80% 72% 65% 27%
Correlation of the coincident forecast index with GDP The signal captured with less than three 
factors is clearly lagging GDP. With three 
factors or more, the index is highly correlated 
with GDP coincidently. This indicates that the 
third factor conveys coincident or leading 
information, whereas the first two provide 
mainly lagging information. Beyond 3 factors, 
the coincident correlation tends to decline 
marginally, while the index correlation with a 
lead of one quarter is improved; subsequent factors are likely to contain more leading (but also 
noisy) information. 
99Q3-05Q3 Coincident 1Q ahead 2Q ahead 3Q ahead
1 factor 0.017% 0.015% 0.013% 0.011%
2 factors 0.028% 0.031% 0.045% 0.101%
3 factors 0.038% 0.041% 0.054% 0.078%
4 factors 0.048% 0.053% 0.063% 0.085%
5 factors 0.055% 0.064% 0.076% 0.102%
6 factors 0.064% 0.075% 0.096% 0.103%
7 factors 0.076% 0.084% 0.111% 0.113%
SE of the factor model bootstrapped forecasts
The graphs in annex 3 show that the more factors are used, the wider bootstrapped confidence 
intervals are. The explanation is simple: where additional factors are used, it is more likely that 
information pertaining to large subsets of (but not all) series is captured. The forecast variability 
according to the exact composition of the data is thus increased. Where few factors are used, there 
is a trade-off between the accuracy of the model, which requires using as many relevant factors as 
possible in order to retrieve more information, and the width of the confidence intervals, which is 
smaller if only common information is used. Very narrow confidence ranges are, for example, 
obtained with only one factor even for three-quarter-ahead forecasts. The problem is that the signal 
extracted with this factor is very flat, particularly at remote forecast horizons. More precise 
information needs to be found in the 
subsequent factors, the risk being that some 
factors reflect signals that are not common to 
all series. Beyond three or four factors, the 
RMSE no longer decreases, while the averaged 
SE increases rapidly. The use of additional 
factors raises forecast uncertainty and, 
although more information is available, the 
RMSE does not improve any longer. 
These observations confirm the notion that factor selection is a key issue for the forecast accuracy 
of factor models. Cross-sectional bootstrapping also provides a view on how much the data support 
a hypothesis of common patterns for the number of common factors specified. The combined 
readings of RMSEs and forecast index correlations might also indicate that the relevant information 
about coincident GDP is not necessarily clustered in a simple manner in the first factors across out-
of-sample quarters, especially for forecasts at more remote horizons.  
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4.  AN ANALYSIS OF FORECAST ACCURACY52 
The objective of a properly conducted out-of-sample experiment is to measure the sensitivity of 
models to forecast uncertainties. For example, a high out-of-sample RMSE combined with good in-
sample fit suggests that the model is not robust to parameter uncertainty (large standard errors on 
parameter estimates), and/or to model uncertainty (incorrect model specification), and/or to future 
uncertainty (unsuitable explanatory variables for the future)53. The longer the out-of-sample time 
span and the less ex post information is used, the more reliable is the assessment of the model's 
robustness to forecast uncertainties. A fair assessment of calibrated models is more difficult where 
calibration settings are not completely independent from the ex post fit. It is thus useful to monitor 
the sensitivity of the model to calibration settings. 
4.1.  THE NUMBER OF FACTORS 
Approximate factor models theoretically permit the consistent estimation of factors through PCA 
with a large number of predictors. However, little is known about convergence in a non-asymptotic 
framework, e.g. in empirical applications with non-simulated data. Principal components simply 
account for decreasing shares of the data variance (by descending order of eigenvalues) and, in 
practice, with a very large number of series, there is no simple criterion to determine which 
principal component is a factor and which is not. Calibrated information criteria recently provided 
in the literature do not seem robust to underlying assumptions on the data generating process. 
However, the selection of factors according to empirical PCA rules (based on eigenvalues) and 
supported with cross-sectional bootstrap findings, produces better out-of-sample results. 
4.1.1.  Bai and Ng (2002) information criteria (BNIC) 
Bai and Ng (2002) formulate the problem of estimating the number of factors as that of model 
selection, each model allowing for a different number of latent factors. They introduce three 
information criteria based on the residuals of the time-series regressions of predictors on a given set 
of k factors corrected by a penalty term54. The suggested number of factors is always one for our 
empirical setup.  
However, according to out-of-sample forecast results or eigenvalues distributions, the number of 
latent factors is certainly not one but rather three or four. Given that the BNIC shows satisfactory 
Monte-Carlo results with N and T of various magnitudes, it is likely that the penalty term is over-
calibrated for non-simulated data. Business cycle series (especially where many different predictors 
are used) have a relatively low signal to noise ratio55, at least much lower than that implied by the 
                                                 
52 For a more simple discussion of the model accuracy across forecast horizons in this section, the coincident forecast is 
that performed at the same time as the release of Eurostat Flash estimate, the one-step ahead forecast three months later, 
and so on. 
53 Using the typology introduced in Garratt et al. (2003). 
54 See annex 4 for more details. 
55 The signal is even lower where series are lagged. However, the Bai and Ng IC, based only on coincident series, also 
suggests one factor. 
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DGP considered in the above-quoted paper. With noisy data, the penalty term does not seem 
appropriately scaled to the large residuals of the series' regressions on the factors, irrespective of the 
subset of factors used.  
4.1.2.  Bayes Information Criterion (BIC) 
The BIC56 based on the residuals of the GDP regression on the factors (instead of the residuals of 
the predictors' regressions) seems to be better behaved. Detailed results in annex 4 are broadly in 
line with PCA analysis of eigenvalues and out-of-sample results. The minimum score is generally 
obtained with three factors (sometimes two factors only) across out-of-sample quarters, and the 
average score (across the out-of-sample span) is minimised with three factors at all forecast 
horizons. 
In this framework, the BIC outperforms the BNIC for a simple reason. We are looking for the 
optimal number of factors for the prediction of euro area GDP, assuming that all indicators gathered 
in our database contain some information about the variable of interest. The residuals of the 
regression on a subset of factors of some predictors that poorly correlated with GDP are necessarily 
less informative that the regression on a subset of factors of GDP itself. In other words, the 
accuracy of BNIC could be improved compared to the BIC only if all predictors contained a strong 
signal about GDP and very little noise, which is obviously not the case with a large number of noisy 
predictors. 
4.1.3.  The standard PCA approach: analysis of eigenvalues 
The magnitude of the eigenvalues obtained with PCA is generally considered to provide important 
information in order select latent factors. The sum of the eigenvalues corresponding to a set of 
eigenvectors directly informs us about the share of the data variance which is accounted for by 
those eigenvectors (factors). In practice, particularly where no precise prior can be used (e.g. the 
predictors are very numerous or noisy), it is more customary to monitor the decay of the 
eigenvalues. For N series and T principal components, a solution would be to test the hypothesis 
that the T minus k smallest eigenvalues are equal. If the hypothesis is accepted, there is no point in 
allowing for more than k latent factors57. The problem is that the distribution of the statistics does 
not tend to a standard form with very large N. A standard practice in PCA is thus to monitor 
empirically the rate of decay in decreasing eigenvalues58. Eigenvalues close to one another are 
considered to signal uninformative principal components and, therefore, non latent factors.  
Before examining the results quarter by quarter, an important remark should be made. Due to data 
availability constraints, the number of series available across the out-of-sample span is not the 
same. There are roughly twice as many series available (with 30 observations) for 2005 than for 
1999, i.e. at the beginning of the out-of-sample simulation (many series were discontinued and are 
no longer available or have been replaced by shorter series). Thus, there is no guarantee that the 
number of latent factors is exactly the same over the whole out-of-sample time span (1999-2005).  
There are two options for monitoring the decay of eigenvalues in our empirical setup. The first 
option is to monitor eigenvalues (also called "latent roots") quarter by quarter in the out-of-sample 
                                                 
56 In Grenouilleau (2004), the results correspond to the BIC criterion (where the sum of squared errors is computed with 
a regression of GDP on the factors and not of the predictors on the factors). 
57 See Lawley et al. (1971), p. 20. 
58 The "scree test" is based on such methodology, cf. Cattell (1966).  
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period and the second option is to average across quarters the percentage of variance “explained” by 
each eigenvalue. Conclusions drawn from the second option framework are valid only if the latent 
roots (and factors) are structurally the same over the out-of-sample period, irrespective of the 
quarter and regardless of the number of predictors that are actually available. 
Eigenvalues quarter by quarter in the out-of-sample  ◊ 
◊ 
◊ 
The ratio of each eigenvalue to the sum of all eigenvalues is the percentage of variance accounted 
for by each factor. In order to monitor the decay of eigenvalues more easily, we focus on the 
difference between the percentage of variance explained by eigenvalue i and that for the next 
eigenvalue i+1. According to the Cattell (1966) criterion, latent factors extraction should stop 
before a latent root carries no significant gain in explained variance compared to the subsequent 
eigenvalue. The relevance of this empirical criterion can be easily checked with a Monte-Carlo 
experiment. Where the data are generated with a factor structure, the first latent roots corresponding 
to the factors (their number is equal to the number of factors) are much larger than the subsequent 
eigenvalues, which are broadly equal to each other. Conversely, where the data is generated 
completely randomly, all eigenvalues are broadly equal to each other. 
On the graphs in annex 4, the first difference (for more clarity) of variance explained - stacked for 
all quarters of the out-of-sample - is displayed eigenvalue by eigenvalue. In our empirical 
application, the criterion usually prescribes that we keep the first three factors for coincident, one-
quarter-ahead and two-quarters-ahead forecasts. The decision is perhaps more difficult in the case 
of three-quarters-ahead forecasts: in some cases only the first factor is obviously providing a gain in 
explained variance or, alternatively, one could choose the first four factors because of a slight drop 
in the percentage of variance explained after the fourth factor. More surprisingly, a further gap 
between the 26
th and 27
th eigenvalues appears for some quarters in the case of coincident forecasts, 
which might signal some explanatory power rooted in the 26
th eigenvector. This point is left for 
future research. 
Averages of latent roots percentage across out-of-sample quarters 
Averages across quarters of percentage variance of eigenvalues can also be used in order to average 
out fluctuations due to the joint variations in the number of predictors and time-period 
idiosyncrasies. The decision based on the Cattell criterion is simplified: the gain in variance 
explained at all forecast horizons is on average much lower beyond the third factor and the criterion 
suggests keeping three factors. For three-step-ahead forecasts only, the decay in variance gain is 
perhaps slower and four factors could also be selected based on the criterion. The empirical 
performance of the model based on out-of-sample results is in fact only marginally worse with four 
factors at this forecast horizon. 
Bootstrap analysis of latent roots 
The preceding results were obtained with a given, albeit very large, set of business cycle indicators. 
Under uncertainty regarding the choice of predictors, it might be interesting to check whether the 
monitoring of eigenvalues would suggest the same number of factors for all data resamples. Given 
that common factors should by definition reflect shocks that are common to all series, resampling 
the data should only cause minor variations in the properties of the latent roots. If this is not the 
case, either the eigenvector is not a common factor, or the factor estimation is not perfectly 
consistent insofar as variations in the composition of input data affect the extraction of the signal 
common to all series. 
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The "scree" test performed with bootstrapped eigenvalues' percentages averaged across quarters59 
shows again that the first three factors should selected; the fourth eigenvalue is usually not 
significantly different at a confidence level of 95%60 from the fifth in the sense that both confidence 
intervals overlap. This result holds irrespective of the forecast horizon61. Common factors should be 
by definition the same across resamples. The bootstrap provides unbiased estimates of the 
eigenvalues: comparing ranges for the i
th bootstrapped eigenvalue and for the subsequent (i+1)
th 
eigenvalue is nothing more than checking the gain in explained variance under uncertainty 
regarding data composition and sample estimation62. The advantage of the bootstrap methodology 
is to take into account the uncertainty associated with factor estimation. However, the derivation of 
a formal test is difficult given the correlation between the distributions of the eigenvalues. 
The same exercise can be performed with bootstrapped eigenvalues quarter by quarter in the out-of-
sample span. Similar conclusions can be drawn with respect to the number of latent factors for most 
quarters. However, some variations appear, in particular across horizons. For coincident forecasts, 
the gap between the 26
th and 27
th eigenvalues is supported for some quarters, which would signal 
some explanatory power conveyed by the 26
th eigenvector. On the other hand, bootstrapped 
eigenvalues cast doubt on the actual explanatory power of some factors for three-quarter-ahead 
forecasts; the gap between the second and third factors is no longer statistically significant for some 
quarters, nor is that between the third and fourth factors in some cases. A choice of three factors at 
this horizon could thus be challenged for some quarters. Large forecast confidence intervals are 
often associated with overlapping ranges for the eigenvalues. While a decision criterion based on 
averaged eigenvalues (across quarters) yields consistent empirical results, there is room for future 
research on the fine-tuning of factor selection. 
4.2.  THE DATA TIME SPAN 
4.2.1.  Potential issues raised by a narrow time span 
The span of the time sample has been calibrated at 30 observations (7 ½ years), in order to match 
the duration of at least two euro-area short business cycles. The determination of the length of 
business cycles in the euro area has been complicated, especially in recent years, by the 
combination of volatile and lower growth. It appears from the graph opposite that GDP cycles have 
neither a constant duration (between 6 and perhaps 7 ½ years), nor a perfectly stationary pattern63.  
The use of a small time span does not intrinsically pose estimation problem64. A limited number of 
non-stationary predictors is unlikely to affect the estimation. However, estimation based on a 
                                                 
59 More precisely, the ratio of each eigenvalue divided by the sum of eigenvalues is averaged across quarters of the out-
of-sample period. 
60 Based on the empirical bootstrapped distribution. 
61 See detailed results in annex 4.  
62 A more complete and rigorous framework for this bootstrapping exercise would be to randomise the time period 
choice. While the mean of bootstrapped eigenvalues across quarters is probably a good proxy, the SE is likely to be 
larger. 
63 The standard interpretations are that there is a break in the trend-stationary series, or that the series is not stationary; 
cf. Perron (1989). 
64 By contrast, the estimation of a bridge equation would not be very robust with a narrow time window, as the number 
of available observations would be too small compared to the number of indicators to yield estimated parameters with 
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significant share of non-stationary series 
might produce inconsistent results65, as in 
the case of OLS, if the dependent variable is 
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Further investigation on this complex issue 
is beyond the scope of this paper, but it can 
be mentioned that samples having a smaller 
time span than the series cycles would most 
likely not be conducive to consistent 
estimation of factors and forecasts. The 
model implicitly assumes that the trending 
patterns of the series have some 
commonalities. A very short sample 
involves a higher risk of discrepancy 
between the sample trend in GDP growth and the average trend based on the series commonalities 
(which is necessarily smoother because some series display less pronounced cyclical patterns and 
because high-frequency idiosyncrasies are averaged out).  
4.2.2.  Empirical results with 24, 30 and 36 observations 
Given that very little theoretical analysis is available, it is interesting to check empirically whether 
the use of a different time span affects the model accuracy. Experiments for coincident forecasts 
were conducted with spans of 24 and 36 observations. The number of eigenvalues is equal to the 
number of observations, where the cross-section dimension is larger than the time span. With a 
different number of eigenvectors, it is first necessary to check whether the same number of 
eigenvectors conveys the relevant information, i.e. business cycle signals. The analysis of 
bootstrapped eigenvalues suggests that the optimal number of factors over the whole out-of-sample 
period is the same for all time spans66.  
Forecasts results are similar with 24 and 30 observations67. The quadratic mean of the bootstrapped 
forecasts’ SE is the same, meaning that confidence ranges have on average the same width. All in 
all, the increase in the number of series available68 might compensate the loss of precision due to 
the use of a narrower sample span.  
On the other hand, the model seems to be less accurate with a time span of 36 observations. The 
RMSE for 2000Q3-2005Q369 increases from 0.17% (24 obs.) or 0.18% (30 obs.) to 0.21% (36 obs.) 
                                                                                                                                                                  
high confidence level. Moreover, there would be an increased risk that some indicators are not stationary over a narrow 
time window. The use of a panel estimation method reduces considerably the confidence intervals around forecast 
estimates due to uncertainty regarding the choice of predictors. 
65 The trended predictors are likely to dominate the first principal components. 
66 Significant variations appear for some quarters of the out-of-sample period. The number of distinct eigenvalues is 
two rather than three for some quarters, with a 36 observations span. 
67 The coincident forecast RMSE is 0.21% with 24 observations vs. 0.19% with 30 observations. But the difference is 
mostly accounted by the first four quarters of the out-of-sample period. The respective coincident and one-quarter-
ahead correlations are 77% and 56% vs. 80% and 61%, which indicates that the index of forecasts is slightly less 
correlated with GDP. 
68 Recall that about twice as many series are available at the end of the out-of-sample period with a time window of 7 ½ 
years, due to attrition in the first half of the 1990s. More series are thus available with a shorter time window. 
69 Out-of-sample results are not available for quarters prior to 2000Q3 with 9-year time windows due to the starting 
date of the database. 
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The reduction in the number of series available appears to outbalance the potential gain in accuracy 
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4.3.  THE NUMBER OF LAGS FOR THE STACKED INPUT SERIES 
Coincident 1Q ahead 2Q ahead 3Q ahead 4Q ahead
1 lead 0.270% n.a. n.a. n.a. n.a.
in + lead 0.254% n.a. n.a. n.a. n.a.
coin 0.247% 0.243% n.a. n.a. n.a.
p to 1 lag 0.211% 0.218% 0.278% n.a. n.a.
up to 2 lags 0.195% 0.212% 0.264% 0.323% n.a.
up to 3 lags 0.187% 0.207% 0.238% 0.308% 0.361%
up to 4 lags 0.199% 0.221% 0.283% 0.324% 0.348%
up to 5 lags 0.227% 0.262% 0.322% 0.387% 0.354%
RMSE of the factor model with various leads/lags of stacked series
co
u
The baseline calibration of the 
model specifies a maximum 
number of three (quarterly) lags. 
The underlying presumption 
behind this choice is that it is 
unlikely that economic series 
contain reliable information about 
the future up to three-quarters 
ahead. It can be checked whether 
and how much the use of lags 
(introducing dynamics) actually improves the forecast accuracy. The dynamic structure of the 
model seems to improve the forecast accuracy (even for coincident estimations) and reduce 
confidence intervals. The forecast accuracy is enhanced by including up to three lags at all horizons. 
Conversely, the use of a fourth lag reduces the accuracy for coincident to three-quarter-ahead 
forecast. However, a fourth lag might be useful in the case of four-quarter-ahead forecasts70. 
1Q lag Coincident 1Q lead 2Q lead
Coincident 
series (no lag)
66% 71% 56% 25%
up to 3 lags 
stacked series
83% 80% 61% 27%
Correlation of the coincident forecast index with GDP growth Comparing the coincident forecast index 
with stacked lagged series to that with 
coincident series shows that only the RMSE 
is much lower with stacked lagged series 
(0.19% vs. 0.24%). The confidence 
intervals of bootstrapped forecasts are on 
average slightly wider, which is partially 
                                                 
70 Less than half of the series (moving averages of survey or consumer price series ) are available if only three lags are 
used. An observation for survey and CPI series is indeed available for the month following the coincident quarter.  
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due to less convergence with a smaller number of series71. But this feature is not systematic: the 
range for 2002Q172 is wider with coincident series, whereas ranges for 2002Q3 and Q4 are 
narrower (apparently the deceleration in growth was overestimated with lagged series). 
The dynamic properties of the coincident forecast index are also modified with the use of stacked 
lagged series: its correlation with GDP is improved at all leads and lags. The index is coincident to 
GDP where predictors are used coincidently and slightly lagging based on stacked lagged series, but 
the coincident correlation is nevertheless considerably improved. PCA allows a more accurate 
extraction of coincident and leading common signals with the use of stacked lagged series. One 
might wonder whether there is a point in using VAR systems of factors73 to retrieve the dynamics 
where PCA can actually directly do the job.  
4.4.  THE DATA COMPOSITION 
Factor models do not involve just a handful of predictors but a large or very large number of them. 
In contrast to standard low-dimension regression models, measuring directly the exact contribution 
of each variable to forecasts would give meaningless results, given that there are too many of them 
(about 2000 in our empirical experiments) and, moreover, a one-to-one mapping between factors 
and predictors is not feasible.  
Kapetanios and Marcellino (2003) introduce an interesting approach: they compute the impulse-
response functions (IRF) of selected key indicators to some estimated factors. The IRF give some 
intuition about the nature of the shocks conveyed by the selected factors. However, the link to the 
underlying predictors is still missing and forecasts cannot be accounted for by the data themselves.  
A more direct, albeit approximate, approach is possible in order to assess the linkage between 
predictors and forecasts. Since economic series are highly correlated within specific categories (e.g. 
survey, financial or employment series), it can make sense to check what the impact of a 
homogeneous subset of series of the same category is, instead of that of one particular predictor.We 
first examine the sensitivity of forecasts bootstrapped standard errors and point estimates to data 
composition in both forthcoming sections. A detailed analysis of the results obtained with an out-of-
sample experiment covering 1999-2005 follows. 
4.4.1.  Is the pattern of survey series always consistent with that of other data? A 
first check with bootstrapped confidence intervals 
The computation of standard errors around forecasts with cross-sectional bootstrap directly mirrors 
the degree of heterogeneity in the input data to the factor model. Suppose that a subset of series 
display a common pattern of strong growth whereas another subset points to stagnation, the 
common component to both subsets is estimated with more uncertainty than would be the case if all 
series exhibited the same pattern. The graph below shows that the standard error (SE) of quarterly 
                                                 
71 The quadratic mean of the SE with all stacked series is 0.038% vs. 0.044% with coincident series only. 
72 And for 2005Q2, but given that the corresponding GDP estimate is likely to be substantially further revised, it is 
difficult to draw at present any conclusion from this quarter. 
73 Stock and Watson (1998) suggested the possibility of using stacked lagged series but the properties of common 
factors extracted from stacked series have not been examined until Grenouilleau (2004) to the best of our knowledge. 
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coincident74 forecasts obtained with the factor model was much larger for very few specific quarters 
of the out-of-sample, for instance 2002Q3 to 2002Q4. The explanation mostly lies in the fact that 
diverging patterns were displayed by various subsets of data for these quarters (e.g. survey data vs. 
output or industrial production data). Then, it is more difficult to extract a common pattern 
summarised by a few factors.  
A confirmation can be found in the bootstrapped forecasts obtained with data excluding survey 
series. The confidence intervals obtained for 2002Q3 and 2002Q4 with this data are narrower, 
which indicates that the pattern of survey series and that of other series were partially discrepant for 
those quarters and that the heterogeneity in data patterns is reduced by excluding survey series75 in 
those specific cases.  
Coincident forecast: Bootstrap confidence intervals
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The overall SE quadratic mean is nevertheless increased by 25% from 0.038% to 0.047% because 
of the loss of precision associated with a smaller number of predictors under PCA estimation. In 
general, it is nevertheless useful to use all series and not to discard survey series: the overall 
quadratic mean of standard errors across all out-of-sample quarters is increased by 25% from 
0.038% to 0.047% where survey series are removed, because of the loss of precision associated 
with a smaller number of predictors (one third of the series are missing) with PCA estimation. This 
means that forecast uncertainty is generally increased where survey series are not used. 
4.4.2.  The contribution of various categories of data to point forecasts 
In the previous paragraph, we examined the impact of the use of a specific category of series, 
survey series, on bootstrapped SE and confidence ranges. The impact of specific subsets of data on 
forecasts point estimates can also be monitored using the same method, i.e. comparing the forecast 
obtained with all series to that obtained with a specific subset of data removed from the dataset. The 
difference between both forecasts can be seen as a proxy for the marginal contribution of the latter 
subset of data to the forecast. The consistency of the comparison can be checked by using 
bootstrapped (unbiased) forecasts, which hardly differ from the sample forecasts, given that the 
dataset remains very large even without survey series. 
                                                 
74 We call "coincident" the forecast performed for the current quarter as long as no GDP estimate is available (in 
practice, until 45 days after the end of the relevant quarter).  
75 In other words, there is a partial discrepancy in the patterns of survey series and other series in these specific 
quarters. 














Coincident forecasts: impact of survey series
This marginal contribution should be seen as an indicator of the discrepancy between the common 
signal of the subset of removed series and that of the whole dataset. Where the difference between 
both forecasts is large, it means that 
although both common components are 
reflected by the same selected factors, their 
respective patterns differ strongly in the 
quarter of interest. For example, according 
to the graph above76 survey data do not fully 
account for the buoyant growth recorded in 
2000; the surge in real growth was most 
likely greater than the increase in confidence 
shown by surveys. Conversely, the decline 
in confidence following the Sept. 11
th 2001 
events was less sharp than the drop in 
economic activity consecutive to the fall of 
stock markets.  
4.4.3.  Some comments on the marginal contributions to the forecasts of selected 















T hree-quarter-ahead forecasts: impact of PPI series
                                                
Some categories of data exhibit a larger contribution to forecasts than others77: this is the case of 
industrial confidence, consumer confidence, CPI, PPI at all forecast horizons. The contribution of 
industrial confidence varied substantially over the out-of-sample span; it was negative from 2000H2 
onwards. The impact turned favourable during most 2002 in contrast to financial variables, which 
indicates that the slump on financial markets is not completely consistent with the economic 
situation in the industrial sector. Recently, the contribution of the industry survey was negative for 
most of 2005. In 2002H2 and early 2003, consumer confidence had a negative impact on forecasts 
(together with retail confidence). Consumer confidence exhibited a more subdued pattern than other 
series, which could reflect the fact that 
private consumption contributed to drag 
down economic growth.  
CPI series generally conveyed a positive 
signal for the forecasts and particularly so 
for remote forecasts78 over 1999-2001. CPI 
data also displayed a less subdued pattern 
than that of the real economy in 2002/03 for 
coincident or one-quarter-ahead forecasts. 
In both periods, forecasts have been 
relatively more optimistic based on 
consumer prices than based on all other 
data. The contribution of PPI series is also 
 
76 See graphs for other forecast horizons in annex 5. 
77 See detailed tables in annex 5. 
78 This is partially due to their timeliness, CPI series are a major subset for remote horizons forecasts (15% at the 
beginning of the out-of-sample span). 
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much more positive than that of other data in 2002H2 and 2003H1. Given their large contribution to 
more remote horizon forecasts, PPI series seem very well reflected by the three factors used in spite 
of the fact that their weight is less than 3% of the series (for three-quarter-ahead forecasts).  
Two and three-quarter-ahead forecasts are particularly sensitive to construction confidence. The 
contribution to 2003H1 forecasts was very negative, which seems consistent with growth outturns. 
Service survey data have a very low contribution to forecasts, which could mean either that the 
pattern of services survey perfectly matches that of the whole economy (services are about 70% of 
the euro area economy) or that they contain a lot of noise or both79. Financial data usually display 
the same patterns as the whole dataset (especially at close forecast horizons). This result might be 
explained by the fact that stock market data usually incorporate all the information available plus a 
highly volatile component which is averaged out by PCA. Foreign trade data do not seem to convey 
much specific information over the out-of-sample span80.  
Employment and unemployment data show a small contribution to the forecasts but the effective 
contribution of the subset would be most likely greater, were the number of series collected larger. 
The sign of their contribution clearly lags the business cycle, being positive until 2002. It turns 
negative in 2003, suggesting that the deterioration of the job market situation weighed on the 
recovery. The contribution has decayed to nil for recent forecasts. Finally, the subsets of real data 
(industrial production or sales) do not exhibit significant contributions to the forecast. In the case of 
industrial production series, this is due to the fact that the common component to all series is likely 
to be close to that of output series. In the case of sales data, the subset is very small (between 1 to 
2% of the dataset), which could partially explain the very small contribution of these series to the 
forecasts.  
4.5.  THE SORTING AND FILTERING OF INPUT SERIES ACCORDING TO A CRITERION OF 
CROSS-CORRELATION WITH THE SERIES TO BE FORECASTED 
In Grenouilleau (2004), the model allows the filtering of series within a slightly modified EM 
algorithm. Series with cross-correlations to GDP below a certain threshold are removed from the 
input dataset. This intuition behind this feature is very simple: where predictors are too noisy, it 
could be better to remove them from the dataset in order to improve the extraction of the business 
cycle signal in the first few factors. A cross-correlation threshold of 0.2 yielded the best forecast 
accuracy in the latter paper. However, in the empirical applications of the present paper, the same 
threshold does not systematically enhance forecast accuracy with the new dataset used. Filtering 
with a threshold between 0.45 and 0.5 seems to improve the model accuracy more consistently; the 
RMSE is reduced by about 20% for the sub-sample 2001Q4-2003Q3, and by only 5% for the 
subsequent sub-sample 2003Q4-2005Q3 (the RMSE over this sub-sample is likely to change due to 
GDP revisions)81. Moreover, the model does not converge properly with a filtered dataset for out-
of-sample quarters prior to 2001Q2.  
                                                 
79 Only the reading of loadings (for the selected factors) could give an answer: high loadings would mean that both 
patterns are usually similar, low loadings would mean that the subset series are considered as noise in the model.  
80 The fact that trade series are not timely available plays a certain role: most other series display an observation for the 
coincident quarter while this is not the case for the former (which are only used with lags in the model). The SE of 
bootstrapped forecasts is about twice as large where trade series are included. The RMSE is nevertheless slightly 
reduced from coincident to two-quarter-ahead forecasts, which indicate that these series are useful to extract a common 
component from the data although they are quite noisy. 
81 Bootstrap estimates are unfortunately not available due to computational resources constraint (the filtering of series is 
much more time consuming than standard algebraic operations with Matlab). 
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The removal of noise from the input series through filtering is limited by the fact that the GDP 
estimate available in real time contains a substantial share of noise compared to the final estimate. 
Actually, filtering according to the correlation with a noisy series available in real time might affect 
the signal extraction with PCA. An optimal filtering threshold might be associated with a given 
dataset, but it is difficult to estimate robustly in our empirical setup, given that the dataset 
composition changes across the out-of-sample period. 
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5.  CONCLUSION  
Approximate factor models offer a trade-off in terms of robustness to forecast uncertainties, which 
is completely different from standard small-size regression models. Using the classical regression 
typology adapted to factor models, future uncertainty can be strongly reduced with approximate 
factor models. Given the absence of restrictions on the number of potential predictors, future 
unknown shocks to the economy are likely to be better accounted for than with low-dimension 
systems, which have a tendency to describe past shocks well but do not necessarily capture present 
or future shocks. Cross-sectional bootstrap results also indicate that model uncertainty (here, 
uncertainty regarding the choice of predictors) is also dramatically reduced with our approximate 
factor model. This performance is partially due to the parsimony of the model specification. But the 
frontier for research in the field of approximate factor models remains the selection of factors. In 
our setup, the model's forecast accuracy is quite sensitive to the number of factors included. 
Information criteria based on regression fit (BIC) or bootstrapped eigenvalues (both averaged across 
out-of-sample quarters) suggest a factor selection which is consistent with out-of-sample results. 
Thus, some regularity in the factor structure is probably at play. But it might be possible to extract 
more information from the data with a fine-tuned selection of factors quarter by quarter. 
The sensitivity analysis conducted in this paper suggests that the factor model forecast accuracy is 
structurally lower, within a range of "reasonable" calibration settings, than that of competing 
models, namely leading-indicator equations or AR models. The factor model's superior performance 
is particularly noticeable for forecasts performed at horizons between 2 months and 9 months ahead 
of GDP publication. Within this range, the approximate factor model forecasts are better behaved 
than those of indicator equations, in which the noise embodied in predictors rapidly increases 
parameter uncertainty and strongly reduces the forecast accuracy. At more remote horizons, 
standard stochastic models remain difficult to beat, probably because the signal in the reference 
series vanishes in the presence of noise and stochastic patterns due to time persistence and 
imperfect statistical adjustments. For coincident forecasting of GDP, factor models could also be 
more reliable than indicators equations, in which the fit typically deteriorates in the out-of-sample 
period after the calibration. The most striking feature is that our approximate factor model seems to 
deliver coincident forecasts that are as reliable as Flash or first estimates at the same date of release 
compared to final estimates. The factor model can thus provide an alternative coincident index of 
GDP growth with different statistical properties to quarterly National Accounts estimates but the 
same accuracy. 
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7.  ANNEXES 
ANNEX 1: EM ALGORITHM USED IN THE SLID FACTOR MODEL82
It is possible to estimate f 
h and Λ
h with principal component analysis in the following equation (2') 
for all Nh series and all T+h time observations, if and only if X
h does not contain any missing 
observations. By definition, all series in X
h (except the last series GDPT+h) do not display any 
missing observations (those which did were removed from the dataset). The matrix X
h is never 
empty irrespective of the forecast horizons h, since it is always possible to stack the predictors with 
additional lags. At each forecast horizon h, GDPT+h displays only one missing observation, the last 
observation T+h, since it is possible to use recursively forecasts obtained at previous horizons hj for 
j<h.  
h h h h U f X + Λ ⋅ =  (1') 
h
N h T h X , h T   GDP + + =  (2') 
The EM algorithm consists in three steps: 
(a) Plug in a first guess for the forecast (3'),  
(b) Obtain joint estimates of f 
h and Λ
h, 
(c) Re-estimate the forecast GDPT+h based on an exogenous projection of GDP onto a few 
eigenvectors assumed to be latent factors for GDP, 
(d) Iterate sequentially steps (b) and (c) until convergence. 
There are several ways to technically carry out steps (a) and (c). The estimation of GDPT+h at step 
(c) can be derived from a projection of GDP onto a set of relevant factors estimated with OLS or a 
VAR system. We suggest a more simple83 solution (4'), which consists of approximating the 
regression coefficients with the loadings of GDP corresponding to the various factors. 
∑
∈





i h T f , , h T .   GDP , (3') 
where If is the set of indexes corresponding to the latent factors for GDP. 
To initialise the iterations at step (a), one can either replace the missing observation by a first guess 
obtained using the same technique as step (c) but with a dataset trimmed from the last observation 
(equation 5'), or one can plug in a value of 0. The final result is the same and the computation time 















, 1 h T .   GDP  (with the same definition for If) (4') 
                                                 
82 In Grenouilleau (2004), a filtering of input series according to their cross-correlation with GDP is performed prior to 
the extraction of principal components. 
83 In principle, the results should be identical to those from an OLS regression 
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ANNEX 2: STATISTICS OF FORECAST ACCURACY 
The statistics of model comparison are the forecasts RMSE and the Diebold-Mariano (1995) (DM) 
statistics of compared predictive accuracy. It is assumed that the SLID factor model and the 
benchmark models are not nested, insofar as factor estimates do not result from a trivial linear 
combination of variables (possibly lagged) used in other models. The DM statistic is used in its 
most simple form: 



















,  ,  ,   are the respective squared forecast errors of models a and b, and 
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t d d d
n 1
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1 ˆ σ .  
A slightly adapted version of the Diebold-Mariano statistics (DM) can be used for an unbiased 
















t d d d
n 1
2 2 ) (
1
1 ˆ σ . 
A heteroskedasticity and autocorrelation consistent (HAC) estimate of the empirical variance using 
a Bartlett lag window (as autocovariance weighting scheme84) was computed. In addition, the 




































t d − ⋅ − − + − = ′ ′ +
−
= = = ∑ ∑ ∑ σ  (6') 
The test's null hypothesis is: models a and b do not exhibit any difference in forecast accuracy, 
against the alternative hypothesis: model a is superior to model b (if  0 < d ) or model b is superior 
to model a (if  0 > d ). Models are compared at a confidence level of 95%.  
                                                 
84 See Newey and West [1987] for the properties of such an estimator. Autocovariances up to the order 2 (truncation 
parameter) are included in the variance estimator. The econometric literature does not provide a universal criterion for 
the choice of the truncation parameter and the relevant growth rate of this parameter with n. Newey and West introduce 
results for a slower than n
1/4 growth rate. Stock and Watson [2003] suggest 0.75n
1/3. Both rules suggest a choice of 2. 
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ANNEX 3: OUT-OF-SAMPLE RESULTS 
3.1. Statistics of compared accuracy 
Coincident forecast compared to vintage Eurostat estimates  ◊ 
Flash/first est.
GDP SLID coincident Latest Eurostat est.
Eurostat first/flash 
est.







1999Q1 43 0.31% 0.85% 0.40% 0.31% 0 0
1999Q2 44 0.57% 0.65% 0.30% 0.57% 1 1 1
1999Q3 45 0.85% 1.27% 1.00% 0.85% 0 0 0
1999Q4 46 1.01% 1.20% 0.90% 1.01% 1 1 1
2000Q1 47 0.97% 1.08% 0.70% 0.97% 1 1 1
2000Q2 48 0.84% 0.84% 0.90% 0.84% 1 1
2000Q3 49 0.70% 0.46% 0.70% 0.70% 0
2000Q4 50 0.65% 0.66% 0.70% 0.65% 1 1
2001Q1 51 0.49% 0.73% 0.50% 0.49% 0
2001Q2 52 0.30% 0.15% 0.10% 0.30% 1 1 1
2001Q3 53 0.15% 0.21% 0.10% 0.15% 1 1
2001Q4 54 0.15% 0.02% -0.20% 0.15% 1 1 1
2002Q1 55 0.32% 0.30% 0.22% 0.32% 1 1 1
2002Q2 56 0.55% 0.39% 0.34% 0.55% 1 1 1
2002Q3 57 0.37% 0.38% 0.33% 0.37% 1
2002Q4 58 0.11% 0.09% 0.17% 0.11% 1 1
2003Q1 59 0.16% 0.07% 0.01% 0.16% 1 1 1
2003Q2 60 0.12% -0.11% -0.08% 0.12% 0 0 0
2003Q3 61 0.26% 0.56% 0.38% 0.26% 0 0 0
2003Q4 62 0.52% 0.44% 0.31% 0.52% 1 1 1
2004Q1 63 0.63% 0.70% 0.57% 0.63% 1 1
2004Q2 64 0.69% 0.44% 0.51% 0.69% 0 0 0
2004Q3 65 0.61% 0.28% 0.30% 0.61% 0 0 0
2004Q4 66 0.49% 0.19% 0.15% 0.49% 1 1 1
2005Q1 67 0.34% 0.32% 0.50% 0.34% 1 1 1
2005Q2 68 0.41% 0.40% 0.29% 0.41% 1 1 1
2005Q3 69 0.44% 0.63% 0.64% 0.44% 1 1 1
0.207% 0.203% 0.162% 70% 75% 72%
 compared to… latest est. latest est. first/flash est
±0.2 ±0.2 ±0.2




Forecast errors Forecast of GDP revision direction
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1999Q1 43 0.85% 0.42% 0.31% 0.40% 1
1999Q2 44 0.65% 0.65% 0.57% 0.30% 0.51% 0.48% 0.42% 1 1 1
1999Q3 45 1.27% 1.01% 0.85% 1.00% 0.79% 0.76% 0.65% 1
1999Q4 46 1.20% 1.27% 1.01% 0.90% 0.99% 1.14% 1.01% 1 1 1
2000Q1 47 1.08% 1.08% 0.97% 0.70% 0.94% 1.23% 1.27% 1 1 1
2000Q2 48 0.84% 1.00% 0.84% 0.90% 0.79% 1.04% 1.08% 0 0
2000Q3 49 0.46% 0.79% 0.70% 0.70% 0.70% 0.96% 1.00% 0 0
2000Q4 50 0.66% 0.59% 0.65% 0.70% 0.59% 0.71% 0.79% 1 1 1
2001Q1 51 0.73% 0.40% 0.49% 0.50% 0.56% 0.52% 0.59% 0 0
2001Q2 52 0.15% 0.21% 0.30% 0.10% 0.34% 0.34% 0.40% 1 1 1
2001Q3 53 0.21% 0.06% 0.15% 0.10% 0.18% 0.15% 0.21% 0
2001Q4 54 0.02% -0.12% 0.15% -0.20% 0.21% -0.01% 0.06% 1 1
2002Q1 55 0.30% 0.49% 0.32% 0.22% 0.27% 0.02% -0.12% 1 1 1
2002Q2 56 0.39% 0.56% 0.55% 0.34% 0.54% 0.59% 0.49% 1 1 1
2002Q3 57 0.38% 0.40% 0.37% 0.33% 0.41% 0.50% 0.56% 1 1
2002Q4 58 0.09% 0.40% 0.11% 0.17% 0.09% 0.42% 0.40% 0 0 0
2003Q1 59 0.07% 0.40% 0.16% 0.01% 0.12% 0.35% 0.40% 1 1 1
2003Q2 60 -0.11% 0.43% 0.12% -0.08% 0.20% 0.42% 0.40% 0 0 0
2003Q3 61 0.56% 0.59% 0.26% 0.38% 0.19% 0.48% 0.43% 1 1 1
2003Q4 62 0.44% 0.70% 0.52% 0.31% 0.50% 0.64% 0.59% 1 1 1
2004Q1 63 0.70% 0.54% 0.63% 0.57% 0.66% 0.65% 0.70% 0
2004Q2 64 0.44% 0.58% 0.69% 0.51% 0.68% 0.53% 0.54% 0 0
2004Q3 65 0.28% 0.48% 0.61% 0.30% 0.65% 0.57% 0.58% 0 0 0
2004Q4 66 0.19% 0.39% 0.49% 0.15% 0.53% 0.44% 0.48% 1 1 1
2005Q1 67 0.32% 0.36% 0.34% 0.50% 0.42% 0.38% 0.39% 1 1 1
2005Q2 68 0.40% 0.35% 0.41% 0.29% 0.40% 0.36% 0.36% 1 1
2005Q3 69 0.63% 0.40% 0.44% 0.64% 0.46% 0.36% 0.35% 1 1 1
RMSE 99Q3-05Q3 0.216% 0.187% 0.208% 0.248% 0.275% 67% 70% 81%
 compared to… latest est. latest est. latest est. latest est. latest est. *Eurocoin (coincident)
±0.2 ±0.2 ±0.2 ±0.2 ±0.3
Bias 99Q3-05Q3 0.07% 0.02% -0.07% 0.02% 0.07% 0.08%
benchmark: SLID coin. flash/first est. benchmark: SLID 1Q ahead SLID 1Q ahead
77% 83% 90% 97%
0.75 0.96 1.30 2.05
99Q3-05Q3
Forecast errors Forecast of GDP revision direction*
Range at 68% confidence level
Diebold-Mariano
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All horizons forecasts compared to AR models  ◊ 
AR model
GDP Latest Eurostat est. SLID 1Q ahead SLID 2Q ahead SLID 3Q ahead AR(1) AR(2) AR(3)
1999Q1 43 0.85% 0.24% 0.33%
1999Q2 44 0.65% 0.51% 0.37% 0.61% 0.42%
1999Q3 45 1.27% 0.79% 0.72% 0.62% 0.54% 0.52% 0.40%
1999Q4 46 1.20% 0.99% 0.90% 0.83% 0.82% 0.50% 0.51%
2000Q1 47 1.08% 0.94% 0.92% 0.85% 0.83% 0.63% 0.49%
2000Q2 48 0.84% 0.79% 0.83% 0.79% 0.79% 0.65% 0.58%
2000Q3 49 0.46% 0.70% 0.66% 0.69% 0.69% 0.67% 0.62%
2000Q4 50 0.66% 0.59% 0.62% 0.68% 0.50% 0.62% 0.63%
2001Q1 51 0.73% 0.56% 0.55% 0.58% 0.60% 0.53% 0.60%
2001Q2 52 0.15% 0.34% 0.52% 0.67% 0.63% 0.58% 0.53%
2001Q3 53 0.21% 0.18% 0.20% 0.43% 0.36% 0.60% 0.56%
2001Q4 54 0.02% 0.21% 0.27% 0.37% 0.38% 0.46% 0.58%
2002Q1 55 0.30% 0.27% 0.31% 0.27% 0.28% 0.47% 0.46%
2002Q2 56 0.39% 0.54% 0.44% 0.37% 0.41% 0.41% 0.47%
2002Q3 57 0.38% 0.41% 0.65% 0.68% 0.45% 0.47% 0.43%
2002Q4 58 0.09% 0.09% 0.20% 0.74% 0.45% 0.49% 0.47%
2003Q1 59 0.07% 0.12% 0.02% 0.02% 0.30% 0.48% 0.48%
2003Q2 60 -0.11% 0.20% 0.18% 0.03% 0.28% 0.41% 0.48%
2003Q3 61 0.56% 0.19% 0.19% 0.19% 0.18% 0.39% 0.42%
2003Q4 62 0.44% 0.50% 0.31% 0.11% 0.52% 0.33% 0.40%
2004Q1 63 0.70% 0.66% 0.67% 0.61% 0.46% 0.50% 0.35%
2004Q2 64 0.44% 0.68% 0.68% 0.72% 0.59% 0.47% 0.48%
2004Q3 65 0.28% 0.65% 0.64% 0.56% 0.46% 0.54% 0.46%
2004Q4 66 0.19% 0.53% 0.60% 0.68% 0.38% 0.48% 0.51%
2005Q1 67 0.32% 0.42% 0.43% 0.48% 0.34% 0.44% 0.47%
2005Q2 68 0.40% 0.40% 0.41% 0.43% 0.40% 0.41% 0.44%
2005Q3 69 0.63% 0.46% 0.46% 0.46% 0.43% 0.44% 0.42%
0.208% 0.238% 0.308% 0.276% 0.337% 0.364%
 compared to… latest est. latest est. latest est. latest est. latest est. latest est.
±0.2 ±0.2 ±0.3 ±0.3 ±0.3 ±0.4
Bias 99Q3-05Q3 0.02% 0.03% 0.05% 0.01% 0.03% 0.02%
benchmark: AR(1) AR(2) AR(3)
95% 95% 82%
1.67 1.71 0.92







3.2. Bootstrapped forecasts 
The following graphs display bootstrapped forecasts confidence intervals for all out-of-sample 
quarters. The same graphs are produced for various factor combinations. 
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Forecasts confidence intervals with one factor  ◊ 
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Forecasts confidence intervals with two factors  ◊ 
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Forecasts confidence intervals with three factors  ◊ 
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Forecasts confidence intervals with four factors  ◊ 
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Forecasts confidence intervals with five factors  ◊ 
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Forecasts confidence intervals with six factors  ◊ 
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Forecasts confidence intervals with seven factors  ◊ 
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ANNEX 4: INFORMATION CRITERIA (IC) 
4.1. The three panel information criteria of Bai and Ng (2002) 
The criteria  ◊ 
Bai and Ng (2002) tackle the issue of the estimation of the number of factors as a problem of model 
selection, where each model allows for a different number of latent factors. They suggest using 
three information criteria (BNIC) based on the residuals of the time-series regressions of predictors 













































































































































The BNIC computed in the same pseudo-real time framework as that of forecasts always prescribes 
to select only the first eigenvector irrespective of out-of-sample quarters or forecast horizons. Given 
anecdotal evidence on eigenvalues distribution or out-of-sample forecast accuracy statistics, the 
penalty term in the BNIC seems severely over-calibrated for real data applications.  
Results: coincident forecasts  ◊ 
Coincident forecast
123456 m i n 123456 m i n 123456 m i n
99Q1 15.47 15.55 15.65 15.70 15.72 15.80 1 15.47 15.55 15.65 15.70 15.72 15.80 1 15.47 15.55 15.65 15.69 15.72 15.80 1
99Q2 15.45 15.52 15.62 15.66 15.71 15.80 1 15.45 15.52 15.63 15.66 15.71 15.80 1 15.45 15.52 15.62 15.65 15.71 15.79 1
99Q3 15.42 15.51 15.60 15.64 15.70 15.77 1 15.42 15.51 15.60 15.64 15.70 15.78 1 15.42 15.51 15.60 15.64 15.69 15.77 1
99Q4 15.43 15.52 15.60 15.65 15.70 15.76 1 15.43 15.52 15.60 15.65 15.70 15.76 1 15.43 15.52 15.60 15.64 15.70 15.76 1
00Q1 15.46 15.56 15.65 15.69 15.75 15.82 1 15.46 15.56 15.65 15.69 15.75 15.83 1 15.46 15.55 15.64 15.69 15.75 15.82 1
00Q2 15.49 15.58 15.68 15.73 15.78 15.87 1 15.49 15.58 15.68 15.73 15.78 15.87 1 15.49 15.58 15.68 15.73 15.78 15.87 1
00Q3 15.50 15.59 15.69 15.76 15.82 15.86 1 15.50 15.59 15.69 15.76 15.82 15.86 1 15.50 15.59 15.69 15.76 15.82 15.86 1
00Q4 15.55 15.64 15.74 15.84 15.87 15.88 1 15.55 15.64 15.74 15.84 15.88 15.88 1 15.55 15.64 15.74 15.84 15.87 15.88 1
01Q1 15.59 15.68 15.79 15.88 15.87 15.93 1 15.59 15.68 15.79 15.88 15.87 15.93 1 15.59 15.68 15.78 15.88 15.87 15.93 1
01Q2 15.65 15.74 15.85 15.95 15.93 15.94 1 15.65 15.74 15.85 15.95 15.93 15.94 1 15.65 15.74 15.84 15.95 15.93 15.93 1
01Q3 15.71 15.81 15.91 16.00 16.01 16.04 1 15.71 15.81 15.91 16.00 16.01 16.05 1 15.71 15.81 15.91 16.00 16.01 16.04 1
01Q4 15.75 15.85 15.96 16.05 16.06 16.06 1 15.75 15.85 15.96 16.05 16.06 16.07 1 15.75 15.85 15.96 16.05 16.06 16.06 1
02Q1 15.78 15.88 15.99 16.04 16.11 16.13 1 15.78 15.88 15.99 16.04 16.11 16.13 1 15.78 15.88 15.98 16.04 16.10 16.12 1
02Q2 15.80 15.90 16.01 16.06 16.12 16.18 1 15.80 15.90 16.01 16.06 16.12 16.18 1 15.80 15.90 16.01 16.06 16.12 16.17 1
02Q3 16.22 16.32 16.39 16.44 16.54 16.60 1 16.22 16.32 16.39 16.44 16.54 16.61 1 16.22 16.32 16.38 16.44 16.54 16.60 1
02Q4 16.48 16.59 16.69 16.74 16.76 16.86 1 16.48 16.59 16.69 16.75 16.76 16.86 1 16.48 16.59 16.69 16.74 16.76 16.86 1
03Q1 16.68 16.78 16.88 16.96 16.99 17.06 1 16.68 16.78 16.88 16.96 16.99 17.07 1 16.67 16.78 16.88 16.96 16.99 17.06 1
03Q2 16.83 16.94 17.05 17.12 17.16 17.24 1 16.83 16.94 17.05 17.12 17.16 17.24 1 16.83 16.94 17.05 17.12 17.16 17.24 1
03Q3 16.82 16.93 17.04 17.10 17.14 17.23 1 16.82 16.93 17.04 17.10 17.14 17.23 1 16.82 16.93 17.04 17.10 17.13 17.23 1
03Q4 16.83 16.94 17.05 17.12 17.15 17.21 1 16.83 16.94 17.05 17.12 17.15 17.21 1 16.83 16.94 17.05 17.12 17.15 17.21 1
04Q1 16.87 16.97 17.08 17.14 17.18 17.23 1 16.87 16.97 17.08 17.14 17.18 17.23 1 16.87 16.97 17.08 17.14 17.17 17.23 1
04Q2 16.90 17.00 17.11 17.17 17.22 17.26 1 16.90 17.00 17.11 17.17 17.22 17.26 1 16.90 17.00 17.11 17.17 17.22 17.26 1
04Q3 16.93 17.04 17.14 17.21 17.26 17.31 1 16.93 17.04 17.15 17.21 17.26 17.31 1 16.93 17.04 17.14 17.21 17.26 17.31 1
04Q4 16.96 17.06 17.17 17.24 17.29 17.36 1 16.96 17.06 17.17 17.24 17.29 17.36 1 16.96 17.06 17.17 17.24 17.29 17.36 1
05Q1 16.96 17.07 17.18 17.24 17.29 17.38 1 16.96 17.07 17.18 17.24 17.29 17.38 1 16.96 17.07 17.17 17.24 17.29 17.38 1
05Q2 16.95 17.05 17.16 17.23 17.29 17.37 1 16.95 17.05 17.16 17.24 17.29 17.37 1 16.95 17.05 17.16 17.23 17.29 17.37 1
05Q3 16.94 17.05 17.16 17.22 17.29 17.37 1 16.94 17.05 17.16 17.22 17.29 17.37 1 16.94 17.05 17.16 17.22 17.28 17.37 1
16.16 16.26 16.36 16.43 16.47 16.53 1 16.16 16.26 16.36 16.43 16.47 16.53 1 16.16 16.26 16.36 16.43 16.47 16.53 1
100% 100% 100%
average score
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Results: one-quarter-ahead forecasts  ◊ 
1Q ahead forecast
123456 m i n 123456 m i n 123456 m i n
99Q1 15.27 15.38 15.47 15.51 15.50 15.59 1 15.27 15.38 15.47 15.52 15.50 15.59 1 15.27 15.37 15.47 15.51 15.50 15.59 1
99Q2 15.32 15.41 15.51 15.54 15.59 15.65 1 15.32 15.41 15.51 15.54 15.59 15.66 1 15.32 15.41 15.51 15.53 15.58 15.65 1
99Q3 15.27 15.35 15.45 15.48 15.53 15.63 1 15.27 15.35 15.45 15.48 15.53 15.63 1 15.27 15.35 15.45 15.48 15.52 15.62 1
99Q4 15.30 15.39 15.47 15.51 15.56 15.65 1 15.30 15.39 15.47 15.51 15.56 15.65 1 15.30 15.38 15.47 15.51 15.56 15.64 1
00Q1 15.31 15.40 15.48 15.51 15.58 15.58 1 15.31 15.40 15.48 15.51 15.58 15.58 1 15.30 15.40 15.48 15.51 15.57 15.58 1
00Q2 15.34 15.43 15.53 15.58 15.62 15.70 1 15.34 15.43 15.53 15.58 15.62 15.70 1 15.34 15.43 15.53 15.57 15.61 15.69 1
00Q3 15.36 15.46 15.56 15.60 15.67 15.73 1 15.36 15.46 15.56 15.60 15.67 15.73 1 15.36 15.45 15.55 15.60 15.66 15.73 1
00Q4 15.39 15.49 15.59 15.69 15.78 15.71 1 15.39 15.49 15.59 15.69 15.78 15.71 1 15.39 15.49 15.59 15.69 15.77 15.71 1
01Q1 15.42 15.51 15.61 15.71 15.67 15.74 1 15.42 15.51 15.62 15.71 15.67 15.74 1 15.42 15.51 15.61 15.71 15.67 15.74 1
01Q2 15.48 15.57 15.67 15.78 15.74 15.82 1 15.48 15.57 15.68 15.78 15.74 15.82 1 15.48 15.57 15.67 15.78 15.73 15.82 1
01Q3 15.56 15.65 15.76 15.86 15.85 15.86 1 15.56 15.65 15.76 15.86 15.85 15.86 1 15.56 15.65 15.75 15.86 15.84 15.85 1
01Q4 15.61 15.71 15.82 15.91 15.91 15.94 1 15.61 15.71 15.82 15.91 15.91 15.94 1 15.61 15.71 15.82 15.91 15.90 15.93 1
02Q1 15.64 15.74 15.85 15.92 15.95 15.99 1 15.64 15.74 15.85 15.92 15.95 15.99 1 15.64 15.74 15.85 15.92 15.95 15.98 1
02Q2 15.65 15.76 15.86 15.90 15.95 16.03 1 15.65 15.76 15.86 15.90 15.95 16.03 1 15.65 15.76 15.86 15.90 15.95 16.03 1
02Q3 15.68 15.78 15.86 15.93 15.98 16.05 1 15.68 15.78 15.86 15.93 15.99 16.05 1 15.68 15.78 15.86 15.92 15.98 16.04 1
02Q4 16.18 16.29 16.38 16.42 16.53 16.55 1 16.19 16.29 16.38 16.43 16.53 16.55 1 16.18 16.29 16.38 16.42 16.53 16.55 1
03Q1 16.49 16.59 16.69 16.75 16.81 16.83 1 16.49 16.59 16.69 16.75 16.81 16.84 1 16.49 16.59 16.69 16.75 16.81 16.83 1
03Q2 16.69 16.79 16.90 16.96 17.03 17.11 1 16.69 16.80 16.90 16.96 17.04 17.11 1 16.69 16.79 16.90 16.95 17.03 17.10 1
03Q3 16.69 16.79 16.90 16.96 17.05 17.12 1 16.69 16.79 16.90 16.96 17.05 17.12 1 16.68 16.79 16.90 16.96 17.05 17.12 1
03Q4 16.70 16.80 16.91 16.98 17.05 17.09 1 16.70 16.80 16.91 16.98 17.05 17.09 1 16.69 16.80 16.91 16.98 17.05 17.09 1
04Q1 16.71 16.81 16.92 16.99 17.07 17.07 1 16.71 16.81 16.92 16.99 17.07 17.08 1 16.71 16.81 16.92 16.99 17.06 17.07 1
04Q2 16.74 16.84 16.94 17.02 17.10 17.11 1 16.74 16.84 16.94 17.02 17.10 17.11 1 16.74 16.84 16.94 17.02 17.10 17.10 1
04Q3 16.78 16.88 16.99 17.06 17.15 17.16 1 16.78 16.88 16.99 17.06 17.15 17.16 1 16.78 16.88 16.99 17.06 17.14 17.16 1
04Q4 16.82 16.93 17.04 17.10 17.19 17.21 1 16.82 16.93 17.04 17.10 17.19 17.21 1 16.82 16.93 17.03 17.10 17.18 17.21 1
05Q1 16.83 16.93 17.04 17.11 17.19 17.22 1 16.83 16.93 17.04 17.11 17.19 17.22 1 16.83 16.93 17.04 17.11 17.19 17.21 1
05Q2 16.82 16.92 17.03 17.10 17.18 17.21 1 16.82 16.92 17.03 17.10 17.18 17.21 1 16.82 16.92 17.03 17.10 17.18 17.21 1
05Q3 16.80 16.91 17.02 17.08 17.17 17.21 1 16.80 16.91 17.02 17.08 17.17 17.21 1 16.80 16.91 17.02 17.08 17.17 17.21 1
05Q4 16.80 16.90 17.01 17.08 17.17 17.23 1 16.80 16.90 17.01 17.08 17.17 17.23 1 16.80 16.90 17.01 17.08 17.17 17.23 1
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Results: two-quarter-ahead forecasts  ◊ 
2Q ahead forecast
123456 m i n 123456 m i n 123456 m i n
99Q2 15.22 15.32 15.42 15.46 15.44 15.53 1 15.22 15.32 15.42 15.46 15.44 15.53 1 15.22 15.32 15.42 15.46 15.43 15.52 1
99Q3 15.17 15.27 15.37 15.41 15.41 15.52 1 15.17 15.27 15.37 15.41 15.41 15.52 1 15.17 15.27 15.36 15.40 15.41 15.51 1
99Q4 15.18 15.26 15.36 15.40 15.40 15.47 1 15.18 15.27 15.36 15.40 15.40 15.48 1 15.18 15.26 15.36 15.40 15.39 15.47 1
00Q1 15.19 15.27 15.37 15.42 15.40 15.50 1 15.19 15.27 15.37 15.42 15.40 15.51 1 15.19 15.27 15.36 15.42 15.39 15.50 1
00Q2 15.18 15.28 15.37 15.43 15.41 15.47 1 15.18 15.28 15.37 15.43 15.42 15.47 1 15.18 15.27 15.37 15.42 15.41 15.47 1
00Q3 15.19 15.29 15.38 15.44 15.41 15.43 1 15.19 15.29 15.39 15.44 15.41 15.43 1 15.19 15.28 15.38 15.44 15.41 15.42 1
00Q4 15.26 15.36 15.46 15.54 15.54 15.53 1 15.26 15.36 15.46 15.54 15.54 15.53 1 15.26 15.36 15.45 15.54 15.53 15.52 1
01Q1 15.31 15.42 15.52 15.61 15.70 15.59 1 15.31 15.42 15.52 15.61 15.70 15.59 1 15.31 15.42 15.52 15.61 15.70 15.58 1
01Q2 15.30 15.40 15.50 15.59 15.47 15.55 1 15.30 15.40 15.50 15.60 15.48 15.55 1 15.30 15.40 15.49 15.59 15.47 15.55 1
01Q3 15.35 15.45 15.55 15.64 15.58 15.65 1 15.36 15.46 15.55 15.65 15.58 15.65 1 15.35 15.45 15.54 15.64 15.58 15.65 1
01Q4 15.46 15.56 15.66 15.75 15.72 15.78 1 15.46 15.56 15.66 15.76 15.72 15.78 1 15.45 15.56 15.66 15.75 15.71 15.77 1
02Q1 15.51 15.61 15.71 15.79 15.78 15.84 1 15.51 15.61 15.72 15.80 15.78 15.84 1 15.51 15.61 15.71 15.79 15.77 15.83 1
02Q2 15.55 15.65 15.75 15.80 15.83 15.90 1 15.55 15.65 15.76 15.80 15.83 15.91 1 15.55 15.65 15.75 15.79 15.82 15.90 1
02Q3 15.57 15.68 15.76 15.80 15.86 15.94 1 15.57 15.68 15.76 15.80 15.86 15.94 1 15.57 15.67 15.76 15.80 15.85 15.93 1
02Q4 15.59 15.69 15.79 15.79 15.87 15.95 1 15.59 15.69 15.79 15.79 15.87 15.95 1 15.59 15.69 15.78 15.78 15.87 15.94 1
03Q1 16.23 16.31 16.39 16.44 16.50 16.57 1 16.23 16.31 16.39 16.44 16.50 16.57 1 16.23 16.31 16.39 16.43 16.50 16.56 1
03Q2 16.60 16.69 16.79 16.78 16.89 16.91 1 16.60 16.69 16.79 16.78 16.89 16.91 1 16.59 16.69 16.79 16.78 16.89 16.90 1
03Q3 16.60 16.69 16.79 16.85 16.93 16.93 1 16.60 16.69 16.79 16.85 16.93 16.93 1 16.60 16.69 16.79 16.84 16.93 16.92 1
03Q4 16.60 16.70 16.80 16.86 16.93 16.95 1 16.60 16.70 16.80 16.86 16.93 16.96 1 16.60 16.69 16.80 16.86 16.92 16.95 1
04Q1 16.62 16.72 16.82 16.88 16.90 16.93 1 16.62 16.72 16.82 16.88 16.90 16.93 1 16.62 16.72 16.82 16.88 16.89 16.92 1
04Q2 16.64 16.73 16.83 16.91 16.91 16.98 1 16.64 16.73 16.83 16.92 16.91 16.98 1 16.64 16.73 16.83 16.91 16.90 16.98 1
04Q3 16.64 16.73 16.83 16.93 16.91 17.00 1 16.64 16.73 16.84 16.93 16.92 17.00 1 16.64 16.73 16.83 16.92 16.91 17.00 1
04Q4 16.69 16.78 16.88 16.97 16.97 17.05 1 16.69 16.78 16.88 16.97 16.97 17.05 1 16.69 16.78 16.88 16.97 16.97 17.05 1
05Q1 16.75 16.84 16.94 17.03 17.05 17.12 1 16.75 16.84 16.95 17.03 17.05 17.12 1 16.75 16.84 16.94 17.03 17.05 17.12 1
05Q2 16.77 16.86 16.96 17.04 17.10 17.14 1 16.77 16.86 16.96 17.05 17.10 17.14 1 16.76 16.85 16.96 17.04 17.09 17.14 1
05Q3 16.75 16.84 16.95 17.02 17.09 17.13 1 16.75 16.84 16.95 17.02 17.09 17.13 1 16.75 16.84 16.94 17.02 17.09 17.13 1
05Q4 16.74 16.82 16.93 17.01 17.10 17.12 1 16.74 16.82 16.93 17.01 17.10 17.12 1 16.74 16.82 16.93 17.00 17.10 17.11 1
06Q1 16.73 16.81 16.92 17.01 17.11 17.14 1 16.73 16.82 16.92 17.01 17.11 17.14 1 16.73 16.81 16.92 17.01 17.11 17.13 1
15.94 16.04 16.14 16.20 16.22 16.27 1 15.94 16.04 16.14 16.20 16.22 16.27 1 15.94 16.03 16.13 16.20 16.22 16.27 1
100% 100% 100%
average score
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Results: three-quarter-ahead forecasts  ◊ 
3Q ahead forecast
123456 m i n 123456 m i n 123456 m i n
99Q3 15.27 15.37 15.47 15.51 15.50 15.59 1 15.22 15.32 15.42 15.46 15.43 15.52 1 14.93 15.03 15.13 15.21 15.21 15.31 1
99Q4 15.32 15.41 15.51 15.53 15.58 15.65 1 15.17 15.27 15.36 15.40 15.41 15.51 1 14.98 15.08 15.17 15.25 15.22 15.33 1
00Q1 15.27 15.35 15.45 15.48 15.52 15.62 1 15.18 15.26 15.36 15.40 15.39 15.47 1 15.00 15.11 15.20 15.28 15.34 15.30 1
00Q2 15.30 15.38 15.47 15.51 15.56 15.64 1 15.19 15.27 15.36 15.42 15.39 15.50 1 15.02 15.11 15.20 15.28 15.35 15.31 1
00Q3 15.30 15.40 15.48 15.51 15.57 15.58 1 15.18 15.27 15.37 15.42 15.41 15.47 1 14.92 15.01 15.10 15.20 15.19 15.22 1
00Q4 15.34 15.43 15.53 15.57 15.61 15.69 1 15.19 15.28 15.38 15.44 15.41 15.42 1 15.01 15.11 15.21 15.28 15.37 15.14 1
01Q1 15.36 15.45 15.55 15.60 15.66 15.73 1 15.26 15.36 15.45 15.54 15.53 15.52 1 15.00 15.11 15.19 15.30 15.30 15.16 1
01Q2 15.39 15.49 15.59 15.69 15.77 15.71 1 15.31 15.42 15.52 15.61 15.70 15.58 1 15.14 15.25 15.34 15.44 15.45 15.34 1
01Q3 15.42 15.51 15.61 15.71 15.67 15.74 1 15.30 15.40 15.49 15.59 15.47 15.55 1 15.13 15.24 15.29 15.40 15.26 15.31 1
01Q4 15.48 15.57 15.67 15.78 15.73 15.82 1 15.35 15.45 15.54 15.64 15.58 15.65 1 15.11 15.21 15.30 15.40 15.31 15.36 1
02Q1 15.56 15.65 15.75 15.86 15.84 15.85 1 15.45 15.56 15.66 15.75 15.71 15.77 1 15.25 15.35 15.46 15.53 15.51 15.54 1
02Q2 15.61 15.71 15.82 15.91 15.90 15.93 1 15.51 15.61 15.71 15.79 15.77 15.83 1 15.30 15.39 15.48 15.55 15.59 15.66 1
02Q3 15.64 15.74 15.85 15.92 15.95 15.98 1 15.55 15.65 15.75 15.79 15.82 15.90 1 15.34 15.44 15.53 15.62 15.64 15.71 1
02Q4 15.65 15.76 15.86 15.90 15.95 16.03 1 15.57 15.67 15.76 15.80 15.85 15.93 1 15.40 15.50 15.56 15.66 15.68 15.76 1
03Q1 15.68 15.78 15.86 15.92 15.98 16.04 1 15.59 15.69 15.78 15.78 15.87 15.94 1 15.41 15.51 15.56 15.64 15.72 15.72 1
03Q2 16.18 16.29 16.38 16.42 16.53 16.55 1 16.23 16.31 16.39 16.43 16.50 16.56 1 16.26 16.37 16.42 16.53 16.56 16.53 1
03Q3 16.49 16.59 16.69 16.75 16.81 16.83 1 16.59 16.69 16.79 16.78 16.89 16.90 1 16.37 16.42 16.52 16.61 16.56 16.66 1
03Q4 16.69 16.79 16.90 16.95 17.03 17.10 1 16.60 16.69 16.79 16.84 16.93 16.92 1 16.43 16.51 16.60 16.65 16.70 16.74 1
04Q1 16.68 16.79 16.90 16.96 17.05 17.12 1 16.60 16.69 16.80 16.86 16.92 16.95 1 16.43 16.53 16.61 16.62 16.68 16.74 1
04Q2 16.69 16.80 16.91 16.98 17.05 17.09 1 16.62 16.72 16.82 16.88 16.89 16.92 1 16.42 16.53 16.60 16.58 16.66 16.74 1
04Q3 16.71 16.81 16.92 16.99 17.06 17.07 1 16.64 16.73 16.83 16.91 16.90 16.98 1 16.47 16.57 16.64 16.66 16.74 16.81 1
04Q4 16.74 16.84 16.94 17.02 17.10 17.10 1 16.64 16.73 16.83 16.92 16.91 17.00 1 16.48 16.58 16.66 16.71 16.76 16.84 1
05Q1 16.78 16.88 16.99 17.06 17.14 17.16 1 16.69 16.78 16.88 16.97 16.97 17.05 1 16.48 16.57 16.65 16.69 16.74 16.84 1
05Q2 16.82 16.93 17.03 17.10 17.18 17.21 1 16.75 16.84 16.94 17.03 17.05 17.12 1 16.56 16.66 16.75 16.81 16.83 16.92 1
05Q3 16.83 16.93 17.04 17.11 17.19 17.21 1 16.76 16.85 16.96 17.04 17.09 17.14 1 16.60 16.69 16.78 16.87 16.89 17.00 1
05Q4 16.82 16.92 17.03 17.10 17.18 17.21 1 16.75 16.84 16.94 17.02 17.09 17.13 1 16.59 16.69 16.77 16.86 16.88 16.95 1
06Q1 16.80 16.91 17.02 17.08 17.17 17.21 1 16.74 16.82 16.93 17.00 17.10 17.11 1 16.57 16.66 16.74 16.84 16.87 16.96 1
06Q2 16.80 16.90 17.01 17.08 17.17 17.23 1 16.73 16.81 16.92 17.01 17.11 17.13 1 16.56 16.65 16.74 16.84 16.88 16.96 1
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4.2. The Bayes Information Criterion (BIC) 
The adapted BIC for factor selection  ◊ 
Given that the criteria seem well suited to series with a high signal to noise ratio, a natural solution 
for the SLID model85 is to use a classic BIC based on the fit of the endogenous series (GDP) as 
measured by the SSR of the OLS regression of GDP on subsets of factors.  











































As in the case of the BNIC, the time spans used for the regressions end at the last observation 
available for GDP, meaning that they do neither include GDP forecasts (coincident or at more 
remote horizons) nor factors based on the predictors' observations corresponding to the forecasts. 
This is motivated by the fact that forecasts rely on the choice of a specific subset of factors. 
Three factors are suggested by the adapted BIC based on the average score across quarters and for 
about 2/3 of the out-of-sample quarters (except in the case of three-quarter-ahead forecasts where 
results quarter by quarter seem more noisy). Results are far more consistent with the monitoring of 
the decay of the eigenvalues and out-of-sample empirical results are those derived from using the 
BNIC criteria.  
                                                 
85 Recall that forecasts are computed with a projection of GDP on the coincident factors and not on any lagged terms. 
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◊ 
n
Results: coincident forecasts 
123456 m i
99Q1 -19.20 -19.17 -19.28 -19.24 -19.18 -19.06 3
99Q2 -19.49 -19.46 -19.61 -19.64 -19.65 -19.58 5
99Q3 -19.86 -19.76 -20.17 -20.13 -20.14 -20.35 6
99Q4 -19.91 -19.80 -20.34 -20.26 -20.27 -20.27 3
00Q1 -19.92 -19.82 -20.29 -20.22 -20.16 -20.08 3
00Q2 -20.09 -20.00 -20.46 -20.38 -20.35 -20.32 3
00Q3 -20.32 -20.24 -20.60 -20.49 -20.43 -20.34 3
00Q4 -20.31 -20.22 -20.54 -20.43 -20.39 -20.28 3
01Q1 -20.36 -20.24 -20.59 -20.50 -20.42 -20.33 3
01Q2 -20.36 -20.29 -20.60 -20.49 -20.39 -20.33 3
01Q3 -20.15 -20.49 -20.42 -20.36 -20.25 -20.18 2
01Q4 -20.23 -20.65 -20.55 -20.44 -20.36 -20.27 2
02Q1 -20.19 -20.55 -20.46 -20.37 -20.31 -20.20 2
02Q2 -20.14 -20.57 -20.47 -20.37 -20.32 -20.20 2
02Q3 -20.22 -20.63 -20.57 -20.46 -20.47 -20.37 2
02Q4 -20.29 -20.59 -20.65 -20.54 -20.56 -20.48 3
03Q1 -20.40 -20.64 -20.84 -20.73 -20.71 -20.60 3
03Q2 -20.34 -20.64 -20.78 -20.69 -20.62 -20.53 3
03Q3 -20.30 -20.56 -20.65 -20.58 -20.49 -20.38 3
03Q4 -20.31 -20.55 -20.63 -20.60 -20.50 -20.43 3
04Q1 -20.32 -20.51 -20.58 -20.51 -20.41 -20.33 3
04Q2 -20.39 -20.65 -20.80 -20.79 -20.70 -20.60 3
04Q3 -20.40 -20.77 -20.99 -20.97 -20.88 -20.80 3
04Q4 -20.39 -20.66 -20.87 -20.85 -20.82 -20.86 3
05Q1 -20.29 -20.55 -20.82 -20.79 -20.77 -20.81 3
05Q2 -20.39 -20.67 -20.81 -20.81 -20.75 -20.75 4
05Q3 -20.38 -20.68 -20.92 -20.83 -20.76 -20.83 3
-20.18 -20.35 -20.53 -20.46 -20.41 -20.35 3
70%










Results: one-quarter-ahead forecasts 
123456 m i
99Q1 -18.90 -18.90 -18.92 -18.84 -18.84 -18.74 3
99Q2 -19.25 -19.23 -19.31 -19.20 -19.33 -19.22 5
99Q3 -19.60 -19.50 -19.83 -19.71 -19.71 -20.12 6
99Q4 -19.65 -19.54 -20.02 -19.92 -19.88 -20.01 3
00Q1 -19.67 -19.55 -19.99 -19.88 -19.81 -19.79 3
00Q2 -19.85 -19.74 -20.16 -20.05 -20.02 -19.94 3
00Q3 -20.12 -20.02 -20.35 -20.25 -20.14 -20.06 3
00Q4 -20.11 -20.01 -20.30 -20.19 -20.10 -20.00 3
01Q1 -20.15 -20.04 -20.36 -20.25 -20.15 -20.05 3
01Q2 -20.16 -20.07 -20.36 -20.26 -20.15 -20.03 3
01Q3 -19.95 -20.23 -20.18 -20.12 -20.01 -19.93 2
01Q4 -19.98 -20.41 -20.31 -20.21 -20.12 -20.02 2
02Q1 -19.92 -20.29 -20.21 -20.11 -20.08 -19.96 2
02Q2 -19.88 -20.31 -20.21 -20.11 -20.08 -19.96 2
02Q3 -19.91 -20.34 -20.29 -20.18 -20.20 -20.09 2
02Q4 -19.98 -20.28 -20.37 -20.26 -20.20 -20.20 3
03Q1 -20.10 -20.31 -20.54 -20.44 -20.34 -20.35 3
03Q2 -20.07 -20.36 -20.53 -20.42 -20.31 -20.20 3
03Q3 -20.02 -20.31 -20.40 -20.30 -20.21 -20.11 3
03Q4 -20.03 -20.29 -20.37 -20.30 -20.20 -20.09 3
04Q1 -20.04 -20.26 -20.33 -20.24 -20.14 -20.03 3
04Q2 -20.10 -20.36 -20.52 -20.45 -20.34 -20.24 3
04Q3 -20.11 -20.45 -20.65 -20.58 -20.48 -20.40 3
04Q4 -20.13 -20.37 -20.56 -20.48 -20.38 -20.42 3
05Q1 -20.04 -20.27 -20.49 -20.41 -20.30 -20.30 3
05Q2 -20.13 -20.35 -20.46 -20.41 -20.32 -20.30 3
05Q3 -20.13 -20.35 -20.53 -20.46 -20.42 -20.38 3
05Q4 -20.13 -20.35 -20.59 -20.48 -20.46 -20.46 3
-19.93 -20.09 -20.26 -20.16 -20.10 -20.05 3
75%
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◊ 
n
Results: two-quarter-ahead forecasts 
123456 m i
99Q2 -18.76 -18.71 -18.75 -18.68 -18.60 -18.79 6
99Q3 -19.10 -18.98 -19.19 -19.10 -19.00 -19.54 6
99Q4 -19.25 -19.14 -19.38 -19.31 -19.19 -19.44 6
00Q1 -19.19 -19.09 -19.40 -19.30 -19.20 -19.14 3
00Q2 -19.24 -19.15 -19.48 -19.39 -19.30 -19.23 3
00Q3 -19.85 -19.75 -20.12 -20.02 -19.91 -19.82 3
00Q4 -19.72 -19.61 -19.90 -19.80 -19.70 -19.61 3
01Q1 -19.72 -19.61 -19.84 -19.74 -19.63 -19.51 3
01Q2 -19.77 -19.66 -19.93 -19.82 -19.71 -19.61 3
01Q3 -19.79 -19.83 -19.98 -19.88 -19.77 -19.69 3
01Q4 -19.55 -19.60 -19.75 -19.65 -19.54 -19.48 3
02Q1 -19.53 -19.81 -19.85 -19.75 -19.63 -19.52 3
02Q2 -19.43 -19.77 -19.73 -19.63 -19.59 -19.48 2
02Q3 -19.39 -19.77 -19.69 -19.59 -19.54 -19.48 2
02Q4 -19.44 -19.86 -19.77 -19.70 -19.61 -19.62 2
03Q1 -19.57 -19.78 -19.89 -19.78 -19.80 -19.70 3
03Q2 -19.66 -19.70 -20.02 -19.92 -19.81 -19.73 3
03Q3 -19.60 -19.90 -20.01 -19.90 -19.78 -19.68 3
03Q4 -19.56 -19.82 -19.92 -19.81 -19.70 -19.59 3
04Q1 -19.55 -19.82 -19.87 -19.76 -19.65 -19.58 3
04Q2 -19.57 -19.85 -19.95 -19.84 -19.74 -19.68 3
04Q3 -19.63 -19.95 -20.10 -20.04 -19.93 -19.87 3
04Q4 -19.73 -19.96 -20.23 -20.14 -20.02 -19.98 3
05Q1 -19.64 -19.80 -20.01 -19.89 -19.85 -19.79 3
05Q2 -19.63 -19.71 -19.93 -19.81 -19.82 -19.74 3
05Q3 -19.69 -19.73 -19.95 -19.86 -19.81 -19.74 3
05Q4 -19.69 -19.74 -20.02 -19.94 -19.95 -19.85 3
06Q1 -19.68 -19.75 -20.06 -20.00 -19.96 -19.86 3
-19.53 -19.64 -19.81 -19.72 -19.63 -19.60 3
79%










Results: three-quarter-ahead forecasts 
123456 m i
99Q3 -18.45 -18.37 -18.51 -18.41 -18.33 -18.33 3
99Q4 -18.59 -18.49 -18.62 -18.56 -18.51 -18.50 3
00Q1 -18.64 -18.53 -18.70 -18.62 -18.53 -18.43 3
00Q2 -18.66 -18.59 -18.75 -18.69 -18.58 -18.48 3
00Q3 -19.08 -19.00 -19.17 -19.09 -19.00 -18.91 3
00Q4 -19.34 -19.25 -19.42 -19.32 -19.23 -19.15 3
01Q1 -19.13 -19.03 -19.22 -19.12 -19.02 -18.91 3
01Q2 -19.15 -19.05 -19.17 -19.12 -19.01 -18.91 3
01Q3 -19.22 -19.25 -19.16 -19.24 -19.13 -19.13 2
01Q4 -19.22 -19.24 -19.24 -19.26 -19.14 -19.09 4
02Q1 -18.99 -18.97 -19.16 -19.10 -19.03 -19.12 3
02Q2 -18.98 -19.11 -19.31 -19.23 -19.31 -19.20 5
02Q3 -18.82 -19.21 -19.15 -19.34 -19.23 -19.19 4
02Q4 -18.75 -19.23 -19.12 -19.33 -19.22 -19.11 4
03Q1 -18.86 -19.33 -19.22 -19.34 -19.29 -19.19 4
03Q2 -19.02 -19.57 -19.47 -19.47 -19.36 -19.25 2
03Q3 -19.09 -19.14 -19.58 -19.46 -19.36 -19.24 3
03Q4 -18.99 -19.30 -19.55 -19.44 -19.33 -19.23 3
04Q1 -18.93 -19.35 -19.45 -19.35 -19.23 -19.12 3
04Q2 -18.93 -19.42 -19.46 -19.36 -19.25 -19.14 3
04Q3 -18.95 -19.51 -19.45 -19.42 -19.41 -19.31 2
04Q4 -19.13 -19.70 -19.62 -19.63 -19.63 -19.56 2
05Q1 -19.09 -19.71 -19.61 -19.61 -19.57 -19.46 2
05Q2 -19.09 -19.54 -19.43 -19.43 -19.40 -19.29 2
05Q3 -19.06 -19.47 -19.36 -19.35 -19.26 -19.15 2
05Q4 -19.11 -19.34 -19.37 -19.39 -19.28 -19.17 4
06Q1 -19.11 -19.42 -19.43 -19.42 -19.31 -19.20 3
06Q2 -19.14 -19.03 -19.84 -19.81 -19.70 -19.72 3
-18.98 -19.18 -19.27 -19.25 -19.17 -19.09 3
54%
average score
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4.3. Eigenvalues "scree" test 
Eigenvalues quarter by quarter  ◊ 
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Gain in explained variance compared to the subsequent eigenvalue (one-quarter-ahead forecast)
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Note to the graphs: eigenvalues estimates are not the same across out-of-sample quarters. For each 
eigenvalue (on the x-axis), estimates across quarters are stacked between dashed vertical gridlines. 
Bootstrapped eigenvalues  ◊ 
The following graphs display confidence intervals around eigenvalues estimates (divided by the 
sum of the eigenvalues) obtained with a cross-sectional bootstrap. Eigenvalues are reported on the 
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ANNEX 5: SENSITIVITY ANALYSIS  
5.1. Time sample span 
Time sample of 24 observations   ◊ 




















































































Bootstrapped forecasts confidence intervals 
Coincident forecast: Bootstrap confidence intervals
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Time sample of 36 observations   ◊ 
















































































Bootstrapped forecasts confidence intervals 
Coincident forecast: Bootstrap confidence intervals
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5.2. Number of lags for stacked series 
Coincident forecast: Bootstrap confidence intervals
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Upperbound 95% (confidence level)
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5.3. Data composition 
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  Marginal contributions of various subsets of series (three factors used) 
The following tables are not based on bootstrapped simulations (except in the cases of forecasts 
computed with all series, with all series excluding survey data, and with all series excluding foreign 
trade data). Since a relatively small subset of data is removed in the cases of non-bootstrapped 
simulations, bootstrapped forecasts would be very close to sample forecasts. 
Note that marginal contributions to the forecasts do not necessarily add up to zero as would be 
expected with a linear model. For example in 2000Q1, small negative marginal contributions of 
various subsets of survey data result in a much larger negative contribution of the subset of survey 
data altogether. This is due to the fact that the estimates of factors are different where a large subset 




















CPI PPI  employment output sales
mars-99 0.16% 0.04% 0.09% 0.01% -0.01% 0.00% -0.02% -0.03% -0.04% -0.03% 0.07% 0.01% 0.00%
juin-99 0.08% 0.01% 0.07% 0.00% 0.00% 0.00% 0.00% 0.02% -0.02% -0.06% -0.01% 0.02% -0.01%
sept-99 -0.07% -0.03% 0.04% 0.00% -0.01% 0.00% 0.02% 0.06% 0.04% -0.06% 0.00% 0.00% -0.01%
déc-99 -0.15% -0.04% 0.03% -0.01% -0.01% -0.01% 0.01% 0.04% 0.03% -0.02% 0.04% -0.01% -0.01%
mars-00 -0.23% -0.03% -0.06% -0.01% -0.01% -0.01% 0.00% 0.06% 0.05% -0.02% 0.05% -0.02% -0.01%
juin-00 -0.24% -0.03% -0.10% -0.02% -0.01% -0.01% -0.01% 0.05% 0.06% -0.02% 0.07% -0.01% -0.01%
sept-00 -0.22% -0.02% -0.09% -0.02% -0.02% -0.01% -0.01% 0.04% 0.05% -0.01% 0.05% -0.03% -0.01%
déc-00 -0.20% -0.01% -0.19% -0.03% -0.01% -0.01% 0.00% 0.05% 0.04% -0.05% 0.06% -0.01% -0.01%
mars-01 -0.12% -0.01% -0.08% -0.02% -0.01% -0.01% -0.01% -0.01% 0.04% -0.03% 0.05% 0.02% 0.00%
juin-01 0.07% -0.01% 0.13% -0.01% -0.01% 0.00% -0.01% -0.04% 0.01% 0.01% 0.01% -0.01% 0.00%
sept-01 0.14% -0.02% 0.17% 0.00% -0.01% 0.00% 0.00% -0.06% -0.02% 0.02% 0.01% 0.00% 0.00%
déc-01 0.12% -0.03% 0.15% 0.00% -0.01% 0.01% -0.01% -0.02% -0.02% 0.02% -0.02% -0.01% 0.01%
mars-02 0.19% -0.01% 0.20% -0.01% 0.00% 0.01% -0.01% -0.03% -0.06% -0.01% -0.12% 0.05% 0.00%
juin-02 0.17% 0.03% 0.16% -0.03% -0.01% 0.00% -0.02% -0.04% 0.10% 0.03% 0.14% -0.01% 0.00%
sept-02 -0.13% -0.13% -0.14% 0.01% -0.05% -0.03% -0.05% -0.21% 0.17% 0.22% 0.10% -0.01% 0.03%
déc-02 -0.20% -0.14% -0.09% 0.02% -0.03% -0.01% 0.00% -0.15% 0.06% 0.15% 0.01% 0.01% 0.00%
mars-03 -0.16% -0.12% -0.04% 0.00% -0.01% 0.01% -0.02% -0.02% 0.06% 0.04% -0.01% 0.00% 0.00%
juin-03 -0.08% -0.07% -0.03% 0.01% -0.01% 0.01% -0.02% -0.04% 0.11% 0.04% 0.01% -0.01% -0.01%
sept-03 0.01% -0.03% -0.01% 0.01% -0.01% 0.03% 0.00% 0.02% 0.03% -0.01% -0.05% 0.01% -0.01%
déc-03 0.12% 0.01% 0.04% 0.01% 0.01% 0.03% 0.02% 0.05% -0.15% -0.08% -0.09% 0.00% 0.00%
mars-04 0.12% 0.04% -0.01% 0.02% 0.01% 0.03% 0.00% -0.01% 0.09% 0.04% -0.03% -0.01% 0.00%
juin-04 0.09% 0.04% -0.02% 0.01% 0.00% 0.01% -0.02% -0.04% 0.04% 0.04% -0.04% 0.00% 0.00%
sept-04 0.04% 0.03% -0.05% 0.02% 0.00% 0.02% -0.01% 0.00% -0.02% 0.00% -0.04% -0.02% 0.00%
déc-04 0.01% 0.05% -0.08% 0.02% 0.00% 0.01% -0.01% -0.01% 0.08% 0.02% -0.02% -0.03% -0.01%
mars-05 0.01% 0.06% -0.09% 0.02% 0.00% 0.02% 0.00% -0.03% 0.04% 0.00% -0.04% -0.03% 0.00%
juin-05 -0.04% 0.04% -0.09% 0.01% 0.00% 0.01% 0.01% 0.01% 0.01% -0.04% -0.03% 0.00% 0.00%
sept-05 0.01% 0.03% -0.05% 0.01% 0.00% 0.01% 0.00% -0.03% 0.02% -0.05% -0.02% 0.01% 0.00%
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CPI PPI  employment output sales
mars-99 0.06% 0.04% 0.05% 0.04% -0.02% -0.01% -0.02% -0.07% -0.02% 0.03% 0.06% -0.01% -0.01%
juin-99 0.20% 0.02% 0.13% 0.02% 0.00% 0.00% 0.00% -0.01% 0.00% -0.02% 0.00% 0.00% -0.02%
sept-99 0.11% -0.02% 0.11% -0.02% 0.00% 0.00% 0.02% 0.03% 0.05% -0.07% -0.01% 0.00% -0.02%
déc-99 -0.04% -0.04% 0.07% -0.04% -0.01% 0.00% 0.03% 0.04% 0.05% -0.03% 0.03% -0.02% -0.01%
mars-00 -0.15% -0.03% -0.02% -0.03% -0.01% -0.01% 0.00% 0.03% 0.07% -0.03% 0.04% -0.01% -0.01%
juin-00 -0.26% -0.03% -0.11% -0.03% -0.01% -0.01% -0.01% 0.04% 0.09% -0.03% 0.06% -0.01% -0.01%
sept-00 -0.25% -0.03% -0.10% -0.03% -0.02% -0.01% -0.01% 0.03% 0.07% -0.02% 0.05% -0.01% 0.00%
déc-00 -0.20% -0.02% -0.21% -0.02% -0.02% 0.00% 0.02% 0.02% 0.06% -0.04% 0.05% -0.01% -0.01%
mars-01 -0.17% 0.00% -0.21% 0.00% -0.01% -0.01% 0.01% 0.04% 0.05% -0.05% 0.05% 0.01% 0.00%
juin-01 -0.05% -0.02% 0.07% -0.02% -0.01% -0.01% -0.01% -0.04% 0.02% -0.01% 0.01% 0.03% 0.01%
sept-01 0.18% -0.03% 0.18% -0.03% -0.01% 0.00% 0.00% -0.04% -0.03% 0.01% 0.00% -0.01% 0.01%
déc-01 0.10% -0.03% 0.13% -0.03% -0.01% 0.00% -0.03% 0.00% -0.03% 0.01% -0.02% 0.02% 0.01%
mars-02 0.25% -0.02% 0.21% -0.02% 0.00% 0.01% 0.00% -0.01% -0.06% -0.01% 0.00% 0.00% 0.00%
juin-02 0.22% 0.02% 0.25% 0.02% -0.04% -0.02% -0.03% -0.06% 0.12% -0.02% 0.17% -0.02% -0.04%
sept-02 -0.17% -0.11% -0.08% -0.11% -0.03% 0.02% -0.03% -0.17% 0.18% 0.28% 0.11% 0.03% 0.05%
déc-02 -0.20% -0.15% -0.08% -0.15% -0.03% 0.00% -0.01% -0.16% 0.14% 0.26% 0.04% 0.03% 0.02%
mars-03 -0.15% -0.13% -0.01% -0.13% -0.01% 0.00% -0.02% -0.03% 0.09% 0.08% -0.01% 0.02% 0.02%
juin-03 -0.12% -0.08% -0.03% -0.08% -0.01% 0.01% -0.02% 0.00% 0.07% 0.01% -0.01% 0.01% 0.00%
sept-03 0.00% -0.03% -0.01% -0.03% -0.01% 0.02% -0.02% -0.02% 0.12% 0.00% -0.03% -0.01% -0.01%
déc-03 0.16% 0.01% 0.08% 0.01% 0.01% 0.03% 0.02% 0.06% -0.15% -0.06% -0.08% 0.00% 0.00%
mars-04 0.13% 0.04% 0.00% 0.04% 0.01% 0.02% 0.01% 0.01% 0.01% -0.01% -0.06% -0.01% -0.01%
juin-04 0.12% 0.05% -0.01% 0.05% 0.00% 0.01% -0.02% -0.03% 0.07% 0.03% -0.05% -0.01% -0.01%
sept-04 0.07% 0.02% 0.00% 0.02% 0.00% 0.01% -0.02% 0.00% -0.04% 0.00% -0.04% 0.00% 0.01%
déc-04 -0.01% 0.05% -0.07% 0.05% 0.00% 0.00% -0.02% 0.01% 0.07% -0.02% -0.03% -0.01% -0.01%
mars-05 0.01% 0.05% -0.08% 0.05% -0.01% 0.02% 0.00% -0.01% 0.04% -0.03% -0.02% -0.01% 0.00%
juin-05 0.00% 0.05% -0.07% 0.05% 0.00% 0.01% 0.01% -0.01% 0.03% -0.04% -0.01% -0.01% 0.00%
sept-05 -0.03% 0.01% -0.06% 0.01% 0.00% 0.00% 0.01% 0.02% 0.02% -0.05% -0.01% 0.00% 0.00%
déc-05 0.14% -0.01% 0.05% -0.01% 0.01% 0.00% 0.00% -0.01% 0.03% -0.05% -0.01% 0.00% 0.00%
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CPI PPI  employment output sales
juin-99 0.11% 0.07% 0.05% 0.07% -0.02% 0.00% 0.02% -0.05% 0.04% 0.04% 0.02% 0.00% -0.02%
sept-99 0.27% 0.03% 0.16% 0.03% 0.00% 0.00% 0.05% 0.02% 0.10% -0.08% -0.03% -0.01% -0.03%
déc-99 0.10% -0.03% 0.14% -0.03% -0.01% 0.00% 0.07% 0.03% 0.09% -0.07% 0.00% -0.02% -0.03%
mars-00 -0.01% -0.04% 0.15% -0.04% -0.01% 0.00% 0.03% 0.05% 0.10% -0.04% 0.03% -0.02% -0.03%
juin-00 -0.18% -0.01% -0.12% -0.01% -0.01% -0.01% -0.02% 0.04% 0.12% -0.06% 0.05% 0.00% -0.02%
sept-00 -0.31% -0.03% -0.19% -0.03% -0.02% 0.00% 0.00% 0.06% 0.10% -0.05% 0.04% -0.01% -0.01%
déc-00 -0.28% -0.01% -0.26% -0.01% -0.03% 0.00% 0.01% 0.03% 0.10% -0.09% 0.04% -0.01% -0.03%
mars-01 -0.18% -0.01% -0.23% -0.01% -0.02% 0.00% 0.03% 0.03% 0.09% -0.14% 0.06% 0.00% -0.02%
juin-01 -0.19% 0.00% -0.14% 0.00% -0.02% -0.01% 0.02% 0.04% 0.06% -0.15% 0.03% 0.03% -0.01%
sept-01 0.09% -0.05% -0.04% -0.05% -0.02% 0.00% -0.02% -0.09% -0.02% 0.00% 0.00% 0.03% 0.02%
déc-01 0.09% -0.05% 0.12% -0.05% -0.01% 0.01% -0.01% 0.02% -0.07% 0.00% -0.02% -0.01% 0.01%
mars-02 0.27% -0.05% 0.19% -0.05% 0.01% 0.00% -0.04% -0.01% -0.07% -0.02% -0.02% 0.05% 0.00%
juin-02 0.27% -0.01% 0.21% -0.01% 0.01% 0.01% -0.01% -0.01% -0.06% 0.00% 0.00% -0.01% 0.00%
sept-02 0.22% -0.09% 0.23% -0.09% -0.02% 0.01% -0.12% -0.15% -0.09% 0.03% 0.04% 0.06% 0.02%
déc-02 -0.08% -0.20% -0.03% -0.20% -0.04% 0.01% -0.03% -0.23% 0.17% 0.39% 0.06% -0.01% 0.03%
mars-03 -0.26% -0.24% -0.07% -0.24% -0.05% 0.00% -0.06% -0.07% 0.10% 0.24% -0.01% 0.04% 0.04%
juin-03 -0.15% -0.12% 0.00% -0.12% -0.02% 0.00% -0.01% 0.00% 0.03% 0.03% -0.04% 0.01% 0.01%
sept-03 -0.06% -0.07% -0.01% -0.07% -0.01% 0.01% -0.02% -0.01% 0.06% -0.01% -0.02% -0.01% 0.00%
déc-03 0.10% -0.03% 0.05% -0.03% 0.01% 0.02% -0.03% 0.04% -0.01% -0.03% -0.07% 0.00% 0.00%
mars-04 0.15% 0.04% 0.04% 0.04% 0.01% 0.03% 0.02% 0.04% -0.09% -0.03% -0.07% 0.01% 0.00%
juin-04 0.13% 0.05% 0.00% 0.05% 0.00% 0.02% 0.01% -0.02% 0.05% 0.01% -0.05% -0.01% -0.01%
sept-04 0.13% 0.03% -0.01% 0.03% 0.01% 0.02% -0.03% 0.00% 0.03% 0.02% -0.04% -0.01% 0.01%
déc-04 0.05% 0.04% -0.01% 0.04% 0.00% 0.00% -0.03% 0.02% -0.01% -0.03% -0.03% 0.00% 0.00%
mars-05 0.01% 0.08% -0.07% 0.08% 0.00% 0.01% -0.01% 0.00% 0.06% -0.03% -0.02% -0.01% -0.01%
juin-05 0.04% 0.04% -0.05% 0.04% 0.00% 0.02% -0.01% 0.01% 0.01% -0.04% -0.02% 0.00% 0.01%
sept-05 0.04% 0.05% -0.04% 0.05% 0.00% 0.00% 0.01% 0.01% 0.04% -0.05% -0.01% -0.01% 0.00%
déc-05 0.02% 0.00% -0.01% 0.00% 0.00% 0.00% 0.00% 0.01% 0.04% -0.05% -0.01% 0.00% -0.01%
mars-06 0.20% -0.04% 0.08% 0.01% 0.01% 0.01% 0.01% -0.01% -0.02% -0.04% 0.00% 0.00% 0.00%
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CPI PPI  employment output sales
sept-99 0.25% 0.10% 0.06% 0.10% -0.01% 0.00% 0.04% -0.01% 0.14% 0.00% -0.03% -0.01% -0.02%
déc-99 0.14% 0.01% 0.16% 0.01% -0.01% 0.00% 0.14% 0.02% 0.15% -0.05% 0.00% -0.02% -0.04%
mars-00 -0.03% -0.03% 0.12% -0.03% -0.03% 0.00% 0.10% 0.05% 0.13% -0.06% 0.01% -0.02% -0.05%
juin-00 -0.04% 0.00% -0.06% 0.00% 0.01% 0.00% 0.00% 0.06% 0.18% -0.09% 0.06% -0.01% -0.05%
sept-00 -0.22% -0.01% -0.14% -0.01% -0.03% 0.00% -0.02% 0.04% 0.13% -0.04% 0.04% 0.01% 0.00%
déc-00 -0.30% 0.03% -0.09% 0.03% -0.03% 0.00% 0.10% 0.13% 0.19% -0.12% 0.06% -0.03% -0.07%
mars-01 -0.17% 0.03% -0.16% 0.03% -0.03% 0.00% 0.10% 0.07% 0.19% -0.13% 0.07% -0.03% -0.09%
juin-01 -0.05% 0.09% -0.01% 0.09% -0.04% 0.01% 0.14% 0.17% 0.21% 0.00% -0.02% 0.01% 0.00%
sept-01 -0.14% 0.05% -0.12% 0.05% -0.02% 0.00% 0.00% 0.06% 0.09% -0.19% 0.02% 0.00% -0.04%
déc-01 0.04% 0.01% -0.16% 0.01% -0.04% 0.00% -0.10% 0.06% 0.04% -0.14% 0.02% 0.02% 0.03%
mars-02 0.28% -0.08% 0.10% -0.08% 0.01% 0.00% -0.04% 0.00% -0.16% 0.07% -0.05% 0.01% 0.02%
juin-02 0.08% -0.10% 0.10% -0.10% 0.00% 0.00% -0.07% 0.00% -0.06% 0.10% -0.03% 0.04% 0.02%
sept-02 0.36% 0.06% 0.23% 0.06% 0.01% 0.01% 0.01% 0.01% -0.07% -0.07% -0.04% -0.01% -0.01%
déc-02 0.53% -0.10% 0.42% -0.10% 0.00% -0.01% -0.13% 0.08% 0.06% 0.10% 0.08% -0.02% -0.03%
mars-03 -0.23% -0.30% -0.02% -0.30% -0.04% 0.00% -0.06% -0.10% 0.08% 0.34% -0.02% 0.04% 0.06%
juin-03 -0.32% -0.24% -0.10% -0.24% -0.07% 0.00% -0.10% -0.01% 0.18% 0.19% -0.03% 0.05% 0.04%
sept-03 -0.12% -0.11% 0.01% -0.11% -0.02% 0.01% 0.01% -0.01% 0.01% 0.01% -0.04% 0.00% 0.01%
déc-03 -0.06% -0.09% -0.06% -0.09% 0.00% 0.01% -0.03% -0.02% 0.10% -0.02% -0.04% -0.01% 0.00%
mars-04 0.17% 0.03% 0.00% 0.03% 0.03% 0.03% -0.05% 0.05% -0.07% 0.00% -0.08% 0.01% 0.02%
juin-04 0.17% 0.06% 0.10% 0.06% 0.00% 0.01% 0.05% -0.01% -0.06% -0.02% -0.05% 0.00% 0.00%
sept-04 0.10% 0.02% -0.01% 0.02% 0.00% 0.01% -0.03% -0.02% 0.03% 0.04% -0.05% 0.00% 0.01%
déc-04 0.12% 0.02% 0.00% 0.02% 0.01% 0.01% -0.04% 0.01% 0.02% -0.01% -0.05% 0.00% 0.01%
mars-05 0.05% 0.08% -0.01% 0.08% -0.01% 0.00% 0.00% 0.00% 0.03% -0.05% -0.03% 0.00% -0.01%
juin-05 0.00% 0.06% -0.05% 0.06% 0.01% 0.00% -0.02% 0.00% 0.02% -0.02% -0.02% 0.00% 0.01%
sept-05 0.01% 0.03% -0.05% 0.03% -0.01% 0.00% -0.01% 0.02% 0.06% -0.04% -0.02% 0.00% 0.00%
déc-05 0.12% 0.06% 0.01% 0.06% 0.01% 0.00% 0.00% 0.02% 0.03% -0.06% 0.00% -0.03% -0.01%
mars-06 0.05% -0.04% 0.04% 0.00% 0.00% 0.00% 0.02% -0.03% 0.01% -0.02% 0.00% -0.01% -0.01%
juin-06 0.15% -0.12% 0.02% 0.05% 0.01% 0.02% 0.04% 0.03% 0.09% -0.04% 0.00% 0.01% 0.01%
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