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Diffuse Optical Tomography (DOT) has long been investigated as an effective
imaging technique for soft tissue imaging, such as breast cancer detection. DOT
has many benefits, including its use of non-ionizing light and its ability to produce
high contrast images, but it also has low resolution. In recent years hyperspectral
DOT (hyDOT) has been proposed, in an effort to improve that resolution by adding
more information in the spectral domain. In this imaging modality, hundreds or even
thousands of different wavelengths in the visible to near infrared range are used in
the imaging process. Since tissue absorbs and scatters light differently at different
wavelengths, it has been conjectured that this increase of information should provide
images that give a better overall idea of the complete spatial reconstruction of the
optical parameters.
Although hyDOT has been investigated experimentally, a formal theoretical
investigation into its mathematical foundations has not been thoroughly performed.
This dissertation seeks to lay the groundwork for the mathematical formulation of
this imaging modality. First, the forward problem for hyDOT is formulated and the
spectral regularity of the solution investigated. We demonstrate that the solution
to the governing PDE is very smooth with respect to wavelength. This spectral
regularity allows for the application of a model reduction technique to the forward
problem known as the Reduced Basis Method. Several proofs are given for the hyDOT
ii
forward solution and the spectral regularity term, including existence and uniqueness
proofs and proofs showing the continuity of the solution with respect to the diffusion
and absorption coefficients and the wavelength. The appropriate function spaces
for the optical coefficients with respect to their dependence on the wavelength are
explored and a new norm is proposed.
Additionally, the hyDOT inverse problem is formulated. New cost functionals
are proposed to solve the inverse problem that incorporate the spatial sparsity of the
optical parameters and their spectral regularity. Finally, a gradient-based reconstruc-
tion algorithm that enforces the spatial sparsity with respect to wavelength, is shown
to be very effective and robust in solving the hyDOT inverse problem when used on
simulations with a simple geometry.
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In recent years optical imaging, imaging using a low-energy light source in the
visible to near infrared range, has become a popular alternative in medical imaging
to traditional imaging techniques such as x-ray or computed tomography (CT). The
advantages of optical imaging are that the low-energy light is non-ionizing and thus,
not harmful to tissue, the devices cost less than existing medical imaging devices, and
they are helpful in providing functional, rather than anatomical, information [4]. The
functional information that optical imaging provides pertains to potential physiologi-
cal changes in the tissue since chromophores such as haemoglobin and cytochrome can
be identified by their individual absorption coefficients [97]. Further, optical imaging
has the benefit of being able to distinguish between different kinds of soft tissues,
whereas this distinction cannot be detected by other imaging modalities. This is due
to tissues having different absorption and scattering properties within the wavelengths
used in optical imaging.
Since optical imaging is especially effective in reconstructing images of soft
tissue where light penetrates more easily, one of the most desired applications of this
imaging technique is in breast cancer detection. Currently, the most common imaging
1
modality for breast cancer detection is mammography. However, mammography has
many drawbacks such as the harmful radiation of the X-ray and the reliance on
painful manipulation of the breast due to the coaxial nature of the imaging (that
is, everything must be on the same plane) [97]. Optical tomography is a desirable
alternative not only because the light source is non-ionizing, but also because the
tomographic, or “slicing” nature of the imaging means that no manipulation of the
tissue is required. Additionally, X-ray mammography is not effective at imaging
dense breast tissue and cannot distinguish between malignant and begin tumors.
Additionally, it has up to a 22% false negative rate for women over 50 (the women
most likely to be screened) [18]. Optical tomography also has applications in other
sorts of non-invasive procedures involving soft tissue, such as testing the oxygenation
of blood in the brains of newborns (for this and other applications, see [4, 5, 37, 45]
and the references therein). Overcoming the ill-posedness of the the inverse problem
in the image reconstruction for optical imaging has been crucial in the process of
making this type of imaging more accessible in practice rather than just attractive in
theory.
1.1 Diffuse Optical Tomography
Diffuse optical tomography, a type of optical imaging, is the process of imaging
an object through sectioning by use of an optical wave, that is, a wave from a light
source. Typically, this source is laser light in the visible (about 400 to 700nm) or near
infrared range (about 700 to 1600 nm). Tissue is a highly scattering medium and so,
as the collimated laser beam passes through the tissue some of the light is absorbed
by chromophores (such as hemoglobin, lipid and water), but most is scattered. In
fact, in the near-infrared range (specifically about 650 to 950 nm), it has been shown
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that absorption of light by biological tissue is minimized, and so it can penetrate up
to about 6 cm in breast tissue and about 2 to 3 cm in the brain and joints [52].
Detectors placed on the boundary of the tissue collect the scattered beams, and
from this data a 2-D image (slice) of the tissue is reconstructed in the form of a spatial
map of the tissue’s absorption and scattering coefficients [52]. This is demonstrated
in Figure (1.1). The reduced scattering coefficient is the reciprocal of the photon
transport mean-free path which is the average distance traveled by a photon before its
direction is randomized by interaction with another object. The absorption coefficient
is the reciprocal of the average distance traveled by a photon before it is absorbed.
Both of these coefficients are dependent on the wavelength, λ, of the light source [31].
Since cells in tumors have higher absorption coefficients than normal cells due to
an increased water or ionic concentration, and they also scatter photons differently,
the absorption and scattering coefficients of the cells being imaged are the most
important parameters to be determined in most medical applications [52, 99]. In
fact, it has been shown experimentally that breast tissue with malignant tumors has
more than 50% higher water, deoxy- and oxy-hemoglobin content than healthy breast
tissue [18, 50, 51].
The forward problem in OT is to determine the measurements, g on the bound-
ary ∂Ω of the medium Ω given a light source, f , on the boundary and the absorption
and scattering coefficients, µa and µs, respectively, for all locations x ∈ Ω. The rela-






+ ŝ · ∇I + (µa + µs)I = µs
∫
p(ŝ′, ŝ)I(x, ŝ′)dŝ′ (1.1)
where I(x, ŝ, t), the variable of interest, is the specific intensity, also known as the
3
!
Figure 1.1: Diagram representing the placement of detectors along the boundary of a
3-D medium in a typical Optical Tomography set-up, with a 2-D slice of the scattering
and absorption parameters as the output (from [22, 45]).
spectral radiance (number of photons per unit volume), at position x, in the direction
ŝ at time t [7, 56].
Since the RTE is computationally expensive, an approximation is usually used.
The most common approximation is the diffusion approximation, which results in a
modality known as diffuse optical tomography (DOT). In the time domain mode of
DOT, where the laser source is a high-power pulsed laser, the forward problem is





+∇ ·D∇Φ(x, t)− µaΦ(x, t) = −S(x, t) (1.2)
where n is the refractive index of the medium, c is the speed of light in a vacuum,
Φ is the photon density, S is the strength of the source, and D is the diffusion
coefficient, expressed as D = 1/3(µa + µ
′
s) where µa is the absorption coefficient
and µ′s is the reduced scattering coefficient [4, 7, 52]. The diffusion model is a first-
order approximation to the radiative transport equation, assuming µ′s  µa and
the detector and source are not too close together [7, 52]. It is obtained from the
RTE through the PN approximation where the angular dependence of the intensity
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is expanded in spherical harmonics and only the first order terms are kept [7, 56].
The derivation of this approximation is given in Appendix A. The approximation in
(1.2) is a parabolic differential equation in the time-dependent case and an elliptic
differential equation in the frequency domain [4, 7] The inverse problem of DOT is
a nonlinear, ill-posed problem of estimating the optical parameters, D,µa given a
known source, f , and the boundary measurements, g [52, 49]. The 2-D spatial maps
of the optical parameters for each slice are assembled to get a three dimensional image
of the object.
1.2 Hypersectral Imaging
Hyperspectral imaging (HSI) is an imaging modality involving the use of hun-
dreds of optical wavelengths that has been generating a lot of research in recent years,
specifically regarding its application to remote sensing, and geospatial and military
imaging [92, 95]. Recently, researchers have been looking at HSI’s applications in the
medical field as a tool for non-invasive disease diagnosis and surgical guidance [65].
HSI has been suggested for diverse medical applications such as to determine depth of
burn damage [27], to monitor blood oxygenation levels in the extremities of diabetes
patients to look for signs of peripheral arterial disease (PAD) [80, 81], to aid diagnosis
of oral carcinoma biopsies [77], and to detect prostate tumors [36]. HSI is a hybrid
modality, combining imaging with spectroscopy by collecting spectral information at
each pixel of an array while scanning through different wavelengths to generate a
three-dimensional hypercube of spatial and spectral data [65]. A comparison between
a hyperspectral hypercube and a traditional RGB image is give in Figure (1.2). Nat-
urally, the reconstruction for HSI results in an image with high spectral resolution,
but generally low spatial resolution which degrades the detection and recognition of
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important features [102]. Hyperspectral imaging can be applied to any optical imag-
ing modality, such as DOT, to increase the spectral resolution of the image while
maintaining the high spatial resolution given by the optical imaging modality. Some
disadvantages have been shown for imaging at just one wavelength. For example, it
has been shown that for a continuous wave optical imaging system, a system where
the laser light is emitted at a constant intensity or modulated at a low frequency, mea-
suring only intensity at a single wavelength was not enough to distinguish between
the effects of scattering and absorption, the two main quantities of interest in the
image reconstruction problem [6]. Another benefit of adding hyperspectral imaging
to medical optical tomography is that the imaging process can be accelerated so that
near real-time screening may be possible. Hyperspectral DOT is just starting to be
explored experimentally and has not yet been rigorously mathematically formulated.
An example of a current application of hyperspectral DOT is to monitor and map
human brain activity as a function of depth in the brain [59]. Cho et al. [21] have also
introduced a wavelength-swept laser that is cost effective and eliminates light from
the unhelpful ends of the spectrum (that is, the ultraviolet and mid-infrared light) in
order to have a more effective multi-wavelength implementation of DOT than current
methods.
One of the main topics this dissertation seeks to explore is if and how hyper-
spectral DOT improves image reconstruction in comparison with DOT. It has been
demonstrated that data sets obtained by hundreds or thousands, compared to just
one or dozens of wavelengths, improves the quality of the DOT image reconstruction
by providing more information about the chromophores [18, 60, 61, 62]. For example,
two of the primary indicators of cancer, angiogensis and hypermetabolism, can be de-
tected by observing the concentration and oxygen saturation of hemoglobin in blood.
Since hemoglobin, like other chromophores, absorbs photons when the photons’ en-
6
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Figure 1.2: Comparison of a hypercube generated by HSI and a traditional RGB im-
age. On the lower lefthand side is a graph showing the reflectance (spectral signature)
for each wavelength for one pixel in the image. The lower righthand side shows the
spectral intensity for the three wavelengths in a RGB image (from [65]).
ergy matches a level between its internal energy states, the absorption levels vary by
wavelength. Thus, the concentration and oxygen saturation of the hemoglobin will
be most clearly seen when absorption levels at several wavelengths are examined [65].
In fact, all the absorption chromophores (oxy-Hb, deoxy-Hb, H2O, and lipid) have
unique spectral signatures and thus can be derived from the absorption coefficient
when multiple wavelengths are used in the imaging [52, 101]. An illustration of the
chromophores dependence on wavelength (from [101]) is given in Figure 1.3.
Imaging at several wavelengths has been shown to improve the reconstruc-
tion for hybrid modalities as well. Bal and Ren [8] have shown that only two of
the three optical parameters in Quantitative Photoacoustic Tomography (QPAT), a
hybrid optical and acoustic modality, can be reconstructed uniquely, regardless of
the number of radiation illuminations. However, Bal and Ren also showed that in a
multispectral setting, that is, when data from several optical wavelengths is available,
all three coefficients can be reconstructed simultaneously and stably assuming that
the dependence of D and µa is different for at least two wavelengths and the three
7
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Figure 1.3: The spectral dependence of the absorption chromophores in biological
tissue (from [101]).
optical parameters are sufficiently smooth with respect to λ [9]. These are encourag-
ing results that this dissertation extends to purely optical modalities, demonstrating
that the optical parameters D,µa have a great deal of smoothness with respect to λ.
There are many ways to computationally solve the inverse problem that arises
from hyperspectral DOT, though the addition of a spectral dimension to the already
large spatial dimension makes the computational burden large. Dimension reduction
is thus key. Efforts have been taken to find computationally efficient algorithms for the
already computationally expensive inverse problem for DOT at one wavelength [100]
but the dimension reduction for hyperspectral DOT has not been thoroughly stud-
ied. There are two approaches in the discretization of the model, specifically with
respect to the parameter λ. Most of the literature involves discretizing by looking
at data from only a finite number of key optical wavelengths, and solving the PDE
individually for each wavelength. For example, Corlu et al. have shown that in a
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multispectral approach where the unknown parameters µa and µs are replaced with
the unknown chromophore concentrations, if the measurement wavelengths are opti-
mized so that the problem is spectrally constrained, the chromophore reconstruction
problem has a unique solution [23]. This approach, however, becomes computation-
ally expensive very quickly. Additionally, Saibaba et al. have developed algorithms
to reduce the computational burden of hyperspectral DOT, using the Born approxi-
mation to linearize the forward model, but again, they only look at one wavelength
at a time [89].
The second method is to parameterize the problem with respect to λ and
discretize by basis functions from a function space defined with respect to λ. The
function space formulation needed for a rigorous approach is absent in the litera-
ture. Specifically, the regularity of the solution map, Φ, and of the unknown optical
parameters D,µa with respect to the wavelength λ is not well documented.
It is for this reason that a substantial portion of this dissertation is dedicated
to giving a rigorous analysis of the hyDOT forward and inverse problems, including
looking at existence of solutions and the appropriate function spaces for the solutions
and parameters. This analysis is given in Chapter 2 for the forward problem of
both DOT and hyDOT, and in Chapter 3 for the inverse problem. Outlining the
appropriate function spaces is essential to defining the appropriate norm and inner
products to use for the cost functional in the inverse problem, as well as in the
existence and uniqueness proofs. A DOT experiment without wavelength dependence
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was modeled in [22] as




= f on ∂Ω (1.4)
−D∂u
∂ν
= g on ∂Ω (1.5)
where the source is incorporated as a Robin boundary condition, the forward problem
(1.2) is solved, and the measurements are read out of the Neumann type boundary.
Here, the solution, u, is the photon density and k is the wave number that describes
the modulation of the laser. The inverse problem of DOT assumes this map is com-
plete in order to reconstruct the optical parameters D,µa, µs, where the latter two
are referenced simply by µ in (1.3). However, in practice there are only a finite num-
ber of sources, M , so the inverse problem is formulated as an optimization problem
with a cost functional [22]. By applying a Tikhonov type regularization with sparsity

















r (0, f) is the Robin to Neumann map given by (1.3) - (1.5) where γn is the
Neumann trace, F
(k,q)
r (0, f) is the forward operator for the PDE with Robin boundary
condition, αD and αµ are the regularization parameters for D and µ, respectively,
denoted by q = (D,µ), φi are the basis functions of the spatial variable and q in the
space Q̄ = {H1(Ω) × L2(Ω) : 0 < D0 ≤ D ≤ D1, 0 < µ0 ≤ µ ≤ µ1}, f is a fixed
source, and g are the true Neumann measurements.
This work proposes several cost functionals similar to (1.6) for solving the
inverse problem of hyDOT. These cost functionals seek to exploit the smoothness in
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the spectral domain and sparsity in the spatial domain of the optical parameters.
While several cost functionals for the hyDOT problem are proposed in Chapter 3,









αk(λ)|ck,λ − ĉk,λ|dλ (1.7)
The well-posedness of the forward problem for both DOT and hyDOT, and the
existence of the gradients necessary for the inversion algorithm depend on the deter-
mination of the appropriate function spaces for the optical parameters. A complete
description of these function spaces with their corresponding norms and inner prod-
ucts is given in Chapter 2. The analytical determination of the appropriate function
spaces for hyDOT is unique to this work. Bal and Ren [9] have assumed that, for a
similar imaging modality known as multispectral photoacoustic tomography (PAT),
the unknown coefficients D(λ) and µ(λ) lie in C1(Ω). However, there has been no
work to show that this assumption is valid, nor what the parameter space would be
for a purely optical modality such as DOT. In this work we determine the topology of
these coefficients with dependence on wavelength to give a more rigorous theoretical
foundation. In fact, we show that the coefficients lie in a smooth topology, as Bal
and Ren assumed, when only their dependence on wavelength is considered. Saibaba
et al. [89] have provided a graph showing the spectral dependence of the absorption
coefficient, µa, shown here in Figure (1.4). The graph gives experimental evidence
that µ(λ) is indeed very smooth. Since this is the case, we suggest that if the norm
that includes this wavelength dependence is used in the image reconstruction this
would lead to a more well-posed inverse problem.
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Under the Born approximation, the scattered field is assumed to be much smaller than the incident
field, i.e.  s ⌧  i and therefore, the total fluence  (r, ) =  i(r, )+ s(r, ) in the right hand side of
equation (2.5) can be replaced by  i(r, ). As a result of this approximation, there is a linear relation
between the scattered fluence rate  s(r, ) and the perturbation of absorption  µa(r, ).
It should also be noted that both the scattered field  s(r ) and  i(r, ) satisfy the same bound-
ary conditions in the equations (2.2)-(2.3). Furthermore, if additional information such as spatial
variability is known about the background properties of di↵usion and absorption (currently assumed
to be homogenous) they can be incorporated into this model [8]. The solution to the photon fluence
 s computed at the measurement location rd for a particular wavelength   can be written using the
following integral equation




where  d(r, ), which we call the adjoint field, can be derived using the reciprocity property of the








 (r  rd) r 2 ⌦ (2.7)
and rd corresponds to the detector location. To relate the scattered fluence to the concentrations of







1 r 2 D
0 r 2 ⌦\D (2.8)
where Nsp is the number of species, "l is the extinction coe cient of species l at wavelength  , cl
is the concentration of species l and   is an indicator function which depends on D, the domain of
support for the perturbation we wish to image. For the purpose of this paper, we will consider that the
chromophore concentrations are co-located. This choice was also considered in [27]. Further details
regarding the governing partial di↵erential equations can be obtained from the following references [25,
26, 27].
Fig. 2.1: The absorption coe cient µa as a function of   in the range   2 [600, 1000] [nm]. The
chromophore concentrations of the background and the perturbation used to generate this plot are
provided in Table 6.1.









The reference wavelength  0 is chosen as 600 nm and  has units of cm 1. The scattering pre-factor
 depends primarily on the number and size of scatterers, and a scattering exponent b depends on
the size of scatterers in the medium [17].
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Figure 1.4: Graph showing the absorption coefficient µa as a function of the wave-
length λ for wavelengths in the near infrared range (from [89]).
1.3 The Reduced Basis Method
Due to the added dimensionality from imaging at hundreds of wavelengths,
reduction of the hyDOT problem is necessary for an accurate image reconstruction.
In this work, we apply a dimensionality reduction technique known as the Reduced
Basis Method (RBM). The RBM was originally applied to the structural analysis of
beams and arches [2, 70, 75] but has recently been applied to solve PDEs of many
types, including elliptic PDEs such as the diffusion approximation that governs DOT
and hyDOT.
The RBM is most successful when it is applied to parameterized PDEs [25,
42, 78, 79, 82, 87]. This is due to the structure of the method. The RBM gives
an approximate solution of a given PDE at any parameter value by using a linear
combination of the exact (or finite element) solution of the PDE at a relatively small
number of parameter values with respect to the number of basis elements in the finite
12





where u(λi) is the finite element solution at λi and N is the number of elements in
the reduced basis. We note that if the number of basis elements for the finite element
solution is N , then N  N . Since hyDOT is parameterized by wavelength, it is an
ideal candidate for use of the RBM.
Succesfsul application of the RBM to the hyDOT forward problem demon-
strated that only the “exact” solution at a small number of wavelengths was necessary
to get a good approximation of the solution at any wavelength. The simulations in
Chapter 5 also indicate that the reduced basis itself does not vary much with respect
to the geometry of the problem. Thus, we conjectured that we would be able to use
the same reduced basis to solve the forward problem in each iteration of the inversion
algorithm for hyDOT to reduce the complexity. A complete analytical formulation
for application of the RBM to the forward problem in hyDOT is given in Chapter 4.
This chapter includes a discussion and comparison of different methods used to find
a reduced basis. This work, given in [41], has been submitted for publication. A
discussion of the difficulties of applying the RBM to the inverse problem of hyDOT
and suggestions for how to implement it is given in the last section of Chapter 4.
1.4 Sparsity Regularization in Hyperspectral DOT
Once the analytical formulation for the hyperspectral case has been completed
in Chapter 3, we extend the theory and application of sparsity regularization to
broadband (hyperspectral) signals in DOT in an effort to improve the ill-posedness
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of the problem. Sparsity is a natural consideration in medical DOT because the
goal is to find relatively small areas of high contrast with regards to the absorption
and scattering parameters which represent tumors against the healthy background
tissue. These isolated areas of high contrast against a dominant relatively homogenous
background allow for a sparse spatial basis and, hence, a sparse solution.
Hyperspectral imaging has been shown to be intrinsically sparse in the spa-
tial domain and smooth in the spectral domain, as the details of an image can be
represented by a small number of general structural shapes in the form of basis func-
tions [19, 102]. Zhao et al., for example, used basis elements taken from a dictionary
learned from panchromatic images along with `1 regularization in the spectral do-
main to obtain a hyperspectral image in a geospatial imaging application with super-
resolution [102]. We show how sparsity can be exploited in hyDOT in the spatial
domain while incorporating the spectral dependence of the parameters in Chapter 3.
Specifically, in the cost functional given in (1.7) the sparsity regularization parameter
α is dependent on the wavelength λ. Some of the other cost functionals listed in
Chapter 3 include a sparsity term that enforces sparsity on terms that include the
spectral dependence more explicitly. Additionally, we have shown analytical results
for the solution ∂u
∂λ
to the derivative of the PDE governing hyDOT with respect to
λ in Chapters 2 and 3 to prove the validity of these functionals that they may be
implemented in the future.
The significant contribution of this dissertation is that it lays the mathematical
framework for exploring hyperspectral DOT that was not previously present in the
literature. Notably, we demonstrate the regularity of the forward solution of hyDOT
and the optical parameters in the spectral domain and show how this can be exploited
to apply model reduction to the forward and inverse problems. We show that the
solution at only a few wavelengths is sufficient to interpolate the solution at any
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other wavelength. We combine this with the inherent sparsity of DOT in the spatial
domain, applying a sparsity term in the inversion algorithm that incorporates the
wavelength dependence of the parameters.
This dissertation is set up as follows. In Chapter 2 we establish the existence
and uniqueness of a solution for the DOT and hyDOT forward problems, and demon-
strate the well-posedness of each. We also discuss the regularity necessary for each
parameter and variable. In Chapter 3 we provide the analytical formulation for the
DOT and hyDOT inverse problems. Further, we suggest several cost functionals for
the minimization problem and describe the inversion algorithm. In Chapter 4 we
introduce the Reduced Basis Method and show how it may be applied to the hyDOT
forward and inverse problems. Finally, in Chapter 5 we give the simulated results of
applying the Reduced Basis Method to the hyDOT forward problem and applying the
reconstruction algorithm to the inverse problem for two relatively simple geometries.
15
Chapter 2
Analytical Formulation of the
Forward Problem
In this chapter we will provide the analytical rigor for the hyDOT forward
problem that provides the foundation for the simulation and experimental verification
presented in Chapter 5. We will begin by proving the existence and uniqueness of
a solution to the DOT forward problem and then prove the same for the hyDOT
forward problem. This will help us to show that the forward problem of hyDOT is
well-posed according to the definition of Hadamard [44]:
Definition 2.1. (Well-Posedness) A problem is said to be well-posed if
(i) a solution exists,
(ii) the solution is unique, and
(iii) the solution depends continuously on the data.
The third condition is also known as the sensitivity condition. The inverse
problem for both DOT and hyDOT are ill-posed because they fail the third condition.
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The solution to the inverse problem is very sensitive to small variations in the input,
that is, the boundary measurements.
2.1 The DOT Forward Problem
The forward problem in DOT involves solving an elliptic partial differential
equation with Robin boundary conditions where µa and D are known. The solution,
u, describes the photon density of the scattered light arriving at the detectors. The
complete DOT experiment is given in the frequency domain as




= f on ∂Ω (2.2)
−D∂u
∂n
= g on ∂Ω, (2.3)
where D is the diffusion coefficient, µa the absorption coefficient, k is the wave number
of the modulation frequency of the laser, f the source, g the measurements of the
scattered photons on the boundary, and Ω ⊂ Rn, n = 2, 3 a bounded, connected,
Lipschitz domain.
More specifically, as discussed in the introduction, the interaction of the light
photons being absorbed and scattered by the tissue is primarily modeled through
the radiative transport equation (RTE), given in (1.1), which describes the transport
of the photons through the tissue. The parameters of interest in the RTE are the
diffusion and absorption parameters which are a priori unknown. The difficulties of
working with the RTE has prompted the use of the first order diffusion approximation
to the RTE. This approximation is found using a PN approximation (specifically, P0),
which involves expanding the photon density u and the source g in spherical harmonics
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(x, t)−∇ ·D(x)∇u(x, t) + µa(x)u(x, t) = h(x, t) (2.4)
u(x, 0) = 0 in Ω (2.5)
u(x, t) + 2D(x)
∂u
∂ν
(x, t) = 0, x ∈ ∂Ω (2.6)
where h is the interior forcing function, and the measurement is given by
g(x, t) = −D(x)ν(x) · ∇u(x, t) = −D(x)∂u
∂ν
(2.7)
In the time domain, this is a parabolic differential equation. In the frequency domain,
(2.6) becomes






u(x, ω) = h(x, ω) (2.8)
through Fourier-transformation. Further, in the time-independent (or dc) case, the
diffusion approximation is given by




(x) = f(x), on ∂Ω. (2.10)
For a complete derivation of the diffusion approximation from the radiative
transport equation, see the Appendix. Note that D,µa, u are all functions of the
spatial variable x. We also note that D,µa are bounded. That is, there exist constants
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D1, D2 and µ1, µ2 such that,
0 < D1 ≤ D ≤ D2 <∞, 0 < µ1 ≤ µa ≤ µ2 <∞. (2.11)
Thus, D,µa ∈ L∞(Ω). Finally, we define the parameter space to be
Q := {(D,µ) ∈ L∞(Ω)× L∞(Ω) : 0 < D0 < D < D1, 0 < µ0 < µ < µ1}.








































H1/2(∂Ω) ∼={γD(v)|v ∈ H1(Ω)/H10 (Ω)} (2.17)
H−1/2(∂Ω) ∼={γN(v)|v ∈ H1(Ω)/H10 (Ω)}. (2.18)
We note that H10 (Ω) ↪→ H1(Ω) ↪→ L2(Ω) and that H−1/2(∂Ω) is the dual space




(∇u∇v̄ + uv̄)dx (2.19)
In general, these spaces are known as Sobolev spaces. The Sobolev space
W kp (Ω) is formally defined as
Wmp (Ω) = {u ∈ Lp(Ω) : Dαu ∈ Lp(Ω), ∀|α| ≤ m}.
That is, W kp (Ω) is the set of all functions in L
P (Ω) whose |α| ≤ m weak partial
derivatives are also in Lp(Ω). It is convention to let Wm2 (Ω) = H
m(Ω), which we
adopt here.
For DOT the measurement, g, is typically considered to be in the Sobolev
space H1/2(∂Ω), the source in its dual space H−1/2(∂Ω) and the photon density inside
the medium in the Sobolev space H1(Ω), though in practice L2(∂Ω) and L2(Ω),
respectively, are used in their place [49, 22]. This replacement is partially due to
the fact that the measurements, g are actually discrete and so we cannot truly say
g ∈ H1/2(Ω) [49]. Though this replacement is done in practice, it has been shown
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theoretically that for electrical impedance tomography (EIT) and DOT the choice of
inner product does make a difference in the reconstruction [49, 54]. Similarly, though
the coefficients D(x), µa(x) are generally assumed to be in L
∞(Ω), in practice D is
considered to be in H1(Ω) and µa ∈ L2(Ω) for easier analysis for the uniqueness
arguments [22]. Thus, in this chapter we will assume Q ∈ L∞(Ω) × L∞(Ω) but
will need to consider the parameter space Q ∈ H1(Ω) × L2(Ω) when proving results
regarding the inverse problem in Chapter 3. We also note that the results presented
here can be extended more generally for D,µa ∈ Lp(Ω) and u ∈ W 1,q. While we do
not prove those results in this work, they are well-documented (see, e.g. [22]) and we
assume Lp regularity to enforce the sparsity in Chapter 3.
To the show the first two conditions in Definition 2.1 hold, we will use the
Lax-Milgram Theorem for Sesquilinear Forms. A sesquilinear form is a generalization
of a bilinear form and is defined as follows.
Definition 2.2. (Sesquilinear form) A map B : V × V → C on a complex vector
space V is called a sesquilinear form if
(i) B(x+ y, z + w) = B(x, z) +B(x,w) +B(y, z) +B(y, w), and
(ii) B(ax, by) = ab̄B(x, y)
where x, y, z, w ∈ V , a, b ∈ C are constants and b̄ is the complex conjugate of b.
Theorem 2.3. (Lax-Milgram Theorem) Let B : H ×H → C be a sesquilinear form
on a Hilbert space, H, and 〈·, ·〉 an inner product. If B satisfies:
1. |B(u, v)| ≤ c1||u||H ||v||H for all u, v ∈ H, and some constant, c1 > 0 (bounded)
2. B(u, u) ≥ c2||u||2H for all u ∈ H, and some constant c2 > 0 (coercive)
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then there exists a unique bijective linear map b : H → H ′ that is continuous in both
directions, uniquely determined by B, such that B(u, v) = 〈Bu, v〉 for all u, v ∈ H
and B(b−1w, v) = 〈w, v〉 for all v ∈ H and w ∈ H ′, where H ′ is the dual of H. In
addition, ||b||L(H,H′) ≤ c1 and ||b−1||L(H′,H) ≤ 1c2 .
To obtain the sesquilinear form required in the Lax-Milgram Theorem, we
find the weak formulation of equations (2.1) - (2.3). In fact, the weak formulation
is necessary to ensure the existence of the required derivatives. That is, we cannot
guarantee the appropriate smoothness of u to guarantee the existence of ∇u and
∇ · (D∇u) in the strong sense [22, 34]. We require u to be in the Sobolev space
H1(Ω) in order to guarantee the appropriate smoothness for this weak formulation,
that is the existence of a derivative of u in L2(Ω) [22].
2.1.1 Well-Posedness of the Robin Problem
First we consider the Robin DOT problem which is to solve




= f on ∂Ω (2.21)



















(µa + ik)uv̄dx = 0
∫
Ω












through integration by parts and applying (2.21) and the Dirichlet trace, (2.12). From
















Lemma 2.4. BR(u, v) is a sesquilinear form.
Proof.
BR(x+ y, z + w) =
∫
Ω






























(γDxγDz + γDxγDw + γDyγDz + γDyγDw)ds

























In order to use the Lax-Milgram Theorem, we need to show that FR(v) is
a bounded linear functional. To do so, we will make use of a Riesz map, which is
guaranteed by the Riesz Representation Theorem, given below as in [58].
Theorem 2.5. (Riesz Representation) Let H1, H2 be Hilbert spaces and h : H1×H2 →
K a bounded sesquilinear form. Then, h has a representation,
h(x, y) = 〈Sx, y〉
where S : H1 → H2 is a bounded linear operator. Further, S is uniquely determined
by h and has norm ||S|| = ||h||.
Lemma 2.6. FR(v) is a bounded linear functional of v.
Proof. Note that FR(v) is the duality pairing
1
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where H−1/2(∂Ω) is the dual space of H1/2(∂Ω). Now, making use Theorem 2.5, let









= |〈FD(0, Sf), v〉|H1(Ω)
≤ ||FD(0, Sf)||H1(Ω)||v||H1(Ω) ≤ c||v||H1(Ω)
where FD(·, ·) is the forward Dirichlet operator.
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To show that the conditions of Theorem 2.3 are met, we now must show that
BR(u, v) is bounded and coercive. To make the proof easier, we define a norm that












In order to prove the equivalence of this norm to the H1 norm derived from (2.19),
we need to make use of the Sobolev Trace Theorem.
Theorem 2.7. (Sobolev Trace Theorem) Given Ω, a bounded, simply connected Lip-
schitz domain, and 1
2
< s < 3
2
, the trace operator γ|∂Ω is a bounded linear operator
from Hs(Ω) to Hs−
1
2 (∂Ω).
Now we will prove the equivalence of the norms.





and ||u||H1∗ (defined in
(2.24)) are equivalent.
Proof. First, recall that D and µa are bounded on Ω. That is, D2 ≥ D and µ2 ≥ µa.




























= (C1 + C)||u||H1
where C is the constant guaranteed by the Sobolev Trace Theorem (Theorem 2.7),
that is, the constant that arises from γD being a bounded linear operator. Next, since
25


















































||u||2H1∗ ≤ ||u||H1 ≤ C2||u||H1∗
and so the two norms are equivalent.
Since we have defined H1∗ (Ω), we will use its corresponding inner product to
define an inner product on H1/2(∂Ω). The spaces H1/2(∂Ω) and H−1/2(∂Ω) will then
be connected by a Riesz map. In the following, we will denote the solution to the
Dirichlet problem
−div(D∇u) + µau = 0 in Ω
u = f on ∂Ω
as FD(0, f). Our inner product for H
1/2(∂Ω) is thus given by







































γRFD(0, f) · gds.







Thus, the H1/2(∂Ω) inner product is given by the three equivalent definitions,














We can verify quickly that this indeed is a valid inner product. First of all, the
conjugate symmetry and linearity in the first term is guaranteed by the H1∗ (Ω) inner
product. Now consider f ∈ H1/2(∂Ω) such that f = 0. Then FD(0, f) = 0 and so
〈f, f〉H1/2(∂Ω) = 〈FD(0, f), FD(0, f)〉H1∗(Ω) = 0.
Since we are using the H1∗ (Ω) inner product, 〈FD(0, f), FD(0, f)〉H1∗(Ω) cannot be zero
if FD(0, f) 6= 0 and thus if f 6= 0, 〈FD(0, f), FD(0, f)〉H1∗(Ω) 6= 0. Therefore, (2.25) is
a valid inner product.
Now we are prepared to prove that the hypotheses of the Lax-Milgram Theo-
rem are met for the sesquilinear form BR(u, v).
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Theorem 2.9. BR(u, v) is bounded and coercive with respect to the H
1 norm.

























































































































































using Hölder’s Inequality and the Sobolev Trace Theorem. Now we will show that
BR(u, v) is coercive with respect to H
1.















where C2 is defined as in the proof of Lemma 2.8.
Now that we have proven that all the conditions are met, we can conclude
from Theorem 2.3 that (2.22) has a unique solution. More specifically, we can say
BR(u, v) = 〈Au, v〉H1∗(Ω) for u, v ∈ H1∗ (Ω) and a unique bijective A. Thus, since we
have that Br(u, v) = FR(v), a bounded linear functional, for all v ∈ H1∗ (Ω), then we
also have
BR(u, v) = 〈Au, v〉H1∗(Ω) = FR(v), ∀v ∈ H1∗ (Ω)
by the Lax-Milgram Theorem. Further, the Riesz Representation Theorem allows us
to describe any element of (H1∗ (Ω))
∗ as an inner product and thus,
FR(v) = 〈z, v〉H1∗(Ω), ∀v ∈ H1∗ (Ω).
Combining the above we thus have
BR(u, v) = 〈Au, v〉H1∗(Ω) = 〈z, v〉H1∗(Ω) = FR(v), ∀v ∈ H1∗ (Ω).
Since this equality holds for all v ∈ H1∗ (Ω), we can conclude that Au = z and thus
u = A−1z since A is bijective and thus, invertible. Since A is also unique, this u is the
only solution to BR(u, v) = FR(v) on H
1(Ω). Recall that the Lax-Milgram Theorem
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also gives bounds on A (see Theorem 2.3), given by




In the proofs of Lemma 2.8 and Theorem 2.9, we found that






= max {D1, µ1}
and so
||A||H1∗(Ω) ≤ D2 + µ2 + |k|+
1
2
C, ||A−1||H1∗(Ω) ≤ max {D1, µ1} .
Then, for u = A−1z where z is the representation of FR given by the Riesz Represen-
tation Theorem (and thus ||z|| = ||f ||), the solution u has bound
‖u‖H1∗(Ω) = ‖A−1z‖H1∗(Ω) ≤ ‖A−1‖‖z‖H1∗(Ω) ≤ max {D1, µ1} ‖f‖H1∗(Ω).
Since we have shown the existence and uniqueness of the Robin forward prob-
lem, all that remains to prove that is well-posed is to show that the solution depends
continuously on the data. Note that if f is the source and g is the measurement for
a DOT experiment, the whole experiment can be described by the system




= f on ∂Ω (2.27)
−D∂u
∂n
= g on ∂Ω (2.28)
which represents a Robin-to-Neumann map given by FRN(D,µ)f = g , for any source
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f . Thus, the forward problem that we need to analyze is




= g on ∂Ω. (2.30)
We are now prepared to prove that the last condition of Hadamard (Definition 2.1)
for well-posedness is met.
Theorem 2.10. The solution, u, to (2.20)-(2.21) depends continuously on the data
g.
Proof. By our previous calculation of the weak formulation of the forward problem
given by (2.22), (2.23), we have that the weak formulation of (2.29),(2.30) is
∫
Ω















〈g, γDv〉H−1/2(∂Ω)×H1/2(∂Ω), ∀v ∈ H1(Ω).
Thus, as we have described above, if we can show that 1
2
〈g, γDv〉H−1/2(∂Ω)×H1/2(∂Ω)
can be considered as a bounded linear functional on H1∗ (Ω) (or, equivalently, H
1(Ω)),
then we can show the existence of a unique solution. As this is currently a duality
pairing and not an element of the dual space of H1∗ (Ω), we will have to do some work
to connect it to an inner product in H1∗ (Ω). By the Riesz map S : H
−1/2(∂Ω) →
H1/2(∂Ω) defined in the proof of Lemma 2.6, we have that
〈g, γDv〉H−1/2(∂Ω)×H1/2(∂Ω) = 〈Sg, γDv〉H1/2(∂Ω).
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Additionally, by the inner product for H1/2(∂Ω) defined in (2.25), we have
〈g, γDv〉H−1/2(∂Ω)×H1/2(∂Ω) = 〈FD(0, g), FD(0, γDv)〉H1∗(Ω)
= 〈FD(0, γDFR(0, g)), FD(0, γDv)〉H1∗(Ω)
= 〈FD(0, γDFR(0, g)), v〉H1∗(Ω)
where Fr(0, g) is the forward Robin map and FD(0, g) the forward Dirichlet map. We
now consider the extension operator π : H1/2(∂Ω) → H1∗ (Ω), where πf = Fd(0, f).
Thus, by the Riesz map S we have,
〈g, γDv〉H−1/2(∂Ω)×H1/2(∂Ω) = 〈πSg, v〉H1∗(Ω).
This is a quantity that we can consider as a linear functional in (H1∗ (Ω))
∗. We only
need to show that it is bounded to be able to use the argument above. But by the
Cauchy Schwarz Inequality we have
1
2
〈πSg, v〉H1∗(Ω) ≤ ‖πSg‖H1∗(Ω)‖v‖H1∗(Ω) <∞
since πSg, v ∈ H1∗ (Ω). Now since
BR(u, v) = 〈Au, v〉H1∗(Ω) =
1
2
〈πSg, v〉H1∗(Ω), ∀v ∈ H1∗ (Ω)




u = A−1 1
2



















for some constant C, and so u depends continuously on the data, g.
Thus, having already shown the existence and unique of u, we conclude that
the DOT forward problem is well-posed.
2.2 The hyDOT Forward Problem
The forward problem for hyDOT has the same form as that for DOT, but the
optical coefficients D and µa are now dependent on a continuous parameter, λ.




= f on ∂Ω (2.32)
The optical wavelength, λ, is in Λ = [λmin, λmax], a closed, bounded subset of R.
33
2.2.1 Spectral Dependence
In discovering how the spectral dependence of the optical parameters affects
the hyDOT inverse problem, we wish to examine the behavior of the governing PDE
with respect to its spectral dependence. To do this, we first consider (2.1) - (2.2)








This PDE is given by,




= f on ∂Ω.
(2.33)





































We see that this new equation has the same form as (2.33). Hoping to see a pattern,




























































Upon taking the derivative with respect to λ the third time, a pattern emerges.








































The formula for the nth derivative of the boundary condition is harder to write
compactly, but there is a pattern there as well. While we will not use the nth
derivative of the PDE with respect to λ in this dissertation, this helps us to see the
regularity of the solution u with respect to λ.
Since the governing equations of hyDOT must take into account the spectral
dependence of the solution as well as its spatial dependence, the forward problem of
hyDOT can be given by the coupled system of equations,








































We seek to examine the regularity of the solutions to this system. We have already
proven the existence and uniqueness of the solution to (2.37), (2.39) in Chapter 2.
Thus, we must only examine the regularity of ∂u0
∂λ
in (2.38), (2.40). We proceed as we
did in Section 2.1. As before, we seek to use the Lax-Milgram Theorem (Theorem 2.3)
and so must find the weak formulation of (2.38).
First, we note that (2.38) depends on, u0, the solution to (2.37), (2.39). Thus,
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we must solve this coupled system sequentially. First, we must find a solution, u0
to (2.37) using the boundary condition (2.39). Then, we plug u0 into the righthand
side of (2.38) and solve it using boundary condition (2.40). So, we find the the weak
formulation of (2.38) by multiplying by a test function, v ∈ H1(Ω) and applying





















































































































In order to get rid of the divergence term in the righthand side of the above equation,











































































where Bλ(u, v) : H
1(Ω)×H1(Ω)→ C. We also define the operator for the righthand
36







































In order to prove the existence and uniqueness of a solution, we will use the Lax-
Milgram Theorem (Theorem 2.3). Thus, we must show that the conditions of this
theorem are satisfied. First we show that Fλ(v) is a bounded linear functional of v.
Lemma 2.11. Fλ(v) is a bounded linear functional.

































noting that H−1/2(∂Ω) is the dual space of H1/2(Ω). Now, making use Theorem 2.5,










≤ ||FD(Sf)||H1(Ω)||v||H1(Ω) ≤ c||v||H1(Ω).















































∇u0∇v̄ + ∂µa,0∂λ u0v̄
)
dx is a bounded functional of v.






is a sesquilinear form.
Lemma 2.12. Bλ(u, v) is a sesquilinear form.
Proof.





































































































































































Next, we must show that Bλ(u, v) is bounded and coercive in order to be sure
the conditions of Theorem 2.3 are satisfied. We must first assume that ∂u0
∂λ
∈ H1(Ω),
which is reasonable as long as u0 is sufficiently smooth in λ since u0 ∈ H1(Ω). As
before, we will use the modified H1 norm, || · ||H1∗ given in (2.24), (which is shown to
be equivalent to the H1 norm in Lemma 2.8) for our proof.
Theorem 2.13. Bλ(u, v) is bounded and coercive with respect to the H
1 norm.
Proof. First, we will show that Bλ(u, v) is bounded with respect to H
1. Recall that













































































































































































































































































































using Hölder’s Inequality and the Sobolev Trace Theorem. Now we will show that
40
Bλ(u, v) is coercive with respect to H
1.









































where C2 is defined as in the proof of Lemma 2.8.
Now, as in Section 2.1.1 we can apply the Lax-Milgram Theorem and conclude
that (2.38), (2.40) has a unique solution. Further, following an argument very similar
to that in Theorem 2.10, we can show that ∂u
∂λ
depends continuously on the data, and
thus that the forward problem for hyDOT is well-posed.
2.2.2 Regularity
The weak formulation given in (2.41) also gives us insight into the appropriate
function spaces for the solutions and parameters in which we are interested. We have
already stated that the solution to (2.20), (2.21), u, is considered to be in H1(Ω) in
order to guarantee the existence of a derivative in L2(Ω) and apply Green’s Identity
(integration by parts) in deriving the weak formulation. By the same logic, ∂u
∂λ
must
also be inH1(Ω). Since we require ∂u
∂λ
to exist, u0 ∈ C1(Λ) where Λ = [λmin, λmax] ⊂ R.
Thus, we have u ∈ C1(H1(Ω); Λ).
Now that we have defined the space in which u lives, we must define the norm
that we will use on that space. Ultimately, we would like to show that u is continuous
with respect to λ. Since u ∈ H1(Ω) our norm will incorporate the H1 norm. Since




. In order to get a clear idea of how the norm should be constructed, we
will first give some continuity proofs.








Later, when considering the spectral dependence, it will also be useful to examine the














We have previously asserted that D,µa ∈ L∞(Ω), which was integral to the proof of
Theorem 2.9. We must now determine the appropriate function spaces in the spectral
domain, Λ. As stated in the introduction, experimental results (see, e.g., [89, 101])
seem to indicate that the optical parameters D,µa are quite smooth respect to λ (see





exist. That is, D,µa must at least be in C
1(Λ). So, D,µa ∈ C1(L∞(Ω); Λ). Thus,






Now we prepared to prove the continuity of u, ∂u
∂λ
with respect to the parame-
ters q and, ultimately, with respect to the implicit parameter, λ. First, in the proof
that follows we will need to make use of the Poincaré Inequality, which is stated below
as given by [69].
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Lemma 2.14. (Poincaré Inequality) Let Ω be a connected, bounded domain in Rn
with C1-boundary and 1 ≤ p <∞. Then,
||u− uΩ||p ≤ C(n, p,Ω)||∇u||p







is the average value of u over Ω.
Theorem 2.15. The solution to (3.9) is continuous with respect to q (as given in
(2.45)).
Proof. We will prove that u is continuous with respect to q by showing that there
exists a constant c > 0 such that ||u(q1) − u(q1 + δq)||H1(Ω) ≤ c||δq||L∞(Ω) where
||δq||L∞(Ω) = max(||δD||L∞(Ω), ||δµ||L∞(Ω)).
We will denote u(q1) as u1 and u(q1 + δq) = u(q2) = u2 in what follows. Also
q1 = (D1, µa,1)
′ and q2 = (D2, µa,2)











































Since this equality must hold for any v ∈ H1(Ω), let v = u2 − u1. Then we have
∫
Ω









δD∇u2∇(u2 − u1) + δµau2(u2 − u1)dx.
Now, using this information, the equality of the norms || · ||H1 and || · ||H1∗ , Hölder’s
Inequality, and the Poincaré Inequality we have,






















δD∇u2∇(u2 − u1) + δµau2(u2 − u1)dx
≤ ||δD||L∞(Ω)||∇u2||L2(Ω)||∇(u2 − u1)||L2(Ω)
+ ||δµa||L∞(Ω)||u2||2L2(Ω)||u2 − u1||L2(Ω)
≤ ||δD||L∞(Ω)||∇u2||L2(Ω)||∇(u2 − u1)||L2(Ω)
+ C(Ω)||δµa||L∞(Ω)||∇u2||L2(Ω)||∇(u2 − u1)||L2(Ω)
≤ max{1, C(Ω)}||δq||L∞(Ω)||u2||H1(Ω)||∇(u2 − u1)||L2(Ω)
≤ c2 max{1, C(Ω)}||δq||L∞(Ω)||u2 − u1||H1(Ω)
where c1, c2 > 0 are constants and C(Ω) is the constant given by the Poincaré In-
equality. Thus, we have






Since we want to include information about the solution’s dependence on λ in
our norm, we will also prove the continuity of ∂u
∂λ
with respect to q.
Theorem 2.16. The solution to (2.38), (2.40), ∂u
∂λ
, is continuous with respect to q̂.











in what follows. Here we must consider the extended set of
parameters, q̂, given in (2.46), where q̂1, q̂2, δq̂ are given analogously to q1,q2, δq in













′ analogously to the corresponding values of q and q̂. Recall that the













































































































































































































































































Now, using this information, the equality of the norms || · ||H1 and || · ||H1∗ , Hölder’s
46













































































































































































































































































































































































































































































































where ci > 0, i = 1, . . . , 5 are constants, C1(Ω), C2(Ω), C3(Ω) are the constants given
by the Poincaré Inequality, and












≤ C(||δq̂′||L∞(Ω) + 2||δq||L∞(Ω))
where C = C6
c1
plus the constant that comes from the bound on ||q̂′||L∞(Ω).
Noticing the results of the theorems above, we are now ready to define our














Lemma 2.17. || · ||C1λ : H
1(Ω)→ [0,∞) is a norm.







































































































































= 0 and so, since || · ||H1(Ω) is a norm, u = 0 for all λ ∈ Λ.
Now assume that u = 0 for all λ ∈ Λ. Then ∂u
∂λ
= 0 for all λ ∈ Λ. Thus, since









So || · ||C1λ is a norm.
Now we are ready to prove that u is continuous with respect to q, with respect
to its dependence on λ using this new norm.
Theorem 2.18. There exists constants, c1, c2 > 0 such that
||u(qλ,2)− u(qλ,1)||C1λ ≤ c1||δλq||L∞(Ω) + c2||δλq̂
′||L∞(Ω)
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where ||δλq||L∞(Ω) = max{||δλD||L∞(Ω), ||δλµa||L∞(Ω)} and D(λ2) = D(λ1) + δλD,
µa(λ2) = µa(λ1) + δλµa.


























First, note that the weak solutions of uλ,1 and uλ,2 satisfy
∫
Ω






































Since this equality must hold for any v ∈ H1(Ω), let v = u2 − u1. Then we have
∫
Ω









δλD∇uλ,2∇(uλ,2 − uλ,1) + δλµauλ,2(uλ,2 − uλ,1)dx
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Now, using this information, the equality of theH1 andH1∗ norms, Hölder’s Inequality,
and the Poincaré Inequality we have






















































































































































≤ ||δλD||L∞(Ω)||∇uλ,2||L2(Ω)||∇(uλ,2 − uλ,1)||L2(Ω)
















































































































≤ ||δλD||L∞(Ω)||∇uλ,2||L2(Ω)||∇(uλ,2 − uλ,1)||L2(Ω)




















































































































≤ max{1, C1(Ω)}||δλq||L∞(Ω)||uλ,2||H1(Ω)||∇(uλ,2 − uλ,1)||L2(Ω)








































Note that if we follow the same argument as the proof of Theorem 2.16 but replace
the spatial perturbations of ∂u
∂λ
, q̂ with the spectral perturbations described at the










≤ C(||δλq̂′||L∞(Ω) + 2||δλq||L∞(Ω)).
Using this fact, we continue the reasoning above to obtain,
c1||uλ,2 − uλ,1||2C1λ ≤ c2 max{1, C1(Ω)}||δλq||L∞(Ω)||uλ,2 − uλ,1||H1(Ω)































≤ c2 max{1, C1(Ω)}||δλq||L∞(Ω)||uλ,2 − uλ,1||H1(Ω)
+ c5 max{1, C2(Ω)}||q̂′1||L∞(Ω)(||δλq̂′||L∞(Ω))||uλ,1 − uλ,2||H1(Ω)
+ c5 max{1, C2(Ω)}||q̂′1||L∞(Ω)(2||δλq||L∞(Ω))||uλ,1 − uλ,2||H1(Ω)




















= (C6||δλq||L∞ + C7||δλq̂′||L∞)||uλ,1 − uλ,2||H1(Ω)


































































≤ (max{C6, C9}||δλq||L∞ + max{C7, C8}||δλq̂′||L∞)||uλ,2 − uλ,1||C1λ
Thus, we are left with









Finally, we consider the spaces that govern the boundary, ∂Ω of the spatial
domain of the medium, Ω. Since we have Robin boundary conditions, we cannot say
56
that u or ∂u
∂λ
are 0 on ∂Ω and thus in H10 (Ω). Instead, we note that the Sobolev Trace
Theorem (Theorem 2.7) guarantees the existence of a bounded linear trace operator,
denoted here as γD, that takes u and
∂u
∂λ
to from Ω to ∂Ω using the Dirichlet trace (see
(2.12)). According to Theorem 2.7, this operator takes u, ∂u
∂λ
from H1(Ω) to H1/2(∂Ω).





The application of the Reduced Basis Method to the hyDOT forward problem
(see Chapter 4) reveals the regularity of hyDOT with respect to the wavelength, λ.
We seek to exploit this regularity in λ in the inverse problem as we already have in
the forward problem. In order to exploit this regularity in the inverse problem as
well, we wish to incorporate the sensitivity of the solution u with respect to λ into
the minimization problem. Solving this minimization problem will require use of a
gradient method, so in order to find this gradient we must first find the linearization
of the problem. Linearization is often used as a regularization technique to solve the
DOT inverse problem because the discretized form of the governing PDE (given by
(2.1)- (2.2)) is severely ill-posed (due to the highly scattering nature of the medium)
and ill-conditioned. We now apply it to the system (2.37) - (2.40). We will do this
sequentially, as we did when deriving the weak formulation, first linearizing (2.37),
(2.39) and then applying this to the linearization of (2.38), (2.40).
Give a fixed λ, we consider a perturbation δq̂ of q̂0 such that q̂ = q̂0+δq̂ where
q̂0 is the value of the unknown optical parameters for a homogeneous background.
















































































simplicity. We seek to find the partial differential equations of which δu and ∂(δu)
∂λ
are
solutions, given a fixed value q0 of q̂.
First, we will find the linearization of (2.37), (2.39). To do this, we examine
the Robin forward problem at a fixed λ given by (2.1) - (2.2). Note that (2.48)
substituted into (2.1) - (2.2) is given by
−div([D0 + δD]∇u) + ([µa,0 + δµa] + ik)u = 0 in Ω,
u+ 2[D0 + δD]
∂u
∂n
= f on ∂Ω
(2.50)
Additionally, (2.1) - (2.2) evaluated at q0 is




= f on ∂Ω
(2.51)
Note that since u = u0 + δu, then δu = u − u0. Thus, if we subtract (2.51) from
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(2.50), we obtain,
−div(D0∇(u− u0))− div(δD∇u) + [µa,0 + ik](u− u0) + δµau = 0 in Ω













= 0 on ∂Ω
(2.52)
Now, substituting u = u0 + δu, ignoring the resulting quadratic terms, moving terms
that do not include δu to the righthand side, and noting that δD and δµa are 0 on
the boundary, we are left with,




= 0 on ∂Ω (2.54)
We have found a PDE for which δu is a solution. We note that the mapping from δq
to u defines a linear operator and is the linearization of F (q) about q. We denote this
linearization F ′(q). Note that (2.53)-(2.54) is also known as the sensitivity equation.
We now find the weak form of (2.53) in order to investigate it its properties analytically
and numerically. We find the weak formulation as in Section 2.1.1 by multiplying
both sides of (2.53) by a test function v ∈ H1(Ω), integrating, applying integration




















Now we wish to show that δu is acting as the derivative of the forward solution u.
That is, we will show that the derivative of u with respect to the parameter set q is
δu(q0)[δq].
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Theorem 2.19. The solution, u, to (2.37), (2.39) is differentiable. That is, for
{q0,q0 + δq} ∈ Q (where Q is the parameter space) we have
||u(q0 + δq)− u(q0)− δu(q0)[δq]||H1(Ω)
||δq||L∞(Ω)
→ 0 as ||δq||L∞(Ω) → 0.
Proof. As before, we will simplify notation by letting δu = δu(q0)[δq], u0 = u(q0),
and u1 = u0 + δq. Additionally, we define
w = u(q0 + δq)− u(q0)− δu(q0)[δq] = u1 − u0 − δu.
We seek to find a weak formulation for w. First, we derive a weak formulation for
(2.51). Multiplying by a test function v ∈ H1(Ω) and then applying integration by



































Now, to find the weak formulation for w, we subtract the weak formulation (2.56)




















Now, applying Hölder’s Inequality, the Sobolev Trace Theorem (Theorem 2.7), The-































































→ 0 as ||δq||L∞(Ω) → 0.
Now we will find the linearized version of (2.38), (2.40). As before, we sub-





























































































































Expanding u1 = u0 + δu, ignoring quadratic terms, and using the fact that δD = 0
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= 0 on ∂Ω.
(2.60)



















In order to proceed as before, we first must find the weak form of (2.38), (2.40). As
before, we multiply both sides of (2.38) by a test function v ∈ H1(Ω) and apply






















































































































































We are now ready to derive the weak formulation of wλ. We define the weak formu-
lation of wλ by subtracting (2.62) from (2.63) and then subtracting (2.64) from the















































where w and δu are defined as in the proof of Theorem 2.20. We are now prepared
to solve an analogous theorem to Theorem 2.20 for ∂u
∂λ
.
Theorem 2.20. The solution, ∂u
∂λ
, to (2.38), (2.40) is differentiable. That is, for

















→ 0 as ||δq||L∞(Ω) + ||δq̂′||L∞(Ω) → 0.




. Also, let wλ be defined as in
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(2.61). Now, applying Hölder’s Inequality, the Sobolev Trace Theorem (Theorem 2.7),

































































































































≤ c3 max{1, C2(Ω)}||δq||L∞(Ω)||q̂′||L∞(Ω)(||∇wλ||L2(Ω))
+ c3 max{1, C2(Ω)}||δq||L∞(Ω)||q̂′||L∞(Ω)(||wλ||L2(Ω))


















≤ c3 max{1, C2(Ω)}C4(Ω)||δq||L∞(Ω)||q̂′||L∞(Ω)||wλ||H1(Ω)
+ c5C6(Ω)C7(Ω)||δq||L∞(Ω)||wλ||H1(Ω)
+ c8 ||δq̂′||L∞(Ω) ||wλ||H1(Ω) + c9C10(Ω) ||δq̂′||L∞(Ω) ||wλ||H1(Ω)




+ c5C6(Ω)C7(Ω) + c8 + c9C10(Ω))]
where c1, c3, c5, c8, c9 > 0 are constants and C2(Ω), C4(Ω), C6(Ω), C7(Ω), C10(Ω) are




0 as (||δq||L∞(Ω) + ||δq̂′||L∞(Ω))→ 0.
Now that we have linearized the governing equations for the forward problem
of hyDOT given by (2.37)-(2.40), and proven that the linearized solutions are in fact
derivative operators, we have the necessary tools to solve the image reconstruction
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problem. In the next chapter, we will use these operators and their adjoints to
implement a gradient algorithm to recover the spatial maps of the optical parameters
with respect to each of the wavelengths. The small number of basis elements needed
for an accurate estimation of the forward solution at any given wavelength using the
Reduced Basis Method also suggests that regularity in the spectral domain can be
effectively used in the inverse problem.
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Chapter 3
Analytical Formulation of the
Inverse Problem
Inverse problems are important because of their abundance in application.
Many of the problems we encounter in daily life are inverse problems: given an
observed or desired effect, what was the original cause [16]? Mathematically, we
represent a general inverse problem with the equation F (x) = y, where the output
y is known, as well as the transformation function F , but the input data x are
unknown. Such problems are relatively straight forward mathematically if F has
an inverse. However, as mathematicians know, inverses often do not exist or can
only be approximated numerically. In addition, such inverses are very unstable in
the sense that a small change to the input data can lead to a large change in the
output. Another way to say this is that inverse problems are often sensitive, they do
not depend continuously on the data, violating the third condition of Hadamard (see
Definition 2.1) and thus, are ill-posed.
Inverse problems arise naturally in medical imaging as the unknowns are the
geometry and physiological properties of the tissue being imaged. In the case of optical
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imaging like DOT, the “output data” y is the data about the scattered photons read
by the detectors at the boundary of the tissue. Due to the sensitivity of the unknown
parameter values to small perturbations in the data measurements at the boundary,
this problem is ill-posed and can only be solved through numerical optimization.
Further, due to the sensitivity of the solution, regularization is needed.
In this chapter we will discuss, analyze, and present some techniques for solv-
ing the inverse (or image reconstruction) problem for hyDOT. We will start by an-
alyzing and solving the inverse problem for DOT and then will investigate how the
parameterization with respect to wavelength changes the problem.
3.1 The DOT Inverse Problem
In diffuse optical tomography (DOT), light in the visible to near-infrared range
from a laser source enters the tissue to be imaged and interacts with it primarily
through the scattering and absorption of the photons. As stated in the previous
chapter, this interaction is modeled in the time-independent (or dc) case, by the
diffusion approximation




(x) = f(x), on ∂Ω. (3.2)
Note that in this case, it has been shown that the unique recovery diffusion and
absorption coefficients cannot occur simultaneously [6].
In the inverse, or image reconstruction, problem we seek to estimate the un-
known optical parameters, D and µa, and reconstruct a spatial map of them given
the data of the scattered photons collected by the detectors at the boundary of the
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medium. Put simply, the inverse problem can be stated as: given data g on ∂Ω find
{D,µa}. In other words, if F (q) is the forward operator and g are measurements
then we wish to find q = (D,µa) ∈ Q such that F (q) = gδ, and ||F −F δ|| ≤ δ where
gδ is the perturbed measurement from the data given by
gδ = γNF (q
∗) + ξ
where γN is the Neumann trace, q
∗ are the true optical parameters, ξ is the data noise,
and δ is an upper bound on the noise. For a finite data set, as is the case experi-
mentally, this problem is ill-posed (see Definition 2.1) since it is an underdetermined
system.
We will denote q = (D,µa) to represent the values of the optical parameters,
and q0 = (D0, µ0) to represent their values on a homogeneous background that may
represent, for example, healthy tissue. Thus, in the image reconstruction problem,
we would like to determine q knowing the complete Robin-to-Neumann map given
by




= f on ∂Ω (3.4)
−D∂u
∂n
= g on ∂Ω, (3.5)
where for the purposes of this dissertation we are considering h(x) = 0.






||γnFR(0, f)− g||2H−1/2(∂Ω) + α1||q− q0||2 + α2
∞∑
i=1
|ci − ĉi| (3.6)
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where FR(0, f) is the forward Robin operator. The second term in the sum is the
smoothing term, which helps smooth the final image, with regularization parameter
given by α1. The third term in the sum is a sparsity term, with sparsity parameter








respectively, where {ϕi}∞i=1 is a basis for Q, then the sparsity term enforces the ho-
mogeneity of the optical parameters at all but a small number of locations. This
sparsity is natural in the physical domain since we can expect that cancerous cells,
for example, will only be present at a small number of locations in the tissue being
imaged. Enforcing sparsity in the inverse problem is further discussed in Section 3.3.
A good overview of numerical reconstruction schemes for DOT is given by [32, 33].
3.1.1 Existence and Uniqueness
The inverse problem for DOT is ill-posed because it does not depend continu-
ously on the data. For finitely many data, as is the case experimentally, this is due to
the fact that the problem is underdetermined. For the infinite data theoretical case,
the problem is still unstable because of the noise in the data [33]. Since the forward
problem of DOT is well-posed, it was sufficient to consider q ∈ {L∞(Ω)×L∞(Ω), 0 <
D0 ≤ D ≤ D1 < ∞, 0 < µ0a ≤ µa ≤ µ1a < ∞}. However, we will need to assume
more smoothness in the parameter space to prove the uniqueness of the solution to
the inverse problem. Thus, we will consider q ∈ {H2(Ω) × L2(Ω), 0 < D0 ≤ D ≤
D1 <∞, 0 < µ0a ≤ µa ≤ µ1a <∞}. Given this higher regularity, it can be shown that
Hadamard’s first two conditions for well-posedness are met.
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Theorem 3.1. A solution q to the DOT inverse problem exists and is unique. That
is, given measurements on the boundary, we can reconstruct a unique spatial map for
the parameters q = (D,µa).
The proof of this theorem is well established in the literature (see, e.g. the
classical work [96] and the proof for the two-dimensional case given by [40]), so we
will only outline it here. The proof uses a Liouville transformation to convert the
PDE to a Schrödinger type equation and the Robin-to-Neumann map to a Dirichlet-
to-Neumann map. It then concludes that if we have knowledge of D on the bound-
ary, ∂Ω, full knowledge of the Robin-to-Neumann map implies full knowledge of the
Dirichlet-to-Neumann map. From this point, the proof invokes the classical theory
on uniqueness for inverse scattering problems.
3.2 The hyDOT Inverse Problem
The hyDOT inverse problem has the same goal as the DOT inverse problem,
namely estimating the parameters D and µa. However, in hyDOT, these parameters
have both spatial and spectral dependence. Thus, we seek not only a spatial map
of the unknown parameters, but a spatial map for each wavelength. In hyDOT the
first-order diffusion approximation to the radiative transport equation that describes
the transport of the photons through the tissue is given in the frequency domain as:




(x) = f(x, λ), on ∂Ω.
(3.8)
Note that the source function, h, also has spectral dependence. This function, which
describes the optical energy of the laser source per unit time, is usually described
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using a delta function (to indicate a pulsed laser source) and is given by h(x, λ) =
h0(λ)δ(x−xs) where h0(λ) is the power of the source at wavelength λ [61, 89]. Here,
we will consider the simplified case,




(x) = f(x, λ), on ∂Ω.
(3.9)
As in DOT, a reconstruction of a spatial map of the optical parameters will
require minimization of a cost functional, similar to (3.6). In hyDOT, however, the
spectral dependence of the optical parameters must also be taken into account. Thus,
the minimization functional is now dependent on λ as well. Note that, in this case,
the regularization and sparsity parameters are wavelength dependent and so they
may be different for each value of λ. A couple different cost functionals for hyDOT
will be proposed in Section 3.4.
Now that we have the linearized forms of the coupled PDE governing the for-
ward problem, (2.37)-(2.40), we would like to use them to solve the inverse problem.
There are several methods to do this and an overview of several discretization tech-
niques and reconstruction algorithms is given in [4]. These techniques include linear
back projection methods [10] and Newton-type iterative methods [86, 90]. We present
here a sparsity-promoting Tikhonov based regularization method, similar to the one
presented in [53] for electrical impedance tomography. Most of these methods use the
gradient in the iterative scheme. The sparsity term in (3.6) is not differentiable, but
the least squares term is. So it is from this term that we will calculate the gradient
to use in the algorithm to minimize the cost functionals by stepping in the negative
gradient direction.
Specifically, consider the generalized forward operator F : X → Y . In hyDOT,
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X is the parameter space Qλ = L
∞(Ω) × L∞(Ω). To introduce more regularity to
the problem in order for the inner products below to be well-defined, we will consider
Qλ = H
1(Ω)×L2(Ω), where H1(Ω) ⊆ L2(Ω) ⊆ L∞(Ω), and Ω ⊆ Rn, n = 2, 3 is open
and bounded. The space Y is the measurement space H−1/2(∂Ω). Note that the
operator F is equivalent to γNu in the DOT and hyDOT forward problems, where γN
is the Neumann trace given in (2.14). In practice, since finding the Neumann trace
of the solution numerically requires taking a derivative a large amount of error may




= u− f on ∂Ω
which is a Neumann condition describing the measurement of the scattered photons
leaving the tissue. So, instead of calculating γN , in practice we can use γDu − f
to find the measurements g where γD is the Dirichlet trace given by (2.12). That is
(γNFR)
′[δq] = γDδu, where FR is the forward Robin operator and δu is the solution of
the sensitivity equation (2.55). We proved in Theorem 2.20 that this is the derivative
in the δq direction. With this definition of F , we need to find
∇J(q) = ∇‖Fq− g‖2Y .
Note that here we have not considered the sparsity-promoting term, but we will
include it later and discuss how to address it when using the gradient to find the step
size and direction.
The directional derivative of J in the direction δq is thus given by
J ′(q)[δq] = 〈F ′(q)[δq], Fq− g〉Y .
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Finally, since the gradient can be defined by a Riesz map to obtain,
〈δq,∇J(q)〉Y = J ′(f)[δq]
we have,
〈δq,∇J(f)〉Y = 〈F ′(q)[δq], Fq− g〉Y
= 〈δq, (F ′(q)[δq])∗(Fq− g)〉X .
Thus, in order to find the gradient, ∇J(q) = (F ′(q)[δq])∗(Fq − g), we must first
calculate the adjoint of the linearized derivative operators δu(q0)[δq], which is the
solutions to (2.53)-(2.54).
Although the theorem below can be proved in a discretized setting (see e.g.
the corresponding DOT proof in [33]), we will assume the continuous case here. Ad-
ditionally, as previously mentioned, in solving the inverse problem we are interested
in F (q) = γNu but we will show the results using just u below. The proof for γNu
follows easily.
Theorem 3.2. (Adjoint of the hyDOT derivative operator) Let u be the solution to
the system (2.37) - (2.39) and let δq := (δD, δµa). Let w1 be the solution of the
adjoint problem




= g on ∂Ω (3.11)
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Further, define δu(q0)









R(h) = h̃, h ∈ L2(Ω), h̃ ∈ H1(Ω) (3.13)
and h̃ solves the partial differential equation,
−∆h̃+ h̃ = h in Ω
γDh̃ = 0 on ∂Ω.
(3.14)
Then δu(q0)
∗ is the adjoint operators of δu(q0). That is,
〈δu(q0)[δq], g〉Rd = 〈δq, δu(q0)∗g〉H1(Ω;R)×L2(Ω;R) (3.15)
holds for all D ∈ H1(Ω; R) and µa ∈ L2(Ω; R).















Note that the conjugate of (3.16) is given by,
∫
Ω













































which is equivalent to
〈γNδu, g〉L2(∂Ω) = 〈δD,−∇u0 · ∇w1〉L2(Ω) + 〈δµ,−u0 · w1〉L2(Ω) (3.19)
Now, to get the required smoothness on δD we apply (3.13), (3.14) to the first term
on the righthand side of (3.19), giving



















Thus, plugging this back into (3.19) we have
〈γNδu, g〉L2(∂Ω) = 〈δD,R(−∇u0∇w1)〉H1(Ω) + 〈δµ,−u0 · w1〉L2(Ω)
= 〈δq, (γNδu)∗g〉H1(Ω)×L2(Ω)
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for all δq ∈ Q. Therefore, (γNδu) ∗ g as given by (3.12) holds true and δu(q0)∗ is the
adjoint operator of δu.
In sum, to find the gradient needed in the algorithm described in Section 3.5,
we must first solve the sensitivity problems (2.53)- (2.54) and/or (2.64) (depending on
our J). Then we will take the Neumann trace to get F ′(q). Finally we will calculate
the adjoint to get from the measurement space L2(∂Ω) back to the parameter space
H1(Ω)× L2(Ω).
3.3 Sparsity
Sparsity is a term used to describe the situation when only a few solutions to
a problem are significantly different from the others. The significance level of this dif-
ference is predetermined and sparsity is exploited in the minimization problems given
above by setting all solution values below that level to zero, creating a homogeneous
“background” value and leaving a small number of nonzero solutions. To explain
sparsity a bit more precisely, but still generally, we will follow the explanation given
in [14]. We can consider our inverse problem as finding x in the equation b = Ax
where A ∈ Rn×m is an underdetermined system, that is, n < m. When seeking a
sparse solution we look specifically for the solution x that has small values. That is,
we seek to solve
min
x
J(x) s.t. b = Ax. (3.20)
The standard least squares solution of this problem is given by
||x||22 = AT (AAT )−1b.
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But the `2 norm is a measure of energy instead of sparsity. Based on our previous
explanation, a natural measure of sparsity would be the `0 norm, which counts the




||x||0 s.t. b = Ax (3.21)
has been shown to be NP-Hard in general [71]. So an alternative way of promoting





and thus we have
min
x
||x||1 s.t. b = Ax (3.22)
This is a convex optimization problem that is close to (3.21) and that can be solved
using standard optimization tools, such as linear programming. In fact, if the matrix
A has incoherent columns and (3.21) has a sufficiently sparse solution, the solution
is unique and is equal to (3.22) [14, 28, 29, 48].
Another way of saying this is that we seek to add a sparsity-promoting regu-
larization term to our minimization functional when solving the inverse problem. As
described in [13], if Ku = f is our inverse problem we wish to find u by solving a
minimization problem of the form
J(u) = min
u∈H




where H is a Hilbert space, {wn} are a sequence of nonnegative weights, and {φn} is
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an orthonomrla basis for H. Changing the value of p changes the penalty we place
on the coefficients. As demonstrated in Figure 3.1, decreasing p from 2 to 1, for
example, increases the penalty on small coefficients (〈u, φn〉 < 1) and decreases the
penalty on large coefficients (〈u, φn〉 > 1). In general, the penalty promotes sparse
solutions and maintains the convexity of the functional (3.23) for 1 ≤ p < 2. Since
small coefficients have a high penalty, while large coefficients have a small penalty,
the solution to (3.23) favors those with only a few large coefficients, which is a sparse
solution.
Figure 3.1: Demonstrating the effect of different values of p for the sparsity-promoting
regularization term in (3.23)
In this dissertation we will focus only on the case where p = 1. In that case the
functional is convex, but a minimizer is not immediately clear. In [26], however, an
iterative approach using a surrogate functional has been shown to find a minimizer for
(3.23) in the linear case. Assuming, as in [26], that ||K|| < 1, the surrogate functional
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is defined by
JSUR(u; a) = ||Ku− f ||2 + α
∑
n
wn|〈u, φn〉|p − ||K(u− a)||2 + ||u− a||2 (3.24)










x− α, x ≥ α
0, |x| < α
x+ α, x ≤ α
(3.26)
or in other words,
Sα(x) = sign(x) max{|x| − α, 0}.
That is, if the coefficients are small, Sα(x) takes them to 0, and otherwise Sα(x)
shrinks them. So, starting with a guess u0, the iterative scheme
un = Sα(x)(u
n−1 +K∗(g −Kun−1)
will converge to the minimizer of (3.23).
It is well-known that the DOT inverse problem is very sparse in the spatial
domain [22, 53] (note that [53] discusses EIT, but this is a very similar problem
mathematically to DOT and the methods used there can be applied to DOT as well).
This is due to the high optical contrast between tumors and healthy tissues since the
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chromophores scatter and absorb light very differently at these wavelengths for these
types of tissue.
In the following chapters, we will see several pieces of evidence that suggest
that the solution to the hyDOT inverse problem will not only be sparse spatially, but
we can also exploit that sparsity with respect to wavelength. That is, the sparsity
promoting penalty term will be different for each wavelength. Further, the successful
implementation of the Reduced Basis Method in Chapter 5 to a simple application
of the hyDOT forward problem suggests that the solution at only a small number
of wavelengths is needed to approximate the solution to the forward problem at any
wavelength. Additionally, experimental results such as those given by Jacques [50] in
Figure 5.3 and Cerussi et al. [18] in Figure 5.2 show that the absorption coefficient
µa follows roughly the same profile with respect to wavelength for both healthy and
cancerous tissue, the profiles differing in shape only at a small number of wavelengths.
Thus, since the optical parameters are very smooth in the spectral domain, we can ex-
ploit this smoothness by only finding the reconstruction at a few wavelengths instead
of the for the whole spectrum.
3.4 Proposed Functionals
In this section we will propose functionals J to be minimized to get the best
possible image for the image reconstruction problem in hyDOT. While we do not
outline the theoretical rigor and verify the effectiveness of each of these functionals in
this dissertation, we will pursue this in our future work. For the simulations presented
in Chapter 5 we will focus on the most basic of these functionals, that introduces the
dependence of the optical parameters on λ, but does not incorporate ∂u
∂λ
. This chapter




to demonstrate that solving the inverse problem with functionals that do include this
term will be possible. The functional that we will be focusing on in this section and









αk(λ)|ck,λ − ĉk,λ|dλ (3.27)
where the ck are the coefficients of the basis functions used to represent q, as in (3.7).
We note that this functional contains a sparsity term, but no smoothing term. If we
wished to add more smoothing, we could easily add a smoothing term. This may in
fact be the wiser choice, but as the focus of this dissertation is on sparsity, we will
examine the effect of a sparsity term alone on the image reconstruction. We also note
that the sparsity parameter αk is wavelength dependent, recognizing that the spatial
differences in the values of the optical parameters are more pronounced for certain
wavelengths over others. For wavelengths where the differences are more pronounced,
αk will be a larger value, promoting sparsity. For wavelengths where the difference
between the optical parameters in the healthy and cancerous tissue is less obvious,
αk will be smaller, making the solution less sparse, to distinguish those parameters
more clearly.









αk(λj)|ck,j − ĉk,j|∆λ (3.28)
We wish to show that our functional indeed has a minimizer. To do this, we
need to strengthen the regularity of the parameter space so that it is a subspace of a
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Hilbert space. We will consider q ∈ Q where
Q = {H1(Ω)× L2(Ω), 0 < D0 ≤ D ≤ D1, 0 < µa,0 ≤ µa ≤ µa,1} (3.29)
We have already proven that the forward Robin operator is (weakly) continuous with
respect to the parameter q in Theorem 2.15 with respect to the parameter space Q.
We can also show continuity (and compactness) of the forward operator with respect
to this Hilbert space formulation (see e.g. [32]). We cannot guarantee that Q is
compact, but we can show that it is weakly closed, that is, closed and convex.
Lemma 3.3. Q is weakly closed. That is, it is closed and convex.
Proof. First, we show that Q is closed. Consider a sequence {qn} ∈ Q that converges
to q = (D,µa). Assume, for proof by contradiction, that q /∈ Q. So q = (D,µa) is
such that D > D1, D < D0, µa > µa,1, or µa < µa,0. But then ||qn−q||H1(Ω)×L2(Ω) > ε
for all n and some ε where ε is determined by the distance between D and D0 or D1
or between µa and µa,1 or µa,0. Thus, q ∈ Q and so Q is closed.
Now we show that Q is convex. Let t ∈ [0, 1] and qn = (Dn, µn), qm =
(Dm, µa) ∈ Q. Then,
(1− t)Dm + tDn ≤ (1− t)D1 + tD1 = D1
(1− t)Dm + tDn ≥ (1− t)D0 + tD0 = D0
(1− t)µm + tµn ≤ (1− t)µa,1 + tµa,1 = µa,1
(1− t)µm + tµn ≥ (1− t)µa,0 + tµa,0 = µa,0
and thus (1− t)qm + tqn ∈ Q for all t ∈ [0, 1]. Therefore, Q is convex, and so, weakly
closed.
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We need to verify one more property to prove that our cost functional has
a minimizer. Let FR(0, f) represent the forward Robin operator for the hyDOT
problem.
Lemma 3.4. The operator γNFR(0, f) is weakly sequentially closed. That is, if
qn ⇀ q then q ∈ Q and γNFR(0, f) ⇀ γNFR(0, f).
Proof. We will not give a full proof here but refer the reader to [32]. We have already
proved enough to show that since Q is weakly closed, γNFR(0, f) is weakly closed and
continuous.
In this Hilbert space setting, we can consider our (discretized) optimization
problem for one wavelength as
min
q∈Q






‖γNFR(0, fi)[λ]− gi(λ)‖2H−1/2(∂Ω). (3.30)
Theorem 3.5. There exists a minimizer to (3.30).
Proof. Since JHα (q) is bounded below by 0, there exists a minimizing sequence that
converges monotonically to infq∈Q J
H
α (q). Since the sequence is in a separable Hilbert
space and is uniformly bounded due to the conditions in (2.11), the minimizing
sequence has a weakly convergent subsequence qn ⇀ q ∈ Q since Q is weakly
closed. Similarly, γNFR(0, f)[qn] ⇀ y and since γNFR(0, f) is weakly sequentially
closed, y = γNFR(0, f)[q]. Thus, J
H
α (q) is weakly lower semicontinuous. That is,
limn→∞ inf J
H
α (q̃n) ≥ JHα (q̃) for any q̃n ⇀ q̃. Therefore,
JHα (q) ≤ lim
n→∞
inf JHα (q̂n) = inf{JHα (q) : q ∈ Q}.
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By definition of the infimum, we also have JHα (q) ≥ inf{JHα (q) : q ∈ Q}. Thus,
JHα (q) = inf{JHλ (q) : q ∈ Q}
and so q is the minimizer of JHα (q) over Q and further q exists in Q.
So we have shown that the minimization problem given by (3.27) does indeed
have a solution when it is reduced to the minimization problem involving only one
wavelength. Since we can show the existence of a minimum solution to the functional
at each wavelength, when using (3.27) in practice we would like to optimize over each
λ and then sum up the solution. We conjecture that if {q}∞i=1 are minimizers for
(3.30) evaluated at wavelengths λi, i = 1, . . . ,∞ then {q} is a minimizer for (3.27).
We will not rigorously prove this here, but the proof should follow from the regularity
of q with respect to λ, and thus the uniform convergence of sequences in the spectral
parameter space.
In order to include more of the wavelength dependence of q in the functional








































We wish to use a gradient descent algorithm but, as previously stated, the
sparsity term in (3.27) is not differentiable, though it is convex. For this reason, the
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descent will only be used on the least-squares data-fitting term, while a shrinkage
operator (given by [26]) will be applied to the sparsity term as in [13, 22]. As in
our solution to the forward problem, we will assume that the values for the reduced
scattering coefficient µ′s are known and constant, as this makes the problem a little
easier. An overview of the suggested algorithm, based on the DOT reconstruction
algorithm given in [22], is given in Algorithm 1. Note that since D,µa, u are all
Algorithm 1 Reconstruction Algorithm
Give αk, q0, and let δq = 0;
for i = 1 : NS do
Simulate data q∗ for each λ ∈ [λs, λf ] using source i
for j = 1 : n do
Compute qj+1 = qj + δqj
for i = 1 : NS do






Compute the smoothed gradient ∇Js(qj)
Determine the step size sj = [sjD, s
j
µ];
Update δqj+1 = δqj − sj∇Js(qj)
Apply the shrinkage operator, Ssjαk(δqj+1)
Check Stopping Criterion.
functions of λ, each of the steps will be preformed for each value of λ. Recall that it
was noted in Section 3.2 that calculating γNu introduces a lot of error, so in practice
the equivalent calculation γDu− f is used instead.
As described in Section 3.2, computing the gradient ∇Jα(qj) involves calcu-
lating the residual
r(λ) = (γNu(qj)− g)(λ) (3.32)
for each source-detector pair (fi, g
δ
i ), and for each λ. Then, the adjoint problem for
each must be solved (as given in (3.10)- (3.11)) so that the gradient is given by the
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sum over all (fi, g
δ






where R is defined as in (3.13) in Theorem 3.2.
The operatorR is actually a Riesz map that performs what is known as Sobolev







is only valid if q ∈ L2(Ω) × L2(Ω). However, in order to ensure that D does not
have an unbounded gradient so that the iterations will not converge, we require that
D ∈ H1(Ω). In fact, we will consider that the parameter space Q = H10 (Ω) ×
L2(Ω) since we assume that δD = 0 on the boundary, that is that D is equal to
the homogeneous background there. In this case we define the Sobolev gradient [73]








If we integrate by parts in the first entry we are left with
−∆(∇JsD(q)) +∇JsD(q) = ∇JD(q) in Ω.
This corresponds to the definition we gave for the adjoint using R that we gave in
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As previously stated, we minimize the sparsity term not through the gradient
step, but by applying the shrinkage operator introduced in [26] and given by (3.26)
in Section 3.3. For this algorithm, two shrinkage steps will be made in each iteration,
one for D and one for µa, both as a function of λ. These steps are given by
SsjDαD,λ
(δD) = sign(δD) max{|δD| − sjDαD,λ, 0}
and
Ssjµαµ,λ)(δµ) = sign(δD) max{|δµ| − s
j
µαµ,λ, 0}
where αλ is the wavelength dependent regularization parameter and s
j is the step
size, both given for D and µa.
We note that the original values of the regularization parameter αk(λ) and
the step size were the same for all wavelengths, but were updated differently for each
wavelength in the algorithm. The step size could have been kept constant, but since
gradient algorithms often have slow convergence, we followed the example of [22, 53]
and used a Barzilai-Borwein (BB) [12] guess for the step size given by
sjD =
〈δDj − δj−1,∇Js(qj)−∇Js(qj−1)〉H1(Ω)








Using this step size ensures a weak monotonicity rather than simple monotone con-
vergence of the functional so that the speed of the convergence due to the step is
maintained.
The stopping criterion is given by two elements. The first is the number
of iterations. The second is given by bounds put on the step size guess. That is,
given smin, smax, if the step size does not fall within [smin, smax], then the algorithm
is assumed to have stagnated and the iterations end. Algorithm 1 was applied to a




The main problem with the additional consideration of the dependence of the
parameters on the variable λ in hyDOT is the addition of another dimension to the
problem. In short, we now have a discretization of size Ns×Nx×Nλ where Ns is the
number of chromophore species, Nx is the number of pixels, and Nλ is the number of
wavelengths. Clearly this problem is computationally expensive, if not intractable,
so model reduction methods must be used. Specifically, any algorithm used to solve
the inverse problem in hyDOT requires the forward problem to be solved hundreds,
if not thousands, of times in the iterative procedure. Thus, any reduction of the
computational effort required to solve the forward problem of hyDOT will greatly
reduce the computational burden of the inverse problem. In this section we focus on
a specific model reduction technique applied to the forward problem.
There are several viable and well-researched model reduction techniques that
could be applied to the hyDOT forward problem. These techniques include Proper
Orthogonal Decomposition [30, 93] and the Empirical Interpolation Method [11, 64].
The Empirical Interpolation Method is often used in conjunction with the RBM, espe-
cially to serve as an approximate replacement to the affine decomposition assumption
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(discussed below) when it cannot be met [17]. The effectiveness of these methods is
well-established, but we the ill-posed nature of the hyDOT problem, specifically with
respect to the parameter λ, suggest that a different model reduction technique will
be more effective.
One model reduction technique that applies specifically to partial differential
equations with parameter dependence is the reduced basis method (RBM). A param-
eter (variable or constant for which there is not a derivative given) can appear in a
differential equation as a coefficient to a variable (often in application characteriz-
ing a physical property, such as frequency), as a coefficient in the parameterization
of the domain of the problem (describing the geometry), or in the definition of the
right-hand side, as part of a forcing or boundary condition [63, 85]. The reduced
basis method was first developed in the late 1970s and was initially applied to the
nonlinear structural analysis of beams and arches [2, 70, 75] but was later applied
to differential algebraic equation systems [83] and finally to a variety of parametric
PDEs, including the linear Helmholtz-elasticity equation [25, 87] and the nonlinear
Navier-Stokes equations [42, 78, 79, 82].
Reduced basis methods are used in conjunction with finite element models
to give a discretization of a problem of very large dimension [87]. The idea is that
the state variable in a PDE is not actually a member of the infinite-dimensional
space in which the partial differential equation resides, but rather exists on a finite-
dimensional manifold induced by its parametric dependence [38, 68]. Thus, the RBM
seeks to consider the problem only on this manifold, and find an approximate solution
to the PDE using a linear combination of basis functions for this manifold (see Fig-
ure 4.1). This reduced basis, {u(µi)}Ni=1, consists of finite element solutions, u, to the
PDE evaluated a finite number of parameter values, with N hopefully much smaller
than the number of basis functions needed for a finite element approximation [43]
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The PDE is discretized on the approximation space (the manifold) spanned by these












Figure 4.1: The graph on the left represents the 3-D finite element space, X(Ω) of
a PDE with solution u and domain Ω, and a 2-D manifold, M in red, on which
the reduced basis approximation is calculated. On the right, the solution u at un-
known parameter µ is approximated by the RBM using a linear combination of basis
functions for M, {u(µi)}Ni=1 for N  dim(X).
4.1 Theory
The RBM applies only to parameterized PDEs, that is, the input vector is
discretized to lie in Rd for some d ∈ N [38]. In its strong formulation, the PDE is
defined on an infinite dimensional space, Ω and, in general, a solution, u can not be
calculated exactly. Therefore, before a reduced basis approximation can be calculated,
the problem must be discretized. Most often the finite element method is used to give





where the φi form a basis for the finite element approximation space, X, of dimension
N , where N is large [68]. Note that X is a Hilbert space over the bounded spatial
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domain Ω ⊆ Rd. From its weak formulation, the PDE is defined as an input-output
operator given as a bilinear form. In general, for input parameter µ (where µ may be
a vector if there is more than one parameter), this is given as
a(u(µ), v;µ) = f(v), ∀v ∈ X. (4.2)
The bilinear (or sesquilinear in the complex case) form is continuous with respect to
X, as well as coercive. That is, there exists a coercivity constant, α(µ) and continuity
constant γ(µ) defined by,









≡ γ(µ) <∞, ∀µ ∈ Λ (4.4)
respectively [24]. Often, a(u, v;µ) is also assumed to be symmetric in the real case
to prove convergence of the reduced basis approximate solution to the finite element
solution [24]. The existence and uniqueness of a solution to (4.2) are proved using
the Lax-Milgram Theorem. We prove these for the hyDOT problem in Chapter 2.
The output is a functional of the field variable u(µ) and is given by s(µ) =
`(u(µ)). Problems where ` = f are commonly called “compliant”; otherwise, the
problem is known as “noncompliant”. The theory addressed here assumes a compliant
case, though some results have been shown for noncompliant cases. The set of all
possible solutions to the parameterized PDE is a manifold of dimension N given by
M = {u(µ)|µ ∈ Λ ⊂ R}
where Λ is the parameter space. The idea is to find an approximation to the solution,
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u, on an approximation toM instead of on the whole space X [38]. Thus, the reduced
basis approximation is not an approximation to the infinite dimensional problem, but
rather an approximation to its finite element discretization, which is still of large and
unmanageable dimension [87].
To construct a basis for M, first a sample set of parameters SN = {µi|i =
1, . . . , N} is chosen, usually using a greedy algorithm, choosing the parameters that
give the most significant information about the structure of the manifold. Note that
N  N . There have been several methods suggested to find these µi, trying to
balance finding the most relevant samples and computational efficiency. We discuss
some of these methods further in the next section. From this sample parameter space,
we define a basis space for the manifold,
WLN = span{u(µi)|µi ∈ SN}
where the u(µi) are found using the finite element approximation given in (4.1).
This type of approximation space is known as a Lagrange subspace [79, 82] and was
used, for example, by Almroth et al. in their development of numerical solutions in
nonlinear structural analysis [2]. An alternative approximation subspace, known as
the Taylor subspace or moving frame, is defined as
W TN = span
{





, j = 1, . . . , N
}
.
That is, M is a subspace of dimension N  N spanned by the first N partial
derivatives of u evaluated at µ = 0 or any value of µ for which the solution u is
known [79, 82]. The Taylor space has been used to solve finite element discretizations
by Noor et al. to solve nonlinear structural shell problems [74, 76] and Peterson to
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find a numeric solution to the stationary Navier-Stokes equations [78]. An obvious
downside of this method is having to evaluate several derivatives of the solution with
respect to the parameter. Once an appropriate method is chosen and the approxima-
tion space is constructed, the reduced basis approximation of the solution for a new




ĉj(µ)u(µj) ∈ WN . (4.5)
The coefficients ĉj are found by solving the state equations in WN [43].
The state equations are solved using some type of projection, usually a Galerkin
or Petrov-Galerkin projection [15]. A Galerkin projection (or approximation) con-
structs a weak solution for a PDE by finding approximate solutions that satisfy
projections of the PDE onto a finite-dimensional subspace spanned by smooth or-
thonormal basis functions [34]. In the RBM, the Galerkin projection with respect to











ĉj(µ)a(u(µj), v;µ) = f(v)
with respect to ĉj(µ) . Since WN = span{u(µi)|µi ∈ SN}, a(·, ·) is bilinear and f(·)
is linear, it is sufficient to solve
N∑
i=1
ĉj(µ)a(u(µi), u(µj);µ) = f(u(µj)), ∀j ∈ {1, 2, . . . , N}. (4.6)
This problem is ill-conditioned because the basis vectors u(µi) are usually pointing in
similar directions due to the smoothness of the low-dimensional M and thus are not
sufficient to solve for the unknown ĉi. Thus, the Gram-Schmidt procedure is often
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applied to make the u(µi) orthogonal [38].
The RBM has both an offline stage and an online stage when it is implemented
computationally. In order for the RBM to have the full benefit of computational
efficiency, as much as possible should be precomputed and stored in the offline stage.
In this stage, the sample set SN is constructed, and the basis functions u(µi) of the
space WN are precomputed using the FEM approximation [17].
A significant source of computational effort for the RBM is the dependence of
the bilinear form a(u(µi), u(µj);µ) on the parameter µ, which results in it having to
be calculated for each pair (u(µi), u(µj)) in the Galerkin projection (4.6) during the
online stage [38]. If that parameter dependence can be removed, then the bilinear
form can be precomputed and stored in the offline stage. For some PDEs, the bilinear





where the Θq : Λ → R are differentiable and, in general, very smooth functions
depending on µ, and the aq : X × X → R are parameter-independent, continuous
(with respect to X) bilinear forms [24, 87]. Given this decomposition, the reduced






q(µ)aq(u(µi), u(µj)) = f(u(µj)) ∀j = 1, 2, . . . , N (4.8)
for the coefficients ĉi(µ) for each new value of the parameter µ. Since they no longer
depend on the parameter, the aq(u(µi), u(µj)) can be precomputed in the offline stage,
reducing the computational burden significantly.Note that f may also be affinely
parameter dependent, and so there may also exist a similar decomposition for f [87].
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In this case, f(v;µ) is expressed as the sum of Qf elements and the approximation







where Aq is an N×n matrix with entries (Aq)i,j = aq(u(µj), u(µi)), Ĉ is of dimension
N × 1 and is the vector of unknown coefficients (the reduced solution), and Fq̂ is
an N × 1 vector of entries (Fq̂)i = fq(u(µi)) [63]. If the bilinear form cannot be
affinely decomposed, the empirical interpolation method (EIM) has been proposed
to approximate them in the form (4.7) so that the computational efficiency can be
(relatively) maintained [11, 35, 39, 46].
Examining the operation counts of the offline and online stages helps to reveal
the computation complexity of this method. In the offline stage, we form and store the
matrices Aq (where (Aq)ij = a
q(φj, φi)) and Fq̂ (where (Fq̂)i = fq(u(µi))). Note that
this is only performed once since none of the quantities computed are dependent on
the parameter µ. This computation requires N finite-element solutions and O(QN2)
finite-element vector inner products where Q = Qa +Qf if both a(u, v;µ) and f(v;µ)





as the stiffness matrix, must be assembled and inverted for each new value of µ. Since
the Aq are precomputed and stored, the assembly requires only evaluation of the Θ
a
q ,
and then matrix multiplication and addition. The stiffness matrix is a full N × N
matrix so this requires O(N3) operations. Since the Fq̂ are precomputed, evaluating
the output inner product requires O(N) operations [24].
The great benefit of the RBM is that all operation counts in the online stage
are independent of N  N and so the computational burden is greatly reduced
from a procedure that would require finding the finite element solution for each new
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value of µ. Note that significant computational reduction is only possible if the affine
decomposition of the bilinear form given in (4.7) is possible. In summary, Algorithm 2
describes how to solve a partial differential equation using the reduced basis method.
Algorithm 2 Reduced Basis Method
1: procedure Offline Stage
2: Choose parameter samples : µ1, . . . , µN , N  N
3: Define WN = span{u(µk), k = 1, . . . , N}, where u(µk) =
∑N
i=1 ci(µk)φi
4: Compute and store
∑N
i=1 a





for q̂ = 1, . . . , Qf , where applicable) for j = 1, 2, . . . , N
5: procedure Online Stage






f(u(µj)) ∀j = 1, 2, . . . , N
7: Reduced Basis approximation: uN(µ) =
∑N
i=1 ĉiu(µi)
Finally, we will show the convergence of the RBM approximation in the norm
governing the approximation space X. First, it is known that the finite element
approximation converges to the exact solution in this norm (see, e.g., [55]). We have
by the triangle inequality,
||ue − uN ||X ≤ ||ue − u||X ||u− uN ||X (4.10)
where ue is the exact solution, so we only need to show the convergence of the re-
duced basis solution to the finite element solution in order to prove the convergence
of the reduced basis solution to the exact solution. The smoothness of the manifold
M suggests that uN(µ) converges rapidly to ufe(µ), and we used this assumption
to construct SN such that N  N . In fact, this assumption has been demon-
strated numerically [66], and the convergence has been shown to be exponential when
the parameter values in SN are chosen to be logarithmically (quasi-) uniformly dis-
tributed [67, 84].The following proposition and its proof is standard in the a priori
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convergence theory of the RBM (see, e.g., [24, 84]).








||u(µ)− wN ||X .
Proof. For this proof, we assume that the bilinear form a(·, ·;µ) is symmetric. Since
we have that a(u(µ), v;µ) = f(v) and a(uN(µ), v;µ) = f(v) for all v ∈ WN , it follows
that
a(u(µ)− uN(µ), v;µ) = 0, ∀v ∈ WN .
Consider wN = uN + vN ∈ WN for some vN 6= 0. Then,
a(u− wN , u− wN ;µ) = a(u− uN − vN , u− uN − vN ;µ)
= a(u− uN , u− uN − vN ;µ)− a(vN , u− uN − vN ;µ)
= a(u− uN , u− uN ;µ)− a(u− uN , vN ;µ)− a(vN , u− uN − vN ;µ)
= a(u− uN , u− uN ;µ)− 2a(u− uN , vN ;µ) + a(vN , vN ;µ)
= a(u− uN , u− uN ;µ) + a(vN , vN ;µ)
> a(u− uN , u− uN ;µ).
Using (4.3) and (4.4), we have
α(µ)||u− uN ||2X ≤ a(u− uN , u− uN ;µ)
< a(u− wN , u− wN ;µ)
≤ γ(µ) inf
wN∈WN
||u− wN ||2X .




infwN∈WN ||u(µ)− wN ||X .
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A similar argument can be used to show the convergence of the output oper-
ator.
4.2 Choice of Sample Set
A key element in the RBM, specifically when using a Lagrange space, is choos-
ing an appropriate sample set SN of parameters from which to form a basis for the
approximation space WN . The goal is to choose the parameters that yield the most
sensitive solutions, that is, solutions that illustrate the most significant features of
the solution space. Enough parameter samples must be chosen to yield reduced basis
approximations that converge to the truth solution (which in turn converges to the
exact solution), but the number of samples must be far fewer than the dimension of
the finite element approximation space and small enough to preserve computational
efficiency.
For problems in which the bilinear form a(u, v;µ) has an affine decomposition
of the form,
a(u, v;µ) = a0(u, v) + µa1(u, v)
where a0(u, v) is symmetric, coercive and continuous, and the parameter space is
given by D = [0, µmax] ⊂ R, it has been shown that if the sample points are chosen
according to a logarithmic point distribution, then the reduced basis approximation
will converge exponentially to the truth solution for all N greater than some value
Ncrit [68]. Further, it has been numerically demonstrated that using a logarithmic
versus a uniform or Chebyshev distribution in the choosing of points results in a
much smaller maximum relative error [98]. These considerations suggest that N can
be chosen to be very small.
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4.2.1 Greedy Algorithms
The most common sampling procedure for generating a Lagrange reduced
basis space is a greedy algorithm based on a posteriori error bounds that allows
for an efficient sampling of M that is independent of N [24, 25, 87, 91]. First,
the smallest anticipated error tolerance, εtol,min is calculated a priori offline where
εtol, min = min εtol and
||ufe(µ)− uN(µ)||X ≤ εtol
Next, a very fine mesh Ξ of the parameter space Λ is created, containing the surrogate
values of Λ from which the greedy algorithm will draw to generate a set of “training”
samples, SN . This mesh is usually generated using a Monte Carlo method with
respect to a uniform or log-uniform density and must be sufficiently fine to ensure
that further refinement does not significantly improve the results [87].
Next, Nmax, the maximum allowable dimension of the reduced basis space,
is defined, such that the desired accuracy of the reduced basis approximation is at-
tained [87, 91]. Nmax can also be adaptively determined during the greedy algo-
rithm [25]. A sample µ1 is chosen at random to be the first sample added to S1
such that S1 = {µ1}, and then W1 = {u(µ1)} is calculated. The next sample, µ2 is
calculated as







is the relative error bound [24, 91]. That is, a bound on the error in approximating
u(µ) by a linear combination of elements in the set {u(µ1), . . . , u(µk)}. Note that
sk(µ) is the reduced basis approximation with k basis functions of the desired output
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at µ.
The estimate ∆sk(µ) is an online error bound and must be calculated for each
new value of µ. To calculate ∆sk(µ), first a positive lower bound, α̂(µ) for the stability
constant, α(µ), of the bilinear form a(u, v;µ) must be determined. Note that if the












a generalized minimum singular value. For theory on how to calculate this bound in
general see [24]. Then, the residual associated with uN(µ),
r(v;µ) := f(v)− a(uN(µ), v;µ) v ∈ X
is calculated to define the dual norm of the residual





Thus, for the compliant problem, we define
|s(µ)− sN(µ)| ≤ ∆sn(µ) :=
ε2N(µ)
α̂
A sharper bound with more rapid convergence of the reduced basis output approxima-
tion can be obtained using the dual problem for noncompliant (` 6= f) problems [91].
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Thus, in calculating each new µi, we are looking for the parameter value in Ξ that
will give us the largest scaled residual, that is, the parameter that affects the most
significant change in the solution. It is important to note that ∆sn is reliable (an
upper bound of the true error), and as a surrogate, truly represents the true error,
||u(µ) − uN(µ)||X (and thus is sharp) [91]. Further, since it is computed online, it
must be computed inexpensively, that is, independently of N . Clearly, this step will
be the most expensive step in the sampling procedure, so it is essential that the com-
putational effort is as low as possible. Further, this sampling procedure is very similar
to the proper orthogonal decomposition (POD) economization procedure, it is more
efficient because the unused or “rejected” snapshots are never constructed [24].
Note that other types of error estimators can be used in the definition of µi,
see, e.g. [46, 87]. Then it must be verified that ε∗2 = ε1(µ2) is greater than εtol, min. If
it is not, then the current set S1 is the final sample set and the process is terminated.
Otherwise, S2 = S1∪µ2 and W2 = W1 +{u(µ2)}. The process then continues until we
reach Nmax or an error estimate goes below εtol, min. Hesthaven, et al. have adapted
this algorithm to cases where the parameter space is of high dimension [46]. The
greedy algorithm described here is summarized in Algorithm 3.
Algorithm 3 Greedy Sampling Algorithm
for k = 2 : nmax do






4: if ε∗k ≤ εtol, min then
nmax = k − 1
6: exit
Sk = Sk ∪ µk
8: Wk = Wk + {u(µk)}
Recall that the set of basis functions {u(µ1), u(µ2), . . . , u(µN)} are usually
pointing in similar directions, so in order to make (4.6) well-conditioned, the basis
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functions need to be orthogonalized. This process can be incorporated into Algo-
rithm 3 for efficiency.
Algorithm 3 is generally sufficient for finding an appropriate sample space for
parameters of low-dimension, but since the algorithm requires calculating ε∗k(µ) for
all µ ∈ Ξ, it can be very expensive. Thus, Hesthaven et al. [46] have developed
alternative sampling algorithms, modifications of the greedy algorithms above, that
decrease computational complexity and increase the likelihood that the set of basis
functions accurately represents the manifold. The first modification relies on what
Hesthaven calls a saturation assumption. The saturation assumption is said to be
satisfied if
ε∗(µ,Wm) ≤ Cε∗(µ;Wk) for some C > 0 for all m > k > 0
where ε∗(µ;Wm) is an µ-dependent error estimator, used in the determination of the
next parameter in the standard greedy algorithm. The choice of the constant C does
not need to be theoretically rigorous in order for the modified greedy algorithm to
work [46]. A simple consideration of the error estimator is sufficient to determine
an appropriate C. The standard greedy algorithm previously described assumes that
the error estimator will converge to zero as k approaches infinity and thus we can
assume that ε∗(µ,Wk) will overall be decreasing as k increases. If we set C < 1, then
we assume that ε∗(µ,Wk) is strictly decreasing. A choice of C = 1 implies only that
ε∗(µ,Wk) is not increasing for a fixed µ as k increases. The most relaxed assumption
is that C > 1, in which case we allow for ε∗(µ,Wk) to oscillate periodically, though
decrease in the long run. Hesthaven et al. state that C = 1 is usually a good choice for
projection based methods (as in the RBM), whereas C > 1 is better for interpolation
based methods such as the EIM [46].
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We can use the saturation assumption to prevent ε∗(µ,Wk) from having to be
calculated for each µ ∈ Ξ and for each value of k. Instead, we store an error profile
ε∗s(µ) = ε
∗(µ,W`) for each µ such that ` < k. Each time we loop through each value
of µ in Ξ, we use the stored error profiles to set a temporary maximum error. The
saturation assumption states ε∗(µ,wk) ≤ Cε∗(µ,W`) for ` < k and thus, ε∗(µ,Wk)
cannot be greater that the temporary maximum as long as Cε∗s(µ,W`) is less than the
temporary max. If Cε∗s(µ,W`) is greater than the temporary maximum, then it is a
candidate for the new temporary maximum error. To verify if we should update the
temporary maximum, we must calculate ε∗(µ,Wk), update ε
∗
s(µ) and then compare it
to the current temporary maximum. Note that ε∗s(µ,W`) for some ` < k is maintained
for each µ if we continue in this manner.
The benefits of the saturation assumption can then be added to a procedure
developed by Hesthaven et al. [46, 47] known as the adaptively enriching greedy algo-
rithm (AEGA). This adaptation of the standard greedy algorithm adds in a “safety
check” to ensure that the set Ξ is rich enough and the errors are truly less than the
desired tolerance, as well as adaptively changes and enriches the set Ξ by removing
useless points and adding new points. The set Ξ is also initially chosen as a set of
random points. The “safety check” involves testing the approximation from an initial
set of basis functions on a larger, refined set of test parameters to see if the approx-
imation errors are less than the prescribed tolerance on this refined set as well. If
the basis set Wk fails the test, the first failed parameter is added to the set Sk and
the check is performed again until it is passed. After a set, Wk, of basis functions
is determined, the errors of some points in Ξ will be below the prescribed tolerance
and so, since the error is decreasing, these points will never be chosen. Thus, we can
remove them from Ξ. New random points can then be added Ξ so that it maintains
the same cardinality. The general algorithm for the AEGA is given in Algorithm 4
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where M is the number of parameter points in Ξ and Nsc is the number of sample
points that must pass the safety check.
Algorithm 4 Adaptively Enriching Greedy Algorithm (AEGA)
Nsafe = ceil(Nsc/M)
Generate Ξ with M samples (randomly or otherwise)
3: Choose µ1 ∈ Ξ and set S1 = {µ1}, k = 1
Set ε∗s(µ) =∞ for all µ ∈ Ξ
Set W1 = {u(µ1)}, safe = 0, errtmpmax = 2 ∗ tol
6: while errtmpmax ≥ tol or safe ≤ Nsafe do
errtmpmax = 0
for all µ ∈ Ξ do
9: if Cε∗s(µ) > errtmpmax then




if ε∗s(µ) > errtmpmax then
12: errtmpmax = ε
∗
s(µ), let µmax = µ
if ε∗s(µ) < tol then
flag µ (to be removed later)
15: if errtmpmax > tol then
Choose µk+1 = µmax, set Sk+1 = Sk ∪ {µk+1}
Wk+1 = Wk ∪ {u(µk+1)}
18: Remove all flagged parameters from Ξ and corresponding ε∗s(µ)
Generate M − size(Ξ) new samples and add them to Ξ. Set ε∗s(µ∗) = ∞
for all new points µ∗ ∈ Ξ
k = k + 1
21: safe = 0
else
safe = safe + 1
24: Discard Ξ and generate M new parameters to form a new Ξ, set ε∗s(µ) =∞
for all µ ∈ Ξ
Hesthaven and Zhang [47] have also developed sample space generating algo-
rithms which use ANOVA expansion to help identify the most important parameters
through sensitivity analysis. These methods are especially useful in reducing the cost
of problems with a high-dimensional parameter space.
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4.2.2 Non-Greedy Alternatives
Recently, alternatives to the traditional greedy approach in finding SN have
sen suggested. In [41] both a Bayesian and a gradient approach are described and
presented as effective alternatives to the basic greedy algorithm described in Algo-
rithm 3. We will give an overview of both methods here and show the numerical
results of [41] on a model problem in Chapter 5.
4.2.2.1 Gradient Algorithm
The gradient algorithm considered here (given in [41]) is an adaptation of the
standard greedy algorithm. A gradient type algorithm can also be created as an
adaptation to the Metropolis algorithm described below. Like the greedy algorithm,
the gradient algorithm adds one new element to the basis each iteration, instead of
updating the whole basis SN on every iteration as in Algorithm 6. The main idea is
to solve the minimization problem,






in each iteration where uN+1(µ̃) is the reduced basis approximation of the solution
evaluated at a new parameter µ̃ in SN+1 = SN ∪ µ̃, and Υ is a mesh over Λ. As in the
greedy algorithm, the first sample is typically chosen randomly (as in [41]), but could
also be chosen using a priori information. Since the gradient algorithm chooses the
next element µk of the basis SN from the whole parameter space Λ, instead of from a
fine mesh Ξ of Λ as in the greedy algorithm, it is able to improve SN more effectively
at each iteration, reducing the dimension N . The size of N is ultimately determined
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by the a priori error bound
‖ufe(µ)− uN(µ)‖X ≤ εtol
and the chosen maximum dimension, Nmax, which are the same stopping criteria as
the greedy algorithm.
The gradient algorithm is an iterative algorithm. To avoid clustering around
local minima, the starting point for each iteration is generally varied. From a coarse
mesh Ξ̂ of Λ the starting point of iteration k is chosen as







Choosing the starting point from a coarse mesh (an approach similar to the hill
climbing algorithm [88]) reduces the likelihood of clustering and improves detection
of a local minimum. As the name suggests, a gradient method is used to find this
local minimum, although the Nealder-Mead (or simplex) algorithm can alternatively
be used if all the requirements for the gradient method are not met [3]. The gradient
algorithm requires Λ to be closed and compact to ensure convergence using a penalty
term, and the minimization function needs to be in C1(Ω), to guarantee existence of
a derivative, that is, a gradient.
The gradient algorithm used in [41] is given in Algorithm 5.
4.2.2.2 Metropolis Algorithm
While the greedy and gradient algorithms have the advantage of being able to
create one new basis element at a time, [41] suggested the use of a Bayesian algorithm
that depends on posterior distribution. Rather than finding one new element µk+1 for
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Algorithm 5 Gradient Sampling Algorithm
Initialize Setup
µ1 = rand(Ξ ⊂ Λ)
for k = 2 : Nmax do
Find starting point for minimization














if ε∗k ≤ εtol, min then
Nmax = k − 1
exit
Sk = Sk ∪ µk
Wk = span{Wk, {u(µk)}}
the basis generating set SN in each iteration, where N increases until the algorithm
is terminated, the Metropolis algorithm can only be used for a fixed N . Thus, we
must know the desired size of the basis beforehand. In this case, the creation of SN








The Metropolis algorithm considers µ̃i as random variables of µi. It then finds the
posterior probability density function of {µ̃1, µ̃2, . . . , µ̃N} using Bayes’ theorem, given
the error or noise δ = {ufe(µ)}µ∈Ξ. If δ̃ is the random variable of δ, then posterior
probability density function is given by,
Pµ̃1,µ̃2,...,µ̃N (SN |δ) ∝ Pδ̃(δ|SN)Pµ̃1,µ̃2,...,µ̃N (SN), (4.14)
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where Pµ̃1,µ̃2,...,µ̃N (SN) is the prior density and Pδ̃(δ|SN) is the density of the noise, in










The choice of the prior density could include prior knowledge of µ̃1, µ̃2, . . . , µ̃N such
as values found from SN from a previous algorithm.
The Metropolis algorithm seeks to find the Bayes’ estimateE(µ̃1, µ̃2, . . . , µ̃N |δ),
approximating it using simulation as it is impossible to find directly. This approxi-
mation is found using a Monte Carlo method which generates a large random sample
from the posterior density (4.14), of size Y . The approximation to the Bayes’ estimate










where SNi is the ith random sample (each sample is a basis generating set SN). There
are a few choices to generate these samples, but [41] uses an adaptive Metropolis
Hastings algorithm (for explanation of the Metropolis Hastings algorithm see [20]).
In this algorithm (given in Algorithm 6), ξ(SNi ;A) is a transition kernel, a
kernel that denotes the probability of moving from the current state SNi to another
state in A. We want to define the conditions of the transition kernel that allows
convergence to an invariant distribution, π, where π is the distribution of the posterior















Algorithm 6 A Pilot Adaptive Metropolis Algorithm.
j = 1;
for i = 1 to B+Y do
if i ≡ 0 mod m and i ≤ mM then
Σj = Λ(Σj−1);
j++;
Generate SN∗ from qCj(SNi−1 , ·) and u from U(0, 1);
if u ≤ α(SNi , SN∗) then
SNi = SN∗ ;
else
SNi = SNi−1 ;
Return
{
SN1 , SN2 , ..., SNB+Y
}
where χA is an indicator function over A, and q(SNii, SNi+1) is a density that generates
a new candidate random sample SNi+1 from the current sample SNi . The probability




































In sum, the Metropolis Hastings algorithm generates new candidates for SN using
the proposed density q(·, ·) and accept them as random samples of the posterior
distribution with probability α(SNi , SNi+1).
The choice of q(·, ·) is essential to obtaining a reasonable result with an efficient
running time of the algorithm. In general, a pilot adaptive Metrolopis algorithm
involves adapting the proposed distribution for a given amount of iterations and then
starting the burn-in time after the last adaptation. Algorithm 6 trains the proposal
distribution by changing the covariance matrix such that the acceptance ratio of the
Markov chain after the last adaptation is close to the optimal acceptance ratio, a0
of the chain. Once the algorithm comes to the end of the pilot time, during which
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it modifies the covariance matrix until it approaches a covariance matrix with an
optimal acceptance ratio, it starts the standard Metropolis Hastings algorithm with
the latest state and proposal distribution given at the end of the pilot time. A more
thorough explanation of this algorithm is given in [94], where the algorithm is first
introduced.
4.3 Application to the hyDOT Inverse Problem
Application of the RBM to the inverse problem of hyDOT is not as straight-
forward as it is for the forward problem. Unfortunately, the geometry of the forward
problem changes in each iteration of the inverse problem as the cost functional is
minimized and the desired spatial map of the unknown optical coefficients is refined.
As a result, the decomposition of the bilinear form necessary to reduce the computa-
tional complexity of the online stage of the RBM is not possible using the geometry
as the means. We will demonstrate in Chapter 5, however, that the reduced basis
for the DOT forward problem does not change very much as the geometry changes.
Thus, we can run one of the basis generating algorithms in Section 4.2 only once
before the inverse algorithm starts to iterate, and then use the same reduced basis
every time the forward problem needs to be solved. Since new coefficients for the
solution approximation given in (4.5) are found in the online stage, each iteration of
the inverse problem will still yield a different approximate solution u(λ).
Although we can use the same basis for all the iterations of the inverse problem,
it is very difficult (and perhaps impossible) to apply the Reduced Basis Method
to the inverse hyDOT problem. Each iteration of the inverse problem, in which
the cost functional is minimized, requires the forward problem to be solved again.
Unlike DOT, however, the forward problem at each iteration must be solved for each
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wavelength in the spectrum that is being used since D(λ) and µa(λ) can no longer be
pulled out of the spatial integral in the weak formulation. It may be possible however,
to use the Empirical Interpolation Method in conjunction with the RBM to get an
approximation to this affine decomposition as suggested in [11, 35, 39, 46].
Further, in this work we have not investigated how using a reduced basis ap-
proximation for the solution at a given wavelength instead of the “exact” (or finite
element) solution changes the final spatial resolution of the image. One of the main
disadvantages of optical tomography is its low resolution (though it produces images
with high contrast). If using the RBM in the inverse problem further degrades this
resolution, it would not be advantageous to use it. Due to the regularity of the solu-
tion and optical parameters with respect to wavelength demonstrated in Chapter 2,
however, we suspect that the resolution of an image using an approximate solution
would not be much different than the exact solution. We hope to investigate this
more thoroughly in future work.
We have shown in the previous sections, the RBM can be successfully applied
to the forward problem so that the full problem need only be solved for a few wave-
lengths (those in the basis) and a reduced basis approximation of the solution be
given for the other wavelengths. This greatly reduces the computational complexity
of the forward problem for a given geometry. In our method, we cannot precompute
the matrices that hold the finite element solutions of the elements of the reduced
basis, however, we still reduce the computational complexity of the problem by only




In this chapter we will present the results of the numerical simulations pre-
formed to confirm the theoretical results presented in the previous chapters. We begin
by demonstrating an application of the reduced basis method to a simplified hyDOT
forward model. We present the results using the three different basis selection meth-
ods described in Sections 4.2.1 and 4.2.2, to suggest alternatives to the traditional
greedy method. Next we present numerical results of solving the hyDOT inverse
problem for a simple two-dimensional simulation. The hyDOT simulations give ini-
tial confirmation to the ideas for solving the inverse problem discussed in Chapter 3
and demonstrate the robustness of the reconstruction algorithm presented there. All
simulations were run on a MacBook Pro, OS X Version 10.9.5, with a 2.5 GHz Intel
Core i5 processor, and 4 GB 1600 MHz memory.
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5.1 Application of the RBM to the hyDOT For-
ward Problem
In general, the first-order diffusion approximation of the radiative transport
equation that governs hyDOT is given in the frequency domain as




= f on ∂Ω (5.2)
(5.3)
where h is the interior forcing function, and k is the wave number for the frequency
modulation of the laser. To illustrate the application of this method, we consider a
simplified version of the forward problem for hyDOT where k and h are considered
to be zero and Neumann boundary conditions are used instead of Robin boundary
conditions. The strong form of the governing PDE is thus given by




= f on ∂Ω (5.5)
The wavelength, λ, is the parameter on which the PDE is dependent. We will consider
the parameter space as Λ = [600, 1000] ⊂ R, with units nanometers. Note that Λ is
a continuous subset theoretically, but discrete in practice.
We consider a simple geometry for Ω in two dimensions given by a circle of
radius 25 centimeters centered at the origin on a Cartesian grid, with a circular tumor
of radius 5 centimeters located at the point (-15, -10)(see Figure 5.1). The location
of the tumor was chosen to be relatively close to the source to yield results that were
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easier to visualize, since light does not penetrate very far into tissue. The domain
Ω was discretized using a finite element mesh of 2097 elements. We consider only
Neumann boundary conditions with one Gaussian source given by
f(x, y) = 15e
−((x−x1)2+(y−y1)2)
10
located at (x1, y1) ≈ (−24.5196,−4.8773), one of the finite element mesh points on
the boundary. In the forward problem, the source f and the geometry and location
of the area of interest, in our case a collection of cancerous cells, is known. Only
the measurements of the scattered photons on the boundary are unknown and are




Figure 5.1: The layout of geometry of the simple problem given. The domain, Ω, is
a 2-D circular sample of tissue of radius 25 centimeters, centered at the origin, with
a circular tumor of radius 5 centimeters located at the point (-15,-10). The domain
is split into the healthy tissue, Ω0 and the cancerous cells, Ω1.
We will use the RBM to find an approximate solution uN(x, λ) to (5.4) - (5.5).
To apply the RBM, we must first consider the weak formulation of (5.4) - (5.5). To
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find the weak form, we multiply both sides of (5.4) by a test function v ∈ V and
integrate over the spatial domain, Ω to obtain:
∫
Ω
(−∇ · (D∇u)v + µauv) dx = 0 ∀v ∈ V
Then, we integrate the lefthand side by parts and apply the boundary conditions to
obtain the weak formulation:
∫
Ω
(D∇u · ∇v + µauv) dx =
∫
∂Ω
fγD(v)ds ∀v ∈ V (5.6)
with V the space of smooth test functions. From the weak formulation, we define the








where a(u, v) : H1(Ω)×H1(Ω)→ R and F (v) : H1(Ω)→ R, with the inner product
induced by the bilinear form. Note that here we are in compliance (that is, the output
functional ` = f).
We created functions to represent µa(λ) such that given λ the value of µa





the value for the diffusion coefficient would follow a similar pattern as it is a function of
µa. The function values were based on the graph showing the absorption coefficient as
a function of wavelength given by Saibaba et al. in [89] (Figure 1.4) and experimental





tribution. We further assumed that all measurements were in-
dependent. All statistical calculations were performed using
commercial software !JMP IN; SAS Institute, North Caro-
lina". Error bars for population data are the standard deviation
of the population !i.e., not the standard error of the mean".
2.8 Study Limitations
The purpose of this study was to determine the diffusive op-
tical signatures of malignant lesions in breast tissue. In all
cases, tumor general locations were known a priori, as de-
noted by standard X-ray mammography. Thus, our results
should not be interpreted as the findings of a screening study.
Data were not stratified into classification categories beyond
malignant and normal.
Another limitation is that we did not consider benign le-
sions in this study. Differentiation between malignant and be-
nign tumors is a challenging diagnostic problem. We did not
have enough benign lesion statistics to make meaningful com-
parisons and thus they were not included in this study. In the
interest of simplicity we felt it was best to relegate our analy-
sis to malignant lesions. A study comparing the signatures of
malignant and benign lesions is forthcoming.
The third limitation of this study is that depth information
was not always available. All tumors were identified via stan-
dard mammography, but modalities that typically report depth
!such as MRI and ultrasound" were not routinely available.
Thus, the actual values of tumor versus normal will be
skewed with the depth. Nevertheless, this dataset reports the
nature of the contrast available.
Five subjects who fit the criteria described in this report
were measured but not included in this analysis. One patient
measurement was discarded because of technical problems
during the control measurement on normal breast tissue. An-
other subject was excluded because of un-physical lipid and
water values !i.e., beyond 100%", which may be the result of
excessive tumor edema or improper calibration. In another
subject, the tumor signature was identified, but the control
side displayed one point of unusually high TOI contrast !com-
parable to the tumor" that could not be explained. In the two
Fig. 4 Typical tumor spectra. A closer look at typical !a" absorption
and !b" reduced scattering spectra from breast tissue in a single sub-
ject. The absorption fit !solid line" is the result of a positive-
constrained least-squares fit, assuming a basis set of HHb, O2Hb,
H2O, and lipids. A power law fit !!s!=A"−SP", represented also by a
solid line, was applied to the reduced scattering data in !b". Notice
how the absorption spectra between tumor !at the linescan TOI peak"
and normal differ in plot !c" where the dotted curve represents the
spectrum measured in the same region of tissue on the contralateral
!normal" breast.
Fig. 3 Tumor linescan characterization. Definitions used in character-
izing tumor linescans for an arbitrary linescan parameter. Note that
these definitions do not account for the tumor depth or orientation.
Cerussi et al.: In vivo absorption, scattering, and physiologic properties¼
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Figure 16. The absorption spectrum of a tissue (B = 0.002, S = 0.75, f v.fibrous = 0.30) that varies
its water content from 0 by 0.1 to 0.7 as the fat content varies from 0.7 by 0.1 to 0, such that
fat + water = 0.7. Magenta lines are for high fat, low water, and the fat signature is clearly present
at 930 nm (arrow). The blue lines are for low fat, high water (W ! 0.3), and the fat signature is
less obvious. (Based on the fat spectrum of van Veen et al (2004).)
Figure 17. Generic scattering. The reduced scattering coefficient, µ′s (cm
−1), of a generic tissue,
with variable contributions from Rayleigh and Mie scattering. The contribution of Mie scattering
is shown as blue lines (aMie = 5 to 20 cm−1, aRayleigh = 0). The Rayleigh scattering (aRayleigh = 5
to 60 cm−1, aMie = 20 cm−1) plus Mie scattering is shown as red lines (aRayleigh + aMie).
Equations (1), (2) and (6), (7) can mimic the optical properties of a generic tissue at
any wavelength, but one must specify the tissue parameters in these equations. The literature
is limited in its reporting of in vivo optical properties. The task now is to better understand
the constitution of tissues in terms of tissue chromophores and tissue parameters that govern
absorption to enable use of the generic model. Table 3 lists a brief survey of the in vivo optical
parameters that affect absorption (CHGb, B, S, W , M, F).
Figure 5.2: Graph of the absorption coefficient, µa, (in mm
−1) as a function of wave-
length, λ, (in nm), as found in [18].
profile of the bsorption coeffici nt with respect to w veleng h, but with slightly lower
values (see Figure 5.2). Given these experimental values, the function for µa in Ω0
was taken to be a quartic check function (found using interpolation through select
data points) with G ussian spikes at 725 and 950 nanometers. Since cancerous cells
generally have higher absorption coefficients than healthy tissue, we followed the
example of [18, 89] and made the profile of the absorption coefficient in Ω1 to be a
positive perturbation of its profile in Ω0. This assumption is confirmed by [50, 51].
Jakubowski et al. [51] demonstrate that cancerous tissue has a higher water content
and lower fat content t an that of healthy tiss e. Their results for breast tissue in
particular, as report d in [50], are given in Table 5.1. Thus, in the r ph giv n by
[50] in Figure 5.3, we see that the profil s for the absorp ion coefficient for tissue with
high water content and low fat content (cancerous cells) given in blue, and for tissue
with low water content and high fat content (healthy tissue) in pink, follow roughly
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Tissue Water Vol. Fraction Fat Vol. Fraction
Breast, normal 6.0 % 74.0 %
Breast, tumor 41.0% 39.0 %
Table 5.1: Results from [51] (summarized in [50]) describing the in vivo tissue pa-
rameters of water and fat content that govern optical absorption.
the same shape and are only slight perturbations of one another. The functions
used in this simulation for µa in Ω0 and Ω1 are given in Figure 5.4. The reduced
scattering coefficient µ′s was chosen to be 17 cm
−1 at all points in the spatial domain.
This value was chosen because Yodh and Chance [101] reported that at 820 nm, they
experimentally obtained µ′s values of 16.5-18.5 cm
−1 in human brain tissue and values
of 12.7- 17.3 cm−1 in human breast tissue. A review of the literature performed by
Jacques [50], supports this by matching a fit line to the various experimental data
that places the value of the reduced scattering coefficient in breast tissue and other
soft tissues to be around 15-20 cm−1 between wavelengths of about 750 and 1000 nm.
Jacques reports the mean reduced scattering coefficient in breast tissue over eight
published experiments to be 16.8 cm−1 with a standard deviation of 8.1 cm−1, while
the mean value for µ′s for other soft tissues, over eighteen published experimental
values, was reported to be 18.9 cm−1 with a standard deviation of 10.2 cm−1 [50].
These values were recorded at a wavelength of 500 nm.
The first step of the offline stage of the RBM is to obtain a finite element
solution to the problem
a(u, v;λ) = F (v)





tribution. We further assumed that all measurements were in-
dependent. All statistical calculations were performed using
commercial software !JMP IN; SAS Institute, North Caro-
lina". Error bars for population data are the standard deviation
of the population !i.e., not the standard error of the mean".
2.8 Study Limitations
The purpose of this study was to determine the diffusive op-
tical signatures of malignant lesions in breast tissue. In all
cases, tumor general locations were known a priori, as de-
noted by standard X-ray mammography. Thus, our results
should not be interpreted as the findings of a screening study.
Data were not stratified into classification categories beyond
malignant and normal.
Another limitation is that we did not consider benign le-
sions in this study. Differentiation between malignant and be-
nign tumors is a challenging diagnostic problem. We did not
have enough benign lesion statistics to make meaningful com-
parisons and thus they were not included in this study. In the
interest of simplicity we felt it was best to relegate our analy-
sis to malignant lesions. A study comparing the signatures of
malignant and benign lesions is forthcoming.
The third limitation of this study is that depth information
was not always available. All tumors were identified via stan-
dard mammography, but modalities that typically report depth
!such as MRI and ultrasound" were not routinely available.
Thus, the actual values of tumor versus normal will be
skewed with the depth. Nevertheless, this dataset reports the
nature of the contrast available.
Five subjects who fit the criteria described in this report
were measured but not included in this analysis. One patient
measurement was discarded because of technical problems
during the control measurement on normal breast tissue. An-
other subject was excluded because of un-physical lipid and
water values !i.e., beyond 100%", which may be the result of
excessive tumor edema or improper calibration. In another
subject, the tumor signature was identified, but the control
side displayed one point of unusually high TOI contrast !com-
parable to the tumor" that could not be explained. In the two
Fig. 4 Typical tumor spectra. A closer look at typical !a" absorption
and !b" reduced scattering spectra from breast tissue in a single sub-
ject. The absorption fit !solid line" is the result of a positive-
constrained least-squares fit, assuming a basis set of HHb, O2Hb,
H2O, and lipids. A power law fit !!s!=A"−SP", represented also by a
solid line, was applied to the reduced scattering data in !b". Notice
how the absorption spectra between tumor !at the linescan TOI peak"
and normal differ in plot !c" where the dotted curve represents the
spectrum measured in the same region of tissue on the contralateral
!normal" breast.
Fig. 3 Tumor linescan characterization. Definitions used in character-
izing tumor linescans for an arbitrary linescan parameter. Note that
these definitions do not account for the tumor depth or orientation.
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Figure 16. The absorption spectrum of a tissue (B = 0.002, S = 0.75, f v.fibrous = 0.30) that varies
its water content from 0 by 0.1 to 0.7 as the fat content varies from 0.7 by 0.1 to 0, such that
fat + water = 0.7. Magenta lines are for high fat, low water, and the fat signature is clearly present
at 930 nm (arrow). The blue lines are for low fat, high water (W ! 0.3), and the fat signature is
less obvious. (Based on the fat spectrum of van Veen et al (2004).)
Figure 17. Generic scattering. The reduced scattering coefficient, µ′s (cm
−1), of a generic tissue,
with variable contributions from Rayleigh and Mie scattering. The contribution of Mie scattering
is shown as blue lines (aMie = 5 to 20 cm−1, aRayleigh = 0). The Rayleigh scattering (aRayleigh = 5
to 60 cm−1, aMie = 20 cm−1) plus Mie scattering is shown as red lines (aRayleigh + aMie).
Equations (1), (2) and (6), (7) can mimic the optical properties of a generic tissue at
any wavelength, but one must specify the tissue parameters in these equations. The literature
is limited in its reporting of in vivo optical properties. The task now is to better understand
the constitution of tissues in terms of tissue chromophores and tissue parameters that govern
absorption to enable use of the generic model. Table 3 lists a brief survey of the in vivo optical
parameters that affect absorption (CHGb, B, S, W , M, F).
Figure 5.3: Graph of the absorption coefficient, µa, (in cm
−1) as a function of wave-
length, λ, (in nm), as found in [50] for tissues with a high water but low fat content
(in blue) and those with low water but high fat content (in pink).
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Figure 5.4: Graphs of the absorption coefficient, µa, in (cm
−1) as a function of wave-
length, λ, (in nm) in the healthy tissue, Ω0 (left) and in the cancerous tissue, Ω1(right).





To choose the set of fixed, nested parameter samples, SN = {λj, }nj=1 where
N  N , several techniques were tried including choosing the samples at linear inter-
vals, on the logarithmic interval suggested by [98], by choosing only the samples at
which there were significant changes in the graphs of the optical parameters µa and
D, and by a simplified greedy algorithm. Compared to the linear and logarithmic
interval techniques, the best results were found using the greedy algorithm given in
Algorithm 3 where ε∗k is the dual norm of the residual as given in (4.12), with the
norm on X the standard H1 norm. Note that α̂ was assumed to be 1. The test space,
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Ξ, was generated using a fine linear mesh of M = 400 equally spaced points between
600 and 1000 nanometers (in the visible to near infrared range).
Next, we compared Algorithms 6,5 to the greedy algorithm given in Algo-
rithm 3. The tolerance was set at 1e-5 for the greedy algorithm and 1e-7 for the
gradient algorithm (to force the algorithm to choose a basis of a size N > 4). The
starting guess for the Metropolis algorithm was taken a vector of N linearly spaced
values between 600 and 1000 nm. The number of samples was 1500 with a burn-in
time of 3500 iterations, an alpha value of 1, a sigma value of 4e-7, and pilot time of
2500 iterations. We let Nmax vary for bases of sizes in the set {5, 6, 7, 8, 9, 10, 15, 20}.
We constructed and stored solutions for each value of the parameter in SN
using the finite element discretization,




The finite element solution was found using the PDE Toolbox in Matlab over a mesh of
2097 elements [1]. Then we defined an approximation space WN = span{ûj}Nj=1. Note
that WN is constructed as a Lagrange approximation subspace since the derivatives
of u with respect to λ are not known.
Since the efficiency of the RBM relies on the affine decomposition of the bi-
linear form, we must demonstrate that a(u, v;λ) given in (5.7) has affine parameter
dependence. We first note that, although λ does not have spatial dependence, the
diffusion coefficient D does. Thus, we must first decompose the bilinear form geo-
metrically, considering the domain Ω0 = {(x1, x2)|x21 + x22 = 625}\Ω1 of the healthy
tissue, and the domain Ω1 = {(x1, x2)|(x1 + 15)2 + (x2 + 10)2 = 25} of the cancerous
tissue. Since the diffusion and absorption are homogeneous within each of these do-
mains by construction, we can consider the functions, D0, µ
0
a and D1, µ
1
a on Ω0 and
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Ω1, respectively, that are functions of λ only (that is, they are spatially independent).



















In this case, the linear form F has no explicit parameter dependence and so it does
not need to be decomposed. The reduced basis approximation to the problem is then
computed by solving the problem
ÂλĈ = F̂
where Ĉ is the vector of unknown coefficients, and Âλ = C
TAλC where
Aλ = D0(λ)A00 + µ
0


















ui(x) · uj(x)dx 1 ≤ i, j,≤ N (5.13)
and C contains the coefficients for the finite element approximation, uj, for j =
1, . . . , N . Due to the decomposition of A, the matrices A00, A01, A10, A11 can be
precomputed and stored in the offline stage. We note that orthogonalization of the
basis functions using the Gram-Schmidt method with respect to the inner product
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induced by the bilinear form was necessary for the conditioning of the matrix A.
Without orthogonalization the condition number of the matrix was as high as order
1020 whereas with orthogonalization, mostly the condition number was around 1, and
no higher than 10 at select wavelengths.
5.1.1 Results
To test the efficiency of the RBM on this simple example, given a basis gener-
ated by one of the three algorithms described above, the reduced basis approximation
of the solution was computed for 100 linearly spaced values of λ in D. The finite el-








was used as a measure of the accuracy of the solution since we have shown in (4.10)
that convergence to the finite element solution is sufficient to show convergence to
the exact solution.
To give a general idea of the effectiveness of the RBM, the relative error at
each of the 100 wavelengths for reduced basis approximations using 5, 10, 15, and 20
basis elements found using the standard greedy algorithm are given in Figure 5.5.
The results presented as size of the reduced basis versus the average relative error
over 100 wavelengths where the basis elements are found using the standard greedy
algorithm are given in Figure 5.6.
As Figure 5.5 shows, only a small number of basis functions are needed to
accurately approximate the solution at any value of λ. Figure 5.6 shows that N = 10
already gives a good estimate and after about N = 20, increasing the number of basis
functions does little to nothing to improve the accuracy of the solution. This simple
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(a) N = 5 (b) N = 10
(c) N = 15 (d) N = 20
Figure 5.5: Graphs depicting the relative error of the reduced basis approximation
versus the finite element solution at each of 100 wavelengths for various reduced basis
sizes, N . The greedy algorithm was used to choose SN . The red X’s indicate where
the basis elements are located.
example may demonstrate that only a relatively small number of wavelengths need to
be used in the imaging process to get an accurate image with sufficient information,
rather than the whole spectrum.
To get a more accurate idea of the effectiveness of the reduced basis method,
results were gathered by looking at three different basis generating parameter selec-
tion methods: the standard greedy algorithm, the gradient algorithm described in
Algorithm 5 and the Metropolis algorithm described in Algorithm 6. In addition to
the total relative error given by (5.14), the computational running time for all three
parameter selection methods was also recorded for each value of N . The total relative
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Figure 5.6: Graph depicting the relative error in finding the reduced basis approximate
solution as opposed to the finite element solution as a function of the size of the
reduced basis.
error and the timing for all the methods (averaged over 10 runs for the greedy and
gradient algorithms due to the random selection of the first parameter) are given in
Figures 5.7 and 5.8.
First we note that the gradient algorithm could only find a basis of size 9
at most. After this point it would get stuck at local minima and did not provide
meaningful results. We see that for all basis sizes, the solutions generated using the
Metropolis algorithm have a lower relative error than those generated by both the
gradient and greedy algorithms, especially for small basis sizes. The error is almost
a full order of magnitude lower than the greedy algorithm for small basis sizes, but
was closer to that of the gradient algorithm. We also note that the accuracy of
the reduced basis solution generated using both the gradient and greedy algorithms
do not have a monotone decreasing error as the basis size increases. This sporadic
result is due to the fact that the first wavelength chosen in both algorithms is chosen
randomly. The rapid decline in the relative error for all three methods is expected,
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Figure 5.7: The total relative error over 100 wavelengths for the solutions calculated
using the bases generated by the greedy, Metropolis, and gradient algorithms, respec-
tively, as a function of the size of the basis, N . An average of ten trials was used for
each of the methods.
as it has been shown numerically that the reduced basis approximation converges
rapidly to the finite element solution [66]. This convergence has been proven to be
exponential if the parameter values in SN are chosen to be logarithmically (quasi-)
uniformly [67, 84]. The choice of basis generating values is fairly uniform for all three
methods so the apparent exponential convergence of the relative error in our case is
expected.
Finally, we see that the gradient algorithm has a significantly shorter running
time than either of the other two algorithms. Comparatively, the MCMC algorithm
has only a slightly shorter running time than the greedy algorithm for larger basis
sizes since the greedy algorithm increases at a slightly faster rate. Although the
running time for all three algorithms appears to increase linearly with N , the gradient
algorithm increases the fastest. We note that this graph shows the running times for
the algorithms given a fixed basis size. If we did not know the optimal or desired basis
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Figure 5.8: The computational time in seconds to find the wavelengths that will
generate the basis for the greedy, Metropolis and gradient algorithms, respectively,
as a function of the size of the basis, N . An average of ten trials was used for each of
the methods.
size up front, we note that the running time for the greedy and gradient algorithms to
find a new basis element would be much faster since they store the previous elements
and add one wavelength at a time. This is in contrast to the Metropolis algorithm
which finds an optimal generating set from scratch for each new N .
We also changed the location of the tumor to see how that affected the choice
of basis. Since light does not penetrate deeply into tissue, the solution should be less
accurate for tumors that are located far from the source. In addition to the tumor
located near the source, at (-15,-10), we found the reduced basis solution for tumors
located at (0,0) and (15, 10) using bases generated from the greedy, Bayesian, and
gradient algorithms. By examining the wavelengths chosen by all three algorithms to
generate the basis, we observed that the algorithms chose very similar wavelengths
for a given basis size for the location near the source, (-15,-10), in the center, (0,0),
and far from the source (15,10). To measure just how close these bases were to each
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other, we computed the relative Euclidean distance between them using the formula
√
(λi1 − λj1)2 + · · ·+ (λiN − λjN)2
‖λi‖2
(5.15)
where i, j represent the basis generating sets created by the same algorithm for two
different tumor locations. Note that the sets were first sorted to be in ascending
order. A summary of the results for each method for N = 9, is given in Table 5.2.
Greedy Metropolis Gradient
(-15,-10) to (15,10) 0.9461e-01 0.7100e-01 0.3217e-01
(-15,-10) to (0,0) 0.9364e-01 0.4820e-01 0.2715e-01
(15,10) to (0,0) 1.0935e-01 1.1217e-01 0.3238e-01
Table 5.2: Table describing the relative Euclidean distance between the basis gen-
erating sets found for each of the three algorithms for a tumor close to the source
(centered at (-15,-10)), in the center of the healthy tissue (centered at (0,0)), and far
from the source (centered at (15,10)).
We note the bases are very close to each other, no matter the location of the
tumor, especially for the gradient algorithm. This demonstrates the lack of sensitivity
of the hyDOT forward problem with respect to the parameter, λ. This also indicates
that the inverse problem of hyDOT is expected to be severely ill-posed in finding
D and µa in terms of the parameter λ. We also compared the distances between
the bases using a basis of size of N = 5, before the relative error converged (i.e. a
non-optimal basis size) and obtained similar results which shows that the forward
problem is not sensitive regardless of basis size. However, these results are promising
for application of the RBM to the inverse problem. If the same reduced basis in terms
of λ can be used for every iteration of the inverse problem, even when the geometry
changes, then the computational burden of the inverse problem will be significantly
reduced. In fact, our investigation indicates that hyperspectral imaging does not add
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much additional meaningful information to DOT, where wavelength is held constant.
Therefore, only a few strategic wavelengths should be chosen for the inversion to make
hyDOT better posed and hopefully providing better resolution than single wavelength
DOT. Only the solution a select number of wavelengths (possibly less than ten, as
demonstrated by the apparent exponential decrease in the error for all three methods
seen in Figure 5.7) gives significant information and the rest can be discarded.
We tested the hypothesis that the basis could remain the same, no matter the
location of the tumor, by taking the basis generating set of size N = 9 found by all
three algorithms for tumors located at (15,10) and (0,0), respectively, and using it to
solve the problem with a tumor centered at (-15,-10). The results are summarized in
Table 5.3.
Greedy Metropolis Gradient
original error at (-15,-10) 5.8268e-03 0.9474e-03 1.9719e-03
error with basis from (0,0) 0.9226e-03 1.7924e-03 1.7396e-03
error with basis from (15,10) 0.9172e-03 0.9464e-03 1.1413e-03
difference (-15,-10) to (0,0) 4.9043e-03 0.8451e-03 0.2323e-03
difference (-15,-10) to (15,10) 4.9096e-03 0.0010e-03 0.8306e-03
Table 5.3: Table describing the relative error in approximating the solution at 100
different wavelengths using a reduced basis generated by each of the three algorithms
for different tumor locations.
We can see that the relative error stays small no matter the basis for all three
algorithms, and that the difference in error for using different wavelengths is very
small, especially for the Metropolis and gradient algorithms. We note that the error
actually appears to decrease as the bases for other tumor locations are used for both
the greedy and gradient algorithms, while this does not occur for the Metropolis
algorithm. This is to be expected since both the greedy and gradient algorithms can
only guarantee semi-opitmal solutions, whereas the Metropolis should find the global
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minimum. The gradient is an improvement to the greedy algorithm, but both are
set up such that they can get stuck in local minimums. We note that the a gradient
version of the Metropolis algorithm could also be developed that would give better
solutions. The data suggests that the choice of the wavelengths used to generate a
reduced basis depends more on the behavior of D,µa then on the location of the
tumor. Since D,µa do not change as the geometry changes, the basis should be able
to be kept the same for several (if not all) iterations of the iterative algorithm used
to solve the inverse problem.
5.1.2 Conclusions
The reduced basis method is an effective method for solving the forward prob-
lem in hyperspectral DOT, which is very in-sensitive to both the parameters D and
µa as a function of λ. HyDOT is also an example of a severely ill-posed inverse
problem which utilizes wavelength information to better reconstruct D and µa. The
relative error of the reduced basis approximate solution compared to the finite ele-
ment solution is small for any wavelength in the range we tested. Further, for the
hyDOT problem presented, the reduced basis did not appear to be dependent on the
geometry of the problem, that is, the tumor location. This will have a significant
impact on the application of the RBM to the inverse problem in hyDOT. Specifically,
since each iteration of the inverse algorithm requires solving the forward problem for
a different geometry, the reduced basis method may be used to significantly reduce
computational time and effort as the same reduced basis may be used for several
iterations.
The results presented here indicate that only a few wavelengths may be suffi-
cient to improve the reconstruction ofD and µa in hyDOT since we have demonstrated
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that hyDOT forward problem is very insensitive to the image parameters D and µa.
Therefore, disregarding much of the ambiguity in λ will help make the hyDOT inverse
problem better posed and may help improve the image reconstruction in hyDOT. In
fact, the RBM should be an excellent approach for identifying the critical wavelengths
where the inverse problem should be solved and help introduce sparsity in the hyDOT
image reconstruction process. Exploiting sparsity in the hyDOT inverse problem was
discussed theoretically in Chapter 3 and we will investigate the use and effectiveness
of sparsity in the spectral domain through simulation in Section 5.2.
In this section, we also proposed two alternatives to the greedy algorithm,
mainly the Metropolis and gradient algorithms. We have demonstrated that both the
Metropolis and gradient algorithms are viable alternatives to the traditional greedy
approach when generating the set SN with which to construct a reduced basis. The
relative error of the solution generated by the resulting reduced basis for the Metropo-
lis algorithm can be as much as an order of magnitude more accurate than that gen-
erated by the greedy algorithm. Additionally, we have shown that the running time
of the gradient algorithm is significantly smaller than the other two algorithms which
makes a strong case for it being the preferred algorithm when the desired size of
the basis is not known since the error of the basis it produces is only slightly larger
of that generated by the Metropolis algorithm. We have also shown that once the
dimension of the reduced basis method is somewhat determined, the Metropolis algo-
rithm works really well and is very promising in finding a very good global minimum
outperforming both greedy and gradient algorithms.
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5.2 The hyDOT Image Reconstruction Problem
Before we begin applying Algorithm 1 to the inverse problem of hyDOT, we
investigate the parameter dependence on wavelength for several different geometries.
First, following the evidence from [18, 89] (see Figures 5.2, 1.4), we change the profile
of µa in Ω1 to be slightly more different than an upward shift from the profile for
Ω0. The differences in the two profiles are more biologically sound based on the
experimental evidence, and have the added benefit of making the differences of the
images in the spectral domain more obvious and easier to exploit. The updated
profiles for µa are given in Figure 5.9. We also note that since µ
′
s  µa and D =
Figure 5.9: The updated µa profile with respect to λ for absorption in healthy (blue)
and cancerous (red) tissue. This is the profile used in the image reconstruction prob-
lem.
1/(3∗(µa+µ′s)), the values for D do not change much with respect to wavelength and
do not show much discernible difference between the tumor and healthy tissue. This
is reflected in Figures 5.10, 5.11 which show the true µa and D spatial maps for the
simple geometric example explored in Section 5.1. In these figures we can see that the
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cancerous tissue is clearly seen at some wavelengths, while it is barely distinguishable
from the healthy tissue at other wavelengths. We also note, principally by observing
the color scale that the difference are far less pronounced for the diffusion coefficient
D than they are for the absorption coefficient µa. The small value of D compared
to µa makes the inversion even more ill-posed. Thus, even though the µ
′
s value of 17
cm−1 used in Section 5.1 is more biologically accurate, we used a value of µ′s = 1 cm
−1
to make D and µa more comparable to each other and decrease the ill-posedness of
the problem. That said, Figures 5.10, 5.11 were generated using µa = 17 cm
−1.
We decided to test the image reconstruction algorithm on a slightly more com-
plicated geometry than previously. Since tissue is a highly scattering medium almost
none of the intensity of the light source is present on the other side of the medium, so
only detectors that are close to the source can measure high enough intensity values.
For this reason, we placed our tumors relatively close to the boundaries, knowing the
light would not penetrate very deeply. The tumor from the previous example was still
present, but another tumor of radius 7 was added 10 cm in the positive x-direction
of the medium and 5 cm in the positive y-direction, as measured from the center of
Ω. There were 16 source-detector pairs around the boundary of the medium. The
geometry and a diagram of the placement of the sources and detectors are given in
Figure 5.12. The data was simulated using a fine mesh of 541 nodes with 1016 tri-
angular elements, and the image was reconstructed on a coarse mesh of 2097 nodes
with 4065 triangular elements. The two meshes are given in Figure 5.13.
Before incorporating the Reduced Basis Method into the inverse algorithm,
we first tried solving the image reconstruction at ten different values for λ to see the
differences between them. The λ values were chosen by applying the greedy algorithm
using the solution to the forward problem as the solution with which to calculate the
error estimate. The wavelengths at which the initial test was made were 695.2, 696.2,
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(a) λ = 616 nm (b) λ = 652 nm (c) λ = 680 nm
(d) λ = 745 nm (e) λ = 769 nm (f) λ = 806 nm
(g) λ = 842 nm (h) λ = 899 nm (i) λ = 911 nm
(j) λ = 943 nm (k) λ = 983 nm (l) λ = 1000 nm
Figure 5.10: The µa profile for the simple geometric example given in Section 5.1 at
several wavelengths, λ. The tumor is more visibly seen at some wavelengths than at
others.
136
(a) λ = 616 nm (b) λ = 652 nm (c) λ = 680 nm
(d) λ = 745 nm (e) λ = 769 nm (f) λ = 806 nm
(g) λ = 842 nm (h) λ = 899 nm (i) λ = 911 nm
(j) λ = 943 nm (k) λ = 983 nm (l) λ = 1000 nm
Figure 5.11: The D profile for the simple geometric example given in Section 5.1 at
several wavelengths, λ. The tumor is more visibly seen at some wavelengths than
at others, and overall the difference between the cancerous and healthy tissue is less










(b) Sources and Detectors
Figure 5.12: A diagram of (a) the geometry of the domain for the image reconstruction
problem, and (b) the placement of the 16 sources and 16 detectors placed around the
boundary.
716.3, 717.3, 718.3, 719.3, 794.5, 798.5, 843.6, 961.9, all in nanometers. As noted
in Section 3.5, a common initial regularization parameter and step size for both D
and µa were chosen for all wavelengths. The regularization parameter on the sparsity
term was 1×10−2 for both D and µa, while the initial step sizes were sµ = 1.5×10−5
and sD = 5 × 10−5, and 400 iterations were used for each wavelength. The results
for each of the ten wavelengths with no noise added in the simulation of the data
measurements, is given in Figures 5.14-5.21.
We note that for each of the wavelengths chosen, the inversion algorithm cor-
rectly identified the two tumors present. As expected, the reconstruction for µa was
a little bit better in the sense that the shape of the tumors was more clearly defined
and matched the original better. In general, the reconstructed values for the tumor
were too low and the background values to high for D, while for µa the tumor values
were too low, especially near the boundary of the tumors, though the background
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(a) Fine mesh (b) Coarse mesh
Figure 5.13: A diagram of (a) the fine mesh used to simulate the data and (b) the
coarse mesh used to reconstruct the image.
was fairly accurate. We suspect that with more iterations the reconstruction would
have been more accurate.
We then tried adding noise to the simulation to see how robust the recon-
struction algorithm was. First, we added 3% Gaussian white noise and noted that
the reconstructions were still comparable to those without noise. The tumors are
still clearly visible for both D and µa and their boundaries are fairly well-defined.
Some of the same issues of values of both the cancerous and healthy tissue for the
reconstruction are present. We then added 10% noise and still got a good recon-
struction that did not vary significantly from the reconstruction with 3% noise or no
noise at all. The reconstruction results for 3% and 10% added noise, respectively, at
a selected wavelength are given in Figures 5.22 - 5.23. Reconstructions this good for
a comparable amount of added noise for other reconstruction algorithms that do not
incorporate sparsity are rare. For example, we tried finding a reconstruction of the
optical parameters using MATLAB’s lsnonlin.m, which uses a Levenberg-Marquardt
algorithm. This algorithm ran very slowly and could not find even close to an accu-
rate solution after the same number of iterations. Our algorithm is much more robust
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due to the added sparsity constraints.
Finally, we seek to implement the RBM in the inversion algorithm, by using the
reduced basis approximation for solutions at any wavelength of the forward problem.
We did not use the RBM for the adjoint and Sobolev smoothing steps, but we hope
to do this in the future. As we noted in Chapter 4, applying the RBM to the inverse
problem is not as straightforward as it was for the forward problem since the geometry
changes on each iteration. However, even without the nice affine decomposition of
the previous section, we can still exploit some of the advantages of the RBM in the
inversion algorithm.
First of all, we confirm our suspicion in the previous chapter, further encour-
aged by the results in the previous section, that the parameter values to be included in
the reduced basis need only be calculated once, before the iterations of the inversion
algorithm begin. To demonstrate this experimentally, we ran the greedy algorithm on
the forward problem at each of the 16 sources to find a separate basis generating set
for each source. Though this took a long time (about 45 minutes) the basis generating
sets that were created were all almost identical, except for the randomly chosen first
element and a couple other elements. Now, since the reconstruction algorithm up-
dates the solution vectors u at each iteration as a new guess for the parameter values
q are made, the uj in the reduced basis must be updated at each iteration. Thus, the
A matrices outlined in (5.13) cannot be precomputed offline. Thus, before solving for
the coefficients ĉj in uN(λ) =
∑N
i=1 ĉjuj, at each iteration we need to recalculate WN
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and the matrix Âλ = C
TAλC where








µ(λ)ui(x) · uj(x)dx 1 ≤ i, j,≤ N. (5.18)
(5.19)
Using this implementation to solve the inverse problem for just one wavelength will
thus be longer than just calculating the finite element solution to the forward prob-
lem, because it requires N finite element solutions to be calculated each time the
forward problem is solved, where N is the size of the reduced basis. However, if the
inverse problem is being solved for many wavelengths at once, as in for a number of
wavelengths much greater than N , then the RBM reduces the computational burden
by the forward problem having to be solved only N times and then approximated for
all other wavelengths.
5.2.1 Conclusions
The reconstruction algorithm given in Algorithm 1 was successful in exploiting
the spatial sparsity at each wavelength. When run for 400 iterations, the reconstruc-
tion at each wavelength took an average of 93.58 seconds. Though the reconstruction
values where too high for the background values for D and too low for the tumor, and
too low on the boundary of the tumor and healthy tissue for µa, the reconstructions
of both at all wavelengths still identified the correct shape and almost the correct size
of the two tumors. We also note that when noise was added to the data, Algorithm 1
was still successful in producing a reconstruction of the image nearly identical to that
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without noise.
We were also able to demonstrate that application of the RBM to the inverse
problem may be possible, despite not being able to geometrically decompose the
bilinear form that describes the weak form of the hyDOT forward problem. We
showed that the basis generating set need only be generated once to be used not
only for all geometries (and hence, for all iterations) but also for all sources. We are
hopeful that the RBM can be fully applied to the reconstruction algorithm in the
future by making use of the reduced basis approximation in the adjoint and Sobolev
smoothing steps as well.
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(a) True Value, λ = 695.2nm (b) Reconstruction, λ = 695.2nm
(c) True Value, λ = 696.2nm (d) Reconstruction, λ = 696.2nm
(e) True Value, λ = 716.3nm (f) Reconstruction, λ = 716.3nm
Figure 5.14: The true values for D and the reconstruction, respectively, for each of
the ten wavelengths found by the greedy algorithm with no noise added. We note the
differences in the reconstruction between them.
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(a) True Value, λ = 717.3nm (b) Reconstruction, λ = 717.3nm
(c) True Value, λ = 718.3nm (d) Reconstruction, λ = 718.3nm
(e) True Value, λ = 719.3nm (f) Reconstruction, λ = 719.3nm
Figure 5.15: The true values for D and the reconstruction, respectively, for each of
the ten wavelengths found by the greedy algorithm with no noise added. We note the
differences in the reconstruction between them.
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(a) True Value, λ = 794.5nm (b) Reconstruction, λ = 794.5nm
(c) True Value, λ = 798.5nm (d) Reconstruction, λ = 794.5nm
Figure 5.16: The true values for D and the reconstruction, respectively, for each of
the ten wavelengths found by the greedy algorithm with no noise added. We note the
differences in the reconstruction between them.
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(a) True Value, λ = 843.6nm (b) Reconstruction, λ = 843.6nm
(c) True Value, λ = 961.9nm (d) Reconstruction, λ = 961.9nm
Figure 5.17: The true values for D and the reconstruction, respectively, for each of
the ten wavelengths found by the greedy algorithm with no noise added. We note the
differences in the reconstruction between them.
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(a) True Value, λ = 695.2nm (b) Reconstruction, λ = 695.2nm
(c) True Value, λ = 696.2nm (d) Reconstruction, λ = 696.2nm
(e) True Value, λ = 716.3nm (f) Reconstruction, λ = 716.3nm
Figure 5.18: The true values for µa and the reconstruction, respectively, for each of
the ten wavelengths found by the greedy algorithm with no noise added. We note the
differences in the reconstruction between them.
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(a) True Value, λ = 717.3nm (b) Reconstruction, λ = 717.3nm
(c) True Value, λ = 718.3nm (d) Reconstruction, λ = 718.3nm
(e) True Value, λ = 719.3nm (f) Reconstruction, λ = 719.3nm
Figure 5.19: The true values for µa and the reconstruction, respectively, for each of
the ten wavelengths found by the greedy algorithm with no noise added. We note the
differences in the reconstruction between them.
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(a) True Value, λ = 794.5nm (b) Reconstruction, λ = 794.5nm
(c) True Value, λ = 798.5nm (d) Reconstruction, λ = 794.5nm
Figure 5.20: The true values for µa and the reconstruction, respectively, for each of
the ten wavelengths found by the greedy algorithm with no noise added. We note the
differences in the reconstruction between them.
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(a) True Value, λ = 843.6nm (b) Reconstruction, λ = 843.6nm
(c) True Value, λ = 961.9nm (d) Reconstruction, λ = 961.9nm
Figure 5.21: The true values for µa and the reconstruction, respectively, for each of
the ten wavelengths found by the greedy algorithm with no noise added. We note the
differences in the reconstruction between them.
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(a) True Value (b) Reconstruction, 3% noise
(c) True Value (d) Reconstruction, 10% noise
Figure 5.22: The true values for D and the reconstruction, respectively, at λ = 716.3
for 3% and 10% noise added, respectively. We note that added noise does not degrade
the reconstruction significantly.
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(a) True Value (b) Reconstruction, 3% noise
(c) True Value (d) Reconstruction, 10% noise
Figure 5.23: The true values for µa and the reconstruction, respectively, at λ = 716.3




Conclusions and Future Work
This dissertation has formulated the hyDOT forward and inverse problems,
previously unexplored in the literature, and has laid the mathematical framework from
which future results in this area can be made. Most significantly, it has demonstrated
the spectral regularity of the hyDOT solution, and how this regularity allows for
application of model reduction techniques to reduce the computational burden of
the inverse problem. Further, we have combined the spectral regularity with the
sparsity in the spatial domain to propose a wavelength-dependent cost functional for
the inverse problem that promotes sparsity. We have also shown that since the affine
decomposition of the bilinear form found from the weak formulation of the forward
solution is not possible in the inversion algorithm, at least not geometrically, there is
not a clear way to effectively apply the RBM to the inverse problem.
Through simulation we have demonstrated that hyDOT is not any more effec-
tive or efficient in generating a good solution to the image reconstruction than multi-
spectral DOT. That is, reconstructing the image at each of hundreds of wavelengths
adds little to no information that is new and valuable compared to reconstructing the
image at only a few wavelengths since the regularity in the spectral domain allows for
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the solution at any intermediate wavelength to be interpolated from the few known so-
lutions. That said, we have shown that application of the RBM to the reconstruction
problem of hyDOT my be possible, making hyDOT more computationally feasible.
By using the RBM, an approximation of the forward solution can be made at every
wavelength that is much less expensive than finding an exact (finite element) solution.
We have demonstrated in simulation that the variation in optical parameter values
between wavelengths is subtle, a conclusion supported by the experimental evidence
in the literature, adding to the ill-posedness of the problem in the spectral domain.
The subtle difference between wavelengths, however, shows that the important opti-
cal features can be highlighted through use a few select wavelengths, and thus the
regularity in the spectral domain, as well as the sparsity in the spatial domain, can
be exploited in the image reconstruction algorithm.
We have also presented a theoretical foundation for the forward and inverse
problems in hyDOT. We have included results for the spectral regularity of the so-
lution u by taking the derivative of the governing PDE with respect to wavelength.
We have proposed a cost functional that incorporates this regularity (by including
the term ∂u
∂λ
) and hope to implement it in future work.
In the immediate future, we will continue to investigate ways to improve the
image reconstruction in hyDOT, focusing specifically on exploiting the smoothness in
the spectral domain and sparsity in the spatial domain. We seek to implement some
of the functionals suggested in Section 3.4 computationally and to analyze them more
thoroughly analytically. We will also continue to investigate the possible use of the
RBM into the image reconstruction algorithm, using it to find approximations to the
adjoint and Sobolev smoothing steps of the algorithm for every wavelength in addition
to approximating the forward solution. We will examine how using an approximate
solution for a given wavelength using the RBM at each step of the inversion algorithm,
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though more expensive, compares to using the exact solution.
After extending the theory and application of sparsity regularization to hy-
perspectral OT, there are a few other areas we would like to explore. The first is to
extend this theory to other imaging techniques, specifically hybrid techniques such
as photoacoustic tomography (PAT) and ultrasound-modulated optical tomography
(UMOT). Because these modalities have an acoustic, as well as an optical component,
we suspect that the additional optical information would affect the image reconstruc-





Derivation of the First-Order
Diffusion Approximation
As explained in the Introduction, the movement of light photons from the
laser source through the tissue medium to the boundary is described by the Radiative





+ ŝ · ∇I + (µa + µs)I = µs
∫ 2
S
p(ŝ′, ŝ)I(x, ŝ′)dŝ′ (A.1)
where I(x, ŝ, t) is the specific intensity or spectral radiance at position x, in the
direction ŝ at time t and S2 is the unit sphere in R2. We note that the scattering
kernel p is normalized, giving
∫ 2
S
p(ŝ′, ŝ)dŝ′ = 1. (A.2)
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(1 + g2 − 2gθ)3/2
where g ∈ (−1, 1) measures the anisotropy of the scattering, with g = 0 yielding
isotropic scattering. The incoming flux is measured by the boundary condition
I(x, ŝ, t) = g−(x, ŝ, t), x ∈ ∂Ω (A.3)
and the DOT and hyDOT problems are to reconstruct the unknown optical parame-






v(x) · ŝI(x, ŝ, t)dŝ, x ∈ ∂Ω (A.4)
where v is a vector that does not depend on ŝ. This differential equation is too
computationally expensive to use in practice, however. In fact, an analytical solution
to the RTE is known only for simple cases [57]. The most common approximation
to (A.1) is the diffusion approximation. There are several approaches to deriving the
diffusion approximation from the RTE, such as using asymptotic methods [7, 57],
but the most common approach is to use a PN approximation, specifically the P0
approximation. We will use this approach to derive it here, following the example
of [22, 56, 72, 97].
The diffusion approximation holds if the scattering coefficient is large with
respect to the absorption coefficient, as is the case in optical imaging since tissue is a
highly scattering medium. We also assume that the point of observation is far from
the boundary of the medium and that we have a sufficiently long time scale. Due to
the highly scattering nature of the medium and the large distance from the source, we
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can consider the radiance (or flux) to be isotropic, that is depending only linearly on
ŝ. Thus, the transport process can be adequately described by the first few moments
of I. That is,













ŝI(x, ŝ, t)dŝ. (A.7)
If we plug these moments back into (A.5) and solve, we get α = 1 and β = 3. That
is,
I(x, ŝ, t) = I0(x, t) + 3ŝ · I1(x, t).
We would like to obtain a closed system that relates I0 and I1. First, we





(x, t) +∇ · I1(x, t) + µa(x)I0(x, t) = 0. (A.8)





(x, t) +∇ · I2(x, t) + µ(x)I1(x, t) = p̄µs(x)u1(x, t) (A.9)






ŝŝT I(x, ŝ, t)dŝ
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ŝ′ · ŝp(ŝ · ŝ′)dŝ′.
Now we can simplify (A.8) and (A.9) by using the equation for the reduced scattering
coefficient,











(x, t) +∇ · I2(x, t) + (µa(x) + µ′s(x))I1(x, t) = 0. (A.11)
Finally, we can express I2 in terms of I0, I1 using (A.5) to obtain

















∇I0(x, t) + (µa(x) + µ′s(x))I1(x, t) = 0 (A.13)
which is called the P1 approximation.
The P0 approximation, also known as the diffusion approximation, further
assumes that ∂I1
∂t
is negligible, which gives us







Thus, substituting these quantities back into (A.13) and letting I = u (to better






−∇ · (D∇u0) + µau0 = 0. (A.16)




ŝu(x, ŝ, t)dŝ = ν(x) ·
∫
ν(x)·ŝ≤0
ŝg−(x, ŝ, t)dŝ, x ∈ ∂Ω, t ≥ 0
where ν(x) is the outward unit normal. Then, (A.5), (A.14), and (A.15) yield


















0, i 6= j
2π
3







Dν(x) · ∇u0(x, t) = −πg−(x, t)




= g− on ∂Ω (A.17)
which are Robin boundary conditions. We can also derive the equation for the mea-
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surement from (A.4) by substituting in (A.14), (A.15) to obtain
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