Abstract. Traditional epidemiological research has focused on ratebased differential-equation models on completely mixing populations. In this paper, we outline an approach based on a combination of network theory and discrete-event simulations to study epidemics in large urban areas. We survey some of our results published in Nature (2004) and the Proc. ACM-SIAM Symposium on Discrete Algorithms (2004), and present some new results on: (i) mathematical properties of large social contact networks, as well as (ii) simulation-based dynamic analysis of disease-spread in such networks. We identify a number of new measures that are significant for understanding epidemics and for developing new strategies in policy planning. We also perform a very detailed structural analysis of the social contact networks produced by TRAN-SIMS, a simulator for detailed transportation/traffic studies, and study two random graph models to generate realistic social networks: ChungLu's model and the configuration model. We also develop combinatorial formulations and approximation algorithms for quarantining, vaccination and sensor placement, as aids to decision-making.
Introduction
The explosive growth of urban population in the past century has led to a variety of new problems related to public health-the high density of people and their interaction lead to a significant risk of epidemics [NG] . This was evident in the recent SARS epidemic, and is a testimony to the "small world" nature of today's society. Coupled with recent fears of bio-terror attacks, there has been a spurt of research on understanding epidemics and techniques to aid policy planning, e.g., for vaccination, quarantining and disease-detection strategies.
Traditional epidemiological research has focused on rate based differential equation models on completely mixing populations, i.e., all the people are allowed to interact with each other; see [Ba75, He00, KCW02] for a comprehensive discussion on this subject. An attractive feature of this modeling approach is that it allows one to obtain analytical expressions for a number of interesting parameters such as the numbers of sick, infected and recovered individuals in a population. But such a modeling approach does not capture the complexity of human interactions that serves as a mechanism for disease transmission. In addition, typically the number of different subpopulation types considered is small (for analytical tractability) and parameters such as mixing rate and reproductive number are either unknown or hard to observe.
In this paper, we outline an approach based on a combination of network theory and discrete event simulations to study epidemics in large urban areas -the main idea is that a better understanding of the characteristics of the social contact network can give better insights into disease dynamics and vaccination/quarantining strategies, which can be used in the epidemic simulation. For instance, our recent work in [EGK + 04] shows that a better understanding of the underlying network structure leads to more refined conclusions, e.g. in some cases mass vaccination might not be needed in the presence of a better disease detection strategy. Similar work by Meyers et al. [MNMS03] has demonstrated that new insights on the disease dynamics can be obtained by understanding the contact structure carefully. Interestingly, analysis of social networks in urban regions for effectively containing the spread of Cholera was done in the late 1800s in London [BSE] : in this outbreak, a map was used to chart the outbreak and relate it to a contaminated water pump; shutting down the pump immediately brought the outbreak to an end. The earliest formal work on use of network structure for epidemiological studies appears to be that of Elveback, Fox and Ackerman [EFA76] . Recently, a number of other authors have also undertaken a similar approach [LH+04, PLH4] . In contrast to the work of [MNMS03, LH+04] , we study realistic and large urban social contact networks for an entire city consisting of well over a million nodes.
Recently there has been a resurgence of research in complex networks: the renewed interest is driven by a number of empirical and theoretical studies showing that network structure plays a crucial role in understanding the overall behavior of complex systems. See [BKM + 00, AB02, AJB00, BA99, MNMS03, Ne03a] and the references therein for recent results in this active area. However, properties of social contact networks that are crucial for understanding epidemics have been explored only recently [NP03, Ne03a, New03, NFB02, MNMS03] . Another recent direction of research has been to determine random graph models that can generate such networks: the traditional Erdős-Rényi-like model does not capture many important features of real networks. Unfortunately, as we argue later, many of these random graph models, such as the preferential attachment model, are not suited for social network analysis.
Our Contributions.
In this paper, we survey our recent results in [EGK + 04, EKM + 04] and present new results on (i) mathematical properties of large social contact networks and (ii) simulation based dynamic analysis of disease spread on such networks. The social contact networks we study are obtained by using TRANSIMS -a simulation based tool for urban transport planning (see Section 3 for details). We identify a number of new measures that are significant for understanding epidemics and developing new strategies for policy planning. Some of these measures, such as demographic mixing rates, can be determined only because of the very detailed and realistic nature of the networks we study. The resulting understanding of these networks is used in conjunction with a parallel discrete event simulation system called EpiSims [BSE, ES02] -this is a tool to perform detailed simulations of disease transmission on a synthetic urban population. Our main contributions in this paper are threefold:
(1) Analysis and random generation models of large social networks. We perform very detailed structural analysis of the social contact networks produced by TRANSIMS and identify new measures that have relevance for modeling epidemics. The structural measures we survey here were first reported in [EGK + 04, EKM + 04]. In addition, we perform the first analysis of some temporal and cultural aspects of such graphs. We also study two random graph models to generate realistic social networks: the first, based on the Chung-Lu model, was first discussed in [EKM + 04]; the second, the configuration model, is introduced in this paper. (2) Combinatorial Models for Decision Making in Epidemiology. We develop combinatorial formulations and approximation algorithms for quarantining, vaccination and sensor placement 1 problems, as an aid in decision making. Our formulations and results crucially use the underlying contact structure; they demonstrate the additional value of such models compared to traditional complete mixing models. (3) Simulation Based Empirical Evaluation. We consider several vaccination strategies motivated by the network structure, and study their efficacy using EpiSims. We use the new structural measures we identify in developing the vaccination strategies.
EpiSims is then used to compute the efficacy of these vaccination strategies by taking into account the stochastic nature of disease transmission. The goal of this paper is not to develop the optimal vaccination strategy, but, rather to come up with several reasonable ones, and compare them by simulation; the rationale is that large scale simulation such as EpiSims appears to be the only reasonable computational method for this purpose.
Organization. Section 3 describes TRANSIMS and EpiSims in some detail. It also contains a description of how the social contact network is constructed. Section 4 describes the structural analysis of the Portland social contact network, and touches upon random-graph models. In Section 5, we formulate combinatorial problems that model basic policy-planning problems relevant to epidemiology and describe efficient approximation algorithms for solving these problems. Section 6 describes simulation results on different vaccination schemes, motivated by the network structure. Section 7 discusses random-graph models, and Section 8 contains concluding remarks.
As mentioned earlier, some of the results described in this paper appeared in [EGK + 04] and [EKM + 04].
Constructing Realistic Social Networks
In order to understand the spread of contagious diseases, we need a realistic representation of a social contact network. The Transportation Analysis and Simulation System (TRANSIMS) developed at Los Alamos provides a way to generate synthetic realistic social contact networks in a large urban region. It is based on the assumption that the transportation infrastructure constrains people's choices about what activities to perform and where to perform them. TRANSIMS produces positions of all travelers on a secondby-second basis for a large metropolitan area and it has effectively been used to construct detailed mobility patterns for the city of Portland. We refer the reader to [TRAN] and the web-site http://transims.tsasa.lanl.gov for more extensive descriptions of this tool. TRANSIMS conceptually decomposes the transportation planning task using three different time scales, as follows.
(1) Creating a population and activities Data about land use and demographic information, combined with survey data from thousands of households is employed to create a synthetic population, where each person has a specific home address. A sequence of daily activities, and the locations where these activities are to be done, is determined for each person, based on the activity surveys, travel time and land use data.
(2) Assigning Routes and trip-chains Second, an intermediate timescale consists of assigning routes and trip-chains to satisfy the activity requests. To do this, the estimated locations are fed into a routing algorithm to find minimum cost paths through the transportation infrastructure consistent with constraints on mode choice [BJM01, BBJ + 02]. An example constraint might be: "walk to a transit stop, take transit to work using no more than two transfers and no more than one bus". This step is coupled with the simulation of the actual movement of people on their chosen routes, and is repeated till some sort of near-equilibrium is attained.
(3) Detailed simulation Finally, the movement of people along their chosen routes is simulated. This simulation is extremely detailed: it resolves distances down to 7.5 meters and times down to one second. It provides an updated estimate of time-dependent travel times for each edge in the network, including the effects of congestion. This estimate is fed back to the Routing (step (2)) and location estimation (step (1)) algorithms, which produce new plans. This feedback process continues iteratively until it converges to a "quasi-steady state" in which no one can find a better path in the context of everyone else's decisions. The entire process estimates the demand on a transportation network using census data, land usage data, and activity surveys.
A substantial effort has been spent on calibration and validation of the output produced by TRANSIMS, and it has been deployed in the city of Portland (see [TRAN] for details). Various microscopic and macroscopic quantities produced by TRANSIMS have been verified in the city of Portland; these include (i) traffic invariants such as flow density patterns, jam wave propagation, (ii) macroscopic quantities, such as activities and population densities in an entire city, number of people occupying various locations in a time varying fashion, time varying traffic density split by trip purpose and various modal choices over highways and other major roads, turn counts, number of trips going between zones in a city, etc. TRANSIMS produces a comprehensive representation of people and their activities over the course of a day. Figure 1 shows an example of this for a randomly chosen synthetic individual. It is important to note that simulations such as TRANSIMS appears to be the only way to obtain information about some of the measures discussed here. An illustration of various steps in TRAN-SIMS, and the networks that are constructed. The squares denote locations, with the letters specifying the type of locations (H -home, W -work, C -carpool, L -place for lunch). The circles denote people, moving from one location to another. The thin solid lines between people and locations show the edges between people and locations, i.e., the edges of the graph G P L -these edges are labeled with the time duration when the person is present at the location. The thick solid lines (with the arrows) show the "trajectory" of a person (4 persons in this figure), as they move from one location to another; this also illustrates the temporal aspects of the network -for instance, person 1 moves from home to a carpool (viewed as a location), to a work location, and so on. At a location, all people who are at that location at the same time are connected by dashed edges -these are the edges of the graph G P . The people also have labels -one such label (40 year, male) is shown in the figure. 3.1. Network Representations. In summary, TRANSIMS generates the following information for a city -demographic information for each person and location, and a minute-by-minute schedule of each person's activities and the locations where these activities take place. This information can be abstractly represented by a (vertex and edge) labeled bipartite graph G P L , where P is the set of people and L is the set of locations. If a person p ∈ P visits a location ℓ ∈ L, there is an edge (p, ℓ, label) ∈ E(G P L ) between them, where label is a record of the type of activity of the visit and its start and end points. Each vertex (person and location) can also have labels. The person labels correspond to his/her demographic attributes such as age, income, etc. The labels attached to locations specify the location's attributes such as its x and y coordinates, the type of activity performed, maximum capacity, etc. Note that, there can be multiple edges between a person and a location recording different visits. When studying the topological structure of contact networks, we will sometimes consider and sometimes ignore the labels and the multiplicity of the edges; see [EGK + 04] for a discussion of why the time-labels can be ignored for various diseases. We use the term people-location graph to refer to the above bipartite graph, wherein multiple edges are discarded and time labels are omitted.
We also consider another graph G P induced on the set of people:
, and the time intervals during which p 1 and p 2 are present at ℓ overlap, i.e., there is a common location at which the two people p 1 , p 2 are present at the same time. This graph will be referred to as the people-people graph.
In this paper, all the data is for the city of Portland, Oregon, USA; our ongoing research is studying the (broadly similar) structures of other urban areas such as Chicago.
3.2. EpiSims: Simulating the Spread of Disease. EpiSims is a tool for simulating the spread of disease on a social contact network. We now provide a brief overview of this tool; further details can be found in [ES02, Eu+02] . Using the information generated by TRANSIMS, the simulation maintains a parameterized model for the state of the health of each person, and updates this continuously based on interaction with other people, and transmission of the disease through these contacts. This enables us to get estimates of both the geographic and demographic distribution of disease as a function of time; it also allows us to evaluate the impact of different vaccination/quarantining policies. Different aspects of this tool are discussed below. Disease Model within each Host: EpiSims uses a single parameter, the disease load, to represent the effect of a disease upon a host. The load in EpiSims is intended to be analogous to viral titre in a throat swab, number of spores or bacteria present, concentration of toxin, etc. However, it need not reproduce such clinical aspects of these loads as distribution throughout the body. It is merely a parameter that is used to determine whether a person is infected, symptomatic, too sick for normal activities, infectious, or dead -the higher the disease load, the sicker the person. Each individual in the simulation who is exposed (either through exposure to an initial release or through contact with an infected and infectious person) will progress through a series of disease stages. An exposed individual will either become infected or not with a probability based upon the disease model and the individual's demographics. Individuals who become infected either develop a clinical case of the disease or not. For instance, some fraction of those infected with smallpox never develop a fever or symptoms of the disease. As above, the probability of developing clinical symptoms depends upon victim characteristics. An isolated contaminated person's or location's load grows or shrinks at predetermined rates, depending on the characteristics of the person and location. All locations share a single common exponential growth or decay rate, depending on the disease. For example, the amount of virus present in the environment would decay exponentially if there were no sources (infected people); the amount of bacteria might grow exponentially; while the number of spores would remain fixed. The disease model also specifies a set of threshold values for determining the effect of the load on an individual; these thresholds determine whether an individual is infected, symptomatic, infectious, dead, etc. Disease transmission and progression: In EpiSims, an infectious person contaminates his or her environment, in a process analogous to sneezing or coughing. The contamination may be restricted to a small region near the infected person, and/or it may spread to an entire location, which is roughly the size of an apartment building, office building, or shopping mall. Transmission occurs as uninfected people absorb virus (or bacteria, spores, etc.) from a contaminated location.
Geographical locations, as well as people, have a disease load associated with them, representing the level of contamination of the location. Disease load in a location has an associated exponential growth rate, which may be positive, negative, or zero. This allows EpiSims to model non-infectious diseases, transmission of disease between people who are never in direct contact, or diseases with non-human vectors. The simulation can be initialized by contaminating a specific location at a specific time and/or by assigning a non-zero load to one or more people.
There are two corresponding parameters controlling the interaction of each person with his or her local environment: the shedding rate, the fraction of the individual's load that is shed to the environment per hour, and the absorption rate, the fraction of the environment's load that is absorbed by an individual per hour. These parameters are specific to the individual, and can be set from an estimate of how long a person must be in close contact with an infectious person before becoming infected.
Structural and Cultural Measures of the Social Network, and their Implications
In this section we study basic structural and cultural properties of the social contact network for Portland. By cultural properties, we primarily mean demographic analysis of locations and people, especially as it is constrained by their interaction. To our knowledge an integrated structural and cultural analysis of large social contact networks has not been done before.
We begin with the structural analysis of the G P L and G P networks for Portland. In addition to standard measures, such as degree and clustering coefficient distributions, we identify new measures which are more relevant to disease dynamics: overlap ratios, expansion, shattering, temporal degrees and demographic mixing rates. As we argue later, the overlap ratio is a more useful measure than the clustering coefficient. We also explain the significance of expansion and shattering for network epidemiology. The temporal degrees and demographic mixing rates have not been studied at this level of detail (due to the lack of sufficient data), and can be used for developing new vaccination policies.
Degree Distribution and Clustering Coefficient. In the bipartite graph G P L for Portland, we have 1615860 (1.6 million) people, 181230 (181K) locations, and 6060679 (6.1 million) edges. Figure 3 shows the degree distributions of the locations and people in the bipartite graph, G P L for the Portland data. A large part of the degree sequence of locations follows a Power-law distribution, i.e., n k ∝ k −β , where n k denotes the number of locations of degree k; for the Portland data, β ≈ 2.8. The degree sequence of people is roughly Poissonian. The degree sequence of people in G P is shown in Figure 4 , and looks quite different than the degree sequence of G P L . The graph G P for Portland is not fully connected, but has a giant component with 1615813 people. We also determine the numbers of length-2 paths and triangles: a length-2 path is an unordered pair of edges ((a, b), (b, c)) that share one vertex and a triangle is an unordered triple of vertices (a, b, c) such that each of the three pairs is an edge. Let ∆ denote the number of triangles, L 2 the number of length-2 paths, then the (overall) clustering coefficient is defined as 3∆/L 2 . As shown in Table 1 (in Section 7), for G P for Portland data, ∆ ≃ 6.3117 × 10 11 and L 2 ≃ 3.349 × 10 12 ; the clustering coefficient for the Portland data is about 0.565268. Recent literature on social networks (see e.g. [BA99, New03] ) has given a lot of importance to this measure, suggesting that a large clustering coefficient implies a more "tight-knit" interaction; however, we argue later that the overlap ratios and expansion are much better measures in this regard.
Expansion. We consider the two standard notions of expansion in the graph G P . The edge expansion of a subset S ⊆ P is defined as the ratio
The vertex expansion of a subset S ⊆ P is defined as the ratio |{u / ∈ S : (u, v) is an edge and v ∈ S}|/|S|. The edge (vertex, respectively) expansion of G P is the minimum, taken over all S ⊂ P, |S| ≤ |P |/2, of the edge (vertex, respectively) expansion of S. The vertex and edge expansions are important graph-theoretic properties that capture fault-tolerance, speed of data dissemination in the network, etc. Roughly, the higher the expansion, the quicker the spread of any phenomenon (disease, gossip, data etc.) along the links of the network. Computing the expansion exactly is computationally intractable, but can be approximated within a polylogarithmic factor using the results of Leighton and Rao [LR99] . However, the algorithm of [LR99] is currently unsuitable due to its high computational cost for analyzing large graphs such as the ones studied here; hence we use random sampling to estimate the vertex and edge expansions. 2 We collected approximately 500, 000 random samples of different sizes and calculated the smallest vertex and edge expansion, among all samples. Figure 5 summarizes the results. The Y -axis plots the smallest expansion value found among the 500, 000 independent samples; the X-axis plots the set size S as a percentage of the total number of vertices in the graph (the sampling probability). The plots labeled "Vertex expansion-2" and "Edge expansion-2" in Figure 5 show the expansion in the graph G P , while the plots marked "Vertex expansion-1" and "Edge expansion-1" show the same quantity on a sparser people-people graphthe graph is made sparser by only retaining edges between individuals who came in contact for at least one hour. It is evident that the expansion rate does go down in the sparser graph; nevertheless, both the plots show a very high expansion rate. Figure 5. Expansion of the people-people graph: the plots marked "Vertex expansion-2" and "Edge expansion-2" show the vertex and edge expansion for the graph G P , while "Vertex expansion-1" and "Edge expansion-1" show the corresponding quantities in the graph obtained by retaining only those edges that involve an interaction of at least 1 hour. This leads to a much sparser graph and correspondingly lower values of vertex and edge expansions.
Significance of High Expansion. The high expansion implies that contagious diseases would spread very fast, and makes early detection imperative, in order to control the disease. We discuss detection strategies later. Recent papers, such as [BKM + 00, AJB00, CNSW00, NFB02], have proposed strategies such as vaccination of high-degree people. In the light of the high expansion, such strategies are unlikely to be very effective. To quantify the effectiveness of such a vaccination policy, we study a natural measure called shattering -given a parameter α > 0, this corresponds to the minimum size of the largest connected component, over all possible ways of removing up to αn nodes. Vaccinating an individual can be viewed as removing all incident edges on this node (since the individual will no longer contract the disease and further transmit it). A vaccination scheme (corresponding to node deletions) that leads to small connected components implies that the disease would not spread beyond any component. Therefore, the size of the largest connected component in the graph resulting from the deletion of all "vaccinated" nodes is a measure of the effectiveness of the vaccination scheme. In other words, vaccination should shatter the graph into small components. Figure 6 shows the largest component size after the "high degree node" heuristic is implemented -the largest component remains very stable, and continues to remain unique until all nodes of degree 11 are deleted, which requires deleting a large fraction (0.698) of the nodes. This suggests that for contagious diseases, the "high degree node" heuristic is in practice no different than mass vaccination. 
. For a given integer d, the Point-Overlap-Ratio(d) is the overlap ratio defined for the set of locations of degree d, and the Cumulative-OverlapRatio(d) is the overlap ratio of the set of all locations having degree at least d. The first two plots in Figure 7 show the overlap ratios (of Portland data and data generated by random models (see Sections 7.2) and 7.3), for locations considered in decreasing order of degree. The plots show that high-degree vertices are visited by almost-disjoint sets of individuals. In other words, most pairs of distinct high-degree locations are visited by (almost) disjoint sets of individuals during a day. This is an important structural property of the social network under investigation and is likely to be true for many other such social networks. This has important implications from the standpoint of designing effective strategies for monitoring the onset of an epidemic and is discussed further in Section 5.3. Significance of High Overlap ratio. As shown in [EKM + 04], the high value of overlap ratio implies that (approximate) dominating sets in the bipartite graph G P L are small; we discuss in section 5.3 how a dominating set can be used for disease monitoring. Also, the overlap ratio is a more refined measure of the tight-knit nature of social interaction than the clustering coefficient -a graph could have a specific clustering coefficient even though different subgraphs look very different.
Temporal degree distributions. Network analysis has typically only dealt with static graphs, but real graphs are dynamic-even simple measures such as degree distributions are temporal functions. Figure 8 shows the temporal variation in degrees for six different location types in Portland; for each location type, the distribution of four randomly chosen locations is shown. The degree distributions reflect the basic trend that one expects; for example, the number of individuals at home is high in the early morning hours, decreases during the day and then shows an increase during evening hours. Work locations, in contrast, show a complementary behavior. Instead of "high degree" type of vaccination strategies, one can propose much more refined schemes by using the temporal degrees.
Cultural Measures Next, we discuss cultural measures, which consist of demographic and temporal analysis. We study the following measures: (i) Temporal degree distributions, (ii) activity statistics, and (iii) demographic mixing. Such a study necessarily requires having a detailed representation, such as the one from TRANSIMS. Activity Durations. As described earlier in Section 3, the data from TRANSIMS also contain information related to the type of activity a person does at a location; the types of activities range from home and work to school-this describes the kind of activity done at the location. Figure 9 shows the distributions of lengths of some activities, obtained from the temporal G P L graph, and shows some interesting features. For instance, consider the leftmost panel in Figure 9 , which corresponds to the activity type work. There are two peaks in the distribution: the first peak is around 4 hours and the second is around 8 hours; these peaks correspond well with our intuition of half and full work days. Activity length information could also be useful for decision making: for instance, in contact tracing, it might suffice to ignore activities that had much smaller duration.
Demographic mixing. Unlike in uniform mixing models, contacts between people are very non-uniform, and depend on a host of demographic factors. For instance, teens have more contacts with other teens and with some 30-40 year olds (probably parents, teachers) than with people of other age groups, as Figure 10(a) shows. To capture this inhomogeneity in the contacts, we consider people of different age-groups, and determine the average number of contacts with people of other ages; Figure 10 shows the distributions for three specific age-groups of 16, 30 and 60 (see [EGK + 04] for more details). Such demographic mixing information can be used in determining refined vaccination policies. home, work, school, shop, social and college. Each plot contains the temporal degree of four randomly chosen activity locations of a given type, where the x-axis shows the time in hours, and the y-axis shows the number of people at that time (x) and that location (doing the specific activity). For example, the top left plot shows the temporal degree distribution for four randomly chosen home locations. The home location is really a block of homes, and that accounts for the large sizes.
Using Network Structure for Policy Planning
A significant part of epidemiology deals with understanding vaccination and quarantining policies, and answering questions such as whom to vaccinate. The potential for answering such questions is greatly reduced if we stick to uniform mixing models. In this section we show how three policy planning problems can be formulated in terms of the network structure, and, in some cases, can be solved efficiently.
Modeling the efficacy of Vaccination Policies.
The problem is to formulate a simple model for determining the efficiency of a vaccination scheme. Using the network structure, one way to model this problem is to consider the shattering problem defined in section 4 -the vaccination is effective if the giant component size goes down. In this model, the discussion in Section 4 shows that the policy of vaccinating all people of degree larger than some threshold is not very effective. Another model could be to look Figure 10. Contacts with each age-group, for people of ages 16, 30, 40, and 60. For each of these age groups (say A), and for each possible age-group (say B) on the X-axis, the plot shows the average number of contacts that group A makes with group B in the Y -axis. The average for a given age is computed by computing a distribution for each person p of that age and then summing up these distributions and dividing the resulting values by the total number of individuals of that age.
at the diameter of the giant component, or the average distance between a pair of nodes. In the first model above, the best vaccination strategy would be to choose a set of nodes to vaccinate (and remove from the network), so that each component in the remaining graph becomes small. If we are given a parameter ρ ∈ (0, 1), and require each component to have at most ρ fraction of the nodes, then this reduces to the ρ-separator problem [LR99] . This problem is NP-hard, and [LR99] gives a polylogarithmic approximation to the optimum. Unfortunately, this algorithm is unlikely to scale for such large graphs, and an interesting problem is to find a faster approximation algorithm.
The Quarantining/Vaccination Problems.
A basic problem for public health workers that we consider next is: given a set I ⊂ P of infected nodes in the graph G P , what is the optimal set of nodes to vaccinate or quarantine? There are two aspects of cost here: one is the number (or total cost) of people to vaccinate or quarantine, and the other is the set of people who are reachable from I after deleting the nodes that get vaccinated (this models a highly infectious disease). We describe two formulations of this problem here. (a) The Vaccination Problem (VP): given a graph G(V, E), an initial infected set I, a parameter C, and cost c(v) for each node v, choose a set of nodes S ⊆ V \ I having cost c(S) = v∈S c(v) ≤ C, such that the size of the set A G (I, S) = {v| v has a path from some w ∈ I in G(V \ S)} is minimized. The set S is the people who are vaccinated, and the set A G (I, S) models the set of people that could get infected by a highly infectious disease. (b) The Quarantining Problem (QP): given a graph G(V, E), an initial infected set I, a parameter B, and cost c(e) for each edge e, choose a cut (S,S) such that I ⊆ S, |S| ≤ B, and the cost of the cut is minimized. Unlike vaccination, quarantining involves cutting down some of the contacts -this is captured by the edge deletions in this model.
We show that the VP and QP problems are NP-complete and give a bicriteria approximation for them, using network flows.
Lemma 1. The VP and QP problems are NP-hard.
Proof. We will show that the decision versions of these problems, with a bound C on the (edge/vertex) cut size and bound B on the number of nodes that get infected, are NP-complete. These decision problems are clearly in NP. The hardness is by reduction from the NP-complete Bipartition problem [GJ79] .
An instance of Bipartition involves a graph G(V, E), with cost c(e) on each edge e, and bound C; the problem is to decide whether there is a partition (V 1 , V 2 ) such that |V 1 | = ⌊n/2⌋, |V 2 | = ⌈n/2⌉ and c(V 1 , V 2 ) ≤ C. We will always assume w.l.o.g. that C ≤ e∈E c(e). We first describe the reduction from Bipartition to QP. Given an instance G(V, E) of Bipartition, we construct a new graph G ′ in the following manner. Add a new vertex s to G, with an edge from s to each vertex in V . Each edge (s, v), v ∈ V has cost c(s, v) = α = e∈E(G) c(e) + 1. Now we consider the QP problem on graph G ′ with I = {s} (the infected set), with bounds C ′ = C + ⌈n/2⌉α and B ′ = ⌊n/2⌋ + 1. We show that this instance is feasible if and only if the given Bipartition instance is. Suppose there is a solution (S,S) to the QP problem with bounds C ′ and B ′ with s ∈ S. We first claim that |S| = B ′ .
For, if |S| < B ′ , the cost of the cut (S,S) would be at least (n + 1 − |S|)α ≥ (n + 1 − ⌊n/2⌋)α = ⌈n/2⌉α + α > ⌈n/2⌉α + C = C ′ .
On the other hand, given that |S| = B ′ and the cost of the cut (S,S) is at most C ′ , we claim that the bipartition (V 1 = S \ {s}, V 2 = V \ S) is a solution with cost at most C to the Bipartition problem on G(V, E). This is because in the QP problem, the cost of the cut (S,S) contributed by {s} is exactly ⌈n/2⌉α, thus the cost of the cut contributed by V 1 = S \ {s} is at most C ′ −⌈n/2⌉α = C. Conversely, if (V 1 , V 2 ) is a solution to the Bipartition problem such that |V 1 | = ⌊n/2⌋, it is easy to verify that (S = V 1 ∪ {s}, V 2 ) is a solution to the QP problem; thus QP is NP-complete. For the VP problem, the reduction needs to be modified, since we are dealing with vertex cuts. From the graph G ′ constructed above, we construct another graph G ′′ in the following manner.
e ∈ E(G ′ )}, and V C = {g(v, 1), . . . , g(v, N ) : v ∈ V A }, for N = n 4 being a large number; Figure 11 illustrates the reduction on a small example. Here, f and g are just one-to-one indexing functions. V B is partitioned into two sets V B = V B1 ∪ V B2 , where V B1 = {f (e) : e = (s, v) ∈ E(G ′ )} and V B2 = {f (e) : e = (v, w) ∈ E(G ′ ), v, w = s}. The vertex costs are defined in the following manner: (i) for each v = f (e) ∈ V B1 , c(v) = α = e ′ ∈E(G ′ ) c(e ′ ) + 1; (ii) for each v = f (e) ∈ V B2 , c(v) = c(e); and (iii) letting M be the sum of the costs of all vertices in V B , we define, for each v ∈ (V A ∪ V C ), c(v) = M . The edges E(G ′′ ) are defined in the following manner: (i) for each edge e = (s, v) ∈ E(G ′ ), we have the edges (s, f (e)) and (f (e), v) that go between V A and V B ; (ii) for each edge e = (v, w) ∈ E(G ′ ), v, w = s, we have the edges (v, f (e)) and (f (e), w) that go between V A and V B ; and (iii) we have the edges (v, g(v, i)) for each v ∈ V A , i = 1, . . . , N (these edges go between V A and V C ). We now consider the VP problem on G ′′ with I = {s} and bounds C ′ = C + ⌈n/2⌉α and B ′ = (N + 2)⌊n/2⌋ + n 2 . We argue below that the Bipartition instance has a solution if and only if the VP instance on G ′′ has a solution with the given B ′ , C ′ .
Suppose the above VP problem is feasible, and S ⊆ V (G ′′ ) is a solution, with c(S) ≤ C ′ , |A G ′′ (I, S)| ≤ B ′ . Then, we argue now that (V 1 = Input: Graph G, cost c(e) on each edge e, the infected set I and ǫ > 0. Repeat the following steps for β = (1 + ǫ 2 ) i for i = − log (1+ǫ 2 ) (n/(Cǫ)), . . . , −1, 0, 1, . . . , log (1+ǫ 2 ) (Cǫ) and choose the best solution:
(1) Construct a new graph G ′ : Add a source s and sink t to G. Add edges (s, v), ∀v ∈ I with cost ∞ and edges (v, t), ∀v ∈ I with cost β. All edges of G retain their old costs. (2) Compute the minimum s-t cut, (S,S) for the current value of β.
The candidate solution is (S \ {s},S \ {t}). 
it follows that |V B1 ∩ S| ≤ ⌈n/2⌉. Every vertex in V B1 must lie either in A G ′′ (I, S) or in S, and, therefore,
, for that N = n 4 ≫ n 2 . The above statements together imply |V 1 = A G ′′ (I, S) ∩ V A | = ⌊n/2⌋, and this further implies
and, therefore, the cut (V 1 , V 2 ) has cost at most C in G. Conversely, suppose (V 1 , V 2 ) is a solution to the Bipartition problem of cost C. Then, it can be verified easily that S = {f (e) : e ∈ cut(V 1 , V 2 )} ∪ {f (e) : e = (s, v) ∈ E(G ′ ), v ∈ V 2 } is a solution to the VP problem: c(S) = C + |V 2 |α = C ′ , and
Together, these imply that the VP problem is also NP-complete.
To simplify the discussion, we first describe an approximation for QP, and later describe how this can be modified to work for the VP problem. In our discussion, we will assume that the graph is directed -an undirected graph can be made directed by putting edges in both directions.
Bicriteria Results for QP. We describe a (1 + 2ǫ, 1 + 2/ǫ) approximation algorithm for QP, for any given ǫ ∈ (0, 1). That is, if the least number of newly-infected people in an instance of QP with bound C is denoted by OP T , our approximation algorithm produces a solution with the cost of the cut at most (1 + 2ǫ)C and at most (1 + 2/ǫ)OP T newly-infected people.
Let G(V, E) be an instance of QP, with I ⊆ V being the infected set, and C being the bound on the cost of the cut. The algorithm is outlined in Figure 12 .
Input: Graph G, cost c(v) on each vertex v, the infected set I and ǫ > 0. Repeat the following steps for β = (1 + ǫ 2 ) i for i = − log (1+ǫ 2 ) (n/ (Cǫ)), . . . , −1, 0, 1, . . . , log (1+ǫ 2 ) (Cǫ) and choose the best solution:
(1) Construct a new edge weighted graph G ′ : For each vertex v, we split it into two vertices v in and v out , and add the edge e = (v in , v out ) having cost c(e) = c(v) for v ∈ V \ I, and c(e) = ∞ for v ∈ I. In addition, for each edge (v, w) in the original graph, we add the edges e = (v out , w in ) having cost c(e) = ∞. Figure 12 produces a solution with cut cost at most (1 + 2ǫ)C and at most (1 + 2/ǫ)OP T infected nodes, where OP T is the number of infected people in the optimal solution with cut cost C.
Proof. We will first show that if β = ǫC/OP T , the solution obtained by solving the minimum cut is an (1 + ǫ, 1 + 1/ǫ) approximation. Let (X,X) be the optimal solution with c(X,X) ≤ C, I ⊆ X and |X \ I| = OP T . Then the solution (X ∪ {s},X ∪ {t}) has cut cost of C + β · OP T . Now suppose the minimum cut in G ′ is (S ∪ {s},S ∪ {t}), for S ⊆ V (G). Clearly, I ⊆ S (else the edges of cost ∞ have to cross the cut). Let C ′ be the cost of the cut (S,S) in G. Then, C ′ + (|S| − |I|)β ≤ C + β · OP T . Setting β = ǫC/OP T , this inequality implies that C ′ ≤ (1 + ǫ)C and |S| − |I| ≤ (1 + 1/ǫ)OP T .
Since we do not know the value of OP T , we cannot try out this exact value of β. By trying out all the powers of ǫ, given that 1 ≤ OP T ≤ n, we can approximate this ratio. Suppose, the best solution is obtained for β ∈ [β 0 /(1 + δ), β 0 (1 + δ)], where β 0 = ǫC/OP T and δ = ǫ 2 , and let this solution be the cut (S,S) in G. As above, we have c(S,S)+(|S|−|I|)β ≤ C +OP T β. Since β ≤ β 0 (1 + δ), we have c(S,S) ≤ C(1 + ǫ(1 + δ)) ≤ C(1 + 2ǫ), since ǫ < 1. Similarly, |S| − |I| ≤ OP T (1 + 2/ǫ).
A Bicriteria approximation for VP. Figure 13 shows the bicriteria algorithm for VP, and is a modification of the algorithm in Figure 12 . This algorithm assumes that the graph is directed; if G is undirected, we just put in edges directed both ways before calling the algorithm in Figure 13 . The following lemma shows its correctness.
Lemma 3. For any given ǫ > 0, the Algorithm in Figure 13 produces a solution with cut cost (i.e., the number of people vaccinated) at most (1 + 2ǫ)C and at most (1 + 2/ǫ)OP T infected nodes, where OP T is the number of infected people in the optimal solution with C vaccinations.
Proof. We firstly argue that the algorithm produces a feasible solution to the VP problem. Note that there is a finite s − t cut -deleting all edges of the form (v in , v out ), where v ∈ V \ I, has cost c(S) = v∈V \I c(v), and |A(I, S)| = 0. This corresponds to the trivial solution of vaccinating all people in V \ I, and thus no one will be infected. Another trivial solution of vaccinating no people and thus all will be infected corresponds to a finite s − t cut of deleting all edges of the form (v out , t), where v ∈ V \ I. In this finite s − t cut solution, c(S) = β|V \ I| and S = ∅. The two trivial finite cuts are not necessary the minimum cuts, but their existence implies that our argument will not be vacuous.
Next, note that any edge of the form e = (s, v in ), or e = (v in , v out ) for v ∈ I, or e = (v out , w in ) for some v, w has c(e) = ∞; therefore, no such edge can be part of the minimum cut (X,X) -the only edges that can be in the cut are of the form (v in , v out ), or (v out , t) for v ∈ V \ I. Also, there can be no vertex v such that v out ∈ X, v in ∈X -this would require some edge of cost ∞ to be in the cut. This implies that the set S separates the set A(I, S) from V \ (S ∪ A(I, S)) in the original graph G. Also, c(X,X) = c(S) + β|A(I, S)|, where c(S) = v∈S c(v).
As in the proof of Lemma 2, we will first show that if β = ǫC/OP T , the solution is an (1 + ǫ, 1 + 1/ǫ) approximation. Let S ′ be the optimal solution to V P , with c(S ′ ) ≤ C, and |A(I, S ′ )| = OP T . Since (X,X) is the minimum s − t cut, it must be the case that c(S)+ β|A(I, S)| ≤ c(S ′ )+ βOP T . Setting β = ǫC/OP T , this inequality implies that C ′ ≤ (1 + ǫ)C and |A(I, S)| ≤ (1 + 1/ǫ)OP T .
The rest of the argument, to take care of the fact that the "optimal" value of β is not known, is the same as in the proof of Lemma 2.
5.3. Disease Detection: Sensor Placement. As discussed earlier in Section 4, the expansion of the social network is very high, leading to high rates of spread of diseases, and making simple targeted vaccination schemes infeasible. This makes the problem of early detection even more important. One way of detecting certain kinds of diseases (such as small pox and anthrax) is to place sensors in some public places. This leads to the following problem: choose a subset S ⊆ L of locations to place the sensors, so that all or most people visit at least one of these locations; the goal is to choose set S of the smallest size.
We note that the sensor placement problem has been discussed elsewhere; for example, in studying municipal water networks [BFHP] . In our situation, the sensor problem reduces to the classical dominating set problem. It is NP-hard, and a greedy algorithm gives an O(log |L|) approximation. For the G P L graph, it turns out that a much simpler algorithm, called fastgreedy works fairly well-choose the highest degree locations so that the required fraction of people are dominated (i.e., they visit one of the chosen locations); Figure 7 shows that the fastgreedy heuristic works very well in practice. The effectiveness of fastgreedy is, intuitively, due to the high overlap ratios (as explained in Section 4). In [EKM + 04], we show that for the Chung-Lu model (discussed in Section 7), fastgreedy provably works very well.
EpiSims Based Dynamic Analysis
We now turn to simulation based analysis of the disease dynamics. Our results show that graph theoretic analysis can provide useful insights and guide the simulation based dynamic analysis. Much of the discussion in this section is from our recent article [EGK + 04], which focused on smallpox. As noted below, many quantitative results such as total number of cases depend on details of the disease model. We are currently investigating how qualitative results can be generalized across diseases.
Our results on high expansion suggest that the disease is likely to spread quickly if it is not controlled at an early stage. However, exactly how the number of casualties depends on response delay and what constitutes early enough depend on disease-specific factors such as incubation period and probability of transmission, as well as scenario-specific factors such as the means of introduction. Because these dependencies cannot be easily determined from analysis of the static social network, we turn to simulation. See [website] for details about the particular disease model used in the simulation experiments. At present, there is no consensus on models of smallpox. The model used in our study captures many features on which there is widespread agreement and allows us to vary poorly understood properties through reasonable ranges [EGK + 04]. Our model includes the following features (see [EGK + 04] for definitions of some of the terms below):
• the incubation period is a truncated Gaussian distribution, • the prodromal period is 3-5 days, • the infectious period is 4 days, during which infectivity decreases exponentially, • death occurs 10-16 days after the rash develops in 30% of normal cases. 95% of susceptibles exposed for three hours to a person at minimum infectivity for three hours will become infected. The (the remaining 5% have extremely high or low susceptibilities, mimicking some anecdotal transmission incidents), • vaccination is assumed to be 100% effective pre-exposure, and its effectiveness is less if it is administered some time after the exposure.
The model also includes hemorrhagic variants with a shorter incubation period that are ten times as infectious and invariably fatal. Importantly, EpiSims does not specify a value for R 0 , the basic reproductive number. This parameter reflects how many people in a susceptible population are directly infected by the introduction of a single infective individual. R 0 is a convolution of transmission rates and contact patterns, and EpiSims carries out the convolution for us. The implied value of R 0 is the ratio of numbers of people in the first and original cohorts; these estimates obviously include the effects of the simulated response strategy. For the set of experiments reported below, R 0 ranges from 0.4 to 3.4. In these scenarios, aerosolized smallpox was distributed indoors at busy locations over several hours, infecting on the order of 1000 people. We assumed that the presence of smallpox was detected on the tenth day after the attack. We studied the sensitivity of the number of casualties to three factors: mitigation efforts, delay in implementing mitigation efforts, and whether people move about while infectious. We simulated a passive (do nothing) baseline and three active responses:
• mass vaccination covering 100% of the population in four days ("mass"), • targeted vaccination and quarantine with unlimited resources ("targeted"), • the same targeted response, using only half as many contact tracers and vaccinators ("limited").
The choice of individuals for targeted vaccination and quarantining is based on our graph theoretic analysis and uses two heuristic methods: (i) individuals in the first neighborhood of the infected people are candidates for vaccination or quarantine based on high expansion of the network suggesting early action, and (ii) individuals with higher degrees (contacts) are more likely to be chosen from this subset. A more detailed experimental design that uses cultural measures and sophisticated graph theoretic measures is currently being conducted. Results For a movie showing the spatial spread of disease under two different response strategies, see [website] . Figure 14 compares the efficacy of these strategies. For each strategy, we plot (on a logarithmic scale) the ratio of the cumulative number of deaths by day 100 to the number initially infected. The absolute numbers are less important than the rank and relative sizes of gaps between the points. Also shown are the effects of 4, 7, or 10 day delays in implementing the response. For each of the responses including the baseline, we allowed infected people to isolate themselves by withdrawing to the home. This could be due to either the natural history of the disease, which incapacitates its victims, or actions taken by public health officials encouraging people to stay home. The results are grouped according to time of withdrawal to the home:
(1) EARLY: people withdraw before they become infectious, producing the lowest estimates for R 0 ; (2) LATE: people withdraw roughly 24 hours after they have become infectious; and (3) NEVER people carry on their daily activities unless they die. The extreme cases are unrealistic, but are shown here because they demonstrate the existence of a clear transition. The study shows that time of withdrawal to the home is by far the most important factor, followed by delay in response. This indicates that targeted vaccination is feasible when combined with fast detection. Ironically, the actual strategy used is much less important than either of these factors. Overall, these results suggest a much greater efficacy for targeted strategies than suggested by the results of Kaplan, Craft, and Wein [KCW02] . It is not clear what accounts for the difference. Possibilities include: differences in mixing rates, differences in the distribution of incubation periods, and differences in transmissivity. 
Random Graph Models
Random graph models provide an analytic framework for calculating (asymptotically) structural properties of networks, such as typical path lengths or distribution of sizes of connected components. Random graphs generated by these models also form a useful substrate for studying the behavior of phenomena that take place on networks [New03] . The classical G(n, p) random graph model of Erdős and Rényi does not capture even basic properties of real networks, such as degree distribution -this has spurred research into new models for capturing different aspects of real networks. There are two lines of modeling the structures and behavior of real networks. One starts from observed structures of certain networks and constructs a model that generates networks encapsulating these structures. Through a random graph model, one can examine these structures and predict other structures over an ensemble of graphs. Instead of encapsulating given structures, another line is to explain the formation of these structures. That is, starting from some assumptions and rules, build networks in which certain structures will appear asymptotically. Although important and interesting, explaining the formation of these structures is not our purpose in this work, and we only briefly describe a representation of them, i.e., the preferential attachment model in Section 7.1. Also, due to the abundance of different models in encapsulating given structures, we only describe two of them that are relevant to our interests in Section 7.2 and 7.3.
7.1. Preferential Attachment Models. The first model trying to explain the formation of scale-free degree distribution is the preferential attachment model [BA99] . This is an evolutionary model, where nodes come in sequentially, and each node chooses some edges to nodes that are already present; the edges are not chosen uniformly, but with a higher preference for nodes that already have a higher degree. These models have been shown to be very useful for modeling the Internet web graph, but are not very promising for social networks for the following two reasons. The first is that social networks do not have very strict power laws-in the Portland data, only the location degree in G P L is a power law in some range, but the people degree sequence in G P L or in G P is not a power law. But the preferential attachment models are only able to generate specific power law degree distributions. The second reason is that preferential attachment models are not defined for bipartite graphs, and it is not clear whether they can be modified for G P L type of graphs. Generating instances of graphs is also fairly slow in this model, and therefore, we do not consider it further.
7.2. Configuration Model. In the configuration model, initially make k copies for each vertex of degree k, then randomly pair two copies of the collection of all copies into an edge, remove these two copies and repeat the pairing process until no copies are left. Since the sum of degrees must be even, the above process is valid. At the end, if the resulting graph is a simple graph then output it, otherwise repeat and generate another graph. Obviously the configuration model uniformly generates a random graph exactly matching the given degree sequence. The structural properties of graphs generated by the configuration model for a fixed given degree sequence were first studied in [MR98, MR95] .
Although elegant and efficient, the probability of occurrence of multiedges or self-loops is large when the degrees are large. For example, in Portland data G P L , the maximum location degree is 7091, the maximum people degree is 15, and the number of edges between people and locations is 6060679. In our simulation all graphs among thousands generated by (the bipartite version of) the configuration model are non-simple, although multiedges are few (between 500 and 700). To test the efficacy of the configuration model, we just discard those multi-edges and output the graph. Thus the degree sequence is not a perfect match but close enough. As in Portland data, the generated graph has a giant connected component composed of almost all people. Other properties also match Portland data very well, i.e., degree distribution of the people-people graph G P ( Figure 16) ; overlap ratios and performance of the fast greedy ( Figure 7 ) in G P L ; numbers of edges, triangles, and length-2 paths, and the clustering coefficient in G P .
7.3. Chung-Lu's model. Despite the good simulation results from the configuration model, the combinatorics of this model are awkward [PN03] and rigorous analysis is hard on this model [CL02] . Chung and Lu have proposed an alternative model [CL02] that is in many ways more convenient. In the model of Chung and Lu [CL02] one specifies the desired degree k v of vertex v and then places edges between vertex pairs (v, w) independently with probability P vw = kvkw σ , where σ = v k v is twice the desired number of edges in the graph. It is easy to verify that the expected degree of each vertex is equal to its desired degree. Since each single edge has an explicit probability of appearing, many rigorous analyses can be carried through on the random graphs generated by this model. The result about dominating set in [EKM + 04] was proved in this model. However this approach is still not entirely satisfactory. For some degree distributions the probability P vw can exceed one, and hence the addition constraint on the desired degree distribution is max v {k 2 v } ≤ σ. Translated in the G P L bipartite graphs, one needs max p∈P,ℓ∈L k p k ℓ ≤ σ, where σ = p∈P k p = ℓ∈L k ℓ . Fortunately Portland data satisfies this requirement. Unlike the configuration model, the degree sequence in the generated graph may not match exactly the given degree sequence. We also compare the same properties for ChungLu's model as we did for the configuration model (Section 7.2). The results are satisfactory, but not as good as in the configuration model. Figures 15 and 16 show the comparison between the degree distributions for these models and the Portland data. Table 1 compares the number of edges, triangles, length 2 paths and clustering coefficient for these models and the Portland data. Table 1 . Numbers of edges, triangles, and length-2 paths, and clustering coefficients in the people-people graph (1615860 people) in the Portland data and the Chung-Lu model.
Conclusions
In this paper, we studied epidemiology through a concrete, realistic, and full-featured social network representing Portland data, from three perspectives: (1) structural (i.e., topological, demographical, and temporal) measures of the contact networks, combinatorial formulations and approximation algorithms for certain problems in epidemiology and empirically evaluating these algorithms and structures via different random graph models; (2) methodology for generating contact networks of large urban areas starting from survey/census/transportation data; (3) several vaccination strategies motivated by the network structure, and their efficacy as determined the EpiSims simulation tool.
