Phasic activity in magnocellular neurosecretory vasopressin cells is characterized by alternating periods of activity (bursts) and silence. During phasic bursts, action potentials (spikes) are superimposed on plateau potentials that are generated by summation of depolarizing after-potentials (DAPs). Burst termination is believed to result from autocrine feedback inhibition of plateau potentials by the -opioid peptide, dynorphin, which is co-packaged in vasopressin neurosecretory vesicles and exocytosed from vasopressin cell dendrites during phasic bursts. Here we tested this hypothesis, using intracellular recording in vitro to show that -opioid receptor antagonist administration enhanced plateau potential amplitude to increase post-spike excitability during spontaneous phasic activity; the antagonist also increased post-burst DAP amplitude in vitro, indicating that endogenous dynorphin probably reduces plateau potential amplitude by inhibiting the DAP mechanism. However, the -opioid receptor antagonist did not affect the slow depolarization that follows burst termination, suggesting that recovery from endogenous -opioid inhibition does not contribute to the slow depolarization. We also show, by extracellular single-unit recording, that that there is a strong random element in the timing of burst initiation and termination in vivo. Administration of a -opioid receptor antagonist eliminated the random element of burst termination, but did not alter the timing of burst initiation. We conclude that dendritic dynorphin release terminates phasic bursts by reducing the amplitude of plateau potentials to reduce the probability of spike firing as bursts progress. By contrast, dendritic dynorphin release does not greatly influence the membrane potential between bursts and evidently does not influence the timing of burst initiation. 
Introduction
Phasic activity in magnocellular neurosecretory cells (MNCs) of the hypothalamic supraoptic nucleus (SON) and paraventricular nucleus is characterized by action potential (spike) discharge in periods of firing (bursts) that each last tens of seconds, separated by silent periods (inter-burst intervals) of similar duration; this pattern is highly efficient for secretion of vasopressin (the antidiuretic hormone) into the circulation (Leng et al. 1999) . Bursts are sustained by plateau potentials that are generated by temporal summation of non-synaptic depolarizing after-potentials (DAPs) that follow each spike (Andrew and Dudek 1983; Armstrong et al. 1994; Ghamari-Langroudi and Bourque 1998; Li et al. 1995; Li and Hatton 1997) . The best-characterized mechanism for burst termination is via autocrine feedback inhibition of DAPs by the -opioid peptide, dynorphin (Brown and Bourque 2004) .
Dynorphin is co-packaged with vasopressin and -opioid receptors in neurosecretory vesicles (Shuster et al. 2000) that are exocytosed from the dendrites (as well as the terminals) of SON cells (Pow and
Morris 1989).
The synthetic -opioid receptor agonist, U50,488H, and endogenous dynorphin both inhibit DAPs and decrease burst duration in vitro (Brown and Bourque 2004; Brown et al. 1999) . Thus it has been hypothesized that endogenous dynorphin terminates bursts by autocrine feedback inhibition of the plateau potential (Brown 2004; Brown and Bourque, 2006) . Furthermore, mathematical modeling of phasic activity in vitro has indicated that endogenous dynorphin might also be involved in the timing of burst initiation (Roper et al. 2004) . Therefore autocrine feedback inhibition of DAPs appears to be essential for phasic activity in vasopressin MNCs, and indeed, desensitization of SON -opioid receptors virtually eliminates phasic activity in MNCs in vivo (Brown et al. 1998 ). However, phasic firing is not regenerative in vivo (Brown et al. 2004a ) and so the contribution of plateau potential inhibition to autocrine -opioid inhibition of phasic bursts is less clear in vivo.
Here, we characterized the effects of endogenous dynorphin on membrane potential during spontaneous phasic activity in vitro and on the rhythmicity of phasic MNCs in vivo to determine whether the changes induced in membrane potential in vitro are consistent with the observed changes in phasic patterning in vivo. First, by in vitro intracellular recording we show that endogenous dynorphin decreases plateau potential amplitude during spontaneous phasic activity to reduce the probability of spike firing, but does not alter inter-burst membrane potential. We then analyzed burst durations and inter-burst intervals from recordings of spontaneous phasic activity in vivo to show that endogenous dynorphin increases the probability of burst termination, but does not influence the timing of burst initiation, as would be expected from the effects of dynorphin in vitro.
Materials and Methods

In vitro electrophysiology
Conscious male Long-Evans rats (~150-250 g) were restrained in a soft plastic cone (5-10 s), decapitated and the brains rapidly removed according to a procedure approved by the McGill University Animal Care Committee. A block of tissue 8 x 8 x 2 mm containing the basal hypothalamus was excised using razor blades and pinned, ventral surface up, to the Sylgard ® base of a superfusion chamber. Within 2-3 min, the excised hypothalamic explant was superfused (at 0.5-1.0 ml min -1 at 32-33 o C) with carbogenated (95% oxygen; 5% carbon dioxide) artificial CSF (aCSF; see below) delivered via a Tygon ® tube placed over the medial tuberal region. The arachnoid membrane overlying the SON was removed using fine forceps, and a cotton wick was placed at the rostral tip of the explant to facilitate aCSF drainage.
Intracellular recordings were made using sharp micropipettes prepared from glass capillaries ( The aCSF (pH 7.4; 295 ± 3 mOsmol kg -1 ) was comprised of (in mM): 120 NaCl, 3 KCl, 1.2 MgCl 2 , 26 NaHCO 2 , 2.5 CaCl 2 , and 10 glucose (Fisher Scientific, Pittsburgh, PA) . 100 µM of theopioid receptor antagonist, nor-binaltorphimine (BNI; Tocris Cookson, Ballwin, MO), was prepared in deionized water, stored frozen until the day of use and bath applied after dilution to 1 µM in aCSF.
In vitro electrophysiology data analysis
Spikes were identified during spontaneous phasic bursts using the threshold search function on Clampex. Membrane potential was monitored during each burst as the mean membrane potential measured between 97.5 and 102.5 ms after the peak of each spike (where a second spike did not fire within 110 ms of the preceding spike). This post-spike interval was selected for analysis to allow for full recovery of membrane potential from the post-spike fast after-hyperpolarization (AHP), which has a time constant of <20 ms (Bourque et al. 1985) , without excessive elimination of data due to the occurrence of the subsequent spike (i.e. > 95% of spikes recorded under control conditions were included in the analyses using this time period, whereas only 77% of spikes would be included in analyses at 200 ms after each spike, with particularly high drop-out early in bursts where firing rate is typically higher (Kirkpatrick and Bourque 1996) ). Plateau potential amplitude was calculated by subtracting the mean membrane potential measured over > 1 s during the preceding inter-burst interval (where the current injection was the same as during the burst).
The probability of spike firing (hazard) was calculated from the inter-spike interval histogram of individual cells using the formula:
where h [i-1, i] is the hazard at interval i, n [i-1, 1] is the number of spikes in interval, i, n [0, i-1] is the total number of spikes preceding the current interval and N is the total number of spikes in all intervals. This gives the inferred probability (as a decimal) of a cell firing a subsequent spike in any interval after a spike (at time 0), given that another spike has not occurred earlier.
The final spike in each spontaneous burst was identified using the threshold search function on Clampex and segments of recording starting 0.2 s before, and lasting 30 s after, the peak of the final spike were saved (to avoid the confounding effects of individual spikes, and of the onset of subsequent burst, on membrane potential over the period when most [62 -79 % in the current study] spontaneous bursts start in vivo). Only periods of recording during which no further spikes occurred and no adjustments were made to the current injection were used for the analyses (21 bursts under basal conditions and 16 bursts in BNI, both from four cells; two of the four cells eventually adopted continuous activity in the continued presence of BNI and only bursts prior to this point were used in the analyses). The baseline of each segment of recording was adjusted to spike threshold of the final spike (2 mV ms -1 increase in membrane potential) and the peak of the post-spike DAP was measured relative to spike threshold. The post-burst membrane potential was averaged for each cell in each condition using Clampex. The averaged 'cell' post-burst membrane potentials were then averaged using Clampex to generate the 'group' post-burst membrane potentials for each condition.
In vivo electrophysiology
Because of the difficulty in maintaining stable recording of phasic activity for sufficient periods to allow comprehensive analysis of the distribution of spontaneous burst onset and termination (> one hour) in vitro, we used extracellular single-unit in vivo to investigate these parameters. In vivo electrophysiology data analysis SON cell activity was recorded onto computer and analyzed off-line using Spike2 software (Cambridge Electronic Design, Cambridge, U.K.). Bursts were characterized using the 'bursts' script in Spike2; spontaneous bursts and were defined as activity lasting > 5 s, containing > 20 spikes and with > 5 s interval between bursts during which there was less than 1 spike every 5 s (Brown et al. 1998 ).
For each condition, periods of stable activity lasting 300-900 s were selected for analysis. Such analyses partitioned more than 95% of recorded spikes into bursts. A total of 534 bursts were analyzed from 34 SON cells (4-53 bursts per cell).
The probability of burst termination and initiation, as well as the probability of single spikes occurring between bursts, were also calculated from the distribution histograms of each of these events using the formula:-
and (because the hazard at any given time is a proportion), the confidence interval of the hazard was calculated using the formula:-
where: h [i-1, i] is the hazard of burst termination (or burst initiation, or a single spike firing after the end of the preceding burst) in interval, i; n [i-1, 1] is the number of burst terminations (or burst initiations, or single spikes firing after the end of the preceding burst) in interval, i; n [0, i-1] is the total number of burst terminations (or burst initiations, or single spikes firing after the end of the preceding burst) preceding the current interval, N is the total number of burst terminations (or burst initiations, or single spikes firing after the end of the preceding burst) in all intervals and CI [i-1, i] is the confidence interval of the hazard in interval, i.
Statistics
All statistical comparisons and regressions were completed using SigmaStat software, SPSS Science, Chicago, IL, USA). P 0.05 was considered statistically significant. Non-linear regressions were fitted using the Marquardt-Levenberg algorithm to calculate the values of the parameters that minimize the sum of the squared differences between the values of the observed and predicted values of the dependent variable (hazard). Where multiple observations were used from individual cells, 'unpaired' statistical comparisons were applied and where 'averaged' values were used from individual cells, 'paired' comparisons were applied.
Results
Plateau potential amplitude during spontaneous phasic bursts in vitro [Fig. 1 near here]
We have previously shown that BNI increases burst duration in vitro (Brown and Bourque 2004) . To test whether this results from effects on the plateau potential, we recorded the membrane potential from eight SON cells in hypothalamic explants during spontaneous phasic activity (e.g. Under basal conditions, the mean (± S.E.) plateau potential amplitude after the first spike of bursts was 2.1 ± 0.3 mV, and remained approximately the same (between 1.3 and 2.4 mV) for the remainder of the bursts (Fig. 1D, E) , until the last five spikes of bursts, when plateau potential amplitude progressively declined to 1.0 ± 0.4 mV after the final spike of bursts (Fig. 1E ).
In the presence of BNI, the amplitude of the plateau potential after the first spike was similar to that under basal conditions (1.8 ± 0.9 mV; P = 0.76 vs basal, Student's t-test; Fig As it has been proposed that clearance of endogenous dynorphin contributes to the generation of the inter-burst interval (Roper et al. 2004 ), we next determined whether BNI altered the post-burst membrane potential. BNI increased the post-burst DAP (P = 0.04), but did not alter the time-course of the slow depolarization that follows phasic bursts in vitro (Fig. 3) . Under basal conditions, the minimum value of the averaged inter-burst membrane potential was 10.6 mV below spike threshold at 4.1 s after the last spike; thereafter a slow depolarization was fit by a linear regression, V m = -10.983 + 0.399t (R 2 = 0.99, P < 0.001), where V m = membrane potential and t = time from minimum V m , giving a rate of 0.40 mV s -1 for the evolution of the slow depolarization. In the presence of BNI, the minimum inter-burst membrane potential was 11.2 mV below threshold at 4.2 s after the last spike, and the slow depolarization was fit by a linear regression, V m = -11.305 + 0.442t (R 2 = 0.99, P < 0.001), giving a rate of 0.44 mV s -1 for the evolution of the slow depolarization in BNI. The resulting averaged membrane potential for each of the four cells at the end of the analysis period was similar (P = 0.24, Paired t-test) before and during BNI administration at -0.6 ± 0.2 mV and +0.4 ± 0.7 mV (relative to spike threshold of the last spike of the preceding burst), respectively.
For these four cells, the mean burst duration was 10.7 ± 1.6 s (n = 48 bursts from four cells) and 48.2 ± 7.0 s (n = 23 bursts from four cells) before and during BNI administration (P < 0.0001, Student's t-test) and the mean inter-burst interval was 56.4 ± 8.8 s and 66.3 ± 7.7 s before and during BNI administration (P = 0.53, Student's t-test). Two of these four cells eventually adopted continuous activity (i.e. activity was artificially terminated by hyperpolarizing current injection) in the continued presence of BNI; only bursts prior to this point were used in the above analyses. It should also be noted that to maintain recordings of phasic activity over prolonged periods, current injection is frequently adjusted in the inter-burst interval to maintain baseline membrane potential and that the measured interburst intervals are confounded by such adjustments. Hence, we used in vivo extracellular single-unit recordings to analyze the distribution of burst durations and inter-burst intervals.
Distributions of burst durations during spontaneous activity in vivo [Fig. 4 near here]
To determine the whether the changes in plateau potentials and post-spike excitability induced by BNI (identified in vitro) were translated into changes in burst patterning in vivo, the distributions of burst duration and inter-burst interval were calculated (in 5-s intervals) from extracellular recordings of 324 bursts from 28 SON cells (4 -28 bursts from each cell) that displayed spontaneous phasic activity in vivo (e.g. Fig. 4A ).
Under basal conditions, the distribution of burst durations was highly skewed (P < 0.0001, Kolmogorov-Smirnov Normality test), and only 11.1% of durations were shorter than the mode (20 -25 s, mean 58.7 ± 3.3 s, median 45.4 s, n = 324 bursts from 28 cells). The tail of the histogram was fit well by a single negative exponential decay (R 2 = 0.90, P < 0.001, Fig. 4B ): f(t) = 47.111 exp(-0.0224t), where t = time (burst duration). Events that arise as a result of a Poisson process generate interval distributions that can be described by a single negative exponential, so this shape of burst duration distribution is consistent with the interpretation that burst termination occurs randomly after 20 -25 s of burst firing.
The probability of burst termination at any given time during a burst is more clearly exposed by plots of the hazard function of burst duration; under basal conditions, the hazard function of burst duration (t) was fit by a single exponential rise to a maximum (R 2 = 0.64, P < 0.001, Fig. 4C ):
0405, indicating that the probability of burst termination increased over the first 20 -25 s of burst firing and remained relatively constant thereafter.
Because endogenous -opioid receptor activation decreases burst duration in vivo (Brown et al. 1998 (Brown et al. , 2004b and in vitro (Brown and Bourque 2004), we tested whether burst duration was affected by pharmacological blockade of -opioid receptors in six cells by microdialysis application of BNI directly into the SON. As previously reported (Brown et al. 1998 (Brown et al. , 2004b , BNI increased burst duration (e.g. Before BNI administration, the hazard function of burst duration (t) was fit by a single exponential rise to a maximum (R 2 = 0.97, P < 0.001, Fig. 5C ):
By contrast to pre-BNI, in the presence of BNI the hazard function of burst duration was poorly-fit by a single exponential rise to maximum (R 2 = 0.67, P = 0.19, Fig. 5C ):
0.058, indicating that when -opioid receptors were blocked, the probability of burst termination increased progressively during bursts.
Distributions of inter-burst intervals during spontaneous activity in vivo
The distribution of inter-burst intervals was also highly skewed under basal conditions f(t) = 151.484 exp (-0.0946t) , where t = time (inter-burst interval). In the presence of BNI, the modal interval was 20 -25 s (mean 23.6 ± 1.7 s, median 21.6 s, P = 0.42 compared to pre-BNI, Mann-Whitney rank sum test), 41.3% of intervals were shorter than the mode and the inter-burst interval distribution had a tail that was well fit by a single exponential decay (R 2 = 0.61, P < 0.001, Fig. 5D ):
Before BNI administration, the hazard function of inter-burst interval (t) was poorly-fit by a single exponential rise to a maximum (R 2 = 0.61, P = 0.24, Fig. 5E 
Correlation of inter-burst interval duration with duration of the preceding burst in vivo
There was a weak negative correlation between burst duration and the duration of the subsequent inter-burst interval (Pearson Product Moment Correlation Coefficient, r = -0.12, P = 0.04, n = 324 bursts from 28 cells). A similar (but non-significant) correlation between burst duration and the subsequent inter-burst interval was evident pre-BNI (r = -0.10, P = 0.25, n = 147 bursts from six cells).
In the presence of BNI, there was again a significant correlation between burst duration and the subsequent inter-burst interval (r = -0.25, P < 0.05, n = 63 bursts from six cells).
Distributions of single spikes between bursts in vivo
We calculated the distributions of the occurrence of single spikes between bursts (in 5-s intervals, measured from the end of the preceding burst) to determine whether the relative refractoriness of burst initiation (suggested by the scarcity of short inter-burst intervals) reflected a reduced occurrence of spikes or an increased failure of spikes to trigger bursts. Under basal conditions, the distribution of single spikes was fit by a single exponential decay (R 2 = 0.90, P < 0.001): f(t) = 81.472
exp (-0.035t ), where t is time from the end of the preceding burst, consistent with the interpretation that single spikes occur randomly between bursts (Fig. 4F) . The hazard function for the distribution of single spikes after the end of bursts revealed that the probability of single spikes occurring was relatively constant throughout the inter-burst interval (Fig. 4G) . Thus, the relative refractoriness of burst initiation reflects a reduced probability that spikes will trigger bursts soon after the end of the preceding burst.
Pre-BNI, the distribution of single spikes was fit by a single exponential decay (R 2 = 0.92, P < 0.001): f(t) = 69.52 exp (-0.067t ) and, in the presence of BNI, the timing of the occurrence of single spikes was similar to that under basal conditions (P = 0.97, Mann-Whitney rank sum test) and was also fit by a single exponential decay (R 2 = 0.82, P < 0.001): f(t) = 31.911 exp(-0.119t) (Fig. 5F ). Greffrath et al. 1998) . Thus, in a spontaneous burst, the intra-burst firing rate settles to a stable level that reflects a dynamic equilibrium between activity dependent depolarizing mechanisms (the hyperpolarization-activated inward current (Ghamari-Langroudi and Bourque 2000) and the DAP) and activity dependent inhibition of excitability. As we show here, the plateau potential, which characterizes this equilibrium, is relatively stable in spontaneous bursts in vitro from the first spike until almost the end of a burst. However, when -opioid receptors are blocked, the balance of activitydependent excitation and inhibition is changed, and as a result, the plateau potential increases progressively during spontaneous bursts and then slowly declines again, apparently reflecting the loss of a rapid feedback inhibition, but unmasking the presence of a slower inhibitory feedback. In our in vitro experiments, two of four cells eventually adopted continuous activity (i.e. on-going activity was terminated by hyperpolarizing current injection after ~2 min of uninterrupted firing) during -opioid receptor antagonism, suggesting that (for at least some cells) these slower feedback mechanisms alone
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are not sufficient to terminate activity, consistent with our previous observations that intravenous injection of BNI induces continuous activity in 40 % of phasic vasopressin cells in vivo (Brown et al. 1998 ). Nevertheless, we can not exclude the possibility that we might have terminated firing prematurely, before these slower mechanisms were able to do so.
We were surprised to find that, on average, a steady-state plateau potential amplitude was attained by the first spike of bursts under basal conditions (Fig. 1D) , because summation of consecutive DAPs (Brown 2004) and spike frequency adaptation (Greffrath et al. 2004; Kirkpatrick and Bourque 1996) occur at the beginning of bursts. The apparent rapid rise to steady-state plateau potential seen here might result from the use of a post-spike analysis period (100 ms) that precedes the expected time of the DAP peak (200-500 ms after each spike). Indeed hazard analysis of spike timing within bursts in vitro showed that the peak probability of spike firing occurs when the post-spike DAP is expected to be maximal ( Fig. 2C ) and this might better reflect the influence of the plateau potential on spike timing within bursts. Alternatively, whilst the plateau potential is probably the principal determinant of burst duration, the dynamic changes in spike timing within bursts could be controlled by more rapid phenomena, such as the velocity of the pre-spike ramp, which is dictated by the time course of the fast and medium AHPs (Greffrath et al. 2004; Kirkpatrick and Bourque 1996) to which our measure of post-spike membrane potential is evidently insensitive.
The observations in vivo show that spontaneous bursts normally last for at least 15-20 s, but after about 25 s of firing, the probability of a burst stopping is independent of burst duration; i.e. burst termination is a random event after the initial phase of a burst. When -opioid receptors are blocked, an inhibitory feedback is removed, allowing the cell to fire faster, and resulting in a strengthening of other activity-dependent inhibitory feedbacks. In the presence of BNI, the probability of a burst stopping depends strongly on burst duration, suggesting that these other activity dependent inhibitory mechanisms strengthen more slowly than feedback mediated by -opioid receptors. In the presence of BNI in vitro, the plateau potential amplitude at the end of bursts (as well as the post-burst DAP amplitude) is higher than that which sustains activity under basal conditions, indicating that, whenopioid receptors are blocked, burst termination does not depend simply on plateau potential inhibition. 
What keep vasopressin neurons silent between bursts?
The silent periods between bursts last for at least 10 s, but after about 15 s the probability of a burst starting is independent of the duration of the silent period, and this is unaffected by blockingopioid receptors; thus, like burst termination, the initiation of spontaneous bursts is also governed by apparently random events. It has been proposed that residual dynorphin released during a burst might actively suppress activity upon burst termination ( Consistent with this, we found that the post-burst DAP is enhanced when -opioid receptors are blocked in vitro, which would be expected to increase the excitability of cells immediately after each burst. However, the distribution of inter-burst intervals was not affected by -opioid receptor antagonism in vivo, nor was that of individual spikes that occasionally occur between bursts. Thus, while endogenous dynorphin might suppress activity immediately after a burst (evident as the exposure of a 1 mV increase in the post-burst DAP upon antagonism of -opioid receptors during intracellular recording in vitro), it has a negligible contribution to the overall duration of the inter-burst intervals measured in vivo; the marked hyperpolarization upon burst termination (~10 mV), and the relaxation of this hyperpolarization, appears a more important determinant of the inter-burst interval than inhibition of the DAP. It seems that the recovery of the DAP from active -opioid inhibition simply resets the mechanism for activation of the following burst, rather than appreciably suppressing activity between bursts.
The duration of the silent period between bursts was correlated to the duration of the preceding burst, suggesting that an activity-dependent mechanism contributes to the duration of the silent period; this mechanism does not appear to involve activation of -opioid receptors because this correlation persisted in the face of -opioid receptor antagonism. In vivo, phasic bursts can be time-course also occurs in vivo, this would progressively increase the probability that DAPs that follow random spikes will sustain further spiking by increasing the chances that on-going EPSPs will reach threshold to trigger the subsequent burst. Indeed, DAPs are themselves voltage dependent (Bourque 1986 ) and so will increase in amplitude as the slow depolarization develops over the interburst interval, further increasing the probability of superimposed EPSPs reaching spike threshold.
Thus, random EPSPs superimposed upon the slow depolarization might explain the temporal profile of the distribution of burst initiation observed in vivo.
Concluding remarks
Plateau potentials sustain phasic bursts in MNCs and we show that these plateau potentials are subject to endogenous autocrine feedback inhibition via -opioid receptor activation, which is likely to be a major determinant of the timing of burst termination. By contrast, membrane potential between bursts is largely unaffected by endogenous -opioid receptor activation. We further show that the temporal profile of burst durations and inter-burst intervals in vivo is consistent with a strong random influence over the timing of burst initiation and termination. Burst initiation was little influenced by endogenous -opioid receptor mechanisms, whereas the timing of burst termination was disrupted by blockade of endogenous -opioid receptor mechanisms. Taken together, these observations suggest that dendritic dynorphin release contributes to the termination of spontaneous phasic bursts in vivo by autocrine inhibition of plateau potential amplitude to reduce the probability of EPSPs reaching spike threshold to trigger further spike firing as bursts progress. 
