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The iswap gate is an entangling swapping gate where the qubits obtain a phase of i if the state
of the qubits is swapped. Here we present a simple implementation of the controlled-iswap gate.
The gate can be implemented with several controls and works by applying a single flux pulse. The
gate time is independent of the number of controls, and we find high fidelities for any number of
controls. We discuss an implementation of the gates using superconducting circuits and present a
realistic implementation proposal, where we have taken decoherence noise and fabrication errors on
the superconducting chip in to account, by Monte Carlo simulating possible errors. The general
idea presented in this paper is, however, not limited to such implementations. An exponentiation
of quantum gates is desired in some quantum information schemes and we therefore also present a
quantum circuit for probabilistic exponentiating the iswap gate and other non-Hermitian gates.
I. INTRODUCTION
In order to perform non-trivial quantum computations
it is often necessary to change the operation applied to
one set of qubits depending upon the values of some other
set of qubits. Some well known controlled gates are the
controlled-not (cnot), controlled-swap (Fredkin), and
controlled-controlled-not (Toffoli) [1]. While these
gates are used in many quantum information schemes,
such as quantum computing [2–4], error-correction [5–8],
cryptography [9–11], fault tolerant quantum computing
[12, 13], and measurement [14, 15], they are not necessarily
the most experimentally feasible ones [16].
Equivalent (in the sense that they both constitute a
universal set of gates together with the set of one-qubit
operations) to the cnot gate is the iswap gate which
we denote Sˆ = |00〉〈00| ± i(|10〉〈01|+ |01〉〈10|) + |11〉〈11|.
The iswap gate is a perfect entangling version of the
swap gate, which is why it is equivalent to the cnot
gate. However, the iswap gate has the advantage over
the cnot gate that it occurs naturally in systems with
XY -interaction or Heisenberg models, such as solid state
systems [17, 18], superconducting circuits [19], and in
cavity mediated between spin qubits and superconducting
qubits [20–22]. Other implementations of the iswap gate
include linear optics [23, 24] and nuclear spin using qudits
[25].
Despite several attemps of implementing the iswap gate
[26–28], the Fredkin gate [29–37], and other controlled-
swapping gates [38–40], no one have embarked in the
implementation of a controlled -iswap gate, to the best
of our knowledge. Recently a deterministic Fredkin and
exponential SWAP gate was implemented using three-
dimensional, fixed frequency superconducting microwave
cavities [41, 42].
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Here we present a simple implementation of a multi-
qubit controlled-iswap gate which we call cniswap, where
the n indicates the number of control qubits. For a single
control qubit this is essentially an iFredkin gate, i.e., a
Fredkin gate with a phase of i on the swapping part. The
implementation is based using the control qubits to tune
the target qubits in and out of resonance by following
the approach presented in Refs. [43, 44], and can be
realized using different schemes for quantum information
processing. We include circuit design for an implemen-
tation of the ciswap gate in superconducting circuits
as well as for the c2iswap gate in the appendix. The
gate requires a single flux pulse to operate, and the gate
time is thus independent of the number of control qubits.
When neglecting the decoherence of the qubits we find a
fidelity above 0.998 for one control qubit. When including
decoherence of the qubits the fidelity stays above 0.99 for
up to four control qubits.
Being able to exponentiate quantum gates can be useful
in different quantum information schemes such as in con-
tinuous variable (CV) systems [45], where exponentiated
gates, such as exp(iθXˆ), can be used to operate on the
systems [46, 47]. Another scheme which might benefit
from being able to exponentiate non-Hermitian quantum
gates is quantum random walks [48], where non-unitary
operations is needed for, e.g., graph coloring [49, 50]. We
therefore present a quantum circuit for probabilistic ex-
ponentiating of non-Hermitian operators, based on the
method by [51] which works for exponentiating Hermitian
operators. Our method is exact for cyclic operator, i.e.,
operators fulfilling Tˆn = 1, while it is approximate for all
other non-Hermitian operators.
The paper is organized as follows: In Section II we
present a simple Hamiltonian and show how it yields an
cniswap gate. We discuss the effectiveness of the gate
exploring the single qubit controlled-iswap gate as an
example in Section II A. We further, in Section III, present
an implementation using superconducting circuits of the
ciswap gate and discuss how to expand it to more controls.
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2In Section IV we show how to expand the implementation
of the controlled-iswap gate into controlling swapping of
an array of qubits. In Section III A we discuss a realistic
implementation of the gate, including fabrication errors
and decoherence noise. In Section V we present a quantum
circuit for probabilistic exponentiating cyclic quantum
gates, and discuss its range of validity. In Section VI we
provide a summary and outlook for future work.
II. IMPLEMENTATION OF THE
CONTROLLED-iSWAP GATE
Consider n+ 2 qubits each with frequency ωi. The first
n qubits are connected to one of the two last qubits by an
Ising couplings Jzi , where i refers to which of the first n
qubits. The last two qubits are further connected to each
other by a transversal coupling Jx. We denote the last
two qubits as target qubit T1 and T2. The Hamiltonian
for the system is
Hˆ =Hˆ0 − ∆
2
σzT1 +
n∑
i=1
Jzi
2
σzT1σ
z
i
+
Jx
2
(σxT1σ
x
T2 + σ
y
T1σ
y
T2),
(1)
where σx,y,z denotes the Pauli matrices, and the non-
interacting part of the Hamiltonian is given as
Hˆ0 =−
n∑
i=1
ωi
2
σzi −
ωT2
2
(σzT1 + σ
z
T2) , (2)
and ∆ = ωT1−ωT2 is the detuning of the two target qubits.
Changing to the interaction picture using the transfor-
mation Uˆint(t) = exp(iHˆ0t), the Hamiltonian takes the
form
HˆI =− ∆
2
σzT1 +
n∑
i=1
Jzi
2
σzT1σ
z
i
+ Jx(σ+T1σ
−
T2 + σ
+
T2σ
−
T1).
(3)
In order to realize the behavior of the controlled iswap
gate we must require the detuning to be
∆ = −
n∑
i=1
Jzi , (4)
and Jzi  Jx for all i. Thus the energy shift due to the
first n qubits must be large enough to bring the last two
qubit in and out of resonance, making the first n qubits
the control qubits and the last two the swapping qubits.
Changing into the frame rotating with the diagonal
part of the Hamiltonian we obtain
Hˆrot = J
x
[
σ+T1σ
−
T2e
i
∑n
i=1 J
z
i (1+σ
z
i )t + H.c.
]
. (5)
With the condition that Jz  Jx both terms of Hrot will
rotate rapidly, and can thus be neglected using the rotat-
ing wave approximation, unless all of the control qubits
are in the state |1〉. The means that the Hamiltonian
effectively becomes
Hˆrot = J
x|1˜〉〈1˜|C ⊗
[
σ+T1σ
−
T2 + σ
+
T2σ
−
T1
]
, (6)
where subscript C denotes the state of the control qubits,
i.e. the first n qubits, and T denotes the state of the target
qubit, i.e., qubit T1 and T2. The state |1˜〉C = |11 . . . 1〉C
denotes the state where all control qubits are in the state
|1〉.
We can calculate the time evolution operator by taking
the matrix exponential, Uˆ(t) = exp(iHˆrott), which yields
Uˆ(t) =ˆ˜IC ⊗ IˆT + |1˜〉〈1˜|C
⊗
1 0 0 00 cos(Jt) −i sin(Jt) 00 −i sin(Jt) cos(Jt) 0
0 0 0 1
 , (7)
where I˜C denotes the reduced identity of the control
qubits where the states |1˜〉〈1˜|C have been removed. The
identity of the target qubits is denoted IˆT .
From Eq. (7) we see that for times T = (2m+ 1)pi/2Jx,
m ∈ Z the time evolution operator takes the form of a
controlled-iswap gate.
Uˆ(t = T ) = ˆ˜IC ⊗ IˆT + |1˜〉〈1˜|C ⊗ SˆT , (8)
where SˆT is the two-qubit iswap gate on the target qubits,
which swaps the target qubit with a phase of ±i. The
phase on the target qubit depends on the sign of ∓|Jx|.
For completeness we note that for times T ′ = (2m +
1)pi/4Jx we obtain the controlled-
√
iswap gate [52]. Note
that once time has passed such that the desired gate have
been performed, interactions must be turned of. Thus the
gate depends on control over the exchange interaction,
which can be achieved differently depending on which
scheme is used to implement the gate. In Section III we
present an implementation of the gate in superconducting
circuits, where we also discuss how to control the exchange
interaction.
A. Example: The single controlled-iswap gate
In order to illuminate the performance of the system
worked as a cniswap gate we explore the example of
the single controlled-iswap gate. We chose this example
since not only is it the simplest non-trivial example, it
is also closely related to the Fredkin gate. A schematic
presentation of the model yielding the controlled-iswap
gate can be seen in Fig. 3(a), which corresponds to Eq. (1)
with n = 1.
We characterize the performance of the gate by cal-
culating the average process fidelity, which is defined as
[1, 53–55]:
F¯ =
∫
dψ〈ψ|Uˆ†E(ψ)Uˆ |ψ〉, (9)
3x
Figure 1. Simulation of the controlled-iswap gate for different
values of the coupling Jx. The blue lines indicates the average
fidelity (left y-axis), while the straight red line indicates the
gate time T (right y-axis). The dashed blue line is the average
fidelity with a decoherence time of T1 = T2 = 30µs, while the
solid is without decoherence.
where integration is performed over the subspace of all
possible initial states and E is the quantum map realized
by our system. We simulate the system using the Lind-
blad Master equation and the interaction Hamiltonian
of Eq. (3) using the QuTiP Python toolbox [56]. The
result is then transformed into the frame rotating with
the diagonal of the Hamiltonian, and then the average
fidelity is calculated.
For all simulations we have Jz/2pi = 50 MHz, while
we change the transversal coupling, Jx/2pi, from 5 to
25 MHz. The average fidelity of the simulation can be
seen in Fig. 1 together with the gate time. The figure
shows both the average fidelity without any decoherence
and with a decoherence time of T1 = T2 = 30 µs [57].
We model decoherence as relaxation and phase errors,
we do not include excitation by thermal photon, as it
contributes very little to the decoherence [58]. Without
any decoherence we find that the average fidelity increases
asymptotically towards unity as the driving decreases,
with the only expense being an increase in gate time. Since
decoherence increases over time, a longer gate time means
lower fidelity, which is exactly what we observe when
including decoherence in the simulations. In this case we
find that the fidelity peaks at ∼ 0.995 around Jz/Jx ∼ 4,
which yields a gate time of T ∼ 25 ns. However, we note
that the fidelity are dependent on the parameters Jx and
Jz thus changing these will change the fidelity. We also
see that for just Jz = 2Jx we obtain an average fidelity
above 0.99 for a gate time T ∼ 15 ns. The oscillation
of the average fidelity is due to a small mismatch in the
phase of the evolved state compared to the desired matrix
in Eq. (7), which disappears when Jz/J ∈ Z.
We simulate the Cniswap gate for different n in the
optimal ratio between couplings, Jz/Jx ∼ 4. The result
of this simulation is seen in Fig. 2. We observe that
the fidelity stays above 0.998 for up to n = 4 control
qubits when decoherence is not included. The reason for
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Figure 2. Average fidelity as a function of the number of qubits
in the Cniswap gate. The blue square markers indicate the
simulation without decoherence, while the round red markers
indicates the simulation done with a decoherence time of
T1 = T2 = 30µs. All simulations are done with Jz/J = 5, i.e.,
peak fidelity cf. Fig. 1.
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Figure 3. Implementation of the controlled-iswap gate, i.e.,
iFredkin gate. Figure (a) shows a schematic representation
of the model implementing the controlled-iswap gate, with
the green spheres (subscript T1 and T2) representing the
target qubits and the blue sphere (subscript 1) representing
the control qubit. The red line indicates an interaction which
can be turn on and off, how to do this depends on the qubit
implementation, seeSection III for an example of how to do
this. Figure (b) shows the superconducting circuit yielding
the model in figure (a). The different parts of the system are
colored according to their role, as per (a).
this is that for larger n the gate resembles the identity
more. This is due to the fact that the identity operation
is applied to the control qubits, meaning that for a large
number of control qubits, the gate will perform the iden-
tity on the control qubits and the swapping operation will
only be performed on the target qubits. When decoher-
ence is included the average fidelity decreases for larger n
as it should, however, we still find a fidelity above 0.99
for up to 4 controls.
III. EXPERIMENTAL IMPLEMENTATION IN
SUPERCONDUCTING CIRCUITS
A possible implementation of the controlled-iswap gate
using superconducting circuits can be seen in Fig. 3(b).
The circuit consists of three fixed frequency transmon
4qubits [59, 60], where two of them are connected through
a tunable bus qubit, following the approach by Ref. [26],
and the third qubit is connected to the other two by
Josephson junctions, with as small a parasitic capacitance
as possible.
After eliminating the superficial degree of freedom of
the tunable bus the Hamitonian of the circuit takes the
form
Hˆ =
1
2
~ˆpTK−1~ˆp−
∑
i={1,T1,
T2,TB}
Ei cos ϕˆi − Ez cos(ϕˆT1 − ϕˆ1)
− 2ETB cos(2Φ) cos(2ϕTB), (10)
where ϕi are the node fluxes, ~p
T = (pT1, pT2, p1) are the
conjugate momenta, Φ is the external flux through the
tunable bus, and K is the capacitance matrix.
As the capacitive couplings yields transversal XX-
couplings when truncating to a Ising-type model, we
are not interested in the capacitive couplings between the
control qubit and the target qubits, and thus we require
Cz  Ci, CTi which will leave the capacitance matrix
being approximately diagonal, with the exception of the
desired capacitance between the target qubits and the
tunable bus. This leaves only longitudinal ZZ-couplings
between the control and target qubit. This limit where
the longitudinal coupling dominates over the transversal
couplings is within experimental reach [61]. An other
way of reaching high-contrast ZZ-couplings could be to
use a combination of transmon and flux qubit, and then
engineering opposite sign anharmonicities as in Ref. [62].
When truncating the Hamiltonian in Eq. (10) to a two
level system, we follow the approach presented by Ref. [26]
and adiabatically remove the tunable bus qubit, by con-
sidering the dispersive regime |gxTjTB/(ωTj − ωTB)|  1,
which yields the following Hamiltonian
Hˆ =
n∑
i=1
ωi
2
σzi +
ω˜T1(Φ)
2
σzT1 +
ω˜T2(Φ)
2
σzT2
+
Jz1
2
σzT1σ
z
1 + J˜
x(Φ)
(
σ+T1σ
−
T2 + σ
−
T1σ
+
T2
)
,
(11)
where the tildes indicates dressed qubit frequency and
coupling stemming from the removal of the tunable bus
qubits.
Now by applying the external flux as a sinusoidal
fast-flux bias modulation such that the external flux is
Φ(t) = Θ +χ cos(ωΦt) we can time average over the qubit
frequencies and the exchange coupling, and thus gain
control over these parameters. By turning on and off the
sinusodial part of the flux pulse we can turn the gate on
and off as well. After time averaging the Hamiltonian
takes the form
Hˆ =
n∑
i=1
ωi
2
σzi +
ω¯T2
2
(σzT1 + σ
z
T2)−
∆¯T1
2
σzT1
+
n∑
i=1
Jzi
2
σzT1σ
z
i + J¯
x
(
σ+T1σ
−
T2 + σ
−
T1σ
+
T2
)
,
(12)
where the bar indicates time average and ∆¯T1 = ω¯T1−ω¯T2.
The time averaged of the exchange coupling is, to second
order,
J¯x(Φ(t), t) =
∂J˜x
∂Φ
∣∣∣∣∣
Φ→Θ
χ cos(ωΦt)
+
χ2
4
∂2J˜x
∂Φ2
∣∣∣∣∣
Φ→Θ
cos(2ωΦt),
(13)
where we note that the coupling depends both on the
external flux, but also on explicitly on the time, which
means that the coupling strength will oscillate in time.
Changing into a frame rotating with the diagonal of the
Hamiltonian, we find
Hˆ = J¯x(Φ, t)ei(∆¯T1−J
z
i σ
z
i )t
(
σ+T1σ
−
T2 + σ
−
T1σ
+
T2
)
. (14)
If we require the frequency of the alternating part of
the external flux to be resonant with the phase of the
Hamiltonian when the control qubit is in the state |1〉,
i.e.
ωΦ = ∆¯T1 + J
z
i , (15)
we can use the rotating wave approximation, and remove
all terms, except when the control qubit is in the |1〉 state.
Thus in condition in the original implementation, Eq. (4)
is now replaced by the more easily obtainable expression in
Eq. (15). This also mean that the gate time becomes T =
(2m + 1)pi/Jx due to the cosine function. Nevertheless
the result is the same and we obtain a controlled iswap
gate.
Note that there is also a resonant coupling at 2ωΦ =
∆¯T1 + J
z
i in which case the exchange coupling is via the
second order term in Eq. (14). This could be used to
lower the coupling in order to satisfy the requirement
Jx  Jz.
A detailed calculation going from the circuit design
to the gate Hamiltonian can be found in Appendix A
together with an example of an implementation of the
c2iswap gate. An alternative approach to implementing
such a tunable exchange coupling is to use the ”gmon”-
based design proposed in Ref. [63].
A. Simulations
In order to show that the superconducting circuit model
presented in the previous section does indeed give the
desired result, we find realistic parameters for the circuit
presented in Fig. 3 and their corresponding gate parame-
ters. These parameters can be found in Tables II to IV
for Φ = 0. In Fig. 4 we present typical parameters rele-
vant for the gate implementation, i.e., derivatives of Jx
and ω˜ as a function of the external flux, Φ. In a realis-
tic implementation the circuit parameter are not perfect
compared to the ones found in our simulations. Therefore
we simulate with errors. We assume a fabrication error
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Figure 4. Typical derivatives of the gate parameters Jx (a)
and ω˜ (b). The dashed lines indicates the error on the param-
eters, found using Monte Carlo simulations. In particular the
parameters comes from column 2 in Table III.
of up to 10% of 95% of the simulations. We then Monte
Carlo simulates the circuit in order to find the error on
the gate parameters. These errors are presented as the
dashed lines in Fig. 4. While these error might seem large
they are not a problem for the gate, as the gate operation
is mainly dependent on Eq. (15), which can be achieved
only with control over just the external flux.
Using the gate parameters found in Table III and Fig. 4
we simulate the gate using an external DC flux of Φ =
0.100Φ0 and a modulation of χ = 0.100Φ0. The external
flux frequency is determined from Eq. (15), however we
include an error corresponding to a standard deviation
of 1MHz/2pi in our simulation. In Ref. [26] they have
an error of 0.1MHz/2pi. The result of these Monte Carlo
simulations can be seen in Fig. 5 where we have plotted
the average fidelity of a subset of the simulations as a
function of time. From the distribution of the fidelities
we see that 60% of the simulations end up with a fidelity
above 0.99, while 90% of the simulations are above 0.98
when the simulation is done without decoherence noise,
while the fidelity is smaller when decoherence noise is
included in the simulations.
We conclude that even when including significant errors
in the fabrication of the circuit, the gate still yields a high
fidelity with the controlled-iswap gate.
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Figure 5. (a) Average fidelity of the Monte Carlo simulation
of the gate, as a function of time. All shown simulation are
without noise (b) Distribution of fidelities of the simulations
at the gate time. The noise is the same as in Section II A.
IV. CONTROLLED SWAPPING ARRAYS
Suppose we have multiple qubits which we want to
swap in a controlled way, i.e., first swapping two qubits,
then swapping two other qubits, and so on. This might
be useful in a range of quantum algorithms.
In this section we discuss how to expand the idea of
the controlled-iswap gate previous section into a system
where we can swap qubits in an array arbitrarily. We will
discuss this for the case of an array of first three qubits
and then briefly for four qubits, but the ideas will be
easily expandable to more qubits.
In an attempt to create such a system we connect all
qubits which we wish to be able to swap to each other
with transversal coupling, Jx, each of these n qubits are
detuned from the average frequency of the qubits, such
that ∆i 6= ∆j for i 6= j = 1, 2, . . . , n. Following the idea
of Fig. 3(a) we add a control qubit for each target qubit,
and couple it with Ising couplings, Jzi to each qubit. A
schematic representation of the model for n = 3 can be
seen in Fig. 6(a). The Hamiltonian for such a system
becomes
Hˆ =−
n∑
i=1
[
ω + ∆i
2
σzT i +
ωCi
2
σzCi
]
+
n∑
i=1
Jzi
2
σzT iσ
z
Ci +
1
4
n∑
j 6=i=1
JxσxTiσ
x
Tj .
(16)
where ω is the average over all the target qubits frequency,
6∆i is the detuning of the ith target qubit from the av-
erage frequency of the target qubits, and the subscript
Ti indicates the ith target qubit, while the subscript Ci
indicates the ith control qubit.
If we require that the Ising couplings have the strengths
Jzi = −∆i, and require that Jzi  Jx for all i, then at
times T = (2m + 1)pi/(2Jx), m ∈ Z the time evolution
operator for the n = 3 case takes the form
Uˆ(T ) =ˆ˜IC ⊗ IˆT + |110〉〈110|C ⊗ Sˆ12
+ |011〉〈011|C ⊗ Sˆ23 + |101〉〈101|C ⊗ Sˆ13
+ |111〉〈111|C ⊗ Sˆ123.
(17)
where ˆ˜IC denotes the reduced identity of the control qubits
where the states |100〉〈100|C , |010〉〈010|C , and |001〉〈001|C
have been removed. The identity of the three target qubits
is denoted IˆT , and Sˆij is the two-qubit iswap gate which
swaps the state of the qubits i and j. The quantum circuit
of the model can be seen in Fig. 6(b).
From the time evolution operator in Eq. (17) we see
that we have complete control over which qubits we wish
to swap, depending on the three ancilla qubits, i.e., if we
wish to swap qubits Ci and Cj to be in the |1〉 state and
remaining control qubits to be in the state |0〉, in which
case with the ±iswap-operators Sˆij swaps the state of
the two qubits i and j. We note that we also obtain a
three-way swapping operator when all control qubits are
in the |1〉 state. In its matrix representation the three-way
swap-operator is an 8× 8 matrix and takes the form
Sˆ123 =

1 0 0 0
0 Sˆ1 0 0
0 0 Sˆ2 0
0 0 0 1
 , (18)
where the two operators Sˆ1 and Sˆ2 are 3× 3 matrices and
operate on the three dimensional subspaces of one and two
excitation number, of the target subspace, respectively.
In their matrix representation these take the same form
Sˆ1,2 =
1
3
eiJ
xt/2
3 cos(3Jxt/2)− i sin(3Jxt/2) 2i sin(3Jxt/2) 2i sin(3Jxt/2)2i sin(3Jxt/2) 3 cos(3Jxt/2)− i sin(3Jxt/2) 2i sin(3Jxt/2)
2i sin(3Jxt/2) 2i sin(3Jxt/2) 3 cos(3Jxt/2)− i sin(3Jxt/2)
 , (19)
which can be used to entangle all three qubits. We con-
sider the special case of T ′ = mpi/3Jx, m ∈ Z, for which
the operator takes the form
Sˆ1,2 =
1
3
ieipi/6
−1 2 22 −1 2
2 2 −1
 . (20)
This operator can be used to create state belonging to
the same non-biseparable classes of three-qubit states as
the W state [64].
In Fig. 7(a) we show the model for a four qubit swapping
array with all-to-all couplings corresponding to Hamilto-
nian in Eq. (16) with n = 4. In Fig. 7(b) we present the
corresponding gate of the model coming from making the
time evolution operator from the Hamiltonian. As above
we obtain fully controllable two-qubit swapping between
all of the four qubits. We further obtain four three-qubit
entangling gates, similar to the one in Eq. (19) and one
single four-qubit entangling gate.
In order to test the viability of our analysis we sim-
ulate the Hamiltonian in Eq. (16) using the Python
toolbox QuTiP using the same approach as in Sec-
tion II A. Using parameters Jzi /(2pi) ∈ {−20, 20, 60}MHz
and Jx = mini |Jzi |/5 we find a fidelity of 0.993 at time
T = pi/(2Jx) = 62.5 ns without including decoherence,
and a fidelity of 0.98 when including a decoherence time
of T1 = T2 = 30µs.
V. PROBABILISTIC EXPONENTIATING OF
CYCLIC NON-HERMITIAN QUANTUM GATES
In this section we present an exact probabilistic method
for exponentiating cyclic non-Hermitian gates using an
explicit quantum circuit. While our method is exact for
cyclic operators it is approximate for non-cyclic operators.
The controlled-iswap gate presented in this paper is in
fact a cyclic non-Hermitian gate. Note that exponentiat-
ing non-Hermitian gates leads to non-unitary gates.
Unitary Hermitian gates can be exponentiated using the
method developed by Marvian and Lloyd [51]. Albeit they
only present their method for the controlled-swap gate,
it works for all unitary Hermitian gates. Here we extend
their method in order to exponentiate non-Hermitian
gates. Our method is exact for a gate, Tˆ , for which
Tˆn = 1 for n ∈ Z and approximately correct if this is not
the case. We call gates where Tˆn = 1 for cyclic gates
with cyclic order n. For n > 2 all cyclic gates become
non-Hermitian, due to the fact that all eigenvalues of
Hermitian matrices must be real and a diagonal matrix
D fulfilling the Spectral theorem such that Tˆ = UˆDˆUˆ−1,
where Uˆ is a unitary, must then fulfill Dˆn = 1.
Our result become interesting as soon as you want to
exponentiate some sort of phase gate, with a phase other
than −1, in which case the gate becomes non-Hermitian.
This means that the result of such exponentiating will
be non-unitary for n > 2. In Table I we mention a few
often used non-Hermitian gates and their cyclic order.
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Figure 6. (a) Schematic representation of the model leading to
controlled swapping between three qubits. The green spheres
(subscripts 1, 2, and 3) represent the swapping qubits, while
the blue spheres (subscripts C1, C2, and C3) represent the
ancilla qubits, which controls the swapping. (b) Quantum
circuit representations of the model in (a) respectively for
times T = (2m + 1)pi/(2Jx), m ∈ Z. The top three ancilla
qubits controls the swapping and corresponds to the blue
spheres, while the lower three qubits corresponds to the green
spheres. The filled circles indicates that the ancilla qubits
must be the the state |1〉 for the swap to be activated, while
the non-filled circles indicates that the ancilla qubits must
be in the state |1〉; This corresponds to the time evolution
operators in Eq. (17).
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Figure 7. (a) Schematic representation of the model leading
to controlled swapping between four qubits. The green spheres
(subscript 1, 2, 3, and 4) represent the swapping qubits, while
the blue spheres (subscript C1, C2, C3, and C4) represent
the ancilla qubits, which controls the swapping. (b) Quantum
circuit representations of the model in (a) for times T =
(2m+ 1)pi/(2Jx), m ∈ Z. The top four ancilla qubits controls
the swapping and corresponds to the blue spheres, while the
lower four qubits corresponds to the green spheres.
Table I. Common non-Hermitian quantum gates and their
cyclic order n. Note that we assume φ to be pi divided by an
integer. The controlled version of the gates mentioned in this
table are also non-Hermitian with the same cyclic order.
Gate n
Phase shift Rφ pi/φ
Square root of not
√
not 4
Imaginary swap iswap 4
Square root of swap
√
swap 4
Ising XX coupling XX0 or XXpi 8
Ising Y Y coupling Y Yφ 2pi/φ
Ising ZZ coupling ZZφ 2pi/φ
Deutch Dφ 2pi/φ
We note that in order to use our method we must be able
to perform a controlled version of the gate we wish to
exponentiate, i.e., if we wish to exponentiate an iswap
we would need a controlled-iswap, as discussed above.
Suppose we have a controlled cyclic gate Tˆ working on
an arbitrary number of qubits. In order to create a circuit
for exponentiating such an operator we must first Taylor
expand the exponential
eiθTˆ =
∞∑
j=0
1
(nj)!
(iθ)nj1 +
∞∑
j=0
1
(nj + 1)!
(iθ)nj+1Tˆ + · · ·
+
∞∑
j=0
1
((n+ 1)j − 1)! (iθ)
((n+1)j−1)Tˆ j−1
=
n−1∑
k=0
∞∑
j=0
1
(nj + k)!
(iθ)nj+kTˆ k.
In total this yields n Taylor terms. This means that
our quantum circuit would need n− 1 ancilla qubits to
perform the controls. We then apply the controlled gate
n − 1 times, each time controlled be a different ancilla
qubit. The quantum circuit can be seen in Fig. 8.
We must now prepare the ancilla qubits in the state
|ϕ˜〉 = N
n−1∑
k=0
∞∑
j=0
1
(nj + k)!
(iθ)nj+k|k˜〉, (21)
where N is a normalization which depends on θ, and the
state |k˜〉 indicates a state with k excitations, i.e. we have
|0˜〉 = |00 · · · 00〉, and |1˜〉 = |10 · · · 00〉, |1˜〉 = |01 · · · 00〉, or
|1˜〉 = |00 · · · 01〉, etc.
Let |γ〉 be the initial state of the target qubits. If we
act with the n− 1 controlled-Tˆ gates on the initial state
|ϕ˜〉|γ〉, as in Fig. 8 we arrive at the state
|ϕ˜〉|γ〉 → N
n−1∑
k=0
∞∑
j=0
1
(nj + k)!
(iθ)nj+kTˆ k|k˜〉|γ〉.
If we measure the n − 1 ancillae in the {|±〉} = {(|0〉 +
|1〉)/√2} basis, there is a probability of around 1/2n−1
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
|ϕ˜〉
Tˆ Tˆ Tˆ Tˆ
|γ〉
Figure 8. Quantum circuit used to exponentiate a matrix Tˆ for
which Tˆn = 1. On top we have n− 1 ancilla qubits which are
prepared in the state |ϕ˜〉. Each acts as a conditional for a Tˆ
operation, and finally they are all measured in the {|±〉}-basis.
Note that the Tˆ operation does not have to be a two qubit
operation, it can operate on m qubits.
that we measure |+〉 in all of the ancillae, if we require θ
to be small. This means that the total state becomes
|+ · · ·+〉N
n−1∑
k=0
∞∑
j=0
1
(nj + k)!
(iθ)nj+kTˆ k|γ〉
= |+ · · ·+〉NeiθTˆ |γ〉,
which is the desired result. If this state is not measured
the experiment must be repeated until the desired result
is obtained.
We note that if the gate is not cyclic our method works
approximately as long as θ is small, in which case the first
terms of the Taylor expansion will dominate. This means
that we can chose the number of terms we want in our
Taylor expansion as the number of ancillae we include in
our quantum circuit.
A. Example
For an example of the Hermitian n = 2 case see Ref.
[51]. Here we consider the case n = 4. This could, for
example, be a controlled-iswap. The exponential in this
case becomes
eiθTˆ =
1
2
(cos θ + cosh θ)1 +
i
2
(sin θ + sinh θ)Tˆ
+
1
2
(cos θ − cosh θ)Tˆ 2 + i
2
(sin θ − sinh θ)Tˆ 3.
(22)
Remember that the operator in the exponent is not Her-
mitian, and thus we are not dealing with a unitary. This
means that if θ becomes large, then the hyperbolic func-
tions will blow up. Therefore we keep θ small. Notwith-
standing, we prepare three ancillae in the state
|ϕ˜〉 =N
2
[
(cos θ + cosh θ)|0˜〉+ i(sin θ + sinh θ)|1˜〉
+ (cos θ − cosh θ)|2˜〉+ i(sin θ − sinh θ)|3˜〉]
=A|000〉+B|001〉+ C|011〉+D|111〉.
(23)
All normalization is included in N . Note that we could
have chosen other states such as |100〉 and |101〉 in the
second and third term of |ϕ˜〉 as well, as this choice can
be made without loss of generality.
Now preforming the three controlled T -gates on the
qubits we arrive at the state
|ϕ˜〉|γ〉 → N
2
[
(cos θ + cosh θ)|0˜〉+ i(sin θ + sinh θ)|1˜〉Tˆ
+ (cos θ − cosh θ)|2˜〉Tˆ 2 + i(sin θ − sinh θ)|3˜〉Tˆ 3]|γ〉.
By measuring in the {|±〉}-basis there is a probability
that we will measure the state |+ ++〉 which means that
we have achieved matrix exponentiation by arriving at
the state |+ ++〉NeiθTˆ |γ〉.
B. Measuring probabillity
In order to investigate the probability of measuring the
correct state, we consider the state |ϕ˜〉 in Eq. (23). In
the {|±〉}-basis it takes the form
|ϕ˜〉 = [A+B + C +D] |+ ++〉
+ [A−B − C −D] |+ +−〉
+ [A+B − C −D] |+−+〉
+ [A+B + C −D] | −++〉
+ [A−B + C +D] |+−−〉
+ [A−B − C +D] | −+−〉
+ [A+B − C +D] | − −+〉
+ [A−B + C −D] | − −−〉,
(24)
We wish to measure a state with a coefficient A+B+C+D,
and thus we want to measure the state | + ++〉. Note
that if we chose our |k˜〉 states as superpositions, such as
|1˜〉 = a|001〉 + b|010〉 + c|100〉, then there is no state in
the {|±〉}-basis with a coefficient A+B + C +D, since
the normalization then require the B and C coefficients
to be normalized by the superposition coefficients a, b,
and c, which means that we get an imbalance between
the B and C coefficients and the A and D coefficients.
We plot the probabilities of measuring the eight states
as a function of θ to see how they behave. The result is
seen in Fig. 9. Unfortunately we observe that the probabil-
ity of measuring the state |+++〉 decreases exponentially
with θ. This supports our previous understanding that
we should indeed keep θ small.
9Figure 9. Probability of measuring each of the states in
Eq. (24).
VI. CONCLUSION
We have proposed a simple implementation of a con-
trolled iswap-gate, and shown that these exhibit a high
fidelity. We have discussed an implementation of our
gates using superconducting circuits and simulated the
gate including possible fabrication errors and decoherence
noise. Even when including these we still find a reason-
ably high fidelity. The general implementation presented
in Section II is, however, not limited to superconducting
circuits. While the difficulty of implementing our gates
does increase with the number of controls, we do believe
that our gates will be superior in certain types of quantum
computations, especially compared to equivalent circuits
built from one- and two-qubit gates, which often become
quite deep. Our controlled-iswap can easily be extended
to swapping between more qubits, such that it is possi-
ble to control swapping between three, four and so on
qubits. We also propose a quantum circuit for proba-
bilistic exponentiating of non-Hermitian quantum gates,
which is exact for cyclic gates and approximately exact
given small parameters for all other non-Hermitian gates.
These results could enhance the performance of near-term
quantum computing experiments on algorithms that re-
quire multi-qubit swapping gates and exponentiating of
gates.
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Appendix A: Analysis of the superconducting circuit
We consider two fixed frequency target qubits connected by a tunable bus qubit as in Ref. [26]. We further connect
a number, n, of fixed frequency qubits to the target qubits. It is irrelevant which target qubit these control qubits are
connected to. The control qubits can be connected to either (or both) target qubits, but for simplicity we connect all
control qubits to target qubit 1. An example of the circuit with one control qubit can be seen in Fig. 3(b), while an
example of the case of n = 2 qubits can be seen in Fig. 10(b). Following the procedure of Refs. [65, 66] we obtain the
following Lagrangian
L =2
n∑
i=T1,T2,
TB,TB′,1,...
[
Ciϕ˙
2
i + Ei cosϕi
]
+ 2Cx (ϕ˙T1 − ϕ˙TB)2 + 2Cx (ϕ˙T2 − ϕ˙TB’)2 + 2CTB(ϕ˙TB − ϕ˙TB’)2
+ 2
n∑
i=1
Cz,i (ϕ˙i − ϕ˙T1)2 +
n∑
i=1
Ez,i cos(ϕT1 − ϕi) + ETB [cos(ϕTB − ϕTB’ + Φ) + cos(ϕTB − ϕTB’ + Φ)] ,
(A1)
where the first summation is understood as the summation over T1, T2, 1, 2, . . . , n. We denote ϕT1 and ϕT2 as the node
fluxes of the target qubits (green islands in Figs. 3 and 10(b)), ϕTB and ϕTB’ are the node fluxes of the tunable bus
(red islands in Figs. 3 and 10(b)), and ϕi are the node fluxes of the control qubits (blue islands in Figs. 3 and 10(b)).
Φ is the external magnetic flux through the tunable bus in units of Φ0/2pi, where Φ0 is the flux quantum.
Using Kirchoff’s rules we find that ϕTB′ = Φ− ϕTB which we use to rewrite the last term of Eq. (A1) to
cos(ϕTB − ϕTB’ + Φ) + cos(ϕTB − ϕTB’ + Φ) = 2 cos(2Φ) cos(2ϕTB). (A2)
With this the Lagrangian becomes
L =2
n∑
i=T1,T2,
TB,TB′,1,...
[
Ciϕ˙
2
i + Ei cosϕi
]
+ 2Cx
(
ϕ˙2T1 + ϕ˙
2
T2 + 2ϕ˙
2
TB + 2ϕ˙TB (ϕ˙T2 − ϕ˙T1)
)
+ 4CTBϕ˙
2
TB
+ 2
n∑
i=1
Cz,i (ϕ˙i − ϕ˙T1)2 +
n∑
i=1
Ez,i cos(ϕT1 − ϕi) + 2ETB cos(2Φ) cos(2ϕTB),
(A3)
where we have ignored all terms concerning Φ˙ since these all contribute with irrelevant constant terms.
The terms coming from the capacitors and are interpreted as kinetic terms, while the remaining terms come from
the Josephson junctions and are interpreted as potential terms. The n indicates the number of blue islands on the
circuit diagram, i.e., for the ciswap in Fig. 3(b) n = 1. Considering the case of a single control qubit and arranging
the node fluxes in a vector as ~ϕT = (ϕ1, ϕT1, ϕTB , ϕT2), the capacitance matrix becomes
K =
C1 + Cz,1 −Cz,1 0 0−Cz,1 CT1 + Cz,1 + 2Cx −Cx 00 −Cx 4CTB + 2Cx −Cx
0 0 −Cx CT2 + 2Cx
 . (A4)
For two control qubits (see Fig. 10(b) for circuit diagram of this gate) the capacitance matrix takes the form
K =

C1 + Cz,1 0 −Cz,1 0 0
0 C2 + Cz,2 −Cz,2 0 0
−Cz,1 −Cz,2 CT1 + Cz,1 + 2Cx −Cx 0
0 0 −Cx 4CTB + 2Cx −Cx
0 0 0 −Cx CT2 + 2Cx
 . (A5)
and so on for higher n. We this we can do a Legendre transform and write the Hamiltonian as
H =
1
2
~ˆpTK−1~ˆp+ U(~ϕ), (A6)
where ~pT = (p1, pT1, pTB , pT2) is the conjugate momentum and U(~ϕ) is the potential energy coming from the Josephson
junctions.
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Figure 10. Implementation of the c2iswap gate. Figure (a) shows a schematic representation of the model implementing the
c2iswap gate, with the green spheres (subscript T1 and T2) representing the target qubit and the blue spheres (subscript 1
and 2) representing the control qubits. Figure (b) shows the superconducting circuit yielding the model in figure (a). The
different parts of the system are colored according to their role, as per (a). Note that in this implementation each target qubit
are connected to a control qubit, contrary to the proposed implementation where both control qubits are connected to the first
target qubit. It is, however, irrelevant which qubit the control qubits are connected to, the controlled iswap gate can be created
either way.
The typical transmon have a charging energy much smaller than the junction energy, and therefore the phase is well
localized near the bottom of the potential. We can therefore expand the potential part of the Hamiltonian to fourth
order
U(ϕ) =
n∑
i=T1,T2,1
Ei
[
1
2
ϕ2i −
1
24
ϕ4i
]
+
n∑
i=1
Ez,i
[
1
2
(ϕi − ϕT1)2 − 1
24
(ϕi − ϕT1)4
]
+ 8ETB cos(2Φ)
[
1
2
ϕ2TB −
4
24
ϕ4TB
]
.
By collecting terms we can write the full Hamiltonian as
H =
n∑
i=T1,T2,1
[
1
2
ECi p
2
i +
1
2
EJi ϕ
2
i −
1
24
EJi ϕ
4
i
]
+
1
2
n∑
i 6=j=
T1,T2,TB,1
(K−1)(i,j)pipj
+
n∑
i=1
Ez,i
[
−1
4
ϕ2iϕ
2
T1 − ϕiϕT1 +
1
6
(
ϕ3iϕT1 + ϕiϕ
3
T1
)]
+
1
2
ECTBp
2
TB +
1
2
EJTBϕ
2
TB −
1
6
EJTBϕ
4
TB ,
where the effective energy of the capacitances is ECi = (K
−1)(i,i)/8. The second summation is understood as the sum
over i and j = T1, T2, TB, 1, . . . , n, where i and j is never equal. Note that there is a capacitive coupling between all
of the qubits regardless of whether there actually is a capacitor between them. The effective Josephson energies are
EJi =Ei + 2Ez,i, (A7a)
EJT1 =ET1 +
n∑
i=1
Ez,i, (A7b)
EJT2 =ET2, (A7c)
EJTB =8ETB cos(2Φ). (A7d)
We now do the canonical quantization ϕi → ϕˆi and pi → pˆi, requiring that [pˆi, ϕˆj ] = δij . This allows us to change into
step operators
ϕˆi =
√
ζi
2
(
bˆ†i + bˆi
)
, pˆi =
i√
2ζi
(
bˆ†i − bˆi
)
, (A8)
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with impedance ζi =
√
(K−1)(i,i)/EJi , the Hamiltonian takes the form
Hˆ =
n∑
i=T1,T2,1
[√
8ECi E
J
i bˆ
†
i bˆi −
EJi
12
(
bˆ†i + bˆi
)4]
− 1
2
n∑
i6=j=
T1,T2,TB,1
(K−1)(i,j)√
ζiζj
(
bˆ†i − bˆi
)(
bˆ†j − bˆj
)
+
n∑
i=1
Ez,i
[
− 1
24
ζiζT1
(
bˆ†i + bˆi
)2 (
bˆ†T1 + bˆT1
)2
− 1
2
√
ζiζT1
(
bˆ†i + bˆi
)(
bˆ†T1 + bˆT1
)
+
1
24
(
ζi
√
ζiζT1
(
bˆ†i + bˆi
)3 (
bˆ†T1 + bˆT1
)
+ ζT1
√
ζiζT1
(
bˆ†i + bˆi
)(
bˆ†T1 + bˆT1
)3)]
+
√
8ECTBE
J
TB bˆ
†
TB bˆTB −
1
3
EJTB
(
bˆ†TB + bˆTB
)4
.
If we operate the circuit in the weak coupling regime Ez,i  Ej and Cz,i  Cj for all i and j we can view the system
as n+ 2 harmonic oscillators perturbed by their interactions. If we also assume that the modes of oscillator T1 and T2
are close to resonant, we can treat their detuning as part of the perturbation. The total Hamiltonian is then the sum
of the harmonic oscillator Hamiltonian Hˆ0 and a perturbation Vˆ . If we introduce the number operator nˆ = bˆ
†bˆ and
swap operator Xˆij = bˆj bˆ
†
i + bˆ
†
j bˆi, we can write the two parts of the Hamiltonian as
Hˆ0 =
n∑
i=1
ωinˆi + ωT2(nˆT1 + nˆT2) + ωTBnˆTB , (A9a)
Vˆ =δnˆT1 − 1
2
n∑
i=T1,T2,TB,1
ECi nˆi(nˆi − 1) +
n∑
i=1
gziT1nˆinˆT1 +
n∑
i 6=j=
T1,T2,TB,1
gxijXˆij (A9b)
+
n∑
i=1
gxziT1
[
ζi
(
XˆiT1nˆi + nˆiXˆiT1
)
+ ζT1
(
XˆiT1nˆT1 + nˆT1XˆiT1
)]
,
where the qubit frequencies are then given as
ωi =
√
8EJi E
C
i −
1
12
Ez,iζiζT1 for i = 1, 2, . . . n, (A10a)
ωT1 =
√
8EJT1E
C
T1 −
1
12
Ez,iζT1
n∑
i=1
ζi, (A10b)
ωT2 =
√
8EJT2E
C
T2, (A10c)
ωTB =
√
8EJTBE
C
TB , (A10d)
δ =
1
2
(ωT1 − ωT2) , (A10e)
and the coupling strengths are given as
gziT1 =−
1
4
Ez,iζiζT1, for i = 1, 2, . . . , n, (A11a)
gxziT1 =−
1
16
Ez,i
√
ζiζT1, for i = 1, 2, . . . , n, (A11b)
gxij =−
1
2
(K−1)(i,j)√
ζiζj
, for j, i = 1, 2, . . . , n, (A11c)
gxTjTB =−
1
2
(K−1)(Tj,TB)√
ζTjζTB
, for j = 1, 2, (A11d)
gxiT1 =−
1
2
(K−1)(i,T1)√
ζiζT1
− 1
2
Ez,i
√
ζiζT1 +
1
16
Ez,i(ζi + ζT1)
√
ζiζT1, for i = 1, 2, . . . , n. (A11e)
If we only consider the two lowest lying states of each oscillator, the uncoupled Hamiltonian has a degenerate spectrum
with 2n+2 states. If we require the detunings ∆ij = ωi − ωj between each of the control qubits to be much larger than
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the transversal couplings in Eq. (A11c), we can ignore first order excitations swaps between the control qubits. If we
further require that the control qubits are detuned from the target qubits in such a way that ∆iT j = ωi − ωTj is much
larger than the transversal coupling in Eq. (A11e) we can also neglect first order excitation swaps between the target
qubits and the control qubits. This leaves only one transversal coupling in Eq. (A11d).
If the anharmonicity is sufficiently larger than the transversal coupling between the target qubits we can justify
projecting the final effective Hamiltonian into the two lowest states of each qubit. This projection is done using
degenerate second order perturbation theory In this case each degenerate subspace is well described by an effective
interaction
Pˆ VˆeffPˆ = Pˆ Vˆ Pˆ + Pˆ Vˆ Qˆ
1
ED − QˆHˆ0Qˆ
QˆVˆ Pˆ , (A12)
where Pˆ projects onto the degenerate subspace consisting of the 2n+2 lowest lying states and Qˆ = 1− Pˆ projects onto
the orthogonal complement. Doing so yields an effective interaction between the qubits given by
Vˆeff = −∆T1
2
σzT1 +
n∑
i=1
Jzi
2
σzT1σ
z
i +
2∑
j=1
gxTjTB
(
σ+Tjσ
−
TB + σ
−
Tjσ
+
TB
)
. (A13)
The detuning of the target qubit can then be calculated and the second order matrix elements are
∆T1 = −δ +
n∑
i=1
[
gziT1
2
− g
x
iT1 − gxziT1(ζi + 2ζT1)
∆iT
]
, (A14)
where ∆iT = ωi − ωT2 is the detuning of the target qubits with respect to the ith control qubit. The longitudinal
coupling between the target qubits and the control qubits are
Jzi =
gziT1
2
+
gxziT1(ζi − 2ζTj)
∆iT
. (A15)
As described in the main text, the purpose of this longitudinal coupling is to tune the target qubits in and out of
resonance, depending on the state of the control qubits. We thus require this coupling to be significantly larger than
the coupling between the target qubits and the tunable bus, gxTjTB .
We now wish to perform the same trick as Ref. [26] in order to gain control over the transversal couplings to
the target qubits. We there consider the dispersive regime, where |gxTjTB/(ωTj − ωTB)|  1. In this regime we can
adiabatically eliminate the tunable bus, which yields the following terms in the Hamiltonian
Hˆ0 =
n∑
i=1
ωi
2
σzi +
ω˜T2
2
(σzT1 + σ
z
T2), (A16a)
Vˆeff =− ∆˜T1
2
σzT1 +
n∑
i=1
Jzi
2
σzT1σ
z
i + J˜
x
(
σ+T1σ
−
T2 + σ
−
T1σ
+
T2
)
, (A16b)
where the dressed qubit frequency and dressed detuning is
ω˜Tj =ωTj +
(gxTjTB)
2
ωTj − ωTB , (A17a)
J˜x =
gxT1TBg
x
T2TB
2
(
1
ωT1 − ωTB +
1
ωT2 − ωTB
)
. (A17b)
In order to interact the qubits via the tunable bus coupler we apply a sinusoidal fast-flux bias modulation of amplitude,
χ, such that the flux applied to the tunable bus becomes Φ(t) = Θ + χ cos(ωΦt). By expanding the dressed qubit
frequency ω˜Tj in the parameter χ cos(ωΦt), where χ 1, we obtain
ω˜Tj(Φ(t)) ' ω˜Tj(Θ) + ∂ω˜Tj
∂Φ
∣∣∣∣
Φ→Θ
χ cos(ωΦt) +
1
2
∂2ω˜Tj
∂Φ2
∣∣∣∣
Φ→Θ
(χ cos(ωΦt))
2
=
[
ω˜Tj(Θ)− χ
2
4
∂2ω˜Tj
∂Φ2
∣∣∣∣
Φ→Θ
]
+
∂ω˜Tj
∂Φ
∣∣∣∣
Φ→Θ
χ cos(ωΦt) +
χ2
4
∂2ω˜Tj
∂Φ2
∣∣∣∣
Φ→Θ
cos(2ωΦt).
(A18)
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There is a similar expansion for the coupling Jx. In a frame rotating at the qubit frequencies for χ = 0, oscillating σz
terms and DC exchange coupling terms time average to zero. This means that the time averaged qubit frequencies and
couplings becomes
ω¯Tj(Φ(t)) = ω˜Tj(Θ)− χ
2
4
∂2ω˜Tj
∂Φ2
∣∣∣∣
Φ→Θ
, (A19a)
J¯x(Φ(t), t) =
∂J˜x
∂Φ
∣∣∣∣∣
Φ→Θ
χ cos(ωΦt) +
χ2
4
∂2J˜x
∂Φ2
∣∣∣∣∣
Φ→Θ
cos(2ωΦt). (A19b)
Because there is a drive-induced qubit shift, all N qubits will acquire a phase during the flux modulation pulse.
This phase may be compensated after by applying single-qubit Z-gates. In a frame rotating with Hˆ0 (including the
drive-induced shift) the Hamiltonian is
Hˆ = −∆¯T1
2
σzT1 +
n∑
i=1
Jzi
2
σzT1σ
z
i + J¯
x(Φ(t), t)
(
σ+T1σ
−
T2 + σ
−
T1σ
+
T2
)
. (A20)
Now in order to fix the oscillation of the exchange coupling and create the controlled iswap gate we require the flux
frequency to be resonant with the phase when the target qubits are in the |1〉 state, i.e., ωΦ = ∆¯T1 +
∑n
i=1 J
z
i . In a
frame rotating with the diagonal the Hamiltonian takes the form
Hˆ =J¯x(Φ(t), t)ei(∆¯T1−
∑n
i=1 J
z
i σ
z
i )t
(
σ+T1σ
−
T2 + σ
−
T1σ
+
T2
)
=χ
∂J˜x
∂Φ
∣∣∣∣∣
Φ→Θ
|1˜〉〈1˜|C ⊗
(
σ+T1σ
−
T2 + σ
−
T1σ
+
T2
)
,
(A21)
where we have used to rotating wave approximation to remove all fast rotating terms, i.e., all terms other than the
term where all control qubits are in the state |1〉. Note that there is also a resonant coupling at 2ωΦ = ∆¯T1 +
∑n
i=1 J
z
i ,
in which case the exchange coupling is via the second order terms in Eq. (A19b)
Appendix B: Realistic parameters
Here we presents parameters for the circuit model in Fig. 3(a), which yields the desired gate model of Fig. 3(b). The
parameters are found by calculating the gate model parameters presented in Appendix A and then minimizing a cost
function which returns a low value when the requirements of the gate model are met. The minimization is done with
using the simplex method, with randomized starting points, since many solutions exists. In order to judge the quality
of the circuit parameters we also calculate the relative anharmonicity of the two-level systems, i.e., the difference
between the 01 and the 12 transition, and the ratio between the effective Josephson energy and the effective capacitive
energy.
The circuit parameters obtained are presented in Table II and corresponding parameters can be seen in Table III. In
Table IV we present quality parameters (anharmonicities and effective Josephson junction and effective capacitance
ratios) for the corresponding models. The parentheses in Tables III and IV indicates the error on the parameters, when
assuming fabrication error on the circuit parameters in Table II. The errors are found using Monte Carlo simulations,
where circuit parameters are drawn from a normal distribution centered around the experimental values presented in
Table II, with one standard deviation corresponding to a 5% error in the gate parameter. This correspond to 95%
of the drawn samples being within a 10% error. The resulting errors in Tables III and IV corresponds one standard
deviation.
Note that while it might look problematic that exchange coupling, Jx, is not significantly lower than the longitudinal
coupling, Jz, this is not the case as the coupling of the gate is due to the first or second order term in Eq. (A19b).
This means that we can lower the exchange coupling to a desirable level when operating the gate. It is, however,
important that Jx is significantly lower than the detuning of the target qubit, which is indeed the case in all cases.
Note that all qubits have an anharmonicity above 2 %, which is sufficient in order to suppress higher order levels in
the anharmonic oscillator [59]. We also note that the ratio between effective Josephson energy and effective capacitance
are above 70, which is sufficient in order to suppress significant charge noise [59].
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Table II. Circuit parameters for implementing possible controlled iswap gates. Since the circuit parameter space is rather large
we have several possible solutions; some, but far from all, possible solutions are show in the table. Here E1, ET1, ET2, ETB ,
and Ez,i indicate the Josephson junction of the control qubit, target qubits, the tunable bus qubit, and the coupling between
the target qubit and the control qubit, respectively; C1, CT1, CT2, CTB , Cz, and Cx indicate the capacitance of the control
qubit, the target qubits, and the couplings between them, respectively. Corresponding gate parameters can be seen in Table III.
E1 ET1 ET2 ETB Ez,1 C1 CT1 CT2 CTB Cz Cx
# [2piGHz] [2piGHz] [2piGHz] [2piGHz] [2piGHz] [fF] [fF] [fF] [fF] [fF] [fF]
1 44.22 12.63 11.44 0.41 14.70 1.00 1.00 68.32 100.00 54.26 27.16
2 24.88 21.28 53.12 1.46 9.18 41.84 31.47 12.39 27.92 6.74 7.46
3 8.10 33.93 44.86 5.09 58.93 16.63 16.93 29.69 8.35 10.01 1.00
4 0.09 0.01 13.27 0.41 33.39 8.28 19.38 36.98 99.30 60.64 35.75
5 32.32 20.14 35.10 0.51 24.50 4.80 1.00 1.00 82.82 79.21 20.58
6 20.48 0.01 17.14 1.03 50.65 1.01 23.85 61.90 39.50 45.53 10.27
7 52.99 45.93 29.78 1.04 6.44 8.21 3.06 27.90 39.54 70.97 9.79
8 29.58 7.72 21.40 0.71 28.64 26.54 32.89 33.37 56.54 1.00 16.55
9 9.50 26.92 31.10 2.90 8.08 72.77 37.09 30.97 12.31 49.03 7.34
10 10.77 10.58 17.51 1.59 16.70 56.66 7.18 61.71 23.92 52.22 10.16
Table III. Gate model parameters for implementing possible controlled iswap gates corresponding to the circuit parameters in
Table II. Since the circuit parameter space is rather large we have several possible solutions; some, but far from all, possible
solutions are show in the table. Column 1-4 shows the dressed qubit frequencies. Column 5 and 6 shows the couplings seen in
Eq. (A15) and Eq. (A17b). The parentheses indicates the error in the parameters when assuming an fabrication error of 10 %
on the circuit parameters in Table II.
ω1 ωT1 ωTB ωT2 J
z Jx
# [2piGHz] [2piGHz] [2piGHz] [2piGHz] [2piMHz] [2piMHz]
1 16.61(43) 7.21(20) 1.08(4) 3.98(12) −90.7(52) 8.2(8)
2 9.63(26) 8.90(37) 3.82(13) 17.65(52) −55.6(34) 20.7(22)
3 16.37(50) 18.56(43) 13.37(46) 14.85(51) −299.6(107) 27.3(193)
4 8.45(31) 4.82(18) 1.06(4) 4.51(12) −148.9(41) 11.8(10)
5 14.66(32) 10.13(26) 1.34(5) 11.54(40) −123.9(63) 11.1(9)
6 17.69(47) 10.28(1109) 2.70(9) 5.82(22) −252.8(73) 14.3(16)
7 18.51(46) 15.92(45) 2.73(9) 10.18(25) −41.1(29) 13.6(13)
8 15.84(55) 7.09(18) 1.88(6) 7.30(20) −141.6(59) 12.2(13)
9 4.71(14) 2.90(281) 7.62(22) 10.64(35) −35.6(19) 16.7(1107)
10 6.07(18) 7.41(18) 4.19(12) 5.87(20) −93.5(39) 47.3(75)
Table IV. Quality parameters for implementing possible controlled iswap gates corresponding to the circuit parameters in
Table II. α are the relative anharmonicities of the qubits, while EJ/EC are the ratios between the effective Josephson energy
and effective capacitive energy. The parentheses indicates the error in the parameters when assuming an fabrication error of 10
% on the circuit parameters in Table II.
# α1 [%] αT1 [%] αTB [%] αT2 [%] E
J
1 /E
C
1 E
J
T1/E
C
T1 E
J
TB/E
C
TB E
J
T2/E
C
T2
1 −2.1(1) −2.5(1) −2.1(1) −2.0(1) 85.1(40) 77.1(45) 73.6(49) 71.4(39)
2 −2.1(1) −2.1(1) −2.1(1) −2.0(1) 83.9(45) 81.4(39) 74.3(49) 73.7(39)
3 −2.6(1) −2.1(1) −2.1(1) −2.1(1) 80.2(47) 120.6(62) 74.3(51) 73.3(46)
4 −2.6(1) −2.1(1) −2.0(1) −2.0(1) 76.4(43) 164.4(103) 74.4(49) 72.4(39)
5 −2.1(1) −2.1(1) −2.0(1) −2.0(1) 93.3(41) 104.9(57) 74.7(51) 74.3(45)
6 −2.3(1) −2.1(3) −2.0(1) −2.0(1) 85.7(39) 117.1(70) 74.4(50) 72.4(42)
7 −2.1(1) −2.1(1) −2.1(1) −2.0(1) 76.9(37) 79.6(38) 73.9(50) 72.1(39)
8 −2.2(1) −2.1(1) −2.1(1) −2.0(1) 82.7(50) 123.6(67) 73.9(48) 72.2(39)
9 −2.1(1) −4.2(7) −2.0(1) −2.0(1) 88.7(48) 144.9(71) 74.5(46) 71.9(40)
10 −2.1(1) −2.4(1) −2.1(1) −2.0(1) 105.4(57) 75.7(34) 74.3(47) 73.3(42)
