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Abstract
Using the theory of signatures of hermitian forms over algebras with in-
volution, developed by us in earlier work, we introduce a notion of positivity
for symmetric elements and prove a noncommutative analogue of Artin’s so-
lution to Hilbert’s 17th problem, characterizing totally positive elements in
terms of weighted sums of hermitian squares. As a consequence we obtain
an earlier result of Procesi and Schacher and give a complete answer to their
question about representation of elements as sums of hermitian squares.
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1 Introduction
We use the theory of signatures of hermitian forms, a tool we developed and stud-
ied in [1] and [2], to introduce a natural notion of positivity for symmetric ele-
ments in an algebra with involution, inspired by the theory of quadratic forms;
signatures of one-dimensional hermitian forms over algebras with an involution
can take values outside of {−1, 1} and it is therefore natural to single out those
symmetric elements whose associated hermitian form has maximal signature at a
given ordering. We call such elements maximal at the ordering and characterize
the elements that are maximal at all orderings in terms of weighted sums of her-
mitian squares, thus obtaining an analogue of Artin’s solution to Hilbert’s 17th
problem for algebras with involution, cf. Section 3. The proof is obtained via
signatures, allowing us to use the hermitian version of Pfister’s local-global prin-
ciple. This provides a short and conceptual argument, based on torsion in the Witt
group.
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Procesi and Schacher [13] already considered such a noncommutative version
of Artin’s theorem in this context, using a notion of positivity based on involution
trace forms which goes back to Weil [17]. They showed that every totally posi-
tive element (in their sense) in an algebra with involution is a sum of squares of
symmetric elements, and thus of hermitian squares, with weights, cf. [13, Theo-
rem 5.4]. They also asked if these weights could be removed [13, p. 404]. The
answer to this question is in general no, as shown in [6].
Our approach via signatures makes it possible to obtain the sum of hermitian
squares version of their theorem as a consequence of Theorem 3.6. It also al-
lows us to single out the set of orderings relevant to their question (the non-nil
orderings) and to rephrase it in a natural way, which can then be fully answered
(Theorem 4.18).
2 Algebras with involution and signatures of hermi-
tian forms
We present the notation and main tools used in this paper and refer to the standard
references [7], [8], [9] and [16] as well as [1] and [2] for the details.
2.1 Algebras with involution, hermitian forms
For a ring A, an involution σ on A and ε ∈ {−1, 1}, we denote the set of ε-
symmetric elements of A with respect to σ by Symε(A, σ) = {a ∈ A | σ(a) = εa}.
We also denote the set of invertible elements of A by A× and let Symε(A, σ)× :=
Symε(A, σ) ∩ A×.
Let F be a field of characteristic different from 2. We denote by W(F) the
Witt ring of F, by XF the space of orderings of F, and by FP a real closure of F
at an ordering P ∈ XF . We allow for the possibility that F is not formally real,
i.e. that XF = ∅. By an F-algebra with involution we mean a pair (A, σ) where A
is a finite-dimensional simple F-algebra with centre a field K, equipped with an
involution σ : A → A, such that F = K ∩ Sym(A, σ). Observe that dimF K 6 2.
We say that σ is of the first kind if K = F and of the second kind otherwise. We
let ι = σ|K and note that ι = idF if σ is of the first kind. If A is a division algebra,
we call (A, σ) an F-division algebra with involution.
Let (A, σ) be an F-algebra with involution. It follows from the structure theory
of F-algebras with involution that A is isomorphic to a full matrix algebra Mℓ(D)
for a unique ℓ ∈ N and an F-division algebra D (unique up to isomorphism)
which is equipped with an involution ϑ of the same kind as σ, cf. [8, Thm. 3.1].
For B = (bi j) ∈ Mℓ(D) we let ϑt(B) = (ϑ(b ji)). We denote Brauer equivalence
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by ∼, isomorphism by  and isometry of forms by ≃.
For ε ∈ {−1, 1} we write Wε(A, σ) for the Witt group of Witt equivalence
classes of nonsingular ε-hermitian forms, defined on finitely generated right A-
modules. Note that Wε(A, σ) is a W(F)-module. For a nonsingular ε-hermitian
form h over (A, σ) the notation h ∈ Wε(A, σ) signifies that h is identified with its
Witt class in Wε(A, σ).
For a1, . . . , ak ∈ F the notation 〈a1, . . . , ak〉 stands for the quadratic form
(x1, . . . , xk) ∈ Fk 7→ ∑ki=1 aix2i ∈ F, as usual, whereas for a1, . . . , ak in Symε(A, σ)
the notation 〈a1, . . . , ak〉σ stands for the diagonal ε-hermitian form
((x1, . . . , xk), (y1, . . . , yk)) ∈ Ak × Ak 7→
k∑
i=1
σ(xi)aiyi ∈ A.
In each case, we call k the dimension of the form.
In this paper, we are mostly interested in hermitian forms (ε = 1) and only
occasionally in skew-hermitian forms (ε = −1). When ε = 1, we write Sym(A, σ)
and W(A, σ) instead of Sym1(A, σ) and W1(A, σ), respectively.
Let h : M × M → A be a hermitian form over (A, σ). We sometimes write
(M, h) instead of h. The rank of h, rk(h), is the rank of the A-module M. The set
of elements represented by h is denoted by
D(A,σ)(h) := {u ∈ Sym(A, σ) | ∃x ∈ M such that h(x, x) = u}.
We denote by Int(u) the inner automorphism determined by u ∈ A×, where
Int(u)(x) := uxu−1 for x ∈ A.
Remark 2.1. If F is not formally real, many results in this paper are trivially
true since W(A, σ) is torsion in this case (see [11, Theorem 4.1] and note that this
theorem, being a reformulation of [11, Theorem 3.2], is actually valid for any field
of characteristic not 2).
2.2 Morita theory
For the remainder of the paper we fix some field F of characteristic not 2 and
some F-algebra with involution (A, σ), where dimK A = m = n2 and A  Mℓ(D)
for some F-division algebra D which is equipped with an involution ϑ of the same
kind as σ. Recall that the integer n is called the degree of A, deg A.
By [8, 4.A], there exists ε ∈ {−1, 1} and an invertible matrix Φ ∈ Mℓ(D) such
that ϑ(Φ)t = εΦ and (A, σ)  (Mℓ(D), adΦ), where adΦ = Int(Φ)◦ϑt. (In fact, Φ is
the Gram matrix of an ε-hermitian form over (D, ϑ).) Note that adΦ = adλΦ for all
λ ∈ F× and that ε = 1 when σ and ϑ are of the same type. We fix an isomorphism
of F-algebras with involution f : (A, σ) → (Mℓ(D), adΦ).
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Lemma 2.2. We may choose ϑ above such that ε = 1, except when A  Mℓ(F)
with ℓ even and σ symplectic, in which case (D, ϑ, ε) = (F, idF,−1).
Proof. We consider all possible cases, with reference to [8, Corollary 2.8] for
involutions of the first kind.
Case 1: σ, and thus ϑ, of the second kind. In this case, if ε = −1, let u ∈ K×
be such that ϑ(u) = −u and replace ϑ by Int(u) ◦ ϑ and Φ by uΦ.
Case 2: σ, and thus ϑ, of the first kind and deg D even. Then D can be
equipped with both orthogonal and symplectic involutions and so we may choose
ϑ to be of the same type as σ so that ϑ(Φ)t = Φ.
Case 3: σ, and thus ϑ, of the first kind, deg D odd and deg A also odd. In this
case, D = F, ϑ = idF, A is split (i.e. A ∼ F) and σ must be orthogonal. Thus
ε = 1 since ϑ and σ are both orthogonal.
Case 4: σ, and thus ϑ, of the first kind, deg D odd and deg A even. In this case,
D = F, ϑ = idF and A is split. If σ is orthogonal, then ε = 1 since ϑ and σ are
both orthogonal. If σ is symplectic, then ε = −1. 
Given an F-algebra with involution (B, τ) we denote by Hermε(B, τ) the cat-
egory of ε-hermitian forms over (B, τ) (possibly singular), cf. [7, p. 12]. The
isomorphism f trivially induces an equivalence of categories f∗ : Herm(A, σ) −→
Herm(Mℓ(D), adΦ). Furthermore, the F-algebras with involution (A, σ) and (D, ϑ)
are Morita equivalent, cf. [7, Chapter I, Theorem 9.3.5]. In this paper we make
repeated use of a particular Morita equivalence between (A, σ) and (D, ϑ), follow-
ing the approach in [12] (see also [1, §2.4] for the case of nonsingular forms and
[1, Proposition 3.4] for a justification of why using this equivalence is as good as
using any other equivalence), namely:
Herm(A, σ) f∗ // Herm(Mℓ(D), adΦ) s // Hermε(Mℓ(D), ϑt) g // Hermε(D, ϑ),
(2.1)
where s is the scaling by Φ−1 Morita equivalence, given by (M, h) 7→ (M,Φ−1h)
and g is the collapsing Morita equivalence, given by (M, h) 7→ (Dk, b), where k
is the rank of M as Mℓ(D)-module. Under the isomorphism M  (Dℓ)k, h can be
identified with the form (Mk,ℓ(D), 〈B〉ϑt) for some matrix B ∈ Mk(D) that satisfies
ϑt(B) = εB and we take for b the ε-hermitian form whose Gram matrix is B. Note
that 〈B〉ϑt(X, Y) := ϑ(X)tBY for all X, Y ∈ Mk,ℓ(D).
2.3 Signatures of hermitian forms
We defined signatures of nonsingular hermitian forms over (A, σ) in [1], inspired
by [4], and gave a more concise presentation in [2, §2], which we will follow in
this section and to which we refer for the details. (We called them H-signatures
in [1] and [2] to differentiate them from the signatures in [4].)
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Let P ∈ XF and consider the sequence of group morphisms (cf. [2, Dia-
gram (1)])
W(A, σ) rP // W(A ⊗F FP, σ ⊗ id) µP // WεP(DP, ϑP)
signP
// Z, (2.2)
where rP is induced by the canonical extension of scalars map, A⊗F FP is a matrix
algebra over DP, ϑP is an involution on DP, µP is an isomorphism induced by
Morita equivalence (for example, the isomorphism induced by (2.1) with (A ⊗F
FP, σ ⊗ id) in the role of (A, σ)) and signP is zero if εP = −1 and the Sylvester
signature at the unique ordering of FP, otherwise (in which case (DP, ϑP) is one
of (FP, idFP ), (FP(
√
−1), ) or ((−1,−1)FP , ), where denotes conjugation).
Diagram (2.2) defines a morphism of groups sµP : W(A, σ) → Z. The map µP
is not canonical and a different choice may at most result in multiplying sµP by
−1. We define the set of nil-orderings of (A, σ) as follows:
Nil[A, σ] := {P ∈ XF | sµP = 0}
and note that it does not depend on the choice of µP, but only on the Brauer class
of A and the type of σ. For convenience we also introduce
X˜F := XF \ Nil[A, σ],
which does not indicate the dependence on (A, σ) in order to avoid cumbersome
notation.
Given P ∈ XF, we define signηP, the signature at P of nonsingular hermitian
forms over (A, σ), as follows (see also [1] and [2]):
(i) if P ∈ Nil[A, σ], we let signηP = 0;
(ii) if P ∈ X˜F, signηP will be either sµP or −sµP . In [1, Theorem 6.4] we proved
that there exists a finite tuple η = (η1, . . . , ηt) of nonsingular hermitian forms
(which can all be chosen to be diagonal of dimension 1) such that for every
Q ∈ X˜F , sµQ(η) , (0, . . . , 0). Using η as provided by this theorem, let i be the
least integer such that sµP(ηi) , 0. We choose signηP ∈ {−sµP , sµP} such that
signηP ηi > 0.
In [2, Proposition 3.2] we showed that the tuple η (called a tuple of reference forms
for (A, σ)) can be replaced by a single diagonal hermitian form (called a reference
form for (A, σ)) which may have dimension greater than one.
Remark 2.3. If η = (η1, . . . , ηt) is a tuple of reference forms for (A, σ), then
η′ = (〈1〉σ, η1, . . . , ηt) is also a tuple of reference forms, with the property that if
sµP〈1〉σ , 0, then signη
′
P 〈1〉σ > 0. More generally, for every hermitian form η0
over (A, σ), the tuple (η0, η1, . . . , ηt) will also be a tuple of reference forms.
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Remark 2.4. Let (A, σ) and (B, τ) be Morita equivalent F-algebras with involu-
tion. Denoting this equivalence by µ and letting η = (η1, . . . , ηt) be a tuple of
reference forms for (A, σ), it follows from [2, Theorem 4.2] that (µ(η1), . . . , µ(ηt))
is a tuple of reference forms for (B, τ).
Lemma 2.5. If (D, ϑ, ε) = (F, idF,−1), then X˜F = ∅.
Proof. Using the notation from Section 2.2, we have (A, σ)  (Mℓ(F), adΦ), where
Φ is a skew-symmetric matrix over F. Let P ∈ XF. Then (A ⊗F FP, σ ⊗ id) 
(Mℓ(FP), adΦ⊗id) and so W(Mℓ(FP), adΦ⊗id)  W−1(FP, idFP ) by (2.2). It follows
that εP = −1 in (2.2) and so P ∈ Nil[A, σ]. 
Use of the notation signηP h assumes that η is some tuple of reference forms for
(A, σ) and that h is a nonsingular hermitian form over (A, σ). Also, if F has only
one ordering P, we write signη instead of signηP.
2.4 The nonsingular part of a hermitian form
Let u be an element in Sym(A, σ), not necessarily invertible. In the next sections
we examine the “positivity” of u and its relation to sums of hermitian squares in
terms of the associated hermitian form 〈u〉σ over (A, σ), which may be singular.
The properties that we are interested in only depend on the nonsingular part of
〈u〉σ, which motivates the remainder of this section.
We start with two lemmas, corresponding to [7, Chapter I, Lemma 6.2.3]
and [7, Chapter I, Proposition 6.2.4], but stated for possibly singular ε-hermitian
forms.
Lemma 2.6. Let (D, ϑ) be an F-division algebra with involution and let (M, h) be
an ε-hermitian form over (D, ϑ), where ε ∈ {−1, 1}. Assume that h(x, x) = 0 for
all x ∈ M. Then
h = 0 or (D, ϑ, ε) = (F, idF ,−1).
Proof. Assume h , 0 and let x, z ∈ M be such that h(x, z) = α , 0. Let d ∈ D×
and let y = zα−1d. Then h(x, y) = d, and the proof proceeds as in the proof of [7,
Chapter I, Lemma 6.2.3]: assuming that ϑ is nontrivial, we reach a contradiction
and the rest of the lemma follows. 
Lemma 2.7. Let (D, ϑ) be an F-division algebra with involution and let (M, h) be
an ε-hermitian form over (D, ϑ), where ε ∈ {−1, 1}. Assume that the Gram matrix
of h is H. Then there exists an invertible matrix G ∈ Mℓ(D) such that
ϑ(G)tHG = diag(u1, . . . , uk, 0, . . . , 0),
where u1, . . . , uk ∈ Sym(D, ϑ)×, except when (D, ϑ, ε) = (F, idF ,−1), in which
case they are elements of Sym−1(M2(F), t)×.
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Proof. Assume first that (D, ϑ, ε) , (F, idF ,−1). If h = 0, there is nothing to
prove. Otherwise, there exists x ∈ M such that h(x, x) , 0, by Lemma 2.6. Then
M = xD ⊕ (xD)⊥ and the result follows by induction.
Finally, if (D, ϑ, ε) = (F, idF ,−1), the result is well-known. 
Let (A, σ) be an F-algebra with involution and fix an isomorphism f : (A, σ) →
(Mℓ(D), Int(Φ) ◦ ϑt) as at the start of Section 2.2. Let u ∈ Sym(A, σ). Since
Φ
−1 f (u) ∈ Symε(Mℓ(D), ϑt), it is the Gram matrix of an ε-hermitian form over
(D, ϑ) and thus, by Lemma 2.7, there exists an invertible matrix G ∈ Mℓ(D) such
that
ϑ(G)t(Φ−1 f (u))G = diag(u1, . . . , uk, 0, . . . , 0), (2.3)
where u1, . . . , uk are as in Lemma 2.7. For i = 1, . . . , k, let ϕi denote the ε-
hermitian form over (D, ϑ) with Gram matrix ui.
The F-algebras with involution (A, σ) and (D, ϑ) are Morita equivalent, cf. [7,
Chapter I, Theorem 9.3.5]. Consider the hermitian form 〈u〉σ over (A, σ). Un-
der the equivalences depicted in (2.1), 〈u〉σ corresponds to the scaled ε-hermitian
form 〈Φ−1 f (u)〉ϑt over (Mℓ(D), ϑt), which then corresponds to the collapsed ℓ-
dimensional ε-hermitian form ϕ with Gram matrix diag(u1, . . . , uk, 0, . . . , 0). Note
that
ϕ = ϕ1 ⊥ . . . ⊥ ϕk ⊥ 0 ⊥ . . . ⊥ 0.
For i ∈ {1, . . . , k}, the preimage of ϕi under these equivalences is a nonsingular
hermitian form over (A, σ) which we denote by hi. Consequently we obtain the
orthogonal decomposition
〈u〉σ ≃ h1 ⊥ . . . ⊥ hk ⊥ 0 ⊥ . . . ⊥ 0,
where 0 denotes the zero form of rank 1 over (A, σ). The form h1 ⊥ . . . ⊥ hk is
nonsingular and we denote it by 〈u〉nsσ . Note that a standard argument shows that
〈u〉nsσ is uniquely determined by 〈u〉σ up to isometry.
More generally, let h be a (not necessarily diagonal) hermitian form over
(A, σ). By the same reasoning as above there exists a nonsingular hermitian form
hns (also uniquely determined by h up to isometry) such that
h ≃ hns ⊥ 0,
where 0 is the zero form over (A, σ) of suitable rank.
The following result characterizes the representation of not necessarily invert-
ible elements in Sym(A, σ) in terms of hermitian forms.
Proposition 2.8. Let h be a hermitian form over (A, σ) and let u ∈ Sym(A, σ).
The following statements are equivalent:
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(i) u ∈ D(A,σ)(2r × h) for some r ∈ N.
(ii) The form 〈u〉nsσ is a subform of 2r′ × h for some r′ ∈ N.
Proof. We use the notation from the beginning of this section and denote being
a subform by 6. Assume first that (D, ϑ, ε) , (F, idF ,−1). With reference to the
equivalences in (2.1), we have the following equivalent statements (with justifica-
tions below):
∃r ∈ N u ∈ D(A,σ)(2r × h)
⇔ ∃r ∈ N Φ−1 f (u) ∈ D(Mℓ(D),ϑt)(2r ×Φ−1 f∗(h)) (2.4)
⇔ ∃r ∈ N ϑ(G)t(Φ−1 f (u))G = diag(u1, . . . , uk, 0, . . . , 0)
∈ D(Mℓ(D),ϑt)(2r ×Φ−1 f∗(h)) (2.5)
⇔ ∃s ∈ N∀i = 1, . . . , k diag(ui, . . . , ui) ∈ D(Mℓ(D),ϑt)(2s × Φ−1 f∗(h)) (2.6)
⇔ ∃s ∈ N∀i = 1, . . . , k 〈diag(ui, . . . , ui)〉ϑt 6 2s × Φ−1 f∗(h)
⇔ ∃s ∈ N ℓ × 〈u1〉ϑ, . . . , ℓ × 〈uk〉ϑ 6 2s × g(Φ−1 f∗(h)) (2.7)
⇔ ∃s1 ∈ N 〈u1〉ϑ, . . . , 〈uk〉ϑ 6 2s1 × g(Φ−1 f∗(h))
⇔ ∃s2 ∈ N 〈u1〉ϑ ⊥ . . . ⊥ 〈uk〉ϑ 6 2s2 × g(Φ−1 f∗(h))
⇔ ∃r′ ∈ N 〈u〉nsσ = h1 ⊥ . . . ⊥ hk 6 2r
′ × h. (2.8)
The justifications are as follows: (2.4) follows by scaling, (2.7) follows by col-
lapsing and (2.8) follows by the full sequence of equivalences in (2.1) (between
(D, ϑ) and (A, σ)) and the observations preceding the proposition. Both direc-
tions of (2.6) follow by applying sufficiently many transformations of the form
X 7→ ϑ(Q)tXQ to diag(u1, . . . , uk, 0, . . . , 0) or u1Iℓ, . . . , ukIℓ, where Q is
diag(0, . . . , 0, 1, 0, . . . , 0) (where 1 can be in any position)
or a permutation matrix, and summing the results.
Finally, if (D, ϑ, ε) = (F, idF,−1), the same argument works mutatis mutandis,
using ui ∈ Sym−1(M2(D), ϑt)×, noting that the step from (2.5) to (2.6) works since
ℓ is even (indeed, Φ is an invertible skew-symmetric matrix over F in the case
under consideration, and is thus of even dimension). 
3 Maximal elements and sums of hermitian squares
In contrast to quadratic forms, the signature of nonsingular hermitian forms of
dimension one can take more than just two values. It is therefore natural to sin-
gle out those elements u in Sym(A, σ) whose associated hermitian form 〈u〉σ has
8
maximal possible signature, leading to a natural notion of positivity, which we call
η-maximality (where η is a tuple of reference forms for (A, σ)), cf. Definition 3.1.
Our main result, Theorem 3.6, shows that, as in the quadratic forms case,
Pfister’s local-global principle can be used to characterize “totally positive” ele-
ments in terms of (weighted) sums of hermitian squares, providing an extension
of Artin’s result to algebras with involution.
We treat the case of invertible elements first in Theorem 3.3 since its proof is
more streamlined and the arguments appear more clearly.
Definition 3.1. Let P ∈ XF and let η be a tuple of reference forms for (A, σ).
(i) Let
mP := max{signηP〈a〉σ | a ∈ Sym(A, σ)×}.
We call u ∈ Sym(A, σ)× η-maximal at P if signηP〈u〉σ = mP.
(ii) We call a nonsingular hermitian form h of rank k over (A, σ) η-maximal at
P if for every nonsingular form h′ of rank k over (A, σ) we have signηP h >
signηP h′.
(iii) We call a hermitian form h over (A, σ) (resp. an element u ∈ Sym(A, σ))
η-maximal at P if hns (resp. 〈u〉nsσ ) is η-maximal at P.
Observe that mP does not depend on the choice of η.
Proposition 3.2. Let P ∈ XF and let
MP := max{signηP h | h is a rank 1 nonsingular hermitian form over (A, σ)}.
Then
(i) max{signηP h | h is a rank t nonsingular hermitian form over (A, σ)} = tMP;
(ii) mP = ℓMP.
Proof. If P ∈ Nil[A, σ], then mP = MP = 0, so we may assume that P ∈ X˜F.
(i) Let h be a nonsingular form of rank t. Since h is an orthogonal sum of forms
of rank 1, signηP h 6 tMP. The equality follows by taking a form h0 of rank 1 such
that signηP h0 = MP and considering t × h0.
(ii) The inequality mP 6 ℓMP follows from the fact that a form of dimension 1
has rank ℓ and thus is an orthogonal sum of ℓ hermitian forms of rank 1. For the
other inequality, we now construct a form of dimension 1 and signature ℓMP.
Using the notation introduced in Section 2.2, the tuple η of reference forms
for (A, σ) obviously behaves as follows under the equivalences in (2.1):
η
✤
// f∗(η) ✤ // (s ◦ f∗)(η) ✤ // (g ◦ s ◦ f∗)(η),
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where ε = 1 since P ∈ X˜F , cf. Lemmas 2.5 and 2.2. Since signature and rank
are preserved under Morita equivalence (cf. [2, Theorem 4.2] and [3, §2.2]), there
exists a form 〈d〉ϑ of rank 1 over (D, ϑ) such that sign(g◦s◦ f∗)(η)P 〈d〉ϑ = MP. Let
w = diag(d, . . . , d) ∈ Mℓ(D) and consider the form 〈w〉ϑt . Then (2.1) yields forms
〈 f −1(Φw)〉σ and 〈Φw〉adΦ such that
〈 f −1(Φw)〉σ ✤ // 〈Φw〉adΦ ✤ // 〈w〉ϑt ✤ // ℓ × 〈d〉ϑ
(note that s(〈u〉adΦ) := Φ−1〈u〉adΦ = 〈Φ−1u〉ϑt for u ∈ Mℓ(D), which is easy to
check). Then, by [2, Theorem 4.2],
signηP〈 f −1(Φw)〉σ = ℓ sign(g◦s◦ f∗)(η)P 〈d〉ϑ = ℓMP. 
3.1 The case of invertible elements
Let b1, . . . , bt ∈ F×. We use the notation 〈〈b1, . . . , bt〉〉 := 〈1, b1〉 ⊗ · · · ⊗ 〈1, bt〉 for
Pfister forms and also write
H(b1, . . . , bt) := {P ∈ XF | b1, . . . , bt ∈ P}
for the corresponding Harrison set. Note that such Harrison sets form a basis of
the Harrison topology on XF .
Theorem 3.3. Let b1, . . . , bt ∈ F×, π = 〈〈b1, . . . , bt〉〉, Y = H(b1, . . . , bt) and η be a
tuple of reference forms for (A, σ). Assume that a ∈ Sym(A, σ)× is η-maximal at
all P ∈ Y. Let u ∈ Sym(A, σ)×. The following statements are equivalent:
(i) u is η-maximal at all P ∈ Y.
(ii) u ∈ D(A,σ)(2s × π ⊗ 〈a〉σ) for some s ∈ N.
Proof. Assume (i). It follows from the assumptions that signηP〈a,−u〉σ = 0 for all
P ∈ Y . Hence signηP(π ⊗ 〈a,−u〉σ) = signP π · signηP〈a,−u〉σ = 0 for all P ∈ XF.
Thus π ⊗ 〈a,−u〉σ is torsion in W(A, σ) by [11, Theorem 4.1]. In other words,
there exists s ∈ N such that 2s×π⊗〈a,−u〉σ = 0 in W(A, σ) by [15, Theorem 5.1],
from which (ii) follows.
Assume (ii), i.e. assume that u ∈ D(A,σ)(h), where h = 2s × π ⊗ 〈a〉σ. Then
u = h(x, x) for some x ∈ M = Ar, where r = 2s+t. Since u is invertible, a standard
argument shows that M = xA ⊕ (xA)⊥h . Thus
h ≃ 〈u〉σ ⊥ h′,
for some hermitian form h′ over (A, σ) of rank ℓ(2s+t − 1) (since A  Mℓ(D), for
some F-division algebra D). By assumption we have for every P ∈ Y that
signηP h = 2
s+tmP = signηP〈u〉σ + signηP h′. (3.1)
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Since signηP〈u〉σ 6 mP and signηP h′ 6 mPℓ rk(h′) = mP(2s+t−1) (by Proposition 3.2),
these inequalities are in fact equalities by (3.1), and (i) follows. 
Remark 3.4. If P ∈ Nil[A, σ], then the statement “u is η-maximal at P” is trivially
true. Thus Theorem 3.3(i) only needs to be checked for P ∈ Y ∩ X˜F .
3.2 The general case
The following result is the equivalent of Theorem 3.3 when u is not necessarily
invertible.
Proposition 3.5. Let b1, . . . , bt ∈ F×, π = 〈〈b1, . . . , bt〉〉, Y = H(b1, . . . , bt) and η be
a tuple of reference forms for (A, σ). Assume that a ∈ Sym(A, σ)× is η-maximal
at all P ∈ Y. Let h be a hermitian form over (A, σ). The following statements are
equivalent:
(i) hns is η-maximal at all P ∈ Y.
(ii) hns is a subform of 2k × π ⊗ 〈a〉σ for some k ∈ N.
Proof. (i) ⇒ (ii): We write h ≃ hns ⊥ 0 and let r := rk(hns). Let P ∈ Y . By
Proposition 3.2 it follows that signηP hns = rmP/ℓ. Note that sign
η
P〈a〉σ = mP
and that rk(〈a〉σ) = ℓ. It follows that signηP(r × 〈a〉σ − ℓ × hns) = 0 for every
P ∈ Y . Therefore, by Pfister’s local-global principle ([11, Theorem 4.1], [15,
Theorem 5.1]), there exists k ∈ N such that 2kℓ × π ⊗ hns ≃ 2kr × π ⊗ 〈a〉σ and the
result follows.
(ii) ⇒ (i): Let P ∈ Y . By the assumption on a and Proposition 3.2, 2k×π⊗〈a〉σ
is η-maximal. The conclusion follows by the additivity of signηP. 
It follows from Proposition 2.8 and Proposition 3.5 that
Theorem 3.6. Let b1, . . . , bt ∈ F×, π = 〈〈b1, . . . , bt〉〉, Y = H(b1, . . . , bt) and η be a
tuple of reference forms for (A, σ). Assume that a ∈ Sym(A, σ)× is η-maximal at
all P ∈ Y. Let u ∈ Sym(A, σ). The following statements are equivalent:
(i) u is η-maximal at all P ∈ Y.
(ii) u ∈ D(A,σ)(2k × π ⊗ 〈a〉σ) for some k ∈ N.
To conclude this section we consider (A, σ) = (Mn(F), t), where t denotes
transposition, and obtain a result similar to a classical theorem of Gondard and
Ribenboim [5, The´ore`me 1]:
Corollary 3.7. A symmetric matrix over F is positive semidefinite at all P ∈ XF if
and only if it is a sum of hermitian squares in (Mn(F), t).
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Proof. We may take η = (〈1〉t) as a tuple of reference forms for (A, σ) since
signηP〈1〉t = n for every P ∈ XF . Note that X˜F = XF . Let U ∈ Sym(Mn(F), t). Then
U is positive semidefinite at all P ∈ XF if and only if all nonzero eigenvalues of U
are positive at all P ∈ XF if and only if 〈U〉nst is η-maximal at all P ∈ XF . Finally,
by Theorem 3.6 with a = 1 and Y = H(1) = XF , this happens if and only if U is a
sum of hermitian squares in (Mn(F), t). 
4 A theorem and a question of Procesi and Schacher
Procesi and Schacher already considered a notion of positivity of elements in an
algebra with involution and proved a result characterizing totally positive elements
(in their sense) in terms of weighted sums of squares of symmetric elements, cf.
[13, Theorem 5.4]. They also raised the question of whether positive elements are
always sums of hermitian squares (and not necessarily squares of symmetric ele-
ments), cf. [13, p. 404]. In this spirit, after showing how their notion of positivity
relates to ours, we prove a sums of hermitian squares version of [13, Theorem 5.4],
using Theorem 3.6, and use our techniques to fully answer the question raised in
[13, p. 404] of whether positive elements are always sums of hermitian squares.
Let (A, σ) be an F-algebra with involution, let u in Sym(A, σ). In [13], Pro-
cesi and Schacher define the positivity of u in terms of the corresponding scaled
involution trace form T(A,σ,u). Consider
T(A,σ) : A × A → K, (x, y) 7→ TrdA(σ(x)y) for x, y ∈ A
and
T(A,σ,u) : A × A → K, (x, y) 7→ TrdA(σ(x)uy) for x, y ∈ A,
where u ∈ Sym(A, σ). These forms are both symmetric bilinear over F if σ is of
the first kind and hermitian over (K, ι) if σ is of the second kind. The first form
is always nonsingular, whereas the second form is nonsingular if and only if u is
invertible, cf. [8, §11].
Recall the following definitions from [13, Definitions 1.1 and 5.1]:
Definition 4.1. Let P ∈ XF.
(i) The involution σ is called positive at P if the form T(A,σ) is positive semidef-
inite at P. We also introduce the notation
Xσ := {P ∈ XF | σ is positive at P}.
(ii) Assume that σ is positive at P. An element u ∈ Sym(A, σ) is called positive
at P if the form T(A,σ,u) is positive semidefinite at P.
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Remark 4.2. Recall that a nonsingular symmetric bilinear form over F or a her-
mitian form over (K, ι) is positive semidefinite at a given ordering P on F if and
only if it is positive definite at P.
Another way of looking at the Procesi-Schacher notion of positivity is from
the point of view of signatures of involutions and signatures of hermitian forms,
and specifically the signature of the form 〈u〉σ. Propositions 4.8 and 4.10 give
the precise connections between these approaches, whereas Remark 4.9 describes
positivity of u at P in terms of a different trace form, T(A,σu), under a weaker
hypothesis.
Recall from [10] and [14] (or [8, §11]) that the signature of σ at P ∈ XF is
defined as
signP σ :=
√
signP T(A,σ). (4.1)
Remark 4.3. If follows from (4.1) that σ is positive at P ∈ XF if and only if
signP σ = deg A(= n).
Recall that if P ∈ X˜F then A ⊗F FP ∼ DP, where DP is one of FP, FP(
√
−1)
or (−1,−1)FP . We define λP = 1 if DP = FP or FP(
√
−1) and λP = 2 if DP =
(−1,−1)FP . We also let nP = n/λP, so that A ⊗F FP  MnP(DP).
Now let h be a hermitian form over (A, σ) with adjoint involution adh. Then
for P ∈ XF,
signP adh = λP| signηP h| (4.2)
(if P ∈ Nil[A, σ], both sides of (4.2) are zero), cf. [1, Lemma 4.6]. Note that the
correspondence between adh and h is unique only up to multiplication of h by a
nonzero element in F and that λP only depends on the Brauer class of A.
In the following proposition we collect a few elementary statements about
signatures of involutions and one-dimensional forms. For u ∈ Sym(A, σ)× we
write σu := Int(u−1) ◦ σ.
Proposition 4.4. Let u ∈ Sym(A, σ)× and let P ∈ XF.
(i) signP σu = λP| signηP〈u〉σ|.
(ii) signP σu ∈ {0, . . . , n}.
(iii) signηP〈u〉σ ∈ {−nP, . . . , nP}.
(iv) signP σu = n ⇔ | signηP〈u〉σ| = nP.
Proof. (i) follows from (4.2) since the involution σu is adjoint to the form 〈u〉σ, as
can easily be verified.
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(ii): Since dimK A = m = n2 we have dim T(A,σu) = m. Using that signP T(A,σu)
is always a square (cf. [10], [14]) we obtain signP T(A,σu) ∈ {0, 1, 4, . . . , (n−1)2, n2}
and thus signP σu ∈ {0, . . . , n} by (4.1).
(iii) follows from (i) and (ii), whereas (iv) follows from (i). 
Remark 4.5. It is clear that P ∈ Xσ if and only if the form T(A,σ) is positive
definite at P, cf. (4.1). Furthermore, mP 6 nP and if P ∈ Xσ, then mP = nP by
Proposition 4.4(iv).
As an immediate consequence of Proposition 4.4 we obtain:
Corollary 4.6. The following statements are equivalent:
(i) P ∈ Xσ.
(ii) | signηP〈1〉σ| = nP for all tuples of reference forms η.
(iii) signηP〈1〉σ = nP for all tuples of reference forms η of the form (〈1〉σ, . . .).
Remark 4.7. Let P ∈ Xσ. By Corollary 4.5, P ∈ X˜F and so εP = 1 by defini-
tion of signature. Hence (A ⊗F FP, σ ⊗ id)  (MnP (DP), adΦP), for some matrix
ΦP ∈ Sym(MnP(DP), t). It follows from [1, Lemma 3.10] and Corollary 4.6 that
signΦP = ±nP, where sign denotes the Sylvester signature of hermitian matrices.
In other words, ΦP is positive definite or negative definite and, up to replacing ΦP
by −ΦP (since adΦP = ad−ΦP) we may assume that ΦP is positive definite.
In the following result we make the link between Procesi and Schacher’s no-
tion of positivity (statement (ii); see also Definition 4.1) and signatures of hermi-
tian forms.
Proposition 4.8. Let η be a tuple of reference forms for (A, σ), P ∈ XF and
u ∈ Sym(A, σ)×. Assume that σ is positive at P. The following statements are
equivalent:
(i) The involution σu is positive at P.
(ii) The form T(A,σ,u) is positive definite or negative definite at P.
(iii) u or −u is η-maximal at P.
Proof. By [8, (11.1)] the involution σu ⊗ ισ corresponds to adT(A,σ,u) under the
isomorphism A ⊗K ιA −→ EndK(A), where (ιA, ισ) is the conjugate algebra with
involution of (A, σ). It follows from the definition of ισ that signP σ = signP ισ
and from [1, Remark 4.2] that
signP adT(A,σ,u) = signP σu · signP σ.
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From [10] and [14] we obtain that
| signP T(A,σ,u)| = signP adT(A,σ,u) .
These two equalities prove the equivalence (i) ⇔ (ii). The equivalence (i) ⇔ (iii)
follows from Proposition 4.4(iv) and the fact that nP = mP, since σ is positive at
P. 
Remark 4.9. If we drop the assumption that σ is positive at P in Proposition 4.8,
we obtain (from (4.1) and Proposition 4.4(iv)) a similar sequence of equivalences,
but in terms of a different form, namely T(A,σu): let η be a tuple of reference forms
for (A, σ), P ∈ XF and u ∈ Sym(A, σ)×. The following statements are equivalent:
(i) The involution σu is positive at P.
(ii) The form T(A,σu) is positive definite at P.
(iii) | signηP〈u〉σ| = nP.
The equivalence between (ii) and (iii) in Proposition 4.8 can be made more
precise:
Proposition 4.10. Let η be a tuple of reference forms for (A, σ), P ∈ XF and
u ∈ Sym(A, σ)×. Assume that σ is positive at P.
(i) If 1 is η-maximal at P, then T(A,σ,u) is positive definite at P if and only if u is
η-maximal at P.
(ii) If −1 is η-maximal at P, then T(A,σ,u) is negative definite at P if and only if u
is η-maximal at P.
Proof. (ii) follows from (i) upon replacing η by −η and u by −u. Thus, it suffices
to prove (i).
Observe that by Corollary 4.6 and Remark 4.5, σ positive at P implies that
either 1 or −1 is η-maximal at P. Also note that the assumption on σ implies that
P ∈ X˜F .
Assume that 1 is η-maximal at P. By Proposition 4.8 and since T(A,σ,−u) =
−T(A,σ,u), we only need to show the sufficient condition in (i). Thus, assume that
u is η-maximal at P. It is not hard to show that T(A,σ,u) ⊗ FP = T(A⊗F FP ,σ⊗id,u⊗1).
We may therefore assume that F is real closed and, with reference to Section 2.2,
we have (A, σ)  (Mℓ(D), adΦ) for some ℓ ∈ N, where D is one of F, F(
√
−1)
or (−1,−1)F , equipped with the conjugation involution (which is the identity on
F), and Φ is some matrix in Symε(Mℓ(D), t). Observe that ε = εP and ℓ = nP
since F = FP, that εP = 1 since P ∈ X˜F , and that mP = nP since P ∈ Xσ.
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Under the isomorphism (A, σ)  (Mℓ(D), adΦ), the element u corresponds to
a matrix U ∈ Sym(Mℓ(D), adΦ)×, T(A,σ,u) corresponds to T(Mℓ(D),adΦ,U) and the tuple
η corresponds to a tuple J. By Remark 4.7 we may assume that Φ is positive
definite. Since F is real closed, there exists an invertible matrix Ψ ∈ Mℓ(D) such
that Ψ
t
= Ψ and Φ = Ψ2.
By (2.1), (2.2) and the definition of signature, there exists δ ∈ {−1, 1} such that
for every matrix B ∈ Sym(Mℓ(D), adΦ)×,
signJ〈B〉adΦ = δ sign(Φ−1B),
where Φ−1B ∈ Sym(Mℓ(D), t)×. By the asssumption on 1, signη〈1〉σ > 0, which
translates to signJ〈Iℓ〉adΦ = δ sign(Φ−1) > 0, where Iℓ denotes the ℓ × ℓ identity
matrix. Since signΦ−1 = signΦ > 0, we deduce that δ = 1 so that signJ〈B〉adΦ =
sign(Φ−1B).
By hypothesis signη〈u〉σ = ℓ. Thus, applying the above with B = U yields
Φ
−1U ∈ Sym(Mℓ(D), t)× and
sign(Φ−1U) = signJ〈U〉adΦ = signη〈u〉σ = ℓ
(cf. [2, Theorem 4.2] for the second equality), and thus that Φ−1U is positive
definite. Therefore we can write Φ−1U = Γt∆Γ, where Γ is invertible in Mℓ(D)
and ∆ ∈ Mℓ(D) is a diagonal matrix with positive diagonal coefficients in F =
Sym(D, ).
Finally, since u is invertible, T(A,σ,u) is nonsingular and so in order to show that
T(A,σ,u) is positive definite it suffices to show that T(Mℓ(D),adΦ,U)(X, X) > 0 for every
X ∈ Mℓ(D). We have
T(Mℓ(D),adΦ,U)(X, X) = TrdMℓ(D)(adΦ(X)UX)
= TrdMℓ(D)(ΦX
t
Φ
−1UX)
= TrdMℓ(D)(Ψ2X
t
Φ
−1UX)
= TrdMℓ(D)(ΨX
t
Φ
−1UXΨ)
= TrdMℓ(D)((XΨ)tΦ−1UXΨ)
= TrdMℓ(D)((XΨ)tΓ
t
∆ΓXΨ)
= TrdMℓ(D)((ΓXΨ)t∆(ΓXΨ))
= TrdMℓ(D)(Y
t
∆Y)
> 0,
where Y = ΓXΨ and the inequality follows by direct computation. 
We record the next result for future use:
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Proposition 4.11. Let (A, σ) be an F-algebra with involution such that Xσ , ∅.
Then there exists an F-linear involution τ on D, of the same type as σ, such that
Xσ ⊆ Xτ.
Proof. Write (A, σ)  (Mℓ(D), adΦ) with ϑ, ε and Φ as in Section 2.2. Since
Xσ , ∅, we have X˜F , ∅. We may therefore assume that ε = 1 by Lemmas 2.5
and 2.2 and thus that ϑ is of the same type as σ.
Consider the hermitian form 〈1〉σ. It corresponds to an ℓ-dimensional hermi-
tian form 〈a1, . . . , aℓ〉ϑ via the isomorphisms in (2.1). We show that Xσ ⊆ Xτ,
where τ is the involution ϑa1 on D.
Let P ∈ Xσ. Let η be a tuple of reference forms for (A, σ) of the form
(〈1〉σ, . . .), cf. Remark 2.3. The assumption signP σ = n = deg A is equiva-
lent with signηP〈1〉σ = nP by Corollary 4.6. Since the form 〈1〉σ corresponds to
〈a1, . . . , aℓ〉ϑ, we have sign(g◦s◦ f∗)(η)P 〈a1, . . . , aℓ〉ϑ = nP by [2, Theorem 4.2]. Since
deg D = n/ℓ, the signature of a one-dimensional hermitian form over (D, ϑ) is
bounded by nP/ℓ (since such a form gives rise to a matrix in MnP/ℓ(DP) dur-
ing the signature computation). It follows that sign(g◦s◦ f∗)(η)P 〈ai〉ϑ = nP/ℓ for all
i ∈ {1, . . . , ℓ}. By Corollary 4.6, the involution ϑai on D is positive at P for all
i ∈ {1, . . . , ℓ}. In particular, P ∈ Xτ. Observe that since a1 ∈ Sym(D, ϑ)×, the
involution τ is of the same type as σ. 
4.1 A theorem of Procesi and Schacher
Recall that we have an isomorphism f : (A, σ) → (Mℓ(D), Int(Φ) ◦ ϑt). It induces
an isomorphism of FP-algebras with involution
f ⊗ id : (A ⊗F FP, σ ⊗ id) → (Mℓ(D) ⊗F FP, (Int(Φ) ◦ ϑt) ⊗ id).
Consider an isomorphism αP : Mℓ(D)⊗F FP → MnP(DP) and let Int(ΨP)◦ t be the
involution on MnP (DP) that corresponds to the involution (Int(Φ) ◦ ϑt) ⊗ id under
αP, where ΨP ∈ SymεP(MnP (DP), t)×. We also define fP = αP ◦ ( f ⊗ id).
Note that if P ∈ Xσ, then in particular P ∈ X˜F , and thus εP = 1 and (DP, ) is
one of (FP, id), (FP(
√
−1), ), or ((−1,−1)FP , ), cf. Section 2.3.
Lemma 4.12. Let P ∈ Xσ and u ∈ Sym(A, σ). Then T(A,σ,u) is positive semidef-
inite at P if and only if T(MnP (DP), t ,Ψ−1P fP(u⊗1)) is positive semidefinite at the unique
ordering on FP.
Proof. Note that ΨPt = ΨP. Since σ is positive at P, we may assume by Re-
mark 4.7 that ΨP is a positive definite matrix over DP. Thus ΨP has a square root
in MnP(DP) and we write ΨP = Ω2P with ΩP
t
= ΩP. The form T(A,σ,u) is positive
semidefinite at P if and only if it remains so over FP. We have, for x ∈ A ⊗F FP,
(T(A,σ,u) ⊗ FP)(x, x) = T(A⊗FP ,σ⊗id,u⊗1)(x, x)
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= TrdA⊗FP
((σ ⊗ id)(x)(u ⊗ 1)x)
= TrdMnP (DP)(ΨP fP(x)
t
Ψ
−1
P fP(u ⊗ 1) fP(x))
= TrdMnP (DP)(Ω2P fP(x)
t
Ψ
−1
P fP(u ⊗ 1) fP(x))
= TrdMnP (DP)(ΩP fP(x)
t
Ψ
−1
P fP(u ⊗ 1) fP(x)ΩP)
= TrdMnP (DP)(y
t
Ψ
−1
P fP(u ⊗ 1)y)
= T(MnP (DP), t ,Ψ−1P fP(u⊗1))(y, y),
where y = fP(x)ΩP. The statement follows. 
Lemma 4.13. Let P ∈ Xσ and u ∈ Sym(A, σ). Then T(A,σ,u) is positive semidefinite
at P if and only of T(Mℓ(D),ϑt ,Φ−1 f (u)) is positive semidefinite at P.
Proof. Let P ∈ Xσ. By Proposition 4.11 we may choose the involution ϑ on D
such that P ∈ Xϑ. In particular, Xϑ , ∅ and thus X˜F , ∅. By Lemma 2.5 we have
ε = 1, i.e. Φ ∈ Sym(Mℓ(D), ϑt). Let Int(ΛP) ◦ t be the involution on MnP(DP),
corresponding to the involution ϑt ⊗ id on Mℓ(D) ⊗F FP under the isomorphism
αP, where ΛP is some matrix in Symδ(MnP(DP), t)×. By Remark 4.7 we have
δ = 1 since P ∈ Xϑ = Xϑt . The map αP induces an isomorphism of algebras with
involution
(Mℓ(D) ⊗F FP, ϑt ⊗ id)  (MnP (DP), Int(ΛP) ◦ t). (4.3)
Since P ∈ Xϑ we may assume that ΛP is positive definite by Remark 4.7. Using
the isomorphisms f and αP we have
(A ⊗F FP, σ ⊗ id)  (Mℓ(D) ⊗F FP, Int(Φ ⊗ 1) ◦ (ϑt ⊗ id))
 (MnP (DP), Int(ΦP) ◦ Int(ΛP) ◦ t)
= (MnP (DP), Int(ZP) ◦ t),
where ΦP = αP(Φ⊗1) and ZP = ΦPΛP. In other words, fP = αP ◦ ( f ⊗ id) induces
an isomorphism of FP-algebras with involution
(A ⊗F FP, σ ⊗ id)  (MnP (DP), Int(ZP) ◦ t). (4.4)
Since P ∈ Xσ, ZP is positive or negative definite (cf. Remark 4.7) and up to re-
placing Φ by −Φ we may assume it is positive definite. By Lemma 4.12 and (4.4),
T(A,σ,u) is positive semidefinite at P if and only if T(MnP (DP), t,Z−1P fP(u⊗1)) is positive
semidefinite. By Lemma 4.12 and (4.3), T(Mℓ(D),ϑt,Φ−1 f (u)) is positive semidefinite at
P if and only if T(MnP (DP), t,Λ−1P αP((Φ−1 f (u))⊗1) is positive semidefinite. The statement
follows since
Λ
−1
P αP((Φ−1 f (u)) ⊗ 1) = Λ−1P αP((Φ−1 ⊗ 1)( f (u) ⊗ 1))
= Λ
−1
P Φ
−1
P αP( f (u) ⊗ 1)
= Z−1P fP(u ⊗ 1). 
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Lemma 4.14. With notation as in (2.3) we have
T(Mℓ(D),ϑt,Φ−1 f (u)) ≃ ℓ × (T(D,ϑ,u1) ⊥ · · · ⊥ T(D,ϑ,uk) ⊥ 0 · · · ⊥ 0)
when (D, ϑ, ε) , (F, idF,−1).
Proof. It follows from (2.3) that T(Mℓ(D),ϑt ,Φ−1 f (u)) ≃ T(Mℓ(D),ϑt,diag(u1,...,uk,0,...,0)). The
statement follows from a direct matrix computation starting from the canonical
decomposition of Mℓ(D) into simple Mℓ(D)-modules: Mℓ(D)  Dℓ ⊕ · · · ⊕ Dℓ︸          ︷︷          ︸
ℓ copies
.

Lemma 4.15. Assume that T(A,σ) ≃ 〈b1, . . . , bm〉ι with all bi ∈ F×. Then
Xσ = H(b1, . . . , bm).
Proof. It follows from Definition 4.1(i) and (4.1) that P ∈ Xσ if and only if bi ∈ P
for all i = 1, . . . ,m. 
We have now laid the ground work for proving our sums of hermitian squares
version of [13, Theorem 5.4]:
Theorem 4.16. Let u ∈ Sym(A, σ) and let T(A,σ) ≃ 〈b1, . . . , bm〉ι with all bi ∈ F×.
The following statements are equivalent:
(i) 〈u〉nsσ is η-maximal at all P ∈ Xσ, where η is any tuple of reference forms for
(A, σ) of the form (〈1〉σ, . . .).
(ii) The form T(A,σ,u) is positive semidefinite at all P ∈ Xσ.
(iii) u ∈ D(A,σ)(2r × 〈〈b1, . . . , bm〉〉 ⊗ 〈1〉σ) for some r ∈ N.
Proof. The equivalence between (i) and (iii) follows from Theorem 3.6.
(iii) ⇒ (ii): Assume that
u =
∑
e∈{0,1}m
be
∑
i
σ(xi,e)xi,e,
where be = be11 · · · bemm and xi,e ∈ A. Let x ∈ A \ {0}. Then
TrdA(σ(x)ux) =
∑
e∈{0,1}m
be
∑
i
TrdA(σ(xi,ex)xi,ex)
is nonnegative at all P ∈ Xσ by definition of Xσ, (4.1), and Lemma 4.15.
(ii) ⇒ (i): The implication is trivially true if Xσ = ∅. Thus we assume
Xσ , ∅. By Proposition 4.11 we may assume that ϑ is of the same type as σ (in
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particular, ε = 1) and that Xσ ⊆ Xϑ. Let ξ be the tuple of reference forms for
(D, ϑ), obtained from η via the Morita equivalences in (2.1). Let P ∈ Xσ. We have
the following equivalences (with PD meaning positive definite and PSD meaning
positive semidefinite, as usual):
T(A,σ,u) is PSD at P
⇔ T(Mℓ(D),ϑt,Φ−1 f (u)) is PSD at P [by Lemma 4.13]
⇔ T(D,ϑ,ui) is PSD at P for i = 1, . . . , k [by Lemma 4.14 since ε = 1]
⇔ T(D,ϑ,ui) is PD at P for i = 1, . . . , k [since all ui are invertible]
⇔ ∃δ ∈ {−1, 1} such that δui is ξ-maximal at P for i = 1, . . . , k
[by Proposition 4.10 since P ∈ Xϑ]
⇔ ∃δ ∈ {−1, 1} such that δ〈u〉nsσ is η-maximal at P.
Assume for the sake of contradiction that δ = −1. Thus
P ∈ {Q ∈ Xσ | −〈u〉nsσ is η-maximal at Q},
which is open in XF since the map signη〈u〉nsσ : XF → Z is continuous [1, Theo-
rem 7.2]. Therefore, there exist c1, . . . , ct ∈ F× such that P ∈ H(c1, . . . , ct) ⊆ {Q ∈
Xσ | −〈u〉nsσ is η-maximal at Q}. Applying Theorem 3.6 with Y = H(c1, . . . , ct) and
a = 1 then gives −u ∈ D(A,σ)(2s × 〈〈c1, . . . , ct〉〉 ⊗ 〈1〉σ) for some s ∈ N. A trace
computation as in the proof of (iii) ⇒ (ii) above then shows that the form T(A,σ,u)
is negative semidefinite at P, contradiction. 
4.2 A question of Procesi and Schacher
Consider the following property:
(PS) for every u ∈ Sym(A, σ), the form T(A,σ,u) is positive semidefinite at all
P ∈ Xσ if and only if u ∈ D(A,σ)(2s × 〈1〉σ) for some s ∈ N.
In [13, p. 404], Procesi and Schacher, motivated by [13, Theorem 5.4], ask if
property (PS) holds for all F-algebras with involution (A, σ) and give a positive
answer for quaternion algebras [13, Corollary 5.5] and in the case where Xσ = XF
[13, Proposition 5.3]. In [6] an elementary counterexample is produced to (PS) in
general and some cases are studied where (PS) holds. Our previous results yield
a slight improvement on [13, Proposition 5.3]:
Corollary 4.17. If Xσ = X˜F , then property (PS) holds.
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Proof. Let u ∈ Sym(A, σ) and let η be a tuple of reference forms for (A, σ) of the
form (〈1〉σ, . . .). Then T(A,σ,u) is positive semidefinite on Xσ = X˜F if and only if
〈u〉nsσ is η-maximal at all P ∈ X˜F (and, trivially, on XF) by Theorem 4.16, which
in turn is equivalent to u ∈ D(A,σ)(2s × 〈1〉σ) for some s ∈ N by Theorem 3.6 with
a = 1 and Y = H(1) and because 1 is η-maximal on XF. 
Consider the following variation on property (PS), where we enlarge the set of
orderings on which positivity is verified from Xσ to X˜F :
(PS’) for every u ∈ Sym(A, σ), the form T(A,σ,u) is positive semidefinite at all
P ∈ X˜F if and only if u ∈ D(A,σ)(2s × 〈1〉σ) for some s ∈ N.
We can use property (PS’) to reformulate the question of Procesi and Schacher
and obtain a full characterization of those F-algebras with involution for which
(PS’) holds:
Theorem 4.18. Property (PS’) holds if and only if X˜F = Xσ.
Proof. Assume that X˜F = Xσ. Then (PS) equals (PS’) and the conclusion follows
from Corollary 4.17. Conversely, assume that (PS’) holds. Since 1 ∈ D(A,σ)(〈1〉σ),
the form T(A,σ,1) is positive semidefinite on X˜F by (PS’) and, since T(A,σ,1) is non-
singular, it is in fact positive definite on X˜F . It follows from (4.1) that σ = σ1 is
positive on X˜F , i.e. X˜F = Xσ. 
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