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The thesis presented in this paper is an attempt to quantify generally preferred amounts
of virtual image sharpening in augmented reality applications. This preferred amount of
sharpening is sought after in an effort to alleviate eye fatigue, and other negative symptoms,
caused by accommodation switching between virtual images and real objects in augmented
reality (AR) systems. This is an important area of research within the AR world due to the
presence of many AR applications that supplement the real world with virtual information,
often in the form of virtual text for users to read. An experiment, involving human subjects choosing between higher and lower sharpening amounts, was run to expose preferred
amounts of sharpening or patterns of chosen amounts in relation to a number of variables
within the experiment; those variables are: virtual text accommodative distance, real text
accommodative distance, and the object of focus (real or virtual). The results of this experimentation may benefit future AR research and implementations, specifically in how they
handle users switching focus.
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CHAPTER 1
INTRODUCTION

With computer technology becoming rapidly available and widely used across the modernized world, information is flowing through peoples’ lives at a never-before-seen rate.
Rapid technological developments have also heavily impacted how people interact (or
don’t interact) with the world, especially with the areas of AI and machine learning allowing computational systems to perform duties previously performed by humans. Another
rising technology is augmented reality (AR), which allows us to place extra information in
a user’s visual field; this information could be as simple as highlighting important features
or as complex as placing a realistic, virtual person in front of the user. Those may seem
like trivial cases, but the type of information that AR can provide, in combination with
the rapidity with which humans absorb visual information, could allow humans to perform
tasks faster, safer, and with more confidence than ever before.
The field of AR has also become increasingly commercialized as interest becomes
backed by modern computing technology; this increase of commercial popularity, in turn,
establishes an urgency for more stable and effective AR systems. The established general
AR definition of Azuma [1] has three characteristics: “(1) Combines real and virtual; (2)
Interactive in real time; (3) Registered in 3D”. Essentially, what this definition boils down
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to is: a system that places virtual objects in the real world, mapped by a 3D coordinate
system, allowing the user to interact with them. Those basic requirements are unfortunately
not easy to fulfill for modern technology and algorithms; we can certainly achieve all three,
but implementing them well is still a work in progress. This is all to say that there is much
research to be done in general improvement of AR technology to truly meet the basic
requirements laid out by early researchers/designers.
Along with these basic requirements for AR systems, commercial products also have
to deal with the balancing act of battery life, computational power, and size, but that is
not the concern of the research presented here. One largely unsolved problem in AR research is the inability of optical see-through (OST) head-mounted displays (HMDs), which
are discussed in detail later in this thesis, to change focal depth/accommodative distance.
What this means for the user is that, even when some virtual image is made to seem at a
different distance through manipulating depth cues, their eyes are accommodating to the
same distance for every object. This does not readily seem like an issue as other depth cues
are used to represent the image at the proper distance, but when, for instance, the user’s
eyes are converging to meet a different distance than they are accommodating too, this can
result in physical distress and/or visual confusion.
Another prevalent problem in relation to accommodation, is the issue of “context switching” and focal distance switching often resulting in a negative experience for a user (Gupta
[10]). These problems of accommodation in AR are still major obstacles for AR systems, preventing them from seeing wide use and attaining the precision required for highrisk tasks. The thesis presented in this paper seeks to provide insight into how AR re2

searchers/developers can potentially overcome, or at least alleviate the negative symptoms
of, the switching problem in AR. We do this by attempting to understand whether or not
a particular form of virtual image manipulation, the Sharpview algorithm, can provide a
more preferable experience when focusing on a real object with a virtual image in view (a
scenario that can be thought of as the first step to switching context and/or focus).
With a general understanding of how to manipulate virtual images in such a way
as to alleviate these problems in AR, relevant research and software development could
branch off in search of a systematic way to truly improve AR depth perception and experiences. While the research presented here utilizes the Sharpview algorithm to manipulate
blur/sharpening in virtual images, this is certainly not the only implementation that could
be developed toward solving these problems. In other words, if we can confirm the validity
of blur manipulation being at least a partial solution to the switching problem in AR, then
we can dive deeper into developing solutions based on blur manipulation. If that occurs,
then the AR industry will have a new arsenal to use in the depth implementation of their
systems, improving their overall user experience and the usefulness of their applications.

3

CHAPTER 2
RELATED WORK

The most unique thing about augmented reality research, arguably, is that it is thoroughly based in vision research. With that in mind, the related research presented here
is a combination of augmented reality and vision research. Both of these are especially
pertinent to this research as the experimentation done for this thesis was focused on understanding what people are seeing and how their vision is affected by certain circumstances
in AR scenarios. First we will look at augmented reality in general, how depth cues are
used to represent the depth of virtual objects, particularly vergence and accommodation,
how some activities in AR negatively impact user vision, and how blur, a depth cue, might
be manipulated to alleviate these problems.

2.1

Augmented Reality
In understanding what defines AR (which was explained in the last section), it becomes

apparent that the research done here does not apply to virtual reality (VR), due to the
essential differences between the two technologies; the gap between the two is shown in
the “Reality-Virtuality Continuum” (seen in Figure 2.1), developed by Milgram et al. [17].
The main difference between the two technologies is that while VR is implemented as a
self-contained virtual 3D-coordinate system, AR must also account for real world factors
4

along with the virtual. One general example is that AR must account for real-world 3D
objects and landscapes, as opposed to simply constructing virtual objects and landscapes
to work with. AR must also account for the real world’s lighting, and thus for proper
shading of virtual objects, which is far from a trivial problem, as described by Drascic and
Milgram [4]. One final example is that AR also has to account for unexpected changes
and interference from all sorts of real world events, such as live creatures, weather, etc.
These inherent complexities make it apparent that AR systems must be flexible, adaptive,
and backed by well-developed hardware.

Figure 2.1: Milgram’s Reality-Virtuality Continuum

One of the most well-known forms of AR technology is the head-mounted display
(HMD), with mainstream implementations such as the Microsoft Hololens and Google
Glass; note that the Hololens is not a holographic device despite the name and use of the
term ”holograms.” These modern AR HMD implementations, while impressive, have many
limitations that prevent them from providing the optimal AR experience for users, and
sometimes these limitations result in eye fatigue and user sickness, as noted by Singh [22].
There are, of course, alternate forms to the HMD such as holographic AR [2] and stationary
AR displays such as the AR system used in the experiment for this thesis. These physical5

interaction categories are not the only way AR systems can differ, however; another major
way that AR systems differ is how they portray the virtual content to the user.
Within the realm of HMDs, there are two primary implementations: optical see-through
(OST) AR and closed-view video see-through (VST) AR (these are present outside of
HMDs as well, of course), also noted by Azuma [1]. OST AR systems, as the name
suggests, allow users to see through the display and view the real world in real time (this
is the type of AR system used in the experiment); VST AR systems on the other hand,
record the real world and play it back to the user. Both VST and OST have found their
places in AR; VST is the medium of choice when it comes to mobile AR development,
as modern smartphones are conveniently equipped with high quality cameras and high
resolution screens (Pokemon GO for example). OST AR on the other hand, has found its
popularity with standalone AR HMD devices, as there is no delay involved (in the realworld portion) and it does not impede vision when the system isn’t running (Google Glass
and Microsoft Hololens are also examples of this). The research presented here utilizes
an OST system as well, due to its popularity and the advantage of direct real-world view
[1]. While OST AR has the advantage of allowing the user to see the real world directly,
it also has the disadvantage of not being able to use simple image manipulation to place
the virtual object in reality. OST AR does, in most of its modern implementations, take
advantage of cameras to judge depth and to track real world structures to create a virtual
coordinate system.

6

2.2

Depth Cues
Drascic and Milgram [4], in their paper, reviewed some of the perceptual problems

that pop up in augmented reality systems, while providing some insight into depth cues’
effect on perception in general; Kruijff, Swan, and Feiner [13] also revisit this subject in
their paper. It should come as no surprise that depth perception has a significant impact
on an AR experience, and thus can have a significant negative effect on user experience
and performance. With AR being a mostly stereoscopic technology, depth perception can
make a huge difference in the user’s understanding of the virtual object’s location in the
real world. As Drascic and Milgram state: “research suggests that perceptual uncertainty
decreases, however, as the number of consistent depth cues increases, to the limits of the
perceptual system.” One of the key terms to note here is “consistent,” as inconsistent depth
cues are undoubtedly damaging to user perception, which is something they also touch
upon: “uncontrolled depth cues can end up providing false depth information, which can
lead to distorted perception.”
Depth cues, in relation to AR, are also discussed in depth (no pun intended) in Huckauf
et al.’s [11] “Perceptual issues in augmented reality.” In this paper, the authors separate
depth cues into three categories: pictorial, kinetic, and physiological; since this research
does not involve kinetic perception (the visual focal points in our experiment are static),
pictorial and physiological are the only two that are relevant. Pictorial depth cues are
described by Huckauf et al. [11] as “those features in a flat picture that give the impression
of objects being at various distances from the viewer,” which essentially translates to 2D
depth simulation techniques. The two most important depth cues described in this category
7

are “interposition” and “linear perspective.” Interposition, also known as obfuscation, is
the act of opaque objects hiding objects, or parts of objects, that are directly behind them
in depth. Linear perspective is where parallel lines grow closer until they seem to meet at
a point on the visual horizon.
Also among the list of pictorial depth cues (but not quite as impacting according to
Huckauf et al. [11]) are detail perspective, atmospheric perspective, and relative brightness. Most of these pictorial depth cues are quite simple to implement programmatically,
especially interposition (it’s a bit harder when a virtual object is supposed to be placed
behind something real), which is arguably the most powerful of the pictorial depth cues
listed. This is due to how controllable the “flat” virtual objects displayed on an AR device
are, even on OST devices; these types of depth cues can be enacted on the virtual objects
shown to the user with a minimal understanding of their surroundings. With this being the
case, AR systems have gotten quite convincing with their depth representations, especially
the most recent implementations such as the Microsoft Hololens. The problems related
to this research then come when we attempt to control the primary physiological depth
cues, as those are heavily related to the users themselves; this fact means, as the reader can
probably guess, complex implementations of these depth cues are required.

2.3

Vergence and Accommodation
Among the depth cues described in detail by Drascic and Milgram [4], the two most

important to understand for this research are vergence and accommodation. Vergence is
when the eyes rotate inward or outward in relation to each other and accommodation is the
8

adjustment of the eye’s shape to a particular depth, as stated by Maddox and Edin [16].
In relation to depth perception, the angle of vergence is directly related to the depth of
a perceived object in a person’s field of view (FoV), and according to vision research,
driven primarily by horizontal disparity (separation of each eye’s images) and blur [4] [21].
Vergence quickly reaches its limitations of use when a perceived object is at a distance that
causes the eyes to rotate completely outward, meaning the vergence then occurs at optical
infinity (both eyes are facing straight ahead).
Accommodation is related to depth perception mainly through its interaction with visual blur (discussed more later) and is the action of the lens that most people think about
when they actively focus on a particular depth. More specifically, accommodation is when
the eye flexes its lens to be either flatter or more curved depending on the depth at which
the person is trying to focus. As shown in figure 2.2, the ciliary muscles contract when
looking at a distant focal point, flattening the shape of the lens, allowing a wider amount
of parallel light in; on the flip side, the ciliary muscles relax when looking at a closer focal
point, allowing the lens to curve back out and only take in light coming from an angle from
a closer point of focus. Similar to vergence, accommodation is mainly driven by the depth
cue of blur (not directly by disparity, however), which moves along a continuous gradient.
An interesting aspect of accommodation that research has revealed is that people tend to
differ on their resting accommodative distance; this individualistic default accommodation
depth is referred to as the “dark focus” [18] [12]. What’s also interesting is that the research
done by Iavecchia et al. [12] led to the conclusion that when people attempt to focus on
a virtual object in an AR system, they are actually focusing at a distance between their
9

personal dark focus and the intended focal depth of the virtual object. Iavecchia et al. [12]
also came to the conclusion that people never really focus at optical infinity (which is
the maximum accommodative depth and essentially the visual horizon). It is important
to note these pieces of research for the experiment and results explained later, as they
imply a couple things: 1) any between-subject experimentation involving accommodation
could have innate variance due to the individually-unique nature of dark focus, and 2)
experimentation involving subjects focusing at optical infinity may prove difficult as this
research shows actually focusing at optical infinity is rare.
Accommodation Physiology

Figure 2.2: A diagram of how the ciliary muscles control accommodation.
Source:
https://pmgbiology.files.wordpress.com/2014/05/how-the-eye-focuses-light.jpg
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These two depth cues/actions of vergence and accommodation have been heavily discussed in both the perception and VR/AR communities as they have significant impact on
how users perceive virtual object depth in any VR/AR application. Accommodation and
vergence have been well-studied, from the beginning, in the perception community, because of their tightly-coupled relationship [16] [7] [21]. This relationship is an interactive
one, well described by Semmlow’s [21] system, where a change or stimulus to one will
cause the other to react. This is particularly true for the direction of vergence to accommodation as described by Fincham and Walton [7], where they discovered that young people
are especially prone to accommodating to a distance that matches where their eyes have
converged to. This is all to say that it is difficult to separate these two depth cues/reactions
and doing so, in fact, causes a number of perceptual issues (as AR developers and researchers have discovered).
When that tightly-coupled relationship becomes decoupled, especially in the context of
AR systems, an array of problems and side effects can occur. These problems/side effects
include confusion with depth judgment [15] [19] [5] and visual fatigue [24]. Decoupling,
in this case, refers to when an eye (or both eyes) converges at an angle to perceive one
depth while accommodating to a completely different depth, as shown in Figure 2.3. This
decoupling plagues many AR implementations due to the nature of most OST devices. As
a side note, this relationship also has a third partner, pupil dilation, which research has
shown to have little-to-no impact on the other two physiological cues and is usually simply
an after-effect of accommodation [21].

11

(a) normal viewing

vergence distance
focal distance

vergence distance
focal distance

vergence distance
focal distance

Accommodation-Vergence Conflict

(b) vergence farther than
accommodation

(c) accommodation
farther than vergence

Figure 2.3: A diagram showing how focal distance and vergence distance might
mismatch.
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2.4

Focal Distance and Context Switching
One of the areas of AR research that has driven the research presented here the most

is that of focus and context switching. Specifically, the thesis written by Divya Gupta
[10] and the paper built on that research [9], which provide insight into the effects of
context and focus switching in AR, have heavily motivated this research. The research
presented in those papers was driven by the prevalence of visual fatigue in AR usage,
some major causes of which were discussed in detail by Lambooij et al. [14]. One of
the major drivers mentioned to be behind that visual fatigue is the rapid change of depth
cues, which, as pointed out in [9], “[results] in demands on the accommodation-vergence
linkage.” This, in combination with the vergence-accommodation mismatching described
above and consecutive accommodation resulting in eyestrain [18], creates a demand for
improved AR display strategies.
To clarify, focal distance switching, as defined by Gabbard et al. [9], is “the change in
accommodation as a user’s focus switches between one distance and another.” Whereas
context switching is defined as “the switching in visual and cognitive attention between
real-world and virtual information,” [9]. The experiment run for Gupta’s thesis research [10]
(also described by Gabbard et al. [9]) involved human subjects performing a text-recognitionrelated task; in this experiment, the tasks were divided into those where the subjects had
to switch context and those where they did not. The results of this experiment show that
context switching was shown to have deteriorated task performance at a distance of 6 meters and resulted in an increase of subject-reported eye fatigue at all three distances of 0.7,
2, and 6 meters. As stated in the paper, it’s possible that the poorer resolution and smaller
13

size of the virtual text played into this, but the context switching was surmised to be the
major influence.
Those experimental results lend to the idea that AR users can suffer from dips in success
and accuracy, while performing AR tasks, when they have to switch their accommodation
from a virtual focus to a real focus (at least when those focuses are text-based) at farther
distances. It also tells us that switching focus between real focal points and virtual objects
at different focal distances can also deteriorate performance and accuracy in AR applications. What this then means is that AR technology is in a state where re-accommodating
for the context and focal distance is costly to the user and prevents the experience from
being as fluid as re-accommodating in pure reality. The question then arises: how do we
fix this?

2.5

Blur Manipulation
As stated above, the depth cue of blur is related heavily to accommodation; it is stated

to be one of “four primary stimuli” for accommodation by Gabbard et al. [9]. Blur is easy
to manipulate in the sense that the virtual objects added to reality, in an augmented reality
program, can have their graphical properties manipulated to achieve blur effects, such as
in K. Oshima et al. [20]. Simply blurring a virtual object is a trivial task on its own, but
blurring virtual objects in such a way as to follow the natural blur gradient (mentioned
above) that your brain follows is far more difficult. One also must note that there is a
difference between “focus blur” and “non-focus blur;” as the visual system focuses on an
object and that action blurs objects at different focal distances, the result is focus blur.
14

Non-focus blur can be then defined as any blur that isn’t a result of being on a different
focal distance plane, which is what we’re dealing with here.
The difficult part of blur manipulation comes with knowing how much, and in what
way, to manipulate the blur of virtual objects. Minimal research has been done with manipulating blur in AR systems [10] [20], leaving much to be learned from studying the
results of this sort of depth cue manipulation. The fact that blur has been correlated with
accommodation, which in turn is correlated to vergence, gives us a clue as to how we might
judge the impact of manipulating blur. The general goal of the kind of blur manipulation
discussed here is to blur the virtual objects on an OST AR device in such a way that the
visual system better comprehends the virtual object’s desired focal depth.
Oshima et al. [20] designed a blur-manipulation algorithm to actively correct for “OST
focal rivalry blur” caused by AR users passively trying to accommodate to both the real and
virtual objects in an OST AR scenario. They accomplish this by dynamically “[improving]
the clarity of only the AR content,” with the view of an OST AR system. The Sharpview
algorithm that performs this task uses the user’s eye state to decide what distance they are
focusing at, and thus how much sharpening/clarity should be applied to virtual objects in
view. They do this by using the pupil diameter, and distances from the eye to the real
gaze point and to the HMD image plane, to determine an amount σ to blur the virtual
image. This is a dynamic approach, which that paper claims is necessary to fully solve the
problem.
The idea behind this blur manipulation is to counteract the unnatural focus blur that
spawns from the unique circumstances of AR use, such as the OST focal rivalry blur men15

tioned above (which relates to the context switching issue). This is accomplished, through
the Sharpview algorithm, by applying an image convolution on the virtual image portion
of the AR. This image convolution is through the use of a Fourier transform filter, based
on a point spread function (PSF), applied via the three input variables mentioned above.
Essentially, according to the paper, the focal rivalry blur can be cancelled out via a reactive
image convolution process, sharpening the image in such a way that the blur is no longer
observed by the user.
While it makes sense that a dynamic solution is required for a dynamic problem (as the
user changes focus and surroundings), perhaps the solution does not have to be quite as
adaptive as the one provided in Oshima et al. [20]. After all, AR HMD systems currently
have to account heavily for battery consumption, so any pre-calculation and removal of
constant calculation is welcome. Following this train of thought, we begin to consider how
to alleviate the dynamic part of the solution; one possible way to do this is to determine,
ahead of time, what level of sharpening users may prefer under specific conditions. This
way, instead of constantly making calculations (something an AR system is already doing
heavily on a painfully compact machine as stated above) using variables such as pupil
diameter, we could potentially predict how much sharpening should be applied based on
what the system is portraying to the user. This is no simple thing to determine however, as
obtaining this kind of personalized data from people requires well-planned psychophysical
experimentation.
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CHAPTER 3
EXPERIMENT

3.1

Experiment Overview
The broad goal of the experiment is to provide a situation in which participants can

discover their preferred amount of sharpening, on a virtual image, within a given set of
conditions (explained in detail later). Specifically, the virtual image whose sharpening is
judged is a string of letters, as the legibility of a text string provides a simple reference
goal for choosing sharpening preference. In other words, the experiment is designed to
allow participants to communicate a preference, or pattern of preference, for virtual text
sharpening in an augmented reality scenario, through a series of choices. It is hoped that
the results will provide a conclusion, or at least a hint, in regards to how virtual images in
AR programs should be manipulated to improve the user experience.
There are a number of factors that make determining and examining a participant’s
virtual sharpening preference particularly difficult. First, there is a moderate amount of
difficulty in any experiment that attempts to understand what a participant is seeing. This,
at its core, is because we cannot simply place ourselves in someone’s head to see through
their eyes and must design ways for a participant to communicate what they are seeing.
In this case, the experiment utilizes psychophysical experimentation techniques to collect
appropriate data.
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Within this realm of psychophysical experimentation, there is more difficulty to overcome. In order to obtain useful data, the experiment must be designed so that the participants describe a true physical response with their choices. It is easy for a participant,
especially in a visual experiment such as this, to over-think their response, or perform the
task improperly, without the experimenter’s knowledge. Lastly, the differences between
participants for any experiment based on vision weigh heavily on the results. The two
major factors here are vision impairments (or lack thereof) and age; the participants range
across both of these categories, so the data provided is more reflective of the general participant population pool.

3.2

Methods
This section describes: the apparatus used to provide the AR interaction in the experi-

ment, the experimental procedures, and the participant population. Following this section
is a prediction of the experimental results and a discussion of the actual resulting data from
the experiment.

3.2.1

Apparatus

The main piece of equipment used for the experiment was a haploscope that was designed in the MSU AR lab. Its design is based on devices used for numerous pieces of
vision and AR research, dating as far back as 1931 [23] and used in recent AR research
as well [22] [6]. The haploscope used in this experiment, which is essentially the system
used in [22] with a few improvements/modifications, includes five pieces (as seen in fig-
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ure 3.1 and 3.2): a small, high-resolution monitor, a minimization lens, a collimation lens,
an accommodation lens, and a beam splitting lens.
The virtual text used in this experiment is displayed on a color LCD monitor (9.2 cm
high and 12 cm wide). The displayed text passes from this monitor through the minimization (planoconcave) lens (which shrinks the text down to fit in the center of the lenses and
eye better). After minimization, the light then passes through the collimation (planoconvex) lens (Techspec PCX Lens, 50.0mm Diameter 100.0mm FL, 1064nm V-Coat) acquired
from Edmund Optics Inc., which straightens the virtual text light back out before it passes
through the accommodation lens, which bends the light in a way to make the monitor text
appear at a certain distance. Finally, the light hits the beam splitter, which reflects the light
at a 90◦ angle towards the viewer’s eye, while also allowing them to see clearly through
the lens.
Another important piece of equipment is the monitor (27” LED 16:9 2560 x 1440) used
to simply display “real” text (referred to as the real-text monitor going forward). In this
case, real text means text displayed to the participant without lens manipulation, which
exists at an actual physical distance from the participant, as opposed to the focal distance
of the virtual text being manipulated to appear at a certain accommodative distance. For
participant interaction with the system, a simple QWERTY keyboard is used. All of this
machinery inputs to the Windows 7 machine that the experiment’s application runs on,
which records the keystrokes into a data file to be analyzed and visualized.
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Figure 3.1: Entire haploscope apparatus with lenses and monitor labeled.
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Figure 3.2: Entire haploscope apparatus viewed from front.
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3.2.2

Experimental Design

The experiment was designed to best gather a participant’s preferred sharpening amount
over many condition combinations, in order to discover patterns between and within the
independent variables. There were three unique independent variables in this experiment:
the real-text monitor’s distance from the participant (0.67m, 2.0m, or 4.0m), the accommodative lens power in diopters (0.0D, 0.25D, 0.5D, 1.5D, and 3.0D), and the focus target
(real text or virtual text). As mentioned earlier, most AR systems, especially HMDs, are
limited by their inability to present virtual images at varying accommodative distances
from the user; they only allow for a single accommodative distance in most cases. However, this experiment uses the aforementioned haploscope system, which allows for the
swapping-in-and-out of different accommodation lenses, which, in turn, allows the system
to present a virtual image at any of the distances that the accommodation lenses match.
This allows for exploration of how a change in accommodative distance of a virtual image
might interact with the distance of a real focal point, if at all. It also may simply reveal
the interaction between virtual focus distance and the dependent variable of the experiment
(discussed later).
As stated above, the accommodative lens variable involves five lens powers: 3.0, 1.5,
0.5, 0.25, and 0.0 (which can all be viewed in figure 3.3), which, when converted to meters, becomes 0.33, 0.67, 2.0, 4.0, and ∞ meters, respectively; figure 3.4 visualizes these
distances in relation to each other. This conversion is done by simply inverting the diopter
power, and knowing that 0 diopter lens places the virtual image at optical infinity. This
0 diopter to ∞ conversion occurs because a 0 diopter accommodation lens is a plain, flat
22

Figure 3.3: Accommodation lenses, left to right: 0D, 0.25D, 0.5D, 1.5D, 3.0D

lens, essentially having no effect on the light and thus the image’s light remains collimated/straight. We still place the 0 diopter lens during that condition for the sake of visual
consistency throughout the tasks. These accommodative distances were chosen to cover
three distances of interest, 0.67, 2.0, and 4.0 meters, which are often referred to as “reaching,” “action,” and “vista” space [3], respectively, in regards to user interaction. The 0.33
and ∞ meter distances were chosen to complement those distances as extreme distance
boundaries, one very close to a user’s eyes, the other as far away as visible objects can be.
The virtual text distance is not the only varying distance-based variable present in this
experiment. Since we are using a standard LED monitor to produce the real focal point as
well, we can also change the distance from the real focal target to the participant. This is accomplished by manually moving the monitor forward and backward on the system’s table
for the two closer distances (see figure 3.5) and onto a simple cart for the farthest distance
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Figure 3.4: Simple sketch of how the real text and virtual text distances relate to each
other.

(see figure 3.6). The three monitor distances mentioned above (0.67, 2.0, and 4.0 meters)
were measured out with a tape measure with the origin point being approximately where
the nodal point of the participant’s eye is located. These distances were chosen to represent
those primary user interaction distances described above: reaching space (0.67m), action
space (2.0m), and pseudo-vista space (4.0m).
Along with these two varying distance-based variables, the experiment also involves
the aforementioned focus target condition. This condition covers two focus targets that the
user must alternate between when performing the experimental trials. The two focus targets
that this condition covers are a virtual target projected by the haploscope (figure 3.7), and a
real target, which is the text on the monitor (figure 3.8). During the virtual target condition
there is no text present on the monitor, and the participant must simply focus on the virtual
text presented by the haploscope. On the other hand, during the real target focus condition,
the virtual text is present along with the text on the monitor, but the participant must focus
on the monitor text. The virtual text condition simply serves the purpose of being a baseline
24

Table With Monitor

Figure 3.5: The table that the experiment’s AR system is built onto with the real-text
monitor set on top.
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4.0m Monitor Cart

Figure 3.6: The real-text monitor sitting on the (precisely-placed) cart for the 4.0m
real-text distance.
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test of what amount of sharpening/blur the participant may prefer at a given accommodative
distance for virtual text.
Finally, there is the dependent variable for this experiment: the amount of sharpening/blurring of the virtual text that the user prefers for a particular set of conditions. This
amount will be referred to as the “sigma value” as it is the σ variable in the Sharpview
algorithm, which implements a the PSF discussed earlier [20]. In that paper, σ initially
represents the pupil diameter of the user at the time of the image convolution; however,
when the algorithm gets down to the display portion, σ then represents the size, in pixels
(in the 2D graphical matrix of the virtual image), of the convolution’s effect. The sigma
value in this experiment is encoded by a range of values from 0.5 to 3.5, with a buffer of
0.1 between each value. These values represent the size, in pixels, of the Sharpview algorithm’s filter effect on the text images used as the virtual portion in this experiment. Each
of the values in this range are plugged into the Sharpview algorithm, and the result is used
to sharpen/blur a simple text image (as seen in the virtual text in figure 3.7).

3.2.3

Experimental Procedure

The procedure began by presenting and adjusting the setup that the participants would
be using for the experiment: the haploscope, the chinrest, the keyboard used for input, the
chair to sit on, and the table that the haploscope system rests upon. Once the participant
felt comfortable (comfort is important for data consistency and integrity), they were then
walked through how they would perform a trial, a trial being a set of conditions for all of
the independent variables. Once they understood the process, they were then trained by
27

Virtual Text Focus

Figure 3.7: Two virtual text strings during the virtual focus condition (bottom text is at 3.5
sigma, top text is at 0.5 sigma).
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Real Text Focus

Figure 3.8: What the participant sees when focused on the real text (with virtual text
present but not in focus).
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performing the actual task on two sets of conditions, same real and virtual text distance
conditions, but going through both focus target conditions. The real experimental trials
began once they felt comfortable with the practice and their understanding of the process.
A trial, in this experiment, consists of a randomly chosen set of conditions for the three
independent variables (as mentioned above), and an array of choices. Each choice is made
between two virtual text images displayed on the haploscope, each with a different amount
of sharpening done to it via the Sharpview algorithm. As discussed before, the sharpened
images are pre-rendered at intervals of 0.1 in the Sigma value; every trial begins with one
image sharpened with a sigma value of 0.5 (lower bound), and the other image sharpened
with a sigma value of 3.5 (upper bound). At a sigma value of 0.5, there is actually no
effect on the image, as a half-pixel value means that the filter does not even affect an entire
pixel; at a sigma value of 3.5, legibility of the text becomes quite low. In both focus target
conditions, the participant sees the two text strings equidistant from the center point of the
haploscope monitor 3.8. The difference is that, through calibration, the real text is centered
between the two in the real text condition.
Calibration of the virtual text is an important step/task in this experiment. Since participants have unique facial/eye features, the centering of the real text letter differs between
participants; this means that the calibration (centering) of the virtual text must be a task for
the individual participant (as we can’t see what they see). This task, which the participant
practices in the training run, requires the participant to simply align the capital letter ‘O’
on a crosshair target, with the virtual text strings showing, using the ‘WASD’ keys on a
keyboard (‘W’ for up, ‘A’ for left, ‘S’ for right, and ‘D’ for down). The crosshair is dis30

played on the haploscope monitor and the ’O’ is on the real text monitor, meaning they
get the real letter position centered between the two virtual text strings. The participant is
asked to do this between each lens change (and each monitor change if the lens remains
the same) and is not allowed to proceed with the actual trials until they confirm that the
system is calibrated to the best of their ability.
Once the participant has calibrated for a set of monitor and lens conditions, the participant is reminded, on each trial, what they should be focusing on and also to maintain the
head position they held when completing the calibration step. This is imperative during the
real text focus target condition, as focusing on the virtual text during the real text condition
would provide the same data as the virtual text focus condition, rendering it misleading
at best. This brings to light another key weak point in the experiment: the centering of
the real text between the virtual text is dependent on the participant’s ability to align the
target, and their ability to maintain head position during that trial (as moving their head any
significant amount will cause the text to no longer be aligned). As the participant proceeds
into the trial, an initial focus target condition is chosen randomly between virtual and real.
Once the target is chosen by the application and the participant is notified to begin
the trial, the participant will quickly (as instructed beforehand) decide between the two
manipulated text strings presented on the haploscope. “Quickly” in this case is stated to the
participant as “within 3 seconds.” There is no research basis for this time suggestion, but it
was decided through minor experimentation in the lab that this was a reasonable amount of
time to make a decision based on the participant’s vision. This was motivated by the desire
to keep the participants from overthinking it and to provide a large enough amount of time
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so that they were not guided towards immediately pressing the key without considering the
differences at all. When the participants made their decision, they were instructed to press
either the “up arrow” or “down arrow” keys on their keyboard, representing the topmost
text string and bottom-most text string respectively.
The sequence of choices the participants must make (i.e., what virtual text strings they
must choose between) is decided by the downward staircase pattern discussed earlier; an
example of a participant’s choices is shown in figure 3.9. The first choice the participant
makes in any trial is always between images manipulated with the minimum and maximum
sigma values (0.5 and 3.5). From there, with the downward staircase implementation, if
the participant chooses the lower sigma value, then the upper sigma value is brought down
by a small amount for the next choice; however, if the participant chooses the higher sigma
value, the sigma values remain the same in the next choice. Then, in said next choice,
with the positions of the two strings randomly selected again and the participant chooses
their preferred value as in the first choice. A sequence of these choices goes on until the
participant has switched their choice directions 6 times, hit the same upper/lower limit 6
consecutive times, or 20 choices have been made (a rare occurrence).
An example of this can be seen in figure 3.9, where the participant switched the direction of the chosen sigma value (up or down) 6 times. In this R graph of the trial, each choice
in a trial is shown as a vertical pair of circles; the higher circle is the higher sigma value,
while the circle at the bottom is the lower sigma value that remains the same throughout
the experiment. The filled-in circles (the solid black ones) represent the sigma value of the
text that the participant preferred out of that particular set. An ‘x’ through the higher circle
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means that the “direction” of a participant’s choices have switched (i.e., the participant was
selecting the low sigma choice consecutively and then selected a higher sigma value). One
can plainly see that six direction changes occurred and the mean of the direction-switch
choices clearly shown as a vertical line. This graph clearly shows the validity of only
calculating the preferred amount of sharpening based on the switch points.

3.2.4

Participants

There were 10 participants total, but 8 participants were used in the analysis (one participant did not finish the last monitor condition and one participant vocalized their inability
to focus on the virtual text); of the 8 participants, 5 participants were male and 3 participants were female. The participants varied in age with the majority being college-age
(18–25), and two being above the age of 40. Older participants were sought after for their
decreased accommodation performance, as the eye’s accommodative ability decreases as
age increases [8] [19], so their preferences should be taken into account. There was also
a range of other vision deficiencies within the participants, with the 4 of the 8 participants
using corrective eye-wear. There were no participants under the age of 18 used, as mental
maturity was a desirable characteristic to ensure the participant took the experiment seriously. Participants were paid at a rate of $12/hour to provide motivation for both signing
up and performing to the best of their abilities.

3.3

Experimental Hypotheses
There were a number of hypotheses made about the results of the experiment:
• H1: Participants will prefer a higher sigma value, on average, when focusing on the
real text than when focusing on the virtual text.
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Figure 3.9: A data plot of one experimental trial.

34

• H2: Participants will prefer a higher sigma value as the diopter power distance gets
further away from the monitor distance, when the participant is focused on the real
text.
• H3: Participants will prefer a higher sigma value as the virtual text distance was
placed in the closest distance and the farthest distance from their eye, with an especially high jump at the farthest virtual text distance, during both focus conditions.

The first hypothesis is based on the idea that focusing on a target while trying to visually
judge another target makes sharp images less likely to be necessary or preferred, as outof-focus images are already blurred and the Sharpview algorithm is designed to alleviate
that. For the second hypothesis, it seems logical that the sharpening would be more helpful
and more preferred when the judged virtual text is farther from the focus target. The final
hypothesis is based on the simple idea that it is more difficult to focus on virtual text at
a very close and very far focal distances and so the Sharpview algorithm could be more
helpful in these instances. Figure 3.10 presents a visual idea of how the data might confirm
these three hypotheses.

3.4

Experimental Results
The resulting data from the experiment should, of course, be taken with a grain of

salt due to the small population size of the participants. That being said, the results do
reveal some visible and useful patterns. ANOVA analysis was performed on the data to
determine the effects of each variable on the data; this analysis took into account that three
of the participants repeated three times (by compiling the data of those three participants
in such a way that they were weighted the same as the others). Lens power (i.e., the focal
distance of the virtual text) had a primary effect on the resulting sigma preference in the
35

Figure 3.10: A mock graph that shows a case where the experimental data supports the
presented hypotheses.
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participants (F(4,28) = 3.3, p = 0.024), as shown in figure 3.11 and discussed in more detail
below. The focus/gaze target also had a primary effect on the resulting sigma preference of
participants (F(1,7) = 20.2, p = 0.003), as also shown in figure 3.11. However, there was
no effect of monitor distance on sigma (F < 1), and there were no significant interactions
with the other variables. This is interesting as one would expect the monitor distance to
have at least a moderate impact during the real text focus condition, as that changes the
distance at which participants must focus while judging the virtual text.

Sigma

3

Gaze
real text

2

AR text

1

0

1

2

3

Lens Power (D)

Figure 3.11: Derived from the linear model formula: y = 0 + 1x + 1x2

Figure 3.11, shows a jittered scatterplot with a parabolic model displayed over it. The
scatterplot is categorically separated by the lens power variable conditions on the x-axis
and has a linear scale of the preferred sigma value on the y-axis; the jitter is done through
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ggplot’s geom jitter function and the points have a reduced alpha for visibility purposes.
The parabolas use geom smooth with a linear model that follows the formula y = b0 +
(b1 ∗ x) + (b2 ∗ x2 ) to create the parabolic shapes seen in the figure; the two parabolas
represent the virtual and real focus target conditions. This model has been confirmed to
cover R2 = 16.8% variation, which is significant for our analysis. This figure also shows
the standard error as shading surrounding the parabolas, which is largest at 1.5 diopters
and 3.0 and diopters. Figure 3.12, also visualizes the standard error well and separates by
accommodative lens power and by focus target. This readily reveals that there was much
more noise in the virtual target categories, and also provides further evidence of a higher
preferred sigma during the virtual target focus condition.
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Figure 3.12: Whisker box plot
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3

Something else that figure 3.11 also shows is that participants generally prefer a higher
amount of sharpening on the real text focus condition than on the virtual text (AR text)
focus condition. The linear model in figure 3.11 also clearly shows that the participants,
on average, preferred the highest sharpening amount during the lowest diopter lens powers
condition, in both focus conditions. The two parabolas also make it readily apparent that
the participants, on average, preferred a higher sigma value for the real text focus condition
and a lower sigma value for the virtual text focus condition; this difference increases on
the extreme ends of the lens power values as well. One last interesting thing to note about
figure 3.11 is that the shape of the virtual text parabola has a more continuous downward
slope, whereas the real text parabola dips in the middle. This difference in shape simply
shows that the participants preferred, on average, a higher sigma when the virtual text was
close to their eye and they were required to focus on the real text behind it.
As for the hypotheses made before the experiment: confirmation was mixed. H1 was
supported by the resulting data, as shown in figure 3.11 and in figure 3.13 (on a closer look
due to the scale) and discussed above. Clearly, the participants generally preferred more
sharpening when focused on the real text condition. H2 is not currently supported by the
data, as the data collected in this experiment did not show much interaction between the
real text and virtual text distance. In fact, our ANOVA analysis of the data shows that the
monitor distance did not have much of an impact on the experiment results at all. However,
it seems that H2 could be well-supported with further data collection. H3 was supported
by the experiment results as the highest sigma value averages lie on the extreme ends of the
diopter values, with the diopter variable having a strong impact on the results in general.
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Figure 3.13: Linear model separated by participant and monitor distance.

40

Gaze
●

real text

●

AR text

As mentioned above, the sample size for the experiment is not large enough to back up
any concrete findings. However, the resulting data from the experiments is enough to show
trends in preferences that both follow some of the predictions made before the experiments
and provide a significant motivation for further experimentation. From the results of these
experiments, one can confidently hypothesize that users of AR systems would generally
prefer a significant Sharpview-like manipulation performed on virtual images when they
are focused on real-world objects. One could go further to hypothesize (less confidently)
that the same users would also prefer Sharpview-like manipulation done with more sharpening when the virtual objects are being portrayed at a distance either very close to (0.67m
or closer) or very far away (> 4.0m) from them.
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CHAPTER 4
CONCLUSIONS

In reflection, the process of developing this research and writing this paper was a powerful learning experience. It has become clear that while AR is well on its way to becoming
a staple of the technology community and (at some point) a widely-accepted complement
to daily tasks. However, it is also clear that there is much work to be done on the foundation of AR technology. While it is exciting to jump on the bandwagon of current AR
implementations and the value they currently bring us, it is far more imperative to its success that the basic technology, which underlies all (or most) actual implementations, is as
well developed as possible. The research presented here was done in hopes of progressing
that underlying technology to allow better implementations in the near future and a more
positive experience for AR users, because negative experiences will only drive away new
users and lower the public opinion of the technology.
In the author’s opinion, the work here has progressed underlying AR technology in
the specific (and underdeveloped) area of depth perception. Specifically, it has provided
experimental data to show that AR users may prefer a blurring effect on virtual images
when focused on real targets and when the virtual images are at extremely close and far
distances to/from the user. In conjunction with Gabbard et al.’s research [9], this could
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then lead to the investigation of blurring effects alleviating the eye fatigue resulting from
context/focal distance switching. This mastering of depth cues in AR would overall lead
to a more realistic, seamless AR experience with the end goal of AR users being able to
focus on, and switch to and from, the virtual images as they would in the real world.
There is a bounty of future work to be done regarding this research. The first step
is to run more experiments to bolster the current small set of data; the new data will be
checked against the current patterns and hypotheses to see if they hold up. This will then
essentially serve as a pilot study for the validity of future studies closely related to this
thesis. Specifically, we plan on exploring alternative blur manipulation algorithms in place
of Sharpview, after doing a more in-depth study of how one might actually counteract
focus blur. If and when a best blur counteraction method rises from the rest, we will
pursue experimentation where participants perform context and/or focal depth switching
tasks with that method implemented.
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