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One of the defining features of spontaneously broken time reversal symmetry (BTRS) is the
existence of domain walls, the detection of which would be strong evidence for such systems. There
is keen interest in BTRS currently, in part due to recent muon spin rotation experiments, which
have pointed towards Ba1−xKxFe2As2 exhibiting spontaneously broken time reversal symmetry. A
key question however is how to differentiate between the different theoretical models which describe
such a state. Two particularly popular choices of model are s+ is and s+ id superconducting states.
In this paper we obtain solutions for domain walls in s+ is and s+ id systems, including the effects
of anisotropies, showing that in general they exhibit strong spontaneous magnetic fields that extend
along the entire length of the domain wall. We will demonstrate the qualitative difference between
the magnetic signatures of s+ is and s+ id domain walls and propose a procedure, that one could
use to extract the superconducting pairing symmetry from the magnetic field response of domain
walls.
INTRODUCTION
Superconducting states that spontaneously break time
reversal symmetry have been a subject of experimental
pursuit and theoretical investigation over the last few
decades. Although a number of candidate materials were
discovered, the nature of their order parameters remains
a subject of debate. Recent experimental works in iron-
based superconductors reported spontaneous breakdown
of time reversal symmetry (BTRS) in Ba1−xKxFe2As2
[1; 2], based on muon spin spin rotation measurements.
The leading candidates for the BTRS state in Fe-based
compounds are s + is and s + id states [3–7]. The ex-
periments [1; 2], detected spontaneous magnetic fields
appearing in superconducting states. These are believed
to be a hallmark of the spontaneous breakdown of time
reversal symmetry. The spontaneous magnetic field was
extensively studied in a p+ ip superconducting state [8–
10], where it was studied for impurities and domain walls
[11; 12]. The situation is much less studied for the s+ is
and s+ id cases.
It was suggested that impurities generate magnetic
field in s+id superconductors [4]. It has also been pointed
out that in contrast, isotropic s+ is superconductors ex-
hibit no such effect for a spherically symmetric impurity,
as well as no magnetic signatures of domain walls, unless
one creates cross-gradients of relative density and rela-
tive phase [13]. Such configurations arise when domain
walls interact with pinning centers or the boundary of the
sample [13]. Several proposals were made to distinguish
s+ is and s+ id states from various configurations of im-
purities [14–18]. In the most recent proposal [19] it was
suggested that for models relevant for Ba1−xKxFe2As2
one can distinguish between s+ is and s+ id supercon-
ductors, supporting s+ is state in that material [2].
However the determination of the nature of BTRS
state is an extremely difficult task. The other proposed
experimental signatures, are vortex clustering and flux
flow viscosity at the BTRS phase transition [18; 20], soft
collective modes close to the transition [5; 6; 21; 22],
the formation of metastable Skyrmions [13; 23; 24], and
quasi-particle interference [7; 25].
A number of the above methods are either hard
to achieve experimentally or exists in small parameter
ranges. However in this work we focus on a simple fea-
ture to measure and compare, showing how the states can
be diagnosed via the observation of the magnetic field of
domain walls separating s + is and s − is or s + id and
s−id domains. This can be observed in scanning SQUID
and scanning Hall probes [26–29].
Although in the isotropic s+ is models a straight do-
main wall does not produce magnetic field [13], it was ob-
served in [30–32] that in the presence of anisotropies, the
phase difference between the components couples directly
to the magnetic field, which could lead to domain walls
exhibiting magnetic field in s+ is state of the anisotropic
materials such as Ba1−xKxFe2As2. We investigate the
direction dependence of this spontaneous magnetic signa-
ture, demonstrating that if the domain wall exists in one
of the crystalline planes in either s+ is or s+ id systems,
then there is only a localised effect on the boundary,
caused by the pinning sites geometry. However if the do-
main wall is not aligned with the crystalline planes then a
much stronger spontaneous magnetic field signature can
be observed. Importantly, this magnetic response, un-
like that caused by the pinning geometry, extends along
the entire length of the domain wall and is dependent on
the direction of the domain wall normal. However there
is a very different directional dependence for s + is and
s+id superconductors, which is connected directly to the
underlying pairing symmetry of the system. For simplic-
ity, we will refer to such a spatially extended magnetic
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2response as the bulk magnetic field. It is proposed that
this behaviour can be studied experimentally to deter-
mine the pairing symmetry of the superconducting state.
GINZBURG-LANDAU FORMULATION
In this paper we will consider a three component model
of a clean superconductor, where we have three overlap-
ping bands at the Fermi surface, as in [17; 19]. Three-
band systems can spontaneously break time reversal sym-
metry when the interband coupling is frustrated [3; 5–7].
To model the physics of Ba1−xKxFe2As2 we can consider
an effective two component Ginzburg-Landau free energy
density [33], which can be written as,
F =
2∑
j=1
{(
Πˆψj
)†
Qˆjj
(
Πˆψj
)
+ αj |ψj |2 + βj
2
|ψj |4
}
+
(
Πˆψ1
)†
Qˆ12
(
Πˆψ2
)
+
(
Πˆψ2
)†
Qˆ12
(
Πˆψ1
)
(1)
+ γ|ψ1|2|ψ2|2 + δ
2
(
ψ∗21 ψ
2
2 + ψ
2
1ψ
∗2
2
)
+
(∇×A)2
8pi
.
The index j labels the superconducting component, de-
scribed by the complex order parameter ψj(x, y, z) =
|ψj |eiθj . The lattice anisotropies are represented by the
three-dimensional tensors Qˆij , (i, j label the component)
which couple the covariant derivatives Πˆ = ∇+ iqA act-
ing on the matter fields. Moreover, to ensure the free en-
ergy to be real, the anisotropy tensors should to be real
and symmetric, i.e. Qˆij = Qˆ
T
ij . The free energy is written
in dimensionless units, according to the same convention
used in [19]. The spatial lengthscale is ξ0 = ~v¯F /kBTc,
where v¯F is the average Fermi speed, and Tc the critical
temperature of the superconductor. The coefficients used
in Eq. (1) are given as
Qˆ11 = ρ
(
Kˆ1 + Kˆ2
)
Qˆ22 = ρ
[
ζ2
(
Kˆ1 + Kˆ2
)
+ Kˆ3
]
Qˆ12 = ζρ
(
Kˆ2 − Kˆ1
)
α1 = −2(G0 −G1 + τ)
α2 = −
(
1 + 2ζ2
)
(G0 −G2 + τ) (2)
β1 = 2; β2 = 1 + 2ζ
4
γ = 4ζ2; δ = 2ζ2
where ζ = (4η2)
−1
(
η1 −
√
η21 + 8η
2
2
)
and ρ ∼
0.1, as derived in [33]. G1 = η
−1
1 , G2 =(
4η22
)−1(
η1 +
√
η21 + 8η
2
2
)
, G0 = min (G1, G2) and τ =
1 − T/Tc. The Kˆ matrices are diagonal and reflect
the three band structure of the superconductor, since
they are proportional to the normalized average of the
Fermi velocities in the respective bands, i.e. Kˆj ∼
〈vjvTj /v¯2F 〉. Experimentally it is challenging to deter-
mine these quantities, however, [34; 35] suggest that
for the majority of 122 iron pnictide materials it makes
sense to consider (Kˆ1,2,3)xx/(Kˆ1,2,3)zz ∈ [1, 5] as well as
(Kˆ1,2,3)yy/(Kˆ1,2,3)zz ∈ [1, 5]. The coefficients η1 and
η2 are microscopic interband couplings which, together
with τ , fully determine the potential terms of Eq. (1).
To break time reversal symmetry, it is necessary to have
η2/η1 close to unity and τ ∈ [0, 0.3] following the micro-
scopic derivation for Eq. (1) presented in [33]. While the
above parameter range is quite large, we are particularly
interested in the qualitative results in this paper. To this
end, other parameter choices have been considered in tan-
dem with the presented values. It is important to note
that our results persist for all the parameters considered
and that the conclusions we draw are not fine tuned.
We are interested in analysing s+ is and s+ id states,
where the coefficient δ > 0 leads to an additional Z2 de-
generacy in the ground state configuration. Namely, the
phase difference between the two condensates can take
one of two values θ12 = θ1 − θ2 = ±pi/2. By choos-
ing one of these two possible values, the system spon-
taneously breaks time reversal symmetry. The ground
state is then given by fields that lead to zero covari-
ant derivative given the phase difference and a constant
condensate magnitude that must be determined numer-
ically. It is this degeneracy in the ground states that
leads to the possibility of domain wall defects, which
are 1-dimensional structures interpolating between two
ground state values. Spatially they act as the interface
between two domains where time reversal symmetry has
been broken to different vacua. As our theory is formed
of continuous fields, the phase difference must interpolate
smoothly from θ12 = pi/2 to θ12 = −pi/2. In isotropic
superconductors, domain walls are associated with zero
magnetic field, unless the domain wall is attached to an
inhomogeneous pinning center or there is an underlying
density inhomogeneity [13; 16; 17]. However, in the pres-
ence of anisotropies, it has been shown that the magnetic
field is coupled with phase difference gradients [19; 30–
32] and with the introduction of BTRS matter field den-
sity gradients [36]. This would suggest that anisotropies
could principally alter the magnetic signatures of domain
walls in s+ is and s+ id systems. Since the experiments
[1; 2] report an s+ is state in anisotropic materials [19],
this calls for the investigation of domain wall solutions in
anisotropic systems.
The difference between s + is and s + id states lies
in the gap symmetries, encoded in the mixed gradient
term coefficients in Eq. (1). The s + is states re-
quire (Qˆ12)xx = (Qˆ12)yy and consequently (Kˆ1,2)xx =
3(Kˆ1,2)yy. If we consider the action of a general rota-
tion matrix on the tensors Qˆ it can be shown that the
spatial symmetries are SO(2) × C2, namely that it has
an SO(2) symmetry in the x-y plane and a C2 sym-
metry in orthogonal planes containing the z axis. The
s + id states require (Qˆ12)xx = −(Qˆ12)yy which is ful-
filled by setting (Kˆ1)xx = (Kˆ2)yy and (Kˆ1)yy = (Kˆ2)xx.
This form for Qˆ leads to the basal x-y plane having
C2 symmetry and thus the 3-dimensional system hav-
ing a C2 × C2 symmetry when the z axis is included.
The numerical values of the Kˆ1,2,3 depend on the spe-
cific material, but their range is wide. In this paper,
all simulation will be run for the anisotropy matrices
reported in TABLE I, which satisfy the above require-
ments and symmetries. We note that in general the re-
sults here are qualitatively independent of the choice of
parameters, where in general stronger anisotropy yields
a stronger magnetic response. However in the isotropic
limit (Kˆ1,2,3)xx/(Kˆ1,2,3)zz = (Kˆ1,2,3)yy/(Kˆ1,2,3)zz → 1
the bulk magnetic response disappears.
s+ is s+ id
Kˆ1 =
1.0 0 00 1.0 0
0 0 0.5
 Kˆ1 =
1.0 0 00 1.5 0
0 0 0.5

Kˆ2 =
1.5 0 00 1.5 0
0 0 0.3
 Kˆ2 =
1.5 0 00 1.0 0
0 0 0.3

Kˆ3 =
0.5 0 00 0.5 0
0 0 0.4
 Kˆ3 =
0.5 0 00 0.5 0
0 0 0.4

TABLE I: Simulation parameters for anisotropy matrices in
Eq. (1) for both s+ is and s+ id systems.
SYSTEM SETUP
Consider a general domain wall that exists in one of the
above described anisotropic systems. The orientation of
the domain wall will have a distinct effect on the energy
of the configuration, dependent on the anisotropies in the
system. This leads to a single orientation being energet-
ically favourable and hence a critical point of the energy
functional. However in real materials there is pinning so
upon cooling a superconductor through the BTRS tran-
sition there will in general be pinned domain walls with
different orientations.
We propose an experimental setup where pinning cen-
ters are introduced on purpose, either by irradiating a
sample at a given angle relative to crystaline axises or
creating dents on its surface that would provide geomet-
ric pinning. This allows the domain wall orientation rel-
ative to crystal axises to be fixed in the experimental
setup.
Below we focus specifically on the case of a sample
that has two columnar pinning sites, where the supercon-
ductivity is suppressed as shown in FIG. 1 by the green
cylinders. If a sample is quenched through a phase tran-
sition, according to the Kibble-Zurek mechanism [37; 38],
domain walls will form (see also the discussion in [13]).
A quench-induced domain wall is then captured between
these pinning sites as shown in blue, whose orientation is
represented uniquely by the normal vector to the domain
wall n. To improve the probability of capturing a domain
wall one can make an array of such pinning centers. We
note that as all domain walls with the same normal n are
equivalent, hence n is the optimal way of parametrising
the family of possible domain walls.
Similarly geometric pinning of domain walls can be
produced by appropriately cleaving the crystal. The re-
sults of these different procedures are equivalent for our
purposes. Hence if you wish to experimentally consider
the domain wall represented by a given n, you must cre-
ate two parallel pinning sites, where the pinning direc-
tion is a vector taken from the plane of the domain wall
(namely it is orthogonal to n). This then determines a
unique direction that is orthogonal to both n and the
pinning direction, which gives a vector that will lie be-
tween the pinning sites (namely point from one pinning
site to the other).
For example in FIG. 1 the normal of the domain wall
is in the x-direction, hence the domain wall exists in the
yz-plane. We can select any direction in the yz-plane for
the pinning direction, say z which then picks out that
the pinning sites must be separated along the y axis.
We have presented a three-dimensional system, but our
setup has translational invariance along the pinning di-
rection as the pinning centers are columnar. This will
allow us to describe the superconductor with a two-
dimensional simulation assuming translational invariance
in the final direction, hence all fields vary only in the
plane perpendicular to the pinning sites, which we will
identify with Ω.
Hence, in FIG. 1, Ω is the xy-plane, where the mat-
ter fields, phase difference and magnetic field will vary
mainly in the direction of the normal n (or x-direction),
and will be translationally invariant orthogonal to n (or
y-direction). If we substitute the translationally invari-
ant fields into the energy functional in Eq. (1) we see
that any anisotropy becomes diagonal, leading to fewer
couplings and no bulk magnetic signature, similar to the
isotropic case [13].
To consider alternate domain wall orientations, as
shown in FIG. 2 or the first panel of FIG. 4, we will
reformulate our theory in terms of a pinning centre
aligned coordinate frame (x′, y′, z′). This new coordi-
nate frame is related to the crystalline frame by a general
4FIG. 1: A superconducting sample with pinned domain wall.
The coordinate system labeled by (x, y, z) is the crystalline
axes frame. The non-superconducting pinning sites are rep-
resented by green cylinders. The domain wall, displayed by
the blue plane, is then pinned in place by the pinning centers.
The direction along which the phase difference interpolates is
identified by the domain wall normal vector n, displayed by
the blue arrow. In this specific case the domain wall normal
is aligned with the x crystalline axes.
3-dimensional rotation matrix Rˆ. The new coordinate
system is then aligned such that the domain wall nor-
mal is always in the x′ direction, the pinning direction
is always in the z′ direction and the vector between the
two pinning centres is in the y′ direction, without loss
of generality. This will allow for easier comparison be-
tween solutions. In the energy functional this coordinate
change is achieved by acting with the rotation matrix Rˆ
on the anisotropy tensors Qˆjk → RˆT QˆjkRˆ.
MAGNETIC SIGNATURES AND NUMERICAL
SOLUTIONS
In an isotropic system, with z translation invariance we
have cylindrical symmetry, therefore it is natural to con-
sider only the Bz component of the magnetic response,
orthogonal to the plane Ω. This can be obtained by sim-
ulating a 2d cross section of the superconductor with
only Ax and Ay. However the presence of anisotropy
introduces an energetically preferred direction for the
magnetic field, breaking the spatial cylindrical symme-
try and therefore requiring the third component of the
gauge field. This implies that the magnetic field will
not always be orthogonal to the Ω plane. Hence, when
simulating the system, even though we are considering a
2d cross section of a z-translational invariant system, we
must consider all possible magnetic field directions and
thus include all three gauge field components.
FIG. 2: A rotation of the trivial setup in FIG. 1 by φ about
the z axis, such that the domain wall normal is not aligned
with any of the crystalline axes (x, y, z) which are drawn in
red. The black axes represent the pinning-centers-aligned
frame and are labeled by the primed coordinate set (x′, y′, z′)
, of which x′ is always perpendicular to the domain wall. This
coordinate frame configuration can be achieved by irradiation
of the sample in a given direction or by cleaving the crystal,
or creating dents on a surface of small sample.
Rotation about the z axis
The first non-trivial orientation we consider, shown in
FIG. 2, is a rotation of the domain wall about the z axis,
corresponding to the rotation matrix,
Rˆ =
 cosφ − sinφ 0sinφ cosφ 0
0 0 1
 . (3)
In the s+is model this rotation is a symmetry of the sys-
tem, due to the SO(2) spatial rotational symmetry in the
xy-plane. This means that s+ is domain walls with this
orientation will be equivalent to those for the previous
orientation shown in FIG. 1 and hence exhibit no bulk
magnetic signature for all values of φ. In fact, indepen-
dently of the value of the rotation angle φ, all the cou-
plings between the magnetic field and density gradients
as well as the magnetic field and phase difference gra-
dients cancel out (unless the domain wall interacts with
a pinning center or inhomogeneity). However for s + id
domain walls the couplings no longer simplify. We have
simulated the system in the domain Ω for the parame-
ters presented in TABLE I with angle of rotation φ = pi/4
such that we are considering the half-plane, using a con-
jugate gradient flow energy-minimization method, with
the results plotted in FIG. 3. The results demonstrate
a marked difference between s + is and s + id domain
walls. With the parameters we have selected, the matter
field magnitudes give similar plots for both types, though
quantitatively there are slight deviations due to couplings
with the magnetic field. As predicted by the symmetries
s + is domain walls exhibit no bulk magnetic response.
The localised magnetic field around the pinning centers
5FIG. 3: Two dimensional cross section whose domain is Ω,
in the pinning-centers-aligned coordinate frame of the super-
conducting samples after a rotation of φ = pi/4 around the z
crystalline axis, described by Eq. (3). The columnar pinning
centers coincide with the gray areas. The two order param-
eters in both s + is and s + id superconductors are struc-
turally similar, hence we plot them only once. The phase
difference is reported in the rectangular boxes, displaying a
value θ12 = pi/2 for x
′ < 0 and θ12 = −pi/2 for x′ > 0. In the
magnetic field plots one can distinguish the qualitative differ-
ence between s+ is response, weak and localized around the
pinning sites, and the s+ id response, stronger and extended
for the entire length of the domain wall. Both magnetic fields
directed along z′ direction. The simulation parameters are
the same as those reported in TABLE I.
is due to the non-convex geometry of the boundaries and
studied in detail in [13]. However s + id domain walls
exhibit a strong spontaneous bulk magnetic field, which
extends along the entire length of the domain wall in-
stead of being localized at the pinning sites. This field is
characterised by a relatively strong magnitude, merely an
order of magnitude smaller than the maximum magnetic
field of a vortex in the same system and of the same order
or stronger than the magnetic field resulting from various
impurities. This indicates that pinned domain walls can
contribute strongly to spontaneous magnetic signatures
in experiments [1; 2]. The origin of this magnetic sig-
nature can be identified in additional couplings between
the magnetic field, gradients of phase difference and mat-
ter field amplitudes, arising from the domain wall normal
vector not being aligned with any of the crystalline axes.
This is an ideal orientation to consider experimentally as
any s+ id domain wall will have a measurable magnetic
response, compared with the s + is case which has only
a weaker localised response.
Rotation about the y axis
More insight into the pairing symmetry can be ob-
tained by considering a different orientation, namely a
rotation about the y crystalline axis. This corresponds
to the rotation matrix,
Rˆ =
 cosφ 0 sinφ0 1 0
− sinφ 0 cosφ
 . (4)
For this orientation, there is no simplification of the cou-
plings for either the s+ is or s+ id systems and thus we
must simulate both numerically to get an idea of what
the magnetic response will look like. The results of this
simulation for φ = pi/6 are plotted in FIG. 4. The top left
panel also displays the system setup we are considering.
We note that, as we are purely interested in the bulk re-
sponse (the response far from the pinning sites), we have
only plotted a cross section of the fields, taken along the
x′ axis, as highlighted in the top left panel of FIG. 4.
The resulting fields for s+ is and s+ id are very similar,
demonstrating that both s+ is and s+ id domain walls
exhibit spontaneous magnetic field, which in this case is
in the y′-direction. In fact when the domain wall normal
is not aligned with any of the crystalline axes or in the
xy-plane both s+ is and s+ id domain walls will exhibit
bulk magnetic signatures which extend through the entire
length of the domain wall. As in FIG. 3, the order param-
eter magnitudes behave similarly in both states, hence we
report them only once (this is due to the ratio of η1,2 be-
ing very close to identity). The phase difference value is
plotted as background color. Cyan (where x′ < 0) corre-
sponds to a phase difference of θ12 = pi/2, while orange
(where x′ > 0) is associated with θ12 = −pi/2.
We note that the magnitude of the magnetic response
strongly depends on the numerical value of the anisotropy
tensors Qˆjk. If we compare the magnitude of the max-
imal value of the domain wall’s magnetic field with the
maximal value of the magnetic field of a vortex in the
same system, the magnetic field of the domain wall is
ten times weaker compared to the vortex, but of same
order of magnitude as the magnetic field generated by
the impurity modulation considered in [19].
COMPLETE CONFIGURATION SPACE
In FIG. 4 the magnetic field strengths of s+is and s+id
superconductors are very similar and the magnetic field
direction is the same. In general this is not the case and
the magnetic field strength along with the magnetic field
direction will give information on the pairing symmetry,
as we already saw in FIG. 3.
To consider all possible domain walls for our chosen
parameters (presented in TABLE I), it is sufficient to
6-30 -15 0 15 30
x′
0.0
0.2
0.4
0.6
θ12 =
pi
2 θ12 = −pi2
|ψ1|
|ψ2|
FIG. 4: Simulations for the pinning setup rotated by φ =
pi/6. about the y crystalline axis. The top left panel dis-
plays the relative orientations of the crystalline coordinate
frame and the pinning-centers-aligned coordinate frame. The
dashed line indicates where we take the cross section of the
fields, which is aligned with the normal to the domain wall
and the x′ axis. As in FIG. 3 the matter field modulus’s |ψ1|
and |ψ2| behave in a similar way in both s + is and s + id,
therefore we report them in a single panel in the top right.
The phase difference is represented by the background colour.
Namely, the cyan (where x′ < 0) indicates a phase difference
value of θ12 = pi/2 while orange (where x
′ > 0) indicates
θ12 = −pi/2. The two bottom panels show the spontaneous
magnetic field for the s+ is sample on the left and the s+ id
on the right. We can notice that under this system setup both
samples exhibit a qualitatively similar magnetic field, charac-
terized by its extension throughout the entire length of the
domain wall. While this is expected for the s+ id supercon-
ductor it is substantially different if compared with 3 for the
s+ is case.
consider all possible directions of the domain wall nor-
mal n. Due to the C2 symmetry in the z-direction we
can consider just the directions of the normal in the up-
per hemisphere of a unit sphere (in fact for s+ is you can
further use the SO(2) symmetry in the xy-plane to just
consider a geodesic between (0, 0, 1) and (1, 0, 0)). The
results of considering all possible orientations are plotted
in FIG. 5. In this plot each point represents the domain
wall oriented such that its normal vector lies in the direc-
tion from the origin to the point on the upper-hemisphere
of a unit sphere in the crystalline coordinate system. The
colour of the point gives the maximum local strength of
the magnetic field, while the arrow will give the unique
magnetic field direction for both s+is and s+id systems.
We see that the dependence of the magnetic field of the
domain wall on its orientation relative to crystal axes is
FIG. 5: The maximum value and direction of the sponta-
neous magnetic field given a certain orientation of the domain
wall normal vector with respect to the crystalline coordinate
frame, denoted by the coordinate set (x, y, z). The upper im-
age shows the magnetic field for the s+ is state and the lower
image for the s + id state. We can clearly notice how differ-
ent orientations of the domain wall normal vector correspond
to different spontaneous magnetic fields. The spontaneous
magnetic field associated with the domain wall can be used
to distinguish between the s + is and s + id state, since the
magnetic field for the two state are only similar for restricted
orientations of the domain wall.
markedly different for the s + is and s + id cases. The
easiest way to discriminate between the states can be
seen from the colour plot in FIG. 5. It gives a clear
demonstration of the symmetry in the basal (xy) plane,
which for the s+ is is SO(2) and for s+ id is C2.
CONCLUSION
Superconducting states with spontaneously broken
time reversal symmetry are of great current interest, how-
ever identifying the type of BTRS order parameter is a
notoriously difficult problem. Recent experiments have
7reported observation of broken time reversal symmetry in
iron-based superconductors [1; 2]. The evidence is based
on spontaneous magnetic fields 1. The leading candidates
to explain these states are s+ is and s+ id pairings.
We have obtained solutions of domain walls in s + is
and s+id models of superconductors including the effects
of anisotropies. The solutions are obtained for different
orientations of the domain walls relative to crystal axes
and it is found that in general, domain walls generate
a spatially extended (bulk) magnetic field in anisotropic
superconductors. For microscopically motivated [19] pa-
rameters, the magnetic fields are substantial, only an or-
der of magnitude smaller than that of a vortex. This
demonstrates that the pinned domain walls should be
an important contributing factor in the signatures ob-
tained in muon spin rotation experiments [2] and can be
resolvable in scanning SQUID and scanning Hall probes
[26–29].
Importantly, the magnetic signatures in the s+ is and
s + id case are qualitatively and quantitatively different
for different orientations of the domain wall. We pre-
sented a procedure where by a sequence of measurements
with different orientations of fabricated pinning centers,
one can extract information about the symmetry of the
order parameter from the magnetic field generated by
the domain wall. In particular we suggest considering
domain walls that have their normal vector misaligned
with the crystalline axis but in the xy or basal plane as
this will lead to no magnetic signature for s+ is domain
walls, except magnetic dipole generation near the pinning
centers, but significant signature along the entire length
of the s+ id domain wall.
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