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Abstract
Background: Microarray technology has made it possible to simultaneously monitor the
expression levels of thousands of genes in a single experiment. However, the large number of genes
greatly increases the challenges of analyzing, comprehending and interpreting the resulting mass of
data. Selecting a subset of important genes is inevitable to address the challenge. Gene selection has
been investigated extensively over the last decade. Most selection procedures, however, are not
sufficient for accurate inference of underlying biology, because biological significance does not
necessarily have to be statistically significant. Additional biological knowledge needs to be
integrated into the gene selection procedure.
Results: We propose a general framework for gene ranking. We construct a bipartite graph from
the Gene Ontology (GO) and gene expression data. The graph describes the relationship between
genes and their associated molecular functions. Under a species condition, edge weights of the
graph are assigned to be gene expression level. Such a graph provides a mathematical means to
represent both species-independent and species-dependent biological information. We also
develop a new ranking algorithm to analyze the weighted graph via a kernelized spatial depth (KSD)
approach. Consequently, the importance of gene and molecular function can be simultaneously
ranked by a real-valued measure, KSD, which incorporates the global and local structure of the
graph. Over-expressed and under-regulated genes also can be separately ranked.
Conclusion: The gene-function bigraph integrates molecular function annotations into gene
expression data. The relevance of genes is described in the graph (through a common function).
The proposed method provides an exploratory framework for gene data analysis.
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Introduction
Microarray technology has made it possible to simulta-
neously monitor the expression levels of thousands of
genes during important biological processes and across
collections of related samples. Elucidating the patterns
hidden in gene expression data offers a tremendous
opportunity for an enhanced understanding of func-
tional genomics. However, the large number of genes
greatly increases the challenges of analyzing, compre-
hending and interpreting the resulting mass of data.
Selecting a subset of important genes is necessary to
address the challenge for two primary reasons. First,
multivariate methods are prone to overfitting. This
problem is aggravated when the number of variables is
l a r g ec o m p a r e dt ot h en u m b e ro fe x a m p l e s ,a n de v e n
worse for gene expression data which usually has ten or
twenty thousand genes but with only a very limited
number of samples. It is not uncommon to use a variable
ranking method to filter out the least promising
variables before using a multivariate method. The second
reason for ranking the importance of genes is that
identifying important genes is, in and of itself, interest-
ing. For example, to answer the question of what genes
are important for distinguishing between cancerous and
n o r m a lt i s s u em a yl e a dt on e wm e d i c a lp r a c t i c e s .
Gene selection has been investigated extensively over the
last decade by researchers from the statistics, data mining
and bioinformatics communities. There are basically two
approaches. One approach treats gene selection as a pre-
processing step. It usually comes with a measure to rank
genes. Fold change is a simple measure used in [1].
Dudoit, et al. [2] performed a selection of genes based on
the between-group and within-group variance ratios.
Golub, et al. [3] used a different method for standardiz-
ing the data for selecting genes. Pepe, et al. [4] considered
two measures related to the Receiver Operating Char-
acteristic curve (ROC) for ranking genes. Strength of
statistical evidence, such as p-values of hypothesis testing
[5], are also commonly used measures for gene selection.
Storey and Tibshirani [6] proposed a measure of
significance called q-value based on the concept of
false discovery rate. The other common approach to gene
selection embeds gene selection into a specific learning
procedure. Fan and Li [7] proposed penalized likelihood
methods for regression to select variables and estimate
coefficients simultaneously. Lee, et al. [8] proposed a
hierarchical Bayesian model for gene selection. They
employed latent variables to specialize the model to a
regression setting and used a Bayesian mixture prior to
perform the variable selection. Recursive feature elim-
ination (RFE) methods with support vector machines
(SVM), e.g. [9-12], have been shown to be successful for
gene selection and classification. L1 SVMs perform
variable selection automatically by solving a quadratic
optimization problem, e.g. [13-15]. Diáz, et al. [16]
applied a random forest algorithm for classification and
a tt h es a m et i m ef o rs e l e c t i n gg e n e sb a s e do nt h e
permuted importance score. Mukherjee and Roberts [17]
provided a theoretical analysis of gene selection, in
which the probability of successfully selecting relevant
genes, using a given gene ranking function, is explicitly
calculated in terms of population parameters. For a more
comprehensive survey of this subject, the reader is
referred to [18,19], and [20].
In most of the cases, genes selected by the aforemen-
tioned procedures are not sufficient for accurate infer-
ence of the underlying biology, because biological
significance does not necessarily have to be statistically
significant [21]. For example, suppose the gene with low
differential expression is a transcription factor that
controls the expression of some other genes. The
transcription factor itself may be activated by the
treatment but its expression may not be significantly
changed. Hence, an ideal selection procedure should be
able to highlight the transcription factor. To do so,
additional biological knowledge must be integrated into
it. With the development of biological knowledge
databases, biologically interesting sets of genes, for
example genes that belong to a pathway or genes
known to have the same molecular function, can be
compiled, for example from Gene Ontology [22], see GO
Consortium (2008). There have been many publications
combining gene expression with GO lately. One com-
m o na p p r o a c hi st of i n de n r i c h e dg e n es e t sa n n o t a t e db y
GO terms which are over-represented among the
differentially expressed genes in the analysis of micro-
array data. See [23-26], and [27] for details of enrich-
ment. The other approach is to use a GO graph to
improve identification of differentially expressed genes.
Morrison, et al. [28] constructed a gene-gene graph
derived from GO and used GeneRank, which is a
modification of PageRank (the ranking algorithm used
in Google search engine), for prioritizing the importance
of genes. Gene expression data was cleverly used to
specify “the personalization vector” in PageRank. Ma
et al. [29] first computed an individual score for each
gene from gene expression profiles, then combined the
scores of a gene and its direct and indirect neighbors in
the gene-gene graph derived from GO or protein-protein
interaction network to obtain a more accurate gene
ranking. Daigle and Altman [30] developed a probabil-
istic model that integrates biological knowledge with
microarray data to identify differentially expressed (DE)
genes. They introduced a latent binary variable (DE/not
DE) and used a learning algorithm on a stochastic,
binary state network to estimate ranking score. Srivas-
tava, et al. [31] used the GO structure to compute the
BMC Bioinformatics 2009, 10(Suppl 11):S19 http://www.biomedcentral.com/1471-2105/10/S11/S19
Page 2 of 14
(page number not for citation purposes)similarity between genes and combined gene expression
data in a ridge regression for gene selection. Clearly, an
approach integrating GO and gene data captures
dependent structure of genes without sacrificing gene-
level resolution. It provides more reliable results than the
methods relying on gene expression data alone, which is
justified later.
In this paper, we propose an exploratory framework of
gene ranking that utilizes gene expression profiles and
GO annotations. The contributions of this paper are
described as follows.
Our contributions
￿ Bi-graph representation of biological information of
genes. We extract biological information from the GO
database. One of the three GO ontologies (molecular
function) is used (the other two types of annotations
biological process and cellular component can be
used similarly). A bipartite graph is constructed with
one partition being genes and the other molecular
functions. If a gene is associated with a particular
function, the gene and the function are joined by an
edge. Such a graph structure represents species-
independent biological knowledge among genes
indirectly (through common functions). Further-
more, using gene expression studies, the weight of
t h ee d g ei sa s s i g n e dt ob et h ee x p r e s s i o nl e v e lo f
the gene associated with the edge. This integrates the
species-dependent information into the graph. The
weighted graph conveys gene dependency structure
nicely.
￿ A new graph ranking algorithm.W ei n t r o d u c ean e w
measure, kernelized spatial depth (KSD),t or a n kt h e
nodes of a graph. Spatial depth (SD) provides a
center-outward ordering of a data set in an Euclidean
space R
d. It is a global concept. KSD generalizes the
notion of spatial depth by incorporating the local
perspective of the data set. Applying KSD to a graph
provides the ranking of nodes, which takes into
consideration both global and local structures of the
graph. For sparse graphs, the algorithm is efficient
with computational complexity O (n
2), where n is
the number of nodes of the graph. The algorithm can
be easily modified to handle dynamic data sets. It can
also be parallelized to scale up for large data sets.
￿ Better interpretation. Under a specified condition,
not only is the importance of genes ranked, but the
importance of functions is also ranked. This provides
us with a better understanding and insight into the
roles of various genes and molecular functions by
analyzing bigraphs with gene expression profiles
under different conditions. We demonstrate the
performance of the proposed procedure using gene
data from Gene Expression Omnibus (GEO). The
new methods exhibit a higher level of biological
relevance than competing methods.
Unlike a gene-gene network construction used in
GeneRank, the gene-function bigraph structure has
several advantages. It combines the gene expression
p r o f i l e se a s i l ya n dn a t u r a l l yb ya s s i g n i n gt h e mt ob e
weights of the graph. In addition, the importance of
genes and molecular functions can be simultaneously
ranked. Bipartite graph modeling was also used by
Dhillon [32] and Zha, et al. [33] to co-cluster documents
and words due to those advantages. Tanay, et al. [34]
formed a gene-condition bigraph to find gene clusters in
gene expression data.
The rest of this paper is organized as follows. After a brief
introduction of some preliminaries on graphs, we
introduce the KSD measure to rank vertices of a graph,
followed by a discussion of choice of kernels and their
comparison. In application, gene-function bigraphs are
constructed to combine biological species-independent
knowledge extracted from GO and species-dependent
information contained in gene expression profiles. We
apply our KSD ranking method to real data sets. Our
conclusions and discussion are given in the last section.
Methods
Preliminaries of graphs and a motivating example
Ag r a p hG consists of a set of vertices (nodes) V and a set
of edges E that connect vertices. The vertices are entities
of interest and the edges represent relationships between
the entities. Edges can be assigned positive weights W to
quantify how strong the relationships are. Such a graph
is called a weighted graph. Un-weighted graphs are just
the special case with all the weights equally being 1.
A bipartite graph (or bigraph) is a graph whose vertices
can be divided into two disjoint sets V1 and V2 such that
every edge connects a vertex in V1 to one in V2.I no u r
application, a bipartite graph is constructed with one set
of vertices being genes and the other set of vertices being
one of the Gene Ontology (GO) molecular functions.
The degree of a vertex v Œ V denoted as dv is defined as the
sum of the weights related to v,i . e .dv = ΣuW (v, u); (v, u)
Œ E. Obviously, for an un-weighted graph, the degree of v
is the number of incident edges.
Vertices with high degree play an important role in the
g r a p h .R a n k i n gv e r t i c e sp u r e l yb yd e g r e e ,h o w e v e r ,m a y
fail because the degree only contains the local informa-
tion of a graph. For example, Figure 1 shows a 6 by 6 grid
graph with 36 vertices. Vertices on the two inner layers
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between Vertex 10 and Vertex 15 if one ranks them by
their degrees. But intuitively Vertex 15 should be more
“central” than Vertex 10 in the sense that it takes fewer
steps to reach any vertex if one starts from Vertex 15 than
it does from Vertex 10. PageRank with damping
parameter 1 produces the same ordering as ranking by
degree. For other values of damping parameter, the
ranking of PageRank is provided by Figure 1. The colors
from dark blue to light blue represent changes of the
ranking score from large to small. Vertices 7, 10, 25 and
28 (the centers of four 3 by 3 grids) have the highest
rank. Such ordering also demonstrates local focus. We
propose kernelized spatial depth to rank vertices. The
ordering induced by KSD (Fig 2) agrees well with what
we expect. It suggests KSD as a promising measure for
graph ranking.
Spatial depth and kernelized spatial depth
We first introduce spatial depth in the Euclidean space R
d,
then generalize it to kernelized spatial depth, which is the
spatial depth on the feature space induced by a positive
kernel. In order to extend the concept of KSD to a graph,
the kernel on the graph must be specified. We define
several graph kernels and present the KSD algorithm to
obtain the depth of every vertex of the graph.
Spatial depth
Statistical data depth provides a center-outward ordering
of a point in R
d with respect to a data set or a
distribution. Multi-dimensional points can be ranked
based on their depth. Among various notions of depth
functions, spatial depth is appealing due to its computa-
tional ease and mathematical tractability [35]. The
spatial depth of a point x Œ R
d with respect to a data
set X ={ x1, x2,...,xn} is defined as,
Dx
n
xx i
xx i i
n
(, ) . X =−
−
−
= ∑ 1
1
1
(1)
From the definition, it is not difficult to see that points
deep inside a data cloud receive high depth and those
on the outskirts get lower depth. Each observation from
ad a t as e tc o n t r i b u t e se q u a l l y ,a sau n i tv e c t o r ,t ot h e
value of the depth function. In this sense, spatial depth
takes a global view of the data set. On the one hand,
the spatial depth downplays the significance of distance
and hence reduces the impact of those extreme
observations whose extremity is measured in
Figure 1
Illustration of ranking by PageRank on a 6 × 6 grid.
Rankings by degree and by PageRank fail in this simple
example. Vertices on the inner two layers have the same
degree, 4. But the difference of those vertices can be
measured by KSD. The colors from dark blue to light blue
represent changes of the rank from high to low. PageRank
with the damping parameter 1 yields same ordering as
ranking by degree. The plot is the ordering result by
PageRank with the damping parameter Œ (0, 1).
Figure 2
Illustration of ranking by KSD on a 6 × 6 grid.O r d e r i n g
induced by KSD agrees well with what we expect. It
demonstrates KSD is a promising measure for graph ranking.
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these extreme observations. Robustness is a favorite
property of spatial depth [36]. Ding, et al. [37]
constructed a robust clustering algorithm based on it.
On the other hand, the robustness of the depth
function trades off some distance measurement, result-
ing in certain loss of the measurement of (dis)similarity
of the data points. To overcome this limitation of
spatial depth, Chen, et al. [38] proposed kernelized
spatial depth (KSD) incorporating into the depth
function a distance metric (or a similarity measure)
induced by a positive definite kernel function.
Kernelized spatial depth
A positive definite kernel, : R
d × R
d Æ R,i m p l i c i t l y
defines an embedding map
ff :( ) xx
d ∈R   F
via the inner products in the feature space ℱ,i . e .
kf f (,) () ,() . xy x y =〈 〉
By evaluating spatial depth on the feature space ℱ,w e
o b t a i nK S Dw h i c hi s
Dx
n
xx i
xx i i
n
k
ff
ff
(, )
() ( )
() ( )
. X =−
−
−
= ∑ 1
1
1
(2)
With simple algebra, (2) can be rewritten as
Dx
n
xx x i x j xx i xxj
xx i xxj
k
kk k k
dd
(, )
(,) ( , ) (, ) (, )
(, )(, )
X =− ×
+− −
1
1
i ij
n
,
, ∑
⎛
⎝
⎜
⎜
⎞
⎠
⎟
⎟
1
2
where dk k k (,) (,) (,) (,) xy xx yy xy =+ − 2 .
The value of KSD depends upon  without knowing
explicitly what the j is. In R
d, one of the popular positive
definite kernels is the Gaussian kernel  (x, y) = exp(-||x -
y||
2/s
2), which can be interpreted as a similarity between
x and y, hence it encodes a similarity measure. For a
graph, we must consider what a good similarity measure
will be, and how to construct an appropriate kernel
matrix efficiently.
Choice of graph kernels
Various kernels on graphs can be found in recent
literature, for example [39-41], and [42]. Ando and
Zhang [43] provide some theoretical insights into the
role of normalization of the graph Laplacian matrix. We
consider five Laplacian kernels, including complement
Laplacian kernel, which is proposed here. Each kernel is
described, followed by a comparison and discussion of
computational issues of these kernels.
Laplacian kernel
For a given G =( V, E) and an associated weight matrix W,
the Laplacian of the graph is L = D - W and the normalized
Laplacian kernel is
KL DD W D == −
−−
L
1
2
1
2 () ,
(3)
where D is a diagonal matrix with the diagonal entities
being the degrees, i.e. Dii = dvi = ΣjW(i, j).
We confine our attention to a graph without self-loops,
that is, W(i, i)=0 ;i = 1,...,n,w h e r en is the number of
vertices. Then all the diagonal entities of L are 1, and the
off entry L(, ) / ij dd vv ij =− 1 if vi and vj are adjacent
and 0 otherwise. By spectral graph theory [44], L is
positive definite symmetric and can be treated as a kernel
matrix. We must determine how well it measures
similarity between vertices of the graph. Let us calculate
the distance between two vertices vi and vj in the feature
space ℱ induced by L.
f f ff ff ff
k
() () () , () () , () () , ()
(
v v vv vv vv i j ii jj jj −= 〈 〉 + 〈 〉 − 〈 〉
=
2
2
v vv vv vv
ii jj ij
ij
ii jj ij ,) (,) (,)
(,) (, ) (, )
(, )
+−
=+ −
=−
kk 2
2
22
LL L
L
= =
> ⎧
⎨
⎩
2
2
if   and   are adjacent
otherswise
vv ij ,
.
F r o mt h ea b o v er e s u l t ,w ec a ns e et h a tt h ed i s t a n c e
between two adjacent vertices in the feature space is
larger than that of two disconnected vertices. The
mapping j reverses the relationship between two vertices
in the graph. In this sense, we can view the Laplacian
kernel as a dissimilarity matrix. In other words, a vertex
close to the center in the graph turns into a vertex far
from the center in the feature space. Therefore, a smaller
KSD value indicates a higher rank of the vertex in the
graph when choosing the Laplacian as the kernel. It is
interesting but not consistent with the usual kernels that
describe the similarity between two vertices. Next we
look at several alternatives to Laplacian kernel.
Laplacian of complement graph kernel
Considering the inverse of the Laplacian kernel, we may
look for some kernels that can “turnaround” the
Laplacian kernel. One natural way is to consider the
Laplacian of the complement graph of the original
graph. The complement of a graph G, denoted as G ,i s
t h eg r a p hw i t ht h es a m ev e r t e xs e tb u tw h o s ee d g es e t
consists of the edges not present in G.F o rs i m p l i c i t y ,w e
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Page 5 of 14
(page number not for citation purposes)only consider un-weighted graphs. Let W be the weight
(adjacency) matrix and D b et h ed e g r e em a t r i xo fg r a p h
G as above. The weight matrix WG of the complement
graph G can be expressed as
WE W I G =− − ,
where E is the square matrix with all entries of 1 and I is
t h ei d e n t i t ym a t r i x .T h ed e g r e em a t r i xDG of G is
Dn I D G =− − () . 1
Hence the Laplacian matrix of G is
LD W
nI D E W I
nI E L
GG G
G
=−
=− − − − −
=− −
() ( )
.
1
Therefore we can choose LG as the complement Laplacian
kernel:
KC G G Ln I E L == − − . (4)
There is no question that nI - E - L is symmetric and
positive semi-definite. Notice that the Laplacian of the
complement graph is defined in terms of negative
Laplacian of the original graph. Hence it reverses the
dissimilarity measure of LG. In other words, the
Laplacian of the complement graph is a similarity
matrix. Therefore, the larger KSD value with Laplacian
of the complement as the kernel indicates the deeper the
vertex is in the graph as we expect. This kernel is specially
useful for dense graphs. The Laplacian of the comple-
ment of the graph may be a sparse matrix which leads to
an efficient implementation of the KSD algorithm.
Diffusion Laplacian kernel
One could also consider other Laplacian based kernels
that perform opposite operations of the Laplacian. One
such meaningful alternative would be the diffusion
kernel. The name “diffusion kernel” is due to the fact
that it is a fundamental solution of the following heat
diffusion equation:
∂
∂
=−
H
t
H L .
In a way, the Laplacian is associated with the rate of
diffusion of heat. For any t ≥ 0, the diffusion kernel Ht of
G is
He
It
t
t
t =
=−+ −
− L
LL
2
2
2 …
In particular, we take H1 as the diffusion Laplacian kernel:
KD e =
−L (5)
From Taylor expansion of exponential function, it is not
difficult to show that KD is symmetric positive definite
and all entries are non-negative.
KD can be computed from the spectral decomposition of
L,w h i c hi s
L ==
= ∑liii
TT
i
n
uu U U Λ
1
,
where U is the matrix with columns being the
eigenvectors and Λ is the diagonal matrix containing
the eigenvalues of L.T h e n
KD
L
ii
TT
i
n
ee u u U e U i == =
− − −
= ∑
l Λ
1
,
with ee e e n −− − − =
Λ Diag[ , ,..., ]
ll l 12 .
Diffusion Laplacian kernel performs in an “opposite”
way to the Laplacian kernel. Therefore like the Laplacian
of the complement graph kernel, the larger KSD value
using diffusion Laplacian kernel indicates the “central”
vertex in the graph.
Pseudo-inverse Laplacian kernel
Similar to the diffusion Laplacian kernel, pseudo-inverse
of the Laplacian is a kind of “opposite” operation. Due
to the singularity of L, the Penrose generalized inverse
(pseudo inverse) is used for the kernel to represent the
similarity between vertices of the graph.
K Pi i i
TT
i
n
uu U U == =
−− −
= ∑ L l
1
1
Λ , (6)
where Λ
- is a diagonal matrix with the (i, i) diagonal
element being li
−1. For convenience, we define li
−1 =0
if li = 0. Clearly, KP is also positive semi-definite, which
m e a n st h a ti ti si n d e e dav a l i dk e r n e l .
P-step random walk kernel
The last kernel we consider is called p-step random walk
kernel with the form
K R
p aI =− () , L (7)
where p is a positive integer and a ≥ 2. The name of the
kernel is based on the fact that (aI - L)
p is up to scaling
terms equivalent to a p-step random walk on the graph
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form, it is a similarity kernel.
In particular, a p-step random walk kernel with a = 2 and
p =1 ,KR =2 I - L, converts the off-diagonal dissimilarites
in a Laplacian kernel to off-diagonal similarities. It is
simple in form and is much more attractive for practical
purposes.
Ranking algorithm based on KSD for graphs
Given a graph G and a specified kernel, the following
pseudocode describes the procedure to calculate the
kernelized spatial depth values of all vertices.
Algorithm 1 KSD Algorithm
1 Get the Laplacian L of the input graph G
2 Choose and compute the kernel matrix K
3F O R( e v e r yv e r t e xm in G)
4 FOR (every vertex i in G)
5 tK K K mm ii mi =+ − 2
6I F t =0
7 ai =0
8E L S E
9 ai =1 / t
10 END
11 END
12 FOR (every pair of verticesi, j inG)
13 Mij = Kmm + Kij - Kmi - Kmj
14 END
15 Dv m
TM
k
aa
a () #( ) =− ≠ 1 0
16 END
17 OUTPUTD
From the above algorithm, the computation cost of KSD
for all vertices depends on the sparseness of the kernel
matrix. For a sparse kernel matrix, it is O (n
2), otherwise
it is O (n
3). It is worthwhile to remark that the algorithm
can be sped up by running it on multiple CPUs or
computers even without the help of parallel program-
ming techniques.
Comparison of kernels
All five kernels are based on Laplacian which contains
information of topological structure of the graph. From
our simulated random graph data sets, they all perform
well and similar. For example, Figure 3 is a random
graph with 60 vertices. Ranking by KSD with all kernels
and PageRank provide exactly the same top 3 vertices: 3,
4, 16. Their top 10 lists also are very similar. So our
comparison of kernels focuses more on practical issues.
In the real world, most networks (graphs) such as the
world wide web, biological networks including the gene-
function bipartite graphs we will construct later, are
sparse, which means that the associated weight matrices
are sparse. Complement Laplacian kernel is not suitable
because of its expensive computation cost O (n
3). Since
the diffusion kernel and pseudo-inversion kernel require
spectral decomposition of L, which has O (n
3) complex-
ity and also the resulting kernels usually are very dense,
they are not attractive. The Laplacian kernel has some
difficulty on interpretation, so we prefer to choose the p-
step random walk kernel.
Figure 3
Random graph for performance comparison of
kernels. For this random simulated sparse graph with 60
vertices, ranking by KSD using all five kernels and PageRank
provide identical top 3 vertices: 3, 4, 16. Their top 10 lists
also are very similar.
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importance of genes by KSD using the p-step random
walk kernel with a =2a n dp =1 .
Application to gene data
In our application, gene expression involving budding
yeast (Saccharomyces cerevisiae) cells treated with DNA-
reactive compounds cisplatin (CIS), methyl methanesul-
fonate (MMS), and bleomycin (BLE) to induce genotoxic
stress will be compared with gene expression of
Saccharomyces treated with DNA non-reactive ethanol
(EtOH) and sodium chloride (NaCl) compounds to
produce cytotoxic stress. Our goal is to identify a small
number of biologically relevant genes capable of
differentiating mechanisms of toxicity between the
known genotoxic compounds from the cytotoxic com-
pounds. In order to do so, we use the following basic
methodology:
￿ Construct an unweighted gene-function bigraph
b a s e do nG Ow i t ho n ep a r t i t i o nr e p r e s e n t i n gg e n e s
and the other representing molecular function.
￿ Preprocess and combine data from the gene
expression samples into one set per compound.
￿ For each compound, add weights to the bigraph
using the gene expression data.
￿ Run the KSD algorithm on each bigraph to develop
a gene expression profile of ranked genes for each
compound.
￿ Compare the ranked gene sets.
Details of these steps are provided below.
General construction of gene-function bigraph
In order to integrate biological information and gene
expression data, one of gene ontologies – molecular
function descriptions of genes are used. In the GO
database, the ontologies are structured as rooted directed
acyclic graphs (DAGs). The terms close to the root are
more abstract than the terms far away from the root. We
f i r s te x t r a c tt h em o s ts p e c i f i cf u n c t i o n sa s s o c i a t e dw i t h
each gene to form the set of GO function terms. With
one set of functions and the other set of genes, a bipartite
graph is established. Consider Figure 3. Gene YGR098C
is associated with the GO function term 0004197, which
describes the cysteine-type endopeptidase activity. Genes
YMR154C and YNL223W also have the same function.
So in the bipartite graph, Gene YGR098C is more related
to YMR154C and YNL223W than it is to YBL069W.
To make the bigraph more informative, the “closeness”
information between function terms are included into
the bigraph. In this way, we not only use the low level
(most specific level) descriptions but also the whole
DAG structure of the ontology. For example, both GO
term 0005524 (ATP binding) and 0005525 (GTP
binding) belong to purine nucleotide binding (GO
term 0017076). To represent this association, we add
edges between GO:0005525 and the genes which are
associated with GO:0005524. The added edges are
represented as dash lines in Figure 4. The weights of
the added edges will be the gene expression of the
associated gene multiplied by a factor r Œ (0, 1), where r
depends on the closeness of the two functions. We take r
to be of the form c
k,w h e r ec is a user-specified value
between 0 and 1, and k is the number of up-trace levels
in the GO DAG between the function and the lowest
common ancestor shared by the two functions (a
broader function description). The pseudocode of
algorithm below states the procedure to construct the
gene-function bigraph.
Algorithm 2 Gene-Function bigraph Construction
Algorithm
0 Inputc, user specified parameter
1 Input gene data
2 Extract associate GO function termsF
3F o r mw e i g h t e db i g r a p h G =( V, E, W)
4F O Re a c ht e r mfi inF
5 Obtain all ancestorsm offi and their generation
levelslim
6E N D
7 FOR every pairi, j inF
8 Find the nearest common ancestors
9 k = max (lis, ljs)
10 Add edges offj andgt:( gt, fi) Œ E with weightsWti × c
k
intoG
11 Add edges offi andgt:( gt, fj) Œ E with weightsWtj × c
k
intoG
12 END
13 OUTPUTG
The construction of the gene-function bigraph combines
gene expression profiles and topological similarity in a
single framework. Khatri and Drăghici [45] summarized
BMC Bioinformatics 2009, 10(Suppl 11):S19 http://www.biomedcentral.com/1471-2105/10/S11/S19
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(page number not for citation purposes)three ways to determine the abstraction level of annota-
tion in their section 2.7. Our approach is a variation of
their second method. The user may decide k, the bottom-
up level, for annotations. The difference is that we treat
the children terms unequally, similar to the weight
strategy presented in [24].
Figure 3 demonstrates how to build the structure of
gene-function bigraph. The yellow rectangles represent
genes at the bottom level. The above blue ellipses and
arrows form a subgraph of the DAG in the GO database.
Solid edges represent the association between gene and
function. Dashed lines are added edges that reflect the
semantic similarity of function annotations. The graph
inside the red dashed box is the gene-function bipartite
graph.
Preprocessing of gene expression data
Our test data was obtained from the Gene Expression
Omnibus (GEO), a database repository of high through-
put gene expression data. We used the data set with
access number GDS1299. The data were conducted by
[46]. There are a total of 24 samples under 5 treatment
agents with different dosages and control data. The series
includes 11 control samples, 3 NaCl-treated samples, 2
EtOH-treated samples, 3 MMS-treated samples, 3 BLE-
treated samples and 2 CIS-treated samples. We combine
the data into one control set and 5 treatment sets by
taking the averages of gene expression values within
treatment group. For each gene, log base 2 of the ratio of
treatment to control was used. The distribution of log-2
expression differences under each agent is given in
Figure 5. The plot shows that, in general, yeast cells
Figure 4
Gene-function bigraph and DAG structure of ontology. This plot demonstrates how to build the structure of
gene-function bigraph. The orange rectangles at the bottom level represent genes. The blue ellipses and arrows above form a
subgraph of the DAG in the GO database. Solid edges represent the association between genes and functions. Dashed lines are
added edges that reflect the semantic similarity of function annotations. The graph inside the red dashed box is the
gene-function bipartite graph.
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(page number not for citation purposes)produce distinct gene expression responses to individual
agents. However, some evidence shows the similarity of
expression profiles between NaCl and EtOH, the two
cytotoxic compounds. Their log-2 expression differences
have a similar range and their density plots have similar
long left tails compared with those with long right tails,
CIS and MMS.
Bigraphs for gene data under each treatment
In our application, we choose c =1 / 5 .S i n c er
dramatically decreases on k for such choice of c,w e
truncate r to be zero for k > 1 to reduce computation
memory and time. Under Algorithm 2, the bigraph
under treatment MMS agent has total 5232 vertices
including 4675 genes and 557 function terms. The
number of edges are 22659. Hence the resulting bigraph
is very sparse with sparsity 0.0017 comparing with 1 in
the full graph (the graph with all pair edges). We use p-
step random walk kernel to analyze the graph. Since we
take log-2 expression differences with respect to the
control agent, genes with positive log-2 expression
difference are up-regulated and down-regulated genes
have negative values. We are not able to directly assign
weights of edges in the bigraph. We separate the bigraph
into two subgraphs: one with all over-expressed genes
and the other one with all under-expressed genes. For the
subgraph containing “down-regulated” genes, the
weights are assigned to be the absolute values of log-2
expression differences. Then we rank the important genes
in those two graphs separately. It is reasonable to do so
because we are interested in important induced genes
and also repressed genes. All graph construction and
algorithms are implemented using R and Bio-conductor.
Validation of improvement using GO
Before we present the result on the genes that are able to
potentially differentiate genotoxicity and cyto-toxicity,
we would like to demonstrate that integrating GO will
provide more reliable results than methods only using
gene expression data. We consider the three NaCl
samples individually, ranking differentially expressed
genes in each sample and comparing the degree of
overlap of the top 100 gene lists.
For the simplest fold-change method, which ranks genes
by the ratio of expression level of a NaCl treated sample
over the mean expression in the control group, there are
s e v e nc o m m o ng e n e sa p p e a r i n gi nt h et o p1 0 0o ft h e
three samples, and only three overlapping in the top 50.
When t-statistics are used for ranking genes, there are no
genes in the overlap of the top 50 genes from the three
samples, and only five genes in the overlap of the top
100 genes. Moreover, only one gene is identified in each
sample by both methods. The reasons for such a poor
performance include the noise level and experimental
variability of microarrays. Ranking each gene indepen-
dently is also one of the attributed reasons. Incorporat-
ing gene expression profiles and biological knowledge
can improve performance.
By integrating GO annotations, a gene-function bigraph
is constructed with weights being fold-changes or t-
statistics for each sample. The KSD ranking on fold-
change weighted graph provides an overlap of 60 genes
in the top 100 and 32 in the top 50. There are 45
common genes in all the top 100 and 24 in the top 50 if
we rank the t-statistic weighted bigraph. Furthermore, 38
common genes are identified in every bigraph based on
each sample using either a fold change or t-statistic. For
other compounds, we obtained a similar result: a small
overlap for methods on gene data alone, a relatively
larger overlap for our approach on the GO derived
graph. While our testing used GO function annotations,
similar results are expected with the other two ontolo-
gies. It is noted that there is a complete overlap if only
GO information is used. Gene-function bigraphs which
Figure 5
Distribution of log2 gene expression difference wrt
control agent for each treatment agent.F o re a c h
treatment agent, the probability density of log-2 expression
differences is estimated and plotted. In general, yeast cells
produce distinct gene expression responses to individual
agents. However, some evidence shows the similarity of
expression profiles between NaCl and EtOH, the two
cytotoxic compounds. Their log-2 expression differences
have a similar range and their density plots have similar long
left tails compared with those with long right tails, CIS and
MMS.
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signal and capture the dependent structure of genes.
Hence, ranking on bigraphs improves the results.
Results
Applying the KSD ranking algorithm to the bigraphs
constructed from gene expression responses to each
agent, all induced and repressed genes were ordered
separately according to their KSD values. The top 10
important genes are listed in Table 1. Our goal is to
identify genes differentially modulated between the
genotoxic and the cytotoxic agents. We first identify the
genes that exhibit similar behavior in the groups. We
then find those genes induced by one treatment group
but repressed by the other treatment group.
We seek the genes that are on the top 50 list for all three
treatments of genotoxic stress or for two cytotoxic agents.
There are 17 genes common to DNA-reactive genotoxic
compounds, of which 9 are induced and 7 are repressed.
For two cytotoxic treatments, 5 over-expressed and 5
under-expressed genes are significant and common to
EtOH and NaCl. See the Table 2. This clear overlap
between genotoxic compounds, and similar overlap
between the cytotoxic compounds gives added confi-
dence that the profiles are stable. Gene EGT2 (ID:
YNL327W) is an important gene that is down-regulated
by all three genotoxic compounds. Gene RNR4 (ID:
YGR180C) is the only gene that is up-regulated for
genotoxic stress but down-regulated for cytotoxic stress.
It encodes an essential small subunit of ribonucleotide
reductase. It is known to be induced by DNA replication
and DNA damage checkpoint pathways via localization
of the small subunits in response to genotoxic stress.
We enlarge the search of differentially regulated genes
between the two groups to the top 100 genes. Eight other
genes are capable of discriminating between genotoxic
and cytotoxic agents. They behave similarly within group
but totally different between groups. Genes over-
expressed for genotoxic treatments but down-regulated
for cytotoxic agents include TFS1, NTH1, ATG27 and un-
characterized YMR090W. TFS1 is a Carboxy peptidase Y
inhibitor, which is targeted to vacuolar membranes
during stationary phase and involved in protein kinase
A signaling pathway. NTH1 is required for thermotoler-
ance and may mediate resistance to other cellular
stresses. Type I membrane protein, ATG27, is involved
in autophagy and the cytoplasm-to-vacuole targeting
pathway. For gene YMR090W with unknown function,
we should treat it with caution. GO term 0003674 is
manually created for unknown molecular functions.
Because our method utilizes the GO DAG structure, the
identification of YMR090W may be caused by 0003674
(unknown function) but not by significant changes of
mRNA levels. Further study about this gene is worth-
while.
Four genes PUS2, CAX4, WSC4 and MLP2 are induced
for cytotoxic stress but repressed for genotoxic stress.
PUS2 protein is a mitochondrial tRNA, associated
Table 1: Top 10 induced (up) and repressed (down) genes for each agent
Genotoxic agents Cytotoxic agents
MMS Bleomycin Cisplatin EtOH NaCI
Up YJL088W YMR090W YJL088W YPRWsigma4 YDR256C
YNL241C YPR160W YMR090W YJL088W YLR343W
YER161C YGR180C YGR180C YML010W-A YJR078W
YJL101C YNL202W YER142C YOL055C YJL153C
YDL142C YGR256W YNR019W YLR067C YNL275W
YOR349W YJR073C YJL101C YNL275W YJL088W
YDR019C YOR100C YJL026W YNL036W YER081W
YDR001C YDR018C YKR076W YER081W YNL071W
YBR045C YJL026W YLL060C YLR237W YBR221C
YJL153C YCR083W YDR001C YJL129C YLR142W
Down YNL327W YNL327W YNL327W YJL178C YDR435C
YFL017C YGL028C YDR044W YDL142C YER009W
YNL141W YNR067C YHR128W YIL162W YNL327W
YOR095C YGR006W YHL028W YCR021C YGL143C
YOL152W YIL149C YMR006C YGR180C YCR021C
YOR356W YPL276W YOR095C YGR277C YDR071C
YLR456W YEL048C YKL029C YHR008C YOL143C
YHR128W YER052C YAR050W YER023W YOR121C
YBR038W YGL063W YLL061W YIR044C YMR034C
YGL143C YOR095C YNL148C YML120C YGL055W
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(page number not for citation purposes)with pseudouridine synthase activity targeted to mito-
chondria, specifically dedicated to mitochondrial tRNA
modification. Response to decreased yeast viability and
slow growth caused by cytotoxic stress, CAX4 is induced
to increase the level of N-linked glycosylation. WSC4 is
an ER membrane protein involved in the translocation of
soluble secretory proteins and insertion of membrane
proteins into the ER, which plays an important role in the
stress response. MLP2, a Myosin-like protein associated
with the nuclear envelope, connects the nuclear pore
complex with the nuclear interior and is involved in the
Tel1p pathway that controls telomere length.
A summary of the results is listed in Table 3 which
provides a gene profile that can potentially distinguish
between genotoxic and cytotoxic stresses.
Comparison with PageRank
We also use PageRank to analyze each weighted bigraph
under each treatment. It yields very similar results as our
KSD. Considering up-regulated genes for MMS, 85 out of
the top 100 ranked genes by PageRank coincide with the
top 100 by KSD. For down-expressed genes in the MMS
treatment, there are 77 common genes appearing in both
t o p1 0 0l i s t sb yP a g e R a n ka n dK S D .T h eo t h e r
compounds have a similar overlap in top 100 lists.
PageRank and KSD produce similar ranking lists for gene
data, so why do we need KSD?
There are two major advantages of KSD over PageRank.
First, PageRank needs a damping parameter to be
specified. From some empirical studies, the parameter
being 0.85 (the default value in R) seems to work well on
the balance between the convergence rate and stability in
many applications. But there are some circumstances
where 0.85 may be far from the “optimal” value. The
choice of the damping parameter is a concern for
PageRank and hence for GeneRank also. This is however
not an issue for KSD if we use Laplacian, complement
Laplacian or Psedo-inverse kernels. Second, since spatial
depth is a robust measure for centrality, we expect that
KSD will inherit this nice property and obtain a more
robust ranking result. To demonstrate the robustness, we
design the following experiment to compare the
Table 3: Significant important genes distinguishing genotoxicity and cytotoxicity
Gene ID Gene Name Description
YGR180C* RNR4 Ribonucleotide-diphosphate reductase (RNR)
YLR178C* TFS1 Carboxypeptidase Y inhibitor
YDR001C* NTH1 Neutral trehalase, degrades trehalose
YJL178C* ATG27 Type I membrane protein
YMR090W* unkown function
YGL063W PUS2 Mitochondrial tRNA:pseudouridine synthase
YGR036C CAX4 Dolichyl pyrophosphate (Dol-P-P) phosphatase
YHL028W WSC4 ER membrane protein
YIL149C MLP2 Myosin-like protein associated with the nuclear envelope
Genes selected in this table are capable of discriminating between genotoxic and cytotoxic agents. They behave similarly within group but totally
different between groups. Genes with * are over-expressed for genotoxic treatments but down-regulated for cytotoxic components. Genes without
* are induced for cytotoxic stress but repressed for genotoxic stress.
Genes with * are over-expressed under treatment of genotoxic stress but under-regulated for cytotoxic stress. Genes without * are induced for
cytotoxic but repressed for genotoxic compounds.
Table 2: Genes with similar responses under genotoxic or cytotoxic stress
Genotoxicity Cytotoxicity
Induced (Up) Repressed (Down) Induced (Up) Repressed (Down)
YJL088W YNL327W YJL088W YCR021C
YDR001C YOR095C YNL275W YGR180C
YJL178C YGR036C YER081W YBR054W
YMR090W YHL028W YOR298W YNR001C
YOR100C YGL028C YLR343W YDR408C
YLR178C YIL149C
YGL156W YGL063W
YJR073C YGR006W
YGR180C
Responses of the genes in this table are similar for genotoxic or cytotoxic stress. They are the common genes that appear in the top
50 induced or repressed list for DNA-reactive treatments or non-reactive treatments.
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(page number not for citation purposes)sensitivity of our approach and PageRank against
incorrect annotations on the artificial data.
Suppose that all annotations are correct in the original
bigraphs. We generate incorrect annotations by remov-
ing and adding some edges. For the weighted up-
regulated gene-function bigraph under MMS, we ran-
domly select a certain percentage of genes. For each
selected gene, we randomly delete one of its correct
annotations (one of edges between the selected gene and
its corresponding functions) and add an incorrect
annotation. The resulting bigraph contains contami-
nated data with incorrect annotations. We compare the
ranking list on the contaminated graph and the one on
t h eo r i g i n a lg r a p hb yK S Da n dP a g e R a n k .W ed e f i n ea
ranking error as the percentage difference between the
top 100 ranking lists. Figure 6 provides the boxplots of
ranking error versus the contamination percentage for
KSD and PageRank where each boxplot is based on 10
random repeats. KSD has lower ranking errors than
PageRank. On average, the ranking error of KSD is 6%
lower than PageRank, which means that on the
contaminated data, KSD can identify 6 more important
genes than PageRank. This shows that KSD is more
robust than PageRank. Given that microarray data is
often “noisy”, robustness is an important requirement
for any method used with microarray data.
Conclusion
The gene-function bigraph integrates molecular function
annotations with gene expression data. The general
relevance of genes is described in the graph (through a
common function). Weights of the graph are assigned to
be gene response expressions. The resulting bigraph
includes more biological information than the gene data
alone. Consequently, ranking on the bigraph may
provide more biologically significant genes than ranking
procedures based only on gene data. Also, we propose a
new ranking algorithm for graphs based on the KSD
measure. KSD balances the local and global topological
structure of the graph, hence it provides a good and
meaningful ordering of vertices of the graph. Experi-
mental results on artificial data show that KSD is more
robust than the well-known PageRank against incorrect
annotations. The proposed method provides an explora-
tory framework for gene data analysis.
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