We present a rational version of the classical Landen transformation for elliptic integrals. This is employed to obtain explicit closed-form expressions for a large class of integrals of even rational functions and to develop an algorithm for numerical integration of these functions.
Introduction
We consider the space of even rational functions of degree 2p with positive real coefficients a k , b k ∈ R + normalized by the condition a 0 = a p = 1, the space
of normalized even rational functions, and the set of 2p − 1 parameters P 2p := {a 1 , · · · , a p−1 ; b 0 , · · · , b p−1 }.
We describe an algorithm to determine, as a function of the parameter set P 2p , a closed-form expression of the integral
for a large class of functions R ∈ E ∞ . The function R is called symmetric if its denominator Q satisfies Q(1/z) = z −2p Q(z). This is equivalent to its coefficients being palindromic, i.e. a j = a p−j for 1 ≤ j ≤ p.
The class of symmetric functions plays a crucial role in this algorithm. Define E s 2p := {R ∈ E 2p den(R) is symmetric} (where den(R) denotes the denominator of R), the class of rational functions with symmetric denominators of degree 2p, and
For m ∈ N define E m 2p := {R ∈ E ∞ (den(R)) 1/(m+1) is even, symmetric of degree 2p}
and E m,s 2p := E m 2p ∩ E s 2p , so a function R ∈ E m,s 2p can be written in the form
where P (z) is an even polynomial and Q(z) is an even symmetric polynomial of degree 2p. The method of partial fractions gives (in principle) the value of I in terms of the roots of Q. Symbolic computations yield either a closed-form answer, an expression in terms of the roots of an associated polynomial, or the integral returned unevaluated.
The algorithm described here allows only algebraic operations on elementary functions and changes of variables of the same type. In particular, we exclude the solution of algebraic equations of degree higher than 2. We say that a rational function R ∈ E ∞ is computable if its integral can be evaluated by our algorithm.
The first step in the algorithm is to consider symmetric rational functions. In Section 2 we prove a reduction formula, i.e. a map F p : E s 2p → R p that reduces the computability of the integral of the symmetric function R to that of one of degree 2m m shows that every R ∈ E m 2 is computable. The reduction formula now implies that every R ∈ E m 4 is computable. This is described in Section 3. The computability of R ∈ E 4 is also a consequence of the classical theory of hypergeometric functions; the details are given in [2] . In Section 4 we compute the integral of every function in E m,s 8 , where the reduction method expresses these integrals in terms of functions in E m 4 . The algorithm does not, in general, provide a value for the integral of a nonsymmetric function of degree 8.
The final piece of the algorithm is described in Section 5: for R ∈ E 2p , the symmetrization of its denominator produces a (symmetric) rational function in E 4p with the same integral as R. The reduction formula now yields a new function in E 2p with the same integral as R. We thus obtain a map T 2p :
In particular, the class of computable rational functions of degree 2p is invariant under forward and backward iteration of T 2p . This map is the rational analog of the original Landen transformation for elliptic integrals described in [4, 13] . The map T 2p can also be interpreted as a map on the coefficients Φ 2p :
The case of Φ 6 is described in detail in Section 6 and is given explicitly by
is iterated to produce a sequence x n+1 := Φ 6 (x n ) of points in O + 6 that yield a sequence of rational functions with constant integral. We have proved in [3] the existence of L ∈ R + , depending upon the initial point
This establishes a numerical method to compute the integral in (1.4) .
Numerical studies on integrals of even degree 2p suggest the existence of a limiting value L = L(x 0 ) such that the sequence x n := Φ 2p (x n ) satisfies
The integral of the original rational function is thus π 2 × L(x 0 ). The proof of convergence remains open for p ≥ 4. Examples are given in Section 7.
The most important issues left unresolved in this paper are the convergence of the iteration of the map Φ 2p discussed above and the geometric interpretation of the Landen transformation T 2p . Finally, the question of integration of odd functions has not been addressed at all. Some history. The problem of integration of rational functions R(z) = P (z)/Q(z) was considered by J. Bernoulli in the 18 th century. He completed the original attempt by Leibniz of a general partial fraction decomposition of R(z). The main difficulty associated with this procedure is to obtain a complete factorization of Q(z) over R. Once this is known the partial fraction decomposition of R(z) can be computed. The fact is that the primitive of a rational function is always elementary: it consists of a new rational function (its rational part) and the logarithm of a second rational function (its transcendental part). In his classic monograph [9] G. H. Hardy states: The solution of the problem (of definite integration) in the case of rational functions may therefore be said to be complete; for the difficulty with regard to the explicit solution of algebraical equations is one not of inadequate knowledge but of proved impossibility. He goes on to add: It appears from the preceding paragraphs that we can always find the rational part of the integral, and can find the complete integral if we can find the roots of Q(z) = 0.
In the middle of the last century Hermite [10] and Ostrogradsky [15] developed algorithms to compute the rational part of the primitive of R(z) without factoring Q(z). More recently Horowitz [11] rediscovered this method and discussed its complexity. The problem of computing the transcendental part of the primitive was finally solved by Lazard and Rioboo [12] , Rothstein [17] and Trager [18] . For detailed descriptions and proofs of these algorithms the reader is referred to [5] and [6] .
The reduction formula
In this section we present a map F p : E m,s 2p → E m p that is the basis of the integration algorithm described in Section 5. The proof is elementary and the binomial sums discussed in the Appendix are employed.
Let D p (z) be the general symmetric polynomial of degree 4p. We express the integral of z 2n /D m+1 p as a linear combination of integrals of z 2j /E m+1 p where E p is a polynomial of degree 2p whose coefficients are determined by those of D p .
and for (m + 1)p − 1 < n < 2p(m + 1) − 1 we employ the symmetry rule
Proof. First observe that (2.4) follows from the change of variable z → 1/z. Now consider
where C = cos θ. Letting ψ = 2 θ and D = cos ψ = 2C 2 − 1 then gives
Now observe that the integrals of the odd powers of cosine vanish when we expand
A second double angle substitution ϕ = 2ψ gives
Finally, we modify (2.6) using Lemma A.2 and Lemma A.4 with N = (m+1)p−n−1 to produce (2.3).
Note that the previous theorem associates to each rational function of symmetric denominator
a new rational function
The quartic case
In this section we describe the computability of rational functions R ∈ E m 4 . These are functions of the form
where P (z) is an even polynomial of degree 4m+ 2. Observe that the normalization a 0 = a 2 = 1 makes the denominator of R automatically symmetric. It suffices to evaluate
where 0 ≤ n ≤ 2m+1 is required for convergence. From (2.4) we have N n,4 (d 1 ; m) = N 2m−1−n,4 (d 1 ; m), so we may assume 0 ≤ n ≤ m. We now employ Theorem 2.1 to obtain a closed form expression for N n,4 (d 1 ; m).
Proof. We apply the result of the Theorem 2.1 with
The algorithm also requires a scaled version of N 0,4 (d 1 ; m).
Then for 0 ≤ n ≤ m,
and for m + 1 ≤ n ≤ 2m + 1,
The symmetric case of degree 8
In this section we prove the computability of the set E m,s 8 of symmetric rational functions with denominator of degree 8 and establish an explicit formula for the integral
where 0 ≤ n ≤ 4m + 3 is required for convergence. Observe that (2.4) reduces the discussion to the case 0 ≤ n ≤ 2m + 1. The expression (2.2), with p = 2, produces E 2 (a 1 , a 2 ; z) = (1 + a 1 + a 2 )z 4 + 2(a 2 + 4)z 2 + 8. 
Then for m + 1 ≤ n ≤ 2m + 1, 1 + a 1 + a 2 > 0 and a 2 + 4 > −8 8
t k,j (m, n; a 1 , a 2 ),
t k,j (m, n; a 1 , a 2 ).
Proof. The reduction formula yields
We then use Corollary 3.2 to evaluate (4.1).
A sequence of Landen transformations
The transformation theory of elliptic integrals was initiated by Landen in 1771. He proved the invariance of the function
under the transformation
Gauss [7] rediscovered this invariance while numerically calculating the length of a lemniscate. An elegant proof of (5.3) is given by Newman in [14] . Here, the substitution x = b tan θ converts 2G(a, b) into the integral of (a 2 + x 2 )(b 2 + x 2 ) −1/2 over R; the change of variable t = (x − ab/x)/2 then completes the proof.
The Gauss-Landen transformation can be iterated to produce a double sequence (a n , b n ) such that 0 ≤ a n − b n < 2 −n . It follows that a n and b n converge to a common limit, the so-called arithmetic-geometric mean of a and b, denoted by AGM (a, b). Passing to the limit in G(a, b) = G(a n , b n ) produces The reader is referred to [4] and [13] for details.
The goal of this section is to produce a map T 2p : E 2p → E 2p that preserves the integral, i.e. Define a j = 0 for j > p, b j = 0 for j > p − 1,
Proof. The first step is to convert the polynomial Q(z) to its symmetric form:
Now employ the reduction formula in Section 2 to evaluate
Observe that one needs to evaluate L k only for 0 ≤ k ≤ p − 1. Indeed, the usual symmetry rule yields L k = L 2p−1−k . The reduction formula now gives
with α p (i) as in (5.10) and λ = [α p (p)/α p (0)] 1/2p .
Note. The extension of this transformation to the case of
An algorithm for integration. Let x = (a, b) with a = (a 1 , · · · , a p−1 ), b = (b 0 , · · · , b p−1 ), and let O + 2p = R + p−1 × R + p . We then have a map
where a + i and b + i are given in (5.11, 5.12) . Iteration of this map, starting at x 0 , produces a sequence x n+1 := Φ 2p (x n ) of points in O + 2p . The rational functions formed with these parameters have integrals that remain constant along this orbit. Numerical studies suggest the existence of a number L = L(x 0 ) ∈ R + such that
Thus the integral of the original rational function is π 2 × L.
The sixth degree case
We discuss the map T 2p : E 2p → E 2p for the case p = 3. The effect of T 6 on the coefficients P 6 = {b 0 , b 1 , b 2 , a 1 , a 2 } is denoted by Φ 6 : O + 6 → O + 6 and is given explicitly by a 1 → 9 + 5a 1 + 5a 2 + a 1 a 2 (a 1 + a 2 + 2) 4/3 (6.1)
using Theorem 5.1. The map Φ 6 preserves the integral
and the convergence of its iterations has been proved in [3] , the main result of which is the following theorem.
. Define x n+1 := Φ 6 (x n ). Then U 6 is invariant under Φ 6 . Moreover, the sequence {(a n 1 , a n 2 )} converges to (3, 3) and
{(b n 0 , b n 1 , b n 2 )} converges to (L, 2L, L), where the limit L is a function of the initial data x 0 . Therefore
This iteration is similar to Landen's transformation for elliptic integrals that has been employed in [4] in the efficient calculation of π. Numerical data indicate that the convergence of x n is quadratic. The proof of convergence is based on the fact that Φ 6 cuts the distance from (a 1 , a 2 ) to (3, 3) by at least half.
A sequence of algebraic curves. The complete characterization of parameters (a 1 , a 2 ) in the first quadrant that yield computable rational functions (∆), with n ∈ Z, are also computable. The curve X 1 has equation
and consists of two branches meeting at the cusp (3, 3) . In terms of the coordinates x = a 1 − 3 and y = a 2 − 3 the leading order term is T 1 (x, y) = 1728(x − y) 2 . This curve is rational and can be parametrized by
The rationality of X n for n = 1 and its significance for the integration algorithm remains open. The complexity of these curves increases with n. For example, the curve X 2 := Φ (−2) 3 (∆) is of total degree 90 in x = a 1 − 3 and y = a 2 − 3 with leading term 
Examples
In this section we present a variety of closed-form evaluations of integrals of rational functions. 
The polynomial P m (a) has been studied in [1] and [2] . can be computed by decomposing the integrand into partial fractions as
.
Each of these terms is now computable yielding
Example 6. Non-symmetric functions of degree 6. In this case we can use the scheme (6.1) to produce numerical approximations to the integral. For example, the evaluation of Example 8. As in the case of degree 6 we can provide numerical approximations to nonsymmetric integrals of degree 8. The iteration (6.1) is now replaced by a n+1 1 = a n 2 (a n 1 + a n 3 ) + 4a n 1 a n 3 + 10(a n 1 + a n 3 ) + 8(a n 2 + 2) (a n 1 + a n 2 + a n 3 + 2) 3/2 a n+1 2 = a n 1 a n 3 + 6(a n 1 + a n 3 ) + 2(a n 2 + 10) a n 1 + a n 2 + a 3 3 + 2 a n+1 3 = a n 1 + a n 3 + 8 (a n 1 + a n 2 + a n
(a n 1 + a n 2 + a n 3 + 2) 3/4 b n+1 1 = b n 3 (3a n 1 + a n 2 + 6) + b n 2 (a n 1 + 4) + b n 1 (a n 3 + 4) + b n 0 (3a n 3 + a n 2 + 6) (a n 1 + a n 2 + a n 3 + 2) 5/4 b n+1 2 = b n 3 (a n 1 + 5) + b n 2 + b n 1 + b n 0 (a n 3 + 5) (a n 1 + a n 2 + a n
(a n 1 + a n 2 + a n 3 + 2) 1/4 with initial conditions a 0 1 , a 0 2 , a 0 3 , b 0 0 , b 0 1 , b 0 2 , b 0 3 . Then
is invariant under these transformations.
Note. Numerical calculations show that (a n 1 , a n 2 , a n 3 ) → (4, 6, 4) and that (b n 0 , b n 1 , b n 2 , b n 3 ) → (1, 3, 3, 1) L for some L depending upon the initial conditions. Here p = 3, n = 9, and m = 2, so n > (m + 1)p − 1 and we need to apply the transformation z → 1/z to reduce the value of n. Indeed, we have
and Theorem 2.1 now yields
The new integrand is expanded in partial fractions in the variable t = z 2 to produce (7.4) . The factorization
leads to a partial fraction expansion containing the term
which we were unable to integrate; furthemore, the roots of T (z) = 0 cannot be evaluated by radicals. The procedure described in Theorem 2.1, however, shows that I = ∞ 0 z 10 (4 + z 2 )(z 6 + 36z 4 + 96z 2 + 64) dz 524288(z 2 + 1) 2 (z 8 + 3z 6 + 8z 4 + 3z 2 + 1) 2 , the integrand of which can be expanded to yield 
The function (z 2 + 1) 16 is a symmetric polynomial of degree 32 and yields a particular solution to (7.10).
As before let and as in the case of degree 16 we can compute a 2-parameter family of symmetric integrals of degree 32.
Appendix A. Two binomial sums
The closed-form evaluation of sums involving binomials coefficients can be obtained by traditional analytical techniques or by using the powerful WZ-method as described in [16] . We discuss two sums used to simplify expressions in later sections, presenting one proof in each style. 
In order to justify the last step we start with the well known result Thus Proof. This lemma could be proven in the same style as Lemma A.1. Instead we use the WZ-method as explained in [16] . Indeed, let
and define, with the package EKHAD, the function G(k; j) = F (k; j) × j(2j − 1) 2(N + k)(k − j + 1)
Then F (k; j) − F (k + 1; j) = G(k; j + 1) − G(k; j), and summing over j we see that the sum of F (k; j) over j is independent of k. The case k = N produces 1 as the common value. 
