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Abstrat
Several theorems are demonstrated that determine the suient
onditions for the existene of synhronized states (periodial and
haoti) and also of travelling waves in a CML. Also are analytially
proven the existene of period-doubling asades for the mentioned
patterns. The temporal state of any osillators are ompletely hara-
terized. The given results are valid for a number of arbitrary osillators
whose individual dynamis is ruled by an arbitrary C2 funtion.
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Systems showing patterns as a onsequene of the interation among their
diverse omponents are really frequent, in any eld that one an imagine:
neuronal ativity within the brain, or the funtion of organs as a whole
within the body, drivers on a motorway, birds ying in a group, a network
of omputers, oupled lasers, rystal growth, et.
The result of the interation of the individual elements generates stru-
tures that manifest in the system as a whole. In these proesses, one should
onsider two things: the behavior of any individual and the interation among
them. If we onsider the tra example, it is lear that the behavior of an
individual driver, that is his deision to drive in a partiular way or another,
is ertainly dierent when there are few ars on a motorway or when there
is a tra jam (in whih ase he will be guided by tra patterns).
Broadly speaking, all of these systems onsist of a group of elements
oupled by some kind of proess, and at the same time, every element of the
group is ruled by its own loal dynamis. The understanding of suh systems
is extraordinarily ompliated, sine there are no partiular mathematial
tools developed to study them. One way to onfront this problem is to
disretize spatial and temporal variables as well as to x inter-individual
interations as well as the individual dynamis. The result is a Coupled
Map Lattie (CML) [1℄: a hain of oupled elements (alled osillators), eah
situated on a disrete point of the lattie, whose individual dynamis is ruled
by a disrete map. Despite the spatial and temporal variables are disretized,
state variables remain ontinuous.
In the last few years, CML have been extensively studied sine the work
of Kaneko and olaborators [2, 3, 4, 5, 6℄, and from the beginning, they have
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shown themselves to be exeptional modelling spatially extended systems.
The use of this study has been extended into diverse sienti branhes with
an extraordinary variety of appliations in physis, biology, hemistry, soial
sienes, and engineering modeling. [7, 8℄
A typial evolution equation for a CML [1℄ is given by
Xi(n+ 1) = (1− α)f(Xi(n)) +
α
m
m∑
j=1
f(Xj(n)) (1)
i = 1, ..., m
where Xi(n) represents the state of the osilator loated at node i of the
lattie, in the instant n. The parameter α weights the oupling among
osilators. Periodi onditions are assumed in the boundaries, given as
Xi(n) = Xi+m(n) ∀i
Depending on the value of α , the system behavior hanges from the inde-
pendent evolution of eah osilator (for α = 0) up to a mean eld approah
(for α = 1). For intermediate values 0 < α < 1 the system is ruled by both
loal and global mehanisms.
The general form of the oupling term is given by
α
m
m∑
j=1
wijf(Xj(n))
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where the wij measure the weights between the j-th osilator and the i-th
one. To ahieve a symmetrial and spatially invariant oupling, it is usually
taken wij = w¯|i−j|. Sometimes, the oupling term will be written as
α
m
m∑
j=1
f(Xj(n))
(mean eld), or
1
2
[f(Xj−1(n)) + f(Xj+1(n))]
(nearest-neighbor oupling). However, this last desription is not adequate
when we are dealing with a superritial bifuration threshold, beause the
oherene lengths are usually quite large [9℄. Given that, in this paper, we
want to study bifurations in CML, we will use the mean eld approah.
Another important point, that must be onsidered, is the updating of os-
illators; they an be synhronous (all osillators are updated simultaneously)
or asynhronous (osillators are updated one at a time) [10, 11℄. Choosing
one or the other depends on whether osillators ommuniate among them
muh quiker that the updating time of the system as a whole, whih is ruled
by the evolution equation (1). In this paper we will refer to synhronous
systems.
In the sienti literature, the majority of the results, referring to CML,
are numerial results, as we will see later. The awesome rihness of numer-
ial results is restrited by a xed and nite set of parameter values, and
a nite number of osillators in the CML, whih supposes a limitation for
adequate understanding of ertain phenomena. In partiular, the transition
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to haos by period dupliation needs the period to tend to innity. It is also
neessary the number of osillators to be innite, in a nite region, for the
understanding of the onset of turbulene in uids and plasmas; otherwise,
there would be a uto in the wave numbers that ould be studied beause
the lattie would have a nite spatial resolution. Mathematial proofs would
be desirable to haraterize synronized states, traveller wave bifurations
and other behaviours. Fortunately, numerial results point out us what to
look for and where.
In this paper, analytial proofs, in CML, of the existene of synronized
states and travelling waves will be given. It will be proved that both pat-
terns will go under a period doubling asade as f , in (1), does. These
behaviours will be ompletely haraterized, giving analytial expressions of
the temporal evolution of every osillator.
The xed points of CML, generated in period-doubling asades, will be
essentially the xed points of fm2
k
(m number of osillators in CML). As f
determines the individual dynamis (see (1)), what is shown is the emergene
of global properties from the loal dynamis of a single osilator.
We have tried to keep the widest generality in the results; therefore,
theorems have been proved using an arbtirary C2 funtion f(x; r), instead of
working with the logisti equation (or any toplogially onjugated funtions)
as usual.
Perturbative methods will be used to obtain analytial solutions. The
inversion of funtional matries of arbitrary size is fundamental in the proofs
of the theorems; given that whenever the inverse matrix exists, it is unique,
it will not be neessary to explain the alulation leading to it: it will be
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enough to hek that the proposed matrix (in the orresponding theorem)
is the inverse matrix one was looking for. The matries appearing during
the demostration proess will not be irulant; therefore, usual analytial
inversion proesses of irulant matrix inversion will not be valid.
This paper is organized as follows. First, synhronized states will be
onsidered, this solution being quite straightforward, it will indiate how to
fae up to the more ompliated travelling waves in the next setion. Both
results will be used to study the period-doubling asades of the patterns.
The paper onludes with a setion indiating onnetions of this work with
other researhs.
1 Regular and haoti synhronization
In this setion straightforward analytial results will be presented for syn-
hronization in CML, that is, for all the osilators having the same value at
anytime. This is a striking behaviour, in partiular when haoti synroniza-
tion is produed, where haoti systems are very sensitive to perturbations
and it is supposed that any slight modiation generated by the oupling of
the osillators of CML would destroy the synhronization. The mathematial
approah to this problem is far from being unique [12℄.
Let
Xi(n + 1) = (1− α)f(Xi(n)) +
α
m
m∑
i=1
f(Xi(n)) i = 1, . . . , m (2)
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be the CML, with m osillators, being α the oupling parameter and f(x)
a funtion depending on a parameter r, in funtion of whih the system
yn+1 = f(yn; r) shows xed points for some arbitrary period p.
1.1 Fixed points of the system. Stationary synhro-
nized state
It is straightforward to get the xed points of the system. If the funtion
f(x) has a xed point in x∗ then (x∗, x∗, . . .m) , x∗) will be a xed point of
the system given by (2), sine if
Xi(n) = x
∗ i = 1, . . . , m
it turns out that
f(Xi(n)) = f(x
∗) = x∗ = Xi(n) i = 1, . . . , m
and
Xi(n + 1) = (1− α)f(x
∗) +
α
m
m∑
i=1
f(x∗) = f(x∗) = x∗
i = 1, ..., m
as it was wanted to prove.
It is then dedued that:
X(n) = (x∗, x∗, ...m), x∗) (3)
is a stationary syhronized state of the system.
7
 50
 55
 60
 65
 70
 1
 1.5
 2
 2.5
 3
 3.5
 4
 0
 0.5
 1
 1.5
 2
 2.5
 3
Figure 1: Stationary synhronized state. CML with f(x; r) = rx(1 − x),
r = 1.0, α = 0.1 and ε = 0.1
It is observed that if hosen x∗ andr for f(x∗; r) to determine a periodial
or haoti evolution of x∗, then the result would be that CML would have
orrespondingly periodial or haoti synhronization, being this a proof of
the existene of synhronized states both periodial and haoti. In ontrast
from the CML with nearest neighbour oupling, there is not an upper limit
in the number of osillators m suh that stable synhronous haoti state
exists [13℄. See gures 1-4.
Let us now study the linear stability of xed points, where the eigenvalues
of jaobian matrix will be alulated.
The jaobian matrix is given by:
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Figure 2: Period-2 synhronized state. CML with f(x; r) = rx(1 − x), r =
3.2, α = 0.1 and ε = 0.1
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Figure 3: Period-4 synhronized state. CML with f(x; r) = rx(1 − x), r =
3.4985, α = 0.1 and ε = 0.1
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Figure 4: Chaoti synhronized state. CML with f(x; r) = rx(1−x), r = 3.9,
α = 0.1 and ε = 0.1
(
∂Xi(n+ 1)
∂Xj(n)
)
X∗
=


(1− m−1
m
α) α
m
· · · α
m
α
m
(1− m−1
m
α) · · · α
m
.
.
.
.
.
.
.
.
.
.
.
.
α
m
α
m
· · · (1− m−1
m
α)


f ′(x∗)
where X∗ = (x∗, x∗, ..., x∗) and its eigenvalues are


λ = f ′(x∗) single
λ = (1− α)f ′(x∗) multipliity (m− 1)
therefore, the xed point given by (3), or what would be the same, the
stationary shronized state, would be stable whenever x∗ is a stable xed
point of f(x).
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1.2 Periodial synhronized states
The existene of periodial synronized states is reeted in theorem 1, shown
below. The way to proeed with this proof is similar to the one used to obtain
the stationary synhronized state.
Theorem 1. Let
{
x∗1, x
∗
2, ..., x
∗
p
}
be a p-periodi orbit of C1 funtion f . Then
the CML given by
Xi(n+ 1) = (1− α)f(Xi(n)) +
α
m
m∑
i=1
f(Xi(n)) i = 1, . . . , m
i) shows a synhronized state of the same period as the funtion f .
The syhronized states are as follows
(x∗j , x
∗
j , . . .
m) , x∗j)j=1, ..., p
ii) the syhronized states (x∗j , x
∗
j , . . .
m) , x∗j )j=1, ..., p have the same sta-
bility as the xed point x∗j of f
p
, j = 1, . . . , p.
Proof
i) Taking, for a given time n,
Xi(n) = x
∗
1 i = 1, . . . , m
results in
f p(Xi(n)) = Xi(n) i = 1, . . . , m
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with the rst iteration of CML being:
Xi(n+1) = (1−α)f(x
∗
1)+
α
m
m∑
j=1
f(x∗1) = f(x
∗
1) i = 1, . . . , m
and the p-th iteration being:
Xi(n+ p) = (1− α)f(Xi(n+ p− 1)) +
α
m
m∑
j=1
f(Xj(n + p− 1))
= f p(x∗1) = x
∗
1 i = 1, ..., m
As a result, the CML shows p xed points (x∗j , x
∗
j , · · ·x
∗
j )j=1,··· ,p
of period p, whih onstitute one syhronized state of the same
period. These orbits of period p onstitute patterns of the CML.
ii) To study the stability of the xed points (x∗j , x
∗
j , · · ·x
∗
j )j=1,··· ,p it is
enough to perform it in X∗1 = (x
∗
1, x
∗
1, · · ·x
∗
1), beause f
p′(x∗j ) has
the same value for every xed point x∗j of the p-periodi orbit.
Let us alulate the eigenvalues of the jaobian matrix of the p-th
iterate in that point.
To alulate this Jaobian matrix, one must observe the following,
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applying the hain rule:
(
∂Xi(n+p)
∂Xj(n)
)
X∗1
=


(1− m−1
m
α) α
m
· · · α
m
α
m
(1− m−1
m
α) · · · α
m
.
.
.
.
.
.
.
.
.
.
.
.
α
m
α
m
· · · (1− m−1
m
α)


f ′(x∗p)
(
∂Xi(n+p−1)
∂Xj(n)
)
X∗1
nally as a result:
(
∂Xi(n+p)
∂Xj(n)
)
X∗1
=


1
m
+ m−1
m
(1− α)p 1
m
− 1
m
(1− α)p · · · 1
m
− 1
m
(1− α)p
1
m
− 1
m
(1− α)p 1
m
+ m−1
m
(1− α)p · · · 1
m
− 1
m
(1− α)p
.
.
.
.
.
.
.
.
.
.
.
.
1
m
− 1
m
(1− α)p 1
m
− 1
m
(1− α)p · · · 1
m
+ m−1
m
(1− α)p


∏p
i=1 f
′(x∗i )
with eigenvalues


λ =
p∏
i=1
f ′(x∗i )) = f
p′(x∗1) single
λ = (1− α)p
p∏
i=1
f ′(x∗i ) = (1− α)
pf p′(x∗1) multipliity (m− 1)
(4)
So, (x∗1, · · · , x
∗
1) is a stable point of the CML, and therefore, it is
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in a stable syhronized state of period p, whenever x∗1 is the stable
xed point f p. Furthermore, as f p′(x∗1) = f
p′(x∗j ) j = 1, . . . , m
all points have the same stability.
Keep in mind that if in Theorem 1 p = 1, then the stationary syhronized
state previously studied is reovered; and beause of this, it will undergo the
period-doubling proess that will be desribed in what follows.
1.3 Period doubling asade of periodi synhronized
states
One would expet that if the funtion f p, from Theorem 1, undergoes a
period doubling asade, then the CML given by (2) shows a dupliation
asade in the syhronized states of period p derived in Theorem 1.
Theorem 2. The synhronized states of period p given by Theorem 1 un-
dergo a period-doubling asade as does f p.
Proof
The proof is straightforward using Theorem 1, simply using suessive
substitution of p by p · 2, p · 22, . . . , p · 2n, . . . every time that the p-
periodi orbit of f undergoes a period doubling bifuration aording
to that theorem.
Note: See gures 5 and 6.
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Figure 5: Period-4 travelling wave. CML with f(x; r) = rx(1 − x), r =
3.55464, α = 0.1 and ε = 0.001
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Figure 6: Period-8 travelling wave. CML with f(x; r) = rx(1 − x), r =
3.566667, α = 0.1 and ε = 0.001
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1.4 A nonexistene theorem
It has been proven, in Theorem 1, the existenes of p-period synhronized
states in the CML, formed by the points of p-periodi orbit of f .
One may ask whether the n-tuple of the form
(X1(n), X2(n), · · · , Xp(n)) = (x
∗
j , f(x
∗
j), ..., f
p−1(x∗j ))
f p(x∗j ) = x
∗
j j = 1, · · · p
that indiates that every osillator is positioned in the suessive points of
the p-periodi orbit, generates a pattern of period p in the CML; that is
to say, a travelling wave. Nevertheless, this presumption is false, as shown
below.
Theorem 3. Let
{
x∗1, x
∗
2, ..., x
∗
p
}
be a p-periodi orbit of the funtion f , then
the CML given by
Xi(n+1) = (1−α)f(Xi(n− 1))+
α
p
p∑
i=1
f(Xi(n− 1)) i = 1, . . . , p
does not have a p-periodi orbit of the form
(X1(n), X2(n), · · · , Xp(n)) = (x
∗
j , f(x
∗
j), ..., f
p−1(x∗j ))
x∗j being any of the p points of the p-periodi orbit.
Proof
The following initial onditions are taken
(X1(n), X2(n), · · · , Xp(n)) = (x
∗
1, x
∗
2, ..., x
∗
p)
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After the rst iteration, it will beome


X1(n + 1) = x
∗
2 = (1− α)f(x
∗
1) +
α
p
(f(x∗1) + ... + f(x
∗
p))
X2(n + 1) = x
∗
3 = (1− α)f(x
∗
2) +
α
p
(f(x∗1) + ... + f(x
∗
p))
· · ·
Xp(n + 1) = x
∗
1 = (1− α)f(x
∗
p) +
α
p
(f(x∗1) + ... + f(x
∗
p))
therefore: 

x∗2 = (1− α)x
∗
2 +
α
p
(x∗1 + ... + x
∗
p)
x∗3 = (1− α)x
∗
3 +
α
p
(x∗1 + ... + x
∗
p)
· · ·
x∗1 = (1− α)x
∗
1 +
α
p
(x∗1 + ... + x
∗
p)
operating it results in:


αx∗2 =
α
p
(x∗1 + ...+ x
∗
p)
αx∗3 =
α
p
(x∗1 + ...+ x
∗
p)
· · ·
αx∗1 =
α
p
(x∗1 + ...+ x
∗
p)
from whih it is dedued that
x∗1 = x
∗
2 = ... = x
∗
p
in ontradition with x∗1 6= x
∗
2 6= ... 6= x
∗
p.
This negative result, about p-periodi waves, brings us to question the ondi-
tions under whih they are produed. This study is onduted in the following
setion.
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2 Analytial study of patterns in weakly ou-
pled CML
2.1 Travelling waves
It is has been proven in Theorem 3 that the p-periodi orbit of the funtion
f(x; r) is not inherited by the system, but it is easily observed that if α = 0
then a wave of this period exists in the CML. Given that for α = 0 the wave
exists, one would wonder if for a small oupling α ≪ 1, the CML admits a
pertubative solution. For this study, we will substitute α with εα, having
ε≪ 1 and assuming the new α is O(1), in the CML given by (1).
Theorem 4. Let
{
x∗1, x
∗
2, ..., x
∗
p
}
be a p-periodi orbit of a C2 funtion f ,
suh that f p′(x∗i ) 6= 1, i = 1, . . . , p, then the CML given by
Xi(n+ 1) = (1− εα)f(Xi(n)) +
αε
p
p∑
j=1
f(Xj(n))
i = 1, . . . , p ε≪ 1
(5)
shows a p-periodi solution given by
Xi(n + j) = x
∗
i+j + εAi+j
i = 1, . . . , p
j = 0, . . . , p− 1
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where
Ak =
α
(1− (f p(x1))′)
p∑
j=1
[
f p−j+k−1(x∗j+1)
]′((
x∗j+1
)
+
1
p
p∑
l=1
x∗l
)
k = 1, . . . , p
with periodi onditions
Ai+p = Ai
x∗i+p = x
∗
i
i = 1, . . . , p
Proof
The periodi orbit given by
Xi(n + j) = x
∗
i+j + εAi+j
i = 1, . . . , p
j = 0, . . . , p− 1
will exist when the following system


Xi(n) = x
∗
i + ǫAi
Xi(n+ 1) = x
∗
i+1 + ǫAi+1
.
.
.
Xi(n+ p− 1) = x
∗
i+p−1 + ǫAi+p−1 = x
∗
i−1 + ǫAi−1
Xi(n+ p) = x
∗
i + ǫAi
i = 1, ..., p (6)
is ompatible and determined.
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As
Xi(n+ 1) = (1− εα)f(Xi(n)) +
ǫα
p
p∑
j=1
f(Xj(n))
from (6), it reults in
x∗i+1 + εAi+1 = (1− εα)f(x
∗
i + εAi) +
εα
p
p∑
j=1
f(x∗j + εAj) (7)
Performing the expansion
f(x∗i + εAi) = f(x
∗
i ) + εAif
′(x∗i ) +O(ε
2)
and replaing in (7), the system results in
x∗i+1 + εAi+1 = x
∗
i+1 + εAif
′(x∗i )− εαx
∗
i+1 +
εα
p
p∑
j=1
(x∗j+1) +O(ε
2)
i = 1, ..., p
Solving the system to order ε it is obtained:
−Aif
′(x∗i ) + Ai+1 = αx
∗
i+1 +
α
p
p∑
j=1
x∗j+1 i = 1, . . . , p
whose matriial expression is:
0
BBBBBBBBBBB@
−f ′(x∗1) 1 0 0 · · · 0
0 −f ′(x∗2) 1 0 · · · 0
0 0 −f ′(x∗3) 1 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
1 0 0 0 · · · −f ′(x∗p)
1
CCCCCCCCCCCA
0
BBBBBBBBBBB@
A1
A2
A3
.
.
.
Ap
1
CCCCCCCCCCCA
= α
0
BBBBBBBBBBB@
−x∗2 +
1
p
Σpj=1x
∗
j
−x∗3 +
1
p
Σpj=1x
∗
j
−x∗4 +
1
p
Σp
j=1x
∗
j
.
.
.
−x∗1 +
1
p
Σpj=1x
∗
j
1
CCCCCCCCCCCA
(8)
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This is a system of p equations and p unknowns whose oeient matrix
has determinant
(−1)p
p∏
i=1
f ′(x∗i ) + (−1)
p+1
Given that
∏p
i=1 f
′(x∗i ) = f
p′(x∗i ) 6= 1 (by hypothesis) the system is
ompatible and determined for every α 6= 0. Moreover, the solution of
the system is dierent from the trivial one, sine the independent term
olumn is not null x∗1 6= x
∗
2 6= · · · 6= x
∗
p, that is


−x∗2 +
1
p
p∑
j=1
x∗j
−x∗3 +
1
p
p∑
j=1
x∗j
−x∗4 +
1
p
p∑
j=1
x∗j
.
.
.
−x∗1 +
1
p
p∑
j=1
x∗j


6=


0
0
0
.
.
.
0


It does not matter whih osillator is onsidered for study of the evolution
of the system, as the algebrai system obtained is always the same.
The solution of the system in (8) an be obtained diretly by inversion
and results in:
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

A1
A2
.
.
.
Ap


= α


−f ′(x∗1) 1 0 · · · 0
0 −f ′(x∗2) 1 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
1 0 0 · · · −f ′(x∗p)


−1


−x∗2 +
1
p
p∑
j=1
x∗j
−x∗3 +
1
p
p∑
j=1
x∗j
.
.
.
−x∗1 +
1
p
p∑
j=1
x∗j


The inversion of the matrix (whih is not a irulant one) results in the
following 

A1
A2
A3
.
.
.
Ap


= α
1
(−1)p+1(1− (f p(x∗1))
′)
MN (9)
where the matrix M is given by
M =
0
BBBBBBBBBBB@
f ′(x∗2) · · · f
′(x∗p) f
′(x∗3) · · · f
′(x∗p) f
′(x∗4) · · · f
′(x∗p) · · · 1
1 f ′(x∗3) · · · f
′(x∗p)f
′(x∗1) f
′(x∗4) · · · f
′(x∗p)f
′(x∗1) · · · f
′(x∗1)
f ′(x2) 1 f ′(x∗4) · · · f
′(x∗p)f
′(x∗1)f
′(x∗2) · · · f
′(x∗1)f
′(x∗2)
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
f ′(x∗2) · · · f
′(x∗p−1) f
′(x∗3) · · · f
′(x∗p−1) f
′(x∗4) · · · f
′(x∗p−1) · · · f
′(x∗1)f
′(x∗2) · · · f
′(x∗p−1)
1
CCCCCCCCCCCA
(10)
and N by
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N =


−x∗2 +
1
p
p∑
j=1
x∗j
−x∗3 +
1
p
p∑
j=1
x∗j
−x∗4 +
1
p
p∑
j=1
x∗j
.
.
.
−x∗1 +
1
p
p∑
j=1
x∗j


After operating in (9) it results in:
Ak =
α
(−1)p+1(1−(fp(x1))′)
p∑
j=1
[
f p−j+k−1(x∗j+1)
]′((
x∗1+j
)
+
1
p
p∑
l=1
x∗l
)
k = 1, ..., p
(11)
Every Ak 6= 0 beause the solution is known to be dierent from the
trivial one.
The solution obtained is valid at order O(ε2) while ε≪ 1
1−fp′(x∗1)
.
2.2 Period doubling asade for travelling waves in a
CML
Period-doubling transitions to haos have already been observed a long time
ago, in CML with nearest neighbour oupling, using the Mandelbrot map
[14℄. The existene of this phenomenon is not relegated only to the quadrati
funtions, and its existene an be proved for any funtion (as we will demon-
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strate) undergoing a period-doubling asade; therefore, this phenomenon
must be very frequent.
Theorem 5. Let f : I → I be a C2 funtion depending on some parameter,
in funtion of whih the 2p-periodi orbit of the map xn+1 = f(xn)
undergoes a period-doubling asade. Let
{
x∗i,2p+q
}2p+q
i=1
be the 2p+q-
period orbit of the asade, q ∈ N, where it is noted that fk(x∗i,2p+q) =
x∗
i+k,2p+q .
The CML given by
Xi(n+ 1) = (1− εα)f(Xi(n)) +
αε
2p
2p∑
j=1
f(Xj(n))
i = 1, · · · , 2p ε≪ 1
(12)
has a 2p+q-periodi solution given by
Xi(n+ j) = x
∗
2q(i−1)+1+j,2p+q + εA2q(i−1)+1+j
i = 1, . . . , 2p j = 0, . . . , 2p+q
where
Ak =
α
(−1+(f2
p+q
(x∗1))
′)
2p+q∑
j=1
[
f 2
p+q−j+k−1(x∗
j+1,2p+q)
]′ ((
x∗1+j,2p+q
)
+ 1
p
Sj
)
k = 1, . . . , 2p+q
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with
Sj =


2p∑
i=1
x∗2q(i−1)+2,2p+q if j = [2
q]
2p∑
i=1
x∗2q(i−1)+3,2p+q if j = [2
q] + 1
2p∑
i=1
x∗2q(i−1)+4,2p+q if j = [2
q] + 2
2p∑
i=1
x∗2q(i−1)+5,2p+q if j = [2
q] + 3
.
.
.
.
.
.
.
.
.
2p∑
i=1
x∗2q(i−1)+2q+1,2p+q if j = [2
q] + 2q − 1
where [2q] represents a multiple of 2q. This 2p+q-periodi solution fullls
the periodiity ondition
Ai+2p+q = Ai
x∗
i+2p+q,2p+q = x
∗
i,2p+q
Proof
Note: Notie that although there are just 2p osillators the periodi
wave will have period 2p+q, therefore, the system that is dealt with in
the proof will have 2p+q equations.
Let 2p osillators be with the initial onditions given by
Xi(n) = x
∗
2q(i−1)+1,2p+q + εA2q(i−1)+1 i = 1, · · · , 2
p
(13)
Initial onditions are xed points of f 2
p+q
(taken one every 2q) plus a
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perturbation that must be alulated. A 2p+q-periodi orbit will exist
whenever the system


Xi(n) = x
∗
2q(i−1)+1,2p+q + εA2q(i−1)+1
Xi(n+ 1) = x
∗
2q(i−1)+2,2p+q + εA2q(i−1)+2
.
.
.
Xi(n+ 2
p+q) = x∗2q(i−1)+1+2p+q,2p+q + εA2q(i−1)+2p+q
= x∗2q(i−1)+1,2p+q + εA2q(i−1)+1 = Xi(n)
i = 1, ..., 2p (14)
is ompatible and determined.
From equation (12) and subtituting the seond equality in (14), we
have
x∗2q(i−1)+2,2p+q + εA2q(i−1)+2 = (1− εα)f(x
∗
2q(i−1)+1,2p+q + εA2q(i−1)+1)+
+
αε
2p
2p∑
j=1
f(x∗2q(j−1)+1,2p+q + εA2q(j−1)+1)
(15)
Performing a Taylor expansion of f to order O(ε2) and substituting in
(15) the following is obtained
x∗2q(i−1)+2,2p+q + εA2q(i−1)+2 = x
∗
2q(i−1)+2,2p+q+
+εA2q(i−1)+1f
′(x∗2q(i−1)+1,2p+q)− εαx
∗
2q(i−1)+2,2p+q +
εα
2p
∑2p
i=1 x
∗
2q(i−1)+2,2p+q +O(ε
2)
Doing exatly the same with the next equality in (14) the following is
obtained:
x∗2q(i−1)+3,2p+q + εA2q(i−1)+3 = x
∗
2q(i−1)+3,2p+q+
+εA2q(i−1)+2f
′(x∗2q(i−1)+2,2p+q)− εαx
∗
2q(i−1)+3,2p+q +
εα
2p
2p∑
i=1
x∗2q(i−1)+3,2p+q +O(ε
2)
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and with the last equality in (14), we get the following equation:
x∗2q(i−1)+1,2p+q + εA2q(i−1)+1 = x
∗
2q(i−1)+1,2p+q+
+εA2q(i−1)f
′(x∗2q(i−1),2p+q)− εαx
∗
2q(i−1)+1,2p+q +
εα
2p
2p∑
i=1
x∗2q(i−1)+1,2p+q +O(ε
2)
The former 2p+q-equations, for the osillator i, represent a linear system,
whose matriial expresion is:
0
BBBBBBBB@
−f ′(x∗
2q(i−1)+1,2p+q
) 1 0 · · · 0
0 −f ′(x∗
2q(i−1)+2,2p+q
) 1 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
1 0 0 · · · −f ′(x∗
2q(i−1)+2p+1,2p+q
)
1
CCCCCCCCA
.
0
BBBBBBB@
A2q(i−1)+1
A2q(i−1)+2
.
.
.
A2q(i−1)+2p+q
1
CCCCCCCA
=
= α
0
BBBBBBBBBBBBBBB@
−x∗
2q(i−1)+2,2p+q
+
1
2p
2p+1X
i=1
x∗
2q(i−1)+2,2p+q
−x∗
2q(i−1)+3,2p+q
+
1
2p
2p+1X
i=1
x∗
2q(i−1)+3,2p+q
.
.
.
−x∗
2q(i−1)+1,2p+q
+
1
2p
2p+1X
i=1
x∗
2q(i−1)+1,2p+q
1
CCCCCCCCCCCCCCCA
(16)
The previous matriial expresion represents a system of 2p+q equations
with 2p+q unknowns, and being the determinant of oeient matrix
(−1)2
p+q
2p+q∏
i=1
f ′(x∗i )− (−1)
2p+q =
[
f 2
p+q
(x∗i )
]′
− 1 6= 0
(period doubling bifurations take plae when
[
f 2
p+q
(x∗i )
]′
= −1).
Thus the system is ompatible and determined for every α and, as in
the previous ases, its solution is dierent from the trivial one for α 6= 0.
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The solution is obtained diretly from (16) by inversion:


A2q(i−1)+1
A2q(i−1)+2
.
.
.
A2q(i−1)+2p+q


= α
(−1+[f2
p+q
(x∗1)]
′)
MN (17)
where
M =


−f ′(x∗2q(i−1)+1,2p+q ) 1 0 · · · 0
0 −f ′(x∗2q(i−1)+2,2p+q) 1 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
1 0 0 · · · −f ′(x∗2q(i−1)+2p+q ,2p+q)


−1
has already been alulated (see 10) and
N =


−x∗2q(i−1)+2,2p+q +
1
2p
2p+1∑
i=1
x∗2q(i−1)+2,2p+q
−x∗2q(i−1)+3,2p+q +
1
2p
2p+1∑
i=1
x∗2q(i−1)+3,2p+q
.
.
.
−x∗2q(i−1)+1,2p+q +
1
2p
2p+1∑
i=1
x∗2q(i−1)+1,2p+1


After operating in (17) it results in:
Ak =
α
(−1)2p+q(1− [f 2p+q(x∗1)]
′)
2p+q∑
j=1
[
f 2
p+q−j+k−1(x∗j+1,2p+q)
]′((
x∗1+j,2p+q
)
+
1
p
Sj
)
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k = 1, ..., 2p+q
with
Sj =


2p∑
i=1
x∗2q(i−1)+2,2p+q if j = [2
q]
2p∑
i=1
x∗2q(i−1)+3,2p+q if j = [2
q] + 1
2p∑
i=1
x∗2q(i−1)+4,2p+q if j = [2
q] + 2
2p∑
i=1
x∗2q(i−1)+5,2p+q if j = [2
q] + 3
.
.
.
.
.
.
.
.
.
2p∑
i=1
x∗2q(i−1)+2q+1,2p+q if j = [2
q] + 2q − 1
where [2q] represents a multiple of 2q, with the periodiity onditions
Ai+2p+q = Ai
x∗i+2p+q,2p+q = x
∗
i,2p+q
due to the yli harater of the 2p+q-periodi orbit.
The solution obtained is valid at order O(ε2) while ε ≪ 1
1−[f2
p+q
(x∗1)]
′
.
The saddle-node orbit ([f 2
p+q
(x∗1)]
′ 6= 1) has been avoided by the on-
dition q ∈ N (0 6∈ N), and therefore there has been, at least, one
period-doubling bifuration.
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Remarks:
1. Notie that this theorem indiates that a CML, with 2p osillators, has
originally a 2p-period travelling wave. As the 2p-periodi orbit of f
dupliates (q inreases) to a 2p+q-periodi orbit so does the travelling
wave of the CML.
2. The theorem 5 does not impose any restrition to the 2p-periodi orbit
of f . In the ase of f presenting 2p-periodi windows, this 2p-periodi
orbit ould belong to a period-doubling asade in the anonial win-
dow, or originate from a 2p-periodi saddle-node orbit. In the former
ase, f undergoes a period-doubling asade, in the latter it is f 2
p
who goes through a period-doubling asade (this period-doubling as-
ade would be loated inside a 2p-periodi window). The onlusion
is straightforward: the CML will not have just one 2p-periodi wave,
undergoing a period-doubling asade; there will be as many as 2p1-
periodi windows of f , with p1 ≤ p (p1 = 0 would be the anonial
window).
3. Similar arguments an be done for synhronized state asades, subjet
to the ondition that the dupliating orbit does not have prime period:
it an be a p · q-periodi orbit in the anonial window, or a q-periodi
orbit in the p-periodi window, or a p-periodi orbit in a q-periodi
window, that afterwards will undergo period bifuration asade.
4. There is a fat that ould be not observed at a rst reading of theorem
5: the points used to onstrut the perturbative solution both an be
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stable and unstable.
5. Sine it has been dedued that the CML undergoes a period doubling
asade and that this asade has its origin in the period doubling
asade of the f , it is onluded that the CML inherits the dynamis
of f .
3 Disussion and onlusions
Several theorems have been proved that show the suieny onditions of
existene of synhronized states (periodi and haoti) and travelling waves
in CML. Also it has been analytially determined the value that desribes
the state of eah osillator at any moment. The results of the theorems are
as general as possible. This is due to two fats. Firstly, the CML, with
whih we have worked, has a number of arbitrary osillators. Seond, the
funtion f , that rules the dynamis of every osillator, is also arbitrary with
the ondition that it undergoes a period-doubling asade.
The results have the following onsequenes and link with other researh:
i) The emergene of the global properties from the loal ones has been
proved. The global dynamis inherits the dynamis of every osillator:
xed points of the system ome essenially from the xed points of the
map (that governs the dynamis of every osillator) ompounded with
itselfm·2k times (beingm number of osillators of the CML). In parti-
ular, this result has been observed reently in numerial omputations
[16℄.
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Our results are an expliit analytial expresion of the results of Lemaitré
y Chaté [15℄, who proved, in CML, the traslation of the loal properties
to a spatiotemporal level.
ii) The dynamis of a CML has been studied, where the individual dy-
namis of every osillator is ruled by an arbitrary funtion f ; being
few the analytial results on the matter, one normally only works with
quadrati funtions or piee-wise linear funtions [10, 12, 17℄. The one
presented here is an interesting generalization that permits the alu-
lation of properties assoiated with the states and their evolution.
iii) Two limitations that are present when numerial tehniques are applied
have been overome:
(a) Spurious results, due to nite preision in omputer simulations
[18, 19, 20℄, have been avoided.
(b) Limits tending to innity an be used for analytial solutions,
both with the number of osillators in CML and the number of
bifurations in the period doubling asade.
On the one hand, the numerial simulation with a large number
of osillators beomes unaordable due to the omputation time
that would be neessary as the number of osillators grows. On the
other hand, as it has been indiated in the introdution, the study
of the onset of the turbulene in a uid to be properly understood
would need many osillators, the more the better.
As a diret onsequene, of taking the limit in the period doubling
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asade, it is dedued the existene of waves of arbitrary period,
tending to innity as the parameter bifuration gets loser to the
Myrberg-Feigenbaum point. This is a response to the established
question of Gade and Amritkar in their work [21℄ where they found
the wavelength-doubling bifuration. Another question raised by
Gade and Amritkar in that same paper was: is there more than
one value suh that, if the parameter value tends to it, then the pe-
riod of the travelling wave tends to innity?. The response again
in the armative; in fat, there are innite values that are the
orrespondent Myrberg-Feigenbaum points of the windows inside
the anonial window. The position of these values is determined
by the Saddle-Node Bifuration Casades [22℄ and the relation be-
tween period doubling asade and Saddle-Node Bifuration Cas-
ades is also known [23℄.
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