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ABSTRACT 
In Chebyshev-type quadratures, integrals with respect o probability measures are approximated 
by arithmetic means of function values. For the simple case J!, f (x)dx/2 - (l/N) Cy==, f (Xi) = 
RN(f), -1 SXj zs 1, a theorem of S. Bernstein [3,4] implies the following inequality. If for fixed 
nodes Xi, RN(f) = 0 for all polynomials f of degree up, then p < 2 I&( jl) I-’ 0~ 3.8525 fi (81. 
As a supplement, the authors exhibit two polynomials fi of degree <4 fi and sup Jfil = 1, such 
that for every choice of nodes xl, . . . , x~in [-1.11, IRN(fi)l >(lOON)-’ for at least one of the poly- 
nomials fi. Using complex analysis, they derive the following corollary which substantially extends 
a result by Gautschi and Yanagiwara [7]. Suppose that the nodes xl, . . ..x~ are chosen so as to 
minimize G(xt, . . . , x~)=Cy A:, where 4fl1p4w and dp=R~(x~). Then for 0<1<1, at most 
c(A) fi of the approximately 1N nodes on [-&A] are distinct. 
5 1. INTRODUCTION 
The Gauss quadrature formula of order n for weight function l/2 on [-1 , I] 
has the form 
1 
(1.1) 
lk = (1 - af)P;(a,)* 
where a1 > a2 > “‘>ak=ak(n)> ... >a, are the zeros of the Legendre poly- 
nomial P,,(x). By work of the first author, the Cotes-Christoffel numbers & = 
n,(n) have the prOperty that n2&(n) increases monotonically with n to the 
limit &(jk)-*, where jk is the kth positive zero of the Bessel function J&t), see 
[8]. As is well known, the Gauss formula is exact for all polynomials f(x) of 
degree 52n- 1. 
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In the 1930’s, S.N. Bernstein proved the following striking result [3,4], cf. 
[6]. If a so-called Chebyshev-type quadrature formula or equal coefficients 
formula 
(1 .a i, f(x) i dx = $ jt, f(Xj) + RN(~), -1 IXjll, 
is exact for all polynomials f(x) of degree 5 2n - 1, that is, RN(f) = 0 for such 
polynomials, then N must be relatively large: it must satisfy the inequality 
(1.3) Nn&. 
1 
Thus by the monotonicity of n211(n) indicated above, 
(1.4) N> J&j1)2n2 > .269n2, 
so that in particular 2n - 1 < 4 @. 
It is not so well known that Bernstein has also proved a result in the other 
direction [5]: for even N, 
(1.5) N>41/Z(n+l)(n+4)=5.66n2, 
there is a Chebyshev-type quadrature formula (1.2) which is exact for all poly- 
nomials of degree 5 2n - 1. Recent computer experiments by A. Kuijlaars in- 
dicate that for large n, the constant 5.66 in (1.5) can be reduced to about .50, 
see [lo]. 
Here we prove the following supplement o Bernstein’s first result. 
Theorem 1.1. For every N and every N-tuple of nodes xl, . . . ,xN on [-1, I], 
there is a polynomial f of degree < 4 fl with suplXl s1 1 f I= 1 for which the 
quadrature remainder RN(f) has absolute value > l/lOON: 
In fact, (1.6) will always be satisfied by one of the two polynomials A in- 
troduced in Section 2, see Theorem 2.1. 
Since N-point Chebyshev-type quadrature formulas (1.2) can not be exact to 
degree pr 4 fi, various authors have proposed to use nodes x1, . . . ,xN on 
[-1, l] which minimize an expression of the form 
(1.7) G(x,, . . . . xN) = kc, A:, (Pr4 @) 
where 
(1.8) A, = Ak(x,, . . . , xN) = RN(xk) = i xk f dx- i ,t x_f, 
-I J 1 
cf. [2], [6]. Gautschi and Yanagiwara [7] have shown that for optimal choice 
of nodes as described here, the nodes can in general not all be distinct. We will 
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use complex analysis to show that, in fact, there must be massive coalescence 
of nodes in such optimal formulas for large N. 
Theorem 1.2. For Ocr<l and 4filp=pNIoo, let the nodes XI ,..., XNE 
[-I, l] be chosen so as to minimize the function 
(1.9) G,(x,, . . . . XN) = i L12,rZk. 
&=I 
Then at most C(r) fi of the nodes are distinct, where C(r) is independent of 
N and p. Similarly, if the nodes minimize (1.9) with r = 1 and if 0 <A < 1, then 
at most c(A) fi of the approximately AN nodes on [-&A] are distinct. 
One would expect that an “optimal” N-point Chebyshev-type formula (1.2) 
mimicks the Gauss formula (1.1) of some order c fi. 
There are corresponding results if one defines the discrepancies dk in terms 
of the Legendre polynomials P,(x) instead of the powers xk: dk=RN(Pk) in- 
stead of (1.8). However, for radically different error functionals, the results 
may be completely different, cf. [13]. 
It is interesting to observe that Bernstein’s N-point Chebyshev-type formula 
referred to just below formula (1.5), also has only c fi distinct nodes. How- 
ever, A. Kuijlaars has shown (91 that in this case, multiple nodes can always 
be split without losing exactness to degree 2n - 1. 
A preliminary form of Theorems 1 .l and 1.2 has appeared in the second 
author’s Ph.D. thesis [12]. 
Remark 1.3 (added in proof). A first instance of potentially massive coales- 
cence of nodes was described by Anderson and Gautschi [a]. Suppose real 
nodes xi, . . . . XN are chosen such that d, = ... =A,= 0 (where q = qN is maximal) 
and 4i+i is a minimum. Then at most q of the N nodes are distinct. 
42. AUXILIARY RESULTS 
In the spirit of Bernstein’s proof for (I .3), we introduce the auxiliary poly- 
nomials 
(2.1) fi(x) = br (x_;;;:(o )21 
1 -ai 
f2(x) = - 
1 nl 
a,_xP”(X)2. 
Here ai = q(n) is the largest zero of the Legendre polynomial P,(x), while bl = 
b,(n)>Ois chosen such that suplX15i Ifi(x)1 = 1. One also has suplX15r Ifi( = 1. 
In Section 3 we will prove the following result which will add precision to 
Theorem 1.1. 
Theorem 2.1. Suppose that for some Nz 1 and certain nodes xl 1 x2 1. *. L xN 
on [-Lll, 
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where f, and f2 are the polynomials defined in (2.1) with n = { 2 fi}, the in- 
teger closest o 2 @. Then E can not be I l/l 00. 
This Theorem will show that the two functions & suffice to establish Theo- 
rem 1.1: s~p~~~~r]-f;:~=l and 
degfi<degfi=2n-1 =2(2fi)-1<4@. 
By Theorem 2.1, the quadrature remainder RN(&) can not be bounded by 
lAOON for both polynomials fi. 
The proof of Theorem 2.1 requires some auxiliary results which we sum- 
marize in two Lemmas. 
Lemma 2.2. (i) f,(x) is positive, increasing and convex for a2 <XI 1 and 0~ 
fi(x)Sfi(l)=l throughout [-1, I]; 
(2.3) 1 -a1 1 b, = b,(n) = (1 - al)2P,‘(a1)2 = ~+cr n = 1 a1 I 4 f ( ) $:J;(j,)2 = .3897 
1 1 
as n-*00; 
(ii) Defining y = ~(6, n) as the point on (a2, 1) such that 
(2.4) A(v) = (1 - &bl = (1 -@fi(al) 
with 0~6~1, one has 
(2.5) 
1-a: 
-8; al-y> 2a, 
(iii) One has 
(2.6) fi(x) = yyf,(x) 
1 
and 1 f2(x)l I 1 f2(l)] = 1 throughout [-1, 11. 
Proof. (i) The statement about fi(x) on (a2,1] follows from the fact that 
deg fi = 2n - 2 while fi has double zeros at a2, . . . , a”: as a consequence, f; and 
fl” are strictly positive on (a2, 00). Thus 0 5 fi(x) 5 fi( 1) on [a2, 11. To prove the 
corresponding inequality for -1 IX< a2, one observes that al - a2> 1 - al, cf. 
[14] Section 6.3, so that for such x 
The definition of b1 just below formula (2.1) now shows that fr(l)= 1. The 
identities (2.3) for bl readily follow. The monotonic behavior of b,(n) follows 
from the relation 
@r(n) = (1 -al)P,‘(al) L fjl IJ&>l = .6242 
which was established in [S]; cf. also Table 1 and Remark 2.4 below. 
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(ii) By (i), the graph of fi on the interval (cyz, 00) lies above its tangent line 
at the point (at,br), hence 
(2.7) (1 -a)& =A(Y)> b,--(or-IJ)f,‘(or). 
The differential equation for P,, shows that 
so that (2.5) follows from (2.7). 
(iii) The identity (2.6) readily follows from (2.1) and (2.3). The definition of 
fi in (2.1) shows that 1 fi(x)l 5 1 on the part of [-1, l] where Ix- ori 11 -al, 
while (2.6) together with part (i) proves the corresponding result where lx - (11~) < 
1 -a,. 
Lemma 2.3. The smallest positive zero 
l-a1 2 
Sl =q(n) =-n 
l+arr ’ 
al=~loo 
of 
is strictly increasing with n. 
Proof. It follows from the Legendre differential equation that w = Q,(s) sat- 
isfies the differential equation 
1 1+1/n 
wfl +K(s)w = 0, -+ F,(s) = 4$* s(l +s,n2)2 * 
The asymptotic formula P,(cos z/n) = J,(z) implies that s,(n) + j:/4 = 1.4458 as 
n + 00. Thus since F,(s)>F,,+,(s) for 0~s~ 2 when n L 9, standard Sturm 
theory shows that sI(n)<sl(n+l) for such n, cf. [14] Section 1.82. For n%8, 
see Table 1. 
Remark 2.4. By the same method, 
t,(n) = 
I-ak 
-n(n+l), 
l+ak 
ak = ak(n) 
is decreasing as a function of n for each k (nlk). Since n(n+ l)&(n) is in- 
creasing [8], division shows that 
l-ak 1 
b,(n) = - - 
1 + ak nk(n) 
is decreasing as a function of n, a result proved only for k=l in [8]. 
($3. PROOF OF THEOREM 2.1 
The proof consists of three parts. For C?E (O,l), let y= y(6,n) be defined as 
331 
Table 1 (based on Handbook [l]) 
n 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
12 
14 
16 
20 
24 
32 
40 
48 
64 
80 
96 
m 
l-a, l-al 1 
s, = - n2 b,=- - 
1+ a, 1+a* A, 
1.OOLXl 1.0000 
1.0718 s359 
1.1431 .4573 
1.1938 .4290 
1.2305 .4155 
1.2580 .4079 
1.2794 .4033 
1.2965 A002 
1.3104 .3981 
1.3219 .3%5 
1.3400 .3945 
1.3535 .3933 
1.3639 .3924 
1.3790 .3915 
1.3894 .3909 
1 A028 .3904 
1.4111 .3901 
1.4167 .3900 
1.4238 .3898 
1.4281 .3898 
1.4310 .3897 
1.4458 .38966 
in Lemma 2.2, cf. (2.4). In part (i) of the proof it is shown that under a certain 
condition on 6 and E, the hypothesis (2.2) implies the following inequality for 
the largest node xl: 
(3.1) xi 1 y. 
Once (3.1) is satisfied, it is shown in part (ii) that under a second condition on 
6 and E, the double inequality (2.2) must fail. In part (iii) it is finally shown that 
for E = l/100, the two conditions on 6 and E can be satisfied for every N. 
(i) Assuming (2.2) for n = (2 fi} and introducing a condition on 6 and E 
to be specified below, we want to prove (3.1) by contradiction. Accordingly, 
suppose xi < y so that xi < y for each j. Then fi(Xj) 2 0 for each j. NOW by the 
nth order Gauss formula (1.1) for f2, j!, f,(x)+dx= 0, hence by (2.2) 
(3.2) !Z h(xj)sE- 
j=l 
As a consequence, using (2.6) and (2.9, 
(3.3) 
2al E E E h&j>= jg, ~f20<~E<-- 
j=l l+a, S<S’ 
Of course, we can also apply the Gauss formula to fi: 
332 
see (1.1) and (2.3). Hence by (2.2) and (3.3), 
l-at I 1 N 
(3.5) -N= N j jr(x)--dxs C fr(xJ+c< 
1 +a, -1 2 j=l 
Since we aim for a contradiction, we henceforth demand that 6 and E satisfy 
the condition 
For such 6 and E we have a contradiction in (3.5), proving that the largest node 
x1 must be r y. 
(ii) With (3.1) in hand, we know from Lemma 2.2 that 
A($) rfi(r) = (l-&b,. 
Hence by the Gauss formula and (2.2), remembering that f,zO, 
(3.7) 
1 -a, 
(1--6)b,1fi(x,)1 ;fi(xJ~Nj~(x);dY+~=~ N+ E. 
j=l -I 1 
We also want this inequality to give a contradiction, hence we impose the 
following additional requirement on 6 and E: 
(3.8) 
1 -al 
(1-6)b,-~>~N. 
1 
(iii) We will show that for E = l/100, one can always choose 6 such that con- 
ditions (3.6) and (3.8) are simultaneously satisfied. We then have a contradic- 
tion in (3.7), which shows that (2.2) must fail for E = l/100 and n = (2 fi}. 
Let us start with the case of large N, Nz 1009, so that n = (2 fi} L 64. Then 
by the monotonicity of sl(n) = n*(l - a,)/(1 + a,), see Lemma 2.3, 
-Nr.~r(64)~> 1.423 
1 -a1 N 
1 +a1 n* (2 JlP+ l/2)2 ’ .3507 
cf. Table 1. Thus condition (3.6) will certainly be satisfied if 
(3.9) 
( > 
f+l &I .350. 
For our N and n we will also have 
1 -al N N 
l+a, 
N<~,(oo)~<l.446(~~_1,~)~ < .368, 
while &(n) > .3896, cf. Table 1. Hence condition (3.8) will surely be satisfied if 
(3.10) .3896(1--8)--E? .368. 
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The choice E = l/100, 6= l/34 satisfies both (3.9) and (3.10). 
For other values of Nand n = (2 fi}, Table 1 combined with the monotonic 
behavior of sr(n) and b,(n) readily shows that for E = l/100, there is always a 
6 such that (3.6) and (3.8) are satisfied. Representative computations are shown 
in Table 2. 
Remark 3.1. One can easily manufacture distributions of nodes xi such that 
inequality (2.2) with E= l/100 is violated for i= 1 only, or for i= 2 only, or for 
both i = 1 and i= 2. Whenever xl ~y(6, n) while 6 and E satisfy condition (3.8), 
the third inequality in (3.7) must fail and then (2.2) must fail for fr. 
$4. MORE AUXILIARY RESULTS 
For the proof of Theorem 1.2 we need a quantitative form of the well-known 
fact that a bounded analytic function with many zeros is locally small. 
Lemma 4.1. Let G(z) be a bounded analytic function on the disc B(0, R) in C 
which has zeros at points zI, . . . , z,of thesmallerdisc8(0,~). Then for IzI so< R, 
/#(z)( ~sup I@l-e-bS, b=log 
R2+ea 
> 0. 
(e + o)R 
For the proof one divides out a Blaschke-type product: 
@J(Z) = B(z)v(z) = i (z-zi)R , R2_Z,z w(z), sup IWI =sup IA, 
1 
after which one estimates each factor on &O, a). 
We also wish to show that the nodes x,, . . . , xN in optimal Chebyshev-type 
quadrature formulas (1.2) are asymptotically evenly distributed. Let I be a sub- 
Table 2 
1 -al 
n N SI 00 -N 
l+a, 
(l-&b,-& 
3 22 1.1431 > .25 .25 > .42 
53 c.39 (S= l/24) 
1 211 1.2794 > .28 .28 >.37 
s 14 < .31 (6 = I /27) 
11 228 > 1.3218 > .30 .30 > .37 
133 < 1.3401 < .31 (6 = l/29) 
2 16 261 > 1.3638 > .320 .320 > ,368 
<20 c96 < 1.3791 < .368 (6=1/31) 
224 2139 > 1.389 > .332 .330 > .368 
c32 < 249 < 1.403 < .367 (6 = l/32) 
240 2391 >1.4110 > .343 .340 > .367 
<64 < 1009 < 1.4239 < .366 (6= l/33) 
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interval of [-I, 11, with length L(I), and let v,,(I) denote the number of nodes 
xi belonging to I, each node counted as many times as its multiplicity. 
Lemma 4.2. For each N andfor 4 fi5p=pNS 00, let the nodes xl, . . ..x. on 
i-1, I] be chosen so as to minimize the function G= CT Ai of (1.7) or the 
function G, of (1.9). Then 
Proof. We restrict ourselves to the case of G which readily implies the simpler 
case of G,. For even N=2m we set 
(4.1) S(f) = 
( 
$ (f(-l+-!-)+f(-I++)+...+f(+) 
+2f(o)+f(;)+...+f(l-;)), 
while for odd N= 2m + 1 we replace 2f(O) by 3f(O). Then by monotonicity, 
O&(xk)l ; xk;dx. 
-I 
Thus for the special nodes used in (4.1) 
Since clearly d;, + 0 for each k as N-r 00, it follows by dominated convergence 
that 
G”= i A9k~ ; A7k+0, N-00. 
k=l k=l 
The conclusion is that for our minimizing nodes, 
G(x,, . . . . +)(I G(g, ,.**,&))+O, 
hence 
(4.2) d,=&(X ,,..., XN)+o, N+ao, Vk. 
From here on we only use the minimizing nodes. Letting x = ,Q denote the 
characteristic function of the interval I, we observe that 
(4.3) ;vN(l+(I) =$ :x(X,,- i +X=-RN(x), 
-1 
cf. (1.2). Notice that for a polynomial f(x) = Ci ckxk, it follows immediately 
from (1.2), (1.8) and (4.2) that 
9 
(4.4) RN(f) = 1 Ckdk -‘o, N+ 00. 
1 
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The desired result RN(x) + 0 will readily follow by polynomial approximation. 
Indeed, for any given e>O there will exist a polynomial f such that 
fzx on [-l,l], i (f-x)idx<e. 
-1 
Thus by (4.4), there exists an integer Nc such that 
(4.5) c i i X(Xj)-i XidXa$ tf(Xj)- i f++.i, (f-X)idX<ZE, I -I Nz No. 
A corresponding inequality in the other direction is obtained by approximation 
of x from below. 
$5. PROOF OF THEOREM 1.2 
(i) The case r< 1. We suppose that 
(5.1) G,(x,, . . . . XN) = f d:r2k, rlfilp=p+ao 
&=I 
- with r E (0,l) fixed - is minimal and that there are exactly s distinct nodes Xj 
inside [-1 , I]. Then for the corresponding j’s, 
(5.2) $= 0 * 
I &=I 
cf. (1.8). We now introduce the analytic function 
(5.3) 121 <r-+. 
Since jdkl 5 2 for every k, this function is bounded by a constant independent 
of N and p: 
2r 
(5.4) j@(z)/ IA = A(r) = (1 _fi)2’ I4 <r-+. 
By (5.2) the function 4 has s distinct zeros Xjr in &O,r). Thus by 
Lemma 4.1, 
(5.5) l@(z)1 5 Aevbs, IzI I 1, b = b(r) = log (lyr;2fi. 
We get the same bound for the integral 1: 9 = G(z): 
P 
lWz)l = I c d/rz krk 1 I AePbs, IZI 11. 
&=I 
It follows that 
(5.6) G,(x,, . . . . xN) = i dzr2k 
&=I 
= & y I@(e”)12d0~ A2e-2bs. 
0 
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Next, let 
9 
(5.7) f(x) = 1 CkXk 
k=O 
be any polynomial of degree qs4 fi (cp) with suplXl~i IfI = 1. Then by 
Cauchy-Schwarz, the quadrature remainder RN(f) may be estimated as follows: 
(5.8) 
We proceed to deal with the last sum. Observe that the disc &0,1/r) is con- 
tained in the compact region KR bounded by the ellipse 
with l/r=(1/2)(R-l/R) or 
(5.9) R=R(r)=f(l+m). 
Remarking that IfI is bounded by 1 on [-l,l], a standard result of Bernstein 
(usually proved by conformal mapping) now shows that 
cf. [ll]. Hence by Parseval’s theorem applied to f(e”/r), 
(5.10) (j, $&... 
If(z)1 5 Rq 
We finally choose for f one of the polynomials for which IRN(f)J 2 l/lOON, 
cf. Theorem 2.1. Combining (5.8), (5.6) and (5.10) we thus obtain the inequali- 
ty l/lOON~Ae-bsRq, so that 
(5.11) ebsI 100ANR4fi. 
Here A, b and R are the functions described in (5.4), (5.5) and (5.9). The con- 
clusion is that the number s of distinct nodes Xj in (-1,1) satisfies the inequality 
s I C(r) fi. 
Example. Taking r= l/4, (5.11) gives the inequality 
s< 10+2logN+ 16@ 
(ii) The case r = 1. Suppose next that 
(5.12) G(x, ,..., x,,,) = 5 A;, 4~hkp=p~1~ 
I 
is minimal and that there are exactly s distinct nodes Xj on [-A, A] where 0 < 
L < 1. It is now convenient to define an auxiliary function e(z) by (5.3) with r 
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replaced by A. This function satisfies (5.4) with r= A and it will have s distinct 
zeros Xi/A in &O, 1). From here on the proof is just as before with 1 instead 
of r, except that b(A) = log(1 + A)/2 I/;i. 
(iii) Distribution of the nodes. By Lemma 4.2, the total number of nodes 
Xj on [-A, A], counting multiplicity, is asymptotically equal to AN as N-r 00. 
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