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Abstract. We provide three 3–dimensional characterizations of the Z–slice
genus of a knot, the minimum genus of a locally-flat surface in 4–space cobound-
ing the knot whose complement has cyclic fundamental group: in terms of
balanced algebraic unknotting, in terms of Seifert surfaces, and in terms of pre-
sentation matrices of the Blanchfield pairing. Using the latter characterization,
we obtain effective lower bounds for the Z–slice genus from the linking pairing
of the double branched cover of the knot. In contrast, we show that for odd
primes p, the linking pairing on the first homology of the p–fold branched cover
is determined up to isometry by the action of the deck transformation group
on said first homology.
1. Introduction
The main result of this paper is the following.
Theorem 1.1. For a knot K—a smooth, oriented, non-empty, and connected
1–submanifold of S3—and a non-negative integer g, the following are equivalent.
(1) There exists an oriented compact surface F of genus g properly embedded and
locally flat in B4 with boundary K ⊆ S3 = ∂B4 such that pi1(B4 \ F ) ∼= Z.
(2) There exists a smooth oriented compact genus g surface in S3 with two
boundary components, one of which is the knot K and the other a knot with
Alexander polynomial 1.
(3) The knot K can be turned into a knot with Alexander polynomial 1 by
changing g positive and g negative crossings.
(4) The Blanchfield pairing of K can be presented by a Hermitian matrix A(t)
of size 2g over Z[t±1] such that the integral symmetric matrix A(1) has
signature zero.
Here, the Alexander polynomial and the Blanchfield pairing are the classical knot
invariants introduced by their respective eponyms [Ale28, Bla57]. The Alexander
polynomial of a knot K is most quickly defined as the order of the Alexander
module H1(S
3 \ K;Z[t±1]) of K, which is the Z[t±1]–module given as the first
integral homology group of the infinite cyclic cover of S3 \K with Z[t±1]–module
structure given by t acting as the group isomorphism induced by a generator of
the deck transformation group. The Blanchfield pairing is a Hermitian pairing on
H1(S
3 \K;Z[t±1]) taking values in Q(t)/Z[t±1]. We refer the reader to Section 2 for
more detailed definitions. By changing a positive (negative) crossing of a knot K, we
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understand the 1–framed (−1–framed) Dehn surgery on the boundary of a crossing
disk, i.e. a smooth closed 2–disk D ⊂ S3 that intersects K exactly twice, only in
the interior, transversely, and such that the two intersection points have opposite
induced orientations.
Before discussing context, applications, and an outline of the proof of Theorem 1.1,
we note that this paper naturally splits into two, essentially independent, parts.
A first part contains the proof of Theorem 1.1. A second part is concerned with
providing obstructions for knots to satisfy (1) of Theorem 1.1 for small g using (4).
Concretely, we provide obstructions by specializing the Blanchfield form to the
linking form on the first homology of the p–fold branched cover of the knot for p a
prime. For p = 2, we provide an easily applicable criterion (see Proposition 1.7),
which turns out to be effective for knots in the knot tables. The same strategy does
not give interesting obstructions for odd primes p. This is explained by our second
result.
Theorem 1.2. For an odd prime p, the isometry class of the linking pairing of the
p–fold branched covering Σp of a knot is determined by the isomorphism type of the
first homology group of Σp as Z[Z/p]–module.
The techniques for this second part involve elementary number theory, which are
rather different from the low-dimensional topology arguments employed in the rest
of the text: we use quadratic reciprocity and Dirichlet’s prime number theorem, and,
for our result when p is odd, we generalize parts of the proof of Wall’s classification
of symmetric pairings on finite Abelian groups with odd order [Wal63] to modules
over Dedekind domains of a certain order. This second part is contained in Section 5,
and outlined in more detail in Section 1.6. The first part can be read independently
of it.
1.1. The genus zero case. For g = 0, the conditions (2), (3) and (4) of Theorem 1.1
are all immediately seen to be equivalent to K having Alexander polynomial 1. In
other words, for g = 0, Theorem 1.1 is simply restating the following celebrated
application of Freedman’s disk embedding theorem [Fre82b]:
Theorem 1.3 ([Fre82b, Theorem 1.13]; see also [FQ90, 11.7B] and [GT04, Ap-
pendix]). A knot K has Alexander polynomial 1 if and only if there exists a prop-
erly embedded locally-flat disk D in B4 with boundary K ⊆ S3 = ∂B4 such that
pi1(B
4 \D) ∼= Z.
We do not claim to reprove Theorem 1.3; in fact, its only-if-direction (the part
based on the disc embedding theorem) is the main input for the proof of (2)⇒ (1).
We understand Theorem 1.1 as a quantitative version of Theorem 1.3 in that it
characterizes the existence of a genus g surface in B4 (rather than a disk) in terms
of classical, 3–dimensional knot invariants. It does so in three a priori different ways:
via 3D–cobordism distance (2), balanced algebraic unknotting distance (3), and a
condition on presentation matrices of the Blanchfield pairing (4).
1.2. Three-dimensional consequences. While the principal motivation for our
main result is the 3D–characterization of an a priori 4D–quantity, the different
3D–characterizations (2), (3), and (4) of (1) in Theorem 1.1 yield 3D–consequences
such as the following.
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Figure 1. The genus-one pretzel knot (3, 3, 3) (on the left) can be
turned into a knot with Alexander-polynomial 1 (on the right) by
changing one negative and one positive crossing.
Corollary 1.4. A knot of genus one, i.e. a knot arising as the boundary of a
once-punctured torus embedded in S3, can be turned into a knot with Alexander
polynomial 1 by changing one positive and one negative crossing.
More generally, this can be achieved for any knot that arises as one of the
boundary components of a twice-punctured torus embedded in S3, whose other
boundary component has Alexander polynomial 1.
Proof. The first claim is indeed a special case of the second claim: puncturing a
genus minimizing Seifert surface of a knot K of genus one yields a twice punctured
torus in S3 with boundary consisting of K and an unknot (which of course has
Alexander polynomial 1). The second claim follows from Theorem 1.1 (2) ⇒ (3) for
g = 1. 
Compare this to related results in [Ohy94, Liv19]. Corollary 1.4 stands in
contrast with the existence of knots with genus one that cannot be unknotted by
changing one positive and one negative crossing, such as P (p, q, r) pretzel knots
with p ≥ 1, q ≥ 3, r ≥ 3 odd [Owe08]. See Figure 1 for an example, where we
explicitly provide the two crossing changes that must exist by Corollary 1.4 for the
pretzel knot P (3, 3, 3). We note that P (3, 3, 3) is known to have unknotting number
u(P (3, 3, 3)) = 3 > 2 [Owe08].
1.3. The algebraic genus. To facilitate the discussion, let us define the Z–slice
genus gZ(K) of a knot K as the smallest genus of an oriented compact surface F ,
properly embedded and locally flat in B4 with boundary K ⊆ S3 and pi1(B4\F ) ∼= Z.
In other words, gZ(K) is the minimal g such that (1) holds.
In previous work [FL18], the authors defined the algebraic genus galg(K) of a
knot K as the smallest non-negative integer g satisfying the following condition:
(5) The knot K admits a 2(g+h)–dimensional Seifert matrix M for some h ≥ 0
such that the upper-left square 2h–dimensional submatrix N of M satisfies
det(t ·N −N>) = th.
One motivation for this definition was to obtain easily calculable upper bounds
for gZ and the topological slice genus gtop. Indeed, it was shown in [FL18] that
(5) ⇔ (2) ⇒ (1), i.e. galg ≥ gZ. Now, as a consequence of Theorem 1.1, (5) is
equivalent to (1) – (4), and we have the following
Corollary 1.5. The algebraic genus and the Z–slice genus agree for all knots. 
The algebraic genus and the Seifert matrix techniques related to (5) will not be
used here and the paper at hand can be read without any knowledge of [FL18].
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Talking about Seifert matrices we point out the following consequence of our main
result.
Corollary 1.6. The Z–slice genus of a knot K is a classical knot invariant, i.e. it
is determined by the isometry class of the Blanchfield pairing of K (or equivalently,
by the S-equivalence class of the Seifert forms of K). 
This distinguishes gZ from other knot genera such as the three-dimensional knot
genus, the smooth slice genus, or the topological slice genus, none of which are
classical.
1.4. The algebraic unknotting number. By Theorem 1.1, the Z–slice genus of
a knot K can be seen as a variation of the algebraic unknotting number ua(K)
introduced by Murakami [Mur90] and studied by Fogel [Fog93] and by Borodzik
and Friedl [BF15, BF14]. Indeed, compare to (3) that ua(K) equals the minimum
number of crossing changes necessary to convert K into a knot with Alexander
polynomial 1. One could say ua(K) and gZ(K) are respectively the unsigned and
balanced Gordian distance between K and Alexander polynomial 1 knots. From this
perspective, the inequalities gZ(K) ≤ ua(K) ≤ 2gZ(K) ≤ deg(∆K) first proven in
[FL18] are now quite evident.
Of course, one may also more generally consider signed algebraic unknotting,
and ask whether for given p, n ≥ 0, the knot K can be turned in to an Alexander
polynomial 1 knot by changing p positive and n negative crossings. This question
admits an answer in terms of presentation matrices of the Blanchfield pairing [BF14]
generalizing (4), which we cite and use in this text as Theorem 4.1. However, the
balanced setting is of special interest, because there seems to be no analogue in the
unsigned or signed setting of the characterizations (1) and (2) of the Z–slice genus
in terms of surfaces in 3– and 4–space.
1.5. Proof of Theorem 1.1. We provide the structure of the proof of Theorem 1.1.
The details of the argument will be given in Sections 3 and 4.
Proof of Theorem 1.1. (1)⇒ (4): This is the content of Section 3. This part of the
proof is in a way the generalization of the if-part of Theorem 1.3 from g = 0 to
arbitrary g ≥ 0. However, while the case g = 0 is a quite straight-forward homology
calculation (see [Fre82a, Last paragraph of Sec. 1.2]), the case g ≥ 0 requires a little
more work. We give a sketch of the argument. Given a surface F as in (1), the
Blanchfield pairing appears as sesquilinear intersection form of the universal cover
of a slight modification of B4 \ F . The second homology of that cover is a free
Z[t±]–module of rank 2g, which gives a Hermitian presentation matrix A(t) of the
desired size for the Blanchfield pairing. The signature of A(1) may be calculated by
the Novikov-Wall non-additivity theorem.
(4) ⇒ (3): A result of Borodzik and Friedl implies (4) ⇒ (3) under the added
hypothesis that A(1) be congruent to a diagonal matrix [BF14, Thm. 5.1]. We show
that this hypothesis is not necessary. The details are provided in Section 4.1.
(3)⇒ (2): The Seifert surface may be constructed from the crossing changes in
an explicit and geometric way; see Section 4.2.
(2)⇒ (1): This is known to be a consequence of the only-if-part of Theorem 1.3.
We recall the brief argument. The surface F as in (1) is found by taking the union
of the Seifert surface in S3 with two boundary components as in (2) with a locally
flat disk D with boundary the Alexander polynomial 1 component as described in
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Theorem 1.3. After pushing the interior of F into the interior of B4, it remains to
check that pi1(B
4 \F ) ∼= Z; see [FL18, Proof of Claim 20] for details of how this can
be done.
Alternatively, using the setup up from Section 1.3, we note that (2)⇔(5) by
[FL18, Proposition 17] and (5)⇒(1) by [FL18, Theorem 1]; however, we prefer the
above direct argument since it makes it clear that the Seifert matrix arguments
from [FL18] are not needed. 
1.6. Linking forms of cyclic branched covers. In a second part of this paper
(Section 5), we use our new characterization of gZ given in Theorem 1.1(4) to provide
a criterion to obstruct knots from having gZ ≤ 1. We summarize what we obtain.
The Blanchfield specializes (essentially by setting t = −1) to the linking pairing
` : H1(Σ2(K);Z) ×H1(Σ2(K);Z) → Q/Z on the first integral homology group of
the double branched cover Σ2(K) of S
3 along K. Using Theorem 1.1(4), we show
that gZ(K) ≤ 1 implies that ` admits a 2× 2 presentation matrix with determinant
equal to −1 modulo 4; see Proposition 5.2. Since H1(Σ2(K);Z) is of odd order,
the following proposition about pairings on Abelian groups of odd order provides a
testable criterion, whether ` has such a 2× 2 presentation matrix.
Proposition 1.7. Let A be an Abelian group of odd order with two generators,
equipped with a non-degenerate symmetric pairing ` : A × A → Q/Z. Then A
decomposes as orthogonal sum of two subgroups generated cyclically by g1, g2, which
are of respective order q1 and q2 with q1|q2. Note q1, q2 are odd and may equal 1.
Let aiqi = `(gi, gi). Note that ai and qi are coprime. Then, for a given u ∈ {−1, 1},
the two following statements (A) and (B) are equivalent:
(A) ` can be presented by an odd symmetric 2× 2 integer matrix M with detM ≡ u
(mod 4).
(B) a1, a2, q1, q2, u satisfy both of the following two conditions.
(B1) (−1)(q1q2−u)/2a1a2 is a square residue modulo q1,
(B2) u = 1, or q1q2 ≡ 3 (mod 4), or the Jacobi symbol
(
a2
q2/q1
)
equals 1.
Note that criterion (B) is easy to check for a given pairing. While we find this
of theoretical interest, Proposition 1.7 also allows to complete the calculation of
the Z–slice genus for all prime knots of crossing number up to 11; see Section 5.3.
Proposition 1.7 can also be applied to simplify [BF15, Lemma 5.2], which can be used
to show that a knot has algebraic unknotting number at least 3, and which was our
inspiration to implement obstructions for Z–slice genus (the balanced version of the
algebraic unknotting number). The proof of Proposition 1.7 uses Wall’s classification
[Wal63], quadratic reciprocity and (for the proof of (B)⇒(A)) Dirichlet’s prime
number theorem, but is elementary apart from that.
In contrast to the effectiveness in obstructing Z–slice genus using the linking
pairing of the double-branched cover, we have Theorem 1.2: for odd primes p,
the linking pairing of the p–fold branched cover does not provide any additional
information to the Z[Z/p]–module structure of its first homology. Theorem 1.2
partially explains a disappointing finding of Borodzik and Friedl in [BF15]: the
implementation of their obstruction [BF15, Lemma 5.1(2)] for p > 2 failed to give
bounds for the algebraic unknotting number of small knots that were better than
the bounds given by the Nakanishi index and Levine-Tristram signatures.
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We establish Theorem 1.2 by proving a more general statement about linking
forms on modules over Dedekind domains with an involution; see Section 5.4.
1.7. Structure of the paper. Section 2 gives the essential definitions and fixes
notation concerning the Alexander module and the Blanchfield pairing. Sections 3
and 4 contain the 4–dimensional and 3–dimensional part of the proof of Theorem 1.1,
respectively. Section 5 is devoted to linking pairings of branched covers and calcula-
tions of gZ. It contains the proof of Theorem 1.2. Appendix A provides background
on Hermitian pairings.
Acknowledgments. The first author thanks Matthias Nagel, Patrick Orson, and
Mark Powell for a fun Blanchfield pairing calculation session. Thanks to Filip Misev
for drawing Figure 1 together with the second author. Thanks to Maciej Borodzik,
Anthony Conway, Jim Davis and Chuck Livingston for comments on a first version
of this paper.
2. Preliminaries
In this section, we collect definitions of and known facts about Hermitian pairings
and their presentation matrices, the Alexander module, and the Blanchfield pairing.
2.1. Matrix presentations of pairings on torsion modules. Let R denote a
commutative unital ring with an involution, denoted by r 7→ r. Some examples
are the integers Z with the identity as involution, the ring Λ := Z[t±1] of Laurent
polynomials with integer coefficients and involution given by f(t) 7→ f(t−1), and,
for all integers n ≥ 2, the rings Λ/(tn − 1) and Λ/(Φn) (where Φn denotes the
n–th cyclotomic polynomial) with the involution induced from Λ. We denote by
Q(R) the total quotient ring—the localization S−1R of R with respect to S :=
R \ {zero-divisors of R}. Of course, for integral domains, Q(R) is simply the field
of fractions; e.g. Q and Q(t) for Z and Λ, respectively.
An R–module M is called torsion if it is annihilated by some non-zero-divisor of
R. A Hermitian pairing on such an M is an R–sesquilinear map (anti-linear with
respect to · in the first factor) ` : M ×M → Q(R)/R such that `(y, x) = `(y, x) for
all x and y in M . Such a pairing is called non-degenerate if for all x ∈M there is a
y ∈M with `(x, y) 6= 0.
A Hermitian square matrix A ∈ Matn×n(R) whose determinant is not a zero
divisor defines a non-degenerate Hermitian pairing on the cokernel of A as follows:
`A : R
n/ARn ×Rn/ARn → Q(R)/R, (x, y) 7→ x>A−1y +R.
A Hermitian square matrix A ∈ Matn×n(R) with non-zero-divisor determinant
is said to present a Hermitian pairing ` : M × M → Q(R)/R if ` is isometric
to `A, i.e. there exists an R–module isomorphism φ : M → Rn/ARn such that
`A(φ(x), φ(y)) = `(x, y) for all x and y in M .
See the appendix for a different perspective on Hermitian pairings, and a base
change proposition.
2.2. Twisted homology. Let X be a space admitting a universal cover. A sur-
jective group homomorphism φ : pi1(X) → G to some group G (we consider only
Abelian G) yields a notion of twisted homology. For this, take the ker(φ)–cover of
X, use the deck transformation group action by G to endow the singular Z–chain
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complex with a Z[G]–module structure, and define H∗(X;Z[G]) to be the homology
of this Z[G]–chain complex.
2.3. Alexander module. Let K be a knot in S3. The Abelianization pi1(S
3 \
K) → Z induces a covering space, the infinite cyclic cover, which we denote
by S3 \Kcyc. The first homology H∗(S3 \Kcyc;Z) becomes a Z[Z]-module using
the deck transformation group action and can be canonically identified with the
twisted homology with respect to the Abelianization H∗(S3 \K; Λ) (where we
identify the group ring Z[Z] with Λ). The Alexander polynomial ∆K ∈ Λ of K is
usually defined (as we also did in the introduction) as the order of H1(S
3 \K; Λ),
which is well-defined up to multiplication with a unit in Λ. Here, the order ideal of
a finitely presented torsion-module is the ideal generated by the determinants of
n × n minors of an n ×m presentation matrix with n ≤ m. Since the Alexander
module can be presented by a square matrix, the order ideal is a principal ideal.
The order is a generator of the order ideal.
Alternative (and equivalent) definitions of the Alexander module and polynomial
use the zero-surgery MK of K instead of the complement S
3 \ K. Recall that
the map pi1(S
3 \K)→ pi1(MK) induced by inclusion is surjective, and its kernel—
normally generated by the class of a zero-framed longitude—is contained in the
second derived commutator subgroup. Since H1( · ;Z) is canonically isomorphic to
the Abelianization of the commutator subgroup of pi1( · ), the inclusion also induces
a Λ–module isomorphisms between H1(S
3 \ K; Λ) and H1(MK ; Λ). Thus, it is
consistent with the usual definitions to see the Alexander module as H1(MK ; Λ),
and the Alexander polynomial as its order.
Also, we normalize the Alexander polynomial ∆K to be symmetric and satisfy
∆K(1) = 1.
2.4. The Blanchfield pairing. The Alexander module being a torsion module,
one can define the Blanchfield pairing as the following non-degenerate Hermitian
pairing on the Alexander module:
Bl(K) : H1(S
3 \K; Λ)×H1(S3 \K; Λ)→ Q(t)/Λ, (x, y) 7→ (Ψ(x))(y),
where Ψ is the composition of the following maps
H1(S
3 \K; Λ)→ H1(S3 \K, ∂(S3 \K); Λ)
∼=−→ H2(S3 \K; Λ)
∼=−→ H1(S3 \K;Q(t)/Λ) ev−→ HomΛ(H1(S3 \K; Λ),Q(t)/Λ).
The first map is given by canonical inclusion on the chain complex level, the
second map is the inverse of Poincare´ duality for the twisted homology of the
3–manifold S3 \K [Wal99], the third map is the inverse of the Bockstein map—the
connecting homomorphism in the long exact sequence of cohomology induced by
the short exact sequence of coefficients
0→ Λ→ Q(t)→ Q(t)/Λ→ 0,
and the fourth map is the so-called Kronecker evaluation map. We only give this
brief treatment since we will not make use of the definition of the Blanchfield pairing,
and refer the reader to [FP17] for a detailed treatment.
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2.5. The Blanchfield pairing via twisted intersection forms on 4–manifolds.
Above we recalled the definition of the Blanchfield pairing using (twisted) Poincare´
Duality of 3–manifolds. Much like linking numbers in 3–manifolds can be calculated
by intersecting surfaces in 4–manifolds with boundary the 3–manifold in question
(most classically, the linking number of two disjoint oriented curves in S3 equals
the oriented intersection of generic surfaces bounding them in B4), the Blanchfield
pairing has a presentation via the twisted homology of 4–manifolds W with boundary
MK . Borodzik and Friedl established the following rather general statement, which
only asks for natural homological assumptions on W . We also note that the result
holds in the topological category.
Theorem 2.1 ([BF15, Theorem 2.6]). Let K be a knot and W a connected compact
oriented topological 4–manifold with infinite cyclic fundamental group and boundary
MK such that the inclusion of MK into W descends to an isomorphism on H1( · ;Z).
Then the twisted homology H2(W ;Z[pi1(W )]) is free of rank b2(W ). Furthermore,
if B is an integral matrix for the ordinary intersection pairing of W , then there
exists a basis B for H2(W ;Z[pi1(W )]) such that the matrix A(t) of the twisted
intersection pairing with respect to B presents the Blanchfield pairing Bl(K) of K,
and A(1) = B.
Although we only apply Theorem 2.1 to a rather special manifold W in the next
section, we do not know of a faster proof that the above holds for this manifold W
than the one by Borodzik and Friedl, which goes through a quite general argument
employing the universal coefficient spectral sequence.
3. The four-dimensional part of the proof—(1) ⇒ (4)
Let F be a Z–slice surface of genus g in B4 with boundary K. We calculate
the Blanchfield pairing of K by using F to define a 4–manifold W with boundary
the zero-surgery of K, denoted by MK , such that the intersection pairing (with
local coefficients) on W is a Hermitian presentation of the Blanchfield pairing. For
this purpose, we construct W such that pi1(W ) ∼= Z, b2(W ) = 2g, σ(W ) = 0 and
the inclusion of MK into W descends to an isomorphism on integral first homology
groups.
Given such a 4–manifold W , Theorem 2.1 yields a Hermitian 2g × 2g–matrix
A(t) over the ring Λ that presents the Blanchfield pairing of K such that A(1) is
a unimodular matrix with signature 0. Unimodularity follows since A(1) presents
the ordinary intersection form on W , which is unimodular because the fact that
the inclusion of MK = ∂W into W induces an isomorphism on H1( · ;Z) implies
that the long exact sequence of the pair (W,∂W ) induces an isomorphism on
H2(W,∂W ;Z)→ H2(W ;Z). And, by definition, the signature of W is the signature
the ordinary intersection form on W , thus σ(A(1)) = σ(W ) = 0.
Therefore, to prove (1) ⇒ (4), it only remains to actually construct the 4–
manifold W with the desired properties. Our construction is modeled on what one
often sees in the literature when F is a pushed-in Seifert surface; see e.g. [COT04,
Proof of Lemma 5.4]. See also [Pow17], where this construction is considered for
strong slice surfaces of links. We build W in two steps.
3.1. Step I. We set W ′ := B4\νF , where νF denotes an open tubular neighborhood.
Concretely, νF may be taken as open disk subbundle of the normal bundle of F
in the sense of [FQ90, Section 9.3]. In particular, the boundary ∂νF of νF as a
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subspace of B4 is a locally flat 3–manifold with boundary, properly embedded in
B4 and homeomorphic to F × S1. We note that ∂W ′ = ∂νF ∪ (S3 \ νK), where
νK denotes an open tubular neighborhood of K in S3. The two pieces, ∂νF and
S3 \ νK, intersect in a torus, which we denote by Σ. It can be understood as unit
normal bundle of K in S3.
Claim 3.1. We have (i) pi1(W
′) ∼= Z, (ii) b2(W ′) = 2g, and (iii) σ(W ′) = 0.
Before proving the claim, let us consider the following special case of Novikov-Wall
non-additivity, which will be needed for the proof of (iii).
Lemma 3.2. Let Z be a closed surface, let X±, X0 be 3–manifolds with boundary
Z, let Y± be topological 4–manifolds with boundaries ∂Y± = X± ∪Z X0, and let Y be
the topological 4–manifold given as Y+ ∪X0 Y− (see Figure 2(i)). Consider the three
maps on H1(Z;Q) induced by the inclusions of Z into X± and X0. If the kernels
of two of these maps agree, then σ(Y ) = σ(Y+) + σ(Y−).
Y−
Y+
X0
X+
X−
Z
νF
W ′
∂νF
S3 \ νK
νK
Σ
H × S1
W ′
∂νF ∼= F ′ × S1
S3 \ νK
H \ F ′ × S1
Σ
(i) Y (ii) B4 (iii) W
Figure 2. Three 4–manifolds, each as union of two others.
Proof. Novikov-Wall non-additivity [Wal69] holds in the topological category [Kir89].
It states that σ(Y ) = σ(Y+) + σ(Y−) − σ(N), where N is a certain space with a
bilinear form. To prove the lemma, it suffices to prove that dimN = 0. Let A,B,C
be the three kernels mentioned in the statement of the lemma, then N is defined as
N =
A ∩ (B + C)
(A ∩B) + (A ∩ C) ⊆ H1(Z;Q).
Permuting A,B,C does not change N . If there are two among A,B,C that agree,
then clearly dimN = 0. 
Proof of Claim 3.1. (i) is satisfied by the definition of Z–slice surface.
(ii) follows quickly from the Mayer-Vietoris sequence of B4 = W ′∪∂νF νF (see Fig-
ure 2(ii)), which implies that H2(∂νF ;Q) ∼= H2(W ′;Q)⊕H2(νF ;Q). Alternatively,
one could use an appropriate variant of Alexander duality in the ball.
For (iii), we wish to apply the Lemma 3.2 to B4 = W ′ ∪ νF (see Figure 2(ii)).
The hypothesis is satisfied because the two maps induced by the inclusions of Σ
into S3 \ νK and ∂νF , respectively, have the same kernel, which is generated by the
class of a zero-framed longitude. Thus,
σ(B4) = σ(W ′) + σ(νF ).
Clearly, we have σ(B4) = 0 (since B4 has no H2) and σ(νF ) = 0 (since νF is
homeomorphic the product of F with a closed 2–disk, so it has no H2 either). It
follows that σ(W ′) = 0. 
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3.2. Step II. The 4–manifold W ′ satisfies the desired properties, with the exception
that ∂W ′ is not MK . In this step, we fix that.
Let H be a genus g handlebody. In the boundary of H, a closed surface of
genus g, we pick a subsurface F ′ of genus g with one boundary component (i.e. the
complement of a small open neighborhood of a point in ∂H). Let us glue H × S1
to W ′ to obtain W via a certain homeomorphism
φ : F ′ × S1 ∂νF.
H × S1 W ′
⊆ ⊆
It turns out that the choice of homeomorphism matters. Before we explain our
choice, let us discuss properties that hold for any such homeomorphism φ.
The homeomorphism φ restricts on the boundary to a homeomorphism (∂F ′)×
S1 → Σ of tori. Let us write `,m respectively for a zero-framed longitude and a
meridian of K on Σ. The curve φ(∂F ′ × {1}) is homotopic to `, since this curve
and K bound the disjoint surfaces φ(F ′ × {1}) and F in B4. Next, fix a base point
f0 ∈ ∂F ′ and consider the curve φ({f0} × S1). Its homology class and the class of `
form a basis of H1(Σ;Z). Therefore, its homology class is equal to ±[m] + λ[`] for
some λ ∈ Z. Since H1(W ′;Z) is generated by [m], and ` is null-homologous in W ′,
it follows that the homology class of φ({f0} × S1) generates H1(W ′;Z) ∼= pi1(W ′).
This can be rephrased as follows. Let us denote by i1 and i2 and j the homomor-
phisms of fundamental groups induced by the inclusions F ′ → F ′ × S1, f 7→ (f, 1)
and S1 → F ′ × S1, z 7→ (f0, z) and ∂νF ↪→W ′. Then the composition j ◦ φ∗ ◦ i2 is
an isomorphism pi1(S
1)→ pi1(W ′), which we denote by k.
Let us now discuss our choice of φ. We wish to choose φ such that the composition
of the following two maps is the zero map:
pi1(F
′) pi1(∂νF ) pi1(W ′)
φ∗◦i1 j
To construct φ, start by picking any homeomorphism φ′ : F ′ × S1 → ∂νF . Let
g : pi1(F
′) → pi1(S1) denote the composition k−1 ◦ j ◦ φ′∗ ◦ i1. Let ψ : F ′ → S1
be a continuous map such that ψ∗ is −g (we write the group action additively in
pi1(S
1), and multiplicatively in S1 and pi1(F
′ × S1)). For this, recall that all group
homomorphisms from pi1(F
′) to Z are induced by a continuous map as a consequence
of the following chain of canonical identifications
Hom(pi1(F
′),Z) ∼= Hom(H1(F ′;Z),Z) ∼= H1(F ′;Z) ∼= [F ′, S1].
We define a homeomorphism ω : F ′ × S1 → F ′ × S1 by (f, z) 7→ (f, z ·ψ(f)) and set
φ := φ′ ◦ ω.
Let us check that the composition j ◦ (φ∗ ◦ i1) is indeed zero for this choice of φ.
It is sufficient that k−1 ◦ j ◦ φ∗ ◦ i1 = 0, which one finds as follows:
k−1 ◦ j ◦ φ∗ ◦ i1 = k−1 ◦ j ◦ φ′∗ ◦ ω∗ ◦ i1
= k−1 ◦ j ◦ φ′∗ ◦ (i1 · (i2 ◦ ψ∗))
= (k−1 ◦ j ◦ φ′∗ ◦ i1) + (k−1 ◦ j ◦ φ′∗ ◦ i2 ◦ ψ∗)
= g + (k−1 ◦ k ◦ (−g)) = 0.
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Remark 3.3. The careful reader will notice that we in fact will only use that the
kernel of j ◦ φ∗ contains the kernel of the map induced by the inclusion of F ′ × S1
into H × S1. If g > 0, not all homeomorphisms φ : F ′ × S1 → ∂νF satisfy this,
and choosing one which does not would make the fundamental group of W a finite
instead of infinite cyclic group.
We define W := W ′ ∪φH ×S1 and note that ∂W = ∂MK (see Figure 2(iii)). We
will establish the following properties W , thereby concluding the proof of (1) ⇒ (4).
Claim 3.4. We have that (i) pi1(W ) ∼= Z, (ii) b2(W ) = 2g, (iii) σ(W ) = 0 and (iv)
the inclusion of MK into W descends to an isomorphism on H1( · ;Z).
Proof of Claim 3.4. (i) A simple application of the Seifert van Kampen theorem
implies that the inclusion of W ′ into W induces an isomorphism on fundamental
groups. For this, recall that W is obtained by gluing W ′ and H × S1 along F ′ × S1
via φ. Consider the following commutative diagram of groups:
pi1(F
′ × S1) pi1(H × S1)
pi1(W
′) pi1(W )
⊆∗
j◦φ∗ ⊆∗
⊆∗
By our assumption on φ, j ◦ φ∗ factors through pi1(F ′ × S1) ⊆∗−−→ pi1(H × S1) (that
is, the map pi1(H × S1) → pi1(W ′) given as composition of k with the canonical
projection pi1(H ×S1)→ pi1(S1) commutes with the other maps). This implies that
the bottom arrow is a group isomorphism since the diagram is a push-out diagram
by the Seifert van Kampen theorem.
(iv) This follows because the inclusions S3\νK into W ′ and MK and the inclusion
of W ′ into W descend to isomorphism on H1( · ;Z) (all of these first homology groups
are generated by the class of a meridian of K on Σ).
(ii) To show that b2(W ) = 2g, we consider the long exact Mayer-Vietoris sequence
for homology with rational coefficients:
H3(W ) H2(F
′ × S1) H2(H × S1)⊕H2(W ′) H2(W )
H1(F
′ × S1) H1(H × S1)⊕H1(W ′) H1(W ) . . .
∂
∂ 0
We note that H3(W ;Q) = 0. Indeed, H3(W ;Q) ∼= H1(W,MK ;Q) ∼= H1(W,MK ;Q)
by Poincare´ duality and the universal coefficient theorem, and H1(W,MK ;Q) = 0
by the long exact sequence for the pair (W,MK) and the fact that H1(MK ;Q)→
H1(W ;Q) is an isomorphism (see (iv)). Therefore, the dimensions of the homology
spaces in the Mayer-Vietoris sequence are (from left to right) 0, 2g, 3g, b2(W ), 2g +
1, g + 2, 1. Since the alternating sum of dimensions is zero, we have b2(W ) = 2g.
(iii) We prove σ(W ) = 0 by applying Lemma 3.2 to W = W ′ ∪H × S1; compare
Figure 2(iii). The hypothesis of the lemma is satisfied since the inclusion of Σ in
S3 \ νK and ∂νF have the same kernel (compare the proof of Claim 3.1(iii)). We
have σ(W ′) = 0 (see Claim 3.1(iii)) and σ(H × S1) = 0 (since, for example, any
pair of classes can be represented by two disjoint closed surfaces). It follows that
σ(W ) = 0. 
Remark 3.5. If the Z–slice surface F of K is obtained as a pushed-in 3D–cobordism
between K and knot with Alexander polynomial 1, then a presentation matrix of
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the Blanchfield pairing can be given more explicitly using Ko’s formula [Ko89]. This
yields a direct proof of (2) ⇒ (4), the details of which we omit.
4. The three-dimensional part of the proof
This section completes the proof of Theorem 1.1. We will show (4) ⇒ (3) and
(3) ⇒ (2) in the next two subsections, respectively.
4.1. Unknotting information from the Blanchfield pairing—(4) ⇒ (3).
The main result of [BF14] can be phrased as follows:
Theorem 4.1 ([BF14, Thm. 5.1]). Let A(t) be a Hermitian presentation matrix of
the Blanchfield pairing of a knot K. Assume that the symmetric bilinear form A(1) is
diagonalizable, and denote the number of its positive and negative eigenvalues counted
with multiplicity by p, n ∈ Z+0 , respectively. Then K can be turned into a knot with
Alexander polynomial 1 by changing p positive and n negative crossings. 
We show that in case A(1) is indefinite, the diagonalization assumption is un-
necessary. More precisely, we prove the following proposition, which might be of
independent interest.
Proposition 4.2. Let A(t) be a Hermitian presentation matrix of the Blanchfield
pairing of a knot K. Assume that the symmetric bilinear form A(1) is indefinite, and
denote the number of its positive and negative eigenvalues counted with multiplicity
by p, n ∈ Z+, respectively. Then K can be turned into a knot with Alexander
polynomial 1 by changing p positive and n negative crossings.
The case p = n of this proposition is exactly the desired implication (4) ⇒ (3).
The remainder of this section is devoted to the proof of the proposition. Rather than
unpacking Borodzik and Friedl’s intricate 3–dimensional argument turning algebraic
information into unknotting information, we use a purely algebraic argument about
Hermitian pairings over Λ := Z[t, t−1] and Λ0 := Z[t, t−1, (t− 1)−1] to reduce Propo-
sition 4.2 to Theorem 4.1. As a first step, we recall that multiplication by (t− 1)
is an isomorphism of the Alexander module of a knot [Lev77]. This implies that
the Blanchfield pairing can be dealt with over Λ0 rather than Λ. More precisely, we
have the following.
Lemma 4.3. Let A(t) be a Hermitian Λ–matrix presenting the Blanchfield pairing
of K. If T (t) is a Λ0–matrix such that detT (t) is a unit in Λ, and
B(t) = T (t)
>
A(t)T (t)
is a Λ–matrix, then B(t) also presents the Blanchfield pairing of K. 
This statement is implicit in [BF15, Proof of Prop. 2.1] and [COT04, Proof of
Lemma 5.4], but we thought it beneficial to make the statement explicit. We use
the occasion to formulate a general principle for arbitrary rings, which we prove in
detail; see appendix. The above lemma follows as a special case of Corollary A.4.
Now, Proposition 4.2 is a direct consequence of Theorem 4.1 and the next lemma.
Lemma 4.4. Let A(t) be a Hermitian matrix over Λ such that A(1) is unimodular
and indefinite. Then there is a transformation matrix over Λ0 with determinant a
unit in Λ, transforming A(t) into a Hermitian matrix B(t) over Λ such that B(1) is
diagonal with ±1 diagonal entries and σ(B(1)) = σ(A(1)).
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Proof. Indefinite symmetric unimodular forms over the integers have been classified,
see e.g. [MH73]. The classification differentiates between even forms (forms θ such
that θ(v, v) is even for all vectors v) and odd forms (all other forms). Odd forms
admit diagonal matrices, whereas even forms are isometric to a sum of a positive
number of copies of the hyperbolic plane H, which has the matrix
(
0 1
1 0
)
, and a
non-negative number of copies of E8.
Thus, if A(1) is odd, there is a base change over Z that diagonalizes A(1). The
same base change transforms A(t) into a matrix B(t) that satisfies the desired
properties. So let us consider the case that A(1) is even. Then there is a base
change over Z transforming A(1) into H ⊕R for some R. Assume w.l.o.g. that A(1)
is already of this form. Then all the entries of the first two rows of A(1)− (H ⊕N)
(where N is a zero matrix of size 2g− 2) evaluate to 0 at t = 1 and are thus divisible
by (t− 1). Because A(t) is Hermitian, we see that its top-left 2× 2 submatrix is of
the form (
xb11 1 + (1− t)b12
1 + (1− t−1)b12 xb22
)
,
where we write x = (1− t) + (1− t−1) = (1− t)(1− t−1). Furthermore
Aij = (1− t)bij , Aji = (1− t−1)bij
for i ∈ {1, 2} and j > 2 and some polynomials bij ∈ Λ. We will now consider
the parity of b11(1), and in each case give a transformation matrix over Λ0 with
determinant a unit in Λ, which transforms A(t) into a matrix C(t) with odd C(1).
In this way the case that A(1) is even is reduced to the case that A(1) is odd, which
has already been discussed.
If b11(1) is even, add 1/(1 − t) times the first row to the second, and then
1/(1 − t−1) times the first column to the second. This is a base change over Λ0
coming from a transformation matrix with determinant 1. It yields a Hermitian
matrix C(t) over Λ with top-left 2× 2 submatrix(
xb11 1 + (1− t)(b12 + b11)
1 + (1− t−1)(b11 + b12) xb22 + 1 + b11 + b12 + b12
)
.
One finds C22(1) = 0 + 1 + b11(1) + 2b12(1) to be odd. This concludes the case that
b11(1) is even.
If b11(1) is odd, one proceeds similarly: one may divide the first row by (1− t),
and multiply the second row by (1− t−1), and apply the corresponding changes to
the columns. This is a base change over Λ0 coming from a transformation matrix
with determinant −t−1. It yields a Hermitian matrix C(t) over Λ with top-left 2× 2
submatrix (
b11 1 + (1− t)b12
1 + (1− t−1)b12 x2b22,
)
.
Clearly C11(1) = b11(1) is odd, which concludes the case of odd b11(1). 
We have thus completed the proof of the implication (4) ⇒ (3), and turn to the
next part of the proof.
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4.2. 3D–cobordisms from crossing changes—(3) ⇒ (2). This section is de-
voted to the proof of the following proposition, from which (3) ⇒ (2) follows since
it corresponds to the special case that K ′ is a knot with Alexander polynomial 1.
Proposition 4.5. Let g be a non-negative integer. If a knot K ′ can be obtained
from a knot K by changing g positive and g negative crossings (in any order), then
there exists an oriented connected surface Σ of genus g in S3 with oriented boundary
a two-component link whose components are isotopic to K ′ with reversed orientation
and K, respectively.
(a) (b)
Figure 3. (a) A balanced crossing change, diagrammatically. (b)
Two isotopic drawings of the intersection of ball with a genus 1
Seifert surface realizing a balanced crossing change.
Figure 4. Handle slides changing the order of two intersection
points of crossing disks with a knot; one handle slide works for
+1–framed Dehn surgery on the boundary of the blue (darker) disk,
the other for −1–surgery. The sign of surgery along the boundary
of the yellow disk is not relevant.
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Proof. Let us first consider two simple cases. If g = 0, just take Σ as a knotted
band. Next, consider the case that g = 1 and that the two crossing changes happen
inside of a small ball as shown in Figure 3(a). Then, one may construct Σ by gluing
a knotted band (as in the case g = 0) outside of the ball, and the surface shown
in Figure 3(b) inside of the ball. In fact, a similar construction—gluing g copies
of the surface shown in Figure 3(b) inside of g balls, and a knotted band in the
complement of the g balls—gives the desired surface in the general case, due to the
following lemma. 
Lemma 4.6. Let K and K ′ be knots as in Proposition 4.5. Then there exist pairwise
disjoint balls B1, . . . , Bg, such that K and K
′ agree outside of
⋃
iBi, and for all i,
Bi ∩K and Bi ∩K ′ look like the top and bottom of Figure 3(a), respectively.
Proof. By the assumption on K and K ′, one may choose 2g crossing disks such that
the corresponding surgeries (in the right order) transform K into K ′, and there are
g surgeries of each sign. Since the crossings are not changed simultaneously, the
crossing disks may a priori intersect. However, there is a general position argument
that the disks may in fact be chosen to be disjoint [Sch98, Prop. 1.5]; in other words,
crossing changes may be assumed to happen simultaneously.
Finally, by the handle slides shown in Figure 4, one may arbitrarily change the
order in which the 4g intersection points of crossing disks with K occur on K. We
change this order such that the 2g disks can be arranged in g pairs D,D′ with the
following properties. The surgeries corresponding to D and D′ are of opposite sign;
and there is a closed interval I ⊆ K with endpoints on D and D′, such that I◦ does
not intersect any other crossing disks. Now, for each such pair take a ball that is a
neighborhood of D ∪D′ ∪ I, and make these g balls small enough so that no two of
them intersect. These balls form the desired collection B1, . . . , Bg. 
5. Linking pairings of cyclic branched coverings of prime order
Theorem 1.1 (4) expresses the Z–slice genus in terms of the existence of certain
presentation matrices for the Blanchfield pairing. In spite of the algebraic nature of
this characterization, no algorithm to compute gZ of a given knot is evident from
it. One faces the same hurdle as when trying to compute the Nakanishi index (the
minimum number of generators of the Alexander module), which bounds gZ from
below, namely the complexity of the ring Λ = Z[t±1] underlying the Blanchfield
pairing. In particular, one lacks a classification of finitely generated modules over Λ,
as it is available over rings such as PIDs or Dedekind domains.
To obtain lower bounds for gZ, however, one may consider the Hermitian pairing
induced by Bl when taking the quotient of Λ by a suitable ideal. In this section,
we pursue this idea for the principal ideals generated by the n–th cyclotomic
polynomials Φn for n prime. There are two reasons for this choice. Firstly, taking
the quotient by Φn yields the sesquilinear linking pairing on the first homology group
of the n–fold cyclic branched covering of S3 along the knot, which is of geometric
interest. The details of this relationship are well known (see e.g. [Dav95]), and will
be explained in Section 5.1.
Secondly, the algebraic situation is particularly simple. The conjugation on
Λ/(Φn) is just complex conjugation, the ring Λ/(Φn) is Dedekind, and isometry
classes of Hermitian linking pairings can be fully classified. For n = 2, one has
Φ2 = t + 1 and Λ/(Φ2) ∼= Z, hence the Hermitian pairings are in fact simply the
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symmetric ones. Isometry classes of symmetric integral pairings on finite Abelian
groups A with odd order have been classified by Wall [Wal63]. We obtain an
obstruction for gZ(K) ≤ 1 from this pairing in Section 5.2 and use it to compute 38
of the 54 of the unknown values of the Z–slice genus for knots in the table of prime
knots with crossing number 12 and less (see Section 5.3).
One might expect the cases n ≥ 3 to yield similarly efficient lower bounds. That
appears to be not so. Indeed, in Section 5.4, we prove that for an odd prime n,
the isometry class of the linking pairing of the n–fold branched cover is already
determined by the action of the deck transformation group.
This section is inspired by Borodzik and Friedl’s pursuit of the analogous lower
bounds for the algebraic unknotting number [BF15]. They show that the problem
of finding minimal presentation matrices after quotienting by Φn is essentially a
finite problem, and can thus be solved by a computer using brute force. In contrast,
the lower bounds we obtain from the double branched cover in Section 5.2 can for a
given knot be checked by hand. Moreover, our Theorem 1.2 partially answers the
question implicitly asked in [BF15]: why n–fold branched covers for prime odd n do
not supply efficient lower bounds.
5.1. Bilinear and sesquilinear linking pairings of finite branched coverings.
Fix a prime power n ≥ 2 and let Σn(K) denote the n–fold cyclic branched cover of
S3 along K. Then H1(Σn(K);Z) is an Abelian group of finite order d, carrying a
bilinear symmetric non-degenerate linking pairing
lk : H1(Σn(K);Z)×H1(Σn(K);Z)→ Q/Z,
which can be defined as
lk(x, y) =
x ∩ PD(Y )
d
+ Z ∈ Q/Z,
where Y ∈ H2(Σn(K);Z) is a class with boundary dy, PD denotes the Poincare´
dual, and ∩ denotes the cap product.
For non-prime powers n, lk may be defined on the torsion part of the first
homology of Σn, which need not be a rational homology sphere. But since the
results we prove in the following sections apply only to prime n anyway, we do not
follow that more general setup.
The deck transformation group of the branched covering Σn(K)→ S3 is cyclic of
order n. Identifying it with the multiplicative group of units 〈[t]〉 ⊂ Λn := Λ/(tn−1)
endows H1(Σn(K);Z) with the structure of a Λn–module. Clearly, lk is equivariant
with respect to the action of the unit group of Λn, i.e. lk(tx, ty) = lk(x, y) for all
x, y ∈ H1(Σn(K);Z).
One may now define another linking pairing `′ on the Λn-module H1(Σn(K);Z)
that is sesquilinear, Hermitian (with respect to the conjugation on Λn given by
tk 7→ t−k) and also non-degenerate:
`′(K) : H1(Σn(K);Z)×H1(Σn(K);Z)→ Q(Λn)/Λn,(†)
(x, y) 7→
n∑
k=1
[t]k lk(tkx, y).
Note that lk may be recovered from `′ simply by
(‡) lk(x, y) = θ(`′(x, y)),
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where θ : Q(Λn) = Q[t]/(tn − 1)→ Q is the Q–linear map sending tk to 1 if n|k and
to 0 otherwise. So we have the following (a variation of [Dav95, Prop. 1.3]).
Proposition 5.1. On a fixed isomorphism type of torsion Λn–module, the isometry
types of bilinear symmetric equivariant pairings and sesquilinear Hermitian pairings
are in one-to-one correspondence via (†) and (‡). This correspondence preserves
non-degeneracy. 
Next, let us change the ground ring from Λn to its quotient Λ/ρn, where ρn =
(tn−1)/(t−1) = 1+t+. . .+tn−1. For this, consider the covering map pi : S3 \K∞ →
S3 \Kn and the inclusion ι : S3 \Kn → Σn(K), where S3 \Kn denotes the n–fold
cyclic cover of S3\K. The deck transformation group endows H1(S3 \Kn;Z) with a
Λn–module structure and as a Λn–module H1(S
3 \Kn;Z) is canonically isomorphic
to the twisted homology H1(S
3 \K; Λn) (twisted with respect to the Abelianization
pi1(S
3 \ K) → Z composed with Z → Z/nZ). Here, we identify the group ring
Z[Z/nZ] with Λn. Observe that ρnH1(S3 \Kn;Z) is contained in the image of the
transfer homomorphism H1(S
3 \K;Z) → H1(S3 \Kn;Z), which is generated by
the class of the meridian of the boundary torus of S3 \Kn. But since this class is
killed by ι∗ we find that ρn annihilates H1(Σn;Z). So H1(Σn;Z) has the structure
of a Λ/ρn–module, on which `
′ induces a sesquilinear Hermitian non-degenerate
pairing `. By Corollary A.3 the isometry classes of `′ and ` determine one another.
In summary, we have seen three variations of linking pairings on the n–fold
branched covering, all of which contain the same information and can thus be used
interchangeably. In the following, we will stick to ` and refer to it as the sesquilinear
linking pairing of Σn.
Let us now discuss the relationship between ` and Bl. The map
(ι ◦ pi)∗ : H1(MK ; Λ)→ H1(Σn(K);Z)
is a surjection with kernel (tn − 1)H1(MK ; Λ), which equals ρnH1(MK ; Λ) because
(1 − t) acts invertibly on H1(MK ; Λ). This provides a canonical identification of
the Λ/ρn–modules H1(MK ; Λ)/ρnH1(MK ; Λ) and H1(Σn(K);Z). Moreover, the
Blanchfield pairing
Bl(K) : H1(MK ; Λ)×H1(MK ; Λ)→ Q(t)/Λ
induces a sesquilinear Hermitian pairing on the quotient H1(MK ; Λ)/ρnH1(MK ; Λ).
Under the canonical identification with H1(Σn(K);Z), this pairing corresponds to
the pairing ` discussed above. This can either be seen using Ko’s presentation
matrix [Ko89] (see [BF15, Sec. 5.1]), or by using the alternative version Bl′ of the
Blanchfield pairing discussed in Appendix A. We omit the details.
As a consequence, a presentation matrix of the Blanchfield pairing descends to
a presentation matrix of ` when taking the quotient by ρn. Taken together with
Theorem 1.1 (4), this shows how the isometry class of the sesquilinear linking pairing
of the n–fold branched covering of a knot provides a lower bound for gZ. This is
considered in more detail in the following subsections.
5.2. The double branched covering. For n = 2, we have ρ2 = Φ2 = 1 + t,
and Λ/(ρ2) is simply isomorphic to Z via t 7→ −1. Under this identification,
the sesquilinear pairing ` simply equals twice the bilinear pairing lk, i.e. `(x, y) =
2 lk(x, y) for all x, y ∈ H1(Σ2;Z). Although lk is the pairing that is usually considered
in the literature and that is e.g. presented by the symmetrization of a Seifert matrix,
we prefer to stick with ` for consistency’s sake. We ask the reader to keep this
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subtlety in mind when working with results from this section. Let us start by
proving the following.
Proposition 5.2. There is a symmetric integral presentation matrix C of size
2gZ(K) for the pairing ` on H1(Σ2;Z) with detC ≡ (−1)gZ(K) (mod 4).
Proof. The presentation matrix A(t) of the Blanchfield pairing provided by The-
orem 1.1 (4) descends to a presentation matrix C of ` when taking the quotient
by Φ2 (see e.g. [BF15, Lemma 3.3]). It remains to check the condition on detC. The
matrix A(t) satisfies σ(A(1)) = 0 and detA(t) = ±∆K(t) where ∆K(t) = ∆K(t)
and ∆K(1) = 1. Combined, this implies
detA(t) = (−1)gZ(K)∆K(t) = (−1)gZ(K)(1 + (1− t)(1− t−1)∆′(t))
for some ∆′(t) ∈ Λ. So
[detA(t)] = [(−1)gZ(K)] ∈ Λ/((1− t)(1− t−1))
⇒ [detC] = [(−1)gZ(K)] ∈ Λ/(Φ2, (1− t)(1− t−1))
⇒ detC ≡ (−1)gZ(K) (mod 4). 
In light of this lower bound for gZ it would be useful—and of somewhat inde-
pendent interest—to determine for every isometry class of symmetric pairings ` on
finite Abelian groups A of odd order (as classified by Wall [Wal63]) the minimal
size of a presentation matrix with prescribed determinant modulo 4. We make a
start by giving a necessary and sufficient condition for such a symmetric pairing to
admit a 2× 2 matrix in Proposition 1.7 below.
It turns out to be more practical to phrase the condition not in terms of Wall’s
classification. Let us instead fix a decomposition of A as orthogonal sum of cyclic
groups of order q1, . . . , qn with qi|qi+1. For each i, let gi be a generator of the i–th
summand. Then `(gi, gi) ∈ Q/Z can be written as ai/qi for some ai ∈ Z, which are
coprime to qi since ` is non-degenerate. Clearly, the tuple(
a1
q1
, . . . ,
an
qn
)
determines the isometry class of `. Note that n is a lower bound for the size of
a presentation matrix of `. As a warm-up consider that for n = 1, ` admits a
1 × 1 presentation matrix if and only if a1 or −a1 is a square residue modulo q1.
To analyze the existence of 2 × 2 presentation matrices, we will need the Jacobi
symbol
(
x
y
)
∈ {±1, 0} defined for all x, y ∈ Z with y odd and positive. It is 0 iff
gcd(x, y) 6= 1. If y is prime, then it equals the Legendre symbol, i.e. it is 1 if x is a
square residue modulo y, and −1 otherwise. If y = p1 · . . . · pk is a product of prime
numbers, then
(
x
y
)
is the product of the
(
x
pi
)
. The Jacobi symbol is multiplicative
in both x and y, and (if x, y are positive and odd) satisfies quadratic reciprocity:(x
y
)
·
(y
x
)
= (−1) x−12 · y−12 .
Moreover, we have
(
−1
y
)
= (−1) y−12 . Note that for non-prime y,
(
x
y
)
= 1 is a
necessary, but not a sufficient condition for x being a quadratic residue modulo y—
this is the reason that Dirichlet’s prime number theorem is needed in the proof of
the following (which consists, aside from that, of elementary manipulations).
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Proposition 1.7. Let A be an Abelian group of odd order with two generators,
equipped with a non-degenerate symmetric pairing ` : A × A → Q/Z. Then A
decomposes as orthogonal sum of two subgroups generated cyclically by g1, g2, which
are of respective order q1 and q2 with q1|q2. Note q1, q2 are odd and may equal 1.
Let aiqi = `(gi, gi). Note that ai and qi are coprime. Then, for a given u ∈ {−1, 1},
the two following statements (A) and (B) are equivalent:
(A) ` can be presented by an odd symmetric 2× 2 integer matrix M with detM ≡ u
(mod 4).
(B) a1, a2, q1, q2, u satisfy both of the following two conditions.
(B1) (−1)(q1q2−u)/2a1a2 is a square residue modulo q1,
(B2) u = 1, or q1q2 ≡ 3 (mod 4), or the Jacobi symbol
(
a2
q2/q1
)
equals 1.
Proof. The existence of an orthogonal decomposition is part of Wall’s classifica-
tion [Wal63]. The proof then proceeds by showing that (A) and (B) are both
equivalent to the following intermediate statement:
(C) There exist integers α, β, γ, λ1, λ2 satisfying the following conditions:
(C1) α is odd,
(C2) αγ − β2 = (−1)(q1q2−u)/2q2/q1,
(C3) λ21α ≡ a1 (mod q1),
(C4) λ22α ≡ (−1)(q1q2−u)/2a2 (mod q2).
‘(C) ⇒ (A)‘: We claim that the matrix
M = q1 ·
(
α β
β γ
)
has the desired properties. Indeed, by (C1) and (C2), this is an odd symmetric 2× 2
integer matrix with determinant q21(αγ − β2) = (−1)(q1q2−u)/2q1q2 ≡ u (mod 4). It
remains to check that M presents `, for which we will use
M−1 =
(−1) q1q2−u2
q2
(
γ −β
−β α
)
.
Consider v1 = (α, β)
> and v2 = (0, 1)>. Then M−1v1 = (1, 0)>/q1 is of order q1
in Q2/Z2 and M−1v2 = (−1)(q1q2−u)/2(−β, α)>/q2 of order q2 (using (C4)). These
are equal, respectively, to the orders of [v1], [v2] ∈ cokerM , and so the cokernel
of M is isomorphic to Z/q1 ⊕ Z/q2, with [v1], [v2] generating the two summands.
Since (C3) and (C4) imply gcd(λi, qi) = 1, λivi are also generators of the summands.
Furthermore, one computes
`M ([λ1v1], [λ2v2]) = λ1λ2v
>
1 M
−1v2 = 0,
`M ([λ1v1], [λv1]) = λ
2
1v
>
1 M
−1v1 = λ21α/q1 ∈ Q/Z,
`M ([λ2v2], [λ2v2]) = λ
2
2v
>
2 M
−2v2 = (−1)(q1q2−u)/2λ22α/q2 ∈ Q/Z.
By conditions (C3) and (C4), this implies that `M is isometric to `.
‘(A) ⇒ (C)‘: Pick a non-trivial vector x′ ∈ Z2 with [x′] = g2 ∈ cokerM = A. Let
λ2 = gcd(x
′) and x = x′/λ2. Then, x may be extended to a basis (y, x) of Z2, i.e.
T = (y | x) ∈ GL2(Z). Let α, β, γ ∈ Z such that
N := T−1M(T−1)> = q1 ·
(
α β
β γ
)
.
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We claim that these integers satisfy (C2)–(C4). Indeed, (C2) follows from detN =
detM . Next, one computes
N−1 =
(−1) q1q2−u2
q2
(
γ −β
−β α
)
and
a2
q2
= `(g2, g2) = x
′>M−1x′ = λ22x
>(T−1)>N−1T−1x = λ22
(
0
1
)>
N−1
(
0
1
)
=
(−1) q1q2−u2 λ22α
q2
∈ Q/Z ⇒ λ22α ≡ (−1)
q1q2−u
2 a2 (mod q2),
so (C4) is satisfied. Finally, one checks that
v =
(
α
β
)
⇒ N−1v =
(
1/q1
0
)
,
which implies that [v] is of order q1 in cokerN and orthogonal to [(0, 1)
>] with
respect to N−1. So, [Tv] is of order q1 in cokerM and orthogonal to [x] with respect
to M−1. Therefore, [Tv] and g1 generate the same subgroup, and thus λ1[Tv] = g1
for some λ1 ∈ Z, which implies (C3) by a calculation similar to the one for (C4)
above.
So if α is odd, (C1) is satisfied and we are done. If α is even, then γ must be odd
because N is an odd matrix. Replacing α and β by α + 2q2β + q
2
2γ and β + q2γ,
respectively, preserves (C2)–(C4), while also satisfying (C1).
‘(C) ⇒ (B)‘: Condition (B1) follows immediately from (C3) and (C4). To prove
(B2), we assume u = −1 and q1q2 ≡ 1 (mod 4) and aim to prove
(
a2
q2/q1
)
= 1. By
(C2), we have αγ − β2 = −q2/q1, so q2/q1 is a square modulo α, which implies(
q2/q1
|α|
)
= 1. But this concludes the proof since
1 =
(q2/q1
|α|
)
=
( |α|
q2/q1
)
(by quadratic reciprocity and q2/q1 ≡ 1 (mod 4))
=
( ±a2
q2/q1
)
(by (C4))
=
( a2
q2/q1
)
(because q2/q1 ≡ 1 (mod 4)).
‘(B) ⇒ (C)‘: Dirichlet’s prime number theorem states that for any x, y ∈ Z+,
there exists a positive prime number equivalent to x modulo y. So in our situation,
for any σ1, σ2 ∈ {−1, 1}, there exists a positive prime number p satisfying p ≡
σ1 · (−1)(q1q2−u)/2 · a2 (mod q2) and p ≡ σ2 (mod 4). Set α = σ1 · p. By definition,
it satisfies (C1) and (C4) with λ2 = 1. By (B1), there exists λ1 ∈ Z such that
λ21(−1)(q1q2−u)/2a2 ≡ a1 (mod q1).
This implies (C3). Finally, note that the existence of some β, γ ∈ Z solving (C2) is
equivalent to −(−1)(q1q2−u)/2 · q2/q1 being a square residue modulo p. Because p is
prime, this is equivalent to ( (−1)1+ q1q2−u2 q2/q1
p
)
= 1.
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One computes( (−1)1+ q1q2−u2 q2/q1
p
)
=
( (−1)1+ q1q2−u2
p
)
·
(q2/q1
p
)
= (−1)σ2−12 · q1q2−u+22 · (−1)σ2−12 · q1q2−12 ·
( p
q2/q1
)
= (−1)σ2−12 ·u+12 ·
(σ1(−1)(q1q2−u)/2a2
q2/q1
)
= (−1)σ2−12 ·u+12 · (−1)σ1−1+q1q2−u2 · q1q2−12 ·
( a2
q2/q1
)
.
Now, if u = 1, switching σ2 changes the sign of the first factor, and so σ2 may be
chosen to make the whole product 1. Similarly, if q1q2 ≡ 3 (mod 4), then σ1 may be
chosen to make the whole product 1. Else we have u = −1 and q1q2 ≡ 1 (mod 4),
so the first two factors are 1; moreover, the third factor is 1 by (B2). 
Now let us spell out the obstructions for ua and gZ obtained by combining the
two previous propositions. In concrete cases, the obstructions can be checked by
hand.
Corollary 5.3. If the symmetric pairing ` as in the proposition above is the linking
pairing of the double branched covering of a knot K, then we have the following
obstructions.
(i) If q1 ≡ 1 (mod 4) and a1a2 is not a square residue modulo q1, then ua(K) ≥
3 and gZ(K) ≥ 2.
(ii) If q1 ≡ q2 ≡ 3 (mod 4), a1a2 is not a square residue modulo q1 and(
a2
q2/q1
)
= −1, then ua(K) ≥ 3 and gZ(K) ≥ 2.
(iii) If q1 ≡ 3 and q2 ≡ 1 (mod 4) and a1a2 is not a square residue modulo q1,
then gZ(K) ≥ 2.
(iv) If q1 ≡ q2 ≡ 3 (mod 4) and −a1a2 is not a square residue modulo q1, then
gZ(K) ≥ 2.
(v) If q1q2 ≡ 1 (mod 4) and
(
a2
q2/q1
)
= −1, then gZ(K) ≥ 2. 
5.3. Calculations of the Z–slice genus for small knots. Let us try out the
known lower bounds for the Z–slice genus on prime knots with crossing number 12 or
less. In [LM19], gZ was determined for all but 54 of these knots. Let us summarize
those calculations, and see how much further we can go using Corollary 5.3.
Four of those 2,977 knots have Alexander polynomial 1 and thus gZ = 0. For all
others gZ ≥ 1 holds, and one can obtain an upper bound for gZ from a randomized
Seifert matrix algorithm [BFLL18, LM19]. For 1,998 knots, this upper bound is
1 and gZ = 1 follows. For another 901 knots, the upper bound equals |σ|/2 and
gZ = |σ|/2 follows. For all of the remaining 74 knots, the upper bound is 2, and it
just remains to decide whether gZ equals 1 or 2. Table 1 lists those knots for which
gZ = 2 can be proven, and the used obstruction. The Z–slice genus was previously
unknown for the 38 knots listed in the last two rows, for which Corollary 5.3 proves
to be an effective tool.
There remain the 16 knots with unknown gZ ∈ {1, 2}, all of them alternating
with crossing number 12. These are their numbers in the knot table: 735, 1013,
1047, 1168, 1203, 1211, 1221, 1222, 1225, 1226, 1229, 1230, 1248, 1260, 1283, 1288.
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Obstruction to gZ = 1 Knots to which the obstruction applies
Levine-Tristram-Signatures 1 12n749
Hasse-Taylor [LM19] 6 12a787, 12n{269, 505, 598, 602, 756}
H1(Σ2(K);Z) needs more than
two generators
7 12a554, 12a750, 12n{553, 554, 555, 556,
642}
ua ≥ 3 [BF15], or equivalently
Corollary 5.3(i)
6 10103, 11n148, 12a327, 12a921, 12a1194,
12n147
Corollary 5.3(iii) 26 948, 1074, 11a{155, 173, 352}, 11n{71, 75,
167}, 12a{164, 166, 177, 244, 298, 413, 493,
503, 810, 895, 1142}, 12n{334, 379, 460,
495, 549, 583, 869}
Corollary 5.3(iv) 12 937, 11a135, 12a{265, 396, 769, 873, 905},
12n{388, 480, 737, 813, 846}
Table 1. Z–slice genus calculations for small knots.
5.4. Branched coverings of odd prime order. This section is devoted to the
proof of the following.
Theorem 1.2. For an odd prime p, the isometry class of the linking pairing of the
p–fold branched covering Σp of a knot is determined by the isomorphism type of the
first homology group of Σp as Z[Z/p]–module.
The theorem is an instance of a more general statement about Hermitian pairings
on Dedekind rings, which we formulate as the following proposition.
Proposition 5.4. Let R be a Dedekind ring with an involution · . Let R− be the
subring of elements fixed by the involution and assume that R = R−[ξ] for some
ξ ∈ R \ R−. Let A be a finitely presented R–torsion module with A = A whose
order is coprime with ξ − ξ−1. Then any two non-degenerate R–Hermitian pairings
A×A→ Q(R)/R are isometric.
Let us first deduce Theorem 1.2.
Proof of Theorem 1.2. First note that by Section 5.1 (in particular Proposition 5.1)
the various notions of linking pairing are interchangeable; so it suffices to prove
that any two non-degenerate Hermitian pairings on the R–module H1(Σp(K);Z)
are isometric (where R := Λ/Φp). Now R is the ring of algebraic integers of the
p–th cyclotomic field (cf. [Neu99, Ch. I, §10]), and as such is a Dedekind ring. The
ring R inherits the involution t 7→ t−1 from Λ, and R = R−[t], where R− is the
fixed point ring. The ideals (∆K) and (t− 1) are coprime over Λ, since ∆K(1) = 1.
Moreover, t+ 1 generates all of R, since Φp(−1) = 1 (here, we need p 6= 2). So (∆K)
is coprime with t± 1 over R, and thus also with t− t−1. Thus any two Hermitian
forms of A are isometric by Proposition 5.4. 
The remainder of this section contains the proof of Proposition 5.4, which will
require some algebraic number theory (see e.g. [Neu99]). In a nutshell, the proof goes
as follows. We will first follow Wall’s classification of symmetric pairings of finite
Abelian groups of odd order [Wal63], showing that pairings may be diagonalized,
i.e. decomposed as orthogonal sum of pairings on cyclic modules (for this, we will of
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course need that R is Dedekind). On a cyclic module, there is only one isometry
class of pairings, because every element is a norm modulo a fixed prime ideal (for
this, we will need that R is not fixed by conjugation).
First, note that R− is also a Dedekind ring, for the following reasons. The element
ξ is a root of the monic polynomial (x − ξ)(x − ξ) ∈ R−[x], so R is isomorphic
to R− × R− as an R−–module. This implies that R− is Noetherian and the ring
extension R : R− is integral, whence the Krull-dimension of R− is the same as that
of R. Finally, if u ∈ Q(R−) is integral over R−, then u is also integral over R, so
u ∈ R. Since R− = Q(R−) ∩ R, this implies u ∈ R−, and thus R− is integrally
closed, completing the proof that it is a Dedekind ring.
So we find ourselves in the usual situation of an extension of Dedekind rings, where
R− is a Dedekind ring, K : Q(R−) is a finite field extension (where K = Q(R)),
and R is the integral closure of R− in K. The relationship of prime ideals of R−
and R in this situation is well-understood (cf. [Neu99, Ch. I, §8]): let p ⊂ R− be a
prime ideal, and P ⊂ R the ideal generated by p. Then there are three scenarios: p
may be inert, i.e. P is prime; or p may split, i.e. P is the product of two distinct
prime ideals of R that are interchanged by the involution; or p may ramify, i.e. P is
the square of a prime ideal of R.
Lemma 5.5. Let p,P be ideals as above with non-ramifying p. Write E = R/P
and F = R−/p. Define the trace T : E → F and the norm N : E× → F× as
T (x) = x+ x and N(x) = x · x, respectively. Then T and N are surjective.
Proof. If p is inert, then E is a finite field (cf. [Neu99, Theorem 3.1]) and x = x|F | is
the Frobenius automorphism. So x ∈ kerN if N(x) = x|F |+1 = 1. This is satisfied
by at most |F |+1 elements. On the other hand, |E×| = |F |2−1 and |F×| = |F |−1,
so the kernel contains at least |F |+ 1 elements. It follows that | kerN | = |F |+ 1
and | imN | = |F |− 1, so N is surjective. If p splits, then the ring E is isomorphic to
F × F , with conjugation interchanging the two components, and F ⊂ E identified
with {(x, x) | x ∈ F}. Clearly, (x, x) = N((x, 1)), so N is surjective.
The ring E is a two-dimensional F–vector space. Assume that T is not surjective;
then it is the zero-map. Since T (1) = 1 + 1 = 0 ∈ F , F must have characteristic 2.
So for any x ∈ E, T (x) = x+ x = 0 implies that x = x. However R 6= R−, so this
is not the case. 
Now, using the freshly established non-triviality of the trace, let us prove a base
change lemma for homogeneous modules.
Lemma 5.6. Let p,P be ideals as above with non-ramifying p. Let m, k ≥ 1, let
A =
⊕m
i=1R/P
k and ` : A × A → Q(R)/R a non-degenerate Hermitian pairing.
Write gi for [1] in the i–th summand. Then there is an automorphism φ : A→ A
such that Pk−1`(φ(gm), φ(gm)) 6= (0).
Proof. If Pk−1`(gi, gi) 6= (0) for any i, let φ simply exchange the i–th and m–th
summand. If not, we have Pk−1`(gm, gj) 6= (0) for some j because ` is non-
degenerate. By Lemma 5.5, there exists a λ ∈ R such that λ+ λ 6∈ p = R− ∩P. Set
φ(gm) = gm + λgj and φ(gi) = gi for i < m. One computes P
k−1`(φ(gm), φ(gm))
to be equal to
Pk−1(`(gm, gm) + λλ`(gj , gj) + (λ+ λ)`(gm, gj)) = Pk−1`(gm, gj) 6= (0). 
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We are now ready to prove diagonalizability for general modules.
Lemma 5.7. Let A be an R–torsion module as in the Proposition 5.4. Let ` be a
non-degenerate Hermitian pairing on A. Then there is a decomposition
A ∼=
m⊕
i=1
R/Pkii ,
where ki ≥ 1 and the Pi ⊂ R are ideals generated by prime ideals pi ⊂ R−. Moreover,
if x and y are respective elements of the i–th and j–th summand with i 6= j, then
`(x, y) = 0.
Proof. Since R is a Dedekind domain, A is isomorphic to a unique sum of terms
of the form R/Qr with Q ⊂ R prime. Let p = Q ∩ R−, and P ⊂ R be the ideal
generated by p. Depending on whether p is inert, split, or ramified, P is equal to Q,
QQ, or Q2.
Let us check that p does not ramify. Ramification is controlled by the different
ideal DR:R− ⊂ R (cf. [Neu99, Ch. III, §2]): p ramifies if and only if Q|DR:R− .
Since R = R−[ξ], the different is the principal ideal generated by f ′(ξ), where
f(x) = x2 − (ξ + ξ−1)x + ξξ ∈ R−[x] is the minimal polynomial of ξ. Thus the
different is (ξ−ξ−1). Note Q divides the order of A, which is by assumption coprime
with (ξ − ξ−1). Thus Q does not divide DR:R− , and so p does not ramify.
Since A = A, for every term R/Qr either it holds that Q = Q, or the term R/Q
r
also appears. So for each Q with Q = Q, take Pi = Q; for each pair Q,Q with
Q 6= Q, take Pi = QQ. In both cases, let ki = r and pi = Q ∩R−, so that pi is a
prime ideal generating Pi over R (here, we use that pi does not ramify). This gives
a decomposition of A as desired, which it remains to diagonalize.
If x, y are given as above, and Pi 6= Pj , then `(x, y) ∈ Q(R)/R is annihilated
by Pkii + P
kj
j . Note that P
ki
i + P
kj
j = R follows by inductively applying that
I1I2 + J = R if I1 + J = I2 + J = R for ideals I1, I2 and J (a general property
of commutative rings). Thus, we have `(x, y) = 0. So, it suffices to solve the case
that all Pi are equal. Let us write P = Pi, order the ki ascendingly, let k be their
maximum, and let r ∈ {1, . . . ,m} such that
k1 ≤ k2 ≤ . . . ≤ kr−1 < kr = kr+1 = . . . = km = k.
We note that ` restricts to a non-degenerate Hermitian pairing on the submodule
M :=
⊕m
i=r R/P
k. To establish this, assume towards a contradiction that we have
x ∈M \ {0} with `(x, y) = 0 for all y ∈M . Let n be the maximal integer such that
x = (xr, . . . , xm) is an element of
⊕m
i=rP
n/Pk. By the maximality of n, Pk−1−nx
is a nontrivial submodule of M . Let x′ be any non-trivial element of it. We can
write x′ = px for some p ∈ Pk−1−n. We note that `(x′, y) = `(x, py) = 0 for all y in
M . Furthermore, since pxi ∈ Pk−1 ⊂ Pki for all i ≤ r − 1, we find
`(x′, y) =
m∑
i=r
`((. . . , 0, pxi, 0, . . .), y) =
m∑
i=r
`((. . . , 0, 1, 0, . . .), pxiy)
=
m∑
i=r
`((. . . , 0, 1, 0, . . .), 0) =
m∑
i=r
0
for all y in
⊕r−1
i=1 R/P
ki . Thus, x′ is in the radical of ` contradicting the assumption
of ` being non-degenerate.
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Let gi be a generator of the i–th summand. By Lemma 5.6, there is a base change
on summands number r to m after which Pkr−1`(gm, gm) 6= (0). This implies that
λi = `(gm, gi)/`(gm, gm) lies in R for all i ∈ {1, . . . ,m− 1}. Now one may replace
gi with gi − λigm (as in the Gram-Schmidt algorithm). After this base change, one
has `(gi, gm) = 0 and may proceed by induction over m. 
We now conclude the proof of the proposition.
Proof of Proposition 5.4. By Lemma 5.7, it suffices to prove that any two pairings
`1, `2 on a module of the form A = R/P
k are isometric. A pairing on a cyclic
module such as A is completely determined by its value `i(1, 1), which is annihilated
by Pk, but not by Pk−1 . Moreover, `i(1, 1) = `i(1, 1), and thus we can represent
`i(1, 1) as xi/yi with xi ∈ R− \ p and yi ∈ pk. The quotient of x1/y1 by x2/y2 is
µ = x1y2x2y1 , which lies in R
− \ p. By Lemma 5.5, there exists a λ ∈ R such that
[λ ·λ ·µ] = [1] ∈ R−/p. Let φ be the ring endomorphism of A given by multiplication
with λ. This endomorphism is an automorphism since λ is a unit in A. Indeed, the
latter follows since (λ)+P = R implies (λ)+Pk = R. Then `1(φ(1), φ(1)) = `2(1, 1),
so φ is an isometry between `1 and `2 as desired. 
Appendix A. Base change for Hermitian pairings
The purpose of this appendix is to establish Proposition A.2, which allows base
changes for Hermitian pairings of R–modules over a different (in the applications
usually bigger) ring R′. As mentioned in Section 4.1, this method is already in
implicit use by experts for the Blanchfield pairing; in Appendix A.2, we make the
method more explicit and generalize it to arbitrary rings R. Along the way, in
Appendix A.1, we discuss how one may replace Q(R)/R as target of Hermitian
pairings by R/I for a suitably chosen ideal I. Once again, this method has been
used before; we provide a general setup and discuss how the ideal I can be chosen,
particularly if R is not a PID.
Let us start with a simple, motivating example to illustrate the results of both
Appendix A.1 and Appendix A.2. Consider the pairing `A presented by a matrix A:
`A : Z2/AZ2 × Z2/AZ2 → Q/Z, `A(x, y) = x>A−1y, where A =
(
12 3
3 24
)
.
Firstly, note that im `A = (
1
93Z)/Z ⊂ Q/Z, where 93 generates the annihilator of
the cokernel of A. Since the Abelian groups ( 193Z)/Z and Z/93Z are isomorphic,
one may instead of `A equivalently consider the map Z2/AZ2 × Z2/AZ2 → Z/93
given by `A(x, y) = 93 · x>A−1y.
Secondly, a matrix B congruent to A over Z clearly yields an isometric pairing `B .
But now, consider the matrix
B =
(
3 3
3 96
)
,
which is congruent to A over Z[ 12 ]. One observes that `B is isometric to `A, even
though A and B are not congruent over Z (because A is even and B is odd).
Let us now formulate general principles based on these two observations.
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A.1. Change of perspective: Hermitian pairings as maps to R/I. Let R
be a unital commutative rings with involution. Usually, one considers Hermitian
pairings of torsion modules M with target Q(R)/R (as we did in Section 2.1):
` : M ×M → Q(R)/R.
However, it will turn out to be more convenient to consider Hermitian pairings on
M with target R/I, where I is an ideal contained in Ann(M):
`′ : M ×M → R/I.
Note that this makes sense even when M is not torsion.
If I is a principal ideal generated by a non-zero-divisor s, then there is the
following 1-to-1-correspondence between Hermitian pairings ` of M with target
Q(R)/R and Hermitian pairings `′ of M with target R/I. Denote by ιs the injection
given by ‘dividing by s’:
ιs : R/I = R/(s) ↪→ Q(R)/R, r + (s) 7→ r
s
+R.
Let a pairing `′ as above correspond to ιs ◦ `′. This mapping from pairings with
target R/I to pairings with target Q(R)/R is clearly injective; it is also surjective,
because I ⊂ Ann(M).
If M is torsion, but I is not principal, the Hermitian pairings with targets Q(R)/R
and R/I may not be in such a natural 1-to-1 correspondence; but since we do not
encounter such M in this text, we refrain from pursuing this further.
Note that the 1-to-1-correspondence depends on the choice of s. However, when
applying this change of perspective to the Blanchfield pairing of a knot K, where
M = H1(MK ; Λ) is the Alexander module, there are two natural choices of I as a
principal ideal with a canonical generator. One may choose I to be the order ideal,
canonically generated by the Alexander polynomial ∆K(t) with ∆K(t) = ∆K(t
−1)
and ∆K(1) = 1. Thus the Blanchfield pairing of a knot K may be considered in a
canonical fashion as a Hermitian pairing
Bl′(K) : H1(MK ; Λ)×H1(MK ; Λ)→ Λ/(∆(t)).
One may also choose I to be the annihilator of H1(MK ; Λ). It follows from
Lemma A.1 below that I is principal. Since ∆K ∈ Ann(H1(MK ; Λ)), any generator
of Ann(H1(MK ; Λ)) divides ∆K . Let us choose as canonical generator of the
annihilator of the Alexander module the unique generator a(t) with a(t) = a(t−1)
and a(1) = 1. So one may equally well consider the Blanchfield pairing of a knot K
in a canonical fashion as a Hermitian pairing
Bl′′(K) : H1(MK ; Λ)×H1(MK ; Λ)→ Λ/(a(t)).
Remark that composing Bl′′ with multiplication by ∆(t)a(t) gives Bl
′.
Lemma A.1. Let R be a unital commutative unique factorization domain with
involution, and A an n× n matrix over R with non-zero-divisor determinant. Then
the annihilator ideal of the cokernel of A is principal.
Proof. Write M for the cokernel of A. We have r ∈ Ann(M) iff for all v ∈ Rn it holds
that rv ∈ ARn, or equivalently rA−1v ∈ Rn (where A−1 is a matrix over Q(R)).
Now, A−1v is a vector in Q(R)n with entries of the form p/q. So Ann(M) consist
of the intersection of all the principal ideals (q) for the q ∈ R that appear in this
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way for some v. However, over a unique factorization domain, an intersection of
principal ideals is again principal. 
Let us generalize from the Blanchfield pairing to Hermitian pairings `A on an R–
torsion module M presented by a square matrix A with non-zero-divisor determinant.
Taking I as the order ideal Ord(M), which is principal and generated by det(A),
gives the following formula for `A in terms of A:
`A : R
n/ARn ×Rn/ARn → R/(det(A)), (x, y) 7→ x>Adj(A)y + (det(A)),
where Adj(A) denotes the adjoint of A. Recall that AAdj(A) equals detA times the
identity matrix. This explains how this formula and the ‘old’ formula (cf. Section 2.1)
`A : R
n/ARn ×Rn/ARn → Q(R)/R, (x, y) 7→ x>A−1y +R
translate into each other via the above 1-to-1 correspondence coming from the
generator detA of Ord(M).
A.2. Changing bases over a different ring. The advantage of the perspective
on Hermitian pairings given in the previous subsection is that a change of the base
ring of the module naturally carries over to the target of Hermitian pairings, even
when the order is no longer a non-zero-divisor.
Let φ : R→ R′ be a homomorphism of unital commutative rings R and R′ with
involution and let ` : M ×M → R/I be a Hermitian pairing on an R–module M .
Then there is an induced Hermitian pairing `φ on the R′–module M ′ = M ⊗R R′
given by
`φ : M ′ ×M ′ → R′/φ(I)R′,
(x⊗ r, y ⊗ s) 7→ r · s · φ(`(x, y)) + φ(I)R′.
For well-definedness, observe that φ(I)R′ ⊂ AnnR′(M ′).
Proposition A.2. Let φ : R→ R′ be a homomorphism of unital commutative rings
with involution R and R′. For i ∈ {1, 2}, let `i : Mi ×Mi → R/Ii be Hermitian
pairings of R–modules Mi, where Ii is an ideal contained in Ann(Mi). Assume that
φ induces an isomorphism of R–modules between R/Ii and R
′/φ(Ii)R′ for i = 1, 2.
Then `φ1 and `
φ
2 are isometric over R
′ if and only if `1 and `2 are isometric over R.
Proof. It is straightforward that an isometry between `1 and `2 induces an isometry
between `φ1 and `
φ
2 . For the other direction, note that the map Mi → Mi ⊗R R′
given by x 7→ x ⊗ 1 is an R–module isomorphism, since it can be written as the
composition of the following R–isomorphisms:
Mi ∼= Mi ⊗R R/Ii ∼= Mi ⊗R R′/φ(Ii)R′ ∼= Mi ⊗R R′.
An isometry `φ1 and `
φ
2 is an R
′–isomorphism M1⊗RR′ →M2⊗RR′. Composing with
the isomorphisms M1 →M1 ⊗R R′ and M2 ⊗R R′ →M2 gives an R–isomorphism
M1 →M2. It is straight-forward that this isomorphism behaves well with respect
to `1, `2, and is thus an isometry. 
Let us consider two corollaries needed in the paper. The first allows one to think
of the sesquilinear linking pairing of p–fold branched covers of the knot as module
over the ring Λ/(g) rather than Λ/(tp− 1) where p is a prime and g = 1 + . . .+ tp−1
is the p–th cyclotomic polynomial (see Section 5.1). For this purpose, take f = ∆K :
28 PETER FELLER AND LUKAS LEWARK
Corollary A.3. Let g ∈ Λ and φ : Λ/((t−1)g)→ Λ/(g) be the canonical projection.
For i ∈ {1, 2}, let `i : Mi×Mi → Λ/(f, (t−1)g) be Hermitian pairings of Λ/((t−1)g)–
modules for an f ∈ Λ with f(1) = 1 and f ∈ Ann(Mi). Then `φ1 and `φ2 are isometric
over Λ/(g) if and only if `1 and `2 are isometric over Λ/((t− 1)g).
Proof. The statement is a direct application of Proposition A.2 with R = Λ/((t−1)g)
and R′ = Λ/(g); one merely needs to check that the map induced by φ between
R/fR and R′/fR′ is an isomorphism—this is the canonical projection
Λ/((t− 1)g, f)→ Λ/(g, f).
Note that f(1) = 1 implies f − 1 = (t− 1)r for some r ∈ Λ, so g = −(t− 1)gr + fg.
This implies the equality of the ideals ((t− 1)g, f) = (g, f). 
The following is a version of Proposition A.2 for Hermitian pairings presented
by square matrices, which we use in our proof of (4) ⇒ (3) of Theorem 1.1; see
Lemma 4.3.
Corollary A.4. Let φ : R→ R′ be a homomorphism of unital commutative rings
R and R′ with involution. Let A and B be Hermitian n× n R–matrices and denote
by Aφ and Bφ the R
′–matrices obtained from applying φ entry-wise to A and B,
respectively. Assume that φ induces isomorphisms R/(det(A)) ∼= R′/(φ(det(A)))
and R/(det(B)) ∼= R′/(φ(det(B))). Then:
(i) `A is isometric to `B if and only if `Aφ is isometric to `Bφ .
(ii) `A is isometric to `B if there exists T ∈ GLn(R′) with Bφ = T>AφT .
Proof. The existence of T implies that `Aφ is isometric to `Bφ , so (ii) follows from (i).
Let us show (i). Denote by M be the cokernel of A. The Hermitian pairing (`A)
φ is
isometric to `Aφ via the canonical isomorphism from M ⊗R′ to the cokernel of Aφ
(using right-exactness of the tensor product with R′). Similarly, (`B)φ is isometric
to `Bφ . Since Ord(M) = (det(A)), and similarly for the cokernel of B, the statement
follows from Proposition A.2. 
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