We propose a novel method to accelerate Lloyd's algorithm for K-Means clustering. Unlike previous acceleration approaches that reduce computational cost per iterations or improve initialization, our approach is focused on reducing the number of iterations required for convergence. This is achieved by treating the assignment step and the update step of Lloyd's algorithm as a fixed-point iteration, and applying Anderson acceleration, a well-established technique for accelerating fixed-point solvers. Classical Anderson acceleration utilizes m previous iterates to find an accelerated iterate, and its performance on K-Means clustering can be sensitive to choice of m and the distribution of samples. We propose a new strategy to dynamically adjust the value of m, which achieves robust and consistent speedups across different problem instances. Our method complements existing acceleration techniques, and can be combined with them to achieve state-of-theart performance. We perform extensive experiments to evaluate the performance of the proposed method, where it outperforms other algorithms in 106 out of 120 test cases, and the mean decrease ratio of computational time is more than 33%.
Introduction
K-Means clustering is a fundamental method with various applications such as data compression, classification, and density estimation. Given a set of N samples x 1 , . . . , x N ∈ R d , and a positive number K ≤ N , K-Means clustering partitions the samples into K clusters, by minimizing the total squared distances from the samples to the centroids c 1 , . . . , c K ∈ R d of their respective clusters, resulting in an optimization problem
where C = [c 1 , . . . , c K ], and c ρi is the centroid closest to the sample x i . This is a non-convex optimization problem, and it is NP-hard to find the global minimum (Aloise et al., 2009) . On the other hand, there exist effective algorithms to find a local minimum, the most popular being Lloyd's algorithm, often simply referred to as the K-Means algorithm.
The classical Lloyd's algorithm is equivalent to minimizing the target energy with both the cluster assignment and the centroid positions as variables:
where ρ i (i = 1, . . . , N ) is the index of the cluster that x i is assigned to. Lloyd's algorithm performs the minimization in a two-step iterative process:
• In the assignment step, each sample x i is assigned to the cluster whose centroid is the closest to x i :
= arg min j∈{1,...,K}
• In the update step, each centroid c j is updated to the mean of all samples assigned to cluster j:
where N t+1 j is the number of assigned samples for cluster j.
This iterative process can be considered as alternating minimization of the target function with respective to the assignment variables and the centroid variables, respectively. As a result, Lloyd's algorithm monotonically decreases the target function and guarantees convergence. In practice, however, Lloyd's algorithm can suffer from slow convergence rate and require a large number of iterations. Different acceleration techniques have been proposed to improve its performance:
• In each iteration of Lloyd's algorithm, the assignment step is the main computational bottleneck: a naïve implementation would require O(N K) distance computations to determine the nearest centroids for all samples, which can be a significant cost especially for a large number of samples or clusters. Therefore, many existing works focus on reducing the computational cost per iteration, e.g., by maintaining distance bounds between samples and centroids to avoid unnecessary calculations (Elkan, 2003; Hamerly, 2010; Hamerly and Drake, 2015; Ding et al., 2015; Newling and Fleuret, 2016 ).
• As the target function of K-Means clustering is non-convex, different initial centroid positions might lead to different clustering results and different number of iterations used in Lloyd's algorithm. Various algorithms aim at improving the initialization to achieve better clustering and reduced computational time (Ng and Han, 1994; Bradley and Fayyad, 1998; Arthur and Vassilvitskii, 2007; Bachem et al., 2016; Newling and Fleuret, 2017) .
Despite the improved performance provided by these methods, they do not alter the convergence rate of Lloyd's algorithm and may still suffer from slow convergence. In this paper, we propose a novel approach that accelerates Lloyd's algorithm from a different perspective. Our approach aims at modifying the iterates from Lloyd's algorithm to improve the convergence rate and reduce the number of required iterations. Our contribution is two-fold:
• First, we treat the sequence of centroid positions generated by Lloyd's algorithm as the results of a fixed-point iteration solver. This enables us to improve their convergence rate using Anderson acceleration (Anderson, 1965; Walker and Ni, 2011) , a well-established technique for accelerating fixed-point solvers (Fang and Saad, 2009; Toth and Kelley, 2015; Higham and Strabić, 2016; Toth et al., 2017) . We adopt the modification proposed by Peng et al. (2018) to reduce the computational overhead and improve stability. The resulting solver greatly improves the performance of Lloyd's algorithm in many instances.
• Moreover, we show that the performance of classical Anderson acceleration, which relies on the previous m iterates to determine an accelerated iterate, can be further improved by dynamically adjusting the value of m according to the decrease of target energy. Using this strategy, the accelerated solver achieves consistent acceleration across all problem instances and initializations in our experiments.
Our approach can not only be used as a standalone technique to accelerate Lloyd's algorithm, but also be used in conjugation with existing approaches that reduce computational cost per iteration and improve initialization to deliver state-of-the-art performance for K-Means clustering. The effectiveness of our approach is tested on a large variety of datasets.
Algorithm
Before presenting our acceleration technique, let us first analyze the classical Lloyd's algorithm to see why it can suffer from slow convergence. The main strength of Lloyd's algorithm is the monotonic decrease of target energy and the resulting guarantee of convergence. This property stems from the fact that each iteration of Lloyd's algorithm computes the new centroids {c t+1 j } by minimizing a convex surrogate (i.e., upper bound function) of the target energy E in (1) that is constructed from the current centroid positions {c t j }. Specifically, using the correspondence between samples and centroids determined in the assignment step (3), we can derive a surrogate of E
where S t j is the index set of samples assigned to centroid c t j . In particular, it can be shown that
The minimization of this surrogate function is exactly the update step (4). The surrogate property then guarantees the decrease of target energy E:
From this perspective, Lloyd's algorithm is an instance of the majorization-minimization algorithm (Lange, 2016) , which performs energy minimization by iteratively constructing and minimizing surrogate functions.
On the other hand, the surrogate function can be both a blessing and a curse. It is only guaranteed to be accurate within a small neighborhood of the current iterate C t , and can deviate significantly from the true energy when being far away from C t . Such deviation is incurred when changed centroid positions alter the assignment of samples to centroids, which occurs frequently unless the samples are highly separated into different clusters. In other words, there may be a rapid loss of accuracy for the surrogate function when moving away from C t , which can hinder the energy decrease in the update step and leads to slow convergence.
Indeed, it has been pointed out by Bottou and Bengio (1994) that locally Lloyd's algorithm is equivalent to Newton's algorithm for minimizing the energy E. Since infinitesimal changes of centroid positions do not alter the sample-centroid assignment, the surrogate function (5) is the second-order Taylor expansion of the target energy, and its minimization is equivalent to a Newton step. If the new centroid positions C t+1 result in the same sample assignment as C t , then the Newton algorithm converges in one step and C t+1 is a local minimum. However, in many instances a large step will result in changes of sample assignment and invalidates the Taylor expansion, which slows down the convergence.
From the discussions above, we can see that an important reason for slow convergence of Lloyd's algorithm is that the centroid update only considers the local landscape of the target energy. Therefore, a natural idea to improve convergence is to incorporate more global information, which is the essence of the technique proposed in this paper.
Anderson Acceleration for Lloyd's Algorithm
The key idea of our approach is that a sequence of centroid positions generated by Lloyd's algorithm can be considered as the results of a fixed-point iteration scheme. Since the new centroid positions C t+1 depend on the sample-centroid assignments P t+1 = {ρ t+1 i
} which in turn depend on the previous centroids C t , we can combine the assignment step and the update step and write C t+1 as a function of
Here the subscript AU indicates an iterate using the combined assignment and update step, which we differentiate from the accelerated iterate that will be introduced later. If Lloyd's algorithm converges to a local minimum C * , then it must be a fixed point of the mapping G, i.e., C * = G(C * ). Based on this observation, we can apply Anderson acceleration, a well-established technique for accelerating fixed-point solvers (Anderson, 1965; Walker and Ni, 2011) , to improve the convergence of Lloyd's algorithm. Note that Lloyd's algorithm searches for centroid positions C for which the residual F (C) = G(C) − C vanishes. Instead of simply taking G(C t ) as the new iterate, Anderson acceleration also makes use of m previous iterates C t−1 , . . . , C t−m to determine an accelerated iterate that achieves better reduction of the residual. Let us denote
. Then using the iterates C t , C t−1 , . . . , C t−m , we can approximate the high-dimensional graph of (G(C), F (C)) with the affine subspace spanned by
Anderson acceleration searches within this affine space for a point whose residual components are as close to zero as possible, and takes the corresponding G components as the new iterate C t+1 . This is equivalent to solving a linear least-squares problem (Walker and Ni, 2011; Toth and Kelley, 2015) 
and then computing C t+1 as
In this way, the accelerated iterate is determined using a more global landscape of the residual, which often results in faster convergence as shown by various authors (Lipnikov et al., 2013; Higham and Strabić, 2016; Pratapa et al., 2016; An et al., 2017; Ho et al., 2017) . Indeed, it has been shown in (Fang and Saad, 2009 ) that Anderson acceleration corresponds to a quasi-Newton method for finding the residual root, which approximates the inverse Jacobian by enforcing secant conditions using m previous iterates.
Although Anderson acceleration works well for many problems, it does not guarantee energy decrease in general, and can stagnate at a wrong solution (Walker and Ni, 2011; Potra and Engler, 2013) . Recently, Peng et al. (2018) proposed a modification of Anderson Acceleration that improves stability. For a fixed-point solver that guarantees energy decrease in each iteration, they check the accelerated iterate to see whether it decreases the energy compared with the previous iterate; if not, then they revert to the unaccelerated iterate from the fixed-point solver. This approach guarantees monotonic decrease of the target energy and is shown to be effective in improving robustness of Anderson acceleration. We adopt the same strategy to stabilize the accelerated solver, by checking the decrease of target energy (1): if the accelerated iterate does not decrease the energy, then we revert to the iterate using Lloyd's algorithm which guarantees that the new energy value is no larger than the previous iteration. An additional benefit of this strategy is the low computational overhead compared with the unaccelerated solver. For the K-Means clustering problem, the overhead per iteration consists of two parts: (i) computing the accelerated iterate according to Equations (7) and (8); (ii) checking the energy of the accelerated iterate. Part (i) involves m inner products between (Kd)-dimensional vectors as well as solving an m × m linear system, which is typically a small cost. For Part (ii), the evaluation of target energy (1) requires assigning the sample points to the accelerated centroid positions, which can be reused in the next iteration unless we need to revert to the unaccelerated iterate. Therefore, if the accelerated iterate is accepted, then Part (ii) only involves computing the distance from each sample to its assigned centroid, with a total time complexity of O(N ) which is often only a small portion of the computation per iteration (Peng et al., 2018) . If the accelerated iterate is not accepted, then an additional assignment step will be incurred, but the overhead is still acceptable if we adopt a fast assignment method such as the one from (Hamerly, 2010) . In our experiments, the majority of accelerated iterates are accepted (see Tables 2 and 3) , thus the overhead from Part (ii) is often small.
For the classical Lloyd's algorithm, its convergence is indicated by the same assignment of samples to centroids between two consecutive iterations, because in this case the iterative algorithm can no longer decrease the target energy. For our accelerated algorithm, it is easy to show that the convergence criterion remains the same: since we only accept an accelerated iterate when it decreases the target energy, our algorithm runs until an accelerated iterate is rejected and the fall-back iterate using Lloyd's algorithm results in the same assignment as the previous iteration, which indicates a local minimum of the energy. Data: X: sample points; C 0 : initial cluster centroids; m: the number of previous iterates used for acceleration; Assignment-Step: assigning samples to clusters according to Eq. (3); Update-Step: updating cluster centroids according to Eq. (4); G: the mapping combining the assignment and update steps; E(P, ·): evaluating the K-Means clustering energy (1) using pre-computed assignment P; m: the maximum number of previous iterates used for acceleration. Result: A sequence {C k } converging to a local minimum of E.
else if
12 end // Make sure C t decreases the energy
Dynamic Adjustment of m
By default, the number of previous iterates m used in Anderson acceleration is fixed during the whole solving process, and can influence the convergence rate (Higham and Strabić, 2016; Peng et al., 2018) . With a larger value of m, more information is utilized for approximating the inverse Jacobian. On the other hand, a larger m increases the computational cost, and may overfit iterates that are far away. In general, the optimal choice of m is problem-dependent and is difficult to determine beforehand. To achieve more robust speedup, we propose an adaptive strategy to dynamically adjust the value of m according to the decrease of energy. The key idea is to compare the energy decrease from the current iterate with the decrease from the last iterate. In particular:
• If the current iterate increases the energy, or the energy decrease in the current iteration is small compared to the previous iteration, then m should be become smaller.
• If the energy decrease in the current iteration is large enough compared to the previous iteration, then m should be larger.
• Otherwise, m is not altered.
This strategy is similar to the trust region method that enlarges or shrinks the trust region according to the effectiveness of the current step (Nocedal and Wright, 2006) . The full acceleration algorithm for K-Means clustering is shown in Algorithm 1, and lines 4-8 are the adjustment steps for the m value. Our experiments show that dynamic adjustment of m achieves better performance than a fixed m value for many problem instances (see Section 3.1).
Results
We evaluate the performance of our algorithm and compare it with other K-means clustering algorithms in a series of experiments. All algorithms are implemented in C++ and parallelized on the CPU using OpenMP. The Assignment-Step in Algorithm 1 is implemented based on Hamerly's method (Hamerly, 2010) . Although the it can be further optimized using more recent methods such as those from (Ding et al., 2015) and (Newling and Fleuret, 2016 ), this will not affect the reduction ratio in the number of iterations.
We conduct the experiments on 20 datasets in a variety of sizes. They consist of 19 real-world datasets from the UCI machine learning repository (Dheeru and Karra Taniskidou, 2017) , and the synthetic Birch dataset (Zhang et al., 1997) that contains clusters in regular grid structure 2 . Table 1 shows the size and dimension of each data set (N for the number of samples, d for the dimension). All algorithms are started with the same initial centroids and iterated until convergence, and are tested on a desktop PC with a quad-core Intel CPU i7 and 4GB RAM. For Algorithm 1, in all tests we set ε 1 = 0.02 and ε 2 = 0.5, m = 30, and initialize m to 2 by default. Table 2 compares the performance of our method using fixed and dynamic m values, showing the computational time and the number of iterations required by each strategy. We can observe that in the majority of cases, dynamic adjustment of m reduces the computational time as well as the number of iterations compared with a fixed m strategy. The total computational time is reduced by more than 20 percent for most datasets, and even better for some datasets such as Slicelocalization(#2), Letterrecognition(#4) and M iniBoone(#10). Although we use the same values of ε 1 and ε 2 for all datasets, the dynamic adjustment strategy performs consistently better than a fixed m strategy.
Settings of m

Comparison with Lloyd's Algorithm
In Table 3 , we compare our method with Lloyd's algorithm using the assignment method from Hamerly (2010) . We show the number of iterations, the total computational time, and the final mean squared error (MSE) between the samples and their corresponding centroids. To demonstrate the robustness of our method to the initial centroid positions, we test four different initialization techniques: K-Means++ (Arthur and Vassilvitskii, 2007) , afk-mc 2 (Bachem et al., 2016) , bf (Bradley and Fayyad, 1998) , and CLARANS (Newling and Fleuret, 2017) . The initial centroids are generated by the code accompanying the paper (Newling and Fleuret, 2017) .
For all 20 datasets, we test the methods by setting the number of clusters K = 10 and starting from each of the four sets of initial centroids, resulting in 80 test cases. Table 3 shows that our method requires less computational time than Lloyd's algorithm in the majority of cases. In particular, our Table 2 : Performance comparison between strategies of fixed and dynamic m value for our method. For dynamic strategies, the initial m value is shown in the header. For each strategy, the number a/b in the column #Iter means that the solver takes b iterations, out of which a iterations accepts the accelerated iterate. Between each pair of strategies with the same m, the shortest computational time for each dataset is highlighted in bold font.
Dataset
Fixed To demonstrate the robustness of our method to the number of clusters K, we also test each dataset using different values of K. The last three columns of Table 3 shows the performance of both methods initialized with CLARANS and for cluster numbers K = 10, K = 100, and K = 1000, respectively. We can observe that our method consistently outperforms Lloyds' algorithm for different K values.
Conclusion
In this paper, we apply a modified Anderson acceleration scheme to improve the performance of Lloyd's algorithm. We also propose a dynamic adjustment strategy of the parameter m to improve the robustness of Anderson acceleration. Experimental results show that our method can improve the convergence rate of Lloyd's algorithm regardless of the dimension and size of the data sets, the number of clusters, and initial values. The proposed method can be combined with existing acceleration schemes that reduce the assignment cost and improve the initialization.
Although our algorithm performs consistently better than classical Lloyd's algorithm, its acceleration ratio varies between different problem instances. One interesting future work would be to investigate characteristics of samples that influence the effectiveness of our approach. In addition, many optimization algorithms used in machine learning have similar forms as Lloyd's algorithm. Therefore, another interesting direction for future research is to extend the proposed algorithm to other problems.
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