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Abstract
We investigate the Yang–Mills problem on a quantum Heisenberg manifold Dcμν in the setting of the non-
commutative differential geometry. This problem was already studied by Kang (2010) in [6] for a specific
module Ξ over Dcμν , and Kang obtained a family of connections which are critical points of the Yang–Mills
functional on Ξ . But it turned out that they are neither minima nor maxima. In this article we construct a
connection ∇0 on Ξ , and show that it is a minimum of the Yang–Mills functional on the module. Moreover
we give a certain family of minima including ∇0, and show that the moduli space for Ξ is non-trivial.
© 2012 Elsevier Inc. All rights reserved.
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1. Introduction
Classical Yang–Mills theory is concerned with the set of connections (i.e., gauge poten-
tials) on a vector bundle over a smooth manifold. The Yang–Mills functional YM measures
the “strength” of the curvature of a connection. The problem of determining the nature of the set
of connections where YM attains its minimum, or more generally its critical points is known as
the Yang–Mills problem.
Connes and Rieffel extended Yang–Mills theory to finitely generated projective modules over
a C∗-algebra on which a connected Lie group acts. It is explained in [3] that a goal or motivation
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its “manifold shadow”. For instance, the manifold shadow of the non-commutative torus is
(T2)d/Σd for a module of the form Ξd , where Ξ is a module that is not a multiple of any
other module and Σd is the permutation group acting on (T2)d . Inspired by this work, Rieffel
investigated the Yang–Mills problem on some modules for higher dimensional non-commutative
tori [13,11], but not all modules were considered.
Although Yang–Mills theory seems to be natural, only a few examples such as that of the
non-commutative torus and that of the non-commutative sphere S4θ have been known so far [3,7].
In this article, we study Yang–Mills theory on quantum Heisenberg manifolds {Dcμν} with the
setting introduced in [6]. The importance of quantum Heisenberg manifolds could be found in
the following: In view of (strict) deformation quantization, the non-commutative d-torus is an
example of a strict deformation quantization of the d-dimensional ordinary torus Td in the sense
of Rieffel. A further aspect of this special deformation quantization is that the ordinary torus acts
on the non-commutative torus as a group of automorphisms. If a mechanical system, that is to
say a smooth manifold with a Poisson bracket, possesses a Lie group action of symmetries acting
on it, one seeks deformations which are compatible with the Lie group action. Rieffel proved that
there is a (strict) deformation quantization of the classical Heisenberg manifold, namely, a non-
commutative Heisenberg manifold where the Heisenberg group action is invariant. This provided
another example of a concrete non-commutative smooth manifold, which can be considered as a
quantum mechanical system [9, Theorem 5.5]. He expected that (non-commutative) Yang–Mills
theory would be applicable to non-commutative Heisenberg manifolds, but little has been known
until a groundbreaking work of Kang. In [6] she studied the Yang–Mills functional on a projective
module over a non-commutative Heisenberg manifold, and obtained a family of critical points
of the Yang–Mills functional. It turned out that the methods used to find solutions of the Yang–
Mills equation are very different from those in the non-commutative torus case. For instance, a
set of critical points of the Yang–Mills functional for a non-commutative Heisenberg manifold is
described as a set of solutions to (non-commutative) Laplace’s equations (see [14]).
We remind the reader that the goal of Yang–Mills theory is to determine the moduli space
which is the quotient space of minimum points of the Yang–Mills functional under the unitary
action. In view of this, critical points obtained by Kang are not satisfactory since they are nei-
ther minima nor maxima [6, Remark 5.2]. In [6], to construct critical points of the Yang–Mills
functional, Kang used a particular Grassmannian connection which is always compatible with
the metric, and perturbed it by “multiplication-type” elements. In contrast, on the same module
considered by Kang we directly construct a connection ∇0 by adapting the definition of a certain
connection on the non-commutative torus to the case of the quantum Heisenberg manifold, and
show that it is a minimum of the functional (see Proposition 4.2 and Theorem 4.5) using the
fact that ∇0 is of “constant curvature”. To get a certain family of minimum points we perturb
∇0 using multiplication-type elements following the idea of Kang (see Theorem 5.2). Moreover,
using these minima we investigate the moduli space of a projective module (see Theorem 5.6).
However, there might be other projective modules which do not admit connections of constant
curvature. But for these the author does not know how to determine minima of the Yang–Mills
functional.
This paper is organized as follows. In Section 2, we briefly review Connes and Rieffel’s Yang–
Mills theory for a C∗-algebra. In Section 3, we give a more detailed description of a particular
finitely generated projective module over the quantum Heisenberg manifold which was defined
first in [6]. In Section 4, we construct a minimum of the Yang–Mills functional on the projective
module. Finally, in Section 5, we generate a family of minimum points using a technique of
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points coming from R×T.
2. Non-commutative Yang–Mills theory
Let (A,G,α) be a C∗-dynamical system, where G is a Lie group. An element x of A is said
to be a C∞-vector if and only if the map g → αg(x) from G to A is C∞ for the norm on A. Then
A∞ = {a ∈ A | a is a C∞-vector} is norm-dense in A. In this case we call A∞ the smooth dense
subalgebra of A. Since a C∗-algebra together with the smooth dense subalgebra is an analogue of
a smooth manifold, finitely generated projective A∞-modules are the appropriate generalizations
of smooth vector bundles over the manifold [4]. The following lemma says that if there exists a
finitely generated projective A-module, a finitely generated projective A∞-module exists.
Lemma 2.1. (See [5, Lemma 1].) For every finite projective A-module Ξ , there exists a finite
projective A∞-module Ξ∞, unique up to isomorphism, such that Ξ is isomorphic to Ξ∞⊗A∞ A.
Recall that an Hermitian metric on a module Ξ , which is not necessarily projective, over a
C∗-algebra A is a A-valued inner product 〈·, ·〉A on Ξ ×Ξ satisfying
• 〈ξ, η〉∗A = 〈η, ξ 〉A,• 〈ξ, ηa〉A = 〈ξ, η〉Aa,
• 〈ξ, ξ 〉A  0, for ξ, η ∈ Ξ and a ∈ A,
• for any linear map, φ, from Ξ to A such that φ(ξa) = φ(ξ)a for all ξ ∈ Ξ and a ∈ A, there
is an η ∈ Ξ such that φ(ξ) = 〈ξ, η〉A for all ξ ∈ Ξ .
The last condition is called the (strong) self-duality (see [13]). An Hermitian structure on a
module Ξ∞ over its smooth dense subalgebra is defined by replacing Ξ and A with Ξ∞ and A∞
in the above. We note that a finitely generated projective module can always be equipped with
a Hermitian metric, for example, by viewing it as a summand of a free module and restricting
to it the standard Hermitian metric on the free module. In the following, we will assume Ξ∞ is
equipped with a Hermitian metric 〈,〉A∞ (see [5]).
Let δ be the representation of the Lie algebra g of G in the Lie algebra of (unbounded) deriva-
tions of A∞ given by
δX(a) = lim
t→0
1
t
(
αgt (a)− a
)
for X ∈ g and a ∈ A∞ where gt is the path in G such that g˙0 = X [5].
Definition 2.2. (See [5, Definition 2].) Given Ξ∞, a connection on Ξ∞ is a linear map
∇ :Ξ∞ → Ξ∞ ⊗ g∗ such that for all X ∈ g, ξ ∈ Ξ∞ and a ∈ A∞
∇X(ξ · a) = ∇X(ξ) · a + ξ · δX(a). (1)
We shall say that ∇ is compatible with the Hermitian metric 〈,〉A∞ if and only if〈∇X(ξ), η〉A∞ + 〈ξ,∇X(η)〉A∞ = δX(〈ξ, η〉A∞) (2)
for all ξ, η ∈ Ξ∞, X ∈ g.
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element Θ of EndA∞(Ξ∞)⊗ Λ2(g)∗ given by
Θ∇(X,Y ) = ∇X∇Y − ∇Y∇X − ∇[X,Y ]
for all X,Y ∈ g.
We can justify the above definition with an additional fact. Given A-modules Ξ and Ξ ′,
recall that a map T from Ξ to Ξ ′ is said to be adjointable if there is a map T ∗ : Ξ ′ → Ξ
such that 〈T (ξ), η〉A = 〈ξ, T ∗(η)〉A for all ξ ∈ Ξ and η ∈ Ξ ′. In particular, when Ξ = Ξ ′ and
if T ∗ = −T , or 〈T (ξ), η〉A = 〈ξ,−T (η)〉A, then we call T a skew-adjointable element. We will
denote by Es the set of all skew-adjointable elements of E = EndA∞(Ξ∞). In general, all module
endomorphisms of a finitely generated projective module are automatically adjointable because
of the self-duality of a given Hermitian metric.
Proposition 2.4. If ∇ is compatible with the Hermitian metric, then the values of Θ are skew-
adjointable elements of E = EndA∞(Ξ∞).
Proof. Note that Θ∇(X,Y ) is a module endomorphism, thus it is adjointable by the above argu-
ment. It is also skew-adjointable since δ is a Lie algebra map (see also [3, p. 240]). 
The following observation is not hard, but useful.
Lemma 2.5. If ∇ and ∇0 are two compatible connections, then ∇X − ∇0X ∈ Es for each X ∈ g.
Thus, once we have fixed a compatible connection ∇0, every other compatible connection is of
the form ∇0 + ρ where ρ is a linear map from g into Es .
Given a connection ∇ , we define the covariant derivative δˆX on E for each X ∈ g by δˆX(T ) =
[∇X,T ] for T ∈ E (see [3, pp. 243–244]). Then the following lemma is well known in the case
that g is commutative [3, Theorem 2.1] and will be used later in the proof of our main theorem.
Lemma 2.6. Suppose ∇0 is a compatible connection on the module Ξ . If ∇ is another compatible
connection given by ∇ = ∇0 + ρ where ρ is a linear map from g to Es as in Lemma 2.5, then
Θ∇(X,Y ) = Θ∇0(X,Y ) + Ω(X,Y ) (3)
where Ω , that is associated with ∇0 and ρ, is the alternating E-valued 2-form on g defined by
Ω(X,Y ) = δˆX(ρY )− δˆY (ρX)− ρ[X,Y ] + [ρX,ρY ]
for X,Y ∈ g. Furthermore, Ω(X,Y ) ∈ Es for X,Y ∈ g.
Proof. (3) is straightforward.
Let Λ(X,Y ) = δˆX(ρY ) − δˆY (ρX) + [ρX,ρY ] for X,Y ∈ g. Then it is not hard to show that
Λ(X,Y ) is a module homomorphism.
Since ρX ∈ Es for any X ∈ g, we have the following two equalities. Note that we are omitting
a subscript A∞ for the inner product.
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(〈ρXξ,η〉)= 〈∇0Y (ρX(ξ)), η〉+ 〈ρXξ,∇0Y η〉
= 〈∇0Y (ρX(ξ)), η〉+ 〈ξ,−ρX(∇0Y η)〉, (4)
δY
(〈
ξ,−ρX(η)
〉)= 〈∇0Y ξ,−ρX(η)〉+ 〈ξ,−∇0Y (ρX(η))〉
= 〈ρX(∇0Y ξ), η〉+ 〈ξ,−∇0Y (ρX(η))〉. (5)
Since the left sides of (4) and (5) are equal, it follows that 〈[∇0X,ρY ]ξ, η〉 = 〈ξ, [ρY ,∇0X]η〉 =
〈ξ,−[∇0X,ρY ]η〉. Thus Λ(X,Y ) ∈ Es (this part was stated without proof in [3, p. 245]). Now
ρ[X,Y ] ∈ Es implies that Ω(X,Y ) = Λ(X,Y ) − ρ[X,Y ] ∈ Es . 
Since g is playing the role of the tangent space of A∞, the analogue of a Riemannian metric on
a manifold will be just an ordinary positive inner product on g. Thus we choose an inner product
on g, which will remain fixed throughout. With the curvature form in mind, we need a bilinear
form on the space of alternating 2-forms with values in E. Let {Z1, . . . ,Zn} be an orthonormal
basis for g. Given alternating E-valued 2-forms Φ and Ψ this form is given by
{Φ,Ψ }E =
∑
i<j
Φ(Zi,Zj )Ψ (Zi,Zj ). (6)
It is then independent of the choice of orthonormal basis [12, p. 536]. Finally, we need an ana-
logue of integration over a manifold, and we need this to be G-invariant. Thus it is appropriate
to assume that A∞ is given a faithful trace τ on A∞ which is invariant under the action of g, i.e.,
δ-invariant so that τ(δX(a)) = 0 for all X ∈ g and a ∈ A∞.
One can define an E-valued inner product, 〈,〉E , by
〈ξ, η〉E(ζ ) = ξ · 〈η, ζ 〉A∞
for ξ, η, ζ ∈ Ξ .
Now every element of E is a finite linear combination of terms of form 〈ξ, η〉E so that we can
define a faithful trace τE on E by
τE
(〈ξ, η〉E)= τ(〈η, ξ 〉A∞).
Lemma 2.7. (See [3, Lemma 2.2].) τE is δˆ-invariant in the sense that
τE
(
δˆX(T )
)= 0
for all T ∈ E and X ∈ g.
Definition 2.8. (See [3, p. 241].) The Yang–Mills functional YM is defined for a compatible
connection ∇ by
YM(∇) = −τE
({Θ∇ ,Θ∇}).
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may define a linear map ∇̂∗ from the space of Es -valued 2-forms Ω to 1-forms by(∇̂∗Ω)(Zi) =∑
j
[∇Zj ,Ω(Zi ∧Zj )]−∑
j<k
cij kΩ(Zj ∧Zk) (7)
where cij k are the structure constants of g for the basis {Zj }. In fact, ∇̂∗ is the formal adjoint of
∇̂ , which is defined by ∇̂(ρ)(X,Y ) = [∇X,ρY ] − [∇Y , ρX]− ρ[X,Y ] for a linear map ρ : g→ Es
and X,Y ∈ g, with respect to suitable (real) inner products on the space of Es -valued 2-forms
and 1-forms (see [12] for more details).
Lemma 2.9. (See [12, Theorem 1.1].) A compatible connection ∇ is a critical point of YM
exactly when it satisfies the Yang–Mills equation ∇̂∗(Θ∇) = 0.
Definition 2.10. Let Hom(g,E) be the space of linear maps from g to E. We define a ‘conjugate’
action of the group U(E) of unitary elements of E on Hom(g,E). To be specific, for u ∈ U(E),
ρ ∈ Hom(g,E), we define γu(ρ) by
γu(ρ)Xξ = u
(
ρX
(
u∗ξ
))
for X ∈ g and ξ ∈ Ξ .
It is not hard to show that the set CC(Ξ∞) of compatible connections is closed under conju-
gation by unitary elements of E. In other words, it is easily verified that γu(∇) ∈ CC(Ξ∞) for
all u ∈ U(E) and ∇ ∈ CC(Ξ∞). It is also verified that
Θγu(∇)(X,Y ) = uΘ∇(X,Y )u∗
for X,Y ∈ g, and that
{Θγu(∇),Θγu(∇)} = u{Θ∇ ,Θ∇}u∗.
It follows that
YM
(
γu(∇)
)= YM(∇)
for every u ∈ U(E) and ∇ ∈ CC(Ξ∞). Thus YM is a well-defined functional on the quo-
tient space CC(Ξ∞)/U(E). If MC(Ξ∞) denotes the set of compatible connections where YM
attains its minimum, we call MC(Ξ∞)/U(E) the moduli space for Ξ∞, or more generally
{the set of critical points}/U(E) the moduli space for Ξ∞ [3, p. 242].
3. A non-commutative vector bundle over a quantum Heisenberg manifold
In this section, we define a quantum Heisenberg manifold Dcμν and a Hilbert module over
Dcμν . In fact, the definitions are originally due to Abadie [1] and a module in [1] was defined as
a left Dc -module.μν
H.H. Lee / Journal of Functional Analysis 263 (2012) 941–959 947For any positive integer c let Sc denote the space of C∞ functions φ on R × T × Z which
satisfy
(a) φ(x + k, y,p) = e(ckpy)φ(x, y,p) for all k ∈ Z where e(x) = e2πix ,
(b) supK×Z ‖pk ∂
m+n
∂xm∂yn
φ(x, y,p)‖ < ∞ for all k,m,n ∈N and any compact set K of R×T.
For each h¯ ∈ R let Dch¯μν denote the norm completion of Sc with product and involution defined
by
(c) φ ∗ψ(x, y,p) =∑q∈Z φ(x − h¯(q − p)μ,y − h¯(q − p)ν, q)ψ(x − h¯qμ,y − h¯qν,p − q),
(d) φ∗(x, y,p) = φ(x, y,−p),
and with the norm coming from the representation on L2(R×T×Z) defined by
φ(f )(x, y,p) =
∑
q
φ
(
x − h¯(q − 2p)μ,y − h¯(q − 2p)ν, q)f (x, y,p − q)
where μ,ν are non-zero real numbers [9, Theorem 5.5].
Let G be the (reparameterized) Heisenberg group so that when it is identified with R3 the
product is given by (r, s, t)(r ′, s′, t ′) = (r + r ′, s + s′, t + t ′ + csr ′). Then we have a canonical
action of G on Dch¯μν by
α(r,s,t)(φ)(x, y,p) = e
(
p
(
t + cs(x − r)))φ(x − r, y − s,p)
which comes from a left action of G on the Heisenberg manifold and (Dch¯μν,G,α) is a C∗-
dynamical system [9, p. 557].
From now on we only consider the case h¯ = 1, and thus Dcμν will denote the corresponding
C∗-algebra. We shall call it a quantum Heisenberg manifold. While the above definition was
exploited to get the strict deformation quantization of the Heisenberg manifold by Rieffel, we
prefer the following description of Dcμν .
Theorem 3.1. (See [1, p. 17].) Dcμν is the closure in the multiplier algebra of C0(R× T) ×λ Z
of the ∗-subalgebra D0 consisting of functions φ in C(R×T×Z) which have compact support
on Z and satisfy
φ(x + k, y,p) = e(−ckp(y − pν))φ(x, y,p)
for all k,p ∈ Z, and (x, y) ∈R×T where λ(x, y) = (x + 2μ,y + 2ν).
Remark 3.2. In fact, Dcμν is the generalized fixed point algebra of C0(R × T) ×λ Z under the
action ρ of Z given by (ρkφ)(x, y,p) = e(ckp(y − pν))φ(x + k, y,p) [1, Proposition 2.8].
Under the map J given in [9], it is identified with the previous Dc .μν
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τD(φ) =
∫
T2
φ(x, y,0) dx dy. (8)
A useful method to get a finitely generated module over a C∗-algebra is to use the strong
Morita equivalence.
Theorem 3.3. (See [1, Theorem 2.12].) Let Ecμν be the closure in the multiplier algebra of C(R×
T)×σ Z of the ∗-subalgebra E0 consisting of functions ψ in C(R×T×Z) which have compact
support on Z and satisfy
ψ(x − 2pμ,y − 2pν, k) = e(ckp(y − pν))ψ(x, y, k)
for all k,p ∈ Z, and (x, y) ∈R×T where σ(x, y) = (x − 1, y). Then Ecμν and Dcμν are strongly
Morita equivalent.
According to the main theorem of [1], the bi-module Ξ inducing the above Morita equivalence
is the completion of Cc(R × T) with respect to either one of the norms induced by D〈·, ·〉 and
〈·, ·〉E respectively, given by
Dcμν
〈f,g〉(x, y,p) =
∑
k
e
(
ckp(y − pν))f (x + k, y)g(x − 2pμ+ k, y − 2pν), and
〈f,g〉Ecμν (x, y, k) =
∑
p
e
(−ckp(y − pν))f (x − 2pμ,y − 2pν)g(x − 2pμ+ k, y − 2pν)
for f,g ∈ Cc(R×T).
Remark 3.4. For later use, we give formulas for the product and the ∗-operation of the algebra
E0 as follows,
ψ1 ∗ψ2(x, y, k) =
∑
l
ψ1(x, y, l)ψ2(x + l, y, k − l),
ψ∗(x, y, k) = ψ(x + k, y,−k)
where ψ,ψ1,ψ2 ∈ E0. The action of E0 on Ξ is given by
(f ·ψ)(x, y) =
∑
k
ψ(x + k, y,−k)f (x + k, y)
for f ∈ Ξ , ψ ∈ E0. We also note that the left action of Dcμν on Ξ is given by
(φ · f )(x, y) =
∑
p
φ(x, y,p)f (x − 2pμ,y − 2pν)
for f ∈ Ξ , φ ∈ D0.
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bi-module as we see above. However, recall that the original definitions of connection, curvature,
Yang–Mills functional, etc. were stated in the context of a right Hilbert module over a C∗-algebra.
Thus, to define the Yang–Mills problem for the quantum Heisenberg manifold, we need to work
with a left-Ecμν and right-Dcμν bi-module. This can be done using the dual module Ξ˜ . In fact,
if X is an A–B bi-module, let X˜ be the conjugate vector space, so that there is an additive map
 :X → X˜ such that (λ · x) = λ¯ · (x). Then X˜ is a B–A bi-module with
b · (x) = (x · b∗), (x) · a = (a∗ · x),
B
〈
(x), (y)
〉= 〈x, y〉B, 〈(x), (y)〉A =A 〈x, y〉
for x, y ∈ X, a ∈ A, and b ∈ B . But in practice we will not distinguish X˜ and X so that we may
not use . Therefore, in the proposition below we write Ξ for the dual module Ξ˜ .
Proposition 3.5. Let Ξ be the completion Cc(R × T) with respect to either one of the norms
induced by one of the Dcμν and Ecμν -valued inner products, 〈·, ·〉D and E〈·, ·〉 respectively, given
by
〈f,g〉Dcμν (x, y,p) =
∑
k
e¯
(
ckp(y − pν))f (x + k, y)g(x − 2pμ+ k, y − 2pν), and
E〈f,g〉(x, y, k) =
∑
p
e
(
ckp(y − pν))f (x − 2pμ,y − 2pν)g(x − 2pμ+ k, y − 2pν).
Then Ξ is the left-Ecμν and right-Dcμν bi-module with the adapted actions given by
(ψ · f )(x, y) =
∑
k
ψ¯(x, y, k)f (x + k, y), (9)
(f · φ)(x, y) =
∑
p
φ(x + 2pμ,y + 2pν,p)f (x + 2pμ,y + 2pν). (10)
Proof. Since (f ) is identified with f in Ξ , so
(ψ · f )(x, y) = (f ·ψ∗)(x, y) =∑
k
ψ∗(x + k, y,−k)f (x + k, y) =
∑
k
ψ¯(x, y, k)f (x + k, y).
Next,
E〈f,g〉(x, y, k) =
〈
(f ), (g)
〉
E
(x, y, k)
=
∑
p
e
(−ckp(y − pν))(f )(x − 2pμ,y − 2pν)(g)(x − 2pμ+ k, y − 2pν)
=
∑
p

(
e
(
ckp(y − pν))f (x − 2pμ,y − 2pν))(g)(x − 2pμ+ k, y − 2pν)
=
∑
e
(
ckp(y − pν))f (x − 2pμ,y − 2pν)g(x − 2pμ+ k, y − 2pν).p
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Remark 3.6.
(1) Note the conjugate signs in (9) and (10) and contrast with the original actions in Remark 3.4.
This might look confusing and problematic, but in the end it has an advantage over the
original ones as illustrated, for instance, by the argument after Definition 5.1.
(2) To define a module for the Yang–Mills functional, we can directly define Ξ as above and
prove that it induces the strong Morita equivalence of Dcμν and Ecμν . This approach was
taken by Kang in [6].
Though Ξ is a conjugate linear space, the following corollary shows that the action of Ecμν
on Ξ is not conjugate linear. This point will be of importance to us when we repeatedly compute
the action of Ecμν on Ξ in Sections 4 and 5.
Corollary 3.7. Ξ is a finitely generated projective (right) Dcμν -module and EndDcμν (Ξ) is iso-
morphic to Ecμν via the map sending ψ ∈ Ecμν to Lψ :f → ψ · f .
Proof. The equality
(λψ) · f = (f · (λψ)∗)= (f · λ¯ψ∗)
= (λ¯f · ψ∗)= λ(f ·ψ∗)
= λ(ψ · f )
implies that the map f → ψ · f is linear so that the map ψ ∈ Ecμν → Lψ ∈ EndDcμν (Ξ) is well
defined. Note that both Ecμν and Dcμν have identity elements [2, p. 309]. From the (strong) Morita
equivalence it follows that any element in EndDcμν (Ξ) is of the form Lψ for some ψ ∈ Ecμν . In
addition, Ξ is a finitely generated projective module (see [10, Proposition 2.1]). 
By Lemma 2.1, the smooth dense finitely generated projective (Dcμν)∞-module Ξ∞ of Ξ
exists, and Ξ∞ satisfies that Ξ is naturally isomorphic to Ξ∞ ⊗(Dcμν)∞ Dcμν . Since we never
work with Dcμν and Ξ , but only with C∞-versions, we shall denote the latter by Dcμν and Ξ
from now on. We remark that this module is exactly the same smooth module considered in [6],
and the bi-module structure is same. The Morita equivalence of Ecμν and Dcμν also implies that
any smooth element of Ecμν can be viewed as an element of E. In this article, we only work with
a specific finitely generated and projective module Ξ , and refer the reader to [2] for other finitely
generated and projective modules over Dcμν .
4. A minimum of Yang–Mills functional
Under the map J in [9], G acts on Dcμν by
α(r,s,t)(φ)(x, y,p) = e
(
p
(
t + cs(x − pμ− r)))φ(x − r, y − s,p) (11)
for φ ∈ Dcμν , and (Dcμν,G,α) becomes a C∗-dynamical system. We can also check that τD , as
defined in (8), is δ-invariant.
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Z1 =
(0 0 0
0 0 1
0 0 0
)
, Z2 =
(0 1 0
0 0 0
0 0 0
)
, Z3 =
(0 0 1/c
0 0 0
0 0 0
)
.
Then we have the derivations corresponding to this basis.
Proposition 4.1. The representation δ of g as a Lie algebra of derivations on Dcμν is given by
δZ1(φ)(x, y,p) = −
∂
∂x
φ(x, y,p),
δZ2(φ)(x, y,p) = −
∂
∂y
φ(x, y,p)+ 2πicp(x − pμ)φ(x, y,p),
δZ3(φ)(x, y,p) = 2πipφ(x, y,p).
Proof. In our case, exp(A) = I +∑n=1 An/n!. Using the action of G defined as in (11), we can
compute δX(φ) = limt→0 1t (αexp(tX)(φ) − φ) for X = Z1,Z2,Z3 ∈ g and φ ∈ Dcμν . 
Now we define a linear map ∇0 :Ξ → Ξ ⊗ g∗ in terms of the basis given above;
(∇0Z1f )(x, y) = − ∂∂x f (x, y), (12)(∇0Z2f )(x, y) = − ∂∂y f (x, y)+ πci2μ x2f (x, y), (13)(∇0Z3f )(x, y) = πixμ f (x, y) (14)
for f ∈ Ξ .
Proposition 4.2. The linear map ∇0 :Ξ → Ξ ⊗ g∗ satisfying (12), (13), (14) is a compatible
connection.
Proof. To verify the derivative law (1) in Definition 2.2, it will be enough to check the condition
for the basis.
Since ∇0Z1 is essentially a partial derivative with respect to x, it easily follows that ∇0Z1(f ·
φ) = ∇0Z1(f ) · φ + f · δZ1(φ).
To check the formula (1) for X = Z2 ∈ g, note that
((∇0Z2f ) · φ)(x, y) = −∑
p
φ¯(x + 2pμ,y + 2pν,p) ∂
∂y
f (x + 2pμ,y + 2pν)
+
∑
φ¯(x + 2pμ,y + 2pν,p)πci
2μ
(x + 2pμ)2f (x + 2pμ,y + 2pν),
p
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f · δZ2(φ)
)
(x, y) = −
∑
p
∂
∂y
φ¯(x + 2pμ,y + 2pν,p)f (x + 2pμ,y + 2pν)
−
∑
p
2πicp(x + pμ)φ¯(x + 2pμ,y + 2pν,p)f (x + 2pμ,y + 2pν).
If we add the first terms of ((∇0Z2f ) · φ)(x, y) and (f · δZ2(φ))(x, y), we get the derivative of
f ·φ with respect to y, and if we add the other terms, we get the multiplication of πci2μ x2 to f ·φ,
thus ∇0Z2(f · φ) = ∇0Y (f ) · φ + f · δZ2(φ) is proved.
Similarly, ∇0Z3(f · φ) = ∇0Z3(f ) · φ + f · δZ3(φ) is proved.
To check the compatibility of the connection with respect to the metric, it is also enough
to check the condition (2) in Definition 2.2 for the basis Z1,Z2,Z3. For a moment, without
confusion, we drop Dcμν in the inner product 〈,〉Dcμν .
Since δZ1 acts as a partial derivative, it follows that〈∇0Z1f,g〉+ 〈f,∇0Z1(g)〉= δZ1(〈f,g〉).
Secondly,〈∇0Z2f,g〉(x, y,p)+ 〈f,∇0Z2g〉(x, y,p)
=
∑
k
(
πci
2μ
(x + k)2 − πci
2μ
(x − 2pμ+ k)2
)
e¯
(
ckp(y − pν))
× f (x + k, y)g¯(x − 2pμ+ k, y − 2pν)
−
∑
k
e¯
(
ckp(y − pν)) ∂
∂y
f (x + k, y)g¯(x − 2pμ+ k, y − 2pν)
−
∑
k
e¯
(
ckp(y − pν))f (x + k, y) ∂
∂y
g¯(x − 2pμ+ k, y − 2pν)
=
∑
k
(
2πicp(x − pμ)+ 2πicpk)e¯(ckp(y − pν))f (x + k, y)g¯(x − 2pμ+ k, y − 2pν)
−
∑
k
e¯
(
ckp(y − pν)) ∂
∂y
f (x + k, y)g¯(x − 2pμ+ k, y − 2pν)
−
∑
k
e¯
(
ckp(y − pν))f (x + k, y) ∂
∂y
g¯(x − 2pμ+ k, y − 2pν) = δZ2
(〈f,g〉)(x, y,p).
Finally, 〈∇0Z3(f ), g〉(x, y,p)+ 〈f,∇0Z3(g)〉(x, y,p)
=
∑
k
(
πi(x + k)
μ
+ πi(x − 2pμ+ k)
μ
)
e¯
(
ckp(y − pν))
× f (x + k, y)g¯(x − 2pμ+ k, y − 2pν)
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∑
k
e¯
(
ckp(y − pν))f (x + k, y)g¯(x − 2pμ+ k, y − 2pν)
= δZ3
(〈f,g〉)(x, y,p). 
One notable property of ∇0 is the following curvature calculation.
Proposition 4.3.
Θ∇0(Z1,Z2) = 0, Θ∇0(Z2,Z3) = 0, Θ∇0(Z3,Z1) =
πi
μ
IE
where IE is the identity element of E = EndDcμν (Ξ).
Thus we can write
Θ∇0(Zi,Zj ) = K(Zi,Zj )IE (15)
for the basis {Zi} ∈ g, where K is a complex valued alternating form on g. In this case, we say
that ∇0 is a connection of constant curvature following Connes and Rieffel [3, p. 243]. This
special property leads us to adapt the argument used in the proof of Theorem 2.1 in [3] to our
slightly non-commutative situation as follows.
Theorem 4.4. The connection ∇0 :Ξ → Ξ ⊗ g∗ satisfying (12), (13), (14) is a critical point of
the Yang–Mills functional for the quantum Heisenberg manifold Dcμν .
Proof. We note that [Z1,Z2] = −cZ3, [Z2,Z3] = 0, [Z3,Z1] = 0. With these, the curvature
calculation in Proposition 4.3 simplifies (7) to be zero. i.e., ∇̂∗(Θ∇) = 0. See [8] for details. 
One of our main results is to prove that ∇0 is a minimum. We remark that we choose an inner
product on g such that a basis {Zi} is orthonormal, and this choice is critical in the sense that if
other inner products are chosen, then the following argument may not hold.
Theorem 4.5. The connection ∇0 :Ξ → Ξ ⊗ g∗ satisfying (12), (13), and (14) is a minimum of
the Yang–Mills functional for the quantum Heisenberg manifold Dcμν .
Proof. Again we recall that [Z1,Z2] = −cZ3, [Z2,Z3] = 0, [Z3,Z1] = 0. In view of
Lemma 2.5, we can write a compatible connection ∇ = ∇0 + ρ where ρ is a linear map from g
to Es . Then by Lemma 2.6 the curvature for ∇ is given by
Θ∇(X,Y ) = Θ∇0(X,Y ) + Ω(X,Y )
where Ω is the alternating E-valued 2-form on g defined by
Ω(X,Y ) = δˆX(ρY )− δˆY (ρX)− ρ[X,Y ] + [ρX,ρY ]
for X,Y ∈ g.
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Ω(Zi,Zj )Θ∇0(Zi,Zj ) = Θ∇0(Zi,Zj )Ω(Zi,Zj ) = K(Zi,Zj )Ω(Zi,Zj )
by (15). Thus
{Θ∇ ,Θ∇}E = {Θ∇0 ,Θ∇0}E + 2
∑
i<j
K(Zi,Zj )Ω(Zi,Zj )+ {Ω,Ω}E.
By Lemma 2.7,
YM(∇) = YM(∇0)+ 2∑
i<j
K(Zi,Zj )τE(ρ[Zi,Zj ])− τE
(∑
i<j
Ω(Zi,Zj )Ω(Zi,Zj )
)
.
But K(Z1,Z2) = 0 and [Z1,Z3] = [Z2,Z3] = 0 imply that
YM(∇) = YM(∇0)− τE(∑
i<j
Ω(Zi,Zj )Ω(Zi,Zj )
)
. (16)
Since Ω(Zi,Zj ) ∈ Es by Lemma 2.6, the term −τE(∑i<j Ω(Zi,Zj )Ω(Zi,Zj )) is non-
negative. It follows that YM attains its minimum at ∇0. 
Corollary 4.6. The curvatures of all minimizing connections for YM are same. Thus the set
MC(Ξ) of all compatible connections where YM attains its minimum consists exactly of all
compatible connections with constant curvature.
Proof. Suppose ∇ is another minimizing connection. This means that YM attains its minimum
also at ∇ . Then from (16) we must have τE({Ω,Ω}) = 0. Since τ is faithful, τE is also faithful
(see [3, p. 245]). Again Ω has values in Es so that Ω = 0 in (3). Thus we have Θ∇(X,Y ) =
Θ∇0(X,Y ). 
5. Moduli space for a non-commutative vector bundle
Now we construct a family of minimizing connections by perturbing the ∇0. To do this, we
use so-called multiplication-type elements in E due to Kang. In fact, Kang perturbed a canonical
Grassmannian connection by adding a map from g to the set of multiplication-type elements in
Ecμν . In our case, we instead perturb our ∇0 using those maps. We begin with the definition of
multiplication-type elements.
Definition 5.1. (See [6, Definition 4.1].) For a function G ∈ C(T2), define a multiplication-type
element G of Ecμν by
G(x, y, k) = G(x,y)δ0(k).
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map ρ from g into Es . In particular, we consider maps ρ from g to Es whose range lies in the
set of multiplication-type elements of Ecμν (and say that such a map ρ is of multiplication-type).
This means that for each Zi ∈ g we define ρ by
ρ(Zi) = Gi
where Gi ’s are corresponding functions to the multiplication-type elements Gi’s. Then by [6,
Lemma 4.3] G is skew-adjointable (as an element of E) if and only if the corresponding func-
tion G is skew-symmetric, i.e. G(x,y) = −G(x,y). Since G is a smooth function, any skew-
adjointable multiplication-type element G can be regarded as an element of Es via Corollary 3.7.
By [6, Proposition 4.4] or a straightforward computation
(ρZi · f )(x, y) = −Gi(x, y)f (x, y) (17)
for f ∈ Ξ (notice that no conjugate sign in this action! see Remark 3.6).
If we let ∇ = ∇0 + ρ, then by Lemma 2.6
Θ∇ = Θ∇0 + Ω,
and
Ω(Zi,Zj ) =
[
ρZi ,∇0Zj
]+ [∇0Zi , ρZj ]− ρ[Z1,Zj ] + [ρZi , ρZj ].
We can check that for f ∈ Ξ
(
Ω(Z1,Z2)f
)
(x, y) = −
(
∂
∂y
G1
)
(x, y)f (x, y) +
(
∂
∂x
G2
)
(x, y)f (x, y)− cG3(x, y)f (x, y),
(
Ω(Z2,Z3)f
)
(x, y) =
(
∂
∂y
G3
)
(x, y)f (x, y),
(
Ω(Z3,Z1)f
)
(x, y) = −
(
∂
∂x
G3
)
(x, y)f (x, y).
Thus, if we let ∂
∂y Gi,
∂
∂x
Gj be the multiplication-type elements corresponding to functions ∂∂yGi ,
∂
∂x
Gj respectively, then from (15) we see that
Θ∇(Z1,Z2) = ∂
∂y
G1 − ∂
∂x
G2 + cG3, (18)
Θ∇(Z2,Z3) = − ∂
∂y
G3, (19)
Θ∇(Z3,Z1) = πi
μ
IE + ∂
∂x
G3. (20)
Since the only non-zero structure constant of g is c312 = −c, we see from (7) that ∇ is a critical
point of the Yang–Mills functional if and only if
956 H.H. Lee / Journal of Functional Analysis 263 (2012) 941–959[∇Z2,Θ∇(Z1,Z2)]+ [∇Z3,Θ∇(Z1,Z3)]= 0, (21)[∇Z1,Θ∇(Z2,Z1)]+ [∇Z3,Θ∇(Z2,Z3)]= 0, (22)[∇Z1 ,Θ∇(Z3,Z1)]+ [∇Z2 ,Θ∇(Z3,Z2)]+ cΘ∇(Z1,Z2) = 0. (23)
Combining (18), (19), and (20) with (21) and (22), we see that to get a critical point we need
∂
∂y
(
∂
∂y
G1 − ∂
∂x
G2 + cG3
)
= ∂
∂x
(
∂
∂y
G1 − ∂
∂x
G2 + cG3
)
= 0.
Combining (18), (19), and (20) with (23), we also need
−G3 + c
(
∂
∂y
G1 − ∂
∂x
G2 + cG3
)
= 0.
Consequently we have the following equations,
∂
∂y
G1 − ∂
∂x
G2 + cG3 = c1i for some c1 ∈R, (24)
∂2G3
∂x2
+ ∂
2G3
∂y2
= cc1i. (25)
In particular, if we let c1 = 0, (25) implies that G3 is a harmonic periodic function on R2. Then,
by Liouville’s theorem G3 should be constant. Moreover, we note that
{Ω,Ω} =
∑
i<j
Ω(Zi,Zj )Ω(Zi,Zj )
= Ω(Z1,Z2)Ω(Z1,Z2)+Ω(Z2,Z3)Ω(Z2,Z3)+Ω(Z1,Z3)Ω(Z1,Z3)
= −c21 +
(
∂
∂y
G3
)2
+
(
∂
∂x
G3
)2
= 0
since c1 = 0 and G3 is the constant function.
Thus −τE({Ω,Ω}) = τE(∑i<j Ω(Zi,Zj )∗Ω(Zi,Zj )) = 0, and from (3) YM(∇) =
YM(∇0). Let us summarize what we have shown so far.
Theorem 5.2. Let ∇ = ∇0 + ω be a compatible connection where ω is a linear map from g to
Ecμν , whose range is in the set of “multiplication-type” skew-adjointable elements. Set ωZi = Gi
for i = 1,2,3 where Gi(x, y, k) = Gi(x, y)δ0(k). Then ∇ is a critical point of the Yang–Mills
functional if and only if G1, G2, and G3 satisfy the following equations
∂
∂y
G1 − ∂
∂x
G2 + cG3 = c1i for some c1 ∈R,
∂2G3
∂x2
+ ∂
2G3
∂y2
= cc1i.
Furthermore, such a critical point is a minimum of the Yang–Mills functional if and only if c1 = 0.
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“multiplication-type” elements of Ecμν .
From now on we are going to show when two of these minimizing connections are in the same
orbit.
Even though we do not know E = End(Dcμν)∞(Ξ∞) explicitly (recall that Ecμν is EndDcμν (Ξ)
but not E when we now distinguish Dcμν and Ξ with smooth versions (Dcμν)∞ and Ξ∞), we
know that an element ψ of E is a finite linear combination of form E〈f,g〉 for f,g ∈ Ξ∞. It
follows that ψ ∈ E is rapidly decreasing along Z and R and smooth with respect to T.
Lemma 5.4. Given u ∈ E, if we let v(x, y, k) = u(x, y, k)k, then v ∈ E.
Proof. Here again we write Dcμν instead of (Dcμν)∞. We need to show that v determines a
Dcμν -linear map from Ξ to Ξ . In fact, (v · f )(x, y) =
∑
k u¯(x, y, k)kf (x + k, y) is also rapidly
decreasing with respect to x and smooth with respect to y. Therefore v · f is in Ξ . Also, since u
determines a Dcμν -linear map, it is easy to see that v determines a Dcμν -linear map. 
Using the definition of the left action (9) and the multiplication in Remark 3.4, we note that
u ∈ U(E) if and only if (u∗ ∗ u)(x, y, k) = δ0(k) and (u ∗ u∗)(x, y, k) = δ0(k).
In addition, we note that(
u · (u∗ · f ))(x, y) =∑
k
u¯(x, y, k)
∑
l
u(x + k + l, y,−l)f (x + k + l, y) = f (x, y). (26)
Lemma 5.5. Two minimum points ∇0 and ∇0 + ρ where ρ is a non-zero linear map from g to
Es , whose range is in the set of “multiplication-type” elements, are not in the same orbit under
the action of U(E).
Proof. Suppose that two minimum points ∇0 and ∇0 +ρ, where ρ is of multiplication-type, are
in the same orbit under the gauge action. i.e.,
γu
(∇0)= ∇0 + ρ
for some u ∈ U(E). In other words, there exists u ∈ U(E) such that
u · (∇0X(u∗ · f ))= ∇0X(f )+ ρX(f ) (27)
for every f ∈ Ξ and X ∈ g.
In particular, choosing X = Z3 in g, we compute u · (∇0Z3(u∗ · f ))− ∇0Z3(f )(x, y),
u · (∇0Z3(u∗ · f ))− ∇0Z3(f )(x, y)
=
∑
k
u¯(x, y, k)
πi
μ
(x + k)(u∗ · f )(x + k, y)− πi
μ
xf (x, y)
=
∑
u¯(x, y, k)
πi
μ
(x + k)
∑
u(x + k + l, y,−l)f (x + k + l, y)− πi
μ
xf (x, y)k l
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μ
x
∑
k
u¯(x, y, k)
∑
l
u(x + k + l, y,−l)f (x + k + l, y)
+
∑
k
u¯(x, y, k)
πi
μ
k
∑
l
u(x + k + l, y,−l)f (x + k + l, y)− πi
μ
xf (x, y)
= πi
μ
xf (x, y) +
∑
k
u¯(x, y, k)
πi
μ
k
∑
l
u(x + k + l, y,−l)f (x + k + l, y)
− πi
μ
xf (x, y) by (26)
= πi
μ
∑
k
u¯(x, y, k)k
∑
l
u(x + k + l, y,−l)f (x + k + l, y).
Thus to have (27) for Z3 ∈ g we must have
(ρZ3 · f )(x, y) =
πi
μ
∑
k
u¯(x, y, k)k
∑
l
u(x + k + l, y,−l)f (x + k + l, y).
Since the map ρ is of multiplication-type, (17) implies that
−G3(x, y)f (x, y) = πi
μ
∑
k
u¯(x, y, k)k
∑
l
u(x + k + l, y,−l)f (x + k + l, y).
But G3 is constant by Theorem 5.2, say id for some d ∈R{0}, and thus
f (x, y) = − π
μd
∑
k
u¯(x, y, k)k
∑
l
u(x + k + l, y,−l)f (x + k + l, y). (28)
Set v(x, y, k) = u(x, y, k)(− π
μd
)k. Then it belongs to E by Lemma 5.4, (28) can be written
as
f = v · (u∗ · f )
for any f ∈ Ξ .
Replacing f by u · f in (28), if necessary, we get u · f = v · f for any f ∈ Ξ . Thus v = u,
which is a contradiction to the definition of v. 
Theorem 5.6. Any two different minimum points of the type ∇0 +ρ where ρ is a linear map from
g to Es , whose range is in the set of “multiplication-type” elements, are not in the same orbit
under the action of U(E). In particular, the moduli space MC(Ξ)/U(E) contains uncountably
many points.
Proof. Let ∇0 + ρ1, ∇0 + ρ2 be two different minimum points where the maps ρi ’s are of
multiplication-type. Suppose that they are in the same orbit under the gauge action of U(E), i.e.,
γu(∇0 + ρ1) = ∇0 + ρ2. Then
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γu
(∇0 + ρ1))(Z) = (∇0 + ρ2)(Z)
for every element Z in g.
Choose Z = Z3. Recall that (ρjZ3 · f )(x, y) = −idf (x, y) for some d ∈R \ {0}. This implies
that γu(ρj )Z3 · f = ρjZ3 · f for every f ∈ Ξ (cf. Definition 2.10). Thus we must have(
γu
(∇0))
Z3
= ∇0Z3 + ρ2Z3 − ρ1Z3 .
Note that ρ2 − ρ1 is also a non-zero linear map from g to Ecμν , whose range is in the set of
multiplication-type elements in Es . By the argument shown in the proof of Lemma 5.5, this
leads us to a contradiction. 
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