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UNIVERSAL HARDY-SOBOLEV INEQUALITIES ON
HYPERSURFACES OF EUCLIDEAN SPACE
XAVIER CABRE´ AND PIETRO MIRAGLIO
Abstract. In this paper we study Hardy-Sobolev inequalities on hypersurfaces
of Rn+1, all of them involving a mean curvature term and having universal con-
stants independent of the hypersurface. We first consider the celebrated Sobolev
inequality of Michael-Simon and Allard, in our codimension one framework. Using
their ideas, but simplifying their presentations, we give a quick and easy-to-read
proof of the inequality. Next, we establish two new Hardy inequalities on hyper-
surfaces. One of them originates from an application to the regularity theory of
stable solutions to semilinear elliptic equations. The other one, which we prove by
exploiting a “ground state” substitution, improves the Hardy inequality of Car-
ron. With this same method, we also obtain an improved Hardy or Hardy-Poincare´
inequality.
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1. Introduction
In this article we establish some new Hardy inequalities on hypersurfaces of Eu-
clidean space. As the one of Carron [19] — for which we find an improved version
— all of them involve a mean curvature term and have universal constants. Our
inequalities have their origin in the recent work [17] by the first author on the reg-
ularity theory of stable solutions to semilinear elliptic equations. The paper [17]
established the regularity of such solutions up to dimension four, for all nonlineari-
ties, by using a foliated version of one of our new Hardy inequalities — the one of
Theorem 1.3 below. In this way, [17] succeeded to greatly simplify the 2010 proof of
X.C. and P.M. are supported by the MINECO grant MTM2017-84214-C2-1-P and are members
of the Catalan research group 2017SGR1392.
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the same result found in [16] by the first author1. In addition, [16] used the Michael-
Simon and Allard Sobolev inequality, which is a more sophisticated tool than our
Hardy inequality. In fact, one of the features of the current paper is that proofs
are rather elementary — even if they concern functions defined on hypersurfaces.
In particular, in Section 2 we give a quick and easy-to-read proof of the Sobolev
inequality of Michael-Simon and Allard, for completeness and since we believe it
can be useful for potential readers.
Let us start presenting the inequality of Michael-Simon and Allard. In 1967, Mi-
randa [37] established that the Sobolev inequality holds in its Euclidean form, but
possibly with a different constant, on every minimal hypersurface of Rn. Some years
later, a more general Sobolev inequality for k-submanifolds of Rn, not necessarily
minimal, was proved independently by Michael and Simon [35] and by Allard [5].
This inequality was subsequently generalized by Hoffman and Spruck [30] to sub-
manifolds of general Riemannian manifolds.
In the context of hypersurfaces of Rn+1, i.e., submanifolds of the Euclidean space
with codimension one, the Sobolev inequality reads as follows.
Theorem 1.1 (Allard [5], Michael-Simon [35]). Let M be a smooth n-dimensional
hypersurface of Rn+1, p ∈ [1, n), and ϕ ∈ C1(M) have compact support in M . If M
is compact without boundary, any function ϕ ∈ C1(M) is allowed.
Then, there exists a positive constant C, depending only on n and p, such that
‖ϕ‖p
Lp∗(M)
≤ C
∫
M
(
|∇Tϕ|
p + |Hϕ|p
)
dV, (1.1)
where p∗ = np/(n− p) is the Sobolev exponent, H is the mean curvature of M , and
∇T denotes the tangential gradient to M .
The constant C in (1.1) is universal, in the sense that it depends only on the
dimension n and on the exponent p, but not on M . Thus, the geometry of the
hypersurface plays a role just through the term involving the mean curvature H
appearing in the right-hand side of (1.1). In particular, when M is minimal2, such
term vanishes and we recover the Sobolev inequality proved earlier by Miranda [37].
The formulation of the Michael-Simon and Allard inequality stated in Theorem 1.1
can be easily deduced, using standard tools, from the following isoperimetric inequal-
ity.
Theorem 1.2 (Allard [5], Michael-Simon [35]). Let M be a smooth n-dimensional
hypersurface of Rn+1 and E ⊂ M a smooth domain with compact closure in M .
1 In the case of nonnegative nonlinearities, regularity of stable solutions up to the optimal
dimension nine has been recently obtained by Figalli, Ros-Oton, Serra, and the first author [18].
2 Here and throughout the paper, minimal hypersurface refers to a hypersurface which is a
critical point (not necessarily a minimizer) of the area functional, i.e., a hypersurface with zero
mean curvature.
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Then
|E|
n−1
n ≤ C
(
Per(E) +
∫
E
|H| dV
)
, (1.2)
where H is the mean curvature of M , Per(E) is the perimeter of E, and C is a
constant depending only on the dimension n of M .
The inequalities presented in Theorems 1.1 and 1.2 were proven in the seven-
ties in [5, 35], in independent works. In [5] the proof is based on establishing an
isoperimetric inequality, like the one in Theorem 1.2, for k-dimensional varifolds
of Rn. From it, Theorem 1.1 can be easily deduced. Instead, in [35] the authors
prove directly a Sobolev inequality for submanifolds of Rn of any codimension. A
slight modification of the argument in [35], due to Leon Simon, is presented in the
monograph [24, Theorem 3.11].
In the current paper, where we focus on the case of hypersurfaces of Rn+1, we first
present a quick and easy-to-read proof of the Michael-Simon and Allard inequality.
Our proof uses mainly the tools of Michael and Simon [35] but contains two simplifi-
cations: we target at the isoperimetric inequality (instead, [35] pursues the Sobolev
inequality) and we use a quick Gronwall-type argument from Allard [5].
After [5,35], alternative proofs of the Sobolev inequality have been found. In the
case of two-dimensional minimal surfaces (with any codimension), Leon Simon gave
a rather simple proof which, in addition, carries a constant optimal up to a factor
of 2. This work remained unpublished, but is presented in [23, 39]. An improved
version of it, which holds in any two-dimensional surface, not necessarily minimal,
was found by Topping [39]. In the case of submanifolds of arbitrary dimension
and codimension, Castillon [20] gave a new proof of the Michael-Simon and Allard
Sobolev inequality by using optimal transport methods. Finally, an important re-
sult has been obtained very recently by Brendle [12], also in the case of arbitrary
dimension and codimension. He finds a new proof of the Sobolev inequality that, in
addition, carries the sharp constant in the case of minimal submanifolds of Rn+1 of
codimension at most two. This is the first time that the Michael-Simon and Allard
inequality is proved in minimal submanifolds (or even minimal hypersurfaces) with
the optimal Euclidean constant. Brendle’s method is a clever extension of the proof
of the sharp Euclidean isoperimetric inequality found by the first author in [15]. In
Appendix B we describe it in some more detail, together with other results about
optimal constants in the Michael-Simon and Allard inequality — a topic that has
been studied mainly in the case of submanifolds being either minimal or compact
without boundary.
Our interest in the Michael-Simon and Allard inequality originates from an appli-
cation of it to the regularity theory for semilinear elliptic equations. More precisely,
in 2010 the first author proved in [16] an a priori estimate for stable solutions to
−∆u = f(u) in bounded domains of Rn+1, using as a key tool the Michael-Simon
and Allard inequality (1.1) applied on every level set of u. The estimate in [16],
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whose proof was quite delicate, led to the regularity of stable solutions in dimen-
sions n+ 1 ≤ 4 for every smooth nonlinearity f .
An alternative and much simpler proof of this same result has been recently found
by the first author [17]. This new method does not use the Michael-Simon and Allard
inequality, but it is based instead on a new Hardy inequality with sharp constant —
also established in [17] — adapted to the level sets of a function u. In [17], this Hardy
inequality is later used with u being a stable solution to −∆u = f(u) in a bounded
domain Ω ⊂ Rn+1. To describe the new inequality, for every smooth function u
we consider its radial derivative ur = ∇u · x/ |x|. Then, for every ϕ ∈ C
1
c (Ω),
with Ω ⊂ Rn+1 an open set, and every parameter a ∈ [0, n), the Hardy inequality
from [17] states that
(n− a)
∫
Ω
|∇u|
ϕ2
|x|a
dx+ a
∫
Ω
u2r
|∇u|
ϕ2
|x|a
dx
≤
(∫
Ω
|∇u|
ϕ2
|x|a
dx
) 1
2
(∫
Ω
|∇u|
4 |∇Tϕ|
2 + |Hϕ|2
|x|a−2
dx
) 1
2
,
(1.3)
where the tangential gradient ∇T and the mean curvature H are referred to the level
sets3 of u.
Throughout the paper, the mean curvature H is the sum, and not the arithmetic
mean, of the principal curvatures. Therefore, when M is the n-dimensional unit
sphere, we have H = n.
Using the coarea formula, from (1.3) one can deduce the following Hardy inequal-
ity on a single hypersurface4 M . Here and throughout the paper, C1c (M) denotes
the space of C1 functions with compact support on M . In case M is a compact
hypersurface without boundary, then C1c (M) = C
1(M).
Theorem 1.3. Let M be a smooth hypersurface of Rn+1 and a ∈ [0, n). Then, for
every ϕ ∈ C1c (M) we have
(n− a)
∫
M
ϕ2
|x|a
dV + a
∫
M
(
x
|x|
· νM
)2
ϕ2
|x|a
dV
≤
(∫
M
ϕ2
|x|a
dV
) 1
2
(∫
M
4 |∇Tϕ|
2 + |Hϕ|2
|x|a−2
dV
) 1
2
,
(1.4)
where νM is the unit normal to M in R
n+1.
3 By Sard’s theorem, if u ∈ C∞, almost every level set of u is a smooth embedded hypersurface
of Rn+1.
4 For this, one applies (1.3) with u(x) = dist(x,M) in Ωε := {0 < u < ε} ∩BR after extending
ϕ ∈ C1c (M ∩ BR) to be constant in the normal directions to M . Then one divides the inequality
by ε and lets ε→ 0. This requires a more general version of (1.3) in which the part of ∂Ω = ∂Ωε
where ϕ 6= 0 is divided into two open subsets with u being constant on each of them (equals 0
and ε in our case). This version of (1.3) can be proved exactly as in [17], after checking that the
foliated integration by parts formula of Lemma 2.1 in [17] also holds for these boundary conditions.
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In this paper we present a direct proof of Theorem 1.3 which does not rely on
the more involved proof in [17] of its foliated version (1.3). Then, using the coarea
formula, we deduce (1.3) from (1.4) — see Corollary 3.2 and its proof. Moreover, in
Theorem 3.1 we give a version of (1.4), and thus of (1.3), for an arbitrary exponent
p ≥ 1 instead of p = 2. Our proof of Theorem 1.3 is elementary and based on the
use of the tangential derivatives δi, which we recall in Appendix A.
Note that when M = Rn, n ≥ 3, and a = 2, then (1.4) is the Euclidean Hardy
inequality with best constant,
(n− 2)2
4
∫
Rn
ϕ2
|x|2
dx ≤
∫
Rn
|∇ϕ|2 dx, (1.5)
since the second term in the left-hand side of (1.4) vanishes. Instead, when M is
close to a sphere in Rn+1 centered at the origin, such term becomes important and
could even make larger the constant n − a in the first term in the left-hand side
of (1.4). This is one of the interesting points of our result. Note, however, that (1.4)
is trivial when M = Sn, since H ≡ n.
The foliated version (1.3) of our Hardy inequality was used in [17] to establish
the boundedness of stable solutions to semilinear elliptic equations up to dimension
n+1 ≤ 4 for all nonlinearities. Thanks to our improved version, which includes the
second term on its left-hand side, the same proof gave, in the radial case, regularity
up to the optimal dimension n + 1 ≤ 9 — since one has u2r = |∇u|
2 in its left
hand side for radial solutions. In the nonradial case, the optimal result in dimension
n + 1 ≤ 9 has been recently obtained, for nonnegative nonlinearities, by Figalli,
Ros-Oton, Serra, and the first author [18]. This result, whose proof does not rely
on Hardy-Sobolev inequalities, gives a complete answer to a long standing open
question posed by Brezis [13] and by Brezis and Va´zquez [14].
The application of inequality (1.3) to the regularity theory of stable solutions has
been extended by the second author in [36] to nonlinear equations involving the
p-Laplacian. It is worth pointing out here that this is done using the quadratic
version (1.3) of the Hardy inequality on the level sets, and not the one for a general
exponent p stated in Corollary 3.2.
A related but different Hardy inequality on hypersurfaces of Rn+1 was proved in
1997 by Carron [19]. It states that in every dimension n ≥ 3 and for all ϕ ∈ C1c (M)
it holds that
(n− 2)2
4
∫
M
ϕ2
|x|2
dV ≤
∫
M
(
|∇Tϕ|
2 +
n− 2
2
|H|ϕ2
|x|
)
dV. (1.6)
In particular, this established that the Hardy inequality in its Euclidean form and
with its best constant holds in every minimal hypersurface of Rn+1. Observe that
this also follows from our Theorem 1.3 by taking a = 2. Also in the context of
minimal hypersurfaces, in Section 3 we will prove an analogue sharp Hardy inequal-
ity with exponent p 6= 2, namely, (3.2). Even if not explicitly mentioned in [32],
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inequality (3.2) also follows by the results of Kombe and O¨zaydin [32, Theorem
2.1].5
In [19] Carron proved also an intrinsic Hardy inequality on Cartan-Hadamard
manifolds. His work gave rise to numerous papers in the topic of Hardy inequalities
on manifolds, some of which are commented on next. Carron’s work was extended
to general Riemannian manifolds by Kombe and O¨zaydin [32,33], who also included
the case of a general exponent p instead of only p = 2. Some intrinsic Hardy
inequalities with general weights, not necessarily of the power type, are studied by
D’Ambrosio and Dipierro [25]. The case of the hyperbolic space Hn and related
manifolds is treated by Berchio, Ganguly, Grillo, and Pinchover [10, 11], obtaining
sharp constants and improved versions of the inequality. Finally, let us mention the
recent work of Batista, Mirandola, and Vito´rio [9] improving Carron’s inequality
with power weights in the setting of manifolds isometrically immersed in Cartan-
Hadamard manifolds.
In Theorem 1.4 below, we obtain an improved version of Carron’s inequality (1.6)
in the case of hypersurfaces of Rn+1 by adding a nonnegative term on its left-hand
side (the same term as in the inequality of Theorem 1.3 with a = 2). We could not
find such additional term within the literature on Hardy’s inequalities. In addition,
our method of proof towards Hardy’s inequalities is different from the ones in [9,19],
for instance.
Theorem 1.4. Let M be a smooth hypersurface of Rn+1 with n ≥ 3. Then, for
every ϕ ∈ C1c (M) we have
(n− 2)2
4
∫
M
ϕ2
|x|2
dV +
n2 − 4
4
∫
M
(
x
|x|
· νM
)2
ϕ2
|x|2
dV
≤
∫
M
(
|∇Tϕ|
2 +
n− 2
2
|H|ϕ2
|x|
)
dV,
(1.7)
where νM is the unit normal to M in R
n+1.
As in Theorem 1.3, the second term in the left-hand side of (1.7) is of special
interest when M is close to be a sphere of Rn+1 centered at the origin.
We prove Theorem 1.4 using a technique which, in the case of the Euclidean space,
is known as ground state substitution. It dates back at least to the time of Jacobi
and it has been applied for instance in the spectral theory of Laplace and Schro¨dinger
operators. It is based on writing the function ϕ as ϕ = vω, where typically ω is a
positive solution of the Euler-Lagrange equation of the energy functional associated
with the inequality. This method has been used in the Euclidean setting by Brezis
and Va´zquez [14] to obtain an improved Hardy inequality in Rn, stated in (1.9)
below. The ground state substitution is essentially equivalent to the use of a Picone
5 One uses [32, Theorem 2.1] with α = 0 and ρ = |x|, together with the well-known inequality
∆ρ ≥ (n− 1)/ρ involving the Laplace-Beltrami operator, which holds if H ≡ 0 as we show in the
beginning of subsection 3.2.
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identity, as done in Abdellaoui, Colorado, and Peral [1], where the authors also
obtained some improved Hardy inequalities in domains of Rn. More recently, Frank
and Seiringer [27] used the ground state substitution to prove fractional Hardy
inequalities in Rn. We will use this method in the framework of functions defined
on a hypersurface of the Euclidean space — something that we could not find in
previous literature. In our proof we will take ω(x) = |x|−(n−2)/2.
The two inequalities of Hardy type in Theorems 1.3 and 1.4 are different in their
formulations and independent in their proofs. Their statements differ mainly in the
mean curvature term, containing H2 versus |H| / |x|, respectively. At the same time,
their proofs use distinct techniques. In addition, our proof of Theorem 1.3 works for
an arbitrary exponent p ≥ 1 — see Theorem 3.1 for the general statement — while
the one of Theorem 1.4 gives a significant result only in the case p = 2. Indeed, with
our technique one can prove a p-version of (1.7), but it is of less interest due to the
presence of the second fundamental form in its right-hand side (instead of only the
mean curvature). Moreover, its left-hand side contains some factors (|xT | / |x|)
p−2,
where xT is the tangential part of the position vector x.
As a simple interpolation of the Michael-Simon and Allard inequality and of The-
orem 1.3 with a = 2, we obtain the following Hardy-Sobolev inequality on hyper-
surfaces of Rn+1.
Corollary 1.5. Let M be a smooth hypersurface of Rn+1 with n ≥ 3, b ∈ [0, 1],
and ϕ ∈ C1c (M). Then, there exists a positive constant C depending only on the
dimension n, such that
(∫
M
|ϕ|
2(n−2b)
n−2
|x|2b
dV
) n−2
n−2b
≤ C
∫
M
(
|∇Tϕ|
2 + |Hϕ|2
)
dV. (1.8)
Corollary 4.1, which is the general version of (1.8) with exponents p ∈ [1, n),
covers some possible choices of the parameters in Caffarelli-Kohn-Nirenberg type
inequalities on hypersurfaces. Indeed, in [8], Batista, Mirandola, and Vito´rio prove
a Caffarelli-Kohn-Nirenberg inequality for submanifolds of Riemannian manifolds,
from which Corollary 4.1 can be deduced, perhaps with a different constant. How-
ever, the proof in [8] is delicate and relies on Riemannian geometry techniques, while
we easily show Corollary 4.1 as an interpolation of our previous results in the setting
of hypersurfaces of Rn+1.
The classical Hardy’s inequality has been improved in the Euclidean setting in
many ways, see for instance [1,2,7,14,26,40]. Many of these improvements consist of
adding a positive term on the left-hand side of the inequality. This additional term
has to be of lower order than the Hardy integral, by the optimality of the constant
(n − 2)2/4. This is done for example by Brezis and Va´zquez in [14, Theorem 4.1],
where they get an improvement in the Poincare´ sense. Namely, they control both
a Hardy-type integral and the L2-norm of a function in terms of the L2-norm of its
gradient. For any bounded domain Ω ⊂ Rn, any dimension n ≥ 2 and for every
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function ϕ ∈ H10 (Ω), their result states that
(n− 2)2
4
∫
Ω
ϕ2
|x|2
dx+H2
(
ωn
|Ω|
) 2
n
∫
Ω
ϕ2 dx ≤
∫
Ω
|∇ϕ|2 dx, (1.9)
where H2 is the first eigenvalue of the Laplacian in the unit ball of R
2, hence positive
and independent of n, and ωn is the measure of the unit ball in R
n.
Using the ground state substitution as in the proof of Theorem 1.4, we prove the
following analogue of the improved Hardy inequality by Brezis and Va´zquez, now
on hypersurfaces of Rn+1. We require functions to have compact support on the
hypersurface M intersected with a ball of radius r in the ambient space.
Theorem 1.6. Let M be a smooth hypersurface of Rn+1 with n ≥ 2, and Br =
Br(0) ⊂ R
n+1 be the (n+1)-dimensional open ball of radius r centered at the origin.
Then, for every ϕ ∈ C1c (Br ∩M) we have
(n− 2)2
4
∫
M
ϕ2
|x|2
dV +
n2 − 4
4
∫
M
(
x
|x|
· νM
)2
ϕ2
|x|2
dV +
1
2r2
∫
M
ϕ2 dV
≤
∫
M
(
|∇Tϕ|
2 +
n− 2
2
|H|ϕ2
|x|
+
1
4
|Hϕ|2
)
dV,
(1.10)
where νM is the unit normal to M in R
n+1.
The proof of this result combines the one of Theorem 1.4 (which uses the ground
state substitution) with a Poincare´ inequality in hypersurfaces of Rn+1, stated in
Proposition 4.2. The former argument brings the first mean curvature term in (1.10),
while the latter brings the second one. Note that these are the same curvature terms
that appear in (1.7) and (1.4).
1.1. Structure of the paper. In Section 2 we give a quick and easy-to-read proof
of the Michael-Simon and Allard inequality. In Section 3 we prove the Hardy in-
equalities stated in Theorems 1.3 and 1.4. Finally, Section 4 deals with the Hardy-
Sobolev inequality of Corollary 1.5 and the improved Hardy-Poincare´ inequality of
Theorem 1.6. The appendices concern tangential derivatives and divergence theo-
rems on hypersurfaces, as well as optimal constants in the Michael-Simon and Allard
inequality.
2. The Michael-Simon and Allard inequality
In this section we present a proof of the Michael-Simon and Allard inequality
on hypersurfaces of Rn+1 stated in Theorem 1.2. This result is a generalization of
the isoperimetric inequality on minimal surfaces of Miranda [37] and it is due to
Michael and Simon [35] and independently to Allard [5]. Throughout the paper, M
is an n-dimensional smooth hypersurface of Rn+1 with mean curvature H , while E
is a bounded subset of M with n-dimensional Hausdorff measure |E| and perimeter
Per(E).
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In the proof of Theorem 1.2, the notions of tangential derivatives and tangential
divergence are crucial. We introduce them in Definition A.1, following the book
of Giusti [28]. We also use the following divergence formula on M — see (A.6) in
Appendix A for details. If Z is a tangent vector field on M , Ω a smooth domain
in M , divTZ the tangential divergence with respect to the hypersurface M , and νΩ
is the outer normal vector along ∂Ω to Ω, then∫
Ω
divTZ dV =
∫
∂Ω
Z · νΩ dA. (2.1)
In the proof of Theorem 1.2, we apply (2.1) in the domain Eρ = E∩Bρ(y), where
Bρ(y) is the ball of R
n+1 with radius ρ and center y ∈ E. In general, the boundary of
Eρ is not smooth. However, applying Sard’s theorem on ∂E to the function “distance
to y” defined on ∂E, we deduce that almost all its values are regular on ∂E. Now,
for these regular values ρ, if the hypersurfaces ∂E and ∂Bρ(y) intersect each other,
then they do it transversally and, as a consequence, the boundary of Eρ is Lipschitz.
Recall that this will happen for almost every ρ > 0. At the same time, it is possible
to state (2.1) for a domain Ω with Lipschitz boundary, approximating it with a
sequence of smooth sets.
By computing the tangential divergence of the position vector x, we can deduce
an important equality which is the starting point of the proof of Theorem 1.2:
divTx =
n+1∑
i=1
δix
i =
n+1∑
i=1
(
∂ix
i − νiM
n+1∑
j=1
(∂jx
i)νjM
)
= n+ 1−
n+1∑
i=1
(νiM)
2 = n, (2.2)
where δi for i = 1, . . . , n+1 denote the tangential derivatives defined in Appendix A.
Before starting the proof of Theorem 1.2, we also recall that
H = divTνM ,
where νM is the normal vector to M — not to be confused with νΩ in (2.1) —, and
that the mean curvature vector is H = HνM .
Proof of Theorem 1.2. Let y ∈ E and define Eρ := E ∩ Bρ(y), where Bρ(y) is the
ball of Rn+1 centered at y of radius ρ > 0. We start the proof by showing the validity
for almost every ρ > 0 of the inequality
n|Eρ| ≤ ρ
(
Per(Eρ) +
∫
Eρ
|H| dV
)
. (2.3)
To prove it, for simplicity and without loss of generality, we may take y = 0. We de-
note by νEρ the outer normal vector along ∂Eρ to Eρ. We call xT the tangential part
of the position vector x with respect to the hypersurface M and thus, using (A.2),
we have
divTx = divT
(
xT + (x · νM)νM
)
= divTxT +∇T (x · νM) · νM + (x · νM)divTνM
= divTxT + (x · νM)H.
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Now, as pointed out after (2.1), the boundary of Eρ is Lipschitz for almost every
ρ > 0. Hence, for such values of ρ we can integrate in Eρ the last equality, and using
(2.2) and (2.1), we deduce
n|Eρ| =
∫
Eρ
divTx dV =
∫
∂Eρ
xT · νEρ dA+
∫
Eρ
(x · νM)H dV
≤ ρPer(Eρ) + ρ
∫
Eρ
|H| dV,
proving (2.3).
Back to a general point y ∈ E, for the regular values ρ corresponding to the
point y — as defined after (2.1) —, we have that if the smooth hypersurfaces ∂E
and ∂Bρ(y) intersect each other, then they do it transversally. As a consequence,
we deduce that6
Per(Eρ) = |∂Bρ(y) ∩ E|+ |∂E ∩ Bρ(y)|
≤
d
dρ
|Eρ|+ |∂E ∩ Bρ(y)|,
where, with no risk of confussion, | · | refers to both the n and n − 1 dimensional
Hausdorff measures. This inequality and (2.3) give
d
dρ
(
− ρ−n|Eρ|
)
≤ ρ−n
(
|∂E ∩Bρ(y)|+
∫
Eρ
|H| dV
)
,
which is equivalent to
d
dρ
(
ρ−n|Eρ| exp
∫ ρ
0
|∂E ∩ Bσ(y)|+
∫
Eσ
|H| dV
|Eσ|
dσ
)
≥ 0.
Since this holds for almost every ρ > 0 and the function between parentheses is
continuous in ρ, it follows that it is monotone nondecreasing in ρ, and hence
ρ−n|Eρ| exp
∫ ρ
0
|∂E ∩Bσ(y)|+
∫
Eσ
|H| dV
|Eσ|
dσ ≥ lim
ρ→0
ρ−n|Eρ| = ωn,
where ωn is the volume of the unit ball of R
n.
Next, by choosing ρ0 :=
(
2|E|ω−1n
) 1
n , we deduce that
exp
∫ ρ0
0
|∂E ∩Bσ(y)|+
∫
Eσ
|H| dV
|Eσ|
dσ ≥ ρn0ωn|Eρ0 |
−1 ≥ ρn0ωn|E|
−1 = 2.
Therefore, for every point y ∈ E, there exists a radius r(y) ∈ (0, ρ0) such that
ρ0
(
|∂E ∩ Br(y)(y)|+
∫
Er(y)
|H| dV
)
≥ |Er(y)| log 2.
6 Here we use the coarea formula, which gives d
dρ
|Eρ| =
∫
∂Bρ(y)∩E
|∇T |x− y||
−1dV .
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If we substitute the chosen value for ρ0, we find
|Er(y)| ≤ C|E|
1
n
(
|∂E ∩ Br(y)(y)|+
∫
Er(y)
|H| dV
)
, (2.4)
for some constant C depending only on the dimension n. Note that the first term
on the right-hand side of this inequality is simply the measure of ∂E within the ball,
while the corresponding term in the starting inequality (2.3) counted in addition the
measure within E of the boundary of the ball.
Now, since y ∈ E is arbitrary, we have that every point in the set E is the center of
a ball B(y) = Br(y)(y) for which (2.4) holds. Since the union of these balls covers E,
the Besicovitch covering theorem gives the existence of a countable sub-collection of
balls {B(yi)}i, with the same radii r(yi) as before, such that
E ⊂
⋃
B(yi)
and such that every point in E belongs at most to Nn of the balls B(yi), where Nn
is a constant depending only on n. Combining this covering argument with (2.4),
we conclude (1.2). 
Now, it is standard to deduce the Sobolev inequality of Theorem 1.1 from the
isoperimetric inequality (1.2).
Proof of Theorem 1.1. Step 1. First, we prove that for every smooth ϕ it holds that(∫
M
|ϕ|
n
n−1 dV
)n−1
n
≤ C
∫
M
(
|∇Tϕ|+ |Hϕ|
)
dV, (2.5)
where C is a positive constant depending only on n.
Let µ be the measure on M defined by dµ = |ϕ|
1
n−1 dV . Then, by Cavalieri’s
principle it holds that∫
M
|ϕ|
n
n−1 dV =
∫
M
|ϕ| dµ =
∫ +∞
0
µ ({|ϕ| > t}) dt =
∫ +∞
0
∫
{|ϕ|>t}
|ϕ|
1
n−1 dV dt
≤
∫ +∞
0
(∫
{|ϕ|>t}
|ϕ|
n
n−1 dV
) 1
n
|{|ϕ| > t}|
n−1
n dt
≤
(∫
M
|ϕ|
n
n−1 dV
) 1
n
∫ +∞
0
|{|ϕ| > t}|
n−1
n dt,
(2.6)
where we used Ho¨lder’s inequality in the second line.
From the regularity of ϕ and Sard’s theorem, we have that the set of singular
values of ϕ has zero Lebesgue measure. Considering only regular values t in the last
line of (2.6), we can apply Theorem 1.2 to the set E = {|ϕ| > t}. In this way, we
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obtain(∫
M
|ϕ|
n
n−1 dV
)n−1
n
≤
∫ +∞
0
|{|ϕ| > t}|
n−1
n dt
≤ C
(∫ +∞
0
|{|ϕ| = t}| dt+
∫ +∞
0
∫
{|ϕ|>t}
|H| dV dt
)
.
(2.7)
Now, in the first integral in the right-hand side of (2.7) we use the coarea formula
on manifolds — see [22, Theorem VIII.3.3.] — to write∫ +∞
0
|{|ϕ| = t}| dt =
∫
M
|∇Tϕ| dV.
Finally, plugging this identity in (2.7) and applying Fubini’s Theorem on the last
integral in (2.7), we obtain (2.5).
Step 2. We can easily extend (2.5) to the case of an exponent p ∈ [1, n), prov-
ing (1.1). In order to do this, we define ψ = |ϕ|s−1 ϕ, with s = p∗/1∗, and we
apply (2.5) to ψ. We obtain(∫
M
|ϕ|
ns
n−1 dV
)n−1
n
≤ C
∫
M
|ϕ|s−1 (s |∇Tϕ|+ |Hϕ|) dV.
Now, exploiting that ns/(n− 1) = 1∗s = p∗, using a Ho¨lder inequality in the right-
hand side with exponents p and p′, and taking into account that (s− 1)p′ = p∗, we
get(∫
M
|ϕ|p
∗
dV
)n−1
n
≤ C
(∫
M
|ϕ|p
∗
dV
) p−1
p
(∫
M
(
s |∇Tϕ|+ |Hϕ|
)p
dV
) 1
p
.
This establishes Theorem 1.1. 
3. Hardy inequalities on hypersurfaces
In this section we establish the two Hardy inequalities on hypersurfaces of Rn+1
stated in Theorems 1.3 and 1.4. For the first one, we also prove a general version
with exponent p ≥ 1, which is stated in Theorem 3.1 below.
3.1. Hardy inequality through integration by parts. In this subsection we
prove the following Hardy inequality, which is the version of Theorem 1.3 for a
general exponent p ≥ 1.
Theorem 3.1. Let M be a smooth hypersurface of Rn+1, p ≥ 1, and a ∈ [0, n).
Then, for every ϕ ∈ C1c (M) we have
(n− a)
∫
M
|ϕ|p
|x|a
dV + a
∫
M
(
x
|x|
· νM
)2
|ϕ|p
|x|a
dV
≤
(∫
M
|ϕ|p
|x|a
dV
) p−1
p
(∫
M
|p∇Tϕ−Hϕ|
p
|x|a−p
dV
) 1
p
.
(3.1)
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By throwing the second term in the left-hand side of (3.1) and taking p = a < n,
we deduce that the Hardy inequality in its Euclidean form and with its best constant,
(n− p)p
pp
∫
M
|ϕ|p
|x|p
dV ≤
∫
M
|∇ϕ|p dV, (3.2)
holds on every minimal hypersurface M for all p ∈ [1, n). As mentioned in our
comments following (1.6), this inequality also follows from a result in [32].
We recall that, when M = Rn, for 1 < p < n the optimal constant in (3.2) is
not achieved by any function in the homogeneous Sobolev space W˙ 1,p(Rn) — the
completion of C1c (R
n) with respect to the right-hand side of (3.2); see [27]. On
the contrary, if p = 1, every radially symmetric decreasing function realizes the
equality in (3.2) — as it can be checked using the coarea formula, the layer cake
representation for the function ϕ, and the fact that div(x/|x|) = (n− 1)/|x|.
Proof of Theorem 3.1. Using formula (2.2) for the tangential divergence of the po-
sition vector x, and then integrating by parts according to (A.5), we can write
n
∫
M
|ϕ|p
|x|a
dV =
∫
M
|ϕ|p
|x|a
divTx dV
= −
∫
M
(
p
|ϕ|p−2 ϕ
|x|a
∇Tϕ · x+ |ϕ|
p x · ∇T |x|
−a −
|ϕ|p
|x|a
H · x
)
dV.
Now, recalling that the tangential part of the position vector x is xT = x−(x·νM)νM ,
we compute
x · ∇T |x|
−a = −a |x|−a−2 x · xT = −a |x|
−a + a
(
x
|x|
· νM
)2
|x|−a .
Hence, we have
(n− a)
∫
M
|ϕ|p
|x|a
dV + a
∫
M
(
x
|x|
· νM
)2
|ϕ|p
|x|a
dV
= −
∫
M
|ϕ|p−2 ϕ
|x|a−1
(
p∇Tϕ ·
x
|x|
− ϕH ·
x
|x|
)
dV
≤
∫
M
|ϕ|p−1
|x|a−1
|p∇Tϕ−Hϕ| dV.
(3.3)
Finally, we apply Ho¨lder’s inequality with exponents p and p′ to the last integral
in (3.3), obtaining∫
M
|ϕ|p−1
|x|a−1
|p∇Tϕ−Hϕ| dV =
∫
M
|ϕ|p−1
|x|a(p−1)/p
|p∇Tϕ−Hϕ|
|x|(a−p)/p
dV
≤
(∫
M
|ϕ|p
|x|a
dV
) p−1
p
(∫
M
|p∇Tϕ−Hϕ|
p
|x|a−p
dV
) 1
p
.
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Plugging this bound in (3.3), we obtain (3.1) and finish the proof of Theorem 3.1. 
When p = 2 and n ≥ 3, we exploit a nice simplification in (3.1) and prove
Theorem 1.3.
Proof of Theorem 1.3. We use (3.1) with p = 2. Then, since the vectors ∇Tϕ and
H are orthogonal, we have
|2∇Tϕ−Hϕ|
2 = 4 |∇Tϕ|
2 + |Hϕ|2
and Theorem 1.3 follows directly from Theorem 3.1. 
From Theorem 3.1 we deduce a version with exponent p for the foliated Hardy
inequality (1.3) that the first author established for p = 2 in [17]. In the statement,
we use the following notation for the radial derivative:
ur = ∇u ·
x
|x|
.
Recall that the mean curvature H and the tangential gradient ∇T refer to the level
sets of the function u. The result is the following.
Corollary 3.2. Let Ω be a smooth bounded domain of Rn+1, u a C∞(Ω) function,
p ≥ 1, and a ∈ [0, n). Then, for every ϕ ∈ C1c (Ω) we have
(n− a)
∫
Ω
|∇u|
|ϕ|p
|x|a
dx+ a
∫
Ω
u2r
|∇u|
|ϕ|p
|x|a
dx
≤
(∫
Ω
|∇u|
|ϕ|p
|x|a
dx
) p−1
p
(∫
Ω
|∇u|
|p∇Tϕ−Hϕ|
p
|x|a−p
dx
) 1
p
.
(3.4)
Proof. Using the coarea formula in Euclidean space for the two integrals in the
left-hand side of (3.4), we see that
(n− a)
∫
Ω
|∇u|
|ϕ|p
|x|a
dx+ a
∫
Ω
u2r
|∇u|
|ϕ|p
|x|a
dx
= (n− a)
∫
R
∫
{u=t}
|ϕ|p
|x|a
dV dt+ a
∫
R
∫
{u=t}
(
x
|x|
·
∇u
|∇u|
)2
|ϕ|p
|x|a
dV dt.
(3.5)
Now, by Sard’s theorem, {u = t} is a smooth hypersurface of Rn+1 for almost
every t ∈ R, and the normal vector νM of M = {u = t} is
νM =
∇u
|∇u|
.
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Therefore, we can apply (3.1) to the function ϕ on each smooth hypersurface M =
{u = t} and then integrate in dt, obtaining
(n− a)
∫
R
∫
{u=t}
|ϕ|p
|x|a
dV dt+ a
∫
R
∫
{u=t}
(
x
|x|
·
∇u
|∇u|
)2
|ϕ|p
|x|a
dV dt
≤
(∫
R
∫
{u=t}
|ϕ|p
|x|a
dV dt
) p−1
p
(∫
R
∫
{u=t}
|p∇Tϕ−Hϕ|
p
|x|a−p
dV dt
) 1
p
,
where we have used Ho¨lder’s inequality for an integral in dt. Finally, using again
the coarea formula and combining this inequality with (3.5), we deduce (3.4). 
3.2. Hardy inequality through a ground state substitution. In this subsec-
tion we prove Theorem 1.4 using a method known as the ground state substitution.
Within the proof we will need that
divTxT = divT
(
x− (x · νM)νM
)
= n− (x · νM )divTνM −
(
∇T (x · νM)
)
· νM
= n− (x · νM)H,
(3.6)
where we have used that divTx = n, by (2.2), and that divTνM = H .
It is now easy to deduce the inequality
∆|x| ≥
n− 1
|x|
−
(
x
|x|
· νM
)
H
for the Laplace-Beltrami operator on M — a result mentioned in the Introduction
within the context of minimal hypersurfaces. Indeed, we have
∆|x| = divT∇T |x| = divT (xT/|x|) = (divTxT )/|x|+ xT · ∇T |x|
−1
= (n− (x · νM)H) /|x| − |x|
−3|xT |
2
≥ (n− 1)/|x| − (x · νM )H/|x|,
as claimed.
Proof of Theorem 1.4. We substitute ϕ(x) = ω(x)v(x), with ω(x) = |x|−
n−2
2 and
v ∈ C1c (M), in the gradient term∫
M
|∇Tϕ|
2 dV =
∫
M
|v∇Tω + ω∇Tv|
2 dV. (3.7)
Applying the convexity inequality |a+ b|2 ≥ |a|2 + 2 a · b, valid for all vectors a, b ∈
R
n, we obtain∫
M
|∇Tϕ|
2 dV ≥
∫
M
v2 |∇Tω|
2 dV +
∫
M
ω∇Tω · ∇T
(
v2
)
dV.
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Using the formula of integration by parts (A.5), we get∫
M
|∇Tϕ|
2 dV ≥
∫
M
v2 |∇Tω|
2 dV −
∫
M
v2divT (ω∇Tω) dV
+
∫
M
ω v2∇Tω · H dV.
(3.8)
Since ∇Tω is a tangent vector and the mean curvature vector H is normal toM , the
last term in (3.8) vanishes. Exploiting an additional cancellation after developing
the divergence in (3.8), we have∫
M
|∇Tϕ|
2 dV ≥ −
∫
M
ω v2divT (∇Tω) dV. (3.9)
Next, we compute the tangential divergence of the vector field ∇Tω, where ω(x) =
|x|α with α = −(n− 2)/2. The tangential gradient of ω is
∇Tω = α |x|
α−2 xT = α |x|
α−2 (x− (x · νM)νM).
Hence, using (3.6), we have
−divT (∇Tω) = −α divT
(
|x|α−2
(
x− (x · νM )νM
))
= −α |x|α−2 (n− x · νMH)− α(α− 2) |xT |
2 |x|α−4 .
We plug this into (3.9), recalling that ω(x) = |x|α, and obtain∫
M
|∇Tϕ|
2 dV ≥ α
∫
M
|x|2α−2 v2x · H dV
− nα
∫
M
|x|2α−2 v2 dV − α(α− 2)
∫
M
|xT |
2 |x|2α−4 v2 dV.
(3.10)
Now we move the first integral in the right-hand side of (3.10) to the left-hand
side of the inequality, and observe that |x|2α−2 v2 = ϕ2/ |x|2. Therefore, (3.10) reads∫
M
(
|∇Tϕ|
2 +
n− 2
2
ϕ2
|x|2
x · H
)
dV
≥ −nα
∫
M
ϕ2
|x|2
dV − α(α− 2)
∫
M
|xT |
2
|x|2
ϕ2
|x|2
dV.
In the last integral, we have |xT |
2 = |x|2− (x ·νM )
2 and thus the inequality becomes∫
M
(
|∇Tϕ|
2 +
n− 2
2
ϕ2
|x|2
x · H
)
dV
≥ −α(n+ α− 2)
∫
M
ϕ2
|x|2
dV + α(α− 2)
∫
M
(
x
|x|
· νM
)2
ϕ2
|x|2
dV.
Finally, since −α (n+ α− 2) = (n − 2)2/4 and α(α − 2) = (n2 − 4)/4, we con-
clude (1.7). 
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4. Hardy-Sobolev and Hardy-Poincare´ inequalities on hypersurfaces
In this section we prove the Hardy-Sobolev inequality stated in Corollary 1.5 and
the Hardy-Poincare´ inequality of Theorem 1.6.
We start from the Hardy-Sobolev inequality on hypersurfaces, that we obtain as an
interpolation of the Michael-Simon and Allard inequality and the Hardy inequality
of Theorem 3.1. We state and prove here our result for a general power p ∈ [1, n).
Corollary 4.1. Let M be a smooth hypersurface of Rn+1, p ∈ [1, n), and b ∈ [0, 1].
Then, for every ϕ ∈ C1c (M) we have(∫
M
|ϕ|p
n−bp
n−p
|x|bp
dV
) n−p
n−bp
≤ C
∫
M
(
|∇Tϕ|
p + |Hϕ|p
)
dV, (4.1)
for some positive constant C depending only on n and p.
Proof. First, from (3.1) with a = p it follows that
(n− p)
∫
M
|ϕ|p
|x|p
dV ≤ (n− p)
∫
M
|ϕ|p
|x|p
dV + p
∫
M
(
x
|x|
· νM
)2
|ϕ|p
|x|p
dV
≤
(∫
M
|ϕ|p
|x|p
dV
) p−1
p
(∫
M
|p∇Tϕ−Hϕ|
p dV
) 1
p
.
Raising the inequality to the power p and using the convexity inequality |a + b|p ≤
2p−1 (|a|p + |b|p), we obtain
(n− p)p
∫
M
|ϕ|p
|x|p
dV ≤
∫
M
|p∇Tϕ−Hϕ|
p dV
≤ 2p−1
∫
M
(pp |∇Tϕ|
p + |Hϕ|p) dV.
(4.2)
Observe that, if b = 0 or b = 1, then (4.1) follows respectively from the Michael-
Simon and Allard inequality (1.1) or from the Hardy inequality (4.2). Thus, we can
assume b ∈ (0, 1) in the rest of the proof.
Now, we consider the integral in the left-hand side of (4.1). Using Ho¨lder’s inequal-
ity with exponents 1/b and 1/(1− b), the Hardy inequality (4.2), and Theorem 1.1,
we get ∫
M
|ϕ|p
n−bp
n−p
|x|bp
dV =
∫
M
(
|ϕ|
|x|
)bp
|ϕ|(1−b)
np
n−p dV
≤
(∫
M
|ϕ|p
|x|p
dV
)b(∫
M
|ϕ|p
∗
dV
)1−b
≤ C
(∫
M
(
|∇Tϕ|
p + |Hϕ|p
)
dV
)β
,
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where C is a positive constant depending only on n and p, while β is
β = b+
(1− b)p∗
p
=
n− bp
n− p
.
Finally, raising the inequality to the power 1/β, (4.1) is established. Observe that,
since β > 1, C1/β ≤ C if we take C ≥ 1. Hence, the final constant depends only
on n and p. 
The remaining part of this section is devoted to the proof an improved Hardy
inequality in the Poincare´ sense, stated in Theorem 1.6. Its proof is based on a
modification of the ground state substitution method, that we have used in Theo-
rem 1.4, and on a Poincare´ inequality with weights stated next.
The following is a Poincare´ inequality with exponent p ≥ 1 and a weight of the
type |x|−a, for functions with compact support on a hypersurfaceM (more precisely,
with support in a ball of radius r).
Proposition 4.2. Let M be a smooth hypersurface of Rn+1, Br = Br(0) ⊂ R
n+1 the
open ball of radius r centered at the origin, p ≥ 1, and a ∈ [0, n). Then, for every
ϕ ∈ C1c (Br ∩M) we have
(n− a)p
∫
M
|ϕ|p
|x|a
dV ≤ 2p−1rp
∫
M
(
pp
|∇Tϕ|
p
|x|a
+
|Hϕ|p
|x|a
)
dV. (4.3)
Proof. As in the proof of Corollary 4.1, but with a ∈ [0, n) instead of a = p,
from (3.1) we obtain
(n− a)p
∫
M
|ϕ|p
|x|a
dV ≤ 2p−1
∫
M
pp |∇Tϕ|
p + |Hϕ|p
|x|a−p
dV.
Then, taking advantage of the fact that the support of ϕ is contained in Br(0), we
can bound |x|p ≤ rp and obtain (4.3). 
Now, we can prove Theorem 1.6. Note that here we assume p = 2 and n ≥ 2.
Proof of Theorem 1.6. As in the proof of Theorem 1.4, we use the ground state
substitution ϕ = vω, where ω(x) = |x|−(n−2)/2. We proceed as in the proof of
Theorem 1.4, but in the right-hand side of (3.7) we use the identity7 |a + b|2 =
|a|2 + 2 a · b+ |b|2 for vectors a, b ∈ Rn. Therefore, we find∫
M
(
|∇Tϕ|
2 +
n− 2
2
|H|ϕ2
|x|
)
dV ≥
(n− 2)2
4
∫
M
ϕ2
|x|2
dV
+
n2 − 4
4
∫
M
(
x
|x|
· νM
)2
ϕ2
|x|2
dV +
∫
M
|∇Tv|
2
|x|n−2
dV.
(4.4)
7 For an exponent p 6= 2, here one would use a well-known convexity inequality instead of this
identity (see Lemma 2.6 and Remark 2.7 in [27], or [34, Lemma 4.2]).
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Next, to control the last integral in (4.4) from below, we use inequality (4.3)
with ϕ = v, p = 2, and a = n− 2. Observe that this forces n ≥ 2. In this way, we
have ∫
M
|∇Tv|
2
|x|n−2
dV ≥
1
2r2
∫
M
v2
|x|n−2
dV −
1
4
∫
M
|Hv|2
|x|n−2
dV. (4.5)
Finally, combining (4.4) and (4.5), and using the fact that v2/ |x|n−2 = ϕ2, (1.10) is
established. 
A. Notation for tangential derivatives
In the setting of hypersurfaces of Euclidean space, tangential derivatives can be
defined in an elementary calculus way without using Riemannian geometry, for in-
stance as presented in Giusti’s book [28]. Throughout the paper, we adopt this
definition of tangential derivatives, that we recall next. From it, one can define the
tangential divergence of a vector field. Alternatively, one can define the tangential
divergence intrinsically using Riemannian geometry, as done for instance in [22]. In
this appendix, and for completeness, we introduce and compare these two notions
in the setting of hypersurfaces of Rn+1. We start by giving the former definition,
following [28].
Definition A.1. Let M be a smooth hypersurface of Rn+1 with normal vector νM .
(a) Let ϕ be a C1 function defined on M . We define the i−th tangential deriv-
ative of ϕ, for i = 1, . . . , n+ 1, as
δiϕ := ∂iϕ− ν
i
M
n+1∑
j=1
(∂jϕ)ν
j
M ,
where νjM is the j−th component of the normal vector νM to M and ∂jϕ is
the j−th partial derivative of ϕ, once the function ϕ has been extended to
all of Rn+1.
(b) With ϕ as in (a), we define the tangential gradient of ϕ as the vector
∇Tϕ = ∇ϕ− (∇ϕ · νM )νM = (δ1ϕ, δ2ϕ, . . . , δn+1ϕ).
Note that ∇Tϕ · νM = 0 for every C
1 function ϕ defined on M .
(c) Let Z be a C1 vector field defined on M with values in Rn+1, not necessarily
tangent toM , and whose components are Z i with i = 1, . . . , n+1. We define
its tangential divergence as
divTZ =
n+1∑
i=1
δiZ
i. (A.1)
From the definitions, it easily follows that
divT (ϕZ) = ∇Tϕ · Z + ϕ divTZ. (A.2)
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Observe that this definition of tangential derivatives is extrinsic and it does not
give a basis of the n-dimensional tangent space ofM , as the tangential derivatives δi
for i = 1, . . . , n+1 are linearly dependent. However, if one is familiar with Riemann-
ian geometry, then it is possible to check that, in the case of hypersurfaces of Rn+1,
the intrinsic Riemannian notion of divergence coincides with divT defined in (A.1).
We recall that the divergence of a tangent vector field Y on a general Riemannian
manifold (M, g) is defined in an intrinsic way as
divY = tr
(
ξ 7−→ ∇ξY
)
, (A.3)
where ∇ is the Levi-Civita connection of (M, g). Now, Proposition II.2.1 in [22]
states that, given two Riemannian manifolds (M, g) and (M, g) withM isometrically
embedded in M and whose Levi-Civita connections are ∇ and ∇, then for every
p ∈M , ξ ∈ TpM , and vector field Y ∈ TM on M , we have that
∇ξY = (∇ξY )T ,
where (∇ξY )T denotes the tangential component of ∇ξY with respect toM . There-
fore, if M = Rn+1, M is an isometrically embedded hypersurface of Rn+1, and Y is
a tangent vector field on M , then we have
divY = tr
(
ξ 7−→ ∇ξY
)
= tr
(
ξ 7−→
(
∇ξY
)
T
)
=
n+1∑
i=1
δiY
i = divTY,
where div is defined in (A.3) and divT in (A.1).
Next, adopting the notion of tangential derivatives from Definition A.1, we report
a formula of integration by parts proved in [28]. For all C1 functions v and w such
that at least one of them has compact support on M , we have that∫
M
(δiv)w dV = −
∫
M
v (δiw) dV +
∫
M
vwHνiM dV, (A.4)
where i ∈ {1, . . . , n+1}, νM is the normal vector toM , and H is the mean curvature
of M . For the proof of (A.4) we refer to8 [28, Lemma 10.8] or to [17, Lemma 2.1].
If instead we consider a C1 function v and a C1 vector field Z, such that at least
one of them has compact support on M , then from (A.4) we easily deduce∫
M
v divTZ dV = −
∫
M
∇Tv · Z dV +
∫
M
vZ · H dV, (A.5)
where H = HνM is the mean curvature vector of M . Indeed, to show (A.5) it is
sufficient to write divTZ =
∑n+1
i=1 δiZ
i and apply (A.4) on every term of the sum.
Observe that, if Z is tangent then the mean curvature term in (A.5) vanishes —
since H is normal to M .
8 We point out two typos in [28, Lemma 10.8]: first, the mean curvature H is missing in the
statement, but not in the proof; second, there is a sign error in front of the integral in the right-hand
side, both in the statement and in the proof. The correct statement is (A.4).
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The following divergence formula with a boundary term is the analogue result to
(A.5) with v ≡ 1 when Z does not have compact support. Given a C1 tangent vector
field Z defined on M and a smooth domain Ω ⊂M , we have that∫
Ω
divTZ dV =
∫
∂Ω
Z · νΩ dA, (A.6)
where νΩ ∈ TM is the outward unit normal to Ω. This identity can be proved
using a suitable modification of the argument in [28, Lemma 10.8]. One can also
deduce (A.6) from [22, Theorem III.7.5], i.e., the divergence formula on Riemannian
manifolds. To this end, one must recall that in [22] the tangential divergence is
defined as in (A.3) and, in the setting of hypersurfaces of Rn+1, definition (A.3) is
equivalent to the one we gave in Definition A.1.
B. Optimal constants in the Michael-Simon and Allard inequality
For an integer k ∈ [2, n], a k-dimensional submanifold M of Rn+1 with mean
curvature H , and a smooth domain E ⊂ M with compact closure inM , the Michael-
Simon and Allard inequality states that
|E|
k−1
k ≤ C1Per(E) + C2
∫
E
|H| dV, (B.1)
for some positive constants C1 and C2 depending only on k. Most of the literature on
the topic of sharp constants for (B.1) is focused on one of two important particular
cases: either when the submanifolds M are minimal or when they are compact
without boundary and we take E = M . The proofs in [5, 35] do not give sharp
constants in any of these two situations.
In the former case the mean curvature of M is identically zero, and the problem
is finding the optimal constant C1 in the isoperimetric inequality on minimal sub-
manifolds of Rn+1. Under the additional assumption that the submanifold is area
minimizing, Almgren [6] proved that the isoperimetric inequality with the Euclidean
constant holds, i.e., for every smooth domain E ⊂ M with compact closure in M ,
one has
k ω
1
k
k |E|
k−1
k ≤ Per(E), (B.2)
where ωk is the volume of the k-dimensional unit ball. Back to the general context
of non minimizers, in the case of two-dimensional minimal surfaces of Rn+1 (i.e.,
with k = 2) some partial results have been available for a good number of years.
Leon Simon obtained the desired inequality with half of the expected constant
2pi |E| ≤ Per(E)2.
He never published the proof of this result, but it can be found in the papers [23,39].
In [39], Topping improved it to give a simple proof of the Michael-Simon and Allard
inequality for 2-dimensional submanifolds of Rn+1, not necessarily minimal. The
constant 2pi in Simon’s inequality on minimal surfaces was improved by Stone [38]
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(the same improvement is attributed in [23] also to A. Ros), but still without achiev-
ing the constant 4pi conjectured in (B.2). See the survey [23] for a detailed exposition
of the problem. Finally, the conjecture for arbitrary dimension k has been very re-
cently proved by Brendle [12] in the case of codimension 1 and 2. His method uses a
clever extension of the proof of the sharp Euclidean isoperimetric inequality found
by the first author in [15]. Thus, both proofs use the solution of a Neumann problem,
together with the ABP method. In addition, Brendle’s proof allows to characterize
flat disks as the only cases in which equality is achieved.
The second particular case of (B.1) consists of M being a compact manifold
without boundary and E =M . Then, inequality (B.1) reads
|M |
k−1
k ≤ C2
∫
M
|H| dV (B.3)
with 2 ≤ k ≤ n, and the problem of finding the optimal constant C2 is still open.
If M = ∂A and A ⊂ Rn+1 is a smooth bounded domain which is also assumed to be
convex, then (B.3) holds with k = n and equality is only achieved when A is a ball, as
a consequence of the classical Aleksandrov-Fenchel inequality [3, 4]. More recently,
Guan and Li [29], and Huisken and Ilmanen [31], relaxed the convexity assumption
with weaker hypothesis on A, obtaining the sharp result in their settings. For a
survey on the subject, see [21].
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