It is shown that every asymptotically controllable system can be globally stabilized by means of some (discontinuous) feedback law. The stabilizing strategy is based on pointwise optimization of a smoothed version of a control-Lyapunov function, iteratively sending trajectories into smaller and smaller neighborgoods of a desired equilibrium. A major technical problem, and one of contributions of the present paper, concerns the precise meaning of "solution" when using a discontinuous controller.
I. Introduction
A longstanding open question in nonlinear control theory concerns the relationship between asymptotic controllability to the origin in R n of a nonlinear systeṁ
by an "open loop" control u : [0, +∞) → U and the existence of a feedback control k : R n → U which stabilizes trajectories of the systeṁ
with respect to the origin. For the special case of linear control systemsẋ = Ax + Bu, this relationship is well understood: asymptotic controllability is equivalent to the existence of a continuous (even linear) stabilizing feedback law. But it is well-known that continuous feedback laws may fail to exist even for simple asymptotically controllable nonlinear systems. This is especially easy to see, as discussed in [27] , for onedimensional (U=R, n=1) systems (1) : in that case asymptotic controllability is equivalent to the property "for each x = 0 there is some value u so that xf (x, u) < 0", but it is easy to construct examples of functions f , even analytic, for which this property is satisfied but for which no possible continuous section k : R \ {0} → R exists so that xf (x, k(x)) < 0 for all nonzero x. General results regarding the nonexistence of continuous feedback were presented in the paper [3] , where techniques from topological degree theory were used (an exposition is given in the textbook [25] ).
These negative results led to the search for feedback laws which are not necessarily of the form u = k(x), k a continuous function. One possible approach consists of looking for dynamical feedback laws, where additional "memory" variables are introduced into a controller, and as a very special case, time-varying (even periodic) continuous feedback u = k(t, x). Such time-varying laws were shown in [27] to be always possible in the case of one-dimensional systems, and in the major work [9] (see also [10] ) it was shown that they are also always possible when the original system is completely controllable and has "no drift", meaning essentially that f (x, 0) = 0 for all states (see also [26] for numerical algorithms and an alternative proof of the time-varying result for analytic systems). However, for the general case of asymptotically controllable systems with drift, no dynamic or time-varying solutions are known. Thus it is natural to ask about the existence of discontinuous feedback laws u = k(x). Such feedbacks are often obtained when solving optimal-control problems, for example, so it is interesting to search for general theorems insuring their existence. Unfortunately, allowing nonregular feedback leads to an immediate difficulty: how should one define the meaning of solution x(·) of the differential equation (2) with discontinuous right-hand side?
One of the best-known candidates for the concept of solution of (2) is that of a Filippov solution (cf. [13] ), which is defined as the solution of a certain differential inclusion with multivalued right-hand side which is built from f (x, k(x)). However, it follows from the results in [21] , [11] that the existence of a discontinuous stabilizing feedback in the Filippov sense implies the same Brockett necessary conditions [3] as the existence of a continuous stabilizing feedback does. Moreover, it is shown in [11] that the existence of a stabilizing feedback in the Filippov sense is equivalent to the existence of a continuous stabilizing one, in the case of systems affine in controls. In conclusion, there is no hope of obtaining general results if one insists on the use of Filippov solutions.
In this paper, we develop a concept of solution of (2) for arbitrary feedback k(x) which has (a) a clear and reasonable physical meaning (perhaps even more so than the definitions derived from differential inclusions), and (b) allows proving the desired general theorem. Our notion is borrowed from the theory of positional differential games, and it was systematically studied in that context by Krasovskii and Subbotin in [19] .
There have been several papers dealing with rather general theorems on discontinuous stabilization. One of the best known is [30] , which provided piecewise analytic feedback laws for analytic systems which satisfy controllability conditions. The definition of "feedback" given in that paper involves a specification of "exit rules" for certain lower-dimensional submanifolds, and these cannot be expressed in terms of a true feedback law (even in the sense of this paper). Sampling is a strategy commonly used in digital control (see e.g. [25] for a discussion of sampling in a general nonlinear systems context), and an approach to sampled control of nonlinear systems was given in [22] . Sampling is not true feedback, in that one typically uses a fixed sampling rate, or perhaps a predetermined sampling schedule, and intersample behavior is not accounted for. A stabilization approach introduced in [16] is based on a sampling-like method under strong controllability Lie algebraic conditions on the system being controlled. One may interpret our solutions as representing the behavior of sampling, with a fixed feedback law being used, as the sampling periods tend to zero -indeed, such a speedup of sampling is essential as we approach the target state, to avoid an overshoot during the sampling interval, as well as far from the target, due to possible explosion times in the dynamics.
A. Definition of Feedback Solution
From now on, we assume that U is a locally compact metric space and that the mapping f :
is continuous, and locally Lipschitz on x uniformly on compact subsets of R n × U. We use |x| to denote the usual Euclidean norm of x ∈ R n , and x, y for the inner product of two such vectors.
A locally bounded (for each compact, image is relatively compact) function k : R n → U will be called a feedback . Any infinite sequence π = {t i } i≥0 consisting of numbers 0 = t 0 < t 1 < t 2 < . . .
is its diameter . We next define the trajectory associated to a feedback k(x) and any given partition π as the solution obtained by means of the following procedure: on each interval [t i , t i+1 ], the initial state is measured, u i = k(x(t i )) is computed, and then the constant control u ≡ u i is applied until time t i+1 , when a new measurement is taken. This notion of solution is an accurate model of the process used in computer control ("sampling").
Definition I.1: Assume given a feedback k, a partition π, and an
using as initial value x(t i ) the endpoint of the solution on the preceding interval (and starting with x(t 0 ) = x 0 ). The π-trajectory of (2) starting from x 0 is the function x(·) thus obtained.
Observe that this solution may fail to be defined on all of [0, +∞), because of possible finite escape times in one of the intervals, in which case we only have a trajectory defined on some maximal interval. In our results, however the construction will provide a feedback for which solutions are globally defined; we say in that case that the trajectory is well-defined .
Remark I.2: It is worth pointing out that the concept of solution introduced above is quite different from the "Euler solution" which would be obtained when attempting to solve the differential equation (2) 
). This alternative definition does not have any physical meaning in terms of the original system. (It is amusing to note, however, that this could be interpreted as the π-trajectory of the systemẋ = u under the feedback u = f (x, k(x)), so in that sense, Euler approximations are a particular case of our setup.) P
B. Statement of Main Result
The main objective of this paper is to explore the relationship between the existence of stabilizing (discontinuous) feedback and asymptotic controllability of the open loop system (1). We first define the meaning of (globally) stabilizing feedback. This is a feedback law which, for fast enough sampling, drives all states asymptotically to the origin and with small overshoot. Of course, since sampling is involved, when near the origin it is impossible to guarantee arbitrarily small displacements unless a faster sampling rate is used, and, for technical reasons (for instance, due to the existence of possible explosion times), one might also need to sample faster for large states. Thus the sampling rate needed may depend on the accuracy desired when controlling to zero as well as on the rough size of the initial states, and this fact is captured in the following definition. (The "s" in "s-stabilizing" is for "sampling".) * Definition I.3: The feedback k : R n → U is said to sstabilize the system (1) if for each pair and for any initial state x 0 such that |x 0 | ≤ R, the π-trajectory x(·) of (2) starting from x 0 is well-defined and it holds that:
As mentioned in Section VI, if a continuous feedback k stabilizes the system (1) in the usual sense (namely, it makes the origin of (2) globally asymptotically stable), then it also s-stabilizes. In this sense, the present notion generalizes the classical notion of stabilization. P We next recall the definition of (global, null-) asymptotic controllability. By a control we mean a measurable function u : [0, +∞) → U which is locally essentially bounded (meaning that, for each T > 0 there is some compact subset
. In general, we use the notation x(t; x 0 , u) to denote the solution of (1) at time t ≥ 0, with initial condition x 0 and control u. The expression x(t; x 0 , u) is defined on some maximal interval [0, t max (x 0 , u)).
Definition I.5: The system (1) is asymptotically controllable if:
1. (attractiveness) for each x 0 ∈ R n there exists some control u such that the trajectory x(t) = x(t; x 0 , u) is defined for all t ≥ 0 and x(t) → 0 as t → +∞; 2. (Lyapunov stability) for each ε > 0 there exists δ > 0 such that for each x 0 ∈ R n with |x 0 | < δ there is a control u as in 1. such that |x(t)| < ε for all t ≥ 0; 3. (bounded controls) there are a neighborhood X 0 of 0 in R n , and a compact subset U 0 of U such that, if the initial state x 0 in 2. satisfies also x 0 ∈ X 0 , then the control in 2. can be chosen with u(t) ∈ U 0 for almost all t. This is a natural generalization to control systems of the concept of uniform asymptotic stability of solutions of differential equations. The last property -which is not part of the standard definition of asymptotic controllability given in textbooks, e.g. [25] -is introduced here for technical reasons, and it has the effect of ruling out the case in which the only way to control to zero is by using controls that must "go to infinity" as the state approaches the origin. Our main result is as follows.
Theorem 1: The system (1) is asymptotically controllable if and only if it admits an s-stabilizing feedback.
One implication is trivial: existence of an s-stabilizing feedback is easily seen to imply asymptotic controllability. Note that the bounded overshoot property, together with the fact that k is locally bounded, insures that the control applied (namely, a piecewise constant control which switches at the "sampling times" in the partition) is bounded. The attractiveness property holds by iteratively controlling to balls of small radius and using the overshoot and stability estimate to insure convergence to the origin. Finally, the Lyapunov stability property holds by construction.
The interesting implication is the converse, namely the construction of the feedback law. The main ingredients in this construction are: (a) the notion of control-Lyapunov function (called just "Lyapunov function" for a control system in [25] ; see also [17] , [18] ), (b) methods of nonsmooth analysis, and (c) techniques from positional differential games. We review these ingredients in the next section, and then develop further technical results; latter sections contain the proof as well as a robustness result.
II. Some Preliminaries
We start with a known characterization of asymptotic controllability in terms of control-Lyapunov functions. Given a function V : R n → R and a vector v ∈ R n , the lower directional derivative of V in the direction of v is
The function v → DV (x; v) is lower semicontinuous. For a set F ⊆ R n , coF denotes its convex hull. Definition II.1: A control-Lyapunov pair for the system (1) consists of two continuous functions V, W : R n → R ≥0 such that the following properties hold:
1. (positive definiteness) V (x) > 0 and W (x) > 0 for all x = 0, and
for every
it is a control-Lyapunov function (clf ).
It was shown in [23] that asymptotic controllability is equivalent to the existence of a pair of functions (V, W ) which satisfy the properties given above, except that property 3 is expressed in an apparently weaker fashion, namely, by means of derivatives along trajectories (corresponding to relaxed controls). In [28] it was observed that in fact one can reformulate the definition in the above terms, so we obtain as follows.
Theorem 2: The system (1) is asymptotically controllable if and only if it admits a control-Lyapunov function.
Observe that when the function V is smooth, condition (4) can be written in the more familiar form found in the literature, namely:
In contrast to the situation with stability of (non-controlled) differential equations, a system may be asymptotically controllable system and yet there may not exist any possible smooth clf V . In other words, there is no analogue of the classical theorems due to Massera and Kurzweil. This issue is intimately related to that of existence of continuous feedback, via what is known as Artstein's Theorem (cf. [2] , [17] , [18] , [24] ), which asserts that existence of a differentiable V is equivalent, for systems affine in controls, to there being a stabilizing regular feedback. Nevertheless, it is possible to reinterpret the condition (5) in such a manner that relation (5) does hold in general, namely by using a suitable generalization of the gradient. Specifically, we will remark later that we may use the proximal subgradients of V at x instead of ∇V (x), replacing (5) by:
where ζ and ∂ p V (x) are the proximal subgradients and the subdifferential, respectively, of the function V at the point x. The use of proximal subgradients as substitutes for the gradient for a nondifferentiable function plays a central role in our construction of feedback. The concept was originally developed in nonsmooth analysis for the study of optimization problems, see [4] . The relation (6) says that V is a "proximal supersolution" of the corresponding Hamilton-Jacobi equation, which via the results in [6] is known to be equivalent to the statement that locally V is a viscosity supersolution (cf. [12] , [14] ) of the same equation. On the other hand, the relation (4) says that V is an upper minimax solution of the same equation ( [29] ). The coincidence of these two solution concepts reflects the deep and intrinsic connection between invariance properties of function V with respect to trajectories of the control system (1) and the characterization of these properties in terms of proximal subgradients of V . For more discussion on these aspects of viscosity and other generalized solution concepts of firstorder PDEs, and their connection to nonsmooth analysis, the reader is referred to [6] and the book [29] .
Finally, we rely on methods developed in the theory of positional differential games in [19] . These techniques were used together with nonsmooth analysis tools in the construction of discontinuous feedback for differential games of pursuit in [7] and games of fixed duration in [8] , and these results are relevant to the construction of stabilizing feedback in our main result. This paper is organized as follows. In Section III, we provide a self-contained exposition of proximal subgradients and their basic properties. These methods are used in Section IV for construction of "semiglobal" (that is to say, on each compact set) stabilizing feedback, and the results are extended to the global case in Section V. Finally, section VI discusses robustness issues.
III. Proximal Subgradients and
Inf-Convolutions We recall the concept of proximal subgradient, one of the basic building blocks of nonsmooth analysis.
A vector ζεR n is a proximal subgradient (respectively, supergradient) of the function V : R n → (−∞, +∞] at x if there exists some σ > 0 such that, for all y in some neighborhood of x, 
2 ) then ∂ p V (x) may well be empty. There is a simple relation between proximal subgradients of V at x and the lower directional derivatives DV (x; v), which follows immediately from the definitions: for any ζ ∈ ∂ p V (x) and any v ∈ R n ,
We now fix a parameter α ∈ (0, 1] and define the following function:
This is called the inf-convolution of the function V (with a multiple of the squared-norm). The function V α is wellknown in classical convex analysis as the "Iosida-Moreau regularization" of (convex) V . In the case of a lower semicontinuous V which is bounded below (for instance, for a clf V , which is continuous and nonnegative), the function V α is locally Lipschitz and is an approximation of V in the sense that lim α↓0 V α (x) = V (x); cf. [5] . In this case, the set of minimizing points y in (9) is nonempty. We choose one of them and denote it by y α (x). (We are not asserting the existence of a regular choice; any assignment will do for our purposes.) By definition, then,
for all y ∈ R n . The vector
will be of special interest; it is simultaneously a proximal subgradient of V at y α (x) and a proximal super gradient of V α at x, as we discuss next.
We rearrange terms in (10) and obtain, for any
which implies (12) , by definition of subgradients.
Proof: The assertion will be shown if we prove that, for every x, y ∈ R n ,
By definition, we have
Subtracting and rearranging quadratic terms, we obtain (13). We deduce from Equation (13) that, for any τ ∈ R 1 and any v ∈ R n ,
This plays a role analogous to that of Taylor expansions for evaluating increments of the function V α . We introduce some additional notations and obtain several estimates which are used later. In general, we use B R to denote the closed ball of radius R. We assume that the function V is a clf as in Definition II. as well as the sets
It is easy to verify that the following relations hold:
Finally, the function
is the modulus of continuity of the function V on the ball
. The next Lemma provides an upper estimate of the distance between x and y α (x).
Lemma III.3: For any x ∈ B R , |y α (x) − x| ≤ 2β(R)α. Proof: The conclusion follows from the obvious inequality
as well as the inequality
which follows from the definitions of V α and β(R).
Recall that α ∈ (0, 1], so it follows from here that also
We next show that V is uniformly approximated by
The first inequality is just (18) . To prove the second one, we use the obvious relation
By the estimate in Lemma III.3,
Equation (21) follows from these two inequalities.
We use later the inclusions
which are valid for all R > 0 and α > 0 and which follow directly from the definition of ρ and (18). Lemma III.5: For any R > 0 and α satisfying
we have
, so the fact that V α (x) equals the expression in (10) implies that
It follows that y α (x) ∈ B R by definition of γ(R) and |y α (x) − x| ≤ 2β(R)α because of (15) . Then
and this implies that |x| < R by definition of γ(R).
IV. Semi-Global Practical Stabilization From now on, we assume that an asymptotically controllable system (1) has been given. Applying Theorem 2, we pick a Lyapunov pair (V, W ). Choose any 0 < r < R. We will construct a feedback that sends all states in the ball of radius R ("semiglobal" stabilization) into the ball of radius r ("practical" stability, as we do not yet ask that states converge to zero). By the definition of Lyapunov pair, there is some compact subset U 0 ⊆ U so that property (4) holds for every x ∈ B R+ √ 2β(R)
. Because of the relation (8) between proximal subgradients and lower directional derivatives, we have that also condition (6) holds for the Lyapunov pair, for all x ∈ B R+ √
2β(R)
.
Pick any α ∈ (0, 1]. In terms of the vectors ζ α (x) introduced in Equation (11), we define a function k ν :
The choice x → k ν (x) is not required to have any particular regularity properties. We use the subscript ν = (α, r, R) to emphasize the dependence of the function k on the particular parameters (which represent respectively the "degree of smoothing" of V that is used in its construction, the radius of the ball to which we are controlling, and the radius of the ball on which the feedback will be effective). The next theorem says that for any fixed r, R, we can choose arbitrarily small α > 0 and then δ > 0 such that the set G α R is invariant with respect to any π-trajectory oḟ
and that x(t) enters and stays in B r for all large t, provided that the diameter of the partition π satisfies d(π) ≤ δ. Theorem 3: Let V be a clf. Then, for any 0 < r < R there are α 0 = α 0 (r, R) and T = T (r, R) such that, for any α ∈ (0, α 0 ) there exists δ > 0 such that for any x 0 ∈ G α R and any partition π with d(π) ≤ δ, the π-trajectory x(·) of (26) starting at x 0 must satisfy:
and
Observe that, because of (17) and (22), for every R > 0 there is some R > 0 such that B R ⊆ G α R . Thus the Theorem says that there is a feedback that steers every state of B R into the neighborhood B r ; in this sense the result is semiglobal. The proof of the Theorem will take the rest of this section and will be based on a sequence of lemmas. The main idea behind the proof is to use the new function V α (for sufficiently small α) as a Lyapunov function and to use the "Taylor expansion" formula (14) to estimate the variations of V α along π-trajectories.
By continuity of f (x, u) and the local Lipschitz property assumed, we know that there are some constants , m such that
for all x, x ∈ B R and all u ∈ U 0 . Let
Note that ∆ > 0, due to the positivity of W for x = 0. Lemma IV.1: Let α ∈ (0, 1] satisfy
Then, for any x ∈ B R \ B ρ(r) it holds that
Proof: It follows from (25) and (29) that
But in view of Equation (12), and condition (6) , applied at the point
(recall (20)), we have that the first term in the right-hand side is upper bounded by −W (y α (x)). Regarding the second term, note that the estimate
holds, by the definition of ζ α (x), the first inequality in Equation (19) , the conclusion of Lemma III.3, (20) , and the definition of ω R . So we obtain
(32) Since ρ(r) ≤ |x| ≤ R, we obtain from Lemma III.3, (20) , and (30) that
This implies that W (y α (x)) ≥ 3∆ and from (32) and (30) we obtain (31), as claimed. Now we consider any π-trajectory of (26) corresponding to a partition π = {t i } i≥0 with d(π) ≤ δ, where δ satisfies the inequality
Lemma IV.2: Let α, δ satisfy (23), (30) , and (33), and assume that for some index i it is the case that
Note that such at exists, since x i ∈ int B R due to (24) . Pick any t ∈ [t i ,t]. We have from (29) that
In general,
where
From (29) and (35) we obtain estimates
Now, using the "Taylor expansion" formula (14) and (36), we conclude that
On the other hand, using (36) and (37) as well as Lemma IV.1, we have:
This implies (34) for all t ∈ (t i ,t]. In particular, (34) implies that x(t) ∈ int B R , which contradicts the maximality oft unlesst = t i+1 . Therefore (34) holds for all t ∈ [t i , t i+1 ].
Next we establish that every π trajectory enters the ball B r at time t N , where N is the least integer such that x(t N ) ∈ G r , and stays inside thereafter. To do this, we first show that there is a uniform upper bound on such times t N . Figure 1 may help in understanding the constructions. 
Proof: It follows from Lemma IV.2 and minimality of N that G r , i = 0, 1, . . . , N − 1 ,  (applying Lemma IV.2 recursively and using that B ρ(r) ⊆ G r ) and
Lemma IV.4: Assume that, in addition to the previously imposed constraints, α and δ also satisfy the following two conditions:
(which actually implies (23)) and
Then, (29) and (41)). Then,
and if x(t i+1 ) ∈ G r we can apply Lemma IV.2 to conclude that
for all t ∈ [t i , t j ], where j is the least integer such that t j > t i and x(t j ) ∈ G r (if there is any). Starting from t j , we may repeat the argument. We conclude that (43) holds for all t ≥ 0. Due to Lemma III.4 and (40),
which means that x(t) ∈ B r for all t ≥ t N , as claimed.
To conclude the proof of Theorem 3, let α 0 be the supremum of the set of all α > 0 which satisfy conditions (30) and (40). Then, for any α ∈ (0, α 0 ) we can choose δ satisfying (33) and (41), so that, for each partition with d(π) ≤ δ and every π-trajectory starting from a state in G α R , the inclusions (27) and (28) hold.
V. Proof of Global Result
We now prove Theorem 1. The idea is to partition the state space R n into a number of "spherical shells" (more precisely, sets built out of sublevel sets of the functions V α obtained when smoothing-out the original controlLyapunov function) and to use a suitable feedback, constructed as in the semiglobal Theorem 3, in each shell.
We assume given an asymptotically controllable system, and a clf V for it, and we pick an arbitrary R 0 > 0. There is then a sequence
and lim
Consider any integer j. For the pair (r j , R j ), Theorem 3 provides the existence of numbers α j > 0, δ j > 0, and T j > 0, and a map k j :
Rj is invariant with respect to all π-trajectories of (26) when k ν = k j and d(π) ≤ δ j , and for each such trajectory it holds that
Recall that in the construction of k j , we used the fact that there is some compact subset U 0 ⊆ U, to be called here U j to distinguish the sets used for the different indices j, so that condition (6) holds for the Lyapunov pair, for all x ∈ B Rj + √ 2β(Rj )
. Since the R j form an increasing sequence, and since if the min in condition (6) also holds if we enlarge U 0 , we may, and will, assume that the U j = U 0 for all j < 0 and that U j ⊆ U j+1 for all j ≥ 0. In Equation (29) we picked a bound m on the values of |f (x, u)| for x ∈ B Rj and all u ∈ U j ; we call this bound m j to emphasize the dependence on j, and observe that m j ≤ m j+1 for all j, because of the monotonicity of the sets U j and B Rj . Finally, we introduce the sets on which we will use the different feedbacks k j :
Lemma V.1: For each i = j, H i H j = ∅, and
Proof: We know from (44), (22) , and (24) that
for all j. This implies that H i ⊆ G αj Rj and H i H j = ∅ whenever i < j. For any two integers M < N, we obtain from (48) that
The first inclusion together with (45) implies (47) when taking M → −∞ and N → +∞.
We use later the inclusion
which follows from (22) and the definition of r j .
Since the sets H j plus the origin constitute a partition of the state space, we may define a map k : R → U by means of the rule
for each integer j, and k(0) = u 0 , where u 0 is any fixed element of U 0 . To complete the proof of the Theorem, we need to show that this feedback is s-stabilizing.
Lemma V.2:
The set G αj Rj is invariant with respect to π-trajectories of (2), when (50) is used and
Proof: Consider any π-trajectory starting at a state in G αj Rj , where π satisfies (51). It is enough to show that Assume now that we are in case (b). Observe that the partition π may not be fine enough to guarantee that G α R is invariant under the feedback k , so we need to argue in a different way, namely that the trajectory cannot go too far because the sampling time is small. Since
It follows from the choice of m j and the fact that k(
and from here that 
Then the argument given for case (b) can be repeated, where in (52) we have 0 instead of R ; we conclude that the trajectory stays in B Rj−1 , so it is in G αj Rj .
We now prove that the feedback k is s-stabilizing. We claim that for any 0 < r < R, there exist δ = δ(r, R) > 0, T = T (r, R) > 0, and M = M (R), such that, when (50) is used and d(π) < δ, every π-trajectory x(·) of (2) with |x(0)| ≤ R satisfies:
We start by choosing an integer K = K(r) and the least integer N = N (R) such that
and define
T j ,
Consider the π-trajectory starting from some x 0 ∈ B R . We claim that at some instant 
Because of (49), this contradicts our assumption that x(·) remains in H N . If µ ≤ K + 1, we are done. Otherwise we repeat the argument. In conclusion, x(t i ) ∈ G αK RK for some t i ≤ T , as claimed.
But then Lemma V.2 insures that x(·) stays in this set for all future t ≥ t i , which in accordance with (55) implies (54). It follows from these considerations that x(t) remains in G αN RN ⊆ B RN for all t ≥ 0. Thus |x(t)| ≤ M (R) for all t, and the claim is established. We conclude that the feedback k has the attractiveness and bounded overshoot properties required by Definition I.3. To complete the proof of the Theorem, we must still verify that k has the Lyapunov stability property postulated in that definition, namely, that the function M (R) just defined satisfies also lim
It follows from the definition of
and we get from this inequality that
Then (56) follows from the fact that lim j→−∞ R j = 0.
VI. Robustness Properties
One of the main justifications for the use of feedback control as opposed to open-loop control lies in the robustness properties of the former. Certainly, any feedback law automatically accounts for sudden changes in states. However, it is not necessarily the case that a given feedback law, especially a discontinuous one, will stabilize a system which is not identical to the model assumed for its design.
We show in this section that the s-stabilizing feedback control k defined in (50) is indeed insensitive to small perturbations in the system dynamics. In particular, we establish the existence of a continuous function χ : R n → R ≥0 , χ(x) > 0 for x = 0 (which depends on the system (1) being controlled), such that for any continuous function g :
the same feedback k is s-stabilizing also for the control systemẋ = g(x, u) .
(Note that this result also demonstrates, in view of Theorem 1, that the asymptotic controllability property is structurally stable with respect to perturbations g of the system (1) which satisfy (57).) Actually, we prove an even more general result than the s-stabilization of (58), expressed in terms of differential inclusions. Let us consider π-trajectories of the differential inclusioṅ
where k : R n → U is an arbitrary (not necessarily continuous) function and χ : R n → R ≥0 is continuous. For a given partition π of the interval [0, +∞), a (complete) π-trajectory x(·) of (59) is any absolutely continuous function defined on [0, ∞) and satisfying recursively the differential inclusioṅ
Definition VI.1: The feedback k : R n → U is said to robustly s-stabilize the system (1) if there exists some continuous function χ : R n → R ≥0 , χ(x) > 0 for x = 0, such that for every pair 0 < r < R there exist δ = δ(r, R) > 0, T = T (r, R) > 0, and M = M (R), such that, for every partition π with d(π) < δ, and every π-trajectory x(·) of (59) with |x(0)| ≤ R, all conditions 1., 2., 3. in Definition I.3 hold.
The concept of robust s-stabilizing feedback k formulated in terms of solutions of differential inclusions is closely connected with robustness properties of the feedback k in the sense of stabilization of the perturbed systeṁ
where w : [0, +∞) → R n is an integrable function (which we call a "disturbance"). For the partition π of [0, +∞) the π-trajectory of (61) starting from x 0 is the absolutely continuous function recursively defined on intervals [t i , t i+1 ] as solutions of the following differential equation: f (x(t), k(x(t i ))) + w(t) , t ∈ [t i , t i+1 ] .
(62)
Remark VI.2:
There is an obvious relation between π-trajectories of the differential inclusion (59) and π-trajectories of the perturbed system (61): x(·) is a π-trajectory of (59) if and only if there is a measurable disturbance w(·) such that |w(t)| ≤ χ(x(t)) , a.a. t ≥ 0 (63) and x(·) is a π-trajectories of (61). P We show that a robustly stabilizing feedback provides stabilization of the perturbed system (62) in the following sense.
Definition VI.3: The feedback k : R n → U is said to be robustly practically stabilizing for (61) if for every pair 0 < r < R there exist δ > 0, T > 0, and χ 0 > 0, such that, for any disturbance w(·) satisfying
and any partition π such that d(π) < δ, every π-trajectory of (62) with |x(0)| ≤ R is well-defined on [0, ∞) and conditions 1., 2., 3. in Definition I.3 hold. P We have the following relation between the two concepts of robustness.
Proposition VI. 4 : If the feedback k is robustly s-stabilizing, then it is robustly practically stabilizing for (61).
Proof: Let us fix any pair 0 < r < R and choose r such that 2r < r, M(2r ) < r .
We define constants Finally, we can repeat this argument to obtain that |x(t)| ≤ r for all t > T (r , R), which proves the Proposition. (Observe that since x(·) is a solution of an ordinary differential equation, boundedness implies global existence.) The main result of this Section is as follows: Theorem 4: Let the system (1) be asymptotically controllable. Then the feedback k defined in (50) is robustly s-stabilizing.
We base the proof of this Theorem on the proof of the following semiglobal practical robust stabilization result, in the same manner that the proof of Theorem 1 is based on Theorem 3.
Theorem 5: Let V be a clf. Then, for every 0 < r < R there exist α 0 = α 0 (r, R) and T = T (r, R) such that for any α ∈ (0, α 0 ) there exists χ 0 > 0, δ > 0 such that for any x 0 ∈ G α R , any feedback k ν defined as in (25) , and any disturbance w(·) satisfying (64), and any partition π with d(π) < δ, the π-trajectory x(·) of the perturbed systeṁ
