Abstract
Introduction
A main function of multilayer neural networks is pattern mapping, which includes function approximation, pattern classification, prediction, diagnosis and the other many applications [ 11. In designing multilayer neural networks, there are several parameters concerning network structure, for instance the number of layers and units, activation functions, connection density and so on. By optimizing them, fast convergence and small size networks are available. Reduction of the hidden units has been well studied. Pruning methods using only sigmoid functions [2] , [3] and several kinds of activation functions [4] , [5] have been proposed. Furthermore, activation functions are optimized through a learning process [6], [7] , [8] , [9] . Properties of the activation functions, which can be optimized, are extended [lo] . Furthermore, the input potential of the unit is extended from a linear combination of the inputs or the lower layer outputs to the nonlinear function [ll] . The activation functions are 0-7803-7044-9/01/$10.00 02001 IEEE formed on the hypersurface rather than the hyperplane. As a result, more complicated relation between the inputs and the output can be realized.
One approach t o realize nonlinearity is .to use polynomial [ll] . However, in actual applications, the input data are usually high-dimensional vectors, so the number of terms in the polynomial becomes a very large. It causes large networks and slow convergence. F'urthermore, all terms are not required in many applications.
In this paper, a selective learning algorithm is proposed, which combine the genetic algorithm (GA) and the internal information, which is magnitude of the connection weights. Useful terms are selected in a learning process. This method can cooperate with the simultaneous learning method for connection weights and activation functions [IO]. In computer simulation, function approximation and pattern classification are dealt with. Usefulness of the proposed methods will be confirmed based on comparison with the ordinary GA method. puts, a hyperplane is formed by setting U as a constant, on which the activation function defined by Eq. (2) is formed. In this case, even though the activation function holds a degree of freedom, it forms only arbitrary zonal shape as shown in Fig.2 . By expanding the input part to a nonlinear form, the activation functions are formed on the hypersurface. This results more flexible relation between the inputs and the output. One example is shown in Fig.3 , where the sigmoid activation functions used as in Figs. 2. Like this, the nonlinear input potential holds a high degree of freedom for pattern mapping. 
Nonlinear Function Expression
The 'nonlinear input can be expressed by using a polynomial of the inputs or the lower layer outputs [ll] . Let the unit inputs be 
In orther words, y becomes a collection of the contour lines on the curves determined by Eq.(4).
Necessity of Limiting Terms
When wZI are trained using all terms in Eq.(4), if some of wy take a small value, then it can be judged that the corresponding terms are not necessary, and the unnecessary terms are removed. However, computations for them are not omitted in a learning process. Furthermore, if the problems are time varying and the necessary terms are changed, then all terms must be trained. For instance, the number of the terms of the polynomial is N(N+3)/2 for the 2nd-order polynomial of N-dimensional input.
Learning the network using all terms is not good from the view points of network size and convergence speed. For this reason, it is desirable to use only useful terms in a learning process.
A Selecting Method for Useful Terms in Polynomial

Genetic Algorithm
Since the proposed method is based on the genetic algorithm (GA), which to find an optimum discrete combination through an evolutional process including crossfertilization, natural selection and mutation. Property of the network to be discretely optimized is mapped onto a chromosome, including genes. A population consists of many individuals, which hold their own chromosome. From one generation, new individuals are generated through cross-fertilization, natural selection and mutation. 
.
Generation of new individuals through crossfertilization, natural selection and mutation using the dominants above. Go to 2.
Gene Expression
An M t h-order polynomial of N-dimensional input Eq.(3) is expressed by 5111x2 ...x$, 0 5 11 + 12 + * . * + 1~ 5 M . These terms include from 0th-order to Mthorder terms. The useful terms are selected by multilying the genes having ga = 1 or 0. Thus, the terms with ga = 1 are selected.
-The input potential and the output of the hidden unit are expressed as
a=O Here, K terms are selected as the useful terms. The same process is done from the hidden layer to the output layer.
Network Synthesis
The proposed multilayer neural network is shown in Fig.4 , in which the polynomials are selectively trained.
A block "Polynomial" generate all terms. They are selected through a "Term Selection'' block. Since & is multiplied by ga = 1, the gene ga = 1 is related to the connection weights w J z , j = 1 , 2 , . . . , NH. Magnitude of wJ2 are used to evaluate g2 to be selected or not to be selected.
Selection Algorithm for Useful Terms
The individual in the GA process corresponds to the multilayer neural network. Let the number of the individuals be P , and the genes having ga=l be K . The -.
latter means the number of the useful terms is limited t o K . As a result, letting the total number of the genes in the chromosome be L, among them K genes have ga = 1, and L -K genes ga = 0.
Step 1 The initial P individuals are generated as follows: K genes having ga = 1 and the connection weights are randomly generated. The former means position of the genes having ga = 1 are randomly determined.
Step 2 The individuals generated in Step 1 or Step 3 are trained, that is their connection weights and activation functions are simultaneously trained [lo] , [11] . If the output error is less than the threshold and the number of the selected terms is well reduced, then the learning is stopped. Otherwise] go to Step 3.
Step 3 PI(< P ) individuals having the small output error are selected from the P individuals, trained in Step 2, as the dominants. A pair of two individuals G1 and C : 2 is selected from the PI dominants. They are combined through the evolutional process to generate new individuals. The order of selecting the genes is determined taking the corresponding connection weights into account.
Suppose G1 is dominant to G2. First, the gene of GI, whose connection weight has the maximum magnitude in GI, is selected. The magnitude of the connection weights is defined by Next, the gene of Gz, whose weight has the maximum value in G2 is selected. Furthermore, the gene of GI, having the second largest weight is selected. This process is repeated K times. In this Step, P individuals are generated, and return to Step 2. Example An example of L = 6 and K = 4 is shown in Fig.5 . Here, let also GI be dominant to G2. The numbers attached to the genes indicate the order of magnitude of the corresponding weight. In Step 3, the genes having ga = 1 in the next generation are selected as follows: The 2nd gene in GI +the 1st gene in Gz + the 6th gene in GI---* the 2nd gene in G2. Since the 2nd gene is selected twice, the number of the genes in a new individual is reduced from 4 to 3.
the terms used in the polynomial are randomly determined. x2y, x4 and y5 are selected in the polynomial. A set of the inputs and the corresponding outputs of this network is used as the training data. The number of the input units, the hidden units and the output units are 2, 2 and 1, respectively. The target function is shown in Fig.6 . A 5th-order polynomial, the selection times K = 6 and the number of the individuals in each generation P = 10 are used. The learning curves are shown in Fig.7 . The learning converges at the 3rd-generation. The approximation error is very small, and the selected terms are the same as those used in the target network. 
Pruning Selected Terms
By using K as the bound of selecting times, not the number of the selected terms, a pruning process is inherently included in the proposed method. The genes are selected K times, not K genes. Thus, if the same gene is selected more than one time, then the number of the selected genes is reduced. Usually, the necessary number of the terms is not known in advance. Therefore, K is determined to be a little large. It should be minimized through the learning process. This requirement is satisfied by the proposed method. 
Simulation and Discussions
First, the activation functions are fixed as a sigmoid function. In Sec.5.5, the activation functions are trainined together with the connection weights and the term selection.
Function Approximation
In order to evaluate selection of useful terms by the proposed method, the training data are generated using the network shown in Fig.4 , whose connection weights and 00
Figure 7:
Learning curve for function approximation by proposed method.
2-Dimensional Pattern Classificatiion
The training data are shown in Fig.8 . A network with 2 hidden units, a 5th-order polynomial, P = 10 and K = 8 are used. In the proposed method, x2, g2, x4, x2y2, y4 are selected, and the learning converges at the 2nd generation. For comparison, the following ordinary GA method is considered. In Step 3, the individuals are generated through simple cross-fertilization, natural selection and mutation without any internal information.
So, we can evaluate effects of the internal information. In this method, x, x3, x2y, y3, x4, x2y2, y4 are selected. The best solution is obtained in the 1st generation. From simulation results shown in Fig.9 , it can be confirmed that the proposed learning method can minimize both the error and the number of the selected terms.
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Statistical Evaluation for Selecting Terms
Using the 2-dimensional pattern classification in Sec.5.2, convergence property is statistically evaluated. The learning is carried out 10 times by changing the initial guesses, including the position of the genes with g2 = 1 and the connection weights.
The simulation results are shown in Table1 and Table2. In these tables, 0 and X indicate the trial converges and not converges, respectively. In the proposed method, 6 trials converge, and the same set of the terms x2, y2, x4, x2, y2, y5 is selected in these trials. On the contrary, in the ordinary GA method, only 3 trials converge; and the selected terms are increased from that of the proposed. They are different for each trial. The successful trials by both methods always include the terms x2, y2, x4, x2, y2, y5. Thus, these terms are very 1708 Figure 10 shows the training data, where the data locate inside and outside the doughnut are classified into two classes. Two hidden units, the individuals P = 10, and 3rd-order polynomials are used. In the proposed method, the following 8 terms are selected while K = 12, z , z2, y2, z 2 , zx, x3, xy2, y2z. The learning converges at the 4th generation. In the ordinary GA method, the best solution is found at the 1st generation and the 4th child, which has the terms x, z, x2, y2, xy, z3, xy2, y2z, z2x, zx2, xyz. This result shows that the simple cross-fertilization without the internal information cannot generate useful individuals. The learning curves by both methods are shown in Fig.11 . 
3-Dimensional Pattern Classification
Learning Activation Functions
In the previous 2-and 3-dimensional pattern classification problems, the simultaneous learning of the connection weights and the activation functions [lo] and the term selection are carried out at the same time. The hidden units are reduced from 2 to 1 and from 5 to 3 in the 2-and 3-dimensional pattern classification problems, respectively. Furthermore, the best solution can be found in the 2nd generation instead the 4th generation. From these results, fast learning and small networks are possible by combining the simultaneous learning and the term selection.
Conclusions
By using nonlinear inputs to the units, activation functions are formed on a hypersurface, then more flexible relations between the input and the output are realized. The polynomials are employed to realize nonlinearity.
In this paper, a selection method based on GA for the useful terms has been proposed. The internal information, that is magnitude of the corresponding connection weight, manages order of selecting the useful terms. Through simulation for many problems, it has been confirmed that the proposed method can provide fast learning, small error and small networks in comparison with the ordinary GA method.
