We revisit the classic thermodynamic problem of maximum work extraction from arbitrary-sized source of heat and sink, modelled as perfect gases. For a given initial state of the process, we assume ignorance of the nal temperatures. We quantify the prior information about the process and assign a prior distribution to the unknown temperature(s). This requires that we also take into account the temperature values which are not regarded in standard analysis. In the present formulation, however, such values appear to be consistent with the given prior information and hence are included here in the inference. We derive estimates of the e ciency at optimal work from the expected values of the nal temperatures, and show that these match with the exact expressions in the limit when any one of the systems is very large compared to the other. For other relative sizes of the source and the sink, a weighted mean is de ned over the estimates from two valid inference procedures, that generalizes the procedure suggested earlier in [1] . The mean estimate for e ciency obtained in this way agrees with the results of the optimal performance quite accurately.
Introduction
Maximum work extraction is a well-known problem in classical thermodynamics [2] [3] [4] [5] [6] [7] . It is known that an entropy preserving process yields the upper bound for work. In recent years, the eld of nite-time thermodynamics has been intensely investigated, where the power output per cycle is often sought to be maximal [8] [9] [10] [11] . Related to these considerations, the e ciency of engines at maximum work or power has caught attention, in particular, the discussion about its universality near equilibrium.
In this paper, we consider the issue of e ciency at maximum work [5, 12] from an entirely di erent, probabilistic standpoint. Rather than performing an optimization of the extracted work, our approach follows inductive reasoning or inference [13] [14] [15] . The latter has served as a powerful tool in situations with incomplete information and is increasingly being applied to the analysis of a wide range of phenomena, such as in particle physics [16] , cosmology [17] , arti cial intelligence [18, 19] and so on.
The approach is based on the subjective or Bayesian viewpoint [20] [21] [22] according to which probabilities denote the degree of rational belief or the state of knowledge of an agent. The knowledge, which is available before any data is gathered, is called the prior information, and the degree of belief about the possible values taken by a parameter is encapsulated in a prior probability function [23, 24] . The basic idea of estimating from prior information was rst proposed in [25] , in the context of quantum thermodynamic machines and later extended to treat uncertainty in other thermodynamic processes in [1, [26] [27] [28] [29] . A remarkable result of these studies is that even with the treatment of uncertainty in a subjective sense, the analysis a ords reliable estimates of quantities such as maximum work as well as the e ciency at maximum work.
In view of the correspondence achieved between the optimal results and the inference based approach, an extension of the approach to more general situations is required. In this paper, a generalization of [1, 29] is presented which considers a similar problem but with arbitrary sizes of heat source and sink (also referred to simply as system(s)). To recall the approach, the central issue was the assignment of the prior in a constrained thermodynamic process, for the uncertain variable such as the temperature. For the case of identical systems which di er only in their temperatures, we treated the invariance of the prior as the basis for the assignment. The extension presented in this paper assigns priors by taking into account the di erences in the source and the sink, prescribed in the prior information. For simplicity of analysis, we illustrate the approach using only the perfect gas model for the source and sink.
The paper is organized as follows. In Section 2, we discuss the e ciency of work extraction from a reversible process. We explicitly derive expressions for the cases when one of the systems (source or sink) is very large compared to the other. The standard results of this section serve as a benchmark for inference performed in later sections. Section 3 outlines the inference procedure by rst identifying the prior information about the process and then making estimates for the e ciency in the extreme cases mentioned above. Section 4 is aimed at deriving estimates for e ciency for an arbitrary ratio of the system sizes. As the full solution can be derived only numerically, we make analytic expansions of e ciency for almost similar values of the source/sink temperatures. Then we de ne a mean estimate and show that e ciency at optimal work can be derived up to second order in the Carnot e ciency, by the inference approach. The nal section is devoted to concluding remarks.
E ciency at optimal work
Consider two perfect gas systems with constant heat capacities 1 and 2 and at initial temperatures + and − ( − < + ), respectively. Classical thermodynamics explains that the maximum work is extracted by removing, in a quasi-static manner, a small amount of heat from the source, converting it to work with the maximal e ciency, while discarding the waste heat to the cold sink. Thus in a sequence of in nitesimal cycles, the temperatures of the two systems slowly approach each other. The process terminates and is said to be optimal when the systems achieve a common temperature. Now take an arbitrary intermediate stage of this reversible process, when the temperatures are ὔ , = 1, 2. The amount of heat absorbed by the engine from the hot system is de ned as in = 1 ( + − ὔ 1 ). Similarly, the amount of heat rejected by the engine to the cold system is out = 2 ( ὔ 2 − − ). The net extracted work (> 0) from the engine is then given by
For convenience, we de ne 2 / 1 = , − / + = , 1 = ὔ 1 / + and 2 = ὔ 2 / + . So the work is rewritten as
The constraint of entropy conservation for perfect gases, Δ = 1 ln ὔ 1 + 2 ln ὔ 2 − 1 ln + − 2 ln − = 0, yields the following one-to-one relation between the two scaled temperatures:
(2.1)
To evaluate the optimal process, one can optimize work expression by setting / 2 = 0. This yields the nal common temperature of both systems as 1 = 2 = 0 = /(1+ ) . The e ciency at optimal work (distinguished by a cap) iŝ
It is also of interest to consider e ciency for intermediate stages. First, we can use (2.1) to express as a function of one variable only, such as
where { 1 , + , , } are all xed for the given process. One can distinguish two regimes: a) < 1: In this case, it is convenient to express e ciency in terms of the variable 2 as it will be useful to discuss the special case of → 0. Thus the heat going "into" and the heat going "out" of the engine are given as
. The e ciency de ned by = 1 − out / in is given as
(2.4)
Now, in the limit → 0, i.e. when the heat source is very large compared to the cold one, the e ciency becomes
Also in this limit, the temperature of the source (which is now a reservoir) stays constant at ὔ 1 = + , or 1 = 1. Then for the optimal work extraction, the temperature of the sink must approach this value. Thus substituting 2 = 1 in (2.5), we obtain̂
For this case, it is convenient to use 1 as the variable in order to discuss the special case of → ∞. From (2.1) and (2.3), we have
with the e ciency rewritten as
(2.8)
In the limit → ∞,
This applies to a very large cold reservoir in comparison to a nite heat source. Here the temperature of the former does not change, i.e. remains at − . For the optimal process, the temperature of the source must approach this value. So substituting ὔ 1 = − or 1 = in (2.9), we obtain the e ciencŷ
It was observed in [5] that the e ciency at optimal work does not change signi cantly with change in the relative sizes of the source and the sink. Also for the given values of which are not far from equilibrium ( ≥ 0.1), the numerical value of e ciency is close to the value 1 − which corresponds to the case = 1. In the above, we considered two limiting cases when one of the systems is very large compared to the other. In each case, for near-equilibrium, i.e. for close to unity, the leading term in the e ciency at maximum work behaves as (1 − )/2 which is also the rst term in the Taylor series expansion of 1 − about the value = 1.
Inference
In this section, we approach the issue of e ciency at optimal work from the perspective of inference. The analysis of the standard process as discussed above assumes that the nal temperatures are known. Then we can calculate all the thermodynamic quantities easily. Here instead, we will consider a situation in which we have a limited information about the system. Suppose we do not know the nal temperatures. Then what will be our estimates for the e ciency? In this approach, the prior information becomes an important tool. The approach was initially proposed for identical systems acting as heat source and sink in [1, 29] . Here our purpose is to seek a generalization of this approach for di erent-sized systems. 
. Prior information
We begin by noting some aspects of the prior information: (i) Whatever the values of 1 and 2 , these satisfy a one-to-one relation, see (2.1).
(ii) Due to condition (i), there is essentially one variable in the problem, and so we can visualize an observer who formulates the problem in terms of either 1 or 2 . (iii) An observer also possesses knowledge of the function ( 1 ) or equivalently of ( 2 ), with the condition ≥ 0. In the physical context, it means the set-up works like a heat engine. This can be further illustrated by considering (2.3) and (2.7) in graphical form, as shown in Figures 1 and 2 for di erent values. In particular, as in Figure 1 for < 1, i.e. for a small sink and a larger source, the range of 1 values satisfying ≥ 0 (dashed curve) is narrower than the range of 2 values (solid curve). The corresponds to identical nature of the source and the sink with equal heat capacities [1] . For example, by solving ( 2 ) = 0, it can be seen that both temperature intervals become identical to [ , 1]. In general, the value of or has to be calculated numerically. Also to be noted is that as approaches zero, the range [ , 1] shrinks because → 1, meaning that as the heat source becomes very large, its temperature tends to remain at its initial value. Similarly, we can extrapolate from Figure 2 that → as → ∞. Now for a given value of the extracted work in the reversible process mentioned at the beginning of Section 2, the possible values of 1 and 2 are and , respectively (see Figure 3 ). Note that > accords with the expected direction of the spontaneous ow of heat from the hot system to the cold one. However, we notice from Figure 3 that there are other values, and , of 1 and 2 respectively, for the same value of extracted work. However, these values satisfy the opposite order < . This would be contrary to the natural direction of the heat ow and so cannot be obtained from the process mentioned so far.
These latter values of 1 and 2 are not unphysical and correspond to a di erent process as shown in Figure 4 . Here, rst the optimal work 0 is extracted, so that the systems obtain the common optimal temperature 0 . Then in a second reversible process, we supply back part ὔ of this work to make the device act as a refrigerator, so that the net amount of work, 0 − ὔ = , is the same. However there are two ways in which heat can be driven from one system to the other. As shown in Figure 4 b, the nal macrostate may have the system temperatures equal to and , which is thermodynamically indistinguishable from the standard process considered previously. If we follow the operation shown in Figure 4 c, then we are left with systems 1 and 2 at temperatures and , respectively. The point is that for an observer who is ignorant of the exact reversible process followed, both of the above operations of the machine are feasible. So consistency with the prior information seems ensured if we also take into account the alternate values of temperatures following from the other process. This justi es the speci c interval of allowed values for the temperature, considered by each observer.
To close this section, we may imagine two observers, one of whom interprets the uncertainty in terms of variable 2 while the other in terms of 1 . Having identi ed the possible range of values for the respective temperatures, each observer must now quantify the prior information at his/her command, by assigning prior probabilities for the likely values of the relevant temperature. A given net amount of work may be extracted by the reversible process of an engine which rst extracts an optimal work 0 (a); then a part ὔ of this work is supplied to drive heat either from system 1 to 2 (b) or from system 2 to 1 (c). In (b), the nal temperatures satisfy > , whereas in (c), we have < . The net work extracted is the same in both cases:
.
The prior and the estimates
In a previous publication [1] , we considered the two systems to be of identical constitution, for example perfect gases with identical heat capacities. This implies = 1 in the present terminology. The possible intervals of values for 1 and 2 then become identical and equal to [ , 1]. In this case, the separate curves of Figure 1 or Figure 2 will come to overlap each other. It seems natural to assume there the same form of prior distribution for 1 as for 2 .
Here we are considering a general situation, where the two systems are physically of similar nature, but may have a di erent number of particles, heat capacities and so on. How to specify the prior in this situation? One possibility is to assume a dissimilar form of prior for each of the temperatures. However, it soon becomes evident that we need an additional principle to be able to specify two functionally di erent priors. Due to inherent arbitrariness in the choice of this principle, we restrict to the assumption of a single functional form of prior for both temperatures.
The above assumption may be motivated as follows. Note that the distinction between the two temperatures is incorporated as the information on the allowed intervals of possible values for each. Thus one of the temperatures ranges from [ , 1] while the other takes values in the interval [ , ] . We may label them as 1 and 2 , respectively. This information on the range would be relevant to determine the normalization for each prior. At the level of functional dependence, the simplest assumption is to assume a similar form for the prior. To this end, we assume the normalized prior for each temperature to be of the form
where the function is common to both priors and will be determined below. Now the criterion deciding the form of the prior is the following. The one-to-one relation between a possible pair of values ( 1 , 2 ) suggests that the probability of 1 to lie in a small range [ 1 , 1 + 1 ] is the same as the probability of 2 to lie in [ 2 , 2 + 2 ], where the particular values of 1 and 2 are related by (2.1). Thus we require that 1 1 = 2 2 , or more precisely
From (3.1) and using (2.1) in the above relation, we can straightforwardly determine ( ) = 1/ which leads to the required prior.
Therefore, the state of knowledge of observer 2, is now expressed through the prior
which yields an expected value of
The estimate for maximum work according to observer 2 is given by ( 2 ). The usual choice for de ning the estimate of work would be the average value over the prior, i.e. ( 2 ) = ∫ ( 2 ) ( 2 ) 2 . As discussed in [1] , the work expression being a concave function, we can apply Jensen's inequality for concave functions, ( ) ≤ ( ), which gives an upper bound to the usual estimate for work. It is in this sense that we de ne the estimate for maximum work. In the concluding section, we also make a comparison between these two de nitions for estimating work.
Thereby, the e ciency at maximum work is given by replacing 2 by 2 in (2.4):
For general values, the value is determined by numerically solving the equation ( 2 ) = 0, where ( 2 ) is given by (2.3) . This implies solving
whose trivial solution is 2 = . The other solution has to be evaluated numerically. In the special case of → 0, the right-hand side of (3.3) becomes an exponential function. In this limit, is a solution of
It is directly veri ed that (3.2) and (3.4) together imply the expected value 2 = 1. Thus for → 0, the average estimate of 2 infers exactly the optimal process discussed in Section 2, and the estimate for e ciency is also the same as (2.6). Again in this limit, the range [ , 1] of 1 shrinks to zero and so only the inference on temperature 2 needs to be conducted. Similarly, the corresponding prior for 1 is
with the expected value
Here, the estimate for e ciency at maximum work in terms of temperature 1 is to be obtained by replacing 1 by 1 in (2.8). In the limit → ∞, is obtained as (numerical) solution of exp(− / ) = exp(−1/ ), (3.6) whose trivial solution is = 1. It can be seen that (3.5) and (3.6) together imply 1 = . So for this case also, we infer an optimal process from the average estimate for 1 . The estimate for e ciency is the same as ∞ in (2.9). Again, in this limit, only the inference on 1 is to be performed, as the other temperature remains xed. Figure 5 . E ciency versus ratio of initial temperatures . The upper curve is the estimated e ciency at optimal work due to an observer using 1 as the variable. The lower curve corresponds to an observer using the variable 2 . The middle curve (red) is the e ciency at optimal work; see (2.2) . Note that for < 1, the latter is closer to the estimate by observer 2. Figure 6 . The upper curve is the estimated e ciency at optimal work using the variable 1 . The lower curve corresponds to the use of 2 as the variable. The middle curve (blue) is the e ciency at optimal work and is closer to the estimate of observer 1, when > 1.
Estimates of e ciency for arbitrary
We have seen that when one of the systems is very large compared to the other, the estimates for e ciency at optimal work correspond exactly to the values obtained by direct optimization of work. It is then of interest to see how the estimates of e ciency compare with the optimal values for arbitrary values of . In Figures 5  and 6 , we show the estimates made by observer 1 and 2, for di erent values. Apparently, the estimates by the two observers match with the optimal values when close to equilibrium ( ≈ 1). Further, for < 1, the estimates in terms of 2 lie closer to the optimal value, the agreement being exact in the limit → 0. Similarly, for > 1, the agreement between the optimal behavior and the estimate by observer 1 is better, which becomes exact for → ∞.
Close to equilibrium, the e ciency at optimal work for arbitrary (see (2.2)) behaves aŝ
where = 1 − is the Carnot e ciency. In this near-equilibrium regime, the estimate for e ciencỹ 1 (resp.̃ 2 ) by an observer who assumes 1 (resp. 2 ) as the uncertain variable behaves as follows:
For details, we refer to the Appendix. Thus both ways of estimating the e ciency reproduce the /2 term found in the optimal value near equilibrium. Following [1] , which corresponds to the case = 1, the second order term in the optimal expression can also be recovered if one de nes the mean estimate as̃ = (̃ 1 +̃ 2 )/2. The weights of 1/2 each imply equal weightage being given to both inference procedures. The second order term ( 2 /8) was found to be universal and independent of the system properties, when the two systems are of identical nature.
We can also obtain the second order term in the optimal value for the general case ( ̸ = 1) from an appropriate de nition of the mean estimate. For this purpose, we de nẽ
where the weights satisfy 1 + 2 = 1. In the present case, if we set the weights
then the mean estimate is an agreement with the e ciency at optimal work, up to second order. The weights chosen above are consistent in the following sense. We have already observed that when one of the systems becomes very large compared to the other (the extreme case of tending to 0 or ∞), the inference needs to be performed over the temperature of one system only, as the temperature of the larger system stays equal to its initial value. The above choice satis es these conditions, as 1 ( → 0) = 0 and 1 ( → ∞) = 1. Moreover, 1 ( → 1) = 1/2 is also obtained.
The exact expression for e ciency at optimal work, (2.2), is plotted in Figure 7 , which is compared with the weighted estimate, (4.1), evaluated numerically for general values of .
Concluding remarks
Earlier ndings [1] showed that using prior probabilities, the optimal characteristics of certain constrained thermodynamic processes can be estimated by inference. In this paper, an extension of this approach is sought for the scenario of work extraction from di erent-sized source and sink. Using perfect gases to model source/sink, we have proposed an appropriate prior. The problem appears tractable if we assume the same functional form of prior for the source and the sink. Note that the information on di erent sizes of the systems distinguishes the two temperatures. In our case, 1 has been assigned to the system with heat capacity 1 and so on. This information was missing in earlier studies where similar-sized systems were considered. Further, due to di erence in the sizes, the intervals of possible values for 1 and 2 , consistent with the physical condition of work extraction ≥ 0, are now di erent. The inferred interval of allowed values includes values which are not considered in the usual textbook analysis. However, these alternate values only correspond to another plausible process consistent with the constraints.
The main focus of this paper is the estimation of e ciency at optimal work. Exact estimates can be made when either source or sink is a reservoir. Then, for arbitrary values of , we derived a mean estimate of eciency which is correct up to second order term in Carnot value. The full numerical evaluation also estimates the optimal value quite accurately.
It is also interesting to note that the estimates of work, by both observers, also agree with the optimal work near equilibrium up to third order of Carnot e ciency. Recall that the estimate of work is given by replacing 2 by 2 in (2.3). For near equilibrium, we de ne = (1 + ) , where is given by (A.1) in the Appendix. Then, the estimate of work, by either of the observers, behaves as
which matches with the optimal work up to two lowest order terms. Expectedly, the = 1 case gives the series obtained in [1] . This seems remarkable since the results of an optimal process have been obtained by resorting to inference which takes into account less amount of information than is usually assumed in the optimization approach. For comparison, we also show as series expansion, the estimate of work de ned as an average over the prior. Thus for near equilibrium regime,
The corresponding case of identical systems, = 1, was discussed in [1] . Similarly, if we study the cyclic process in which the systems are brought back to the initial state by attaching to appropriate reservoirs, then the net entropy production is ΔS = −( in / + ) + ( out / − ). For the optimal work extraction, this is evaluated by replacing the nal temperatures with 0 . On the other hand, the estimate of net entropy production, as obtained by each observer, behaves near equilibrium as
which are the same up to the lowest order. On the other hand, the optimal entropy production behaves as ΔS 0
Thus the lowest order approximation to entropy production is estimated correctly by each observer. To obtain an agreement for the next order, we de ne a weighted mean analogous to the estimates for e ciency. As can be easily seen, with the mean estimate ΔS = 1 S 1 + 2 S 2 , where the weights used are the same as for mean e ciency, one obtains agreement with the optimal entropy production up to next order of expansion.
In revisiting a simple and standard textbook problem, the following observation seems worth pointing out. Recently, in the context of nite-time thermodynamics, the idea of universality of e ciency at optimal power and close to equilibrium has attracted a lot of attention. Within the framework of linear irreversible thermodynamics, the /2 term follows from the symmetry of Onsager coe cients under strong coupling between the work-performing and the heat uxes [8, 30] . Further, the second order term is also seen to be 2 /8, when, in addition to strongly coupled uxes, there is also a left-right symmetry [31] . Although our physical process is quasi-static and has no obvious analogy to nite-time models, it is interesting to observe that with nite source/sink also, we observe similar optimal features of e ciency. Further, the universal second order term is observed when there is a certain symmetry, i.e. the two systems are identical in constitution. As we have seen, for dissimilar systems, the universality of the second order term no longer holds and it becomes system dependent (here a function of ).
Although the application of the present approach is limited to perfect gases in this paper, the main purpose here is to propose an extension of the methods that generalize the inferential approach of [1] . A further extension can be visualized by including new information in the form of some data from an experiment or measurement. This can be used to update the prior probabilities to posterior probabilities by the use of techniques like Bayes' theorem [21] . We have not considered such an updating procedure in the present work. Our focus has been to quantify the prior information and base our estimates solely on the prior probabilities. As assigning an appropriate prior is crucial for many problems with uncertainty, these methods could be applicable to such problems. It is hoped that the approach and its generalization presented in this paper will also provide a useful perspective on the utility of prior information in the analysis of scienti c problems.
A Appendix
In the following, we derive estimates for e ciency when 0 < < 1 and is close to unity, so that = 1 − is a small parameter. Referring to Figure 1 , when the lower bound for 2 is close to unity, the upper bound > 1 is also close to unity. Introducing the small parameter > 0 as / = 1 + , we can rewrite ( Note that the initial terms are independent of .
Similarly, one can show that the estimate for observer 1, derived from 1 = (1 − )/ ln(1/ ), where = ( / ) − = 1 − , behave as̃
