Abstract
Introduction
As the prospective development of e-government and e-commerce, the government, military, enterprises and scientific research institutions give great importance to the Information Security Risk Assessment which is a complex system and whose degree of risk subjects to combined impact of various factors. As a result, to assess the degree of information security risk is very complex.
The information security is different from traditional industries in its inherent confidentiality, integrity and usability. The current approaches of information security risk assessment include event tree analysis (ETA), fault tree analysis (FTA), analytic hierarchy process (AHP) and fuzzy comprehensive evaluation (FCE), all of which bear both advantages and disadvantages. The event tree analysis (ETA) is able to figure out the overall consequence or different consequences caused by a failure. However, it is not able to analyze the parallel consequences thereby is not suitable for detailed analysis. The fault tree analysis (FTA) is difficult to quantify since the fault tree of complex system is intricate to build and calculate. The analytic hierarchy process (AHP) could assess the degree of risk of every fundamental factor in the general objective. But its assessment is subjective to some extent and requires high making of assessors. The fuzzy comprehensive evaluation (FCE) increases the fuzzy evaluation of risks and provides more decision information for the analysis of venture decision making but is subjective to a certain extent since no systematic approaches are used to determine the membership function. The artificial neural networks (ANNs) emerged to provide new approach for information security risk assessment in recent years, which is characterized by the approach ability, learning capacity, self-organized ability and adaptive ability to any function to illustrate the mapping relations of factors accurately. Among all the ANNs, the RBF neural networks (RBFNNs) are widely applied in the information security risk assessment for its uncomplicated network configuration, fast learning approaches and outstanding generalization ability. The estimated performance of RBF neural networks (RBFNNs) rely on the value of parameters such as the output weighing, hidden unit center and width and so on in the process of the information security risk assessment. The particle swarm optimization (PSO) is a new approach for intelligent group optimization with remarkable global search ability, high speed and easy implement, therefore, is suitable for the optimization of the RBFNN parameters [9] . Based on the new approach, this research put forth the information security risk assessment on the basis of particle swarm optimization-RBF neural networks (PSO-RBFNN) to effectively evaluate the risk degree of the information security risk influencing factors. The results of experiments indicate that the PSO-SVM is more précised than traditional approaches in prediction.
Information Security Risk Assessment Model
The information security risk assessment refers to the impartial and scientific comprehensive assessment of security attributes such as the confidentiality, integrity and usability of the information system, processing, transmission and storage according to the related information technology standards. First, evaluate the frangibility, the threats and the actual negative effect caused by the threat sources of the information system. Then identify the security risk of the information system according to the possibility of security incidents and the degree of the negative effects, which should take such fundamental factors into consideration as capital, threats and frangibility. Each factor of the information system bears its own attribute. The attribute of capital is the assets value. The attributes of threats are the threat subject, influenced object, frequency of occurrences and motive. The attribute of the frangibility is the severity degree of the asset weakness. The computing formula of risk is:
（1）
In the above formula: R indicates the computing function of security risk. A refers to the capital. V refers to the frangibility. T refers to threats. The "a" refers to the degree of the security incidents influencing the organized business (the severity degree of the capital). V a refers to the frangibility of some capital. L refers to the possibility of the threat utilizing the frangibility of capital to cause the security incidents. F refers to the damage degree when the security incidents occur. The risk evaluation model is shown as in figure 1.
Fig 1 the Network Risk Evaluation Model
The evaluation is always based on some technological approaches and the evaluation model. The selection of evaluation approach for risk evaluation has a direct impact on every link of the evaluation process. The effectiveness of evaluation plays an important role. Therefore, the evaluation approach not only affects every link of the evaluation, but also plays important role of the outcome of the evaluation. The information security risk evaluation has some limitations and the evaluation approach can be subjective and fuzzy, moreover the operation is quite complicated due to the lack of self-learning capacity when adopting the traditional mathematical model since the information security risk evaluation is characterized by considerable complexity, nonlinearity, uncertainty and real time. The intelligence of artificial neural networks (ANNs) with which other common approaches is not equipped enable the ANNs to deal with uncertain problems and to help self-learning and acquire 
Information Security Evaluation Based on Particle Swarm-RBFNN

The Basic Thought of the Evaluation Model
The information security risk evaluation model based on the particle swarm-RBFNN is composed of two parts: the first part is fuzzy system and the second part is the RBF neural network. The model adopts the fuzzy evaluation to quantify the risk evaluation index and the RBF neural network to evaluate the risk grade of the index. The output of the neural network is indicated as the degree of fuzzy membership. The model adopted is an RBF neural network with a single hidden layer. The network training is implemented by the particle swarm optimization (PSO). The characteristic quantity of the network input is the evaluation index of every information security risk factor, including the confidentiality, integrity and usability of the capital, the complexity to transform the fragility to reward, the severity degree of fragility, the usability of fragility and the technology of the threats and so on. These indexes are quantified and consistently processed by the fuzzy evaluation to be the input quantity of the neural network and then be input. By the learning algorithm of the neural network, the characteristic quantity of the network output refers to risk grade of the information security risk factor.
The Prediction Processing of the Input Variable
It is not appropriate to directly apply the index of risk factor to the input of the artificial neural networks (ANNs) since the index is difficult to determine to a certain extent. In consideration that the artificial neural networks (ANNs) can only process the quantitative data but fail to process the qualitative index, the research applies the fuzzy evaluation to quantify the index whose processed output by the fuzzy system is used as the input of the RBF neural network （RBFNN）. The steps to operate are as the followings: 1) Search the risk factor of information security by association analysis of the capital, threat, fragility.
2) Build the risk factor based on the fuzzy evaluation to possess the set of risk factors:
Make up evaluation sets. The confidentiality, integrity and usability of the capital, the severity degree of fragility, the usability of fragility, the complexity to transform the fragility to reward and the technology of the threats and so on evaluates the each risk factor. The evaluation applies the Delphi Method to estimate the risk grade of every risk factor and divide the index to M levels. The evaluation set is
The experts give their evaluations to every factor and build the fuzzy
is the general fuzzy set of V . In 
B refers to the weighing of some evaluation of each risk factor, which reflects the evaluation value of risk factors and whose value is between （0，1） so is able to be the input variable of the RBF neural network (RBFNN).
The RBF Neural Network (RBFNN) Learning Algorithm Based on Particle Swarm Optimization
The Configuration of the RBF Neural Network (RBFNN)
The RBF neural network (RBFNN) is a kind of feed-forward neural network against strong background in biology with simple structure, high learning efficiency and fine generalization ability, which has been widely used in lots of areas particularly in the areas of pattern recognition, function approaching and so on. The RBF neural network (RBFNN) is consisted of three-layer feed-forward network. The first layer of the network is the input layer, which is made up with the nodes of signal source to link the network with the external environment. The number of nodes is determined by the dimensions of the input signal. The second layer is a hidden layer of the network, whose nodes are composed of radial basis functions. It is used for conversion between the spaces of the input and the hidden layer. The third layer is the output layer, responding to the input mode, whose nodes are calculated through the linear combination of basis function acquired from the hidden nodes. The conversion from the input layer to the hidden one is nonlinear while the conversion from the hidden layer to the output one is linear, whose topological structure is as shown in figure 2.
Fig2 the Structure of the RBF Neural Network Prediction Model
The RBF neural network (RBFNN) is characterized by simple configuration, high rate of convergence, the ability to approach any nonlinear function, thus is widely used in the time series prediction. The RBF neural network (RBFNN) is composed of "n" input nodes, "m" hidden-layer nodes and one output-layer node and the hidden-layer node is the function of RBF which is  to enhance the predictive performance of the RBF neural network.
The Particle Swarm Optimization (PSO)
The PSO is an evolutionary computational technology developed by Eberhart in 1995, which comes from the simulation of a simplified social model. By PSO, every particle is regarded as a dot with speed in solutions. Different particles correspond to the individual fitness related to the objective function. The fitness function determines the capability of the solution and is subject to the specific optimization objective. Particles follow the optimizing particle to search the optimization in the solutions by iteration. In every round of the evolution, every particle update itself by tracking the personal extremum best P and the global extremum best g . In searching the two extremums, particles constantly change their speed and location as shown in the functions (4), (5). ( 1) ( ) ( ( ) ( )) ( () ())
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In the above functions, t refers to the evolutionary generations, v refers to the velocity of particle, p refers to the position of the particle, w and refers to the inertia weight to balance the global and local searches.  refers to restriction factor to control the weight of speed. 
The Parameter Optimization of the RBF Neural Network (RBFNN) Based on the Particle Optimization (PSO)
The values of the output weight w i of the RBF neural network, the hidden unit center i c and the width i  has great impact on the predictive performance of the RBF neural network prediction model. The gradient descent algorithm is generally adopted so far, which relies on the selection of the initial weight and whose rate of convergence is comparatively slow and is prone to get a local optimization. In consideration of the strong global search ability of the PSO which is thereby used to optimize the parameters of the i
 in the RBF neural network (RBFNN). The concrete steps to optimize are as the followings:
Step 1: Parameter initialization. Every particle is composed of parameters i w , i c and i  .The initial position and speed of a set of particles are then generated randomly.
Step 2: Calculate the fitness of every particle according to the fitness function. The mean absolute percentage error (MAPE) is used as the fitness function f to measure the quality of the selected parameters which is shown as the following: Research on the Application of Neural Networks to the Security and Risk Assessment of Information Kai LAI, Yan WANG
Step 3: Update the individual optimization best P and the global optimization best g according to the first round of fitness. Compare the fitness value of every particle and its undergone best position best P . When the latest fitness value is better than best P , it will become the current best position best P . Compare the fitness value of every particle and its undergone best global position best g .
When the latest fitness value is better than best g , it will become the current best position best g .
Step 4: Update the speed and position of particles according to functions (4) and (5).
Step 5: Check whether the optimal parameter is found. When it is found, it comes to the end of optimization, otherwise returns to the step 2 to continue the optimization. The idiographic flow is as shown in fig 3. 
Simulation Experiment
Some information system is used to provide example for the experiment of the risk assessment. First analyze the risk factors of the information security and take the related ones into consideration. The confidentiality, integrity and usability of the capital, the complexity to transform the fragility to reward, the severity degree of fragility, the usability of fragility and the technology of the threats are regarded as the characteristic inputs of the RBF neural network (RBFNN) which are up to 7. One characteristic output can indicate the risk level of risk incidents. The evaluation of each index is divided to "m" levels. The experts are called to evaluate the risk incidents and build the fuzzy mapping f to get to the membership matrix R. The membership matrix is acquired by calculating the probability of the membership of each risk factor to every level of the very index: 
Give different weighing value to every evaluation index of the evaluation set. Take the index of "the severity degree of the threat point" for example, suppose the distributive set of weights is A=(1/25,3/25,5/25,7/25,9/25) to get the weight of each risk factor under the index of "the severity And the acquired weight is the input value of the RBF neural network (RBFNN). Take 200 sets of characteristic quantities of input and output as the learning samples of the PSO-RBF neural networks. The samples come from the results of the systematic evaluation of information from a telecommunications company. The input is the characteristic quantity of risk incidents and the output is the evaluation results made by experts. The 180 out of 200 samples were used as the training samples and the rest 20 samples were used as test set to examine the performance of the training networks. In training of networks, a nonlinear mapping relation is built between the input and output, the particle swam is applied to train the RBF neural network (RBFNN) and the algorithm is realized by the programming with Pascal language MATLAB.
Use 180 set of samples as the training samples of the RBF neural network (RBFNN) based on the particle swam optimization (PSO) and train the networks. The output error of the training set is as shown in fig 4 in which the abscissa refers to the cycle index and the ordinate refers to the variation of error. At the same time the simulation experiment of the RBF neural network (RBFNN) based on the gradient descent algorithm is underway. Suppose the scale of the particle swam is up to 50 and the accelerating factor c1=c2=2. The value of the inertia factor w should take into consideration that avoiding getting to the local minimum while ensuring the astringency. It is favorable to avoid the local minimum when choosing the comparatively larger value 0.9 for the inertia factor in the initial stage. Then the value can be gradually reduced to ensure the astringency of the algorithm and it can be gradually reduced to the minimum value 0.2 by a linear formula.
Fig 4 Comparison between the PSO-RBFNN and the Traditional RBFNN
The simulation experiments with the 20 set of testing samples were done to improve the generalization ability further, in which the already-built nonlinear network mapping relations were used to calculate the output of the 20 set of testing samples. The comparison between the results of the above experiments and the RBF neural network (RBFNN) based on the gradient descent algorithm are as shown in table 1. The experiments found that the gradient descent algorithm is highly matched with the old evaluation results. The comparison of the experiments indicates that the PSO-RBFNN in this research is with stronger learning ability and higher accuracy of prediction. Compared to the traditional RBF neural network (RBFNN), the PSO-RBFNN is simpler and with higher rate of convergence and accuracy when dealing with the same learning task.
Conclusions
The risk is difficult to quantify accurately due to the uncertainty of the information system risk and the subjectivity of the current evaluation approaches. To solve the above problem, this research put forth the information security risk assessment on the basis of particle swarm optimization-RBF neural networks (PSO-RBFNN). First, quantify the index of information security risk assessment by the fuzzy system according to the characters of the information security risk assessment. Then apply the particle swam optimization (PSO) to optimize the parameters of the RBF neural network (RBFNN) to get the optimal one. At last, evaluate the risk. The simulation experiments indicate that the approaches based on the self-adjustment of the neural network enhance the performance of the risk evaluation as well as the possibility of operation to provide an effective method for the intelligent evaluation of the information system security risk.
