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a b s t r a c t
In the online F-avoidance edge-coloring game with r colors, a graph on n vertices is
generated by randomly adding a new edge at each stage. The player must color each new
edge as it appears; the goal is to avoid a monochromatic copy of F . Let N0(F , r, n) be the
threshold function for the number of edges that the player is asymptotically almost surely
able to paint before he/she loses. Evenwhen F = K3, the order ofmagnitude ofN0(F , r, n) is
unknown for r ≥ 3. In particular, the only known upper bound is the threshold function for
the number of edges in the offline version of the problem, in which an entire random graph
on n vertices with m edges is presented to the player to be r edge-colored. We improve
the upper bound for the online triangle-avoidance game with r colors, providing the first
result that separates the online threshold function from the offline bound for r ≥ 3. This
supports a conjecture of Marciniszyn, Spöhel, and Steger that the known lower bound is
tight for cliques and cycles for all r .
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Given a graph F and a natural number r , let Rr(F) be the least positive integerm such that any r-coloring of the edges of
the complete graph on m vertices contains a monochromatic copy of F . We call Rr(F) the Ramsey number; Ramsey proved
that Rr(F) exists for any F and any r [7]. We consider an ‘online’ version of the problem. Friedgut et al. [3] studied the one-
player game in which edges are presented one at a time in an order chosen uniformly at random. The player, Painter, must
color each edge as it is presented, trying to avoid amonochromatic triangle. More generally, in the F-avoidance edge-coloring
game with r colors, Painter tries to avoid a monochromatic copy of some fixed graph F .
Let r be a fixed positive integer and let n approach infinity. We say that f (n) ≪ g(n) if limn→∞ f (n)/g(n) = 0. We will
call N0(F , r, n) a threshold function for the F-avoidance game if, when N ≪ N0(F , r, n), there exists a strategy such that
the player a.a.s. (asymptotically almost surely) wins the game played with N edges by following the strategy, and when
N ≫ N0(F , r, n) the player a.a.s. loses the game played with N edges. In [3], it was proved that if F is a triangle then
N0(F , 2, n) = n4/3 and N0(F , 3, n) ≥ n7/5, although the authors comment that their proof of the latter inequality can be
improved to give the lower bound n13/9.
We will follow standard notation; Km denotes the complete graph, and Cm the cycle, onm vertices. For a graph G, we let
eG denote the number of edges in G and vG the number of vertices. If H is a subgraph of G, we write H ⊆ G; if, additionally,
H ≠ G, then H ⊂ G. Letm2(G) = maxH⊆G eH−1vH−2 .
To find an upper bound for N0(F , r, n)we shall consider an offline version of the game. Let Gn,m be the random graph on
n vertices having m edges; Painter must color the edges of Gn,m with r colors. The following theorem provides a threshold
function for the offline game; because Painter hasmore information available to him/her when choosing colors in the offline
game, this yields an upper bound for N0(F , r, n).
∗ Corresponding author. Tel.: +1 217 244 1742; fax: +1 217 333 9576.
E-mail addresses: jobal@math.uiuc.edu (J. Balogh), jbutter2@illinois.edu (J. Butterfield).
0012-365X/$ – see front matter© 2010 Elsevier B.V. All rights reserved.
doi:10.1016/j.disc.2010.09.007
3654 J. Balogh, J. Butterfield / Discrete Mathematics 310 (2010) 3653–3657
Theorem 1.1 ([5,9,8]). Fix an integer r ≥ 2 and a graph F that is not a star forest or, if r = 2, a forest of stars and paths with
three edges. Let P be the graph property that any r-coloring of the edges of G has a monochromatic copy of F . Then there exist
constants c = c(F , r) and C = C(F , r) such that
lim
n→∞ P[Gn,m ∈ P ] =

1 if m > Cn2−1/m2(F),
0 if m < cn2−1/m2(F).
Marciniszyn et al. [6] proved that, for every graph F and integer r ≥ 1, N0(F , r, n) exists, and that
lim
r→∞ limn→∞
logN0(F , r, n)
log n
= 2− 1
m2(F)
.
In particular, for F = K3, the following is known.
Theorem 1.2. Let r ≥ 1. Then the online K3-avoidance edge-coloring game with r colors has a threshold function N0(K3, r, n)
that satisfies
N0(K3, 2, n) = n 43 , (1)
n
3
2 (1− 13r ) ≤ N0(K3, r, n) ≤ n 32 . (2)
The lower bound in (1) is from [6], and the upper bound is from [3]. The upper bound of (2) is from Theorem 1.1. To prove
the lower bound in (2), the authors consider a greedy strategy: as each edge is presented, Painter colors it with color i if and
only if, for every j > i, using color j would close a monochromatic triangle, but using color i does not. In fact, they prove a
more general lower bound for a general graph F , using a variant of a greedy strategy in which for each color Painter avoids
a particular subgraph of F . This strategy is optimal for K3 in two colors; see [3]. It is not optimal for every graph, however;
for example, if F is the graph formed by two triangles sharing one vertex and r = 2, then this strategy provides the bound
n25/18 ≤ N0(F , 2, n), while a different strategy improves it to n17/12 ≤ N0(F , 2, n). In [6], it was conjectured that their greedy
strategy is optimal for K3 and any number of colors. In fact, they conjecture that it is optimal for any clique and any cycle.
Grytczuk et al. [4] considered a two-player online Ramsey game, (F ,H), in which Builder presents edges one at a time
and Painter colors them; Builder must ensure that the underlying graph remains at all times in the family H , and Painter
tries to avoid creating a monochromatic copy of F . Butterfield et al. [2] considered the family of graphs with maximum
degree at most k, denoted Sk. In particular, for triangles, they proved that there is a strategy for Builder to win the (K3, S4)
game but that for k < 4 Painter can always win the (K3, Sk) game. Belfrage et al. [1] considered density conditions rather
than degree ones, which connects the two-player online gamewith the one-player game. LetHd denote the family of graphs
that contain no subgraph H with eH/vH > d; we call (F ,Hd) the deterministic F-avoidance game with density restriction d.
Theorem 1.3 ([1]). Let F be a graph with at least one edge, and let r ≥ 2. If d > 0 is a real number such that Builder has
a winning strategy in the deterministic F-avoidance game with r colors and density restriction d, then the threshold for the
F-avoidance edge-coloring game with r colors satisfies
N0(F , r, n) ≤ n2−1/d.
Weuse this result to improve the upper bound fromTheorem1.2 in theK3-avoidance edge-coloring game for any number
of colors. This is the first result separating N0(K3, r, n) from the offline bound provided by Theorem 1.1 for r ≥ 3. While
there is still a gap between our upper bound and the lower bound in (2), this supports the conjecture that the lower bound
is sharp.
Theorem 1.4. For r ≥ 3, there exists a constant cr > 0 such that
N0(K3, r, n) ≤ n 32−cr .
For r = 3, we provide Builder with a different strategy, yielding a better c3 than Theorem 1.4 provides. We present it
here because there is some chance that this is Builder’s optimal strategy in the deterministic game, or at least it gives an
intuition for developing it.
Theorem 1.5.
n
3
2− 118 ≤ N0(K3, 3, n) ≤ n 32− 142 .
The lower bound in Theorem 1.5 follows from (2) with r = 3.
We prove Theorem 1.5 in Section 2 and Theorem 1.4 in Section 3.
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2. Proof of Theorem 1.5
We prove Theorem 1.5 by providing a strategy for Builder in the two-player deterministic game with density restriction
d = 42/22, which with Theorem 1.3 yields an upper bound of n2−22/42 = n3/2−1/42.
Proof. First we present the strategy; we will check that it satisfies the density restriction afterwards.
Algorithm.
• Phase I:
– Step 1. Builder places the edges of a star with center u and 25 leaves, and allows Painter to color the edges. There will
be at least nine edges in one color, say blue. Label the non-u endpoints of nine of them v1, . . . , v9.
– Step 2. For each i, Builder gives 13 children to vi, using new vertices, and lets Painter paint those edges. For each i, there
is some ‘majority color’ such that vi has at least five children whose edges to vi are painted with the majority color. If
there exist vi1 , vi2 , vi3 such that vij ’s majority color is red for 1 ≤ j ≤ 3, or such that vij ’s majority color is green for
1 ≤ j ≤ 3, move to Phase III.
– Step 3. If this step is reached, at most four of {v1, . . . , v9} do not have majority color blue, so there are five whose
majority color is blue. Without loss of generality, assume that they are v1, v2, v3, v4, v5. Move to Phase II.
• Phase II: Set j = 1.
– Step 1. For 1 ≤ j ≤ 5, Builder gives 13 children, using new vertices, to each of the five children of vj. If some child of vj
has majority color blue, call that child wj (if there is more than one such child of vj, choose one arbitrarily). If for any
1 ≤ j ≤ 5 there is no such wj then there are three children of vj whose majority color is red, or three whose majority
color is green. In that case, Builder moves to Phase III.
– Step 2. If this step is reached, Builder adds the edges {uwj}5j=1 and lets Painter paint them. If any of those edges is painted
blue, then {u, vj, wj} forms a blue triangle. Consequently, at least three of the uwj edges must have the same color, red
or green. Move to Phase III.
• Phase III: When this phase is reached, there is some rooted tree with root r that has three children c1, c2, c3, each with
five children {ai,j}5j=1 for 1 ≤ i ≤ 3. Additionally, edges of the form rci are all in one color (say blue) and edges of the form
ciai,j for any i, j are all in another color (say red).
– Step 1. Builder adds the edges {c1a3,j}5j=1, {c2a1,j}5j=1, and {c3a2,j}5j=1. This connects c1 to each child of c3, c2 to each child
of c1, and c3 to each child of c2. If there is a red edge from c1 to a child of c3, as well as a red edge from c3 to a child of
c2 and a red edge from c2 to a child of c1, then move to step 2. Otherwise move to Phase IV.
– Step 2. If this step is reached, there is a red cycle of the form c1a1,j1c2a2,j2c3a3,j3c1. In this case, Builder presents the
edges c1c2, c2c3, c1c3. Painter now cannot avoid making a monochromatic triangle.
• Phase IV: If this phase is reached, then there is some i ≠ j and three vertices that are connected to ci by red edges and
to cj by blue (or green) edges. In this case, Builder presents the edges of the triangle on those three vertices, and Painter
now cannot avoid making a monochromatic triangle.
It remains to check that Builder played within the density restriction d = 42/22. Let G be the graph at the end of the
game. Among all densest subgraphs of G, let H be chosen to be inclusion-minimal. Obviously H is connected, otherwise
some component of H has a density at least as high, contradicting the minimality of H . With some case analysis it can be
checked that G contains no subgraph H with eH/vH ≥ 2; the idea is that if we iteratively remove a vertex with degree at
most 2 then we obtain a single edge, which is a graph with density less than 2. If H is a forest, then its density is strictly
less than 1 < d. If H1 is a connected graph that is not a tree and H ′1 is obtained from H1 by adding a pendant edge, then
eH ′1/vH ′1 = (eH1 + 1)/(vH1 + 1) ≤ eH1/vH1 . Consequently, H contains no pendant edge.
On the other hand, ifH2 is a connected graph that is not a tree andH ′2 is obtained fromH2 by adding a vertex connected to
twodistinct vertices inH2, then eH ′2/vH ′2 = (eH2+2)/(vH2+1). IfH2 satisfies eH2/vH2 < 2, then (eH2+2)/(vH2+1) > eH2/vH2 .
Consequently, if H is a densest subgraph, then for every vertexw ∉ V (H)we know thatw has at most one neighbour in H .
If Phase II terminates before step 2, then the tree in Phase III has root r = vj for some 1 ≤ j ≤ 5. Now, step 1 of Phase III
creates 15 vertices of degree 2 whose neighborhoods are connected. Consequently, H is densest if either Phase IV is never
reached or Phase IV is reached at the end of step 1. In either case, H is a subgraph of one of the graphs in Fig. 1. It has 19
vertices: the root and its three children, and 15 vertices of degree 2. It has 36 edges: 3 from the root, 3 in the final triangle,
and 30 from the vertices of degree 2. With some work, using the fact that ifw ∉ V (H) thenw has at most one neighbour in
H , one can check that both graphs in Fig. 1 are strictly balanced. We omit the elementary but tedious details. The density is
therefore at most 36/19 < 42/22.
If on the other hand Phase II reaches step 2, then the tree in Phase III has root r = u and children from {wj}5j=1.
Again, a densest subgraph H will occur if either Phase IV is never reached or Phase IV is reached at the end of step 1.
This time, however, for each wj that is a child in the tree there is a vertex vj connected to both u and wj. Note that, if
eH/vH ≤ 3/2 < 42/22, then the density restriction is satisfied. If, on the other hand, eH/vH > 3/2, then there is no triangle
in G with exactly one vertex in H , as removing such a triangle would increase the density: (eH − 3)/(vH − 2) > eH/vH .
Consequently, H is a subgraph of one of the graphs in Fig. 2, both of which are strictly balanced. A densest subgraph in this
case therefore has density at most 42/22. 
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Fig. 1. Larger vertices indicate the position of the final triangle.
Fig. 2. Larger vertices indicate the position of the final triangle.
The following lemma is due to Grytczuk et al. [4]; they proved it only for the two-color game, but their proof easily
generalizes to the r-color game.
Lemma 2.1. If H is the family of all forests and F ∈ H , then there exists a strategy for Builder to win the (F ,H) game.
An implication of this lemma is that Builder can win the two-player deterministic game with density restriction 1 when
F is a forest, because every graph in H has density less than 1. This can be used to shorten our proof above: Builder can
force a monochromatic tree with root u such that u has five children v1, . . . , v5, each of which has one child which itself has
five children. This is exactly the tree that our strategy requires for Phase II, step 2; Builder can therefore proceed with our
strategy, starting with Phase II, step 2. We leave Phases I and II as they are for the sake of having a self-contained proof.
3. Proof of Theorem 1.4
We prove Theorem 1.4 by providing a strategy for Builder in the two-player deterministic game with r colors that
maintains a density strictly less than 2. The strategy is along the lines of a method from [4].
Proof. Let Si be Builder’s strategy to force a triangle in the two-player gamewith i colors, and letmi be the number of vertices
Builder needs for strategy Si. The strategy S1 is obvious, and m1 = 3. We will define Sr recursively in terms of Sr−1. Builder
begins with two large sets of vertices, X1 and Y1 (their size will be determined bywhat follows). In Phase 1, Builder will place
edges only between X1 and Y1.
For each step in Phase 1, Builder chooses r + 1 vertices in Y1 and one vertex in X1 and presents the r + 1 edges between
them. Painter must paint at least two of these r edges with the same color; Builder will discard and never reuse the r − 1
vertices from Y1 that are not paintedwith themajority color (if more than two edges get the same color, Builder still discards
r − 1 vertices). Discarded vertices will never be used again; vertices from X1 will also never be reused.
Builder maintains an auxiliary edge-colored graph on Y1 whose edges are the pairs of vertices kept at each stage, and
whose color is the color of their edges to X1. For example, if Builder’s first move is to place the edges xy1, . . . , xyr+1 and
Painter paints xy1 and xy2 red then Builder will discard {y3, . . . , yr+1} and will add the red edge y1y2 to his auxiliary graph.
Notice that Builder does not present any edge from his/her auxiliary graph, and so these edges do not contribute to the
density. If yy′ is a red edge in the auxiliary graph then there exists x ∈ X1 such that xy and xy′ are both red, so if Builder were
to present the edge yy′ then Painter would not be able to paint it red without creating a monochromatic triangle.
Claim 1. Builder can force an arbitrarily large star in the auxiliary graph, where he/she does not care how its edges are colored.
Proof. This follows from induction on the number of leaves in the star. Builder can force a star with one leaf because he/she
forces an edge in each step. Suppose he/she can force a star with s − 1 leaves. He/She can therefore also force r + 1
disjoint stars, each with s − 1 leaves, by playing this star-forcing strategy repeatedly. Suppose the centers of these stars
are y1, y2, . . . , yr+1; Builder can then choose a new vertex x ∈ X1 and present the edges {xy1, . . . , xyr+1}. At least two will
be given the same color, say xy1 and xy2, and so Builder adds y1y2 to his/her auxiliary graph. Adding this edge to the star
with center y1 results in a star with s leaves. 
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Claim 2. Builder can force an arbitrarily large clique in the auxiliary graph, where he/she does not care how its edges are colored.
Proof. This follows from Claim 1 by induction on the number of vertices in the clique. We already verified that Builder can
force K2, which is a star with one edge. Suppose Builder can force Km−1, and suppose his/her strategy to do so involves sm−1
vertices from Y . By Claim 1, Builder can force a star with sm−1 leaves. He/She can then play his/her strategy to force Km−1 on
the leaves of the star, resulting in a copy of Km. 
Let m be the Ramsey number Rr(mr−1); by Claim 2 Builder can force a clique on m vertices in the auxiliary graph. This
clique will contain a monochromatic (say, red) copy of Kmr−1 . Notice that if Builder presents any edge among these vertices
Painter may not color it red without creating a red triangle.
Builder may therefore play strategy Sr−1 on thesemr−1 vertices. Strategy Sr−1 involves r−1 phases, which will be Phases
2 through r in strategy Sr . He/She begins by splitting these mr−1 vertices into two sets, Y2 and X2, each sufficiently large
for what follows; this is the beginning of Phase 2. At the end of Phase 2, Builder will have obtained a set of mr−2 vertices
in Y2 such that Painter can make no edge between them, say, blue (and Painter can still not make them red). Builder may
therefore play strategy Sr−2 among thesemr−2 vertices; this is Phase 3. By the end of Phase r−1, Builder will have obtained
a set ofm1 = 3 vertices in Yr−1 such that Painter can only make edges between them, say, green. These three vertices are in
Yr , and Xr is an empty set. Builder therefore wins if he/she presents the three edges spanned by Yr ; this is Phase r . Phases 1
through r together form strategy Sr . Notice that Xj, Yj ⊆ Yj−1 for all 2 ≤ j ≤ r and that Xj ∩ Yj = ∅ for all j ∈ [r].
It remains to show that throughout the course of the game Builder never creates a graph with density 2 or higher. Notice
that the game, and therefore the graph, is finite. If 1 ≤ j ≤ r − 1 then in phase j of the game Builder places edges only
between Xj and Yj. For the purpose of analysis, wewill orient these edges in the followingway. Notice that if x ∈ Xj is used in
phase j then x has exactly r+1 neighbors in Yj, because x is used only once. Of these, r−1 are discarded for having minority
colors and they are never used again; orient those edges from Xj to Yj and orient the remaining two edges from Yj to Xj. If
y ∈ Yj and y has non-zero in-degree then y is discarded during phase j. At the end of Phase j, therefore, vertices in Xj have
in-degree 2 or 0 and vertices in Yj have in-degree 1 or 0. Moreover, if y ∈ Yj has in-degree 1 then it is never used again.
Because Xj and Yj are chosen from non-discarded vertices of Yj−1, at the beginning of phase j each vertex in Xj ∪ Yj has
zero in-degree. By the end of Phase r − 1, therefore, every vertex in the graph has in-degree at most 2. Phase r consists of
placing the edges of a triangle in Yr ; orient these to be a cycle. Now vertices in Yr have in-degree exactly 1.
If there is a subgraph H in the final graph whose average in-degree is at least 2, then every vertex in H has in-degree
exactly 2. This implies that H contains an oriented cycle. The only oriented cycle in the graph is the final triangle, however,
and these vertices have in-degree 1, which is a contradiction. Consequently, eH < 2vH , as desired. 
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