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1概要
LMNtal は，階層グラフ書き換えに基づく並行言語モデルである．LMNtal
のグラフはノードであるアトム，アトムを接続するリンク，グラフ構造を書き
換えるルール，及びそれらを階層化する膜で構成され，これらがルールによっ
て非決定的に書き換わることで計算が進行する．多様なモデルを直接的に表現
できる特長を生かし，近年ではモデル記述言語としての応用も行われている．
しかしその反面，実行時のデータ構造や効率的な計算方法を解析することが難
しく，逐次的なプログラムであっても高速な実行が難しいという課題がある．
LMNtal の実行環境は，コンパイラと，それによって生成された中間命令列を
処理する実行時処理系に分けられる．実行時処理系においては，高速軽量動作
を重視した C 言語による実装 (SLIM) が行われ，それ以前の処理系に比べる
と大幅な性能向上を得たが，更なる性能向上のために，型解析の導入等，コン
パイラ側の改良が期待されている．
本研究では，従来の中間命令列及び SLIMでの処理をベースとした，LMNtal
の中間命令列から C 言語へのトランスレータの実装を行った．またそれとは
別に，従来の中間命令列を使用しない，機能制限を加えた °at LMNtal から C
言語へのトランスレータ (e®ective °at LMNtal goal，以下 efg) の設計と実装
を行った．SLIM ベースのトランスレータは，中間命令を C 言語ソースコー
ド片に 1対 1に変換していくことでルール 1つを 1つの関数の形にコンパイ
ルし，これを動的ライブラリとして SLIM から利用するものである．SLIM
インタプリタとの共存に注意を払った設計を行い，SLIM で利用可能な拡張機
能とトランスレート機能を併用することが可能になったが，動的ライブラリの
外は高速化しないため，性能向上はそれほど大きくない．一方 efg では，複雑
な操作を要する膜を除いた °at LMNtal を高速に実行するためのアルゴリズ
ムを導入した．ルール書き換え後のグラフ構造の各アトムを関数とみなし，そ
れぞれを関数として呼び出す形のコードに変換することで，従来の方法よりも
まとまった単位で実行を行う．
以上の実装を行った結果，SLIM でのインタープリット実行と比較して，
SLIM ベースのトランスレータでは *(2倍程度)倍，efg では *(10倍程度？)
倍程度の性能向上を得た．ただし efg は，本来の LMNtal に比べ大きく機能
が制限されており，単純な比較はできない．今後の課題としては，efg のアル
ゴリズムを膜に応用できるかの考察と，アトムの引数型解析の情報の利用によ
る更なる高速化がある．
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1第 1章
はじめに
1.1 研究の背景と目的
LMNtal [9]は，階層グラフ書き換えに基づく並行言語モデルである．LMNtal のグラ
フはノードであるアトム，アトムを接続するリンク，グラフ構造を書き換えるルール，及
びそれらを階層化する膜で構成され，これらがルールによって非決定的に書き換わること
で計算が進行する．多様なモデルを直接的に表現できる特長を生かし，近年ではモデル記
述言語としての応用も行われている．しかしその反面，実行時のデータ構造や効率的な計
算方法を解析することが難しく，逐次的なプログラムであっても高速な実行が難しいとい
う課題がある．
LMNtal の実行環境は，コンパイラが中間命令列を生成し，これを受け取って実行時処
理系が計算を行う構成になっているため，LMNtal 実行の高速化のためには，コンパイラ
が生成する中間命令列を最適化するアプローチと，実行時処理系における中間命令列の処
理を最適化するアプローチが考えられる．例えば後者の例として，C言語による実行時処
理系の実装 (SLIM [3]) があげられる．これは高速軽量動作を重視し，それ以前の処理系
に比べると大幅な性能向上を得ている．
しかし，ルールによる書き換えを１ステップとし，書き換えが発生するごとに実行時処
理系に一旦処理が返されるという処理構造は変化しておらず，ここを改良することで実効
速度の向上が可能であると考えた．
本研究では，従来の実行アルゴリズムに適合しやすい形での高速化として，SLIM 上で
の中間命令列から C 言語へのトランスレータの実装を行う．また同時に，LMNtal の機
能を大きく制限したものに対して，従来の処理構造とは異なる，新しい実行方法を設計，
実装する．
以上の 2種類の高速化を比較することで，新たな実行方法の有効性を実証することを目
的とする．
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1.2 先行研究
中間命令列から C 言語へのトランスレータは，既にプロトタイプとしての実装が行わ
れており，今回の実装はそれを発展させたものである．
また，ルールによる書き換えを 1単位としない LMNtal 最適化として，中間命令のルー
プ化などの手法が櫻井 [7]によって提案されている．
1.3 構成
本論文の構成は以下のとおりである．
第 2章 LMNtal 言語の概要と特徴について解説する．
第 3章 SLIM の構成と特徴について解説する．
第 4章 その他の関連研究について説明する．
第 5章 SLIM ベーストランスレータについて解説する．
第 6章 efg について解説する．
第 7章 今回実装したシステムの性能計測を行う．
第 8章 成果と今後の課題についてまとめる．
3第 2章
LMNtal
本章では，LMNtal (Linked Multisets of Nodes transformation language) [9] [10]に
ついて説明する．
2.1 言語仕様
2.1.1 計算の仕組み
LMNtal は，階層グラフ書き換えによって計算を進める並行言語モデルである．2002
年に早稲田大学上田研究室で提案され，現在も開発が行われている．
階層グラフはノードであるアトム，アトムを接続するリンク，グラフ構造の書き換え
規則であるルール，階層を作る膜からなっている．これらの構成要素はプロセスとよば
れる．
アトムは決まった名前と順序付き固定長の引数を持った，グラフのノードである．引数
の個数をアリティと呼び，名前とアリティのペアをファンクタと呼ぶ．図においては，黒
矢印で最初の引数と以降の引数の順番を表す，
図 2.1 アトムの例
リンクは，アトムの引数を 1 対 1 かつ双方向に接続する，グラフのエッジである．ア
トムの引数には必ず 1 つリンクが接続し，リンクは両端に必ずアトムの引数が接続して
いる．
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図 2.2 アトム同士の接続の例
膜はグラフに階層を持ち込むための構造である．内部には任意の LMNtal 構造の多重
集合を含むことができる．LMNtal のすべてのグラフ構造は，1 つの親膜に所属してい
る．また，膜を貫くようなリンクも許される．
図 2.3 膜の例
ルールは，ある形の LMNtal データ構造を発見し，別の形に書き換える規則である．
探す構造をヘッド，書き換えた構造をボディと呼ぶ．また，書き換える対象のグラフと対
象外のグラフの境界にあるリンクを自由リンクと呼ぶ．自由リンクはボディ側の構造に適
切に引き継がれる必要がある．ルールがデータ構造を探す有効範囲は，それが存在する膜
の直下のみであり，膜の外や子の膜の中にヘッドの構造が存在していてもルールは反応し
ない．
図 2.4 ルールの例
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以上のマッチングと書き換えのみでも多様な計算が表現可能であるが，これだけでは
「ある整数」や「1引数のアトム」といった抽象的な条件を書くことができない．このよう
な具体的なグラフ構造として表現できない条件をルールに加える場合，ガード条件を使う
ことができる．ガード条件はグラフへの抽象的な制約であり，全ての可能な具体例につい
て展開したルールが存在するものとみなす．例えば「接続先が整数である」ガード条件を
含むルールがあれば，「接続先が 0である」「接続先が 1である」「接続先が 2である」…
等のルールが全ての整数について存在しているかのように動作する．
図 2.5 ガードの例
また通常，注目している部分以外の膜の内部に入っている構造は想定することができな
いため，具体的なグラフ構造としてマッチングすることもできない．このような不定なプ
ロセスの集合を扱う記法をプロセス文脈と言うが，詳細については省略する．
LMNtal の計算は，構造のどこかに反応可能なルールがある限り，ルールに従った書き
換えを繰り返す．同時に反応可能なルールが複数ある場合，どのような順序で書き換えが
起こっても構わない．反応可能なルールがなくなれば，その時点の全グラフ構造を出力し
て計算終了する．
2.1.2 特長
実行時，ランタイムが書き換え (＝計算)可能な場所から処理を進めていくことで，プロ
グラマはデータの計算順序に縛られないプログラム記述が可能である．ルールによる書き
換えを 1ステップとした，粒度の小さい並行性と非決定性を表現できる．この性質から，
LMNtal は処理順序が定まらない並行システムのモデルを記述するのにも向いていると言
える．また，プログラムに出現するすべてのデータが階層を持ったグラフであるため，可
視化が行いやすいという特長もある．
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2.2 実行環境
LMNtal 実行環境 [4]は，プログラムを中間言語である中間命令列に変換するコンパイ
ラと，中間命令列に従ってグラフ構造を操作し計算を進める実行時処理系に分かれる．
コンパイラと実行時処理系は，Java による実装が長く使われていたが，より軽量高速
な実行を目指して C言語による実装が行われた．この実装を SLIM と呼ぶ．SLIM につ
いては後述する．
Java 版の実行時処理系の周辺機能として，膜の非同期実行，グラフ可視化 (UNY-
OUNYO) といったものがあり，完全に SLIM で置き換えたわけではなく．現在も併用さ
れている．
2.3 中間命令列
中間命令列は，グラフのマッチングと書き換えを構成する粒度の小さな命令の組み合わ
せによってルールを表現したものである．
主要な中間命令の例と意味を表 2.1にあげる．
中間命令名 処理内容
¯ndatom マッチングの始点となるアトムを選ぶ
deref あるマッチ済みのアトムと接続されたアトムを取得する
func あるアトムが求めるファンクタであるか確認する
newatom アトムを生成する
freeatom アトムを削除する
copycell 膜の中身をコピーする
表 2.1 中間命令の例
表 2.1 の中で最も特徴的な命令は，グラフマッチングの始点となるアトムを選ぶ
¯ndatom 命令である．これは始点候補それぞれについてマッチングを繰り返すことで書
き換え可能な構造を探すための命令であり，構文上他の命令と変わらないにもかかわら
ず，内部的には制御構造を持つ特殊なものである．またマッチングのための命令は，マッ
チングが成功して次の命令へ進むか，マッチングが失敗して別の箇所に対してマッチを試
みるかの分岐をする場合がある．
中間命令では，中間変数を用いて書き換えを行う．中間変数は，マッチしたアトムや生
成した膜など，書換えに際して出現した構造に番号を振ったものである．
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中間変数は元々 SSA(Single Static Assignment) となるよう設計された．これは，操
作前のデータと操作後のデータを別の変数として扱うことで，変数とデータに対する変更
がどこで発生するかを目に見える形で表現し，命令の交換などの最適化を行いやすくする
ものである．
最後に中間命令列の例を示す．図 2.6は，図 2.4にあげた append のループを表現した
ルールを中間命令列にコンパイルしたものである．始点 (ここでは c になっている)から
ヘッドのグラフを探し，ボディのグラフを生成している様子がわかる．¶ ³
findatom [1, 0, 'c'_3]
deref [2, 1, 2, 0]
func [2, 'a'_3]
commit [null, 0]
dequeueatom [1]
dequeueatom [2]
removeatom [1, 0, 'c'_3]
removeatom [2, 0, 'a'_3]
newatom [3, 0, 'a'_3]
newatom [4, 0, 'c'_3]
relink [3, 0, 1, 1, 0]
relink [3, 1, 2, 1, 0]
newlink [3, 2, 4, 1, 0]
relink [4, 0, 1, 0, 0]
relink [4, 2, 2, 2, 0]
enqueueatom [4]
enqueueatom [3]
freeatom [1]
freeatom [2]
proceed []µ ´
図 2.6 appendを表す中間命令列
8第 3章
SLIM
本章では SLIM(Slim Lmntal IMplementation) について説明する．
3.1 概要
SLIM は LMNtal 実行時処理系の C 言語による実装である．Javaによる実行時処理
系と比較し，軽量高速に動作するよう工夫がなされている．
機能として，ルールを適用していく通常の LMNtal 実行機能と，可能なルール適用を
全て展開し，プログラムが取りうる状態について検証を行うモデル検査機能 [2] [1] があ
る．特にモデル検査の結果得られる状態遷移グラフを LMNtal Editor と協調することで
可視化することができるため，プログラムの挙動の把握に適している．
更に検証機能の省メモリ化や並列化についても研究開発が行われており，今後発展が見
込まれる処理系である．
3.2 構成
SLIM とその周辺のシステムを含めた図を 3.1に示す．
SLIM は大まかに，入力であるルール中間命令列をメモリ上に読み込む部分，ルールを
グラフ構造に対して適用して状態遷移をする部分，状態を管理して状態遷移図をつくりモ
デル検査をする部分に分けられる．
通常実行におけるルールの適用と，モデル検査におけるルールの適用は，既存の状態を
上書きで書換えるか，新たな状態としてコピーを生成してから書換えるかの違いはあるも
のの，マッチングと書き換えの処理内容は共通である．
第 3章 SLIM 9
図 3.1 SLIM および周辺環境の構成
3.3 実装上の特徴
3.3.1 リンクオブジェクトの削除
SLIM では，アトムの引数にリンクを表現するオブジェクトを用いず，接続相手のアト
ムへのポインタを用いる．リンクオブジェクトの生成/削除をなくすことにより，速度向
上と省メモリ化を達成している．
ただし，従来の中間命令列におけるリンクオブジェクトを中間変数に読み出す命令な
ど，オブジェクトが存在することを前提とした中間命令の処理には対応できない部分もあ
る．そのため，SLIM 用の中間命令列をコンパイルする際にはこのような命令を出力する
最適化をオフにする．
3.3.2 整数の引数部への埋め込み
リンクオブジェクトの削除に加え，SLIM ではアトムの引数のポインタ部分に整数をそ
のまま埋め込むようになっている．これによりメモリ使用量を抑えることができる．
この変更により，整数は通常のアトムではなくなり，整数からマッチングを行うことが
できない．ただし，このようなプログラムが書かれることはまれであり，実用上問題にな
ることはない．また，常に双方向の処理を行っていたリンク操作であるが，一度ポインタ
部に整数が入っているかどうか判定してから双方向の処理を行う必要ができた．他にも細
かく条件分岐をする必要が生まれる中間命令が存在する．
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図 3.2 SLIM におけるリンク/整数の表現
3.3.3 膜主導テスト
SLIM は実行の際，「ある膜について，その中に適用可能なルールがないか」を探す．こ
のような膜中心でのルール適用の方法を膜主導テストと呼ぶ．一方，Java 版の実行時処
理系ではデフォルトではアトム主導テストが用いられる．これは「あるアトムについて，
それにマッチ可能なルールがないか」を探す．このとき膜がある場合についても効率よく
動くように考慮されている．
一般的に，膜主導テストそのままでは，アトムがこれまでの試行の有無を覚えていない
ため，反応する可能性の無いルールを繰り返しテストすることになりがちである．対して
アトム主導テストは，性能はよいが，可能な反応をすべて行うことができないため，膜主
導テストと併用して行うことになる．
これらを統合するために，膜主導テストをベースに試行履歴を管理するマッチング手法
が村山??により提案され，SLIMに導入が試みられた．ただし現状では実装が未完成であ
るため，SLIMは通常の膜主導テストで動作する．
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第 4章
関連研究
4.1 Interaction Nets
[6]
4.2 KL1
[8]
4.3 Prolog
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第 5章
SLIM ベーストランスレータ
本章では，SLIM 上に実装した中間命令列から C 言語ソースコードへのトランスレー
タについて説明する．
5.1 機能概要
SLIM ベーストランスレータは SLIM が読み込んだ中間命令列を，C 言語ソースコー
ドとして出力するものである．本機能は，SLIM の 1機能として提供しており，以下のコ
マンドで C 言語ソースコードを得ることができる．¶ ³
slim --translate xxx.il $>$xxx.cµ ´
出力した C 言語ソースコードは，SLIM の関数やマクロを使用するため，SLIM のソー
スコードを参照可能な環境でコンパイルし，動的ライブラリにする．¶ ³
gcc -shared -fPIC -I SLIMソースコードのパス xxx.c -o xxx.soµ ´
生成した動的ライブラリは，SLIM の入力ファイルとして利用可能である．SLIM 側か
ら動的ロードを行い，ルールが SLIM に読み込まれる．実行の際には，ファイル名の前
に./が必要となる．¶ ³
slim ./xxx.soµ ´
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トランスレート機能は現在 cygwin 環境に未対応だが、これは動的ライブラリ (変換結
果)から実行ファイル (SLIM) 内の関数を呼べるようにすることで対応可能である．
5.2 設計
トランスレータは，中間命令列が意味するであろう処理を C 言語ソースコードの形で
出力するものであるが，各中間命令個々の意味は変化しない．そのため，各中間命令の意
味する C 言語ソースコードをテンプレートとして用意し，引数部分を適切に埋めて出力
していくことで，中間命令列に対応する C 言語ソースコードを得ることができる．この
ように機械的に変換することで中間命令列におけるルール 1つを C 言語の関数 1つに対
応させる．SLIM側から見れば，ある中間命令列によるルールの先頭から処理を開始する
ことが，そのまま変換結果の C 言語関数を呼び出すことに対応する．
各中間命令の挙動を表現するソースコードという意味では， SLIM インタプリタの中
間命令処理も同じである．従って，インタプリタで使われるソースコードと，トランス
レータで使われるテンプレートは非常に似たものになる．これらを別個に実装，メンテナ
ンスしていくのは無駄であると考えたため，1つのテンプレートから双方を生成できるよ
うな仕組みを設計した．
また，SLIM ではライブラリなど複数の LMNtal ソースコードを読み込んで実行する
ことが可能である．トランスレートして得た結果もいくつかの入力ファイルの 1つとして
利用できれば，速度が必要な部分はトランスレートし，その他はインタープリット実行す
る，といった柔軟な実行が可能となる．そのため，変換結果を動的ライブラリとしてコン
パイルし，SLIM から動的にロードできるような設計とした．
図 5.1 SLIM とトランスレータの構造
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5.3 基本的な変換
最も基本となるのは，アトムを生成したりリンクを接続したりするような，意味的に制
御が一本道の中間命令である．このような命令は，命令の内容を表現したテンプレートを
用意しておき，そこに引数の情報を加えれば容易に変換をすることができる．例えば最も
簡単な例として，膜を削除する freemem命令をあげると，¶ ³
freemem命令 引数 1個 第 1引数の膜を削除する
lmn_mem_free((LmnMembrane*)wt[第 1引数]);µ ´
SLIM ではこのように意味が定義されている．従って，あるルールに含まれる freemem
[10] という中間命令を処理することは，¶ ³
lmn_mem_free((LmnMembrane*)wt[ 10 ]);µ ´
を処理することと等しい．
次に，マッチングで使用される，失敗する可能性がある命令について考える．ある中間
命令においてマッチングが失敗した場合，直前の始点の選択をやり直し，再びマッチング
を試行する．外側のループ文を繰り返すには continue 文が適切である．つまり，マッチ
ングに失敗したら分岐し，continue 文を実行するようなソースコードに変換するのが望
ましいと考えられ，次のような擬似コードで表現できる．¶ ³
if その命令のマッチングが失敗したら {
所属するブロックにおける失敗時の命令;
}µ ´
失敗時の命令は，continue 文かもしれず，goto 文かもしれず，具体的なコードは外の命
令列の構造に依存する．
最後にループを含む命令について考える．後続の命令において失敗した場合に繰り返し
をする必要があるため，¯ndatom で 始点を選んだ後の後続の命令はループのブロックに
入る．また，マッチングの失敗が続いて始点の候補がなくなった場合，そのループ命令よ
りも外側のブロックの構造によって決まる失敗時の命令を行う．ここでは ¯ndatom 命令
について擬似コードにすると，次のようになる．
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for 探している種類のアトムについて {
後続の命令列 ( 失敗時は continue )
}
所属するブロックにおける失敗時の命令;µ ´
以上の変換で，各ルールの命令列を C 言語の命令列に変換できる．今ルールを関数と
することを目標としているので，中間命令列が必要とする情報を引数に，ルールの適用の
成否を戻り値とする．
5.3.1 特殊な中間命令
jump 命令
jump 命令は他の中間命令列のブロックの先頭に処理を移す命令である．複数箇所から
同箇所への jump 命令が存在しうること，マッチング失敗時に jump 命令を越えたバック
トラックが発生しうることから，C 言語の goto ではなく，関数呼び出しのように戻るた
めの情報を保存した表現にする必要がある．従って，jump の対象となるブロックはそれ
ぞれ別の関数となる．
branch 命令
branch 命令は分岐を表現する命令で，branch の子であるブロックを処理し，失敗が
発生した場合も即バックトラックするのではなく，次に続いて branch 命令がある間は各
可能性を試す．すべての branch が失敗した場合，成功する可能性がなくなり，バックト
ラックする．また，各ブロックは最後に jump 命令によって合流する設計になっているた
め，成功裏にブロックを抜ける可能性は考慮する必要はない．擬似コードで表現すると，
次のような形のコードに変換できる．¶ ³
{
ブロックその 1 ( 失敗時は goto label_1 )
}
label_1:
{
ブロックその 2 ( 失敗時は goto label_2 )
}
label_2:
・・・
label_fail:
所属するブロックにおける失敗時の命令;µ ´
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group 命令
group 命令は，バックトラックの入れ子を切断することで無駄な繰り返しを減らす命令
である．branch と group は or と and に対応し，概念的に似ているため，擬似コードの
表現が似通ったものになる．¶ ³
{
ブロックその 1 ( 成功時は goto label_success )
}
label_success:µ ´
not 命令
not 命令は，その子である命令列に対応する構造が出現しないことを確認する命令であ
る．マッチングの成否を逆にすればよいため，子の命令列の成功時/失敗時コードを，not
命令の所属するブロックと逆にして渡してやればよい．¶ ³
{
子ブロック ( 成功時は所属ブロックの失敗時命令，
失敗時は所属ブロックの成功時命令 )
}µ ´
5.3.2 一時変数を伴う中間命令
他の特殊な変換が必要な命令として，一時変数として資源を持っており，後で開放する
必要がある命令があげられる．このような命令に対しては，後続の命令の成功時/失敗時
にそれぞれ一時変数を開放する処理に移動できればよい．以下に擬似コードを示す．¶ ³
{
一時変数の確保;
後続の命令 ( 成功時は goto label_success，
失敗時は goto label_failure )
}
label_success:
一時変数の開放;
所属ブロックの成功時命令;
label_failure:
一時変数の開放;
所属ブロックの失敗時命令;µ ´
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5.4 テンプレートからの生成
SLIM は中間命令列のパージングを行い，メモリ上にバイナリデータとして配置し，
ルール適用時にこれを解釈してグラフ操作を行う．一方トランスレータは，メモリ上に
データを配置するまでは同じで，各ルールを解釈してグラフ操作を出力する．
このことから，基本としてはインタプリタ.c に F () が必要な場面では，トランスレー
タ.cには print\F ()00 が必要であると言える．これに引数部分を加えてやれば，基本とな
る中間命令の変換を行うことができる．SLIM 実行時にある引数 xが値 Vをとったとき，
インタプリタが実行のために必要とする値は中間変数配列の V 番目に入っているため，
workarray[x] という形になる．一方トランスレート時にある引数 x が値 V をとったと
き，トランスレート結果として出力されるべきコードは workarray[v] である．トランス
レータ生成の際には，このようなコードを出力するようなプログラムを生成すればよい．
インタプリタの方では，中間命令ごとに分岐した後のコードは次のようになる．¶ ³
case OPECODE-X:
中間命令から引数を変数 a,b,c...に読込み (各値は A,B,C...とする);
中間命令の意味するコード (a,b,c...を使用)
break;µ ´
このとき，トランスレータによって変換した結果欲しいコードは次のようになる．¶ ³
中間命令の意味するコード (A,B,C...を使用)µ ´
従って，このコードを出力するトランスレータのコードは次のようになる．¶ ³
case OPECODE-X:
中間命令から引数を変数 a,b,c...に読込み (各値は A,B,C...とする);
print ``中間命令の意味するコード (A,B,C...を使用)''
break;µ ´
インタプリタのコードとトランスレータのコードを比較すると，多くの共通部分を発見
できる．これらを 1つのテンプレート記述から生成する．両者で食い違いの生じる部分を
吸収するために，引数や成功時コードなどにマクロを用意した．また，それだけで容易に
記述することが難しい箇所のために，ifdef マクロのような機構も提供している．
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5.5 SLIM からの動的ロード
SLIM からトランスレート結果を利用するために，ソースコードのヘッダで定めたデー
タ構造に従ってルール関数のポインタなどを受け渡す．
その際に他のファイルで使われているファンクタなどのリテラルに SLIM がふってい
る番号と，動的ライブラリ内で使っているリテラルの番号をあわせる必要がある．今回の
実装では，動的ライブラリ側が SLIM にあわせる形で，常にグローバルな番号への変換
テーブルを介することで番号を一致させている．
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第 6章
efg : e®ective °at LMNtal goal
本章では，efg について説明する．
6.1 機能概要
efg は，LMNtal から膜とガードを除いたサブセットを高速に実行する処理系である．
入力ファイルとしてプログラムを与えると，実行結果が出力される．¶ ³
efg xxx.lmn >xxx.cµ ´
こうして得た C 言語ソースコードを実行用ライブラリとリンクすることで，1つの実行
ファイルにする．現在実行用ライブラリは静的ライブラリのようなまとまった形で提供す
るようになっていないため，すべてのソースコードをまとめてコンパイルする．¶ ³
gcc xxx.c 実行用ライブラリのパス/*.c -o xxx.exeµ ´
実行ファイルを実行すれば，プログラムの計算結果が出力される．なお，コンパイラ側実
行用ライブラリ側ともに，コンパイルに特別なライブラリ等は必要ない．
6.2 設計
6.2.1 対象外とした機能
本処理系の目標は，プログラムの構造を静的に解析することで効率のよい実行を行うこ
とである．しかし，いきなり LMNtal の機能すべてに対応した実行方式を考えるのは困
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難であるため，LMNtal 高速化の 1ステップとして，問題領域をサブセットに限定するこ
とにした．
膜の機能は LMNtal の大きな特徴であり，その高い表現力の源泉である．しかし，内
部のデータ構造，不特定多数のデータの複製のような複雑な操作など，静的な解析と性能
向上を難しくする要因であった．膜の解析については研究が行われている [5]が，処理の
高速化に利用するには至っておらず，解析と処理系での解析結果の利用，両面について更
に研究が必要である．そのため今回は高速化のめどが立つ範囲を対象として扱い，膜のあ
る LMNtal の実行に利用できる部分が無いか考察するに留めることとした．
ガード機能も，整数や単引数のアトムなど，実用プログラミング言語の面から要求が強
いが純粋なグラフマッチングでは表現ができない機能を実現するために重要である．ま
た，整数のようなデータに関しては，膜の無い静的な解析がしやすい状況でこそ積極的な
最適化が可能になると期待できる．しかし，ground 機能のように，処理内容が実行時の
データ構造に大きく依存するものがあること，グラフ書き換え言語としては本質的ではな
いこと，文法が複雑になることなど，主に実装上の理由としてゴールから外した．
6.2.2 基本的なアルゴリズム
ルール適用の目的は，ヘッドの構造を探しだし，ボディの構造に書き換えることであ
る．しかし，膜のない LMNtal プログラムを見れば，かなりのものは関数の呼び出しで
構成されているように見える．そこで，今回対象とする言語がどのような関数呼び出しに
よって表現されるか考える．
ヘッドのマッチング (図 6.1)については，アトムの 1つは関数シグネチャとみなし，そ
こにつながるリンクは関数の引数とみなす．他のアトムは，関数の引数につながる部分
(あるいは非連結の場合その時点のグラフ構造のどこか) に特定の構造が存在することを
確認するものである．もし期待する構造になっていないなら，その関数呼び出しは中断
する．
図 6.1 efgの動作:ヘッドのマッチング
中断した関数呼び出しを示す印として，その関数のシグネチャと引数を記憶しておく必
要があり，これはそのままアトムを生成してリンクを接続することに対応する．実行時処
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理系は生成されたアトム (すなわち中断したタスク)を管理し，対応する関数を繰り返し
呼び出すことになる．
ヘッドの構造が存在することを確認できれば，ボディへの書き換えを行う．まず，消費
されたヘッドの構造を削除する (図 6.2)．グラフ構造は，削除された空白部分とそれ以外
の外部部分に分かれ，その境界は自由リンクによって管理される．
図 6.2 efgの動作:ヘッドの削除
ボディとして出現するアトムは，すべて関数の呼び出しとみなすことができる (図 6.3)．
ある関数呼び出しは，中断されることもあれば，そこを起点としたマッチングに成功する
場合もある．中断された場合はその部分はアトムとなる．マッチングに成功した場合も，
書き換えを繰り返し，最終的には何らかのアトムのグラフ構造を生成して中断する．注意
すべきは，当然空白部分に対してはマッチングすることができないため，この書き換えは
常に外部部分でおこり，その書き換えによって空白部分及び自由リンクが変化することは
ないということである．この呼び出しが終了した時点で，この呼び出しによって生成さ
れたグラフ構造は外部部分の一部となり，空白部分との境界に新たな自由リンクが発生
する．
図 6.3 efgの動作:関数呼び出し
同様にボディのすべての関数を呼び出し終えると，空白部分はなくなる．これによって
関数全体の書き換えが終了し，何らかのグラフ構造を生成して中断する．
このように関数呼び出しを行っていくと，それまでに中断しているタスクのみを利用し
て可能な書き換えは 1つの関数呼び出しの中から行われることになる．これは，それまで
に計算された値のみを利用して実行可能な計算を逐次的に実行していく，一般的なプログ
ラミング言語の関数と同様の動きである．異なるのは，中断したタスクと値の区別が存在
しない点である．
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この方法は，グラフ構造の一部が欠けた状態でもルール適応を試していく点がアトム主
導テストと異なっている．これにより単純に処理の中断を減らせることに加え，特に引数
に関する静的解析の結果を利用しやすくなると考える．
6.3 実装
6.3.1 構成
処理系は C 言語ソースコードを出力するコンパイラと，それを実行するための実行用
ライブラリからなる．実行時処理系ではなくライブラリと呼ぶのは，出力された C 言語
ソースコードとリンクすることで 1つの実行ファイルの形になるためである．コンパイラ
は，パーザ (構文解析)，グラフ化，中間命令列化，最適化，ジェネレータから構成される．
グラフ化は，パーザによって得られた構文木を，ルールのヘッドとボディをグラフとして
表現した構造に変換する操作である．中間命令列化では，従来のものよりも簡略化した中
間命令列によってルールを変換する．最適化では，中間命令列の性能を向上させた後，前
述の関数の形として利用できるよう変形する．
図 6.4 efgの全体構造
実装はコンパイラ部は C++言語，実行用ライブラリは C言語によって行った．また，
SLIMベーストランスレータを設計実装した経験上，繰り返しを伴う中間命令を構造化す
ること，一つの中間命令内で細かい分岐などを行わないことなど，プログラムのソース
コードとして表現しやすい中間命令となるよう留意した．
第 6章 efg : e®ective °at LMNtal goal 23
6.3.2 グラフ化
ルールのヘッドとボディをグラフ構造に変換する．ヘッド側の自由リンクとボディ側の
自由リンクを対にしてルールが管理している．完全にグラフ化しているため，データ構造
として統一されているが，グラフ以外の制御構造をルールに持ち込む場合はかなりの改変
が必要になる．
6.3.3 中間命令列化
ルールのグラフ構造をトラバースすることで，それをマッチング/生成する命令列に変
換する．マッチングのための命令は，グラフをトラバースしていく際に，トラバースのた
めに行った動作を出力していくことで得られる．今回は繰り返し命令を構造化することを
目指したため，出力先となるオブジェクトが出力中であるブロックを管理する．生成のた
めの命令は，前述したアルゴリズムに従う．
中間命令は，命令名と 0個以上の命令ごとに数と種類が固定の引数を持つ．また，中間
変数としては LMNtal コンパイラ同様，インデックスを名前としている．命令の引数と
しては，インデックス，即値，ブロック，引数の不定長リスト，ファンクタがある．
ガード条件を省略し，繰り返し命令を構造化したため，グループ化と呼ばれる最適化を
行いやすい．グループ化とは，非連結なグラフのマッチングをそれぞれ独立に行うこと
で，無駄な試行の繰り返しを防ぐものである．コンパイルのこの段階では，非連結なグラ
フ同士の境界を必ず把握できるので，ここで処理をしてしまうのが無駄が無いように見え
る．しかし，全ての命令が入れ子になった単純な中間命令列をここで崩してしまうと，他
の処理が難しくなってしまう．そのため，他の処理の間のどこに最適化を入れるかはよく
考えて行う必要があり，今回はグループ化の導入を見送った．
中間命令は当初 SSA 形式を目指したが，実際は必ずしもそうなっていない．これは，例
えばあるリンクに対する操作が他のリンクやアトムに影響しないと言い切るほどに考察が
及んでいないためで，誤解を防ぐための措置である．また，CPS(Continuation Passing
Style) にすることも検討したが，ルール内における分岐がマッチング失敗時に限られるた
め，直感的な中間命令の列を表現として採用した．細かい分岐や変数の寿命などを問題に
するならば再検討する価値がある．
6.3.4 C 言語ソースコードへの変換
変換時に処理する必要がある処理として，中間変数の配置がある．基本的には初めて代
入が行われるブロックに宣言文を配置するが，内側のブロックで外と型の合わない変数に
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¶ ³
p_findatom [@0,$append:3,{
getlink [@1,@0,#0]
getlink [@2,@0,#1]
getlink [@3,@0,#2]
getbuddy [@4,@1]
p_deref [@5,@4,#2,$.:3]
getlink [@6,@5,#0]
getlink [@7,@5,#1]
commit []
freelink [@1]
freelink [@4]
freeatom [@0]
freeatom [@5]
unconnect [@8,@7]
unconnect [@9,@6]
unconnect [@10,@2]
unconnect [@11,@3]
newlink [@12]
newlink [@13]
bebuddy [@13,@12]
call [$.:3,(@9,@13,@11)]
call [$append:3,(@8,@10,@12)]
success []
}]µ ´
図 6.5 efgの中間命令列 (最適化前)
代入をする場合はそのブロックで再宣言する必要がある．また，内部のブロックで代入し
た値を，ブロックを抜けた後で必要とする場合があるため，内部で代入し，外部で使用し
ている変数は，エラーにするのではなく外部で宣言する．
6.3.5 実行時データ構造
前述のアルゴリズムの通り，この実行方式では自由リンクの管理が重要となる．自由リ
ンクは空白部分と外部部分の境界であり，外部部分の変化を受け取るための構造である．
そのためには実行中の関数が持っている情報が，外部部分の変化で書き変わらなければな
らない．よって，リンクはリンクオブジェクトへのポインタという形をとるのが自然で
ある．
また，自由リンク同士が外部部分で接続された場合も，その影響が空白部分に関係ない
ようにすべきであり，このため，リンクはリンク端が互いに接続した構造で表現される．
このような構造は SLIM のリンクオブジェクトを使わない構造と比較すると空間的に
はかなり大きくなっており，省メモリ表現という点では SLIM の設計が望ましい．図 6.7
に示すように，空白部分を 1 つのアトムとみなし，それが全ての自由リンクと接続して
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図 6.6 efg におけるリンクの表現
いると考えることで自由リンクを使わない表現も可能かもしれない．efg における自由リ
ンクの本質は，空白部分に対するマッチングが行われないようにする番兵であり，アトム
であってもこの役割は果たすことができる．コンパイラのかなりの部分に改修が必要であ
り，また，主導アトムの引数同士の接続をどう表現するかといったような問題もあるが，
他機能の発展性を阻害しない形で実現可能か検討する価値はある．しかし，SLIM ではモ
デル検査という空間的な要求の厳しい目的があったが，efg ではそれほど逼迫しているわ
けではないため，今後の課題とする．
図 6.7 空白アトムによる efg 脱リンクオブジェクト
実行時は，単純に中断したタスクを繰り返し実行していく．擬似コードを図 6.8に示す．
¶ ³
初期データ生成ルール関数を呼び出す;
loop {
if 何も反応せずに 1周したら {
break;
}
一番昔に中断したタスクを再開する;
}
全アトムを表示;µ ´
図 6.8 efg 実行時の動作
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6.4 最適化
アトムを関数シグネチャと見る関係から，同一ファンクタを始点とするマッチングは一
つにまとめる必要がある．このため，共通部分を一つにまとめるルールの編み上げ [7]を
行った．繰り返し命令を伴う中間命令を構造化したため，編み上げを中間命令の構文上許
されるどんな場合でも行うことが難しくなった．現在は実装上出現しうる場合にのみ対処
した編み上げを行っている．
また，SLIM のようにリンクオブジェクトを廃止することが難しいため，次善策として
リンクオブジェクトの再利用を行う．ただし，アトムは前述のようにタスク中断の印であ
るため，直接的に再利用するのは比較的困難である．
あるアトムを始点とするルールのボディ側でそのアトムを再び生成している場合，再帰
関数となる．ボディ側での再帰がルールの最後に行われる場合，末尾再帰の最適化を行う
ことができる．これは引数を適切に再設定したうえで関数の先頭にジャンプすることで実
現する．
6.5 今後のアルゴリズムの改良
ボディの各アトムを関数として呼び出す方式により，LMNtalを知らない人が言語の見
た目から期待する動作に近い動作をすることが可能である．しかし C言語での関数と大
きく異なっているのは，efgでは引数の型に関する解析を行っていないということである．
例えば，データの入出力関係に関する解析を行っていないため，他の関数の結果に依存し
ている関数を先に呼び出してしまい，無駄に中断したタスクを生成してしまう．これは，
他の言語で言えば，y = a ¤ b+ cにおいて，a ¤ bを先に処理すればよいということに気づ
かず，? + cを行おうとした結果，引数が整数でないため停止するようなものである．現
在の実装ではヒューリスティックとして，ボディに出現した逆順に関数を呼ぶように実装
している．これは式の入れ子として書かれたものは，内側の結果を外側が使う関係にある
とプログラマが意識していると予想できるためである．
しかし，出力に相当する引数が複数個あるなど，必ずしも式が入れ子になるとは限らな
い場合，また，入れ子でない書き方をプログラマが望んだ場合などを考えると，可能な範
囲で入出力関係をコンパイラが解析することは必要である．LMNtalにおいてはデータの
入出力関係の解析は C言語などに比べると自明ではないが，他言語の研究にもあるよう
に可能である．データの入出力に関する解析を更に進めれば，引数リンクの単方向化，更
にリンクオブジェクトを用いない直接的なデータの受け渡しなども行えるようになると考
える．
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次に，今回のような関数呼び出しの列があったとき，それらの並列化を行うことが考え
られる．並列化で重要なのはデータの依存関係を減らし，ロックの必要な処理をできる限
りなくすことであるが，現在のアルゴリズムでは外部部分の分割状況について一切考慮し
ていない．ここから並列化を行うのはロックを多用した形でも困難であるが，チャレンジ
ングなテーマであると言える．
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第 7章
性能測定
本章では，設計実装した機能の性能を測定し，効果を検証する．
7.1 SLIMの性能について
前述のとおり，SLIM は膜主導テストによる実行を行うが，その最適化は発展途上であ
り，現在は充分な対応が行われていない．そのため，ルールが増えるにしたがい，性能を
左右する要因が増えていき，ルールを記述する順番によって実行時間のオーダーが変化す
る場合もある．
例えば次のような例題について考える．¶ ³
a,rm :- .
x :- rm.
( a が A 個 ), ( x が X 個 )µ ´
この問題は，X 個 a が消えて終わるため，O(X) であると期待される．しかし実際には，
現在の SLIMでは，1 つ目のルールの試行が全て失敗するまでは 2 つ目のルールを試行
せず，2 つ目のルールが成功するとまた 1 つ目のルールの試行をはじめから行う．そのた
め実際には O(A£X)となる．良く似たプログラムとして，ルールの順序を入れ替えたも
のを考えると，¶ ³
x :- rm.
a,rm :- .
( a が A 個 ), ( x が X 個 )µ ´
まず x が可能な限り rm に書き換わり，その後 2 つ目のルールの試行が行われる．この
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場合は O(X)で実行することが可能である．
このように，SLIMの性能にはルールの記述する順序が大きく関わっており，ある特定
の場合の数値を SLIMの性能と呼んでも良いかは分からない．今回の性能計測では，比較
的高速であるらしい順序での記述で計測を行った．
また，ヘッドにおけるマッチングの順序においても注意が必要である．特にマッチング
の順番が変わり，始点となるアトムが変わってしまうと，上の問題が出るかどうかも変化
するため，ベンチマークの際には細心の注意が必要である．SLIMで利用する中間命令は
lmntal {slimcode で得るが，この場合
² 構文上のツリーは，出現がはやいツリーからマッチングを行う．
² ツリー内部では，出現の遅いアトムからマッチングを行う．
というアルゴリズムで動作する．例えば SLIM においては，
a(c) :- cを始点として探し，そこから aをマッチする
c(a) :- aを始点として探し，そこから cをマッチする
のようになる．一方 efg においては，ツリーは関係なく出現の早いアトムから順にマッチ
するため，普通にプログラムを記述すると，マッチングの順番が違うプログラムの性能を
計測してしまうことになる．これは性能の向上というよりもヒューリスティクスの違いで
あるため，直接的な動作性能を比較したい場合には望ましくない．このような問題を避け
るため，ベンチマークにおいてはできるだけヘッドはアトムを 1つずつ，省略記法を用い
ずに書くことが望ましい．
a(X), c(X) :- aを始点として探し，そこから cをマッチする
c(X), a(X) :- cを始点として探し，そこから aをマッチする
以上の点について考慮しても，efg の数珠つなぎによる整数 (ここではリスト整数と呼
ぶ) を持ち込むと問題は再発する．多くの場合，リスト整数に対する処理を加えて SLIM
で実行すると性能が大幅に悪化する．一方，SLIM での性能測定には組み込み整数を使う
ようにしてしまうと，今度は efg に比べオーダーがよくなることが多い．そのため，現時
点で efg と SLIM の性能を向上比で比べられる問題は少ない．
7.2 SLIM ベーストランスレータ
SLIM ベーストランスレータは，基本的な動作は SLIM と共通であり，一部を高速化し
たものであるため，まず性能が低下することは無い．しかし，入力プログラム中のルール
の性質によって性能向上の具合は変化する．また，今回の実装では，一部の SLIM 拡張機
第 7章 性能測定 30
能にも対応を行ったため，全解探査機能と併用した場合の性能についても調査を行った．
調査環境は表 7.1に示す．
CPU AMD Opteron(tm) 8222 Dual-Core x 8
CPU周波数 3.0GH
メモリ 256GB
OS Debian 5.0 (lenny))
kernel 2.6.26-2-amd64
GCC
SLIM rev.235
表 7.1 トランスレータ性能調査実験環境
性能計測に使用したコマンドのオプションは次のとおり．
LMNtal中間命令の生成 lmntal -O2
SLIMのコンパイル gcc -g -O2
トランスレート結果のコンパイル gcc -O2
また，3回計測を行った平均値を計測値として採用した．
7.2.1 通常実行に対する性能評価
図 7.1 SLIM ベーストランスレータの通常実行における性能
7.2.2 非決定実行に対する性能評価
図 7.2 SLIM ベーストランスレータの非決定実行における性能
7.3 efg
SLIM と SLIM ベーストランスレータの性能比が把握できたため，efg の性能測定とし
ては，SLIM との比較を主に行う．
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調査環境は表 7.3に示す．
CPU Intel Core2 duo
CPU周波数 1.86GHz
メモリ 2 GB
OS Ubuntu 8.04
kernel 2.6.24-23-generic
GCC 4.2.4
SLIM 1.0(rev.301)
表 7.2 efg 性能調査実験環境
調査に使用したコマンドのオプションは次のとおり．
LMNtal中間命令の生成 lmntal -O3
SLIMのコンパイル gcc -O2
トランスレート結果のコンパイル gcc -O2
efg出力のコンパイル gcc -O2
時間の計測には timeコマンドを用い，3回計測を行った中央値を採用した．
7.3.1 リスト操作 (append)
LMNtal のグラフとして表現しやすい重要なデータ構造であるリストを扱う能力は，処
理系の性能を図るよい指標になる．そのため，要素数 5000のリストに対し，空のリスト
をの追加を N 回行うプログラムを作成し，性能計測を行った．
append によるリストの走査性能を調査するのが目的であるため，一回の append 処理
の最中に他のルールが反応することが無いように記述してある．
前述のとおり，efg は整数を直接扱う機能が未実装であるため，代替表現を用いる必要
がある．今回は，n(X,Y) が N 個数珠つなぎになっている構造を整数 N の代わりに使用
した．このままでは大きな整数をパラメータとしてプログラム中に書くことが困難である
ため，大きな整数を作るためのルールを追加した．¶ ³
R=juu(X) :- n(n(n(n(n(n(n(n(n(n(X)))))))))).
R=hyaku(X) :- juu(juu(juu(juu(juu(juu(juu(juu(juu(juu(X)))))))))).
R=sen(X) :- hyaku(hyaku(hyaku(hyaku(hyaku(
hyaku(hyaku(hyaku(hyaku(hyaku(X)))))))))).µ ´
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この方法を用いて，大きな整数をパラメータとして与えた．しかし，この処理は本来
SLIM においては不要な処理であるため，組み込み整数を使用した場合についても計測を
行った．
図 7.3 append 操作を繰り返した時の実行時間
図 7.4 append 操作を繰り返した時の性能向上 図 7.5 append 操作を繰り返した時の性能向上
プログラムの実行時間の計測結果を図 7.3に示す．同時に，SLIM での実行を 1とした
場合の性能向上比について，計測結果を図 7.4に示す．リストのアペンドという比較的単
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純なプログラムにおいて，efg は大きな性能向上を達成していることがわかる．念のため，
この性能向上が要素数に依存しないことを確認したグラフを図 7.5に示す．
また，SLIM において整数を使用した場合の性能向上が予想したよりも小さかった．こ
れは append の処理が大きな時間を占めていることを示しており，リスト操作の性能測
定という実験の目的にかなっていることが分かる．efg における整数導入の効果は予測で
きないため，実装の上改めて測定を行い，SLIM での整数の効果と比較することが重要で
ある．
7.3.2 Josephus 問題
Josephus 問題は，X 個のノードを持つ環状リストに対し，N 個飛ばしで要素を取り外
していき，環状リストが空になるまで続けた時，外した順の要素の系列を求める問題で
ある．
図 7.6 Josephus 問題の実行時間 図 7.7 Josephus 問題の性能向上
Josephus 問題の実行時間を測定した結果を図 7.6に示す．同時に，性能向上比を計算
した結果を図 7.7に示す．SLIM の性能測定は組み込み整数を用いて行った．そのため，
そのまま数値を性能の比として採用することはできないが，リスト整数の操作が efg の実
行時間のオーダーに影響を与えていないため，ある程度の参考になる．
整数を使うことで SLIM 側はいくらか有利な条件となっている．にもかかわらずこの
問題では 2.5倍以上の速度向上を得たことが分かる．
7.3.3 他の問題について
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第 8章
まとめと今後の課題
8.1 SLIMベーストランスレータ
8.1.1 まとめ
通常実行では　程度の性能向上を得ることができた．
8.1.2 今後の課題
がんばれ
8.2 efg
8.2.1 まとめ
基本的な append プログラムで SLIM と比較して 7 倍以上の速度向上をえることがで
きた．
8.2.2 未実装の機能
膜とガードと何かと何か
8.2.3 要検討な機能
何か何か
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