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CHARACTERIZATION OF GENERALIZED
YOUNG MEASURES GENERATED BY
A-FREE MEASURES
ADOLFO ARROYO-RABASA
Abstract. We organize a robust analytical framework in terms of the space
BVA(Rd) of functions with bounded A-variation, where A is a partial dif-
ferential operator satisfying the (Schulenberger–Wilcox–Murat) constant rank
property. This perspective enables us to carry constructions available for gradi-
ents into the A-free framework (introduced by Murat & Tartar). In particular,
this allows the gluing and localization of A-free measures without modifying
the underlying A-free constraint. We combine these advances with delicate
geometric constructions to give a full characterization of the class of general-
ized Young measures generated by sequences of A-free measures (where A is
an operator of arbitrary order). The main characterization result is stated in
terms of a well-known separation property involving the class of A-quasiconvex
integrands. We give a second characterization in terms of the tangent Young
measures being A-free Young measures. Lastly, we show that the inclusion
L1(Ω) ∩ kerA →֒M(Ω) ∩ kerA
is dense with respect to the area-strict convergence of measures.
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1. Introduction
The last decades have witnessed an extensive development of the study of non-
convex variational energies related to equilibrium configurations of materials in a
wide range of physical models (such as the study of crystalline solids and ther-
moelastic materials, linear elasticity, perfect plasticity, micro-magnetics, and ferro-
magnetics, among others [11, 16, 21, 30]). Often, these models consist in a mini-
mization principle for integrals of the form
(1) u 7→ If (u) =
∫
Ω
f(x, u(x)) dx,
where f : Ω×RN → R satisfies a uniform p-growth condition |f(z)| . 1+ |z|p, and
the candidate configurations u : Ω → RN obey a set of physical laws determined
by a system of linear PDE’s
(2) Au = 0 in the sense of distributions on Ω.
In these circumstances, designs with near to minimal energy exhibit compatible
equilibrium behavior at microscopical scales, while, at larger scales, configurations
adapt by gluing together the low energy patterns allowed by the governing equa-
tions in (2). This interplay conveys the formation of finer and finer oscillations,
often resulting in some form of Lp-weak convergence uj ⇀ u when p > 1, or weak-⋆
convergence (in the sense of measures) when p = 1 [4,5,9,13,26,27,36,37,49,50]. In
general, such weak forms of convergence are incompatible with the lower semiconti-
nuity of the energy, which is usually the starting point of a minimization principle.
Additionally, the case p = 1 is often ill-posed in the sense that, independently of the
PDE-constraint, a solution to the minimization problem may fail to exist. Indeed,
since L1 is not a reflexive space, it naturally lacks compactness properties, and
therefore one is left to extend the variational setting (1)-(2) to the minimization of
the extended energy functional
µ 7→ If (µ) :=
∫
Ω
f(x, µac(x)) dx+
∫
Ω
f∞
(
dµ
d|µ|s
)
|µs|,
defined for measure-valued configurations µ ∈ M(Ω;RN ) ∩ kerA. Here, f∞ is the
strong recession function of f defined (provided that it exists) as
(3) f∞(x, z) := lim
x′→x
z′→z
t→∞
f(x′, tz′)
t
for all x ∈ Ω and z ∈ RN .
Here we focus in the case p = 1, which requires a careful study of the oscilla-
tion and concentration phenomena occurring along weak-⋆ convergent sequences of
measures satisfying (2). In this regard, an equivalent approach towards the under-
standing of (1)-(2) is to fully characterize all the parametrized measures, in this case
generalized Young measures (see [3,23]), generated by uniformly bounded sequences
(µj) ⊂M(Ω;RN )∩kerA. Let us recall that, formally, a sequence (µj) ⊂M(Ω;RN)
is said to generate the generalized Young measure (νx, λ, ν
∞
x )x∈Ω if and only if
If (µj) →
∫
Ω
(∫
RN
f(x, z) dνx(z)
)
dx
+
∫
Ω
(∫
SN−1
f∞(x, z) dν∞x (z)
)
dλ(x),
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for all sufficiently regular integrands f : Ω×RN → R with linear growth at infinity
as above. Here, (νx, λ, ν
∞
x )x∈Ω is a triple consisting of a non-negative measure
λ ∈ M(Ω) and families of probability measures {νx}, {ν∞x } ⊂ Prob(RN ).
The work of Young [61–63] and the use of parametrized measures plays a funda-
mental role in representing generalized solutions of optimal control problems. In the
calculus of variations, it also serves the purpose of addressing the relaxation of in-
tegrals. However, the study of (classical) Young measures from the point of view of
partial differential equations started with the work of Tartar & Murat, who, mo-
tivated by problems in continuum mechanics and electromagnetism, introduced the
theory of compactness by compensation (compensated compactness) [42,44,57,58].
With this sophisticated theory, they were able to explain the interaction between
the PDE-constraint and the nonlinear point-wise constitutive relations of the inte-
grand. As a matter of fact, in [43] Murat obtained a characterization of all the
integrands f for which If is weak L
p-continuous (p > 1) under the assumption that
the partial differential operator A in (2) satisfied the so-called constant rank prop-
erty.1 It is worth to mention that Murat only used the constant rank assumption
to show sufficiency of his characterization. Therefore, sort of in an axiomatic way,
it has been widely accepted to work with the constant rank assumption on many
lower-semicontinuity problems of the calculus of variations, see however [41].
The first full characterization of Young measures in the PDE-constrained con-
text was achieved for nonlinear variational models where the configuration u is
the gradient ∇w of a Sobolev function w ∈ W1,p(Ω;Rm); this corresponds to the
PDE-constraint A = curl and the space RN = Rm ⊗ Rd in the context of (1)-(2).
In this particular case, it is well-known [1, 12, 38] that a sufficient and necessary
condition for the lower semicontinuity of (1) is given by Morrey’s quasiconvex-
ity condition. The characterization of Lp-gradient Young measures, which is due
to Kinderlehrer & Pedregal [32, 33], accounts for the validity of Jensen’s in-
equality between gradient Young measures and all quasiconvex integrands. More
precisely, they showed that a weak-⋆ measurable map ν : Ω → Prob(Rm ⊗ Rd)
—corresponding to the family {νx} in the generalized setting described above— is
a (classical) Young measure generated by a p-equi-integrable sequence of gradients
(∇wj) if and only if ∇wj ⇀ ∇w in Lp and
(4) h(∇w(x)) ≤
∫
Rm⊗Rd
h(z) dνx(z) at L
d-a.e. x ∈ Ω,
for all quasiconvex integrands h : Rm ⊗ Rd → R with p-growth at infinity; this
characterization result holds for p = 1, however it requires the generating sequences
to be equi-integrable. The extension of this result to generalized Young measures
generated by gradients (which is instead associated to the space BV(Ω;Rm) of
functions of bounded variation) is due to Kristensen & Rindler [36]. There,
the authors show that a generalized Young measure (ν, λ, ν∞) is generated by a
sequence of gradient measures if and only if the same condition (4) holds for ν.
Surprisingly, this conveys that the singular part of (ν, λ, ν∞) remains somewhat
unconstrained; this owes to Alberti’s Rank One Theorem and the recent rigidity
result for rank-one convex and positively homogeneous functions contained in [34].
The efforts to establish a formal Young measure A-free variational theory ini-
tiated with the work of Dacorogna [18], who studied A-free maps u which are
represented by potentials u = Bv where B is a suitable first-order operator. How-
ever, it was the seminal work of Fonseca & Mu¨ller which laid the foundations
1The constant rank property was originally introduced by Schulenberger & Wilcox [52,53]
to prove coerciveness inequalities for non-elliptic systems of linear partial differential operators.
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for an A-free setting under the more general assumption of A satisfying the con-
stant rank property.2 The authors generalizedMorrey’s notion of quasiconvexity
to the A-free setting and showed that the necessary and sufficient condition for the
lower semicontinuity of (1), under p-growth and p-equi-integrability assumptions,
was precisely the A-quasiconvexity of the integrand. Let us recall that a Borel
integrand h : W→ R is called A-quasiconvex if
h(z) ≤
∫
[0,1]d
h(z + w(y)) dy for all z ∈W,
and all periodic w ∈ C∞per([0, 1]d;W) satisfying∫
[0,1]d
w = 0 and Aw = 0 on Rd.
Moreover, they also extended the characterization theorem of Kinderlehrer &
Pedregal to the A-free setting by showing that a weak-⋆measurable map ν : Ω→
Prob(W) is a Young measure generated by a p-equi-integrable sequence of A-free
maps (uj) if and only if the following three conditions hold:
(i) The pth moment of ν is bounded, that is,∫
Ω
∫
W
|z|p dνx(z) dx <∞;
(ii) there exists u ∈ Lp(Ω;W) such that Au = 0 and
u(x) ≡
∫
W
z dνx(z) as functions in L
p(Ω;W),
(iii) and, at L d-almost every x ∈ Ω, the Jensen-type inequality
h(u(x)) ≤
∫
W
h(z) dνx(z) dx,
holds and all A-quasiconvex integrands h :W→ R with p-growth at infinity.
It is worthwhile to remark that the main challenge of extending these results from
the space of gradients to the A-free setting, at that time, was the lack of a potential
structure of A-free fields. In this regard, the presentation of Kinderlehrer &
Pedregal’s for gradients departs significantly from the A-free setting; gradients
allow for localizations of the form w 7→ ∇(ϕw), which do not break the A-free
constraint (hereA = curl). Instead, manipulations had to be carried out at the level
of the A-free field u, requiring a projection on kerA (this is the only point where
the constant rank condition is crucially used). In the generalized Young measure
framework, full characterization results are restricted to gradients (as discussed
previously) and symmetrized gradients [20]. These results, however, rely on the
strong rigidity of gradient and symmetric gradients (see [49, 50]). In general, the
only available result is a partial characterization due to Ba´ıa, Matias & Santos.
There, the authors characterize all (generalized) Young measures generated by A-
free measures, under the following somewhat restrictive assumptions:
1. The operatorA is defined on its essential domain. This means that its associated
principal symbol A satisfies
A(ξ) ∈ Lin(W,X), ξ ∈ Rd \ {0},
for some finite dimensional spaces W,X with
W = span{ΛA},
2A recent result of Raita [48] establishes that, in fact, Dacorogna’s assumption and the
constant rank assumption are equivalent under the p-equi-integrability assumption; our results
extend this to the case p = 1 when no equi-integrability is assumed.
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where ΛA is the wave cone associated to A; see the section below for the corre-
spondent definitions.
2. The operator A is assumed to be of first-order. This implies that its associ-
ated principal symbol map ξ 7→ A(ξ) is a linear map. In turn, this allows for
homogenization-type arguments which unfortunately fail for higher order oper-
ators.
3. The characterization is restricted to Young measures generated by sequences
µj
∗
⇀ µ, where the limiting measure µ satisfies the following Morrey-type bound
(†) [µ]1,1+α := sup
r>0
|µ|(Br(x))
r1+α
<∞ for some α > 0.
This Morrey-type bound on µ is in general too restrictive for applications; it rules
out measures with Hausdorff dimension equal to one. For instance, every closed
smooth curve Γ : [0, 1] → Ω ⊂ Rd defines a solenoidal measure (divergence-free
measure) by setting
γ = τΓH1 Γ.
Here, τΓ is a normal tangent vector-field of Γ. For such γ, the Morrey semi-
norm bound above fails for all α > 0, that is, [γ]1,1+α = ∞. In particular,
Assumption (†) prevents the characterization of Young measures generated by
normal 1-currents.
1.1. Main results. The purpose of this work is to give a full characterization of
all generalized Young measures generated by A-free measures, therefore extending
the (classical) Young measure characterization of Fonseca & Mu¨ller [25] into
a more general setting which allows for the appearance of mass concentrations
along the sequence in the case p = 1. In addition, the main contribution of this
work is the closing of the gap between Dacorogna’s A-free potential framework
and the constant rank A-free framework when no equi-integrability is assumed.
This however does not immediately follow from Raita’s algebraic characterization
of the symbol of constant rank operators [48, Theorem 1]; see also [46] where a
restrictive partial characterization is discussed. Our strategy departs from previous
ones (even in the case of gradients) in the sense that we do not work with averaged
Young measure approximations. Instead, we work with Lebesgue-point continuity
properties and the gluing of local generating sequences in the level of a suitable
potentials ; it is for this last point that the Schulenberger–Wilcox–Murat constant
rank property is fundamental to our assumptions, the formal definition is given
below.
Here and in what follows, Ω ⊂ Rd is an open and bounded set with L d(∂Ω) = 0
(where L d denotes the d-dimensional Lebesgue measure). We work with homoge-
neous partial differential operators A of the form
(5) A =
∑
|α|=k
Aα∂
α = 0, Aα ∈ Lin(W;X),
where X,W are finite dimensional inner product euclidean spaces. Here α ∈ Nd0 is a
multi-index with modulus |α| = α1 + · · ·+ αd and ∂α represents the distributional
derivative ∂α11 · · · ∂αdd . Our main assumption on A is that it satisfies the following
constant rank property: there exists a positive integer r such that
(6) rankA(ξ) = r for all non-zero directions ξ in Rd,
where the tensor-valued k-homogeneous polynomial
A(ξ) :=
∑
|α|=k
Aαξ
α ∈ Lin(W;X), ξ ∈ Rd,
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is the principal symbol associated to the operator A. We also recall the notion of
wave cone associated to A, which plays a fundamental role for the study of A-free
fields, as discussed in the work of Murat & Tartar. The wave cone associated
to the principal symbol A is the cone
ΛA =
⋃
|ξ|=1
kerA(ξ) ⊂W.
Notice that the wave cone contains those Fourier amplitudes along which it is
possible to construct highly oscillating A-free fields. More precisely, P ∈ ΛA if and
only if there exists ξ 6= 0 such that A(Ph(x · ξ)) = 0 for all h ∈ Ck(R).
Before stating our main result, let us give the rigorous definitions of generalized
Young measures (as introduced in [23], and later extended in [3]) and of general-
ized A-free Young measures (which are those Young measures generated by A-free
measures).
Definition 1.1 (generalized Young measure). A triple (ν, λ, ν∞) is called a gener-
alized Young in Ω with values in W provided that
(i) ν : Ω→ Prob(W) is a weak-⋆ measurable map,
(ii) λ ∈ M+(Ω) is a non-negative Radon measure on Ω, and
(iii) ν∞ : Ω → Prob(SW) is a weak-⋆ λ-measurable map, where SW is the unit
sphere in W.
The set of such Young measures will be denoted by Y(Ω;W).
Definition 1.2 (A-free Young measure). The Young measure (ν, λ, ν∞) is said to
be an A-free Young measure if there exists a uniformly bounded sequence (µj) ⊂
M(Ω;W) such that
‖Aµj‖W−k,q(Ω) → 0 for some 1 < q <
1
d− 1,
and it satisfies
If (µj)→
∫
Ω
〈
f, ν
〉
dL d +
∫
Ω
〈
f∞, ν∞
〉
dλ
:=
∫
Ω
(∫
W
f(x, z) dνx(z)
)
dx
+
∫
Ω
(∫
SW
f∞(x, z) dν∞x (z)
)
dλ(x),
for all integrands f ∈ E(Ω,W); see Section 2.2 for the precise definition.
With these considerations in mind, we are now in position to state our main
characterization results. The first result extends the Hahn–Banach-type character-
ization from Theorem 4.1 in [25] in terms of the validity of Jensen’s inequality for
all A-quasiconvex integrands with linear growth at infinity. The second one char-
acterizes A-free Young measures in terms of their tangent Young measure approx-
imations in the spirit of [51]; definitions of tangent Young measures are postponed
to Section 2.2.
Theorem 1.1 (dual characterization). Let Ω ⊂ Rd be an open and bounded Lip-
schitz domain and let (ν, λ, ν∞) ∈ Y(Ω;W) be a generalized Young measure with
λ(∂Ω) = 0. Then, the triple (ν, λ, ν∞) is an A-free Young measure if and only if
(i) the first moment of the Young measure is bounded, that is,∫
Ω
∫
W
|z| dνx(z) dx+ λ(Ω) <∞;
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(ii) there exists µ ∈M(Ω;W) such that Aµ = 0 and
µ =
〈
id, ν
〉
L
d +
〈
id, ν∞
〉
λ;
(iii) at L d-almost every x ∈ Ω, the Jensen inequality
h(µac(x)) ≤ 〈h, νx〉+ 〈h#, ν∞x 〉λac(x)
holds for all A-quasiconvex integrands h : W → R with linear growth at
infinity;
(iv) and, at λs-almost every x ∈ Ω, the singular part verifies the constraint
supp(ν∞x ) ⊂ span{ΛA}.
Here, f# is the upper recession function of f defined as
f#(x,A) := lim sup
x′→x
z′→A
t→∞
f(x′, tz′)
t
, for all x ∈ Ω and z ∈W.
which (differently from f∞) always exists; this recession function can be seen to be
upper-semicontinuous and positively 1-homogeneous.
Remark 1.1 (unconstrained singular part). If A is defined in its essential domain
WA := span{ΛA} =W,
then ν∞ is fully unconstrained since (iv) is equivalent to the trivial set inclusion
(iv”) supp(ν∞x ) ⊂W.
We list a few relevant A-free structures where this condition is satisfied, which
means that the singular part in the characterization given above is unconstrained:
• gradient, partial gradients, and high order gradients,
• symmetric gradients,
• solenoidal measures (divergence-free fields),
• normal m-currents without boundary; plasticity.
• the equations corresponding to Maxwell’s equations; magnetostatics.
Remark 1.2. Condition (iv) at singular points is equivalent to requiring that, at
λs-almost every x ∈ Ω, the following Jensen-type inequality
(iv’) h#
(
dµ
d|µ|s
)
≤
∫
SW
h#(z) dν∞x (z),
holds for every A-quasiconvex integrand h : W → R with linear growth at in-
finity; this follows directly from the Structure Theorem for A-free measures [19]
and the rigidity property of A-quasiconvex and positively 1-homogeneous functions
established in [34].
Theorem 1.2 (local characterization). Let Ω ⊂ Rd be an open and bounded Lip-
schitz domain and let (ν, λ, ν∞) ∈ Y(Ω;W) be a generalized Young measure with
λ(∂Ω) = 0. Then, the triple (ν, λ, ν∞) is an A-free measure if and only if
(i) there exists µ ∈M(Ω;W) such that Aµ = 0 and
µ =
〈
id, ν
〉
L
d +
〈
id, ν∞
〉
λ;
(ii) at (L d + λs)-almost every x ∈ Ω, there exists a tangent Young measure
σ ∈ Tan(ν, x) ∈ Y(Rd;W)
which is an A-free Young measure on Rd.
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Lastly, we show that an A-free measure defined on an open domain Ω ⊂ Rd can
be approximated in the area-strictly sense of measures, by a sequence of A-free
functions of C∞-class on Ω. This approximation result is of relevance to certain
minimization principles involving the relaxation of functionals of the form
u 7→
∫
Ω
f(x, u(x)), u ∈ L1(Ω;W), Au = 0,
Frequently, it has been accepted to impose a geometric assumption on Ω which
guarantees the approximation of A-free measures by L1-integrable A-free fields in
the strict sense of measures (see for instance [5, 6, 40]). More precisely, it has been
frequently assumed that Ω is a strictly star-shaped domain, i.e., there exists x ∈ Ω
such that
(Ω− x) ⊂ ρ(Ω− x) for all ρ > 1.
The approximation result contained in Theorem 1.3 below allows, in particular, to
dispense with this assumption on the geometry of Ω in such variational models. In
order to state this result we need to introduce the following basic concept. The
area functional of a measure is defined as
(7) Area(µ,Ω) :=
∫
Ω
√
1 + |µac(x)|2 dx+ |µs|(Ω), µ ∈M(Ω;RN ).
In addition to the well-known weak-⋆ convergence of measures, we say that a se-
quence (µj) converges area-strictly to µ in M(Ω;W) if
µj
∗
⇀ µ in M(Ω;W) and Area(µj ,Ω)→ Area(µ,Ω).
This notion of convergence turns out to be stronger than the conventional strict
convergence of measures, which means that
µj
∗
⇀ µ in M(Ω;W) and |µj |(Ω)→ |µ|(Ω).
The approximation result is contained in the following theorem:
Theorem 1.3. Let Ω ⊂ Rd be an open and bounded Lipschitz domain and let
µ ∈ M(Ω;W) be an A-free measure. Then, there exists a sequence of fields (uj) ⊂
L1(Ω;W) satisfying
uj L
d ∗⇀ µ as measures in M(Ω;W),
Area(ujL
d,Ω) → Area(µ,Ω),
Auj = 0 on Ω.
Remark 1.3. The regularity of the recovery sequence (uj) can be lifted to be of
class Ck(Ω;W) for any k ∈ N.
We close the characterization of A-free measures with an application of The-
orem 1.3 which allows us to re-define A-free measures in terms of a pure A-free
constraint:
Corollary 1.1 (pure-constraint). Let Ω ⊂ Rd be an open Lipschitz set and let
(ν, λ, ν∞) ∈ Y(Ω;W) be a generalized Young measure with λ(∂Ω) = 0.
The following are equivalent:
(i) (ν, λ, ν∞) is an A-free Young measure,
(ii) (ν, λ, ν∞) is generated by A-free measures.
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1.2. Young measures generated by boundaries of normal currents. The
following framework has recently received more attention in light of the new ideas
proposed to study certain dislocation models which are related to functionals de-
fined on normal 1-currents without boundary (boundaries of 2-currents) [17, 29].
Let 1 ≤ m ≤ d be an integer. The space of m-dimensional currents consists of
all distributions T ∈ D′(Ω;∧m Rd). Dualizing the action of the exterior derivative
on the cochain complex of smooth differential forms, one defines the boundary of
the m-dimensional current T as the (m− 1)-current acting on C∞c (Ω;
∧m−1
Rd) as
∂T [ω] = T (dω). The space Nm(Ω) of m-dimensional normal currents is defined
as the space of m-currents T , such that both T and ∂T can be represented by a
measure, that is,
Nm(Ω) ∼=
{
T ∈ M(Ω;∧m Rd) : ∂T ∈ M(Ω;∧m−1Rd)}.
The boundary operator on Nm(Ω) defines a first-order operator d
∗ of the form (5),
with a principal symbol d∗(ξ) :
∧
m R
d → ∧m−1Rd acting on m-vectors as the
interior multiplication
d
∗(ξ)[v] = vxξ∗ where 〈vxξ∗, z∗〉 = 〈v, ξ∗ ∧ z∗〉.
Definition 1.3 (current Young measures without boundary). A Young measure
ν ∈ Y(Ω;∧m Rd) is called an m-current Young measure without boundary if there
exists a sequence of uniformly bounded m-currents (Tj) ⊂ Nm(Ω) satisfying
∂Tj = 0 on Ω
and
Tj
Y→ ν on Ω.
Since the exterior derivative satisfies d2 = 0, a simple duality argument shows
that the boundary operator also satisfies ∂2 = 0. In particular, every Young mea-
sure generated by a sequence of boundaries of (m + 1)-currents is an m-current
Young measure without boundary.
In [10] the authors give, as a byproduct of their results, a partial characteri-
zation of all m-dimensional current Young measures without boundary (in fact,
a full characterization when m > 1; compare Assumption (†) with the dimen-
sional estimates T ≪ Im for currents established by Federer in [24], see also [7,8]).
Hence, our Theorem 1.1 extends the aforementioned partial result to a full charac-
terization of m-current Young measures without boundary. In order to state this
formally, let us first define the notion of ∂m-quasiconvexity. We say that a Borel
map h :
∧
m R
d → R is called ∂m-quasiconvex if
h(v) ≤
∫
[0,1]d
h(v + ω(y)) dy for all a m-vectors v ∈ ∧m Rd,
and all smooth fields ω ∈ C∞per([0, 1]d;
∧
m R
d) satisfying
∂ω = 0 and
∫
[0,1]d
ω = 0.
Corollary 1.2. Let ν = (ν, λ, ν∞) ∈ Y(Ω;∧mRd) be a Young measure with
bounded first moment and λ(∂Ω) = 0. Then, ν is an m-current Young measure
without boundary if and only if there exists an m-current T ∈ Nm(Ω) such that
∂T = 0 and T =
〈
id, ν
〉
L
d +
〈
id, ν∞
〉
λ;
and, for L d-almost every x ∈ Ω, it holds that
h(T ac(x)) ≤ 〈h, νx〉+ 〈h#, ν∞x 〉λac(x),
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for all Borel ∂m-quasiconvex integrands h :
∧
m R
d → R with linear growth at
infinity.
Somewhat related, for systems of divergence-free fields we obtain the following
characterization (recall that divergence-free fields are essentially 1-currents without
boundary):
Corollary 1.3 (divergence-free Young measures). Let = (ν, λ, ν∞) ∈ Y(Ω;Rd ⊗
Rd) be a Young measure satisfying λ(∂Ω) = 0. Then, there exists a uniformly
bounded sequence of matrix-valued measures (µj) ⊂M(Ω;Rd ⊗ Rd) satisfying
div µj :=
d∑
j=1
∂jµij = 0 in the sense of distributions on Ω
and
µj
Y→ ν on Ω,
if and only if
(i) the fist moment of ν is bounded, i.e.,∫
Ω
∫
Rd⊗Rd
|z| dνx(z) dx+ λ(Ω) <∞;
(ii) the barycenter µ of ν satisfies
div µ = 0 in the sense of distributions on Ω;
(iii) and, at L d-almost every x ∈ Ω, it holds
h(µac(x)) ≤
∫
Rd⊗Rd
h(z) dνx(z) + λ
ac(x)
∫
Rd⊗Rd
h#(z) dν∞x ,
for all div-quasiconvex Borel integrands h : Rd ⊗ Rd → R with linear growth
at infinity.
Here, a Borel integrand h : Rd⊗Rd → R is called div-quasiconvex provided that
h(M) ≤
∫
[0,1]d
h(M + w(y)) dy for all M ∈ Rd ⊗ Rd,
and all divergence-free matrix fields w ∈ C∞per([0, 1]d;Rd⊗Rd) with zero mean value.
2. Preliminaries
The d-dimensional torus is denoted by Td, and by Q we denote the closed d-
dimensional unit cube [−1/2, 1/2]d. We denote by Qr(x) the open cube centered
at x ∈ Rd.
2.1. Geometric measure theory. Let X be a locally convex space. We denote
by Cc(X) the space of compactly supported and continuous functions on X , and
by C0(X) we denote its completion with respect to the ‖ q‖∞ norm. Here, Cc(X)
is the inductive limit of Banach spaces C0(Km) where Km ⊂ X are compact and
Km ր X . By the Riesz representation theorem, the space Mb(X) of bounded
signed Radon measures on X is the dual of C0(X); a local argument of the same
theorem states that the spaceM(X) of signed Radon measures on X is the dual of
Cc(X). We notate by M+(X) the subset of non-negative measures. Since C0(X)
is a Banach space, the Banach–Alaoglu theorem and its characterizations hold. In
particular:
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(1) there exists a complete and separable metric d⋆ : M(X) ×M(X) → R.
Moreover, convergence with respect to this metric coincides with the weak-
∗ convergence of Radon measures (see Remark 14.15 in [39]), that is,
d⋆(µj , µ)→ 0 ⇐⇒ µj ∗⇀ µ in M(X).
(2) bounded sets of M(X) are d⋆-metrizable in the sense that d⋆ induces the
(relative) weak-∗ topology on the unit open ball of M(X).
In a similar manner, for a finite dimensional euclidean space W, M(X ;W) and
M(X ;W) will denote the spaces of W-valued bounded Radon measures and W-
valued Radon measures respectively. The spaceM(X) is a normed space endowed
with the total variation norm
|µ|(X ;W) := sup
{∫
X
ϕ dµ : ϕ ∈ C0(X ;E), ‖ϕ‖∞ ≤ 1
}
.
The set of all positive Radon measures on X with total variation equal to one is
denoted by
Prob(X) :=
{
ν ∈ M+(X) : ν(X) = 1
}
;
the set of probability measures on X .
The Riesz’ Representation Theorem states that every vector-valued measure µ ∈
M(Ω;W) can be written as
µ = gµ|µ| for some gµ ∈ L∞loc(Ω, |µ|; SW).
This decomposition is commonly referred as the polar decomposition of µ. The set
Lµ of points x0 ∈ Ω where
lim
r↓0
∫
Qr(x0)
|gµ(x) − gµ(x0)| d|µ|(x) = 0
is satisfied, is called the set of µ-Lebesgue points. This set conforms a full |µ|-
measure set of Ω, i.e, |µ|(Ω \ Lµ) = 0. In what follows, we shall always work with
good representatives of µ-integrable maps. If g ∈ L1loc(Ω, µ;W), then g satisfies
g(x) = lim
r↓0
∫
Qr(x)
g(y) dµ(y) for all x ∈ Lµ ⊂ Ω.
If µ, λ are Radon measures over Ω, and λ ≥ 0, then the Besicovitch Differentiation
Theorem states that there exists a set E ⊂ Ω of zero λ-measure such that
lim
r↓0
µ(Qr(x))
λ(Qr(x))
=
dµ
dλ
(x) for any x ∈ supp(λ) \ E,
where dµdλ ∈ L1loc(Ω, λ;W) is the Radon–Nykody´m derivative of µ with respect to λ.
Another resourceful representation of a measure is given by the Radon–Nykody´m–
Lebesgue decomposition which we shall frequently denote as
µ = µac L d + gµ|µs|,
where as usual µac := dµ
dL d
∈ L1loc(Ω;W), |µs| ⊥ L d.
2.1.1. Push-forward measures. If T : Ω → Ω′ is Borel measurable, the image or
push-forward of µ under T is defined by the formula
T [µ](E) = µ
(
T−1(E)
)
for every Borel set E ⊂ Ω′.
Whenever g : Ω′ → [−∞,∞] is a Borel map, then∫
E
g(y) dT [µ](y) =
∫
T−1(E)
g(T (x)) dµ(x).
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2.1.2. Tangent measures. In this section we recall the notion of tangent measure
as introduced by Preiss [45]. Let µ ∈ M(Ω;W) and consider the map Tx,r(y) :=
(y − x)/r, which blows up Br(x0), the open ball around x0 ∈ Ω with radius r > 0,
into the open unit ball B1. The push-forward of µ under Tx,r is given by the
measure
Tx,r[µ](E) := µ(x0 + rE), for all Borel E ⊂ r−1(Ω− x).
A non-zero measure τ ∈M(Rd;W) is said to be a tangent measure of µ at x0 ∈ Rd,
if there exist sequences rm ↓ 0 and cm > 0 such that
cm Tx,rm [µ]
∗
⇀ τ in M(Rd;W);
in this case the sequence cm Tx,rm [µ] is called a blow-up sequence. We write
Tan(µ, x0) to denote the set of all such tangent measures.
Using the canonical zero extension that maps the spaceM(Ω;W) into the space
M(Rd;W) we may use most of the results contained in the general theory for
tangent measures when dealing with tangent measures defined on smaller domains.
The following theorem, due to Preiss, states that one may always find tangent
measures.
Theorem 2.1 (Theorem 2.5 in [45]). If µ is a Radon measure over Rd, then
Tan(µ, x) 6= ∅ for µ-almost every x ∈ Rd.
This property of Radon measures measures will play a silent, but fundamental
role, in our results. We shall use it to “amend” the current lack of a Poincare´
inequality for general domains; this, because (8) acts as an artificial extension
operator for tangent measures restricted to the unit cube Q ⊂ Rd. Returning to
the properties of tangent measures, one can show (see Remark 14.4 in [39]) that,
for a tangent measure τ ∈ Tan(µ, x0), it is always possible to choose the scaling
constants cm > 0 in the blow-up sequence to be
cm := cµ(x0 + rmU)
−1,
for any open and bounded set U ⊂ Rd containing the origin and with the property
that σ(U) > 0, for some positive constant c = c(U); this process may involve
passing to a subsequence. Then, from [45, Thm 2.6(1)] it follows that at µ-almost
every x ∈ Ω we can find τ ∈ Tan(µ, x) as the weak-⋆ limit a blow-up sequence of
the form
(8)
1
|µ|(Qrm(x))
Tx,rm [µ]
∗
⇀ τ in M(Rd;W), |τ |(Q) = |τ |(Q) = 1.
Yet another special property of tangent measures is that at, |µ|-almost every x ∈ Rd,
it holds that
τ ∈ Tan(µ, x) if and only if |τ | ∈ Tan(|µ|, x),
τ = gµ(x)|τ |;
which in particular conveys that tangent measures are generated by strictly-converging
blow-up sequences. If µ, λ ∈ M+loc(Rd) are two Radon measures with the property
that µ≪ λ, i.e., that µ is absolutely continuous with respect to λ, then (see Lemma
14.6 of [39])
(9) Tan(µ, x) = Tan(λ, x) for µ-almost every x ∈ Rd.
Then, a consequence of (9) and Lebesgue’s differentiation theorem is that
(10) Tan(µ, x) =
{
αµac(x)L d : α ∈ (0,∞)
}
, at L d-a.e. x ∈ Rd.
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In fact, if f ∈ L1(Ω,W), then it an easy consequence from the Lebesgue Differenti-
ation Theorem that
(11)
1
rd
· Tx0,r[f L d] → f(x0)L d strongly in L1loc(Rd,W).
2.2. Integrands and Young measures. Generalized Young measures conform a
set of dual objects to the integrands in E(Ω;W). We recall briefly some aspects
of this theory, which was introduced by DiPerna and Majda in [23] and later
extended in [3, 36]. For f ∈ C(Ω×W) we define the transformation
(Sf)(x, ẑ) := (1 − |ẑ|)f
(
x,
ẑ
1− |ẑ|
)
, (x, ẑ) ∈ Ω× BW,
where BW denotes the open unit ball in W. Then, Sf ∈ C(Ω× BW). We set
E(Ω;W) :=
{
f ∈ C(Ω×W) : Sf extends to C(Ω× BW)
}
.
In particular, all f ∈ E(Ω;W) have linear growth at infinity, i.e., there exists a
positive constant M such that |f(x, z)| ≤ M(1 + |z|) for all x ∈ Ω and all z ∈ W.
With the norm
‖f‖E(Ω;W) := ‖Sf‖∞, f ∈ E(Ω;W),
the space E(Ω;W) turns out to be a Banach space. Also, by definition, for each
f ∈ E(Ω;W) the limit
f∞(x, z) := lim
x′→x
z′→z
t→∞
f(x′, tz′)
t
, (x, z) ∈ Ω×W,
exists and defines a positively 1-homogeneous function called the strong recession
function of f . Moreover every f ∈ E(Ω;W) satisfies
(12) f(x, z) = (1 + |z|)Sf
(
x,
z
1 + |z|
)
for all x ∈ Ω and z ∈W.
For an integrand f ∈ E(Ω;W) and a Young measure ν ∈ Y(Ω;W), we define a
duality paring between f and ν as
⟪f,ν⟫ :=
∫
Ω
〈
f, ν
〉
x
dx+
∫
Ω
〈
f∞, ν∞
〉
x
dλ(x)
:=
∫
Ω
(∫
W
f(x, z) dνx(z)
)
dx
+
∫
Ω
(∫
SW
f∞(x, ẑ) dν∞(ẑ)
)
dλν(x).
The barycenter of a Young measure ν ∈ Y(Ω;RN ) is defined as the measure
[ν] :=
〈
id, ν
〉
L
d Ω +
〈
id, ν∞
〉
λ ∈ M(Ω;W).
In many cases it will be sufficient to work with functions f ∈ E(Ω;W) that are
Lipschitz continuous. The following density lemma can be found in [36, Lemma 3].
Lemma 2.1. There exist countable families of non-negative functions {ϕp} ⊂ C(Ω)
and Lipschitz integrands {hq} ⊂ E(Ω;W) such that, for any given two Young mea-
sures ν1,ν2 ∈ Y(Ω;W),
⟪ϕp ⊗ hq,ν1⟫ = ⟪ϕp ⊗ hq,ν2⟫ ∀ p, q ∈ N =⇒ ν1 = ν2
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Since Y(Ω;W) is contained in the dual space of E(Ω;W) via the duality pairing
⟪ q, q⟫, we say that a sequence of Young measures (νj) ⊂ Y(Ω;W) weak-⋆ converges
to ν ∈ Y(Ω;W), in symbols νj ∗⇀ ν, if
⟪f,νj⟫→ ⟪f,ν⟫ for all f ∈ E(Ω;W).
Fundamental for all Young measure theory is the following compactness result,
see [36, Section 3.1] for a proof.
Lemma 2.2 (compactness). Let (νj) ⊂ Y(Ω;W) be a sequence of Young measures
satisfying
(i) the family
{
x 7→ 〈| q|, νj〉 : j ∈ N} is uniformly bounded in L1(Ω),
(ii) supj λj(Ω) <∞.
Then, there exists a subsequence (not relabeled) and ν ∈ Y(Ω;W) such that νj ∗⇀ ν
in Y(Ω;W).
The Radon–Nykody´m–Lebesgue decomposition induces a natural embedding
M(Ω;W) →֒ Y(Ω;W)
via the identification µ 7→ δµ = (δµac , |µs|, δgµ).
Definition 2.1. We say that a sequence of measures (µj) ⊂ M(Ω;W) generates
the Young measure ν in Ω if and only if
δµj
∗
⇀ ν in Y(Ω;W) in E(Ω,W)∗.
We shall represent this convergence symbolically as
µj
Y→ ν on Ω.
Notice that the generation of a Young measure is a local property in the sense
that
(13) µj
Y→ ν on Ω ⇐⇒ µ ω Y→ ν ω for all open ω ⋐ Ω with λν(∂ω).
The proof of the following result follows the same principles used in the proof
of [5, Lem. 2.15] with A ≡ 0.
Proposition 2.1. Let ν ∈ Y(Ω;W) be a Young measure generated by a sequence
of the form (uj L
d). If there exists another sequence (vj) ⊂ L1(Ω;W) that satisfies
lim
j→∞
‖uj − vj‖L1(Ω) = 0,
then
vj L
d Y→ ν on Ω.
The following notion of L1-shift of a Young measure was introduced by Kris-
tensen & Rindler in [36] in the context of gradient Young measures. In this
work, these will only be used to deal with the fact that W might be in fact larger
than WA in the proof of Theorem 1.1. To the best of our knowledge, it has not
been impossible to give a proof of Theorem 1.1 by means of an L1-approximation
(see for instance the discussion in Section 5 of [20]).
Definition 2.2 (L1-shifts). If ν = (ν, λ, ν∞) ∈ Y(Ω,W) is a generalized Young
measure and v ∈ L1loc(Ω,W), we define the v-shift of ν to be the Young measure
Γv[ν] := (ν ⋆ δ−v, λ, ν
∞) ∈ Y(Ω,W).
If f ∈ E(Ω;W), then
⟪f,Γv[ν]⟫ =
∫
Ω
〈
f, ν
〉
x+v(x)
dL d(x) +
∫
Ω
〈
f∞, ν∞
〉
x
dλ(x).
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For a subset X ⊂ L1(Ω,W) we write
ShiftX [ν] :=
{
Γv[ν] : v ∈ X
}
.
2.2.1. Tangent Young measures. Similarly to the case of measures, we can define
the push-forward of Young measures. If T : Ω → Ω′ is Borel, the push-forward of
ν = (ν, λ, ν∞) ∈ Y(Ω;W) under T is the Young measure acting on f ∈ E(Ω′,W)
as
⟪f, T [ν]⟫ = ⟪f ◦ (T, idW),ν⟫
=
∫
Ω′
〈
f, ν
〉
dT [dL d] +
∫
Ω
′
〈
f∞, ν∞
〉
dT [λ].
Suppose that x ∈ Ω. A non-zero locally finite Young measure σ ∈ Y(Rd;W) is
said to be a tangent Young measure of ν at x if there exist sequences rm ց 0 and
cm > 0 such that
(14) cm · Tx,rm [ν] ∗⇀ σ in E(Rd;W)∗.
The set of tangent Young measures of ν at x ∈ Ω will be denoted as Tan(ν, x). Since
Young measures can be seen, via disintegration, as Radon measures over Ω×W, the
property of tangent measures contained in Theorem 2.1 lifts to a similar principle
for tangent Young measures:
Proposition 2.2. If ν = (ν, λ, ν∞) ∈ Y(Ω;Rd) is a Young measure, then
Tan(ν, x) 6= ∅ for (L d + λs)-almost every x ∈ Ω.
Young measures also enjoy a Lebesgue-point property in the sense that a tangent
Young measure σ ∈ Tan(ν, x) truly represents the values of ν around x. More
precisely, we have the following localization principle for (L d + λs)-almost every
x0 ∈ Ω: every tangent measure σ ∈ Tan(ν, x0) is a homogeneous Young measure
of the form
(15) σ = (νx0 , τ, ν
∞
x0 ), where τ ∈ Tan(λ, x).
This property tells us that certain aspects of the weak-⋆ measurable maps ν and
ν∞ belonging to ν can be effectively studied by looking at tangent measures of ν
itself. In a similar fashion to (8), at every x0 where Proposition 2.3 holds, we may
find a tangent Young measure σ ∈ Tan(ν, x0) as in (15) with
(16) τ(∂Q) = 0,
and σ is generated by a blow-up sequence as in (14) where
(17) cm :=
{
L d(Qr(x))
−1 if x is a regular point of λ
λs(Qr(x))
−1 if x is a singular point of λ
;
in any case cm can be taken to be (⟪| q|,ν Qr(x)⟫)−1. At singular points we may
assume without loss of generality that
(18)
1
|λs|(Qrm(x))
Tx,rm [ [ν]
ac
L
d ]→ 0 strongly in L1loc(Rd;W).
We state two general localization principles for Young measures, one at regular
points and another one at singular points. These are well-established results, for a
proof we refer the reader to [49, 50]; see also the Appendix in [5].
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Proposition 2.3. Let ν = (ν, λ, ν∞) ∈ Y(Ω;W) be a generalized Young mea-
sure. Then for L d-a.e. x0 ∈ Ω there exists a regular tangent Young measure
σ = (σ, γ, σ∞) ∈ Tan(ν, x0), that is,
[σ] ∈ Tan([ν], x0), σy = νx0 a.e.,
λσ =
dλν
dLd (x0)L
d ∈ Tan(λν , x0), σ∞y = ν∞x0 λσ-a.e.
Proposition 2.4. Let ν = (ν, λ, ν∞) ∈ Y(Ω;W) be a generalized Young measure.
Then there exists a set S ⊂ Ω with λs(Ω \ S) = 0 such that for all x0 ∈ S there
exists a singular tangent Young measure σ = (σ, γ, σ∞) ∈ Tan(ν, x0), that is,
[σ] ∈ Tan([ν], x0), σy = δ0 a.e.,
γ ∈ Tan(λsν , x0), γ(Q) = 1, γ(∂Q) = 0, σ∞y = ν∞x0 γ-a.e.
2.3. A-quasiconvexity. We state a well-known sectional convexity result for A-
quasiconvex integrands.
2.4. D-convexity. Let D be a balanced cone of directions inW, that is, we assume
that tA ∈ D for all A ∈ D and every t ∈ R. A real-valued function h : W→ R is said
to be D-convex provided its restrictions to all line segments in W with directions
in D are convex.
We recall the following ΛA-convexity property of A-quasiconvex functions con-
tained in lemma from [25, Proposition 3.4] for first-order operators and in [5,
Lemma 2.19] for the general case:
Lemma 2.3. If h :W → R is an integrand with linear growth at infinity and h is
A-quasiconvex, then h is ΛA-convex.
Corollary 2.1. Let f ∈ C(W) be an integrand and let z0 ∈W. Then,
QAf(z0 + z) = QAh(z) for all z ∈WA,
where h = f(z0 + p q) and p :W→WA is the canonical projection.
Moreover, QAh > −∞ if and only if QAf(z0) > −∞.
Proof. Since every every A-free periodic function w ∈ C∞♯ (Td;W) (where the sub-
script stands for average zero) in fact satisfies w(y) ∈ WA for all y ∈ Td (see
[5, Section 2.5]), it follows that∫
Td
f(z0 + z + w(y)) dy =
∫
Td
h(z + w(y)) for all A-free w ∈ C∞♯ (Td;W).
We deduce from this equivalence that
QAf(z0 + z) = QAh(z).
The ΛA convexity of A-quasiconvex functions and the fact that ΛA precisely spans
WA imply that QAf(z0) > −∞ if and only if QAf(z0 + z) > −∞ for all z ∈ WA.
This and the previous identity prove the second assertion. 
3. Analysis of constant rank operators
Since the results contained in this section will be used for both A and its asso-
ciated potential B[D] (see the discussion below), we have decided to work with the
canonical notation A[D] (for operators as in (5)) which links the operator directly
to its principal symbol. In order to maintain an economical notation, we shall often
write Au to denote A[D]u. We will write k to denote the order of A, and kB to
denote the order of B. To denote that an Lp-integrable function or measure µ has
mean zero on Ω we will write µ ∈ Lp♯ (Ω;W) and µ ∈M♯(Ω;W) respectively.
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We denote by Td ∼= Rd/Zd the d-dimensional flat torus. In what follows, our
convention is that the Fourier transform acts on periodic measures by the formula
µ̂(ξ) = Fu(ξ) :=
∫
Td
e−2πix·ξ dµ(x), µ ∈ M(Td;W).
Smooth periodic functions are represented by F−1 through the trigonometric sum
u(x) =
∑
ξ∈Zd
û(ξ) e2πix·ξ.
The choice to primarily work with Fourier coefficients lies in the following charac-
terization for constant rank operators due to Raita [48, Thm. 1]. Let A[D] be an
operator from W to X as in (5). Then A[D] satisfies the constant rank condition if
and only if then there exists an operator B[D] from V to W as in (5) —where V is
a finite dimensional inner product space depending on A[D]— satisfying
(19) ImB(ξ) = kerA(ξ) for all ξ ∈ Rd \ {0}.
Here and in what follows A[D] and B[D] shall always be assumed to satisfy the
relation (19), we call B[D] the associated potential to A[D].3 In particular, it is
shown that every A[D]-free periodic field is the B[D]-gradient of a suitable potential.
The precise statement is the following:
Lemma 3.1 (Lemma 5 in [48]). Let w ∈ C∞(Td;W). Then w satisfies
Aw = 0 and
∫
Td
w = 0,
if and only if there exists a potential u ∈ C∞(Td;V) such that
Bu = w and
∫
Td
u = 0.
The main idea behind the proof of (19) rests on an old theorem of Decell [22,
Theorem 3] which serves to show that B†(ξ), the Moore–Penrose inverse of B(ξ), is
a rational tensor of degree −(kB).4,5 Thence, the family {B†(ξ)}ξ∈Zd\{0} defines a
Fourier multiplier (see Remark 3.1 below)
u(x) =
∑
ξ∈Zd\{0}
B†(ξ)ŵ(ξ) e2πix·ξ, for w ∈ C∞♯ (Td;W);
Moreover, following [48] one readily checks through (19) that, if A[D]w = 0, then
(Bu)(x) =
∑
ξ∈Zd\{0}
B(ξ)B†(ξ)ŵ(ξ) e2πix·ξ
=
∑
ξ∈Zd\{0}
ProjkerA(ξ)ŵ(ξ) e
2πix·ξ = w(x), for w ∈ C∞(Td;W).
3The class of operators B[D] satisfying (19) may have more than element.
4The Moore–Penrose inverse M† of a tensor M ∈ X ⊗ W∗ satisfies MM† = ProjImM and
M†M = Proj(kerM)⊥ .
5Following by verbatim the proof of Lemma 2.1 in [14] it is possible to show that B† extends
to a tempered distribution satisfying B̂† ∈ C∞(Rd \ {0};X⊗W∗).
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3.1. Sobolev estimates for constant rank operators. If 1 < p <∞, a classical
result of Caldero´n & Zygmund [15] states that the estimate
‖Dku‖Lp ≤ cp‖Au‖Lp for all u ∈ C∞c (Rd;W)
holds if and only if A[D] is an elliptic operator. Here, an homogeneous operator
A[D] is called elliptic when A(ξ) ∈ X ⊗W∗ is injective for all ξ ∈ Rd \ {0}. Yet
another classical consequence of the theory of singular integrals is the estimate
‖Dk−1u‖Lp ≤ cp‖Au‖W˙−1,p for all u ∈ C∞c (Rd;W).
The proof of both estimates rely on the Lp-boundedness of singular integrals and
the fact that, for A[D] elliptic, the map A(ξ)∗ ◦A(ξ) is invertible for all ξ ∈ Rd \{0}.
Indeed, if α ∈ (N0)d is a multi-index, then (see Chapters 2 and 3 in [54])
(20) ∂̂αu = ξα[A(ξ)∗ ◦ A(ξ)]−1 ◦ A(ξ)∗︸ ︷︷ ︸
multiplier of degree |α| − k,
smooth on the sphere Sd−1
(Âu(ξ)).
When A[D] is merely a constant rank operator there is, due to the possible lack
of ellipticity, no hope for such an estimate to hold. However, as Schulenberger
and Wilcox observed, there exists an (Lp,Lp) projection operator π satisfying
π̂(ξ) = ProjkerA(ξ) and such that
(21) ‖u− πu‖Lp ≤ cp‖Au‖W˙−k,p
for all u ∈ C∞c (Rd;W); see for instance [25, 31, 43] when k = 1, and [5] for the
general case. To circumvent the need of the invertibility of A∗(ξ) ◦ A(ξ), we may
instead use that A†(ξ) ◦ A(ξ) = id−π̂(ξ) for all ξ ∈ Rd \ {0}. Therefore, the
analogous version of (20) is precisely the identity
(22) F [∂α(u− πu)](ξ) = ξαA†(ξ)(Âu(ξ)),
where A† replaces the multiplier [A(ξ)∗ ◦ A(ξ)]−1 ◦ A(ξ)∗. Essentially, this means
that we can invert A[D] after removing its kernel.
Remark 3.1 (Green’s function for constant rank operators). Following by verbatim
the proof of Lemma 2.1 in [14], one can show that A† can be extended to a tempered
distribution (still denoted A†) with the property that if A[D] satisfies the constant
rank property, then FA† ∈ C∞(Rd \ {0};X⊗W∗)∩L1loc(Rd). Moreover, the kernel
GA := i
kFA† defines a Green function of A[D] in the sense that
(u− πu)(x) =
∫
Rd
GA(x− y)Au(y) dy for all u ∈ C∞c (Rd;W).
In what follows we define
uA :=
{
GA ⋆ Au if u ∈ S ′(Rd;W)
F−1
(
A†F(Au)) if u ∈ D′(Td;W) .
The aim of this section is state versions of the Caldern–Zygmund Lp-estimates
of A[D] onto a scale of Sobolev spaces. More precisely, that the assignment u 7→
uA = u − πu which maps u ∈ C∞c (Rd;W) to its associated “A-representative” can
be extended to a bounded linear map satisfying
‖uA‖W˙ℓ,p ≤ cp‖Au‖W˙−(k−ℓ),p for all ℓ ∈ {0, 1, . . . , k}.
These estimates will conform the foundation stones behind the gluing of A-free
Young measures, and subsequently one of the cornerstones supporting proofs of
Theorems 1.1 and 1.2. As it has been discussed beforehand, we shall focus on
describing the formal background of such estimates for function spaces defined on
the torus; full-space estimates will be follow with the obvious modifications.
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Remark 3.2 (L1-estimates). In a closely related vein, Van Schaftingen [60]
has characterized those elliptic operators A[D] for which one can prove a limiting
L1-estimate
‖Dk−1u‖Ln/(n−1) ≤ c‖Au‖L1.
The establishing of this estimates demands more refined arguments than just the
Caldero´n–Zygmund type estimates which left alone do not suffice when p = 1.
An analogous characterization and their associated estimates has been collected by
Raita [46] for constant rank operators. In both cases, the characterization shows
that in order to extend the Lp-theory to L1 one requires an additional condition on
A[D], the so-called cancellation property.
The following definitions and background results about function spaces and the
Fourier transform can be found in the monographs of Adams [2, Section 1] and
Stein [55, Section VI.5], as well as the full compendium of definitions and results
contained in the book of Triebel [59]. Let ℓ ∈ N and let 1 ≤ p <∞. The Sobolev
space Wℓ,p(Td) is the collection of periodic functions f all of whose distributional
derivatives ∂αf with |α| ≤ ℓ belong to Lploc(Rd). The norm of Wℓ,p(Td) is
‖f‖Wℓ,p(Td) :=
( ∑
|α|≤ℓ
∫
Td
|Dαf |
) 1
p
.
The corresponding homogeneous Sobolev is the space W˙ℓ,p(Td) = Wℓ,p ∩ Lp♯ (Td)
which can be endowed with the equivalent homogeneous norm
‖f‖W˙ℓ,p(Td) :=
( ∑
|α|=ℓ
∫
Td
|Dαf |
) 1
p
.
We define the dual Sobolev spaces W−ℓ,p(Td) =
(
Wℓ,p
′
(Td)
)∗
where 1p +
1
p′ = 1. A
consequence of the Calderon–Zygmund theory of singular integrals is that
Wℓ,p(Td) = Lℓ,p(Td) for all ℓ = 0, 1, . . . ,
where
Ls,p(Td) :=
{
f ∈ S ′(Td) : ‖f‖Ls,p = ‖F−1
[
(1 + |ξ|2) s2 f]‖Lp <∞} , s ∈ R,
is the family of Bessel potential spaces (see [59, Section 5.2.6]). With this defini-
tions it is easy to show that Ls,p(Td) is a reflexive space of distributions, and that
(Ls,p)∗ = L−s,p; in particular, this conveys the equivalence W−ℓ,p(Td) = L−ℓ,p(Td)
for all ℓ ∈ N. (The same equivalence holds for all s ≥ 0 and p = 2, however, this
equivalence relies on the fact that the Fourier transform maps L2 isometrically onto
itself. In general, the fractional Sobolev–Slobodecki˘ı spaces Ws,p do not coincide
with the Bessel potential spaces Ls,p.) Moreover, for all s ∈ R,
‖F−1(|ξ|−s η̂(ξ))‖Lp(Td)
is an equivalent norm for the homogeneous Bessel potential spaces L˙s,p(Td) which
can be defined as the closure of the zero mean distributions with respect to the
Ls,p-norm.
3.1.1. Extension of the Fonseca–Mu¨ller estimates. The Td version of (21) given by
Fonseca & Mu¨ller is based on the existence of an (Lp,Lp)-multiplier {π : u 7→
πAu} acting on Fourier coefficients satisfying
∫
Td
πu = 0 and for which
(23) ‖u− πu‖Lp(Td) ≤ cp‖Au‖W−k,p(Td),
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for all u ∈ C∞♯ (Td;W). Following a similar calculation to the one in (22) we deduce
that
|ξ|s ûA(ξ) = A†
(
ξ
|ξ|
)(
1
|ξ|k−s Âu(ξ)
)
.
Now, let us recall that ξ 7→ A†(ξ/|ξ|) is a 0-homogeneous map which is smooth
when restricted to Sd−1. In particular, the family
A(ξ) :=
{
A†(ξ/|ξ|) if ξ ∈ Rd \ {0}
0 if ξ = 0
defines an (Lp,Lp)-multiplier (see Proposition 2.13 in [25] which primarily appeals
to §3 Corollary 3.16 in [54]). The identity above then yields the estimate
(24) ‖uA‖L˙s,p(Td) ≤ cp‖Au‖L˙−(k−s),p(Td) for all u ∈ C∞♯ (Td;W),
and all s ∈ [0, k]; recall that L0,p := Lp. This estimate hints that there exists scale
of fractional spaces where the Fonseca–Mu¨ller representative map {u 7→ uA} can be
extended continuously (see Lemma 3.2 below). With this purpose in mind, let us
introduce the following auxiliary homogeneous Sobolev spaces associated to A[D]:
Definition 3.1. Let s ∈ [0, kA] and let 1 < p <∞. We define the spaces
W˙ s,p
A
(Td) :=
{
u ∈ M♯(Td;W) : A[D]u ∈ L−(kA−s),p
}
,
endowed with the semi-norm
‖u‖W˙ s,p
A
(Td) := ‖Au‖L−(k−s),p(Td).
We are now in position to state the following extension of the Fonseca–Mu¨ller
estimates of the A-representative map:
Lemma 3.2. Let ℓ ∈ {0, 1, . . . , k} and let 1 < p < ∞. There exists a continuous
linear map TA : W˙
ℓ,p
A
(Td)→ W˙ℓ,p(Td) satisfying
(1) TAu = uA,
(2) A(TAu) = Au,
(3) there exists cp > 0 (depending solely on p) such that
‖TAu‖W˙ℓ,p(Td) ≤ cp‖Au‖W˙−(k−ℓ),p(Td) for all u ∈ W˙ ℓ,pA (Td).
Proof. This follows from (24), the equivalence W˙ℓ,p(Td) = L˙ℓ,p(Td) for positive
integers ℓ ∈ N, and a standard extension argument for equi-continuous functionals.
The pertinent observations which allow for this extension are the following: Firstly,
the negative Sobolev spaces are stable under mollification, that is,
σ ∈W−ℓ,p(Td) =⇒ σ ⋆ ρδ → σ strongly in W−ℓ,p(Td).
Here, (ρδ) is a family of standard mollifiers at scale δ ց 0. And secondly, the
Sobolev spaces Wℓ,p(Td) are complete. Hence, for any u ∈ W˙ ℓ,p
A
(Td) we may define
TAu := lim
δ↓0
(u ⋆ ρδ)A = lim
δ↓0
F−1
(
A†(̂Au)
)
⋆ ρδ = lim
δ↓0
uA ⋆ ρδ = uA.
This proves the sought assertion. 
Remark 3.3 (estimates on a hierarchy of fractional spaces). In general, the hi-
erarchy of fractional spaces Ws,p and Ls,p differs for non-integer values s > 0.
However, a version of Lemma 3.2 holds for arbitrary s ∈ [0, kA] provided that we
write estimate as
‖TAu‖L˙s,p(Td) ≤ cp‖Au‖L˙−(kA−s),p(Td) for all u ∈ W˙ s,pA (Td).
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This does not imply in any way that that there is no estimate for Ws,p, only that
it may require estimates for less conventional function spaces such as Besov and
TriebelLizorkin spaces, see for instance the embeddings in [46, 60].
As direct consequence of Lemma 3.2 and Morrey’s inequality (Sobolev’s embed-
ding for p > d) we prove the following compactness property which will play a
fundamental role in the proof of our main results.
Corollary 3.1. Let 1 < q < dd−1 . Assume that (uj) ⊂M♯(Td,W) satisfies
Auj
∗
⇀ Au in M(Td,W).
Then
TAuj → TAu strongly in WkA−1,q(Td).
Proof. The compact embedding W1,q
′
(Td)
c→֒ C(Td) for Sobolev spaces with q′ > d,
where q′ is the dual Sobolev exponent of q, and a duality argument imply that
(25) M(Td) →֒W−1,q(Td) for all 1 < q < d
d− 1 ,
and, in fact,
σj
∗
⇀ σ in M(Td) =⇒ ‖σj − σ‖W−1,q(Td) → 0.
Thus, our assumptions and the previous lemma with ℓ = kA−1 and σj = Auj yield
‖TA(uj − u)‖WkA−1,q(Td) ≤ cq‖A(uj − u)‖W−1,q(Td) → 0.
This finishes the proof. 
Remark 3.4 (fractional scale compactness). Following the remarks on Lemma 3.2,
it is possible the extend Corollary 3.1 to a fractional scale in the following sense: if
s ∈ [kA − 1, kA) and
Auj
∗
⇀ Au in M(Td;W),
then
‖TA(uj − u)‖Ls,q(Td) → 0 for all 0 ≤ q <
d
d− k + s .
In retrospective with the case s = kA − 1 discussed in the previous corollary, this
compactness result relies on the embedding Ls,p(Td)
c→֒ C(Td) for Bessel potential
spaces which holds when sp > d (see [2, Theorem 1.2.4]).
Remark 3.5 (estimates in full-space). Both projections and estimates contained
in Lemma 3.2 and Corollary 3.1 can be stated for finite measures on Rd (cf. Re-
mark 3.1). In full-space, the homogeneous spaces L˙s,p and W˙s,p are defined as the
closure of C∞c (R
d) with respect to their respective norms.
3.2. Localization estimates. We end this section with a useful observation for
estimates concerning the localization with cut-off functions. Let ϕ ∈ C∞c (Rd;W).
The commutator of A[D] on ϕ is the partial differential operator
[A, ϕ] := A[D] ◦ ϕ− ϕ ◦ A[D],
where ϕ is regarded as a zero order operator. This is, it acts on distributions
η ∈ D′(Rd;W) as A(ϕ · η) − ϕ · Aη. Notice that [A, ϕ] is a partial differential
operator of order (k− 1) with smooth coefficients depending solely on A(ξ) and the
first k derivatives of ϕ. In particular, if µ ∈Mloc(Rd;W) satisfies Aµ ∈W−k,ploc (Rd),
then by virtue of the embedding (25) we get
(26) A(ϕµ) = ϕ · Aµ+ [A, ϕ]µ ∈W−k,ploc (Rd),
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and
(27) ‖ϕµ‖W−k,p(K) ≤ ‖ϕ‖k,∞(K) · |µ|(K) + ‖Aµ‖W−k,p(K)
for all smooth ϕ with supp(ϕ) ⊂ K ⋐ Rd.
4. Spaces of functions with bounded A-variation
We introduce the spaces BVA(Rd) and BVA(Td) of bounded A-variation when
A[D] has the form (5) and satisfies Murat’s constant rank property (6). A precursor
of our definition can be tracked back to the A-Sobolev spaces WA,2(Ω) which were
introduced in the context of constant rank operators by Murat in [43].
Let us begin by analyzing the definition of BVA-spaces when A[D] is assumed
to be an elliptic operator of order k fromW to X. The regularizing effects of A[D],
for solutions to the equation
(28) A[D]u = f ∈ Mb(Rd;X), u ∈Mb(Rd;W),
restrict the class of all possible solutions to u ∈ L1(Rd;W). There is therefore no
loss of generality in defining
BVA(Rd) :=
{
u ∈ L1(Rd;W) : A[D]u ∈ Mb(Rd;X)
}
,
and to endow this space with the norm ‖u‖BVA(Rd) := ‖u‖L1(Rd)+|Au|(Rd). Defined
in this way, this space satisfies the embedding BVA →֒Wk−1,1 which follows from
a classical variant of the Caldero´n–Zygmund estimates and Morrey’s embedding
(see Proposition 4.1 in [60]). When A[D] is not an elliptic operator, the kernel of
A[D] may be too large and as a consequence (28) may possess solutions which fail
to be Lebesgue-integrable. In particular, hindering the embedding BVA(Rd) →֒
L1(Rd;W). We propose the following natural definition which endows BVA-spaces
with a richer structure by selecting only the A[D]-representatives defined in the last
section. We set
BVA(Rd) :=
{
uA : |u|(Rd) + |Au|(Rd) <∞
}
.
And, since it will be of more use for our applications, we also define
B˙V
A
(Td) :=
{
uA : u ∈ M♯(Td;W), |Au|(Td) <∞
}
.
These two spaces are Banach separable spaces when endowed with the obvious
norms.6 A direct consequence of the results obtained in the previous subsection is
the following embeddings:
Lemma 4.1 (Sobolev embeddings). Let A[D] as in (5) be an homogeneous operator
of order k and assume that A[D] satisfies the constant rank property (6). Then
(a) B˙V
A
(Td)
c→֒ W˙k−1,q(Td;W) for all 1 ≤ q < d/(d− 1),
(b) BVA(Rd) →֒Wk−1,q(Rd;W) for all 1 ≤ q < d/(d− 1),
6For the sake of completeness we also define a fractional scale of A-Sobolev spaces for the
range ℓ ∈ {0, 1, . . . , k} as follows
Wℓ,p
A
(Rd) :=
{
uA : ‖u‖Lp(Rd) + ‖Au‖L˙−(k−ℓ),p(Rd) <∞
}
, 1 < p <∞,
and
W˙ℓ,p
A
(Td) :=
{
uA : u ∈ M♯(T
d;W), ‖Aµ‖L˙−(k−ℓ),p(Td) <∞
}
, 1 < p <∞.
The case when p = 1 is defined analogously to BVA, with ‖Au‖L1 replacing the total variation
norm.
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(c) Let U ⊂ Rd be a bounded and Lipschitz domain. Then, for every uniformly
bounded family X ⊂ BVA(Rd), the restriction family
XU :=
{
u|U : u ∈ X
}
is pre-compact in Wk−1,q(U)
for all 1 ≤ q < d/(d− 1).
Proof. We only prove (a) since (b) and (c) follow by verbatim with the obvious
modifications. Let X ⊂ B˙VA(Td) be a uniformly bounded sequence. It follows
from the weak-∗ compactness of M(Td;X) that{
Au : u ∈ X } is pre-compact in M(Td;X).
Therefore, we may extract a subsequence (uj) ⊂ X satisfying Auj ∗⇀ σ for some
σ ∈ M(Td;X). Once again, we appeal to the embedding W1,q′ (Td) c→֒ C(Td)
which implies that Auj → σ strongly in W−1,q(Td) for all q in the selected range.
In particular, Lemma 3.2 implies that (uj) is Cauchy sequence in W
k−1,1(Td). This
yields the existence of a function u ∈ ˙BVA(Td) (with Au = σ) such that
uj → u in Wk,q(Td) for all 1 < q < d
d− 1 .
This proves the sought assertion. 
Remark 4.1 (Gagliardo–Nirenberg–Sobolev embeddings). In order to obtain a
limiting embedding
BVA(Rd) →֒Wk−1, d(d−1) (Rd;W)
it is necessary (and sufficient) to assume that A[D] is a canceling operator (cf.
Theorem 1.2 in [60] and Theorem 3 in [46]). The analogous statement also holds
for functions on Td.7
It will also be convenient to count with a version of Lemma 3.1 for measures.
This is contained in the following result which follows from a mollification argument
and Lemma 3.1 itself.
Proposition 4.1. Let A[D] be an homogeneous linear partial differential operator
as in (5) and satisfying the constant rank condition (6). Let B[D] be its associated
potential, then{
B[D]v : v ∈ BVB(Td)
}
=
{
u ∈ M♯(Td;W) : A[D]u = 0
}
.
If in place of working on Td we work on Rd, we can, in general, only say that
gradients of (compactly supported) functions of bounded B-variation are A[D]-free
fields. In fact, the slightly more general property holds:
Lemma 4.2. Let A[D] be an homogeneous linear partial differential operator from
W to X as in (5) and let B[D] be its associated potential. Let u ∈ S ′(Rd;V) be a
tempered distribution. Then
A[D] ◦ B[D]u = 0 in the sense of distributions on Rd.
7If Ω ⊂ Rd is a Lipschitz domain, a characterization of all elliptic operators for which the
(both equivalent) embeddings
(a) BVA(Ω;W)
c
→֒Wk−1,q(Ω;W) for all 1 ≤ q < d/(d − 1),
(b) BVA(Ω;W) →֒Wk−1,d/(d−1)(Ω;W).
hold is given in [28], namely that A[D] is a C-elliptic operator. In retrospective with Remark 3.2,
such embeddings on domains require full control over the associated trace or extension operators;
this in turn, demands a considerably stronger assumption than the cancellation property.
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Proof. We denote by F the Fourier transform for tempered distributions defined on
Rd. Since u is a tempered distribution, so it is A[D](B[D]u). Therefore, by a density
argument, it suffices to test with all η ∈ S(Rd;X). In what follows A∗(ξ) denotes
the L2-adjoint of A(ξ) and A∗[D] is the partial differential operator associated to
it; and similarly for B[D]. A simple calculation with the Fourier transform yields
(recall that A(ξ) ◦ B(ξ) ≡ 0)〈
B[D]u,A[D]∗η
〉
=
〈Fu, (A ◦ B)∗F−1η〉 = 0
for all η ∈ S(Rd;X). Since F induces an isometry of S(Rd;X) onto itself, the sought
assertion follows from the inclusion C∞c (R
d;X) →֒ S(Rd;X). 
5. Helmholtz-type decompositions
As we have seen in the previous section, the multiplier πA is the L
2-projection
onto the kernel of A in frequency space. In particular this means that it is self-
adjoint when p = 2. Indeed, if u, v ∈ L2(Rd;W), then Plancherel’s identity gives〈
πAu, v
〉
=
〈
ProjkerAFu,Fv
〉
=
〈Fu,ProjkerAFv〉 = 〈u, πAv〉.
In the case that Av = 0, we furthermore deduce
〈
uA, v
〉
= 0. Classical duality
identities for unbounded linear operators and a version of Lemma 4.2 yield uA ∈
(kerA[D])⊥ = ImA∗[D] ⊂ kerB∗[D]. This shows that
(29) B∗uA = 0 for all u ∈ L2(Rd;W).
Yet, another way of seeing this is to consider the minimization of the Dirichlet
energy
(30) v 7→
∫
Rd
|v|2, where Av = Au.
Once again, by Plancherel’s identity, one verifies that the minimizer v0 satisfies
v̂0(ξ) = Proj(kerA(ξ))⊥ û(ξ) for all ξ ∈ Rd,
and hence uA is the unique minimizer of (30). The fact that ImB[D] ⊂ kerA[D]
(see Lemma 4.2), allows for a comparison principle with variations of the form
{t 7→ uA + tBϕ} in (30) whose corresponding variational inequality is equivalent to
the identity ∫
Rd
uA · Bϕ = 0 for all ϕ ∈ C∞c (Rd;X),
which is precisely the weak formulation of (29). In particular, every u ∈ L2(Rd;W)
has an L2-decomposition of the form
u = v + z, where B∗v = 0 and z ∈ kerA.
Observe that when A = curl then B∗ = div, and therefore this decomposition is the
well-known Helmholtz decomposition
u = v +∇w, ∇ · v = 0.
Let us now work the general case for compactly supported measures. In what
follows u ∈ M(Rd;W) is a compactly supported measure and uδ := u ⋆ ρδ, where
ρδ ∈ C∞(Rd) is a standard mollifier at scale δ > 0. Motivated by the fact that
multipliers commute with translations we verify that
(uδ)A = F−1([A†A]û · ρ̂δ) = F−1(A†Aû) ⋆ ρδ = uA ⋆ ρδ.
We deduce from (29) and the fact that uδ ∈ L2(Rd;W) that uA is the weak-⋆ limit
of B∗[D]-free measures. The same results can be carried in the d-dimensional torus.
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Even more, if indeed we work with Fourier coefficients, the discussion above and
Lemma 4.1 give the following decomposition:
Theorem 5.1 (Helmholtz decomposition). Let µ ∈ M(Rd;W) be a compactly
supported measure. Then
B∗µA = 0 in the sense of distributions on R
d.
In particular µ can be decomposed into a B∗-free field and B-potential as
µ = µA + Bu, where Bu = µ− µA.
Remark 5.1 (dimension estimates). The Hausdorff dimension of a measure µ ∈
M(Ω,W) is defined as
dimH(µ) = sup { s > 0 : |µ| ≪ Hs } .
The problem of determining the optimal dimensional estimates for measures µ
satisfying
Aµ = σ ∈M(Ω;X)
is discussed in [7, 8] for general operators of the form (5). When the operator
A[D] satisfies the constant rank property, it is a direct consequence of Lemma 4.1,
Theorem 5.2, and a localization argument that
(31) inf {dimH(µ) : Aµ ∈M(Ω,X) } = inf { dimH(Bu) : Bu ∈ M(Ω,W) } .
This implies that, for constant rank operators, determining the optimal lower di-
mensional bounds of measures µ satisfying (31) is equivalent to determining the
optimal dimensional bounds of B[D]-gradients which are measures.
Theorem 5.2 (Helmholtz decomposition II). Let Ω ⊂ Rd be an open and bounded
domain and let µ ∈ Lp(Ω;W) for some 1 < p <∞. Then, µ can be decomposed as
µ = v + Bu,
where
B∗v = 0 in the sense of distributions on Ω,
‖v‖Lp(Ω) ≤ cA,B,p‖µ‖Lp(Ω),
and
‖DkBu‖Lp(Ω) ≤ cA,B,p‖µ‖Lp(Ω).
Proof. Let us first assume that Ω ⋐ Q. We may consider
µ˜ := 1Ωµ− (µ)Ω ∈ Lp♯ (Td;W).
Accordingly, we deduce µ˜ ∈ W−kA,p(Td) and ‖Aµ˜‖W−kA,p(Td) ≤ 2‖µ‖Lp(Ω). Notice
this latter estimate may indeed be a very raw estimate when Aµ˜ is small or zero
(cf. Remark 5.2). Using the projection πA we may split µ˜ as
µ˜ = µ˜A + πAµ˜, B
∗µ˜A = 0 on T
d,
and
‖µ˜A‖Lp(Td), ‖πAµ˜‖Lp(Td) . cp,A‖µ‖Lp(Ω).
Since πAµ˜ ∈ Lp♯ (Td;W) is an A-free map, with the aid of Lemma 4.2 (with the
operator A) and Lemma 3.2 (with the operator B) we may find a potential u˜ ∈
BVB(Td;W) satisfying
u˜ = u˜B, Bu˜ = πAµ˜
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and
‖u˜‖WkB,p(Td;W) ≤ cp,B‖Bu˜‖Lp(Td)
= cp,B‖πAµ˜‖Lp(Td)
. cp,A · cp,B‖µ‖Lp(Ω).
The sought assertion follows by taking v = [µ˜A + (µ)Ω] Ω and u = u˜ Ω.
The general case goes as follows. Let r := diam(Ω)/2 so that Tx,r(Ω) ⋐ Q for
some x ∈ Ω and apply the previous argument to µr := µ(x+ r q) to get
µr = vr + Bur, B
∗v = 0 on Tx,r(Ω),
where
‖vr‖Lp(Tx,r(Ω)) . cp,A‖µr‖Lp(Tx,r(Ω)),
‖DkBur‖Lp(Tx,r(Ω)) . cp,A · cp,B‖µr‖Lp(Tx,r(Ω)).
By re-scaling back with v := vr ◦ Tx,r and u := rkB · ur ◦ Tx,r we conclude that
µ = v + Bu, B∗v = 0,
with
‖v‖Lp(Ω) . cp,A‖µ‖Lp(Ω),
‖DkBu‖Lp(Ω) . cp,A · cp,B‖µ‖Lp(Ω).
This finishes the proof. 
Remark 5.2 (assumptions on the domain). The assertions of Theorem 5.2 with
A = curl recover a classical Helmholtz-type decomposition
µ = v +∇u, ∇ · v = 0 on Ω.
If moreover, Ω is assumed to be a simply connected and Lipschitz domain, and
curlµ = 0, then the argument in the proof of Theorem 5.2 is in line with De
Rham’s Theorem in the sense that
µ = ∇u for some u ∈W1,2(Ω).
Indeed, in this case the extension µ˜ is still a curl-free field on Q and µ˜curl = 0,
whence (up to a constant) we get v = 0. Notice however that if Ω is not assumed to
be a simply connected and Lipschitz domain, then even when curlµ = 0, it might
occur that
curl µ˜ 6= 0.
This, in turn, conveys the appearance of a non-trivial divergence-free part in the
decomposition of µ. For general operators A, this phenomenon tells us that for
general domains Ω, one cannot expect to define
µA = µ˜A when µ ∈ Lp(Ω;W).
6. Proof of the approximation Theorem 1.3
Proof. Step 1. An area-strictly converging recovery sequence. Let {ϕi}i∈N ⊂ C∞c (Ω)
be a locally finite partition of unity of Ω. Set
µ(i) := µϕi ∈M(Ω;RN ).
Following Step 2 in the proof of [5, Thm 1.7], we recall there exists a sequence
(u˜j) ⊂ C∞(Ω;W) defined as (there, denoted by uj)
u˜j :=
∞∑
i=1
µi,j ,
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where each µi,j := µ(i) ⋆ ρδi(j) is compactly supported in Ω (and δi(j) ↓ 0). Here ρδ
is a standard normalized mollifier at scale δ > 0. Moreover, it is shown that u˜j L
d
area strict-converges to µ in the sense that
u˜j L
d ∗⇀ µ as measures in M(Ω;W),(32)
Area(u˜j L
d,Ω) → Area(µ,Ω).(33)
Step 2. Construction of the A-free sequence. Let us begin with a few observations
about the measures µi,j defined above:
(a) Every µi,j is a compactly supported on Ω. Therefore we may naturally con-
sider each µi,j as an element of C
∞
c (R
d;W); and every µ(i) as an element of
Mb(Rd;W).
(b) The operator A acts on µi,j as
Aµi,j = Aµ(i) ⋆ ρδi(j) =: fi ⋆ ρδi(j) =: fi,j ,
∫
Td
fi = 0.
(c) As {ϕi}i∈N is a locally finite partition, we can take linear operators inside and
outside arbitrary sums subjected to it. In particular,
∞∑
i=1
fi = A
( ∞∑
i=1
µ(i)
)
= Aµ = 0 locally on Ω.
By (26)-(27) we get fi,j → fi strongly in W−kA,q(Rd), for all 1 < q < dd−1 .
Let i ∈ N be an arbitrary but fixed index. Resting on observation (a), let us denote
vi,j := (µi,j)A and vi := (µ(i))A,
the respective A-representatives from by Lemma 3.2 (in its version for Rd instead
of Td). It follows from the estimate in the same lemma that
‖vi,j − vi‖Lq(Rd) ≤ cq‖fi,j − fi‖W−kA,q(Rd)
(c)→ 0.
Taking a further subsequence if necessary, we may assume that
(34) ‖vi − vi,j‖Lq(Rd) ≤
1
2i × j .
Now, let us look at the translations wi,j := µi,j − vi,j ∈ Mb(Rd;W). Note that
these are A-free on Rd, which leads us to define our candidate for an A-free recovery
sequence. Consider the sequence consisting of the elements
uj :=
∞∑
i=1
(wi,j + vi)L
d Ω, j ∈ N.
Claim 1. Each uj L
d Ω is A-free.
Arguing as in (d) —and by this observation itself, we get
Auj =
∞∑
i=1
A vi =
∞∑
i=1
fi = 0 locally on Ω.
Claim 2. The sequence (uj) area-strict converges to µ.
Since (u˜j L
d) already area-converges to µ, it suffices to show that u˜j and uj are
asymptotically L1-close to each other (which is sufficient to ensure the asymptotic
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closeness of the area functional which has a uniformly Lipschitz integrand). This
is easily verified since
‖uj − u˜j‖L1(Ω) .
∞∑
i=1
‖vi − vi,j‖Lq(Rd)
(34)
.
1
j
.
This proves the second claim, which finishes the proof. 
7. Decomposition of generating sequences
Lemma 7.1 (decomposition of generating sequences). Let ν = (ν, λ, ν∞) ∈ Y(Ω,W)
be an A-free young measure and let Ω′ ⋐ Ω be a Lipschitz open subset with λ(∂Ω′) =
0. Then, the barycenter measure [ν] can be decomposed into the B-gradient of a po-
tential u ∈ BVB(Ω′) and an A-free field v ∈ L1(Ω′), that is,
[ν] ω = Bu + v, Av = 0 on Ω′.
Moreover, there exists a sequence (uh) ⊂ BVB(Ω′) satisfying
uh ≡ u on a neighborhood of ∂Ω′,
uh → u in WkB−1,1(Ω′), and
Buh + vL
d Y→ ν in Y(Ω′;W).
Proof. We may (without loss of generality) assume that Ω′ ⊂ Ω ⊂ Q. Let (µj) be a
sequence A-free functions generating ν. Let ϕ ∈ C∞c (Ω) be a cut-off function of Ω′
subjected to Ω1. Lastly, let us write µ = [ν] to denote the barycenter measure of
ν. We define a sequence of compactly supported measures on Ω (and Q) by setting
σj := ϕµj and σ0 := ϕµ. Using the trivial extension by zero, we may regard each
measure wj := σj − σj L d as an element of M♯(Td;W); here µ :=
∫
dµ. Notice
that thanks to Lemma 3.2 and to the embedding (25) we obtain
Awj = [A, ϕ]µj =⇒ fj := Awj ∈W−kA,q(Td)
=⇒ wj ∈ W 0,qA (Td)
=⇒ (wj)A ∈ Lq(Td),
for all 1 < q < dd−1 . Here, in the first implication, we have used that commutator
[A, ϕ] := ϕ◦A−A◦ϕ is a partial differential operator of order at most (kA−1) with
smooth coefficients depending only on ‖ϕ‖k,∞ and the coefficients of A. Moreover,
since d⋆(µj , µ) → 0, then fj → f0 := Aσ0 in W−k,q(Td). Hence, it follows from
Lemma 3.2 that
‖(wj)A − (w0)A‖Lq(Td) ≤ cq‖fj − f0‖W−k,q(Td) → 0,
whence
(wj)A → (w0)A strongly in Lq(Td), A(wj)A = fj.
Firstly, for each j ∈ N0, this allows us to write σj = zj + [(wj)A + σj ]L d
where zj ∈ M♯(T;W) is an A-free measure (indeed A(wj)A = Aσj). We may
apply the exactness property contained in Proposition 4.1 on the sequence (zj), to
obtain yet another sequence (uj) ⊂ BVB(Td) satisfying B(uj)B = Buj = zj. Notice
that by construction, the sequence {(uj)B} is uniformly bounded in BVB(Td). In
fact, Corollary 3.1 applied to the operator B[D] ensures that (here we use that
d⋆(zj , z)→ 0 implies zj → z strongly in W−1,q for all 1 < q < dd−1 )
(35) ‖(uj)B − (u0)B‖WkB−1,1(Td) ≤ cq‖zj − z‖W−1,q(Td) → 0.
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We readily check that
B(u0) + (w0)A L
d + σ0 L
d ≡ σ0 ≡ µ as measures in M(Ω′;W).
Since supp(fj) ⊂ Ω \ Ω′ for all j ∈ N0, this implies (wj)A is an A-free measure on
Ω′. This proves the first assertion on the decomposition of the barycenter µ on Ω′.
Moreover, since λ(∂Ω′) = 0, we obtain
B(uj)B + (wj)A L
d + σj L
d ≡ µj Y→ ν on Ω′.
Furthermore, since (wj)A → (wj)A strongly in Lq, it follows from Proposition 2.1
that
(36) B(uj)B + (w0)A L
d + σ0 L
d Y→ ν Ω′.
Next, we address the boundary adjustment of the generating sequence above. For
a positive real t > 0 we define Ω′t = { x ∈ Ω′ : dist(x, ∂Ω′) > t }. Fix ϕt ∈ C∞c (Ω′),
a cut-off of Ω′2t with ϕ ≡ 0 on Ω′t, and such that ‖ϕt‖kB,∞ . t−kB . Let δh ց 0 be an
infinitesimal sequence of positive reals. We define a sequence with (u0)B-boundary
values by setting
(37) uh,j := ϕδh [(uj)B − (u0)B] + (u0)B, uh,j ≡ (u0)B on Ω′ \ Ω′δh .
For fixed h, it follows from (35) that there exists j = j(h) such that
‖(un)B − (u0)B‖WkB−1,1(Ω′) ≤
δkBh
h
for all n ≥ j(h).
In particular, setting uh := uh,j(h), we can estimate the total variation of Buh as
|Buh|(Ω′) .B ‖ϕδh‖kB,∞ · ‖(uj)B − (u0)B‖WkB−1,1(Ω′) + |Bu0|(Ω′)
≤ 1
h
+ |Bu0|(Ω′).
Notice that not only this implies that (Buh) is uniformly bounded, but also that
the sequence does not charge the boundary ∂Ω′. Therefore, up to extracting a
subsequence (which we will not relabel), the sequence generates a Young measure
on Ω′ which does not carry mass into the boundary, i.e.,
Buh + vL
d Y→ σ in Ω′, λσ(∂Ω′) = 0,
where v := [(w0)A + σ]L
d. On the other hand, our construction gives the equiva-
lence of measures Buh = B(uj(h))B when these are restricted to the set Ω
′
2δh
. Since
δh ց 0, we deduce from (36)-(37) that σ ≡ ν on Ω′, and therefore
Buh + vL
d Y→ ν in Ω′,
with uh ≡ (u0)B on a neighborhood of ∂Ω′. This finishes the proof. 
The previous lemma establishes that concentrations generated along an A-free
sequences are, in fact, only carried by B-gradients. More generally, we have the
following result.
Corollary 7.1 (decomposition of blow-up sequences). Let ν = (ν, λ, ν∞) ∈ Y(Ω;W)
be an A-free measure and let σ ∈ Tan(ν, x) be a tangent Young measure. Then, for
every Lipschitz domain ω ⋐ Rd with λ(∂ω) = 0, there exist a potential u ∈ BVB(ω)
and a vector z ∈W such that
Bu+ zL d ω = [σ] ω.
Moreover, there exists a sequence (uj) ⊂ BVB(ω) satisfying uj → u in WkB−1,1(ω)
and such that
Buj + zL
d Y→ σ ω in Y(ω;W).
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Furthermore, if x ∈ Ω is a singular point of ν, then z = 0 ∈W.
Proof. The locality property (13) of Young measures and the local decomposition
of generating sequences given in Lemma 7.1 imply that it is enough to show the
assertion when
µj = Buj + vL
d Y→ ν in Y(Ω;W), v ∈ L1(Ω;W), A v = 0.
We consider two cases: when x ∈ Ω is a regular or a singular point of λ.
Regular points: Every tangent Young measure σ ∈ Tan(ν, x) is generated by a
sequence of the form
(38)
c
rdj
· Tx,rj [Buj + vL d] Y→ σ in Y(Rd,W).
Recall however from (11) that
(39)
c
rdj
· Tx,rj [vL d]→ v(x)L d strongly in L1loc(Rd,W).
Hence, from the linearity of the push-forward and the compactness of Young mea-
sures, it follows that (here we use that λ(∂ω) = 0).
c
rdj
· Tx,rj [Buj + v(x)L d] Y→ σ in Y(ω,W).
The assertion follows by taking z = v(x).
Singular points: This proof is easier since instead of (38)-(39) we have
(40)
c
λs(Qrj (x))
· Tx,rj [Buj + vL d] Y→ σ in Y(Rd,W).
Recall however from (18) that
(41)
c
λs(Qrj (x))
· Tx,rj [vL d]→ 0 strongly in L1(Rd,W).
Therefore, using the exact same arguments as before (with different normalization
constants) yields z = 0, and σ = θ with θ a tangent B-Young measure.
This completes the proof. 
Corollary 7.2. If ν ∈ Y(Ω,W) is an A-free Young measure, then
Tan(ν, x) ⊂ ShiftsW
{
BYM(Rd)
}
for L d almost every x ∈ Ω,
and
Tan(ν, x) ⊂ BYM(Rd) for λs almost every x ∈ Ω.
Proof. Regular points: Keeping the same notation and following (38)-(39) we may
assume (this may involve passing to a further subsequence if necessary) that
Buj
Y→ Θ and c
rd
· Tx,rj [Buj + zL d] Y→ θ = (θ, λθ , θ∞);
and therefore θ = (θx, λθ, θ
∞
x ) ∈ Tan(Θ, x) is an homogeneous Young measure.
Let j0 be sufficiently large so that ω ⊂ Tx,rj0 (Ω) and re-adjust the index of the
sequence by the translation j 7→ j + j0. In this way uj ∈ BVA(ω) for all j and
hence θ ∈ BYM(ω). Now, fix f ∈ E(ω,W) and consider the shifted integrand
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g = f( q + z, q) which also belongs to E(Q,W) and satisfies g∞ = f∞. Then, by
definition,
⟪f,ν⟫ = lim
j→∞
〈
f, µj
〉
= lim
j→∞
⟪g, θ⟫
=
∫
fy+z dθy dL
d(y) +
∫
f∞y dθ
∞
y dλθ(y)
=
∫
f d(θ ⋆ δ−z) dL
d +
∫
f∞ dθ∞ dλθ.
This shows that
ν = (θx ⋆ δ−z, λθ, θ
∞
x ).
We conclude that Γv(x)[ν] = θ, whence we show ν is a W-shift of a B-Young
measure on ω.
Singular points: The proof at singular points follows the exact same reasoning
except that in this case (40)-(41) lead to z = v(x) = 0 ∈W, and therefore there is
no effective shift. 
8. Proof of the local characterization Theorem 1.2
Proof. Sufficiency. This is straightforward from the definition of A-free Young
measure, a blow-up, and a diagonalization argument.
Necessity. Let {ϕp⊗hq}p,q∈N ⊂ E(Ω;W) be the countable family from Lemma 2.1
which separates Y(Ω;W). Let ν = (ν, λ, ν∞) ∈ Y(Ω;W) as in the assumptions of
Theorem 1.2 and let us write µ = [ν] to denote the barycenter of ν. Consider also
the positive measure
Λ := L d + λs ∈M+(Ω).
It follows from the main assumption, that there exists a Λ-measure set B ⊂ Ω
with the following property: at every x ∈ B there exists a tangent Young measure
σ = (νx, κ, ν
∞
x ) ∈ Tan(ν, x) satisfying (16) and (without carrying the x-dependence
on several of the following elements)
⟪ϕ⊗ h,ν(rj)⟫ := cj⟪(ϕ ◦ Tx,rj)⊗ h,ν⟫→ ⟪ϕ⊗ h,σ⟫ rj ց 0,(42)
c−1j (x) = ⟪| q|,ν Qrj (x)⟫, λ(Qrj (x)) = λ(Qrj (x)) > 0.(43)
In what follows we shall simply write crj = crj(x) when no possible confusion arises.
Particular consequences the convergence above are the following: at every x ∈ B
we can find a blow-up sequence
(44) cj · Tx,rj [λ] ∗⇀ κ, κ(∂Q) = 0,
and (composing with the identity map idW) also
(45) γj := cj · Tx,rj [µ] ∗⇀ [σ], |[σ]|(Q) ≤ 1.
Moreover, a version of Lemma 7.1 (applied to the sets Ω = Rd and Ω′ = Q) and
Corollary 7.2 allows us to re-write [σ] and the blow-up sequence γj as:
[σ] Q = zL d + Bu, z := v(x) ∈W,(46)
γj = vj L
d + Bu(j),(47)
u(rj) → u in WkB−1,1(Q).(48)
v(rj) → z in L1(Q).(49)
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Step 1. Construction of a disjoint cover of B. Fix m ∈ N. At every x ∈ Ω we
define ρm(x) as the supremum over all radii 0 < rj(x) ≤ 1m (where rj(x) ց 0 is
the sequence from the previous step at a given x ∈ B) such that∣∣∣⟪ϕ⊗ hq,ν(rj)⟫− ⟪ϕ⊗ hq,σ⟫∣∣∣ ≤ 1
m
∀ q ≤ m,(50)
|γm|(Q) ≤ 2,(51)
‖u(rj) − u‖WkB−1,1(Q) ≤
1
mkB+1
,(52)
‖v(rj) − u‖Lp(Q) ≤
1
m
.(53)
Next, define the cover (of open cubes) with centers in B given by
Qm :=
{
Qrj (x) ⊂ Ω : x ∈ B, rj(x) ≤ ρm(x)
}
.
Notice that, since ρm(x) > 0 exists for all x ∈ B, then Qm is a fine cover of B and
hence we may apply Besicovitch’s Covering Theorem (with the measure Λ) to find
a disjoint sub-cover Om = {Qx,m}, where each Qx,m is of the form Qrm(x) for some
0 < rj(m)(x) ≤ ρm(x) ≤ 1m , and
(54) Λ(Ω \Om) = 0, Om :=
⋃
Qx∈Om
Qx.
Step 3. An adjusted generating sequence of σ. Let x ∈ B be fixed and let
σ = σ(x) be the A-free Young measure from the beginning of the proof. Yet
another application of Lemma 7.1 yields a sequence (wh) ⊂ BVB(Q) satisfying
wh → u in WkB−1,1(Q),(55)
γ˜m := zL
d Q+ Bwh
Y→ σ in Y(Q;W).(56)
Let h = H(m) ∈ N be sufficiently large so that
|Buh|(Q) ≤ 2, for all h ≥ H(m)(57)
‖uh − u‖WkB−1(Q) ≤
1
mkB+1
, for all h ≥ H(m).(58)
Next, let ηm, ϕm ∈ C∞(Q; [0, 1]) be two (disjoint) cut-off functions which satisfy
the following properties:
1Q
1− 4
m
≤ ϕm ≤ 1Q
1− 3
m
and ‖ϕm‖kB,∞ . mkB ;
1Q
1− 2
m
≤ 1Q − ηm ≤ 1Q
1− 1
m
and ‖ηm‖kB,∞ . mkB .
Step 4. Boundary adjustment for generating sequences of σ. The next step is
to define an A-free sequence generating σ on Q which also has a blow-up of µ as
boundary values. This should allow us to freely glue each of this approximations
together while keeping the A-free constraint
Fixm ∈ N and let Qx,m ∈ Om. We begin by constructing a sequence on Q, which
we shall later translate to each Qx,m ∈ Om. Bearing in mind all the x-dependencies
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that we have omitted in the previous steps, define the A-free sequence
qh,m :=
generating sequence︷ ︸︸ ︷
B
(
ϕm(wh − u)
)
+ Bu+ zL d
+
boundary adjustment︷ ︸︸ ︷
B
(
ηm(u
(rm) − u))+ ηm(v(rm) − z)L d
= [B, ϕm](wh − u) + zL d + ϕm · Bwh
+ (1− ϕm − ηm)Bu + [B, ηm](u(rm) − u)
+ ηm · Bu(rm) + ηm(v(rm) − z)L d.
Here, let us recall that the commutator [B, χ] := B ◦ χ − χ ◦ B is a differential
operator of order at most kB − 1 (with coefficients involving the coefficients of B
and the kBth order derivatives of χ). By this token, if h ≥ H(m), we may estimate
the total variation of qh,m as
|qh,m|(Q) .B ‖ϕm‖k,∞ · ‖wh − u‖WkB−1(Q) + |Bwh|(Q)+
+ ‖ηm‖k,∞ · ‖u(rm) − u‖WkB−1(Q) + |Bu+ zL d|(Q)
+ |Bu(rm)|(Q) + ‖v(rm) − z‖Lp(Q)
(53),(57),(58)
.
3
m
+ 5|γm|(Q);
whence it is established that (qh,m)h≥h(m) is uniformly bounded in M(Q;W). In
fact, we get that lim supm→∞ |qm|(Q \Q1− 1m ) = 0; this follows from the property
κ(∂Q) = 0. Therefore, passing to further subsequence of the h’s if necessary (not
relabeled), we may assume that
qh,m
Y→ σ˜ in Y(Q;W), λσ˜(∂Q) = 0.
On the other hand, observe that qh,m (Q1− 4m ) ≡ zL d + Bwh(m) and hence, by
the locality of Young measures, it must hold σ˜ ≡ σ in Y(Q1− 4m ;W). Since this
holds for all h ∈ N and neither σ˜ or σ charge the boundary ∂Q, it follows that
qh,m
Y→ σ in Y(Q1− 1m ;W) as h→∞,(59)
qh,m ≡ v(rm) L d + Bu(rm) ≡ γm as measures on Q \Q1− 1m .(60)
In particular, the uniform bound above and (44) ensure that we may find another
subsequence h(m) ≥ H(m) satisfying
(61)
∣∣∣⟪1Q ⊗ hq, δqh(m),m⟫− ⟪1Q ⊗ hq,σ⟫∣∣∣ ≤ 1m for all q ≤ m.
Step 5. Gluing together and generating ν. So far, we have constructed generating
sequences for specific tangent Young measures of ν on every x where there is a cube
Qx,m ⊂ Om. The rest of the proof can be summarized in the following two steps:
First, we construct an A-free sequences by gluing the pull-backs of the qh(m),m’s to
each Qx,m; and second, we show the new global sequence is uniformly bounded.
Step 5a. Gluing the generating sequences. For fixed x ∈ Rd and r > 0 we define
the map Gx,r(y) = (Tx,r)
−1 = x + ry, which is defined for all y ∈ Rd. Fix a cube
Qx,m in Om and define an A-free measure there by setting
Um := c
−1
m ·Gx,rm [qh(m),m] ∈M(Qx,m;W).
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Notice that
Um ≡ c−1m ·Gx,rm [γm]
≡ c−1m · cm(Tx,rm ◦Gx,rm)[µ]
≡ µ as measures on Q \Q1− 1m .
Therefore, the measure defined as
τm(dy) :=
{
Um(dy) if y ∈ Qx,m
µ(dy) if y ∈ Ω \Om
is well-defined in Ω, and (cf. (60)) is also A-free on Ω. Moreover, its total variation
in Ω can be controlled as follows (recall that the push-forward is a mass preserving
operation)
|τm|(Ω) ≤
∑
Qx,m∈Qm
|Um|(Qx,m) + |µ|(Ω \Om)
(54)
≤
∑
Qx,m∈Qm
c−1m |qh(m),m|(Q)
(54)
≤
∑
Qx,m∈Qm
c−1m ·
(
3
m
+ 5|γm|(Q)
)
≤ 10 ·
∑
Qx,m∈Qm
⟪| q|,ν Qx,m⟫
≤ ⟪1 + | q|,ν⟫ <∞.
Step 5b. The new A-free sequence generates ν. This is the last step. To check
that ν is indeed an A-free Young measure in Ω, it suffices to check that τm generates
ν in Ω. First, we estimate how close Um is from generating ν on Qx,m. Fix
ϕ ∈ C(Ω). Every cube Qx,m ∈ Qm has diameter at most
√
dm−1 and therefore
there exists a modulus of continuity (depending solely on ϕ) such that ‖ϕ(x) −
ϕ‖∞(Qx,m) ≤ ω(m−1) for all Qx,m ∈ Qm; the same bound holds for any dilation
of ϕ on the corresponding dilation of Qx,m.
Let q ∈ N and let Mq to be the liner growth constant of hq. We define
δ(m) := ω(m−1)
(
12Mq⟪1 + | q|,ν⟫+ 2‖ϕ‖∞m−1
)
ց 0 as m→∞.
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Let m ≥ q. Regarding Um as an element ofM(Ω;W) through the trivial extension
by zero, we obtain the estimate∣∣⟪ϕ⊗ hq, δUm⟫− ⟪ϕ⊗ hq,ν Qx,m⟫∣∣
= c−1m
∣∣⟪(ϕ ◦Gx,rm)⊗ hq, δqh(m),m⟫− cm⟪ϕ ⊗ hq,ν Qx,m⟫∣∣
= c−1m
∣∣⟪(ϕ ◦Gx,rm)(0)⊗ hq, δqh(m),m⟫− cm⟪ϕ⊗ hq,ν Qx,m⟫∣∣
+ c−1m ω(m
−1) ·Mq[L d(Q) + |qh(m),m|(Q)]
(61)
= c−1m
( ∣∣〈(ϕ ◦Gx,rm)(0)⊗ hq,σ〉− cm⟪ϕ⊗ hq,ν Qx,m⟫∣∣
+ ‖ϕ‖∞m−1 + ω(m−1) ·Mq[L d(Q) + |qh(m),m|(Q)]
)
(50)
= c−1m
( ∣∣∣⟪(ϕ ◦Gx,rm)(0)⊗ hq,ν(rm)⟫− cm⟪ϕ⊗ hq,ν Qx,m⟫∣∣∣
+ 2‖ϕ‖∞m−1 + ω(m−1) ·Mq[L d(Q) + |qh(m),m|(Q)]
)
= c−1m
( ∣∣∣⟪(ϕ ◦Gx,rm)⊗ hq,ν(rm)⟫− cm⟪ϕ⊗ hq,ν Qx,m⟫∣∣∣
+ 2‖ϕ‖∞m−1 + ω(m−1) ·Mq[2L d(Q) + |qh(m),m|(Q) + cm⟪| q|,ν Qx,m⟫]
)
≤ ω(m−1)
(
12Mq⟪1 + | q|,ν Qx,m⟫+ 2‖ϕ‖∞m−1
)
.
Therefore, adding up these estimates for each cube Qx,m on Qm yields
|⟪ϕ⊗ hq, δτm⟫− ⟪ϕ⊗ hq,ν⟫|
≤
∑
Qx,m∈Qm
|⟪ϕ⊗ hq, δUm⟫− ⟪ϕ⊗ hq,ν Qx,m⟫|+ |µ|(Om)
(54)
≤ δ(m).
This shows that ⟪ϕ ⊗ hq, δτm⟫ → ⟪ϕ ⊗ hq,ν⟫ as m → ∞, and, in particular, this
holds for ϕ = ϕp for any p ∈ N.
Conclusion. Since the family {ϕp ⊗ hq}p,q∈N separates E(Ω;W), we conclude
that
τm
Y→ ν on Ω.
Since ν ∈ AYµ(Ω) :=
{
τ ∈ AY(Ω) : [τ ] = µ, τ is an A-free Young measure}
is weak-⋆ closed in (E(Ω;W))∗ (see for instance Lemma 5.3 in [10]; see also the
discussion at the beginning of the next section), this proves that ν is an A-free
measure as desired. 
9. Proof of the dual characterization Theorem 1.1
Let µ ∈ M(Ω;W) be an A-free measure. We define the set
AYµ,0(Ω) :=
{
ν = (ν, λ, ν∞) ∈ AY(Ω;W) : λ(∂Ω) = 0, [ν] = µ
}
.
The proof of the following proposition is contained in Lemma 5.3 of [10]. There
the authors state their main results under additional assumptions (see for in-
stance (†)). However, the proof of this specific proposition makes not use of such
assumptions and can be worked out by verbatim in our context.
Proposition 9.1. The set AYµ,0(Ω) is weak-⋆ closed in (E(Ω;W))∗.
The main in step towards the proof of the characterization result Theorem 1.1
rests in showing the following convexity property. Once this is established the
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proof of Theorem 1.1 follows by relaxation argument and the geometric version of
Hahn–Banach’s Theorem argument.
Theorem 9.1. The set AYµ,0(Ω) is a convex set.
Proof. Fix 0 < θ < 1 and let
ν1 = (ν1, λ1, ν
∞
1 ),ν2 = (ν2, λ2, ν
∞
2 ) ∈ AYµ,0(Ω).
We also write νθ := θν1 + (1 − θ)ν2 ∈ (E(Ω;W))∗. Our goal is to show that νθ is
an A-free Young measure on Ω. To show this we will exhibit a sequence of A-free
measures om Ω which generate the functional νθ.
Since this will be a fairly long and technical proof we will begin by describing a
brief program of the proof. The foundation of our proof lies in a careful inspection
of the infinitesimal qualitative behavior of points x ∈ Ω with respect to our Young
measures ν1,ν2. The qualitative understanding of the set of tangent Young mea-
sures of νi (i = 1, 2) at a given x ∈ Ω will be decisive in the choice of construction
of an A-free recovery sequence for νθ about that point. Once every point and their
local constructions are established, the rough idea is to use Besicovitch’s Covering
Theorem to build a partition of Ω into disjoint tiles, each of which retrieves the
infinitesimal properties of νi and hence the recovery sequences of νθ about their
center points. The one but last step is to glue the aforementioned A-free recov-
ery sequences from each tile into a globally A-free sequence which generates an
arbitrarily close a piece-wise constant approximation of νθ. The conclusion of the
argument then follows from a diagonalization argument between the larger scale
of piece-wise constant approximations of νθ where we glue the recovery sequences,
and the smaller scale where the corresponding recovery sequences are effectively
constructed.
Step 1. Qualitative analysis of points.
Since we are trying to capture the fine properties of ν1 and ν2 simultaneously, it
will be convenient to define the measure Λ := λs1+λ
s
2, which is a suitable substitute
candidate to keep track of the interactions between singular points of λ1 and λ2.
We start by distinguishing regular points and singular points. It follows from the
Radon–Nykody´m theorem that at (L d+Λ)-almost every x ∈ Ω one of the following
properties hold: either
(62) x ∈ reg(Ω) :=
{
x ∈ Ω : dΛ
dL d
(x) = lim
r↓0
Λ(Qr(x))
(2r)d
= 0
}
is a regular point, or
(63) x ∈ sing(Ω) :=
{
x ∈ Ω : dL
d
dΛ
(x) = lim
r↓0
(2r)d
Λ(Qr(x))
= 0
}
is a singular point. Throughout this proof we shall call points with the first prop-
erty (which holds L d-almost everywhere) regular points, and points satisfying the
second property (which holds Λ-almost everywhere) will be called singular points;
we shall only consider points x ∈ Ω that are either regular or singular points. In
addition, we may assume without any loss of generality that the limits
dλsi
dΛ
(x) = lim
r↓0
λsi (Qr(x)
Λ(Qr(x))
, i = {1, 2},
exist at every singular point x ∈ Ω. Next, we further partition sing(Ω) into sets
which render precise information about the size relation between λ1 and λ2. More
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precisely, we split sing(Ω) into sets G0 ∪G1 ∪G∞ ∪N , where
G0 :=
{
x ∈ Ω : dλ
s
1
dΛ
(x) = 0
}
,
G1 :=
{
x ∈ Ω : dλ
s
1
dΛ
(x) ∈ (0, 1)
}
,
G∞ :=
{
x ∈ Ω : dλ
s
1
dΛ
(x) = 1
}
,
and Λ(N) = 0. If we set
g1 = 1G1∪G∞ ·
dλs1
dλs2
and g2 = 1G0∪G1 ·
dλs2
dλs1
,
then, up to modifying N , we may assume that g1, g2 are Λ-measurably continuous
and 
x ∈ G0 =⇒ g1(x) = lim
r↓0
λs1(Qr(x))
λs2(Qr(x))
= 0,
x ∈ G1 =⇒ g1(x) = g2(x)−1 = lim
r↓0
λs1(Qr(x))
λs2(Qr(x))
∈ (0,∞),
x ∈ G∞ =⇒ g2(x) = lim
r↓0
λs2(Qr(x))
λs1(Qr(x))
= 0.
Step 1a. Tangential properties of singular points. So far we have separated
regular and singular points, and the latter by their weights with respect to λ1 and
λ2. The next step is to separate points in sing(Ω) with respect to the qualitative
behavior of Tan(Λ, x).
(1) If there exists a tangent measure τ ∈ Tan(Λ, x) which does not charge
points, i.e.,
τ({y}) = 0 for all y ∈ Rd,
then we write x ∈ R. Every x ∈ R has the following property (see Corol-
lary A.2): if Θ ∈ (0, 1), g is a Λ-measurable map, and x is a Λ-Lebesgue
point of g, then there exist (a) a sequence of infinitesimal radii rh ↓ 0 and
(b) a sequence of open Lipschitz sets Dh ⊂ Qrh satisfying
Λ(x+ ∂Dh) = 0, lim
h→∞
Λ(x+Dh)
Λ(Qrh(x))
= Θ,
and
lim
h→∞
∫
x+Dh
|g − g(x)| dΛ = 0.
In particular, if x ∈ G1, then
lim
h→∞
Λ(x+Dh)
Λ(Qrh(x))
= lim
h→∞
λs1(x+Dh)
λs1(Qrh(x))
= lim
h→∞
λs2(x+Dh)
λs2(Qrh(x))
= Θ.
(2) If otherwise (1) does not hold for any tangent measure of Λ at x, we write
x ∈ S. It follows from Lemma A.3 and the fact that blow-ups of blow-ups
are blow-ups (see Theorem 2.12 in [45]) that
x ∈ S =⇒ δ0 ∈ Tan(Λ, x).
Step 1b. Selection of points with Lebesgue-type properties. We now turn to the
selection of points which later shall be the centers of the tile partitions. As usual
let {fp,q}p,q∈N ⊂ E(Ω;W) be the family from Lemma 2.1 which separates points in
(E(Ω;W))∗.
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Up to removing a set of L d-measure zero, we may assume that every x ∈ reg(Ω)
is a Lebesgue point of the maps{
x 7→ 〈fp,q νi〉x + 〈f∞p,q ν∞i 〉x λaci (x)} i = 1, 2; p, q ∈ N.
About singular points x ∈ sing(Ω) we will be more careful and set B∞i ⊂ sing(Ω)
to be the set of λsi -Lebesgue points of the family of maps{
x 7→ 〈f∞p,q dνi〉x} i = 1, 2; p, q ∈ N.
Each B∞i has full λ
s
i -full measure on Ω and hence B
∞
1 ∪B∞2 has full Λ-measure on
Ω. Therefore, in what follows there will be no loss of generality in assuming that
sing(Ω) = B∞1 ∪B∞2 ; this union may not be disjoint.
Step 2. Building a partition of cubes with good fine properties. Let m ∈ N,
in this step we will address the construction of a full Λ-measure partition of Ω
with O(m−1)-asymptotic approximation Lebesgue-type properties. To begin, let
us define a fine cover of L := reg(Ω) ∪ sing(Ω). At every x ∈ L we define
ρm(x) := sup
{
0 ≤ r ≤ 1
m
: r satisfies the (Pm(x)) property
}
.
A radius r is said to satisfy (Pm(x)) provided the following continuity properties
hold for i = 1, 2 and all indexes p, q ≤ m:
If x ∈ reg(Ω), then
Λ(Qr(x))
(2r)d
≤ 1
m
,(64) ∫
Qr(x)
∣∣〈fp,q, νi〉y − 〈fp,q, νi〉x∣∣ dy ≤ 1m,(65) ∫
Qr(x)
∣∣〈f∞p,q, ν∞i 〉y · λaci (y)− 〈f∞p,q, ν∞i 〉x · λaci (x)∣∣ dy ≤ 1m.(66)
If x ∈ sing(Ω), then∫
Qr(x)
〈
1 + | q|, ν〉
y
dy +
∫
Qr(x)
λaci (y) dy ≤
1
m
· Λ(Qr(x)),(67) ∫
Qr(x)
∣∣〈f∞p,q, ν∞i 〉y − 〈f∞p,q, ν∞i 〉x∣∣ dλsi (y) ≤ 1m ∀ x ∈ B∞i ,(68)
λs1(Qr(x))
Λ(Qr(x))
≤ 1
m
if x ∈ G0,(69)
λs2(Qr(x))
Λ(Qr(x))
≤ 1
m
if x ∈ G∞.(70)
If x ∈ R ∩G1, then we require
(71)
∣∣∣∣λi(x+Dr)λi(Qr(x)) −Θ
∣∣∣∣ ≤ 1m, Λ(x+ ∂Dr) = 0.
If x ∈ G0 or x ∈ G∞, then we can only find Dr satisfying (71) for λ2 and λ1
respectively.
Lastly, if x ∈ S ∩G1, then
(72)
λi(Ar)
λi(Qr(x))
≤ 1
m
,
where
Ar := Qr(x) \Qsr (x), Λ(∂Ar) = 0,
sr
r
≤ 1
m
.
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Moreover, sr can be chosen sufficiently small so that
(73) ‖∆±sru− u‖WkB−1,1(Qx) ≤
Λ(Qr(x))
m
,
where µ Qr(x) = Bu + vL
d is the decomposition provided by Lemma 7.1 for µ
on Qr(x). Here we have used the short notation
∆±hw := w( q ± he1), sx := sr(x),
for the translations of a function w.
Now, this is indeed a large amount of smallness conditions to keep track, but
they are all fundamental if one wishes to avoid (trivial) partitions which do not
reflect the behavior of ν1,ν2 appropriately.
Claim 1. ρm(x) > 0 for all x ∈ L.
Proof of Claim 1. Most of the properties are easy to check: Properties (64)-(66)
and (67)-(70) follow directly from the construction and the Lebesgue properties
discussed in Step 1b. Property (71) is a consequence of Step 1a.(1). We focus in
showing (72)-(73) which will follow from the fact that δ0 ∈ Tan(Λ, x). Indeed, in
this case we may a sequence of infinitesimal radii rj ↓ 0 such that
γj :=
1
Λ(Qrj(x))
· Tx,rj [Λ] ∗⇀ δ0 locally in M(Rd).
Then, by the strict convergence of the blow-up sequence we deduce that
lim
j→∞
Λ(Qsrj ) = lim
j→∞
γj(Qsrj (x)) = lim
j→∞
Λ(Qsrj (x))
Λ(Qrj(x))
= 1 ∀ s ∈ (0, 1).
In particular, since x ∈ G1, we conclude that
lim
j→∞
Λ(Qsrj (x))
Λ(Qrj(x))
= lim
j→∞
λi(Qsrj (x))
λi(Qrj (x))
= 1, i = 1, 2.
Choosing s ≤ 1m in a way that srj := srj satisfies the required properties for Arj and
Qrj (x) (this can be done by slightly modifying each rj in the blow-up sequence), we
exhibit an infinitesimal sequence rj (and their associated srj ) satisfying (72)-(73).
This proves the claim. 
In particular, the cover
Qm :=
{
Qr(x) : x ∈ L, 0 < r ≤ ρm(x) with Λ(∂Qr(x)) = 0
}
conforms a fine cover of L to which we may apply Besicovitch’s Covering Theorem:
There exists a sub-cover Om ⊂ Qm of disjoint cubes satisfying
(74) Λ(Ω \Om) = 0 and Λ(∂Qx) = 0 for all Qx ∈ Om.
Here, we have set Om := ∪Qx∈OmQx.
Step 3. Piece-wise homogeneous approximations of νi. The idea behind defining
Om is to construct a piece-wise homogeneous approximation of ν1,ν2 of order 1m
as follows: Fix i ∈ {1, 2} and define, through duality, a sequence of functionals in
(E(Ω,W))∗ acting as
⟪f,ν(m)i ⟫ :=
∑
x∈reg(Ω)
Qx∈Om
(∫
Qx
〈
f, νi
〉
x
dy
+
∫
Qx
〈
f∞, ν∞i
〉
x
λaci (x) dy
)
+
∑
x∈B∞i
Qx∈Om
∫
Qx
〈
f∞, ν∞i
〉
x
dλsi (y).
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The fact that these functionals are in fact Young measures follows directly from (74),
the weak-⋆ measurability properties of ν1 and ν2, and the fact that simple Borel
maps are measurable with respect to any Radon measure.
Claim 2. As m→∞ it holds that
ν
(m)
i
∗
⇀ νi in (E(Ω,W))
∗, i = 1, 2.
Proof of Claim 2. Let p, q ∈ N (we shall simply write f = fp,q). First, we show
that
lim
m→∞
∣∣∣∣ ∫
Ω
〈
f, νi
〉
dL d +
∫
Ω
〈
f∞, ν∞i
〉
d(λaci L
d)
−
∑
Qx∈Om
x∈reg(Ω)
∫
Qx
〈
f, νi
〉
x
dy +
∫
Qr(x)
λaci (x)
〈
f∞, νi
〉
x
dy
∣∣∣∣ = 0.(75)
We consider p, q ≤ m ∈ N. We may estimate (cf. (74)) the difference of the integrals
above by the sum of the two non-negative quantities
Im :=
∣∣∣∣ ∑
Qx∈Om
x∈sing(Ω)
∫
Qx
〈
f, νi
〉
dL d +
∫
Ω
〈
f∞, ν∞i
〉
d(λaci L
d)
∣∣∣∣
and
IIm :=
∑
Qx∈Om
x∈reg(Ω)
∣∣∣∣ ∫
Qx
[
〈
f, νi
〉
y
− 〈f, νi〉x] dy
+
∫
Qr(x)
[
〈
f∞, ν∞i
〉
y
λaci (y)−
〈
f∞, νi
〉
x
λaci (x)] dy
∣∣∣∣.
Using (67) and the linear growth of |f | ≤Mf (1 + | q|) we obtain
Im ≤ [1 +Mf ]
∑
Qx∈Om
x∈sing(Ω)
∫
Qx
〈
1 + | q|, νi
〉
dL d(y) +
∫
Qr(x)
λaci dL
d(y)
≤ 1
m
∑
Qx∈Om
x∈sing(Ω)
Λ(Qx) ≤ 1
m
Λ(Ω).
It follows that limm→∞ Im = 0.
On the other hand, we use (65)-(66) to bound IIm as
IIm ≤
∑
Qx∈Om
x∈reg(Ω)
(∫
Qx
|〈f, νi〉y − 〈f, νi〉x| dy
+
∫
Qx
|〈f∞, ν∞i 〉y λaci (y)− 〈f∞, ν∞i 〉x · λaci (x)| dy)
≤ 2
m
∑
Qx∈Om
x∈reg(Ω)
L
d(Qx) ≤ 2
m
L
d(Ω).
This shows that limm→∞ IIm = 0, whence (75) follows.
To prove the claim we are left to show that
lim
m→∞
∣∣∣∣ ∑
Qx∈Om
x∈B∞i
∫
Qx
[
〈
f∞, ν∞i
〉− 〈f∞, ν∞i 〉x] dλsi ∣∣∣∣ = 0.
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We may estimate the integrand above, for fixed m ∈ N, by∑
Qx∈Om
x∈B∞i
∫
Qx
|〈f∞, ν∞i 〉− 〈f∞, ν∞i 〉x| dλsi
(68)
≤ 1
m
∑
Qx∈Om
x∈B∞i
Λ(Qx) ≤ 1
m
Λ(Ω).
Since {fp,q} separates (E(Ω;W))∗, this proves Claim 2. 
Step 4. Construction of a global A-free recovery sequence. Let us fix m ∈ N.
Next, we define candidate recovery sequences for νθ on Qx ∈ Om. This will be done
depending on whether x belongs to R or S where this sets are the ones defined in
Step 1a.
Step 4a. Cubes Qx ∈ Om centered at x ∈ R ∪ reg(Ω). We recall from step 1a
and (71) that, if x ∈ R, then there are open Lipschitz sets Dx ⊂ Qx ⋐ Ω satisfying
(76) Λ(∂Dx) = 0,
(77)
∣∣∣∣ λi(Dx)λi(Qr(x)) − θ
∣∣∣∣ ≤ 1m i = 1, 2, whenever x ∈ G1,
(78)
∣∣∣∣ λ2(Dx)λ2(Qr(x)) − θ
∣∣∣∣ ≤ 1m whenever x ∈ G0,
and
(79)
∣∣∣∣ λ1(Dx)λ1(Qr(x)) − θ
∣∣∣∣ ≤ 1m whenever x ∈ G∞.
On the other hand, since ν1,ν2 are A-free Young measures on Ω, we may apply
Lemma 7.1 to find sequences (to avoid adding unnecessary notation, we will omit
the x-dependence of these sequences) of A-free measures (uj) ⊂ M(Dx;W) and
(vj) ⊂M(Qx \Dx;W) satisfying
uj ≡ µ on a neighborhood of ∂Dx and uj Y→ ν1 on Dx,(80)
vj ≡ µ on a neighborhood of ∂(Qx \Dx) and vj Y→ ν2 on (Qx \Dx).(81)
The same construction applies with for x ∈ reg(Ω) with the exception that we
require Dx ⊂ Qx to satisfy
(82)
L
d(Dx)
L d(Qr(x))
= θ and L d(∂Dx) = 0.
It follows from the uniformity of the Lebesgue measure that this can always be
achieved for some open Lipschitz Dx ⊂ Qx; in this case the set Dx can be chosen
to be a strip of width θ or an open concentric cube of Qx of side θ
1
d .
In what follows we shall write
Q1x = Dx and Q
2
x = Qx \Dx.
Notice that by construction the measures
wj = w
x
j := 1Q1x uj + 1Q2x vj
are A-free on Qx for all j ∈ N. Moreover, the wj ’s can be extended by µ outside Qx
and particular this extension preserves the A-free constraint. Moreover, in virtue
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λ2(Q
2
x) ≈ θ1,
(vj generates ν2)
λ1(Q
1
x) ≈ θ1,
(uj generates ν1)
(boundary values)
uj ≡ µ and vj ≡ µ in
their respective domains
Q2x
Q1x
Qx
Figure 1. Qualitative sketch of the construction when there exists a tangent
measure τ ∈ Tan(Λ, x) which does not charge points (cf. Step 1a).
of (80)-(81) and the locality of the weak-⋆ convergence of Young measures it holds
that
(83) wj
Y→ ν1 Q1x + ν2 Q1x
(76),(82)
= ν1 Q
1
x + ν2 Q
2
x in AY(Qx).
Therefore, upon re-adjusting the sequence (wj) we may assume that
(84) sup
j∈N
|wj |(Qx) ≤ 2
(
⟪| q|,ν1 Qx⟫+ ⟪| q|,ν2 Qx⟫
)
.
Step 4b. Cubes Qx ∈ Om centered at x ∈ S.
The constructions in these cubes will be completely different and it will consist
of separating the generating sequences of ν1,ν2 locally. Once again, by Lemma 7.1,
we may find sequences of potentials (uj), (wj) ⊂ BVB(Qx) such that
uj, wj ≡ u on a neighborhood of ∂Qx,
uj, wj → u in WkB−1,1(Qx),
where µ Qx = Bu+ vL
d for some v ∈ L1(Qx;W). Moreover,
Buj + vL
d Y→ ν1 in Y(Qx;W),
and
Bwj + vL
d Y→ ν2 in Y(Qx;W),
Now, let ϕ be a cut-off function satisfying (here Qx = Qr(x))
1Qr/2(x) ≤ ϕ ≤ 1Q3r/4(x), ‖ϕ‖k,∞ . r−dk.
Due to the Lp-continuity of the translations, we may choose n1 = n1(m) ∈ N to
be sufficiently large so that
‖uj − u‖Wk−1,1(Qx) + ‖wj − u‖Wk−1,1(Qx) ≤
rdk
m
· Λ(Qx)
m
(85)
for all j ≥ n1.
We are now in position to define our recovery sequence candidate for νθ on Qx
by setting
qj = q
x
j := B(ϕ[θ1∆−sxuj + θ2∆sxwj − u]) + Bu+ v, j ∈ N,
The purpose of this sequence is to shift uj and vj apart from each other, while
preserving the µ-boundary conditions near ∂Qx (see Figure 2 below). Clearly, (qj)
is a sequence of A-free measures on Qx with qj ≡ µ on a neighborhood of ∂Qx
and qj ≈ θ1uj + θ2vj on Qr/2(x). Notice that this construction differs from the
previous one (when x ∈ R) in the sense that the θi-weights are incorporated by
simple multiplication. In general, this construction is too naive to work. However,
in this case, it works because we have Λ ≈ δ0 in Qx.
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•
∆−sx
•
∆sx
Qx Qx
uj ≡ µ
wj ≡ µ
Figure 2. Qualitative representation of the construction when δ0 ∈ Tan(Λ, x).
The blue (green) area represents the region where most of the mass of λ1 (of
λ2) is concentrated.
Let us fix j ∈ N. Writing u = θ1u+ θ2u and adding a zero, we may express qj as
qj = θ1 ϕ ·∆−sxB(uj − u)
+ θ2 ϕ ·∆sxB(wj − u)
+ θ1∆−sx [B, ϕ](uj − u)
+ θ2∆sx [B, ϕ](wj − u)
θ1 [B, ϕ](∆−sxu− u) + θ2 [B, ϕ](∆sxu− u)
+ ϕ · B(θ1∆−sxu+ θ2∆sxu− u)+ µ,
where as usual the commutator [B, χ] = B(D)◦χ−χ◦B(D) is a partial differential
operator of order at most (kB − 1) and whose coefficients depend solely on ‖ϕ‖k,∞
and the principal symbol B. In particular, we obtain the following estimate for the
total variation of qj :
|qj |(Qx) .B |Buj |(Qx) + |Bwj |(Qx) + |µ|(Qx)
+ ‖ϕ‖k,∞
(
‖uj − u‖Wk−1,1(Qx) + ‖wj − u‖Wk−1,1(Qx)
+ ‖∆−sxu− u‖Wk−1,1(Qx) + ‖∆sxu− u‖Wk−1,1(Qx)
)
(73),(85)
. |Buj |(Qx) + |Bwj |(Qx) + |µ|(Qx) + Λ(Qx)
m
∀ j ≥ n.
In particular, upon re-adjusting the sequence (qj) we may assume that
(86) sup
j∈N
|qj |(Qx) .B |µ|(Qx) + Λ(Qx)
m
,
and qj
Y→ σx ∈ AY(Qx).
Observe that if f = fp,q with p, q ≤ m, then∣∣∣θ1 · ⟪f,ν1⟫− θ1 · ⟪f,ν1 Qsx(x)⟫∣∣∣ ≤Mf⟪1 + | q|,ν1 Ax⟫ (67),(72)≤ 2mΛ(Qx).
Hence, there exists n1 ≤ n2 = n2(m) ∈ N such that (with γ1j = vL d + Buj)
⟪f, δθ1γ1j Qx⟫ =
∫
Qx
〈
f, θ1(γ
1
j )
ac〉
L
d +
∫
Qx
θ1
〈
f∞, (γ1j )
s
〉
dλ
(67)
=
∫
Qsx (x)
θ1
〈
f∞, (γ1j )
s
〉
dλ+Mf ·O(m−1) · Λ(Qx)
(67)
= θ1 · ⟪f, δθ1γ1j Qsx(x)⟫ + 2Mf ·O(m
−1) · Λ(Qx)
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for all j ≥ n1. An analogous estimate holds for ν2, wj , and θ2. Let us set Rx :=
Qx \
(
(Qsx(x) − sxe1) ∪ (Qsx(x) + sxe1)
)
. Then, by the definition of qj , a similar
argument combined with the right translations ±sxe1 yield (for j ≥ n1)
⟪f, δqj Rx⟫ = O(m−1)[Mf · Λ(Qx)],
⟪f, δqj Qx \Rx⟫ = θ1 · ⟪f, δθ1γ1j⟫+ θ2 · ⟪f, δθ1γ2j⟫+O(m
−1)[Mf · Λ(Qx)].
Combining these estimates we obtain upon re-adjusting the sequence of j’s (recall
that we had written f = fp,q)
⟪fp,q,σx Qx⟫ = lim
j→∞
⟪fp,q, δqj Qx⟫
= ⟪fp,q,νθ Qx⟫+O(m−1)[Mf · Λ(Qx)]
(87)
whenever p, q ≤ m.
Step 4c. Gluing the local recovery sequences.
Every cube Qx ∈ Om is centered at some x ∈ L and since
reg(Ω) ∪R ∪ S = reg(Ω) ∪ sing(Ω) = L,
the constructions in Steps 4a and 4b indeed cover all possible scenarios which can
present. The next task is to glue the recovery sequences together to obtain an A-
free global recovery sequence of the O(m−1)-approximation of νθ. For each m ∈ N,
let us define the sequence
w
(m)
j (dy) :=

wxj (dy) if x ∈ R ∪ reg(Ω)
qxj (dy) if x ∈ S
µ(dy) elsewhere
, y ∈ Ω.
Notice that by construction each w
(m)
j is A-free since each wxj and qxj is A-free on
Qx and has µ-boundary values in an open neighborhood of ∂Qx.
Step 4d. Generation of the (m−1)-approximations of νθ. Appealing to the local-
ity of weak-⋆ convergence of Young measures, we show next that if p, q ≤ m, then
(as j →∞)
lim
j→∞
⟪fp,q, δw(m)j ⟫ = ⟪fp,q,ν
(m)
θ ⟫
+O(m−1) ·Mfp,q · Λ(Ω),
(88)
where ν
(m)
θ is the Young measure which acts on f ∈ E(Ω,W) by the representation
formula
⟪f,ν(m)θ ⟫ =
∑
i=1,2
( ∑
Qx∈Om
x∈R∪reg(Ω)
⟪f,νi Qix⟫
=
∑
Qx∈Om
x∈S
θi · ⟪f,νi Qx⟫
)
+ ⟪f,νµ⟫
Om
.
Later, in the next step, we will show these Young measures are indeed O(m−1)-
approximations of νθ. This, together with a diagonalization argument with (88)
will imply that νθ ∈ AYµ,0(Ω).
CHARACTERIZATION OF A-FREE YOUNG MEASURES 45
First, we show that the sequence (w
(m)
j )j,m ⊂M(Ω,W) has uniformly bounded
total variation on Ω. There is no loss of generality in assuming that f1,1 = 1Ω⊗| q|,
and therefore
|w(m)j |(Ω)
(84),(86)
≤
∑
Qx∈Om
x∈R∪reg(Ω)
2
(
⟪| q|,ν1 Qx⟫+ ⟪| q|,ν2 Qx⟫
)
+
∑
Qx∈Om
x∈S
(
|µ|(Qx) + Λ(Qx)
m
)
≤ 3
(
⟪1Ω ⊗ | q|,ν1⟫+ ⟪1Ω ⊗ | q|,ν2⟫
)
+
1
m
Λ(Ω) + |µ|(Ω).
This shows
(89) sup
m∈N
(
sup
j∈N
|w(m)j |(Ω)
)
≤ sup
m∈N
C(m) <∞,
as desired.
Since (wmj )j is uniformly bounded on Ω, the desired limit approximation in (88)
follows from 1) the locality of weak-⋆ convergence of Young measures, 2) the gen-
eration properties (80)-(81) for points in reg(Ω)∪R, 3) the generation property at
singular points in S the (87), and 4) the fact that Om is a full (L d + Λ)-partition
of Ω.
Step 5. The sequence ν
(m)
θ approximates νθ. Next we show that
lim
m→∞
⟪fp,q,ν(m)θ ⟫ = ⟪fp,q,νθ⟫ for all p, q ∈ N.
Accordingly, fix p, q ∈ N and choose m ≥ p, q. Let us, for the sake of simplicity,
write f = fp,q and f
∞ = f∞p,q. Due to the high amount of terms and estimates
involving this argument, let us write
⟪f,ν(m)θ ⟫ = I1 + I2 + II + III1 + III2 + IV + V1 + V2,
where each term contains partial sums subjected to a decomposition of the mesh
Om in the following way:
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(a) the cubes Qx around regular points x ∈ reg(Ω). For i ∈ {1, 2}, the correspond-
ing partial sum is given by
Ii :=
∑
Qx∈Om
x∈reg(Ω)
(∫
Qix
(〈
f, νi
〉
+
〈
f∞, νi
〉 · λaci ) dL d + ∫
Qix
〈
f∞, ν∞i
〉
dλsi
)
(64)−(66)
=
∑
x∈reg(Ω)
Qx∈Om
(〈
f, νi
〉
x
+
〈
f∞, ν∞i
〉
x
λaci (x)
)
·L d(Qix)
+
∑
x∈reg(Ω)
Qx∈Om
O(m−1) · (Lip(f) + 1) ·L d(Qix)
(82)
= θi ·
∑
x∈reg(Ω)
Qx∈Om
∫
Qx
(〈
f, νi
〉
x
+
〈
f∞, ν1
〉
x
λaci (x)
)
dL d
+O(m−1) · (Lip(f) + 1) ·L d(Ω)
(65)−(66)
= θi
∑
Qx∈Om
x∈reg(Ω)
⟪f,νi Qx⟫
+O(m−1) · (Lip(f) + 2) ·L d(Ω) :
(b) and now we cover the singular set sing(Ω), starting with the cubes around
singular points x ∈ R ∩G0
II :=
∑
Qx∈Om
x∈R∩G0
∫
Q1x
〈
f, ν1
〉
dL d +
∫
Q1x
〈
f∞, ν∞1
〉
dλ1
+
∑
Qx∈Om
x∈R∩G0
∫
Q1x
〈
f, ν2
〉
dL d +
∫
Q2x
〈
f∞, ν∞2
〉
dλ2
(67)−(69)
=
∑
Qx∈Om
x∈R∩G0∩B
∞
1
(〈
f∞, ν∞1
〉
x
· λs1(Q1x) +Mf ·O(m−1) · Λ(Q2x)
)
+
∑
Qx∈Om
x∈R∩G0∩B
∞
2
(〈
f∞, ν∞2
〉
x
· λs2(Q2x) +Mf ·O(m−1) · Λ(Q1x)
)
(70),(78)
= θ2 ·
∑
Qx∈Om
x∈R∩G0∩B
∞
2
∫
Qx
〈
f∞, ν∞2
〉
x
dλs2
+O(m−1) · (Mf + Lip(f)) · Λ(Ω).
In the first equality we have strongly used the Λ-Lebesgue property for the
sets Qix which is justified in Step 1a(1); the precise statement is contained in
Corollary A.2. The same argument will be used in the estimates (c) and (d)
below;
CHARACTERIZATION OF A-FREE YOUNG MEASURES 47
(c) passing to points x ∈ R ∩ G1 (in this case x ∈ B∞1 ∩ B∞2 ). For i = 1, 2 the
partial sum reads
IIIi :=
∑
Qx∈Om
x∈R∩G1
∫
Qix
〈
f, νi
〉
dL d +
∫
Qix
〈
f∞, ν∞i
〉
dλsi
(67)−(68)
=
∑
Qx∈Om
x∈R∩G1∩B
∞
i
(〈
f∞, ν∞i
〉
x
· λsi (Qix) +Mf ·O(m−1) · Λ(Qx)
)
+
∑
Qx∈Om
x∈R∩G1∩B
∞
i
O(m−1) · λi(Qix)
(77)
= θi ·
∑
Qx∈Om
x∈R∩G1∩B
∞
i
∫
Qx
〈
f∞, ν∞i
〉
x
dλsi
+O(m−1) · (Mf + Lip(f) + 1)Λ(Qx);
(d) and to finally cover R, the singular points x ∈ R∩G∞: an analogous estimate
to the one derived in (b) gives
IV :=
∑
Qx∈Om
x∈R∩G∞
∫
Q1x
〈
f, ν1
〉
dL d +
∫
Q1x
〈
f∞, ν∞1
〉
dλ1
+
∑
Qx∈Om
x∈R∩G∞
∫
Q1x
〈
f, ν2
〉
dL d +
∫
Q2x
〈
f∞, ν∞2
〉
dλ2
(79)
= θ1 ·
∑
Qx∈Om
x∈R∩G∞∩B
∞
2
∫
Qx
〈
f∞, ν∞1
〉
x
dλs1
+O(m−1) · (Mf + Lip(f)) · Λ(Ω).
(e) Lastly, the cubes with centers x ∈ S which by definition are simply given by
Vi :=
∑
Qx∈Om
x∈S
⟪f,νθ Qx⟫.
Since the singular set can be split into the disjoint union
sing(Ω) = R∪ S
= (R∩G0 ∩B∞2 ) ∪ (R∩G1 ∩B∞1 ∩B∞2 ) ∪ (R∩G∞ ∩B∞1 ) ∪ S,
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and since every possible cube Qx ∈ Om is centered at one (and only one) of the
previous four sets, we deduce from inspecting the terms Ii, II, IIIi, IV, Vi that
⟪f,ν(m)θ ⟫ =
∑
i=1,2
θi
( ∑
Qx∈Om
x∈reg(Ω)
( ∫
Qx
〈
f, νi
〉
x
dL d(y) +
∫
Qx
〈
f∞, ν∞i
〉
x
λaci (x) dL
d(y)
+
∑
Qx∈Om
x∈((sing(Ω)∩B∞i )\S)
∫
Qx
〈
f∞, ν∞i
〉
x
dλsi (y)
)
+
∑
Qx∈Om
x∈S
⟪f,νθ Qx⟫
+O(m−1) ·
(
Mf + Lip(f) + 2
)
·
(
Λ(Ω) + L d(Ω)
)
= θ1 · ⟪f,ν(m)1 ⟫+ θ2 · ⟪f,ν(m)2 ⟫
+O(m−1) ·
(
Mf + Lip(f) + 2
)
·
(
Λ(Ω) + L d(Ω)
)
.
Conclusion. Let us recall that
sup
m∈N
(
sup
j∈N
|w(m)j |(Ω)
)
≤ sup
m∈N
C(m) <∞,
where C(m) is the constant from (89). Returning to the estimate (88), we may
then, by a diagonalization argument, define a sequence of A-free measures
w(m) := w
(m)
j(m) ∈M(Ω;W),
satisfying (cf. Claim 2 and Step 5)
lim
m→∞
⟪f, δw(m)⟫ = lim
m→∞
⟪f,ν(m)θ ⟫
= θ1 lim
m→∞
⟪f,ν(m)1 ⟫+ θ2 limm→∞⟪f,ν
(m)
2 ⟫
= θ1⟪f,ν1⟫+ θ2⟪f,ν2⟫
= ⟪f,νθ⟫ for all f ∈ {fp,q}p,q∈N.
Moreover, it follows from the compactness of Young measures and the separation
Lemma 2.1 that the convergence above implies (this may involve passing to a sub-
sequence)
w(m)
Y→ νθ on Ω.
This finishes the proof. 
9.1. Proof of Theorem 1.1. Necessity. Conditions (i)-(ii) are obvious since,
by definition, an A-free measure is generated by a uniformly bounded sequence
of (asymptotically) A-free measures. On the other hand, conditions (iii)-(iv) were
established in [5]: condition (iii) is contained in Proposition 3.1, and condition (iv)
in Lemma 3.2; condition (iv’) is contained in Proposition 3.3.
Sufficiency. Let us first recall the main relaxation result given in [5], this will
be used later in the proof.
Theorem 9.2. Let f : Ω×W→ [0,∞) be a continuous integrand that is Lipschitz
in its second argument, uniformly over the x-variable. Assume also that f has linear
growth at infinity and is such that there exists a modulus of continuity ω satisfying
|f(x, z)− f(y, z)| ≤ ω(|x− y|)(1 + |z|) for all x, y ∈ Ω, A ∈W.
Further suppose that the strong recession function f∞ exists. Then, for the func-
tional
G[u] :=
∫
Ω
f(x, u(u)) dx, u ∈ L1(Ω;W),
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the weak-⋆ (sequential) lower semicontinuous envelope defined by
G[µ] := inf
{
lim inf
j→∞
G[uj ] : (uj) ⊂ L1(Ω;W), uj L d ∗⇀ µ, ‖Auj‖W−k,q → 0
}
,
where µ ∈ M(Ω;W) is an A-free measure and 1 < q < dd−1 , is given by
G[µ] =
∫
Ω
f(x, µac(x)) dx+
∫
Ω
f∞(x, µs).
Remark 9.1 (on the assumptions of Theorem 9.2). Firstly, the requirement that
f is a non-negative integrand can be dropped provided that
(a) QAf(x, q) > −∞ on a dense subset of Ω, and
(b) the relaxation G is restricted to weak-⋆ limit measures satisfying |µ|(∂Ω).
The relaxation result cited above is first proved for L1-fields (here one uses the finite-
ness of QAf ; see also [10, Theorem 1.2] for a proof of this when f(x, z) = f(z)), the
general case follows by strict-convergence approximation and Reshetnyak’s Con-
tinuity Theorem. The condition |µ|(∂Ω) prevents the recovery sequence to carry
mass towards the boundary, where we do not have A-free Jensen-type inequalities
(essential for the lower bound). For the same reason, the recovery sequences for
such measures only generate Young measures whose singular part does not charge
the boundary.
The regularity assumptions from the Theorem above are all covered by integrands
in the class E(Ω;W). Indeed, since Sf ∈ C(Ω× BW), it follows that there exists a
modulus of continuity ω satisfying
|Sf(x, z)− Sf(y, z)| ≤ ω(|x− y|).
It follows from the representation (12) that
|f(x, z)− f(x, z)| ≤ ω(|x− y|) · (1 + |z|).
And, clearly f∞ exists and is in fact continuous. Therefore, we may apply the
results of Theorem 9.2 for (possibly non-negative) integrands E(Ω;W) whenever
(a) and (b) are satisfied.
We are now ready to begin with the proof of Theorem 1.1.
We show that at (L d + λs)-almost every x0 ∈ Ω there exists an A-free tangent
Young measure ν0 ∈ Tan(ν, x0). Since the proof at regular points and the proof at
singular are completely analogous (with the exception that one uses conditions (iii)
and (iv) on each of them respectively), we shall only work out the proof at singular
points in detail:
Let ν ∈ Y(Ω;W) be a Young measure satisfying the necessity assumptions of
Theorem 1.1 on a set D ⊂ Ω of full λs-measure with the following property: if
x0 ∈ D, then
• Tan(λs, x0) 6= ∅,
• condition (iv) holds,
• the Structure Theorem [19] ensures that
P0 :=
dµ
dλs
(x0) =
〈
id, ν∞x0
〉 ∈ ΛA.
Accordingly, the set Tan(ν, x0) is non-empty and there exists a tangent Young
measure ν0 there satisfying (see Proposition 2.4)
ν0 = (δ0, λ0, ν
∞
x0 ).
Our goal is to show that ν0 is locally an A-free measure and then conclude by
applying the local characterization contained in Theorem 1.2. Since the proof is
only local, to argue this it suffices to show ν0 is an A-free measure on the unit cube
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Q. For a similar reason, there is no loss of generality in assuming that γ(∂Q) = 0.
Observe that, condition (iv) or condition (iv’) on ν implies that
(90)
〈
g∞, ν∞x0
〉 ≥ g∞(〈id, ν∞x0〉)
for all continuous A-quasiconvex integrands g : W → R with linear growth at
infinity.
Let [ν0] = τ be the barycenter of σ. A version for homogeneous Young measures
of Theorem 9.1 ensures that the set
AYsing0,τ (Q) :=
{
σ = (σy , λσ, σ
∞
y ) ∈ Y(Q;W) : λσ(Q) = λσ(Q) = 1, [σ] = τ,
and σ is an A-free homogeneous Young measure
}
,
is a weak-⋆ and convex subset of the space of (E(Q;W))∗. Notice that here our
construction departs from the similar approach presented in [19] for BD-Young
measures where the authors are able to work truly with tangent singular Young
measures in the sense that σy = δ0 for L
d-a.e. y ∈ Q. This subtle difference will
play a role in Step 2. It follows from the geometric version of the Hahn–Banach
theorem that AYsing0,τ (Q) coincides with the set
Y :=
⋂{
H : AY0,τ (Q) ⊂ H , H ∈ E(Q;W)∗ weak-⋆ closed affine half-space
}
.
For every such H , there exists fH ∈ E(Q;W) such that
H = { ℓ ∈ E(Q;W)∗ : ℓ(fH) ≥ sH > −∞} .
Let H be an arbitrary but fixed weak-⋆ closed half-plane as in the definition of Y.
Accordingly,
⟪fH ,σ⟫ ≥ sH for all σ ∈ AYsing0,τ (Q).
Step 1. Reduction to integrands defined on the essential domain. First, we show
there exists an integrand gH ∈ E(Q;WA) satisfying
⟪g˜H ⊗ 1W⊥
A
,σ⟫ = ⟪fH ,σ⟫ for all σ ∈ AYsing0,τ (Q) ∪ {ν0}.
We define the integrand
gH := fH ◦ (idQ× i), where i :WA →W is the canonical linear inclusion.
Notice that gH ∈ E(Q;WA) and g˜H := gH ⊗ 1W⊥
A
∈ E(Q;W). Moreover, by
Corollary 2.1 we get
(91) QAgH ⊗ 1W⊥
A
= QAg˜H .
Let σ ∈ AYsing0,τ (Q). By virtue of Lemma 3.2 in [5], it follows that supp(σ∞y ) ⊂WA
for λσ-almost all y ∈ Q (here we use that σ is a homogeneous non-trivial Young
measure on Q and that P0 ∈ ΛA). In particular,
⟪g˜H ,σ⟫ = ⟪fH ,σ⟫ ≥ sH for all σ ∈ AYsing0,τ (Q);
the same argument, this time using the the assumption (iv) gives supp(ν∞x0 ) ⊂WA
for λ0-almost every y ∈ Q, works to show that
(92) ⟪g˜H ,ν0⟫ = ⟪fH ,ν0⟫.
Step 2. Boundedness of QAgH . Next, we use strongly the fact that gH is defined
on the essential domain of A to apply Lemma 5.5 in [10], which states that there
exists a dense subset D ⊂ Q such that QAgH(y, q) has linear growth for all y ∈ D,
or equivalently, that (see Lemma 2.5 in [35])
QAgH(y, 0) > −∞ for all y ∈ D.
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Let us remark that, even though the cited work poses stronger assumptions on A,
the proof of this result only requires the integrand to be defined in the essential
domain of A. The way the proof works is to show first that QAgH( q, τac( q)) > −∞
on D a dense subset of Q. This is achieved by using the finiteness ⟪gH , δτ⟫ and the
separation property ⟪gH ,σ⟫ ≥ sH . It is precisely here where it is used that Young
measures σ ∈ AYτ,0 are allowed to have a non-trivial absolutely continuous part,
since then the separation ⟪gH ,σ⟫ ≥ sH is sufficiently rich to satisfy the assumptions
of Lemma 5.5 in [10].
Step 3. ν0 ∈ H. The previous step and (91) show that (a) in in Remark 9.1
is satisfied for f = g˜H and Ω = Q. Let us recall that |τ |(∂Q) = 0 so that (b) in
Remark 9.1 is satisfied. Hence we may apply Theorem 9.2 with τ, gH and Q to find
a recovery sequence (uj) ⊂ L1(Q;W) such that
uj L
d ∗⇀ τ in M(Q;W), Auj → 0 in W−k,q(Q),
and which satisfies the so-called upper-bound property
(93) lim sup
j→∞
∫
Q
g˜H(uj) dy ≤
∫
Q
QAg˜H(τ
ac) dy +
∫
Q
QAg˜
∞
H (τ
s).
Passing to a further subsequence if necessary, we may assume uj L
d Y→ σ for some
A-free Young measure σ ∈ Y(Q;W). Again, condition (b) on τ and the discussion
in Remark 9.1 ensure that σ ∈ AYsingτ,0 (Q). This gives ⟪g˜H ,σ⟫ = ⟪fH ,σ⟫ ≥ sH .
On the other hand, since g˜H ≥ QAg˜H , it follows from (iv) and Remark 1.2 that
(here we use that QAg˜H has linear growth at infinity and that λ0 ∈ Prob(Q))
⟪fH ,ν0⟫
(92)
≥ ⟪QAgH ,ν0⟫
≥
∫
Q
[
〈
QAg˜H(y, q), δ0
〉
+
〈
QAg˜H(y, q)
∞, νx0
〉
λac0 (y)] dy
+
∫
Q
〈
QAg˜
∞
H (y, q), νx0
〉
dλs0(y)
(iv’)
≥
∫
Q
QAg˜H(λ
ac
0 · P0)L d +
∫
Q
(QAg˜H)
∞(P0λ
s
0)
=
∫
Q
QAgH(τ
ac)L d +
∫
Q
QAg
∞
H (τ
s).
(94)
where in the one but last inequality we have dealt with the absolutely continuous
part with the aid of the following property: every ΛA-convex function g with linear
growth at infinity satisfies (see for instance Lemma 2.5 in [34])
g(z) + g∞(P ) ≥ g(z + P ) for all z ∈W and P ∈ ΛA.
Hence, by combining (93)-(94) we obtain
⟪fH ,ν0⟫ ≥ lim
j→∞
∫
Q
g˜H(uj) dy
= ⟪g˜H ,σ⟫ = ⟪fH ,σ⟫ ≥ sH .
This shows that ν0 ∈ H .
Conclusion. Since H was arbitrarily chosen, the last conclusion shows that
ν0 ∈ Y, which by construction is precisely AY(Q)singτ,0 . This shows that, at λs-
almost every x0 ∈ Ω, every tangent Young measure is locally an A-free measure.
Since the same holds at L d-almost everywhere (see discussion below), then by
virtue of Theorem 1.2 we conclude that
ν is an A-free measure.
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Comments on the case of regular points. The proof is very similar to the one of
singular points with the following considerations
Step 1. We work with the set of Young measures
AYreg0,τ (Q) :=
{
σ = (σy , γσ, σ
∞
y ) ∈ Y(Q;W) : γσ = λac(x)L d, [σ] = τ,
and σ is an A-free homogeneous Young measure
}
,
which is weak-⋆ closed and convex with respect in (Ereg(Q;W))∗, where
(see Section 2.5 in [19])
Ereg(Q;W) :=
{
1⊗ h : 1⊗ h ∈ E(Q;W)
}
.
The reason why we can work with this simpler class lies in the fact that
λσ is a uniform measure for all σ ∈ AYreg0,τ (Q). Hence, Ereg(Q;W) indeed
separates the homogeneous Young measures on Q, this is the property on
which the weak-⋆ closedness and the convexity hinge on.
Step 2. Notice that in this case we do not have the control of the Structure Theorem
P0 ∈ ΛA, therefore we must define
gH(z) := fH(τ
ac(x0) + i[z]) for all z ∈WA.
Note that by Corollary 7.2, it holds that ΓP0 [σ] is an homogeneous A-free
Young measure time with zero barycenter if and only if σ is an homogeneous
A-free Young measure time with barycenter τac(x0)L d Q. And therefore,
Shiftsτac(x0){AYreg0,τac(x0)L d(Q)} = AY
reg
0,0 (Q).
On the other hand, the Young measures σ˜ in the latter set satisfy the
crucial property supp(σ˜y) ⊂ WA for L d-a.e. y ∈ Q (this follows from the
analysis in Section 2.5 in [5]). In particular, we obtain
⟪fH ,σ⟫ = ⟪g˜H ,Γτac(x0)[σ]⟫,
and from assumption (iii) we get
⟪fH ,ν0⟫ = ⟪g˜H ,Γτac(x0)[ν0]⟫.
Here, Γτac(x0)[σ] is the shifted Young measure (σ ⋆δτac(x0), λ
ac(x)L d, σ∞).
Step 3. The proof carries out similarly with the aid of (iii) in place of (iv).
This finishes the proof. 
Appendix A. Some technical lemmas for Radon measures
This section is devoted to address some technical results which are essential to
the proof of Theorem 9.1.
Lemma A.1. Let λ be a probability measure on the unit open cube Q ⊂ Rd and
assume that λ does not charge points in Q, that is, λ({x}) = 0 for all x ∈ Q. Let
θ ∈ (0, 1), then there exists a convex Borel set D ⊂ Q satisfying
Qr ⊂ D ⊂ Qr for some r ∈ (0, 1),
and
λ(C) = θ.
Proof. In the case when d = 1 we define the monotone non-decreasing map
r 7→ ϕ(r) :=
∫ r
−r
dλ, r ∈ (0, 1),
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S1
S2
S3
D
Figure 3. Generic shape of the approximation set D from Lemma A.1 (d = 3);
composed by the first open cube approximation S1 ⊂ Q, the second-step 2-
dimensional relatively open caps S2 ⊂ ∂S1, and the last-step 1-dimensional
relatively open caps S3 ⊂ ∂S2.
which in particular is a function of bounded variation. Notice that, in this case,
the one dimensional BV-theory and the assumption on λ give
ϕ′({r}) = ϕ(r+)− ϕ(r−) = λ({r}) = 0.
This proves ϕ is in fact continuous in the interval (0, 1). Therefore, since ϕ(0) = 0
(again by assumption) and ϕ(1) = 1, then the Mean Value Theorem ensures there
exists r ∈ (0, 1) with λ(Qr) = ϕ(r) = θ.
The case d > 1 requires a co-area-type argument. The first step is to define the
map
ϕ(r) :=
∫
Qr
dλ, r ∈ (0, 1),
is monotone non-decreasing and satisfies limr↓0 ϕ(r) = 0 and limr↑1 ϕ(r) = 1. In
particular,
|ϕ′|({r}) = ϕ(r+)− ϕ(r−) = λ(∂Qr) for all r ∈ (0, 1).
Set r := sup { s ∈ (0, 1) : ϕ(s) ≤ θ }. Clearly, if ϕ is lower semicontinuous at r, then
we can set C1 = Qr which automatically satisfies the conclusions of the Lemma
(in this case is not necessary to use the assumption that λ does not charge points).
However, in general one cannot expect this as for instance there might be mass
sitting on λ(∂Qr). We may then assume that θ1 := λ(Qr) = ϕ(r
−) ≤ θ and
(95) 0 ≤ θ − θ1 ≤ ϕ(r+)− ϕ(r−).
This will be our first approximation. The second step to carry the same approxi-
mation now on {q1r , . . . , q2dr }, the (2d) open (d−1)-dimensional faces of ∂Qr, which
are axis-directional translated (d− 1)-dimensional cubes (centered at the origin) in
Rd−1; the number (2d) of faces will not be relevant for our construction. Define the
maps
ϕi,2(s) :=
∫
qis
dλ, s ∈ (0, 1), i ∈ {1, . . . , 2d}.
Repeating the same procedure as in the first step on each of the faces simultaneously,
we update the error of our estimate to
0 ≤ θ − θ2 := θ − θ1 −
2d∑
i=1
ϕi,2(r
−
1 ),
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where r1 := sup{ s ∈ (0, r) :
∑2d
i=1 ϕi,2(s) ≤ θ − ϕ(r−) }. Notice that
θ2 = λ(C2),
where
C2 := Qr ∪ q1r1 ∪ · · · ∪ q2dr1 .
Moreover, by construction (since each one of the added faces are concentric to each
face of Qr), C2 is a (semi-open/semi-closed) convex set satisfying Qr ⊂ C2 ⊂ Qr.
There are two cases, either θ = θ2 and then λ(C1) = θ, or θ − θ2 > 0 and we must
keep adding bits of ∂Qr, which may require to perform a similar argument on the
(d − 2)-dimensional concentric faces of ∂Qr and the (d − 2)-dimensional faces of
each qis, 1 ≤ i ≤ 2d. In general, the (j+1)th step is to iterate this argument (when
θ − θj > 0) on all the possible (d − j)-dimensional faces of ∂Qr and all the other
(d − j)-dimensional faces resulting of adding the previous (d − j + 1)-dimensional
concentric cubical caps. The key part of the construction is that, at the end of the
(j +1)th step, one obtains a convex set Cj ⊂ Cj+1 satisfying Qr ⊂ Cj+1 ⊂ Qr and
0 ≤ θ − λ(Cj+1) =: θ − θj+1 for some θj+1 ≥ θj .
We now argue why there exists 1 ≤ j ≤ d such that θj = θ. If d = 2, then by
the same argument that in the one-dimensional case we get that the maps ϕi,2
are continuous, and hence it must be that θ2 reaches θ. If d = 3, then the maps
ϕi,3 of the third step are continuous and hence at most θ3 reaches θ. In general,
the description of this procedure is tedious, but it is inductively natural and always
reaches and endpoint (at most after d-steps) where we find a convex set C containing
the origin and satisfying Qr ⊂ C ⊂ Qr and
λ(C) = θ.
This finishes the proof. 
Corollary A.1. Let λ be a probability measure on the unit open cube Q ⊂ Rd and
assume that λ does not charge points in Q. Let θ ∈ (0, 1) and let ε > 0. Then,
there exists an open Lipschitz set D ⊂ Q satisfying
λ(∂D) = 0, and |λ(D) − θ| ≤ ε.
Proof. From the previous lemma we may find a set D satisfying λ(D) = θ. Now,
from the inner and outer regularity of Radon measures we may find a compact set
K and an open set O such that K ⊂ D ⊂ O satisfying
0 ≤ λ(D) − λ(K) < ε
2
and 0 ≤ λ(O) − λ(D) < ε
2
.
Moreover, since dist(K,O∁) > 0, there exists a Lipschitz open set K ⊂ C ⊂ O with
ρ := dist(C,K ∪ O∁) > 0. On the other hand, since C is a Lipschitz compact set,
the family of sets
Tδ = {x ∈ Q : dist(x,C) < δ } , δ > 0,
is a a family of open Lipschitz sets satisfying K ⊂ Tδ ⊂ O for some δ ∈ [0, δ1],
where 0 < δ1 ≪ ρ. Furthermore, if 0 < s < t < δ1, then ∂Ts ∩ ∂Tt = ∅. In
particular, since λ is a Radon measure, there exists a full L 1-measure subset of
I ⊂ [0, δ1] such that
λ(∂Tδ) = 0 for all δ ∈ I.
Let us choose δ0 ∈ I and recall from our construction that K ⊂ Tδ0 ⊂ O. Hence,
0 ≤ |λ(Tδ0)− λ(D)| ≤ λ(O) − λ(K) < ε.
This finishes the proof. 
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Lemma A.2 (shrinking sequence). Let λ be a positive Radon measure on Ω and
assume there exists a tangent measure τ ∈ Tan(λ, x) which does not charge points
on Rd. Then, for every θ ∈ (0, 1), there exists an infinitesimal sequence rm ↓ 0 and
a sequence of open Lipschitz sets Rm ⊂ Qrm(x) satisfying
λ(∂Rm) = 0 for all m ∈ N,
and
lim
m→∞
λ(Rm)
λ(Qrm(x))
= θ.
Proof. Since T0,r[τ ] belongs to Tan(λ, x) for all r > 0, we may assume without
any loss of generality that τ is a good blow-up as in (8). That is, there exists an
infinitesimal sequence rj ↓ 0 such that
1
λ(Qrj (x))
Tx,rj [λ]
∗
⇀ τ in M(Rd;W), |τ |(Q) = |τ |(Q) = 1.
By assumption and Corollary A.1 we may find a sequence of Lipschitz open sets
(Dm)m∈N satisfying ⊂ Dm ⊂ Q for all m ∈ N. Moreover,
τ(∂Dm) = 0 and |τ(Dm)− θ| ≤ 1
m
.
Hence, for fixed m, we deduce from the strict-convergence of the blow-up sequence
that
lim
j→∞
λ(x+ rjDm)
λ(Qrj (x))
= τ(Dm) = θ +O(m
−1).
Moreover, up to a small re-scaling at each m we may assume without loss of gen-
erality that λ(x + rj∂Dm) = 0. A standard diagonalization argument yields a
subsequence rm := rj(m) ↓ 0 such that
lim
m→∞
λ(Rm)
λ(Qrm(x))
= θ, Rm := x+ rmDm ⊂ Qrm(x).
By construction, the sequence of sets (Rm)m∈N has the desired properties. 
Corollary A.2. Let λ be a positive Radon measure on Ω and assume there exists
a tangent measure τ ∈ Tan(λ, x) which does not charge points. Let f be a λ-
measurable map and assume furthermore that x is a λ-Lebesgue point of f . Then,
for every θ ∈ (0, 1), there exist a sequence rm ↓ 0 and a sequence of Lipschitz open
sets Dm ⊂ Qrm satisfying
λ(∂Dm) = 0, lim
m→∞
λ(x+Dm)
λ(x+Qrm)
= θ,
and
lim
m→∞
∫
x+Dm
|f(y)− f(x)| dλ(y) = 0.
Proof. The existence of the sequence of open Lipschitz sets (Dm) satisfying the
first two properties follows directly from the previous corollary. The third property
follows from the estimate∫
x+Dm
|f(y)− f(x)| dλ(y) ≤ 1
θ +O(m−1)
·
∫
Qrm (x)
|f(y)− f(x)| dλ(y),
and the fact that x is a λ-Lebesgue point of f . 
Lemma A.3. Let λ be a positive Radon measure on Ω and assume there exists
x ∈ Ω such that λ({x}) > 0. Then Tan(λ, x) = { cδ0 : c > 0 }.
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Proof. Let τ ∈ Tan(λ, x) and set 0 < α = λ({x}). Since Tan(λ, x) is a d-cone, it is
enough to show that τ = δ0 when τ is a probability measure on Q. Moreover, we
may also assume the blow-up sequence converging to τ has the form
γj =
1
λ(Qrj (x))
Tx,rj [λ]
∗
⇀ τ in M(Rd;W).
It follows from the strict-convergence γ → τ on Q that
τ(Qs) = lim
j→∞
γj(Qs) =
1
α
lim
j→∞
λ(Qsrj (x)) = 1 for all s > 0.
Since τ is a probability measure on Q, this shows that τ Q = δ0 as desired. 
References
[1] E. Acerbi and N. Fusco, Semicontinuity problems in the calculus of variations, Arch. Rational
Mech. Anal. 86 (1984), no. 2, 125–145. MR751305
[2] D. R. Adams and L. I. Hedberg, Function spaces and potential theory, Grundlehren der
Mathematischen Wissenschaften, vol. 314, Springer-Verlag, Berlin, 1996. MR1411441
[3] J. J. Alibert and G. Bouchitte´, Non-uniform integrability and generalized Young measures,
J. Convex Anal. 4 (1997), no. 1, 129–147. MR1459885
[4] L. Ambrosio and G. Dal Maso, On the relaxation in BV (Ω;Rm) of quasi-convex integrals,
J. Funct. Anal. 109 (1992), no. 1, 76–97. MR1183605
[5] A. Arroyo-Rabasa, G. De Philippis, and F. Rindler, Lower semicontinuity and relaxation
of linear-growth integral functionals under PDE constraints, to appear in Adv. Calc. Var.
(2017), available at 1701.02230.
[6] A. Arroyo-Rabasa, Relaxation and optimization for linear-growth convex integral functionals
under PDE constraints, J. Funct. Anal. 273 (2017), no. 7, 2388–2427. MR3677829
[7] , An elementary approach to the dimension of measures satisfying a first-order linear
pde constraint, to appear in Proc. Amer. Math. Soc. (2019).
[8] A. Arroyo-Rabasa, G. De Philippis, J. Hirsch, and F. Rindler, Dimensional estimates and
rectifiability for measures satisfying linear pde constraints, to appear in Geom. Funct. Anal.
(2019), available at arXiv:1811.01847v2.
[9] M. Ba´ıa, M. Chermisi, J. Matias, and P. M. Santos, Lower semicontinuity and relaxation of
signed functionals with linear growth in the context of A -quasiconvexity, Calc. Var. Partial
Differential Equations 47 (2013), no. 3-4, 465–498. MR3070552
[10] M. Ba´ıa, J. Matias, and P. M. Santos, Characterization of generalized Young measures in the
A -quasiconvexity context, Indiana Univ. Math. J. 62 (2013), no. 2, 487–521. MR3158518
[11] J. M. Ball and R. D. James, Fine phase mixtures as minimizers of energy, Arch. Rational
Mech. Anal. 100 (1987), no. 1, 13–52. MR906132
[12] J. M. Ball and F. Murat,W 1,p-quasiconvexity and variational problems for multiple integrals,
J. Funct. Anal. 58 (1984), no. 3, 225–253. MR759098
[13] A. C. Barroso, I. Fonseca, and R. Toader, A relaxation theorem in the space of functions
of bounded deformation, Ann. Scuola Norm. Sup. Pisa Cl. Sci. (4) 29 (2000), no. 1, 19–49.
MR1765537
[14] P. Bousquet and J. Van Schaftingen, Hardy-Sobolev inequalities for vector fields and cancel-
ing linear differential operators, Indiana Univ. Math. J. 63 (2014), no. 5, 1419–1445, DOI
10.1512/iumj.2014.63.5395. MR3283556
[15] A. P. Caldero´n and A. Zygmund, On the existence of certain singular integrals, Acta Math.
88 (1952), 85–139. MR0052553
[16] M. Chipot and D. Kinderlehrer, Equilibrium configurations of crystals, Arch. Rational Mech.
Anal. 103 (1988), no. 3, 237–277. MR955934
[17] S. Conti, A. Garroni, and A. Massaccesi, Modeling of dislocations and relaxation of func-
tionals on 1-currents with discrete multiplicity, Calc. Var. Partial Differential Equations 54
(2015), no. 2, 1847–1874. MR3396435
[18] B. Dacorogna, Weak continuity and weak lower semicontinuity of nonlinear functionals,
Lecture Notes in Mathematics, vol. 922, Springer-Verlag, Berlin-New York, 1982.
[19] G. De Philippis and F. Rindler, On the structure of A-free measures and applications, Ann.
Math. 184 (2016), no. 3, 1017–1039. MR3549629
[20] G. De Philippis and F. Rindler, Characterization of generalized Young measures generated by
symmetric gradients, Arch. Ration. Mech. Anal. 224 (2017), no. 3, 1087–1125. MR3621818
[21] A. De Simone, Energy minimizers for large ferromagnetic bodies, Arch. Rational Mech. Anal.
125 (1993), no. 2, 99–143. MR1245068
CHARACTERIZATION OF A-FREE YOUNG MEASURES 57
[22] H. P. Decell Jr., An application of the Cayley-Hamilton theorem to generalized matrix inver-
sion, SIAM Rev. 7 (1965), 526–528. MR0194446
[23] R. J. DiPerna and A. J. Majda, Oscillations and concentrations in weak solutions of the
incompressible fluid equations, Comm. Math. Phys. 108 (1987), no. 4, 667–689. MR877643
[24] H. Federer, Geometric measure theory, Die Grundlehren der mathematischen Wissenschaften,
Band 153, Springer-Verlag New York Inc., New York, 1969. MR0257325
[25] I. Fonseca and S. Mu¨ller, A-quasiconvexity, lower semicontinuity, and Young measures,
SIAM J. Math. Anal. 30 (1999), no. 6, 1355–1390. MR1718306
[26] I. Fonseca, G. Leoni, and S. Mu¨ller, A -quasiconvexity: weak-star convergence and the gap,
Ann. Inst. H. Poincare´ Anal. Non Line´aire 21 (2004), no. 2, 209–236. MR2021666
[27] I. Fonseca and S. Mu¨ller, Relaxation of quasiconvex functionals in BV (Ω,Rp) for integrands
f(x, u,∇u), Arch. Rational Mech. Anal. 123 (1993), no. 1, 1–49. MR1218685
[28] F. Gmeineder and B. Rait¸a˘, Embeddings for A-weakly differentiable functions on domains,
Journal of Functional Analysis (2019), 108278.
[29] T. Hudson, An existence result for discrete dislocation dynamics in three dimensions, arXiv
preprint arXiv:1806.00304 (2018), available at arXiv:1806.00304.
[30] R. D. James and D. Kinderlehrer, Frustration and microstructure: an example in mag-
netostriction, Progress in partial differential equations: calculus of variations, applications
(Pont-a`-Mousson, 1991), 1992, pp. 59–81. MR1194189
[31] T. Kato, On a coerciveness theorem by Schulenberger and Wilcox, Indiana Univ. Math. J.
24 (1974/75), 979–985. MR0370244
[32] D. Kinderlehrer and P. Pedregal, Characterizations of Young measures generated by gradi-
ents, Arch. Rational Mech. Anal. 115 (1991), no. 4, 329–365. MR1120852
[33] , Gradient Young measures generated by sequences in Sobolev spaces, J. Geom. Anal.
4 (1994), no. 1, 59–90. MR1274138
[34] B. Kirchheim and J. Kristensen, On rank one convex functions that are homogeneous of
degree one, Arch. Ration. Mech. Anal. 221 (2016), no. 1, 527–558. MR3483901
[35] J. Kristensen, Lower semicontinuity in spaces of weakly differentiable functions, Math. Ann.
313 (1999), no. 4, 653–710. MR1686943
[36] J. Kristensen and F. Rindler, Characterization of generalized gradient Young measures gen-
erated by sequences in W 1,1 and BV, Arch. Ration. Mech. Anal. 197 (2010), no. 2, 539–598.
MR2660519
[37] , Relaxation of signed integral functionals in BV, Calc. Var. Partial Differential Equa-
tions 37 (2010), no. 1-2, 29–62. MR2564396
[38] P. Marcellini, Approximation of quasiconvex functions, and lower semicontinuity of multiple
integrals, Manuscripta Math. 51 (1985), no. 1-3, 1–28. MR788671
[39] P. Mattila, Geometry of sets and measures in Euclidean spaces, Cambridge Studies in Ad-
vanced Mathematics, vol. 44, Cambridge University Press, Cambridge, 1995. MR1333890
[40] S. Mu¨ller, Homogenization of nonconvex integral functionals and cellular elastic materials,
Arch. Rational Mech. Anal. 99 (1987), no. 3, 189–212. MR888450
[41] , Rank-one convexity implies quasiconvexity on diagonal matrices, Internat. Math.
Res. Notices 20 (1999), 1087–1095. MR1728018
[42] F. Murat, Compacite´ par compensation, Ann. Sc. Norm. Sup. Pisa Cl. Sci. 5 (1978), no. 3,
489–507.
[43] , Compacite´ par compensation: condition ne´cessaire et suffisante de continuite´ faible
sous une hypothe`se de rang constant, Ann. Sc. Norm. Sup. Pisa Cl. Sci. 8 (1981), no. 1,
69–102.
[44] F. Murat and L. Tartar, Optimality conditions and homogenization, Nonlinear variational
problems (Isola d’Elba, 1983), 1985, pp. 1–8.
[45] D. Preiss, Geometry of measures in Rn: distribution, rectifiability, and densities, Ann. of
Math. (2) 125 (1987), no. 3, 537–643. MR890162
[46] B. Rait¸a˘, Constant rank operators: lower semi-continuity and L1-estimates, Ph.D. Thesis,
2018.
[47] , L1-estimates for constant rank operators, arXiv preprint arXiv:1811.10057 (2018),
available at arXiv:1811.10057.
[48] , Potentials for A-quasiconvexity, Calc. Var. Partial Differential Equations 58 (2019),
no. 3, Art. 105, 16. MR3958799
[49] F. Rindler, Lower semicontinuity for integral functionals in the space of functions of bounded
deformation via rigidity and Young measures, Arch. Ration. Mech. Anal. 202 (2011), no. 1,
63–113. MR2835863
[50] , Lower semicontinuity and Young measures in BV without Alberti’s rank-one theo-
rem, Adv. Calc. Var. 5 (2012), no. 2, 127–159. MR2912698
58 A. ARROYO-RABASA
[51] , A local proof for the characterization of Young measures generated by sequences in
BV, J. Funct. Anal. 266 (2014), no. 11, 6335–6371. MR3192455
[52] J. R. Schulenberger and C. H. Wilcox, Coerciveness inequalities for nonelliptic systems of
partial differential equations, Ann. Mat. Pura Appl. (4) 88 (1971), 229–305. MR313887
[53] , A coerciveness inequality for a class of nonelliptic operators of constant deficit, Ann.
Mat. Pura Appl. (4) 92 (1972), 77–84. MR316867
[54] E. M. Stein, Singular integrals and differentiability properties of functions, Princeton Math-
ematical Series, No. 30, Princeton University Press, Princeton, N.J., 1970. MR0290095
[55] , Harmonic analysis: real-variable methods, orthogonality, and oscillatory integrals,
Princeton Mathematical Series, vol. 43, Princeton University Press, Princeton, NJ, 1993. With
the assistance of Timothy S. Murphy, Monographs in Harmonic Analysis, III. MR1232192
[56] E. M. Stein and G. and Weiss, Introduction to Fourier analysis on Euclidean spaces,
Princeton University Press, Princeton, N.J., 1971. Princeton Mathematical Series, No. 32.
MR0304972
[57] L. Tartar, Compensated compactness and applications to partial differential equations, Non-
linear anal. mech. Heriot-Watt Symposium, Vol. IV, 1979, pp. 136–212.
[58] , The compensated compactness method applied to systems of conservation laws, Syst.
nonlinear partial differ. equations (Oxford, 1982), 1983, pp. 263–285.
[59] H. Triebel, Theory of function spaces, Modern Birkha¨user Classics, Birkha¨user/Springer Basel
AG, Basel, 2010. MR3024598
[60] J. Van Schaftingen, Limiting Sobolev inequalities for vector fields and canceling linear dif-
ferential operators, J. Eur. Math. Soc. 15 (2013), no. 3, 877–921. MR3085095
[61] L. C. Young, Generalized curves and the existence of an attained absolute minimum in the
calculus of variations, C. R. Soc. Sci. Varsovie, Cl. III 30 (1937), 212–234.
[62] , Generalized surfaces in the calculus of variations, Ann. Math. 43 (1942), 84–103.
[63] , Generalized surfaces in the calculus of variations. II, Ann. Math. 43 (1942), 530–544
(English).
Mathematics Institute, The University of Warwick
E-mail address: Adolfo.Arroyo-Rabasa@warwick.ac.uk,adolforabasa@gmail.com
