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ABSTRACT
The electrical distribution network faces two great challenges for the immediate future.
First, increased affordability of distributed energy resources (DERs)—and advancing control
technologies of inverters that interface them to the grid—have driven a shift from a passive to an
active distribution network (ADN), which heightens the complexity of system management.
Second, the increased frequency of severe weather events and increased potential for a
cybersecurity attack necessitate the need for a resilient infrastructure that can respond adaptively
to shutdowns within the system. Microgrids (MGs) present a promising framework both to provide
hierarchal control of DERs and to increase resiliency with grid-forming and grid-restoring
functionality. Though much work has been done to validate the role of MGs in the distribution
system, grid owners and utilities need effective methodologies to incorporate MGs into existing
system planning frameworks to ensure that this technology is quickly and wisely adopted.
This thesis develops a two-stage optimization framework that models utility investment in
medium-voltage microgrids (MVMGs) with consideration to normal and high-stress operating
conditions. The problem is designed as a mixed-integer second-order-cone program (MISOCP)
compatible with commercial solvers to obtain a global solution. The first stage models MG
boundary selection as a multi-area power system splitting problem, co-optimizing network
topology along with DER siting and sizing that results in optimal placement of MGs capable of
prolonged self-sustainment. The second stage iterates through possible grid reconnection points
for each MG to find the optimal point of common coupling (PCC) and optimizes islanding
decisions for critical hours.
The proposed two-stage framework was optimized and tested on the IEEE 33-Bus System
for baseline, one-area, and two-area cases to analyze and compare the capabilities of the method.
v

The results of the first case study confirm that including MGs in the planning process can lead to
heightened resilience against high-stress events that lead to economic savings. The second case
study analyzes the value of islanding in a system planning context and classifies scenarios that
could provide additional value streams to justify microgrid investment. Finally, suggestions to
foster the continued improvement of utility microgrid planning are discussed in the conclusion.
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CHAPTER 1
INTRODUCTION

1.1 Background
The electric grid is the backbone of the modern, digitized life. The standard of living in the
United States is defined with the underlying assumption of a constant and unending supply of
power. Its value is especially apparent with COVID-19 emerging around the time of this work; the
presence of the electric grid in combination with digital technology and the internet has enabled
much of the world to work and operate from home, thus sustaining many business sectors and
preventing a complete economic crash.
In its conventional architecture, electric power is produced in large quantities at generation
plants often located far from load centers. A transmission network carries this power at high
voltage for reduced losses to substations near concentrated load centers, where the power is
stepped down in voltage and distributed to industrial, commercial, and residential customers. This
system architecture is largely one-directional and passive on the distribution side, where a
centralized authority handles its operation and management.
In recent decades this legacy architecture has experienced changes outside the scope of its
original design due to the adoption of more renewable energy technology, credited to a
combination of codependent factors. The need for renewable energy has been extensively
quantified by research evidencing the negative environmental impacts of carbon-based emissions
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Figure 1: Traditional grid structure, where power flows unidirectionally from right to left (licensed under
CC BY-NC)
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released from human drivers such as fossil fuel-based generators [4]. Moreover, the economic
costs of renewable energy have continued to plummet over the past decade, rendering them cost
competitive (and in some applications, undeniably cheaper) compared to fossil fuel-based
generation [5]. Thus, on the distribution side in particular, a shift has occurred from a “passive” to
an “active” distribution network (ADN) as utilities invest in large-scale renewables, customers
integrate more modular distributed energy resources (DERs) behind-the-meter, and information
and communication technology (ICT) continues to increase in its capability to connect the two [6].
DERs include distributed generators (DGs)—both conventional and renewable
technologies—as well as energy storage (ES). Over the past decades, renewable energy sources as
a subset of DGs have continued to increase in its penetration into the grid network. Coupled with
increasing inverter capabilities and smart control architectures, renewable DGs have the capability
to support local frequency and voltage as well as provide other ancillary services to the grid in
ways that conventional generation never could [7]. However, with new technology comes new
operational challenges. For instance, renewable resource availability schedules (e.g. a daily
sunlight irradiance curve) are not aligned with the daily aggregate load curve, which can lead to
reverse power flows and voltage rise upstream during times of overgeneration [8]. Moreover,
consumer investment in DERs creates a new category of market participant—the “prosumer”—
whose decisions affect the operating state of the grid and thus increase its complexity to manage
[9].
If managed properly, integration of DERs and flexible loads can be a great boon to the dayto-day operations of the distribution network and can even provide additional value streams that
were not previously accessible. Traditionally, the distribution system was managed solely by the
distribution system operator (DSO), which receives remote monitoring data and sends out control
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Figure 2: ADN components, including DERs and MG (licensed under CC BY-SA-NC)
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signals to equipment in the field. Within the past two decades, the microgrid concept has been
developed to shift part or all of this management role away from a centralized entity and allow for
meaningful two-way communication. A microgrid (MG) is defined as a controllable collection of
DERs equipped with two-way communication channels and connected to the distribution grid
solely at the point of common coupling (PCC) [10]. A salient characteristic of a microgrid is its
ability to operate in either grid-connected or islanded mode, which contributes to a system by
reducing critical load shedding and enhancing black start capabilities [11].
For these reasons, the way that future systems are planned—and existing systems
upgraded—should incorporate these active components as part of the decision-making process.
This is often the role of the local utility company. Since the traditional distribution system was
designed to be radial and passive, planning for future increases in system load meant upgrading
substation and equipment capacities to withstand the magnitude of power forecasted to flow
through them [12]. Now there exist new opportunities to defer these expensive upgrades by
installing DERs to meet demand locally, thereby reducing branch flows and the losses that result
[13]. Moreover, the role of the microgrid—or even networks of microgrids—in distribution system
planning (DSP) is largely unexplored at the present time. Adding to the challenge of the problem
is the fact that metrics such as deferment value are nontrivial to quantify and are subject to
interpretation. Nonetheless, the role of DERs and microgrids in the DSP problem remains an active
and exciting field of research.
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1.2 Literature Review
Expansive research on new ways to perform DSP have created a foundation of modeling
techniques from which this thesis was built and has expanded. The first of these major categories
is DG siting and sizing. In its broadest form, DG siting and sizing is the problem class of finding
the optimal locations and capacity ratings of DGs to enhance a future system [14]. The literature
for this topic is quite abundant and mature, with numerous optimization techniques applied and
various considerations added. Most works form mixed-integer linear or convex models for global
optimization with future system cost as the primary objective [15-17]. The need for binary decision
variables arises from the discrete decision of whether to install some DER technology at a given
location. Notable additions to this classic framework are the consideration of environmental
concerns such as operating constraints [16] and the consideration of investment timing [18], where
the latter work frames the problem using real option analysis via a least square Monte Carlo method
to model stochastic variables over time.
Another major addition to the planning problem is the consideration of topology changes
to the network (either the addition of new lines or the reconfiguration of existing ones) for greater
efficiency. Modeling network reconfiguration (NR) introduces additional binary variables and can
create nonconvexities, especially when modeling AC power flow. For this reason, some works
simplify the power flow model to form a mixed-integer linear program (MILP) that is very efficient
to solve [19]. However, sacrifices to the accuracy of a model can lead to inherent suboptimality or
potential infeasibility of the global solution with consideration to the actual system being modeled.
For this reason, the authors of [20] and [21] propose convex representations of NR that employ
conic relaxations of the AC power flow that retains much better accuracy. Since that time,
numerous works have been able to achieve global co-optimization of DER investment and NR
6

while modeling AC power flow. For instance, [22] solves optimal long-term DG investment and
NR over different planning stages, and [23] finds an optimal ES allocation with hourly
reconfiguration using inverter-based soft open points (SOPs) in place of tie switches for added
control. It should be noted that, for traditional switching equipment, hourly reconfiguration should
be avoided because frequent operation causes wear and tear on the equipment that outweighs any
incremental gains in efficiency.
The third major category is the development of microgrid planning studies. The diversity
of literature around this topic reflects the fact that MGs can be considered from a multitude of
perspectives relative to level of isolation, internal vs. external system modeling, and ownership.
Since a core function of a MG is sustained operation in islanded mode, one subset of this field
focuses solely on planning a microgrid to sustain loads in remote areas without an external grid
connection [24, 25]. For grid-connected MGs, many works focus on the optimal resource
investment, configuration, and scheduling of the microgrid itself, where the external network is
reduced to an infinite bus to model power exchanges [26-30]. Notably, some works also optimize
network topology, e.g. through a variant of particle swarm optimization (PSO) [31] or with multiagent reinforcement learning [32]. These methods are similar in that they can model complex
interactions abstractly with computational efficiency but cannot guarantee a global solution.
In general, the research described above that focuses on the internals of the MG best
represents situations where the MG investor is not concerned with the operation of the power
system. In the case where utility investment in MGs is specifically considered—as it is in this
thesis—it is often desirable to focus instead on the primary distribution network when considering
a MG’s potential benefits for DSP. The study in [33] solves for optimal location of low-voltage
microgrids (LVMGs) within a primary distribution system using an improved binary genetic
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algorithm (IBGA). However, each LVMG is rendered as a one-bus model since the secondary
distribution level is not modeled, so it is consequently reduced to a single controllable load from
the utility perspective. Utility investment in larger medium-voltage microgrids (MVMGs) have a
greater potential for added resilience and economic savings in the primary distribution network,
which would naturally be of greater concern to the utility.
This problem class of MVMG formation is particularly interesting because it is modeled
not as a single binary decision to install within a network node but as a partitioning of the existing
network to create the boundaries of the MGs. Most of the research conducted of this type optimizes
the formation of one or multiple MVMGs after a fault in the network to minimize unserved load
[34-39]. The aforementioned examples borrow principles from graph theory to incorporate
concepts such as radiality and connectedness in linear and convex representations.
This thesis seeks to apply modeling techniques similar to those used in post-fault MVMG
formations to the context of DSP. A few works have already attempted similar problems [40-42].
The authors of [40] and later [41] propose a two-stage microgrid topology planning process
consisting of (1) network splitting based on a traditional graph-partitioning algorithm and (2)
integer-based optimization of topology within each partitioned area to create loop-based MGs
containing DG and ES. This method relies on a single representation of the load and generation
profiles (peak load and nameplate capacity, resp.) to plan the network topology, which does not
consider the interactions between seasonal load variation and weather-dependent DER capacity.
Moreover, operational bounds based on power flow modeling—a tried-and-true approach for
providing assurance of system feasibility—are not addressed or included. The authors of [42]
include power flow and voltage modeling in a DER and MG planning framework; however, the
approach includes two aspects that limit optimality. First, the problem is split into two separate
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optimizations: DG optimal allocation, and a combined MG formation and ES allocation. Second,
a dominated group-search optimization (DGSO) method is used for each optimization that solves
quickly but, like all meta-heuristic techniques, cannot guarantee an optimal solution and is
sensitive to initial states. As will be discussed, this thesis attempts to avoid the aforementioned
issues in its solution approach.

1.3 Contributions and Organization
With the relevant literature in mind, this thesis proposes a DSP solution framework for
optimal utility investment in MVMGs. The proposed framework consists of two stages. The first
stage models fixed-budget DER investment and MG1 topology planning as a mixed-integer
second-order-cone problem (MISOCP) that models AC power flow on historical data to ensure
reliable future system operation at least cost. Since second-order cone problems are convex by
definition, the first stage is solved by a commercial off-the-shelf solver for a global solution. Fuelbased Conventional Turbines (CT), Photovoltaics (PV), and Lithium-Ion Energy Storage (ES) are
included as DER investment options with corresponding operational constraints. The second stage
determines the optimal reconnection points and critical islanding decisions for each MG through
iteration and reduced MISOCP programming. This stage is designed with the flexibility to be
implemented on a different dataset than the first stage in order to evaluate the performance of the
planned system over new and larger datasets for increased solution robustness.

This thesis will refer to “MVMG” as “MG” interchangeably hereafter, since the context has already been
properly established.
1
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The proposed framework is analyzed for baseline, one-area, and two-area cases and studied
in detail. The perspective of the utility is taken by performing economic analysis on the resulting
solutions and by providing insights on the available cost metrics. The resilience of the optimal
solutions is also analyzed with selected testing data. An in-depth investigation of the value of MG
islanding under normal operating conditions is also presented, from which salient findings are
offered to improve the quality of future research in this field.
The rest of this thesis is organized as follows. Chapter 2 introduces the various modeling
components that were selected, adapted, or proposed that collectively form the MISOCP multiarea optimization model of the first stage. Next, Chapter 3 explains the two-stage utility microgrid
investment framework. Chapter 4 delineates the full application of the proposed framework,
including the preparation of a test system and historical data as well as two case studies that
demonstrate various aspects of its functionality. Lastly, Chapter 5 summarizes the research of this
thesis and offers several carefully considered avenues for its future expansion.
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CHAPTER 2
MODELING TECHNIQUES FOR DISTRIBUTION FEEDER
PLANNING

2.1 Problem Description
The work of this thesis takes on the scope of a medium-voltage DSP problem, where a
predicted future load profile requires upgrades to the system in order to ensure feasibility and
steady-state stability. The distribution system planner is tasked with determining a solution that
minimizes operational costs while satisfying all feasibility requirements. Beyond this basic
framework, this thesis explores the co-optimization of several planning decision classes relating
to DER and MG capabilities. Three main assumptions were made to narrow this problem class
down into one that could be thoroughly explored and analyzed:
1. A fixed expansion budget has been provided to the system planner to be allocated toward
DER capital costs.
2. The system planner can alter the states of pre-existing switching equipment to reconfigure
the default network topology.
3. The DSO has acquired inverters with advanced control technologies to enable the islanded
operation of a subset of the medium-voltage network, including the transitions to and from
islanded and grid-connected states.
Thus, the main decision classes of the resulting optimization problem are the following: DER siting
and sizing, network line status, and MVMG boundary assignment.
A major goal and accomplishment for this thesis was to synthesize existing modeling
techniques into a single framework capable of producing a global solution from a commercial
11

solver. The methods included below are thus the end result of a process of finding a set of models
that could be synthesized without introducing irreducible nonconvexities. The main challenge of
this task is rooted in the overlapping levels of binary logic required to model the various planning
decisions, each of which project onto the same set of variables representing system states (e.g.
voltage and current).
For the following discussion, let  L be the set of lines (both opened and closed) for a given
distribution feeder, and  B be the set of all buses within that feeder, where N B =| B | and
N L =|  L | . The set of all reference buses (the substation bus and any MG reference buses) is

represented by  ref . Buses are assigned to one area from the set of desired areas  A , where
N A =|  A | . The set of all generators in the system is denoted G , and this includes power from

the substation; G (i) is the set of generators at bus i. In the sections that follow, assume i   B ,
l   L , and a   A unless otherwise stated in the equation.

2.2 Optimal Power Flow Model
T 

min    Cig Pi ,gt +  Cished Pi ,shed

t
t =1  i B , gG
i B

s.t.

Pi ,injt =
Qiinj,t =

Pi ,injt +



d
Pi ,gt − ( Pi ,Dt − Pi ,she
)
t

(2.2)



d
Qig,t − ( QiD,t − Qishe
)
,t

(2.3)

gG ( i )

gG ( i )

(P



j ( i )

(2.1)

f
ij ,t

− Iij2,t rij ) −
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j ( i )

f
ji ,t

=0

(2.4)

Qiinj,t +

(Q



f
ij ,t

j ( i )

− Iij2,t X ij ) −

Q



j ( i )

f
ji ,t

=0

V j2,t = Vi ,2t − 2 ( rij Pijf,t + xij Qijf,t ) + ( rij2 + xij2 ) I ij2,t ,
i  fb, j  tb

Vi  Vi ,t  Vi

( P ) + (Q )
f
l ,t

2

f 2
l ,t

= I l2Vl 2

(2.5)

(2.6)

(2.7)
(2.8)

Eq. (2.1) – (2.8) describe a basic optimal power flow (OPF) model using the DistFlow
method [43], which was originally introduced for radial network reconfiguration applications to
model power flow with network losses in a computationally efficient manner. The objective (2.1)
is to minimize operation costs consisting of the generation and load shed costs, which are
approximated with fixed, first-order cost parameters 𝐶. Eq. (2.2) and (2.3) define the dependent
injection variables that are used in the power flow constraints. Eq. (2.4) and (2.5) describe the
nodal power balance, where  (i ) and  (i ) are the upstream parents and downstream children of
bus i, respectively; (2.6) relates electrically adjacent bus voltages through a voltage drop
expression; (2.7) constrains the voltage to ensure stability and to minimize stress on the system
components; lastly, (2.8) defines the relationship between real and reactive power, current, and
voltage – all of which are decision variables in the optimization problem. Note that (2.8) is a
nonlinear, nonconvex relationship that will be handled later in the problem reformulation.

2.3 Linear Approximation of Thermal Limits

( P ) + (Q )  ( S )
f 2
ij ,t

f 2
ij ,t

max 2
ij
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, i  fb, j  tb

(2.9)

Eq. (2.9) describes the thermal limits of a distribution line in terms of apparent power,
represented by the interior of the blue circle in the complex plane of Figure 3. Although it is
possible to convert this constraint into a second-order cone constraint, a linear approximation is
commonly used in power system modeling that reduces problem complexity with minimal error.
Based on the insight that a line flow’s real component will almost always be greater than its
reactive component in practice, the new feasible region is reduced to the orange shaded area. This
area can be approximated by a set of linear inequality constraints, shown in (2.10) – (2.12). This
thesis follows convention in the literature (e.g. [23]) by using three lines per flow direction, but
more lines can be added to fine tune the tradeoffs between solving time and model accuracy, as
explored in [44].

−2Sijmax  3Pijf,t + Qijf,t  2Sijmax

(2.10)

−Sijmax  Pijf,t  Sijmax

(2.11)

−2Sijmax  3Pijf,t − Qijf,t  2Sijmax ,
i  fb, j  tb

(2.12)

2.4 Budget-Constrained DER Siting and Sizing
ui CT CT  Pi CT  ui CT CT , i   B å

(2.13)

ui PV  PV  Pi PV  ui PV  PV , i   B å

(2.14)

ui ES  ES  Pi ES  ui ES  ES , i   B å

(2.15)

EiES = h  Pi ES , i   B å

(2.16)
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Qijf,t

Sijmax

max 1 max 
 3Sij , Sij 
2



45

30

Pijf,t

Figure 3: Three-constraint approach to linearize thermal line limits.
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 C

gG iBå

g

i

Pi g  C budget

(2.17)

This thesis considers CT, PV, and ES as potential DERs to be sited within the distribution
system at pre-selected candidate buses B å  B . Eq. (2.13) – (2.15) model the siting decision
with binary variables u: if a DER is not selected for bus i, then the installed rating Pi for that
resource is constrained to zero; otherwise, the rating is constrained to be within a continuous range
of realistic size ratings defined by the Γ parameters. For simplicity, we assume a fixed value h for
the endurance of all ES, i.e., how many hours the battery can sustain its rated power; this
relationship is defined by (2.16). Lastly, according to (2.17), the total capital costs (modeled with
$/kW unit costs) for all planned installments cannot exceed the given budget.

2.5 Energy Storage Modeling
SOCmin  E ES  Ei ,t ES  SOCmax  E ES , i Bå

(2.18)

ES
ch
−1 dis
EiES
,t +1 = Ei ,t + ch Pi ,t −dis Pi ,t , i B å

(2.19)

ES
ch
−1
dis
EiES
,1 = Ei ,T + ch Pi ,t −dis Pi ,t , i B å

(2.20)

0  Pi ,t ch  Pi ES

(2.21)

0  Pi ,t dis  Pi ES

(2.22)

Eq. (2.18) – (2.22) model the operation of a general energy storage device or system over
a continuous time period modeled by discrete decision times t = 1T (assumed to be hours here).
Eq. (2.18) limits the state of charge (SOC) to be within a certain range to promote longevity of the
ES. Eq. (2.19) connects the ES’s stored energy for the next hour with its current energy level and
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its grid-side charging and discharging power Pi ,cht / dis ; losses are modeled with constant charging
and discharging efficiencies, denoted  ch and  dis , respectively. Note that EtES refers to the
amount of energy stored in the ES at time the beginning of hour 𝑡; hence, Eq. (2.20) is written as
such and not as E1ES = ETES , as is seen often in the literature. Lastly, Eq. (2.21) and (2.22) limit the
grid-side power injection of the ES to its rated power. Note that there is no explicit constraint to
dictate that the battery2 cannot charge and discharge simultaneously. However, this is not
necessary, since the non-unity charging and discharging efficiencies guarantee that such a decision
would be economically inefficient and therefore suboptimal in the optimization problem.

2.6 Network Reconfiguration and Power System Splitting
This subsection presents an approach adapted from [45] that enables power system splitting
via one-time network reconfiguration into N A radial subnetworks, denoted “areas.” It is assumed
that a subset of lines  L å   L are capable of switching; the other lines are fixed as active in the
network. For ease of notation, each line l in the network can be described with a “from” bus f (l )
and “to” bus t (l ) such that f (l ), t (l )  B , l  L ; note that a negative real power flow across
any line means that the “to” bus is actually upstream of the “from” bus.

x

i ,a

= 1, i  B , xi ,a  0,1

(2.23)

a

xref ,: = I N A

(2.24)

In this work “ES” and “battery” will be used interchangeably, since the ES is assumed to be a Lithium-ion
battery for unit cost estimations.
2
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y

l

= N B − N A , yl  0,1

(2.25)

l

Eq. (2.23) describes the fact that each bus can only be assigned to one area, and (2.24)
assigns all reference buses to a distinct area using an identity matrix of size 𝑁𝐴 . Here the binary
variable xi ,a denotes whether bus i belongs to area a. Radiality in the multi-area network is
described by (2.25), which is equivalent to constraining the number of lines in each area to be
equal to the number of buses in each area minus one [46]. The binary variable yl represents the
status (open/closed) of line l. Intuitively for a power system splitting problem, any lines connecting
buses in two different areas should be open; this rule can be expressed using a product of binaries
over x. In order to reformulate this logic linearly, an auxiliary binary variable z is introduced below:
zl ,a  x f (l ),a

(2.26)

zl ,a  xt ( l ), a

(2.27)

zl ,a  x f (l ),a + xt ( l ), a

(2.28)

yl   zl ,a

(2.29)

a

Thus, (2.26) – (2.29) are a mixed-integer linear model of feasible line switching states.
Essentially, zl , a is 1 if line l belongs internally to area a, i.e., if its “from” and “to” buses belong
to the same area. Otherwise, the summed expression in (2.29) is equal to zero, and thus the line
status is open. Note that (2.29) uses an inequality rather than an equality because there may be
more lines than the radiality constraint allows, in which case additional lines internal to an area
must be opened.
The radiality constraints presented above, in essence, define the number of lines that should
be opened in the system and assign each bus to an area, but it does not explicitly constrain the
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solution to be electrically connected within those areas. Thus, there must also be a way to enforce
connectivity in each subnetwork to ensure that there exists an electrical path between any two
buses assigned to the same area. Methods including spanning tree [21] and single commodity flow
(SCF) [47] have been developed for this very purpose. SCF was chosen for this thesis because it
introduces no additional integer variables to the optimization problem, whereas the spanning tree
approach would introduce | B å | integer variables [48]. In short, SCF uses a lossless version of a
given network topology, where all the reference nodes act as a source to satisfy all non-reference
nodes acting as sinks, each of which draw a single unit (i.e. “commodity”) from the system. In this
way, only a connected network can satisfy this set of constraints; otherwise, there would exist an
island without an upstream source node. The method is delineated below:

Fi inj  1, i ref

(2.30)

Fi inj = −1, i ref

(2.31)




j ( i )

Fijf −




k ( i )

Fkif = Fi inj

− M1 yl  Fl  M1 yl

(2.32)
(2.33)

Eq. (2.30) and (2.31) assign all buses as either “sources” or “sinks” in the network
according to their reference status. Note that, since any feasible solution to this set of constraints
must be an integer, then all new variables introduced in this section can be modeled continuously.
The commodity flow is described by (2.32), which is an expression of nodal balance. Lastly, (2.33)
relates the SCF to the NR variables by restricting the flow to zero on any opened line, where M1
is a large constant that effectively removes the constraint for lines that are closed.
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2.7 Probability-based Weighting
In general, DSP seeks to determine the best planning decisions to prepare a system for
future states. A common approach to model future states in an optimization framework is to select
a characteristic set of time intervals (hours for this discussion) that includes a variety of load,
weather, and price scenarios. However, in the spirit of finding an economically efficient solution,
the question should be raised as to whether each hour should contribute equally to the cost function.
If the dataset includes a particularly rare anomaly, for example, it could be argued that an estimate
of the long-term operational cost of the system should consider the cost of this hour to a lesser
degree than that of other hours, since the risk of such an occurrence is low in comparison.
This thesis incorporates the preceding rationale by assigning a probability-based weight
within the objective function to each hour of the dataset. This weight is determined using the
cumulative probabilities (i.e. 𝑃(𝑋 ≥ 𝑥)) of the occurrence of a particular day (24-hour period),
relative to a historical dataset, for the following three categories:
1. Severity of load (total system real power demand)
2. Severity of price (locational marginal price (LMP) from the transmission network)
3. Severity of weather (cloudiness/darkness indicated by available PV capacity).
In this way, historical days that are less severe and therefore more typical receive a larger weight
in the objective function and thus have more influence on the planning decision. After the weights
have been calculated, they can be normalized to provide a more meaningful metric, though it does
not affect the optimal solution.
The code written to generate the probabilistic weights is summarized in Algorithm 2.1
below. Note that the probabilities calculated are for each day as a whole, since the ES operational
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constraints contain time dependencies on a daily resolution. The daily probabilities can then be
projected onto each hour of that day during optimization.

Algorithm 2.1
1: Select a set of characteristic days Ω𝐷𝑎𝑦𝑠 = {𝑑|𝑑 ∈ [1, 365]};
2: Select a data sample 𝑆 ⊂ Ω𝐷𝑎𝑦𝑠 ;
3: Reshape the historical datasets 𝐿𝑀𝑃, 𝑘 𝑃𝑉 , and 𝑃𝐷 into 24-h periods such that
𝐿𝑀𝑃(𝑑) gives the 24 hourly prices for day 𝑑, and so on;
4: For s in S do
5:
𝜆𝐿𝑀𝑃 ← max 𝐿𝑀𝑃(𝑠);
6:
𝜆𝑃𝑉 ← ∑𝑘 𝑃𝑉 (𝑠);
7:
𝜆𝐷 ← ∑𝑃𝐷 (𝑠);
8:
𝑋 ← {𝑑 | max 𝐿𝑀𝑃(𝑑) ≥ 𝜆𝐿𝑀𝑃 and ∑𝑘 𝑃𝑉 (𝑑) ≤ 𝜆𝑃𝑉 and ∑𝑃𝐷 (𝑑) ≥ 𝜆𝐷 };
9:
𝜔(𝑠) = |𝑋|;
10: End for
11: 𝜔 = 𝜔 / ∑ 𝜔;
12: Return 𝜔
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CHAPTER 3
PROPOSED DISTRIBUTION PLANNING FRAMEWORK

3.1 MISOCP Multi-Area System Planning Model
T


min  t   Cig Pi ,gt +  Cished Pi ,shed

t
t =1
i B
iB , gG

s.t.

(3.1)

(2.2), (2.3), (2.10) – (2.33)

Pi ,injt +

Qiinj,t +

(P



f
ij ,t

j ( i )

(Q



j ( i )

f
ij ,t

− wij ,t rij ) −

P



j ( i )

− wij ,t X ij ) −

f
ji ,t

Q



j ( i )

=0

f
ji ,t

(3.2)

=0

(3.3)

Vi 2  vi ,t  Vi 2

(3.4)

(3.5)

− M 2 (1 − yij )  −v j ,t + vi ,t − 2 ( rij Pijf,t + xij Qijf,t ) + ( rij2 + xij2 ) wij ,t  M 2 (1 − yij ) ,
i  fb, j  tb

(3.6)

−M 3  yl  Pl ,ft  M 3  yl

(3.7)

−M 3  yl  Ql f,t  M 3  yl

(3.8)

− M 4  yl  wl ,t  M 4  yl

(3.9)

CT
Pi CT  Pi ,CT
, i B å
t  Pi
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(3.10)

PV PV
0  Pi ,PV
, i Bå
t  kt Pi

(3.11)

CT
CT
− CT  Pi ,CT
 Pi ,CT
t  Qi ,t  
t , i B å

(3.12)

PV
PV
− PV  Pi ,PV
 Pi ,PV
t  Qi ,t  
t , i B å

(3.13)

0  Pi ,shed
  Pi ,Dt ,   0,1
t

(3.14)

Qished
=  pq Pi ,shed
,t
t

(3.15)

Eq. (3.1) and the proceeding constraints represent the full MISOCP model that constitutes
the first stage of the planning framework, and will be referred to hereafter as Model (3.1). The
objective function (3.1) incorporates the probability-based weighting method described in Section
2.7. The nonconvex portion of the DistFlow method has been convexified in (3.2) – (3.9), as
originally proposed in [20]. Notably, the square of the voltages and currents have been replaced
with new variables v and w, respectively. The P-Q-I-V relationship in (2.8) is first relaxed into an
inequality and then transformed into a second-order cone (SOC) constraint, as described in [23]
Appendix A. Eq. (3.7) – (3.9) constrain the flow to zero for any opened line; here the Big-M
constants (also in (3.6)) preserve linearity while effectively removing the constraint if the line
status is set to closed. Eq. (3.10) and (3.11) define generation limits for the CTs and PVs,
respectively (power from the substation is unconstrained). Power factor constraints are linearly
approximated in (3.12) and (3.13) with the parameter  , which is related to power factor (PF) by

 = tan ( cos −1 PF ) . Finally, (3.14) and (3.15) ensure that load shedding at bus i cannot exceed a
set percentage of local demand, and  pq is implemented to keep the PFs of the nodal demands and
load shedding equal.
In short, the solution to Model (3.1) is a set of N A electrically separated areas optimized
for least-cost operation of the collective set. A microgrid, then, is modeled as any area without a
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substation bus. This stage of the proposed planning framework optimizes all planning decision
variables.

3.2 Post-Planning Optimization of Microgrid Islanding
min (3.1)

(3.16)

s.t.
(2.2), (2.3), (2.10) – (2.33)
(3.2) – (3.5), (3.10) – (3.15)

Yl isl
,t = 0, l  PCC , t Isl

(

)

− M 2 (1 − yij ) + Y:,islt  −v j ,t + vi ,t − 2 ( rij Pijf,t + xij Qijf,t ) + ( rij2 + xij2 ) wij ,t

(

)

 M 2 (1 − yij ) + Y:,ist l , i  fb, j  tb

(3.17)

(3.18)

− M 3  ( yl − Y:,islt )  Pl ,ft  M 3  ( yl − Y:,islt )

(3.19)

− M 3  ( yl − Y:,islt )  Ql f,t  M 3  ( yl − Y:,islt )

(3.20)

− M 4  ( yl − Y:,islt )  wl ,t  M 4  ( yl − Y:,ist l )

(3.21)

In general, it is more economical for MGs that exist in the context of a grid system to
operate in grid-connected mode under normal conditions. For this reason, after the MG boundaries
are established through the optimization of Model (3.1), a modification of the MISOCP
formulation can be solved that reconnects the MGs at their PCCs and models the ability to switch
between grid-connected and islanded mode. The system costs obtained from this second
optimization provides a more realistic estimate of the long-term operational costs of MG
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investments. Moreover, the utilization of a grid-forming inverter within an MG is hypothesized to
have the potential to return the MG buses to a safe operating zone when the upstream grid is in a
high-stress state (e.g. when high load drives down voltages at the fringes of the grid where the MG
resides).
For these reasons, a new binary matrix Y Isl is introduced to model the islanding decision,
where Yl ,Islt = 1 indicates that a PCC connection at line l will disconnect to form an island at time t.
(Note that the matrix representation is mainly for visual clarity, and only a small subset of binaries
within this data structure are represented as independent decision variables after the model
reduction process of a commercial solver.) In this way, let  PCC   L be the set of lines in the
network that are assigned as PCC connections after solving Model (3.1), and let  Isl be the set of
hours for which islanding is to be considered. Thus, (3.17) removes any elements of Y isl as free
decision variables that are not associated with a PCC line during an hour of consideration.
Eq. (3.16) is the same objective function as the previous section, but the planning decision
variables— P g , x, y, z —are now fixed as constants. Eq. (3.18) – (3.21) add the islanding decision
to (3.6) – (3.9), with changes highlighted in blue. Eq. (3.16) and the proceeding constraints will be
referred to hereafter as Model (3.16).

3.3 Two-Stage Framework for Optimal Microgrid Planning and Operation
This section provides the complete framework proposed in this thesis to model utility
investment in microgrids within a system planning context. The process begins by translating a
physical system into the appropriate data structures:  B ,  L , etc., and populating all parameters

25

and constants. From this point onward, Figure 4 outlines the step-by-step process developed that
incorporates Models (3.1) and (3.16). The assigned reference buses are the “root” of each electrical
area that are formed in the first optimization. After solving Model (3.1), the planner can determine
which hours, if not all, to optimize the islanding decision through  Isl . Since the topology might
allow multiple paths for grid reconnection, the algorithm includes an iterative process to determine
the optimal set PCC from all possible sets *PCC . The best solution of Model (3.16) contains the
optimal planned system with operational costs that reflect the MG interactions with the upstream
network.
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Model (3.16)

Update best solution
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Figure 4: Algorithm schematic for the two-stage optimization framework.
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Historical data

CHAPTER 4
APPLICATIONS AND DISCUSSION

4.1 Test System Description
The 12.66 kV IEEE 33-Bus Feeder was first introduced by [43] to showcase the value of
network reconfiguration in distribution systems for reducing losses. Figure 5 shows this system,
where node 1 represents the substation bus. The line parameters are unaltered in the following
studies, but the load throughout the system is scaled by a constant to model the projected degree
of maximum load growth within the planning period. The original system load is 3.75 MW + j2.3
MVar. See the Appendix for a complete list of specifications for the feeder.
The case studies below employ two realistic simplifications to Model (3.1) that increase
solver efficiency. First, a subset of all feeder nodes (see  Bå from Section 2.4) is made available
to the solver for DER siting, with selected locations based on the intuition that the fringes of the
feeder will have lower voltages that are more resilient to times of DER overproduction. Second, a
subset of all feeder lines (see  Lå from Section 2.6) is made available for network reconfiguration;
this modeling decision dramatically reduces solver time3 and also reflects the practicality that
many lines within a feeder may not have been installed with hardware for reconfiguration. Figure
6 shows the bus and lines selected as planning variables for the following case study. In practice,
this method of subset selection would be the responsibility of the distribution planner, who knows
the physical system being planned and can make informed decisions that will produce a solution
tailored to the characteristics of the feeder.

3

The line-based binaries are tightly coupled with other variables in the constraints (particularly voltages and
line flows, see Eq. (3.6)–(3.9)), which tends to make branch-and-bound algorithms slow to arrive at the global solution.
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Figure 6: Selection of reconfigurable lines and DER-eligible buses for the IEEE 33-Bus Feeder
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4.2 Historical Data Acquisition
As is customary in DSP problems, this thesis employs historical data to generate forecasted
profiles of the system load, PV generation capacity, and the LMP at the substation bus. Historical
data was extracted through PJM’s public archives for the 2019 calendar year using PJM’s Data
Miner 2 [49]. The time series arrays of PV production and load were normalized so that the profiles
could be scaled by the ratings of the PV units and the projected nominal load growth, respectively.
For the case studies described below, the first stage of the planning framework is solved
over a set of characteristic days chosen to represent the variation of load shapes, PV capacity
curves, and energy prices. This convention highlights the tradeoff between dataset size and power
flow model accuracy common to all DSP problems. In this case, a larger dataset is foregone in
order to model the intricacies that network reconfiguration decisions have on voltage profiles and
line losses within an AC power flow representation.
Analogous to machine learning applications, “overfitting” an optimal solution on a small
batch of characteristic data could result in poor performance on new scenarios that are not well
represented by the original dataset. For this reason, we introduce another, larger dataset that the
first-stage solution is tested on in the second stage to establish a more robust evaluation of
performance of the planned system. To be clear, a larger dataset can be incorporated into the
second-stage optimization because all binary planning decisions are already optimized in the first
stage, so more data can be handled with reasonable solve times. Moreover, the testing dataset can
comprise entirely different historical data than the planning dataset because the decisions being
optimized are specific to the hour, i.e. economic dispatch and MG operating mode.
Figure 7 displays the load, price, and solar data used for the two stages of the optimization
framework. The planning data consists of two typical winter days, two shoulder season days, and
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one summer peak day. The testing data comprises four 7-day periods, one for each season, that are
meant to capture weekly load patterns as well as give more variety to nodal prices and weather
conditions. Note that the first 7-day period includes a winter freeze phenomenon that resulted in
very high prices (up to $645.80/MWh) as load surged rapidly in response; this data is meant to test
the resilience of the planned systems against future weather uncertainty.

4.3Simulation Environment
The code for the proposed planning framework was written and executed in MATLAB
2019a. YALMIP was integrated to build the constraints and objective function of each subproblem
within MATLAB. The optimization models themselves were solved using commercial solvers
obtained through academic licenses. Based on best performance, IBM ILOG CPLEX version 12.9
was implemented to solve Model (3.1), and Gurobi version 9.1.1 was used to solve Model (3.16).
An Amazon AWS instance was granted to the author of this thesis via Newton Energy
Group (NEG) to run the simulations presented below. The assigned machine was part of a
Windows Server 2016 Datacenter running a 64-bit OS with an Intel® Xeon® Platinum 8275CL
CPU @ 3.0 GHz and 16 GB RAM.

4.4Case Study I: Method Comparison
Experimental Setup
In the first application, a scenario is proposed where a distribution planner wishes to
upgrade an existing system for future load growth on a fixed budget, which could represent the
32

(a)

(b)
Figure 7: Load, prices, and PV output profiles (a) for optimizing (first stage) and (b) for testing (second
stage)
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cost of a traditional wires-based expansion solution. The focus of experimentation was on a twoarea solution (such that one microgrid was planned) and was tested against a baseline method,
which only optimizes DER siting and sizing. A one-area optimization was also incorporated for
testing as a trivial case of Model (3.1), which essentially adds network reconfiguration to the
baseline method. These distinctions are summarized in Table 1.
Before proceeding, it should be noted here that the two-area method is not the same
optimization problem as the baseline and one-area methods with added degrees of freedom. If this
were the case, then the two-area solution would always be trivially more optimal in comparison to
the other two (in which case in-depth analysis would have limited value). Instead, the two-area
method incorporates the full two-stage optimization framework summarized in Figure 4, whereas
the baseline and one-area methods solve Model (3.1) only, since there is no microgrid present to
optimize further. Thus, the proceeding analysis evaluates the entire model for MG investment.
Also note, however, that the one-area method will always be more optimal than the baseline
method because the fixed topology of the baseline method represents one of many feasible
topology choices for the one-area method.
To begin the optimization process, the planner selects candidate buses and lines as shown
previously in Figure 6. The planner also sets the values of optimization parameters based on
knowledge about the physical system, its limitations, and projected load growth over the planning
period. In lieu of this knowledge, salient parameters have been set as constant over the following
simulations and are listed in Table 2, based on public data and convention in the literature. For
simplicity, line flow limits and allowable voltage ranges were held constant over all lines and all
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Table 1: Optimization method functionality comparison

Method Name

DER Siting & Sizing

Line Reconfiguration

Baseline

✓

One-Area

✓

✓

Two-Area

✓

✓
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Microgrid Siting

✓

Table 2: Parameters for the distribution planning problem

Parameter

Value

Load Scaler

Symbol
---

Reference buses

 Ref

1, 17

Budget
CT Installment Cost

C

Source

1.5

budget

$ 4M

CT
i

$ 1,150 / kW

[1]

PV
i

$ 850 / kW

[2]

C

PV Installment Cost

C

ES Installment Cost

CiES

$ 280 / kWh

[3]

CT Operational Cost

CiCT

$ 41 / MWh

[1]

PV Operational Cost

PV
i

$ 0 / MWh

ES
i

$ 0 / Mwh

ES Operational Cost

C

C

ES
i

ES Capacity

E

Charge/discharge efficiency

 ,

Allowable SOC

ch

4-hour
dis

SOCmin
SOCmax

0.9, 0.9
[0.4, 1.0]

CT minimum installment

CT

25 kW

PV minimum installment

 PV

50 kW

ES minimum installment



ES

50 kW

max
ij

5 MVA

Line capacity

S

Allowable voltage

Vi , Vi

[0.9, 1.05]

PF limit for CT and PV

 CT , PV


±0.85

Max load shed ratio
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0.6

[3]

buses, respectively, but the design of the optimization problem does allow for bus-specific and
line-specific limits.
Before analyzing the solutions, we begin with a base-case run to determine how the feeder
would perform if no planning decisions were made. These results were obtained by running a full
one-area optimization with the following modifications: the budget was set to zero; the voltage
and line flow constraints were relaxed to large numbers; and the line status was constrained to
match the original topology. Looking at Figure 8, the voltage profile of the unplanned system is
above the 0.95 p.u. constraint most of the time. From this information the planner could conclude
that the forecasted load growth is not large enough to cause a steady-state voltage stability concern
after distributed generation is added. The line flows, however, surpass the rated limit for a
significant amount of time that necessitates capital investment in the system. Specifically, Lines 1
and 2 exceed the flow limit about 22.5% and 15% of testing hours, respectively. For this reason,
it is clear that a capacity expansion or deferment plan is needed to ensure reliable operation of the
feeder for the forecasted horizon. Any solution presented hereafter will satisfy these limits over all
hours because the framework incorporates them as explicit inequality constraints.

Results Analysis
We begin analysis by visualizing the optimal topologies for the one-area and two-area
solutions (the baseline solution shares the same topology as Figure 5). As shown in Figure 9, the
one-area solution opened lines 9, 14, 27, and 32 to be replaced with tie lines 34 through 37. Given
that these tie lines have comparatively higher impedances, the fact that many of them are found in
the optimal solution is quite unintuitive; however, it is important to remember that line losses are
proportional to the impedance and the square of the current. Thus, using higher-impedance lines

37

Figure 8: Voltages and line flows (min, mean, max) of the unplanned feeder over the testing data
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Figure 9: Optimal topologies for (a) one-area and (b) two-area cases; DER icon sizes indicate salient
differences.
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to achieve a more even distribution of line currents will result in lower line losses. Moving to the
two-area method, this solution selected buses 13–18 and 33 to form the island in the first stage,
and tie line 35 was chosen in the second stage to act as the PCC. Note that three lines could have
been selected as the PCC (12, 32, and 35), but 35 was optimal primarily because this connection
most evenly distributes load across the branches and brings the islandable buses closest to the root
node in terms of network distance. Interestingly, the optimal topology of the two-area solution
effectively reduced the number of branches coming off of the primary feeder (from 3 to 2).
With respect to DER siting, all three solutions used every node made available to it for
siting at least one type of resource, and no one resource was sited at its max allowed rating at any
of these nodes. This observation suggests that there is value in the modularity of DERs as opposed
to a large generation unit at a single point in the network. Another interesting observation is that
the largest ES installment for the two-area case was outside of the MG. Since this area receives a
time varying LMP signal, the ES at bus 10 is able to add value to the system via energy arbitrage
(charging during low prices and discharging during high prices). In contrast, the batteries within
the MG were likely sited to help even out the intermittency of PV.
Figure 10 shows the optimal resource procurement mix for the three methods. Since PV is
the cheapest DER in terms of unit cost, the baseline and one-area solutions were able to site more
capacity than the two-area solution with the same budget. Since the DER locations and capacities
are determined in the first stage of optimization, the island must meet load over all characteristic
hours without being electrically connected to the substation. For this reason, CTs are sited within
the island buses to provide a consistent foundation of generating capacity that can be tapped into
when solar resources are insufficient. Since CT is the only DER implemented in this thesis that
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Installed Capacity

5
4.5
4
3.5
3
2.5
2
1.5
1
0.5
0

0.849

0.868

0.397

2.045
3.587

3.563
1.588

Baseline
CT (MW)

One-area
PV (MW)

Two-area
ES (MWh)

Figure 10: Planned resource mix of the three solutions
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has a cost term present in the objective function, it can be concluded that siting more storage within
the island instead of CTs was probably infeasible due to its high unit cost under a fixed budget.
Next, voltage profiles were analyzed for each planned system over the testing data in order
to gain insight on the effects of network reconfiguration with and without island selection. As all
three solutions were given the same budget and same candidate buses for DER siting and sizing,
the differences below reflect the effect of topology changes on voltage profiles, which in turn
provide insights into the system in two main ways. First, the magnitude of voltage drop across a
line is proportional to the magnitude of line losses (recall that (2.6) describes voltage drop in terms
of line impedance and flow). Second, the magnitude of voltage drop along a feeder indicates to
what degree the system can maintain steady-state voltages to avoid a potential collapse. Two
figures are presented for this reason. Figure 11 displays the magnitude of voltage drop by plotting
its cumulative sum over the lines of the system, sorted by descending voltage drop for visual
clarity. Figure 12 shows voltage profiles across system nodes ordered by nominal bus number and
also by a sorted order from greatest to lowest mean voltage.
Comparing the one-area solution with the baseline solution in Figure 12, it is clear that
network reconfiguration results in less voltage drop between adjacent nodes and thus a tighter
voltage profile along the edges of the feeder. Note that this tendency for network reconfiguration
to benefit system voltages is not specifically prescribed in the objective function but rather is a
result of using appropriate cost metrics to drive operational objectives. In this case, selecting a
topology that minimized line losses meant that less energy was dissipated and therefore less energy
was required to be purchased.
Turning to the two-area solution, we find that the voltage profile is comparable to that of
the baseline and lower on average to that of the one-area method, as displayed in Figure 12. The
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Figure 11: Comparison of cumulative voltage drop (average for each line) across the nodes of the test system.

43

Figure 12: Nodal voltage statistics (min, mean, max) of the optimal solutions over the testing data
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network configurations from Figure 9 provide helpful insight to explain this observation. The onearea solution essentially results in a 3-branch topology whereas the two-area solution results in a
2-branch topology. Hence, the length of each branch is longer for the two-area solution in gridconnected mode, so there is a wider voltage range across each branch. Figure 11 indicates that the
two-area solution had the highest total voltage drop across the system, on average. The reason for
this is a result of the multi-stage process required for convex islanding optimization. Although
network reconfiguration was modeled in the same way for both the one-area and two-area methods,
the addition of the power system splitting component within the two-area method required any
feasible topology to include an electrically separated microgrid. Thus, the economic drivers that
influence topology selection were also separated between the two areas without consideration of a
grid-connected state. During the testing stage when the microgrid could reconnect to the rest of
the system, the feeder branch that received the microgrid buses grew in length and thus was prone
to lower voltages.
As a whole, it can be concluded that the optimality for the two-area method in this case
study tends toward a utilization of the entire allowable voltage range. Evidently, the increased
voltage drop across the system of the optimal state presented here allows for other opportunities
to lower costs, most likely related to the positioning of the sited DERs in relation to the rest of the
network.
Lastly, the overall annualized system costs were calculated based on the total generation
by resource type and load shedding, and are summarized in Table 3. Two metrics are provided in
the table that measure performance in different ways. The “weighted production cost” is calculated
by determining the probability-weighted average hourly cost over the testing data (as described in
Section 2.7), and then performing a scaled sum to obtain a yearly estimate. This quantity essentially
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Table 3: Annualized cost comparison of the three solutions

Method

Weighted Production Cost

Raw Production Cost

Baseline

$

680,130

$

976,820

One-Area

$

615,760

$

880,530

Two-Area

$

623,440

$

777,960
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provides an estimate of future system costs assuming that the total historical dataset provides a
good representation of future states. In contrast, the “raw production cost” does not include
probability weighting and is simply an annualization of the production cost over the testing data.
The raw cost indicates performance on the testing data itself, and note that this could be a better
planning metric if historical data is concluded to be a poor representation of future data, e.g. as
climate change continues to increase the frequency of severe weather events. Both costs include
the cost of load shedding in the calculation of average hourly cost.

Discussion
Looking at the results, the one-area solution is the most economical in terms of weighted
production costs, and the two-area solution fares the best over the testing data. The distinction is
mainly a result of the sited resource mix. The one-area solution sited more renewable generation
capacity, which offset power purchase costs from the transmission network under normal operating
conditions. The two-area solution, however, sited more fuel-based generation capacity, which
provided more resiliency against load shedding and protected against high transmission prices
when renewables were unavailable. Truly, there can be no clear “winner” when considering the
tradeoff between robustness and economic efficiency. As with any form of insurance, there is a
cost associated with protecting against risk; determining whether this cost is worth paying depends
on the likelihood and magnitude of the perceived risk. In this application, the distribution system
planner would be tasked with determining which metric from Table 3 more adequately aligns with
characteristics of that particular system.
In order to dive deeper into the overall cost, the cumulative raw cost was plotted in Figure
13 to highlight the hours which have the largest influence on the total cost. Based on the shape of
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Figure 13: Cumulative raw cost and load shedding measured over the testing data
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the curves, it is clear that a few short hours of extreme conditions can be as costly for a power
system as a week or more of normal conditions. In this case study, both high load and high prices
occur at the end of day 4 after the sun had gone down. Since the voltage constraints were not active
across the testing data, it follows that the flow limit going out from the substation bus had reached
its limit and required load shedding to maintain safe operation. The two-area solution saved a
significant amount of load shedding costs during these hours because it was the only solution to
site CTs, which engaged to prevent load shedding. The only other notable period of load shedding
occurred within the baseline solution during the high load trends of the representative summer
week. The optimal reconfigurations of the non-baseline methods resulted in the avoidance of
significant load shedding during these high-load hours.
The shape of the cumulative cost metrics following the extreme conditions of days 4 and 5
were largely equivalent. It was expected that the two-area solution would form its island during
high-price hours (e.g. the spike on day 21) that would result in a noticeable reduction of costs.
Upon closer analysis of the output, however, it was revealed that the two-area solution did not
engage its island for any hour of the testing simulation. Analysis was conducted to investigate why
islanding was a suboptimal choice across the testing data; these conclusions will be discussed in
the following case study.

4.5 Case Study II: Analysis of Islanding Operation
Experimental Setup
In order to isolate and analyze the processes that define the economics of islanding, a
second case study is presented that simplifies some of the modeling techniques of Case Study I.
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Most notably, ES was removed as a decision variable to eliminate any temporally coupled
constraints that would otherwise influence the decision to island. To illustrate the reasoning behind
this decision, consider how the optimal power injection of any resource for Model (3.1), aside
from direct generation limits, is mainly dependent on the load, price, and irradiance conditions for
that hour only, since temporal constraints such as ramping limits are not considered in this thesis.
In contrast, the optimal SOC of any sited ES for some hour is dependent on the SOCs of all other
hours in that 24-hour period due to constraints (2.19) and (2.20). For this reason, the decision to
island for a particular hour of the day could make feasible another SOC profile that is more
economical. Thus, ES was removed for Case Study II because this incentive for islanding is more
closely related to the interactions of distinct modeling techniques than to the physical effects of
islanding that the proposed framework is modeling.
Aside from the removal of ES, all other changes from the parameters shown in Table 2
were made to isolate the conditions where islanding was hypothesized to provide system benefit,
as mentioned in Section 3.2. These changes are as follows:
•

the line flow constraint was removed to eliminate this type of load shedding;

•

the budget was reduced to shift more of the generation to the root node, thereby increasing
voltage drop;

•

the load scaler was increased when testing for higher line losses, and thus larger voltage
drop.

The full list of parameters for Case Study II is shown in Table 4, with changes highlighted in blue.
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Results Analysis
As with the previous case study, the parameters listed in Table 4 were fed into the algorithm
summarized in Figure 4 to obtain the optimal two-area solution. Figure 14 presents the optimal
siting decisions and network configuration of the two-area solution. The result is largely similar to
the previous study but with two notable distinctions. First, bus 33 was not assigned to the island
during the two-area optimization. Second, the PCC line has shifted to line 36. The optimal
investment mix of the network totaled to a nameplate value of about 3.23 MW, as shown in Figure
15; thus, the budget reduction and removal of ES resulted in 800 kW of reduced DER capacity.
The two-area solution of Case Study II again remained grid-connected across the entire
testing window.
To understand better the reasons for suboptimality of islanding, a close-up view of the
modeled system is presented for two hours of the testing window. The hour t = 80 is part of the
winter cold snap segment of the testing data; at this time, the sun had set but load and energy price
surged, and a small amount of load shedding was required to maintain operational constraints. In
contrast, the hour t = 122 occurs at the tail end of the extreme conditions, where load had decreased
significantly but LMP was still high enough to justify sustaining the operation of the CTs. Table 5
provides a quantitative comparison of the two hours being analyzed.
Figure 16 presents a visualization of (1) the line flow directions around the PCC line and
(2) the voltage profile starting from the root node and moving in network order to the end of the
branch containing the island. The grey box within the voltage charts indicates the buses shown in
the network diagrams. Starting with t = 80 , all DERs are injecting at their maximum allowable
capacities. The flow directions indicate that all sited DER locations except bus 13 have excess
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Table 4: Parameters for the second case study

Parameter

Symbol

Load Scaler

-- Ref

Reference Buses
Budget

Value
(optimizing → testing)
1.5 → 2.5
1, 17

budget

$ 3.5M

CT Installment Cost

C
CiCT

$ 1,150 / kW

PV Installment Cost

CiPV

$ 850 / kW

ES Installment Cost

ES
i

---

CT
i

$ 41 / MWh

PV
i

$ 0 / MWh

ES
i

---

CT Operational Cost
PV Operational Cost
ES Operational Cost

C
C
C

C

ES
i

ES Capacity

E

Charge/discharge efficiency

 ,

Allowable SOC

ch

--dis

SOCmin
SOCmax

-----

CT minimum installment

CT

25 kW

PV minimum installment



PV

50 kW

ES minimum installment



ES

---

max
ij

---

Line capacity

S

Allowable voltage

Vi , Vi

[0.95, 1.05]

PF limit for CT and PV

 CT , PV


±0.85

Max load shed ratio
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0.6

37

23

24
23

26

25

27
26

24

22

28
27

29
28

30
29

31
30

32
31

33
32

36

25
35

1

2
1

3
2

4
3

5
4

6
5

7
6

8
7

9

10

8

9

11
10

12
11

13
12

14
13

15
14

33

18

34

19

19

20

20

21

21

22

Reference bus

CT

Normally closed

DER bus

PV

Normally open

Island bus

ES

PCC line

Figure 14: Two-area optimal topology for Case Study II.
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16
15

17
16

18
17

5
4.5

Installed Capacity

4

3.5
3
2.5
2
1.5
1

2.494

0.5

0.743

0
Two-area
CT (MW)

PV (MW)

Figure 15: Resource investment mix for the solution of Case Study II.
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Table 5: Comparison of the 80th and 122nd hours of the testing data

𝒕 = 𝟖𝟎

𝒕 = 𝟏𝟐𝟐

$ 108 /MWh

$ 48 /MWh

Generation capacity of MG buses

588 kW

585 kW

Actual generation of MG buses

588 kW

583 kW

Demand of MG buses

900 kW

543 kW

Generation insufficiency

312 kW

---

---

40 kW

8 kW

---

Bus 13

---

LMP

Generation surplus
Load shedding
Load shed location
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30
Network

29

31
30

32
31

Island

13

33
32

14
13

36

15
14

16
15

17
16

18
17

t=122

(a)

(b)

Figure 16: Network flow directions at the end of the feeder, and voltage profile along the feeder for (a)
the 80th hour (b) the 122nd hour.
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local capacity and are injecting power into the medium-voltage network. Line flows are consistent
with the radial topology established by the NR modeling approach. Bus 13—the furthest bus of
this feeder—has a voltage of exactly 0.95 p.u., and thus its voltage constraint is active. Moreover,
this means that load shedding is occurring within the island specifically to maintain voltage
stability. Islanding within this hour would create the opportunity to define a new voltage reference
(through the grid-forming inverter equipped at bus 17) that could circumvent the expensive load
shedding associated with voltage management. However, the total load within the island exceeds
the total generation capacity, so islanding would not actually avoid load shedding in this hour. For
this reason, it is optimal for power to be imported into the island from the rest of the network.
Moving to t = 122 , the relatively low system demand paired with an economic incentive
to generate power from the DERs results in a high voltage profile across the feeder with no active
voltage constraints. The total generation capability of the island for this hour is greater than the
island’s load, and the DERs at all sited buses have satisfied local demand and are injecting net
power into the network. However, these injections are great enough at certain locations to reverse
the direction of power flow upstream. If during this hour islanding were to be enforced, then some
of the load being met by the island’s cheap power would instead be met by drawing more power
from the substation at the more expensive LMP. This of course is a suboptimal choice, so the
optimal choice in this case is for power to be exported from the island to the rest of the network.
Based on these two cases, it seems that the combination of generation capacity, system
load, and LMP affects whether importing or exporting power is optimal for a given hour. To avoid
improper generalization, Figure 17 places the PCC line flows from the 80th and 122nd hour within
the context of the entire testing period. From the figure it is clear that the island mainly imports
power from the upstream network. This result is intuitive since it is less likely—given the full
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Figure 17: Histogram of line flows across the PCC line.
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historical price curve—to obtain an instance where (1) the LMP is high enough to warrant running
the CTs near full capacity and (2) the system load is low enough for the island to be able to export
power. Although t = 80 is the time of highest system load, other hours of larger power export
occur when power from the transmission network is cheap, so the CTs in the island remain idle.
The hours of power export greater than t = 122 occur when more irradiance is available for the
PVs to inject power at higher capacity.

Discussion
Based on the preceding case study, it can be concluded that microgrid islanding within the
modeling framework proposed in this thesis results in one of three effects on the system. First,
islanding allows for a new voltage reference to be formed, which can alleviate load shedding due
to voltage management. Second, islanding can introduce or increase load shedding if done at a
time where generation capacity cannot meet total demand, as with the t = 80 case. Third, and most
interestingly, islanding can increase operational costs during times of net export, as cheaper power
is curtailed and replaced by more expensive power from the connected transmission system, as
with the t = 122 case.
The results of this thesis, then, suggest that microgrid islanding under non-emergency
conditions (i.e. in the absence of one or more faults) does not provide economic benefit in terms
of maximizing social welfare. However, the ability for a microgrid to island remains a powerful
tool for increasing demand-side grid resiliency, and the work of this thesis suggests that this
capability does not need to be directly incorporated into distribution system planning tools, as it
would increase modeling complexity without providing direct or significant economic gains.
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Bidirectional Power Flow in Radial Systems
As previously noted, the analysis of islanding performed in this case study reveals that the
proposed DSP framework allowed for bidirectional power flow, which contributed to the
suboptimality of islanding. Moreover, this conclusion offers broader insights to this field of
research that warrant further discussion. Note that the DistFlow equations in [43] were originally
developed in the context of reconfiguring radial networks for loss reduction and load balancing.
This work considered passive flow, and its solution method involved iterations to solve due to
limitations in computing at the time. In the decades that followed, the literature has adopted the
DistFlow equations as common practice to model AC power flow for radial networks within a
convex optimization framework, even though the systems being modeled have become
increasingly active with the incorporation of various DERs. To the author’s knowledge, the fact
that bidirectional power flow is feasible within such a framework has been neither identified nor
addressed despite many works that include DERs and NR within a radial topology. Bidirectional
flows negate the original intention of radiality in distribution networks, which was to simplify the
calculations of fault current directions and magnitudes for protective device (PD) settings [50].
Thus, solutions proposed by similar optimization frameworks will continue to diverge from the
actual requirements of the systems being modeled as DERs continue to be integrated more and
more into primary and secondary distribution networks.
As a way to move forward in addressing this issue, one could consider adding constraints
that restrict reverse power flow. However, for DSP frameworks that include topology decisions,
the sense of “normal” flow direction itself is dependent on binary decision variables. Any added
constraints to flow direction in this case would likely introduce products of binaries, which, after
appropriate reformulations, would result in an intractable number of binary variables relative to
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network size. For this reason, the author suggests the need for a paradigm shift within distribution
system modeling and optimization that will be delineated in Future Work.
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CHAPTER 5
CONCLUSIONS AND FUTURE WORK

5.1 Conclusions
The past several decades have indicated the start of a revolution of the distribution network
from passive and simple to active and complex. As generation technology evolves and expands,
the need to adequately determine the right resource mix to meet future growth at least cost is
becoming increasingly critical. In light of these facts, this thesis explores the intersections between
the increasing affordability of DERs, the continued maturation of the microgrid concept, and the
utility’s role in adopting these technologies for greater economic efficiency and resiliency in the
distribution system.
An optimization framework was developed to model the aforementioned interactions
within the context of a traditional distribution system planning problem. Particular care was taken
in the design of the planning model to develop a framework that co-optimizes as many
interdependent decisions as possible while maintaining convexity for a global solution. The
framework synthesizes a set of well-established convex modeling techniques to produce a
MISOCP optimization framework that, most notably, models MVMG planning as a set of
topology-based choices. This framework was then incorporated into a two-stage optimization
algorithm introduced to model MVMG islanding capabilities on an hourly time scale. The result
of the full planning model provides an optimal generation mix allocated from a provided budget,
and an optimized network topology with a subset of the system converted to a set of microgrids
capable of self-sustainment.
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The developed DSP framework was tested on the IEEE 33-bus system as example of its
capabilities to provide a system planner with a single, optimized solution. Moreover, economic
analysis of utility microgrid investment was performed by comparing a baseline, one-area, and
two-area case. The results from Case Study I (CS1) reveal that the incorporation of a multi-area
approach to system planning can result in a solution that is more resilient to extreme price and load
events, which are expected to occur with greater frequency in the future. CS1 also highlights the
tradeoff between resiliency and cost depending on the assumed level of future risk.
In response to the results of CS1, a second case study (CS2) was conducted to investigate
the economic drivers of microgrid islanding within the long-term horizon of system planning. The
results refined and confirmed what was evidenced in CS1, namely that the ability to island does
not present a specific economic advantage—within a radial distribution system and under normal
operating conditions—even in the presence of load shedding. Further study of the results prompted
a discussion on the presence of bidirectional flows when modeling AC radial systems with
distributed generation, and a call to reconsider current modeling conventions as the ADN continues
to become the new norm.
Application of the proposed DSP framework confirmed the feasibility to co-optimize DER
investment and MVMG topology planning for utilities, and presents a promising first step to
evaluate microgrid investment on solid economic grounds. Analysis of the case studies suggests
that the MG islanding operation is most readily found to add value when considering emergency
conditions and the unique revenue streams that result from them, such as serving unmet load
immediately after one or more faults have been cleared.
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5.2 Future Work
Ultimately, the work of this thesis was inspired by a desire to contribute to a more rapid
adoption of clean, renewable energy facilitated by microgrids. The author sees several avenues
through which future work can expand on the contributions presented here in order to progress
toward an informed and efficient adoption of renewable technologies.

Testing of Developed Framework on Larger Systems
The most obvious suggestion for future work is to continue to investigate the potential of
the proposed DSP framework by expanding the simulations in two ways. First, the planning model
was developed to allow for an abstracted number of substation buses and desired MGs, so further
testing could be conducting on the existing IEEE 33-bus system, e.g., for a three-area case to
investigate whether the resulting interactions between the MGs allows for additional cost-saving
opportunities.4 Second, a larger test system could be introduced into the model and tested,
preferably one that consists of multiple feeders connected through existing tie lines. In this way,
the MGs resulting from the first stage of optimization could foreseeably be programmed in the
second stage to allow for connection points to multiple feeders, allowing for more flexibility.
However, this insight is not fully developed and would require care not to introduce overlapping
binary logic.

4

Solving Model (3.1) for three-area and four-area cases have already been verified by the author but not
analyzed in detail.
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Incorporation of Contingency Events in the Evaluation of Microgrid Planning
As previously mentioned, the literature has sufficiently demonstrated that microgrids can
increase grid resiliency both in the presence of contingencies and after comprehensive blackouts,
but little work has been done on evaluating these benefits relative to the cost of investment and the
opportunity cost of other investment choices. This thesis focused on evaluation of utility microgrid
investment under normal operating conditions; hence, a valuable opportunity remains to
incorporate extreme conditions directly into the DSP problem. Since the start of this thesis,
promising work has already emerged in the literature such as [51] and [52], both of which
incorporate reliability metrics and post-fault response directly into a system planning horizon.
Combining a similar approach with the multi-area optimization technique developed in this thesis
could actualize a more holistic approach to utility microgrid planning.

Use of Meshed Distribution Networks When Incorporating DERs
As introduced in CS2, attempting to enforce unidirectional flow limits when modeling AC
radial systems is computationally intractable and therefore an undesirable solution. Even if such
constraints could be reasonably incorporated, they would ultimately limit the amount of renewable
injections for the sake of antiquated protection schemes. Instead, it seems apparent that a better
way forward is through a paradigm shift in the way that distribution system planning is approached
in future research. Specifically, the inevitability of higher DER penetrations necessitates the
widespread adoption of adaptive and differential protection schemes similar to that presented on
the LVMG level in [50]. In order to support and accelerate this transition, future research should
seek to adopt meshed test systems when performing optimization that includes DERs (which
naturally cause bidirectional flows). In this way, more discoveries on the benefits of DERs and
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MG interactions will have arisen by the time that smart protection equipment matures to facilitate
this transition.
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APPENDIX
Table 6: Appendix – IEEE 33-Bus System per-unit bases

Parameter

Value

𝑉𝐵𝐴𝑆𝐸 (kV)

12.66

𝑆𝐵𝐴𝑆𝐸 (MVA)

10.0

𝑍𝐵𝐴𝑆𝐸 (Ohm)

16.028
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Table 7: Appendix – IEEE 33-Bus System load data

Bus

Real Demand (kW)

Reactive Demand (kW)

Nominal Voltage (kV)

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33

0
100
90
120
60
60
200
200
60
60
45
60
60
120
60
60
60
90
90
90
90
90
90
420
420
60
60
60
120
200
150
210
60

0
60
40
80
30
20
100
100
20
20
30
35
35
80
10
20
20
40
40
40
40
40
50
200
200
25
25
20
70
600
70
100
40

12.66
12.66
12.66
12.66
12.66
12.66
12.66
12.66
12.66
12.66
12.66
12.66
12.66
12.66
12.66
12.66
12.66
12.66
12.66
12.66
12.66
12.66
12.66
12.66
12.66
12.66
12.66
12.66
12.66
12.66
12.66
12.66
12.66
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Table 8: Appendix – IEEE 33-Bus System branch data

Line
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37

From Bus
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
2
19
20
21
3
23
24
6
26
27
28
29
30
31
32
21
9
12
18
25

To Bus
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
8
15
22
33
29
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R (p.u.)
0.0058
0.0308
0.0228
0.0238
0.0511
0.0117
0.0444
0.0643
0.0651
0.0123
0.0234
0.0916
0.0338
0.0369
0.0466
0.0804
0.0457
0.0102
0.0939
0.0255
0.0442
0.0282
0.0560
0.0559
0.0127
0.0177
0.0661
0.0502
0.0317
0.0608
0.0194
0.0213
0.1248
0.1248
0.1248
0.0312
0.0312

X (p.u.)
0.0029
0.0157
0.0116
0.0121
0.0441
0.0386
0.0147
0.0462
0.0462
0.0041
0.0077
0.0721
0.0445
0.0328
0.0340
0.1074
0.0358
0.0098
0.0846
0.0298
0.0585
0.0192
0.0442
0.0437
0.0065
0.0090
0.0583
0.0437
0.0161
0.0601
0.0226
0.0331
0.1248
0.1248
0.1248
0.0312
0.0312
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