In a recent paper [P. Bates, A. Chmaj, A discrete convolution model for phase transition, Arch. Rational Mech. Anal. 150 (1999) 281-305], a discrete convolution model for Ising-like phase transition has been derived, and the existence, uniqueness of traveling waves and stability of stationary solution have been studied. This nonlocal model describes l 2 -gradient flow for a Helmholts free energy functional with general range interaction. In this paper, by using the comparison principle and the squeezing technique, we prove that the traveling wavefronts with nonzero speed is globally asymptotic stable with phase shift.  2005 Elsevier Inc. All rights reserved.
Introduction
We study the following infinite system of coupled semilinear evolution equations: u n = (J * u) n − u n − λf (u n ), (1.1) where (J * u) n ≡ i∈Z\{0} J (i)u n−i , i∈Z\{0} J (i) = 1, i∈Z\{0} |i|J (i) < +∞, and the support of J contains i = 1 or two relatively prime integers, i = p and i = q, and f is bistable and λ > 0. More precisely, we assume that f ∈ C r (R), r 1, and f has only three zeros, at −1, 1 and a ∈ (−1, 1).
Define g(u) = u + λf (u) . Make the following assumptions about g: g has at most three intervals of monotonicity, [−1, β), [β, γ ] , and (γ , 1], for same β γ . Moreover, g > 0 on [−1, β) ∪ (γ , 1] and g 0 on (β, γ ).
In the case β < γ , for any number k ∈ K := {g(u) | u ∈ [−1, β]} ∩ {g(u) | u ∈ [γ, 1]}, define g k (u) to be the continuous nondecreasing function obtained by modifying g to be the constant value k between the ascending branches of g. In the case β = γ , k can be chosen to be any number in [−1, 1], and g k (u) = g(u) for all u.
We remark that (1.1) has been derived by Bates and Chmaj [2] as a discrete convolution model for Ising-like phase transition. The existence, uniqueness of traveling waves and stability of stationary solution of Eq. (1.1) have been studied. This nonlocal model is the discrete analog of a continuum model [1] and describes l 2 -gradient flow for a Helmholts free energy functional with general range interaction. The following theorem for the existence of monotone traveling waves has been proved by Bates and Chmaj [2] . Theorem 1. There exists a strictly monotone traveling wave solution u n (t) = U(n − ct) of (1.1), such that U(−∞) = −1 and U(+∞) = 1. Moreover, (iv) In the case g is monotone, c < 0 (c > 0) if there exists u * ∈ (−1, 1) such that λf (u * ) < −1 (λf (u * ) > 1). (v) In the case g nonmonotone, c < 0 (c > 0) if there exists u * ∈ (−1, β) ((γ , 1)) such that λf (u * ) < −1 (λf (u * ) > 1), or if there exists u * ∈ (γ , 1) ((−1, β)) such that λf (u * ) < −1 (λf (u * ) > 1) and g(β) g(u * ) (g(γ ) g(u * )).
To study the asymptotic stability of traveling wavefront with nonzero speed, we shall construct various pairs of super and subsolutions and utilize the comparison and the squeezing technique. The squeezing method was pioneered and some global stability results with sift were proved by Fife and McLeod [7] , and recently, this trick has also been used by several authors [3, 4, [9] [10] [11] for some continuum models. For a general theory of lattice differential equations and some related topics, we refer the reader to [5, 6, 8] .
In the present paper, we establish an analogous result for the discrete equation (1.1). Our main result reads as follows: Theorem 2. If c = 0, then the traveling wavefront U(n − ct) as given in Theorem 1 is globally asymptotically stable with phase shift in the sense that there exists ν > 0 such that for any ϕ = {ϕ n } n∈Z with ϕ n ∈ [−1, 1] and lim inf n→+∞ ϕ n > a, lim sup n→−∞ ϕ n < a, the solution u n (t, ϕ) of (1.1), with u n (0, ϕ) = ϕ n for n ∈ Z, satisfies
The rest of this paper is organized as follows. In Section 2, we establish some technical lemmas. In Section 3, we prove the asymptotic stability of the unique traveling wavefront with nonzero speed by using the squeezing technique.
Preliminary lemmas
In this section, we shall establish some technical lemmas which will be used in the next section.
Take a positive number δ 0 > 0 such that
At first, we establish the following existence and comparison result.
Lemma 2.1.
For any δ ∈ [0, δ 0 ] and any ϕ = {ϕ n } n∈Z with ϕ n ∈ [−1 − δ, 1 + δ], (1.1) admits a unique solution u(t) = {u n (t)} n∈Z on [0, +∞) satisfying u n (0) = ϕ n and −1 − δ u n (t) 1 + δ for t ∈ [0, +∞) and n ∈ Z. For any pair of supersolution w + n (t) and
for any n, k ∈ Z and t > t 0 0, here and in what follows, p = q = 1 or p and q are two relatively prime integers,
Proof. For any sufficiently small ε > 0, let
Suppose that there exist t 0 > 0 and n 0 ∈ Z so that w n 0 (t 0 ) = 0 < w n (t) for all n ∈ Z and t ∈ [0, t 0 ).
Then we have
a contradiction. This contradiction shows that u n (t) < 1 + δ + ε for all t 0 and n ∈ Z.
Since u n (t) is independent of ε, we conclude that u n (t) 1 + δ. A similar argument shows that u n (t) −1 − δ. This proves the first statement of the lemma. Put w n (t) := w − n (t) − w + n (t), n ∈ Z, t ∈ [0, +∞), then w n (t) is continuous and bounded, ω(t) := sup n∈Z w n (t) is continuous on [0, +∞). We claim that w n (t) 0 for all n ∈ Z and t > 0.
Suppose this assertion is not true. Let M 0 > 0 be such that M 0 > λ|f | max , then there exists t 0 > 0 such that ω(t 0 ) > 0 and
Let {n j } ∞ j =1 be a sequence so that w n j (t 0 ) > 0 for all j 1 and lim j →+∞ w n j (t 0 ) = ω(t 0 ).
we have
which yields lim j →+∞ w n j (t j ) = ω(t 0 ). In view of (2.4), for each j 1, we obtain
and hence, w n j (t j ) M 0 w n j (t j ).
Therefore, it follows from (2.1) that
Sending j → +∞ in the last inequality, we get 0
Set k 0 = k, then an induction argument shows that
from which (2.2) follows, and the proof is complete. 2
Let ζ ∈ C ∞ (R) be a fixed function with the following properties:
Then we have the following result.
Lemma 2.2.
For any δ > 0, there exist two positive numbers ε = ε(δ) and C = C(δ) such that for every ξ ± ∈ R, the functions υ ± n (t) defined by
are a supersolution and a subsolution of (1.1) on [0, +∞), respectively.
Then take C = C(δ) > 0 sufficiently large so that
We distinguish among three cases:
In this case, −εξ −2 + κ, 0 ζ(−εξ ) ε * /2. Recall that ε * < δ/2, we then find
for all t 0. It then follows from (2.6) and (2.10) that
It then follows that
for all t 0. Therefore, by (2.6) and (5.10), we also have
In this case, by (2.9) and (5.10), we also have
for all t 0 and n ∈ Z. Thus υ + n (t) is a supersolution of (1.1) on [0, +∞). In a similar way, we can prove that υ − n (t) is a subsolution of (1.1) on [0, +∞). The proof is complete. 2 Remark 2.1. Clearly, the functions υ + n and υ − n have the following properties:
for all t 0 and n ξ − + Ct + 2ε −1 . Lemma 2.3. Let U(n − ct) be a solution to (1.1) as given in Theorem 1, such that c = 0. Then there exist three positive numbers β 0 (which are independent of U ), σ 0 andδ such that for every δ ∈ (0,δ] and everyξ ∈ R, the functions w ± n (t) defined by w ± n (t) := U n − ct +ξ ± σ 0 δ(1 − e −β 0 t ) ± δe −β 0 t are a supersolution and a subsolution of (1.1) on [0, +∞), respectively.
Proof. Since min{f (−1), f (1)} > 0, we can choose β 0 > 0 and ε * > 0 such that
(2.11)
Since f ∈ C r (R), r 1, we can choose a sufficiently small number δ * > 0 such that
For any given δ ∈ (0,δ], let ξ = n − ct +ξ + σ 0 δ(1 − e −β 0 t ). Then for all t 0, we have
Case (i). |ξ | N 0 . In this case, we have
Case (ii). ξ N 0 . In this case, we have U(ξ) 1 − δ * , and hence f (η) f (1) − ε * . Therefore, we have
Case (iii). ξ −N 0 . In this case, we have U(ξ) + δ −1 + δ * , and hence f (η) f (−1) − ε * . Therefore, we have
This completes the proof. 2
Proof of main result
In this section, we establish the asymptotic stability of the traveling waves with nonzero speeds by using the squeezing technique.
Let U(n − ct) be the solution of (1.1) as given by Theorem 1, and let c = 0. We define the following functions:
where σ 0 and β 0 are as in Lemma 2.3. By the proof of Lemma 2.3, we can choose β 0 > 0 as small as we wish. 
By Lemma 2.2 and the comparison, it follows that
Since δ 1 < δ, we can choose a sufficiently large constant T > 0 such that, for all t T , 
and for n x + , by (3.9), we get
Therefore, we have and for n x − , by (3.9), we get
Therefore, we have
Thus, it follows from (3.10) and (3.11) that
This completes the proof. 2 Lemma 3.2. Let U(x − ct) be the traveling wavefront of (1.1) and c = 0. Then there exists a positive number ε * such that if u n (t) is a solution of (1.1) on [0, +∞) with −1 u n (t) 1 for t ∈ [0, +∞) and n ∈ Z, and for some ξ ∈ R, h > 0, δ > 0, and T 0, there holds
then for any t T + 1, there existξ(t),δ(t), andĥ(t) such that
Proof. By virtue of Lemma 2.3, w + (n, −cT + ξ + h, δ)(t) and w − (n, −cT + ξ, δ)(t) are a supersolution and a subsolution of (1.1), respectively. Clearly, υ n (t) = u n (T + t), t 0, is also a solution of (1.1) with υ n (0) = u n (T ), n ∈ Z. Then the comparison implies that
That is,
Let k ∈ Z be such that k − 1 < cT − ξ k. Then it follows from Lemma 2.1 that for all t > 0,
Since lim |η|→+∞ U (η) = 0, we can fix a positive number M 5 > 0 such that
Let J = M 5 + |c| + 3,h = min{1, h}, and
Since 0 k − cT + ξ k − cT + ξ +h 2, it follows from the Mean Value Theorem that
and hence, one of the following must holds:
Subsequently, we consider only the case (i). The case (ii) is similar and thus its proof is omitted.
For any n ∈ Z with |n − k| J , we can choose n 10 , n 20 ∈ Z such that n 10 p + n 20 q = n − k and |n 10 |, |n 20 | J (p, q), where J (p, q) is independent of n and k. Letting t = 1 in (3.13), we get (2J (p, q) )! J (p)J (q) J (p,q) , θ ∈ (0, 1) , and in the last inequality, we have used (3.16) and the estimate
Hence, (3.15 ) and (3.17) imply that
For |n − k| J , it follows that ∈ (0, 1) , and in the last inequality, we have used (3.14) and the estimate
Therefore, it follows from (3.19) and (3.12 ) that for |n − k| J ,
Combining (3.18) and (3.20) , we find that for n ∈ Z,
where η = −c(T + 1) + ξ + 2σ 0 ε * h − σ 0 δ. Therefore, by the comparison, it follows that for t T + 1,
Clearly, by (3.16) , it is easily seen that
On the other hand, for t T , by (3.12), we have
which implies, for all t T + 1, that
Therefore, for t T + 1, we have the solution u n (t, ϕ) of (1.1), with u n (0, ϕ) = ϕ n , satisfies
Proof. Let β 0 , σ 0 ,δ be as in Lemma 2.3 and let ε * be as in Lemma 3.2 with ε * > 0 chosen so that σ 0 ε * < 1. We further choose a 0 < δ * < min{ δ 0 2 ,δ, 1 σ 0 } such that 1 > k * := σ 0 [ε * − 3δ * ] > 0 and then fix a t * 1 such that
We first prove the following two claims. Claim 1. There exist T * = T * (ϕ) > 0, ξ * = ξ * (ϕ) ∈ R such that w − (n, −cT * + ξ * , δ * )(0) < u n (ϕ)(T * ) < w + (n, −cT * + ξ * + 1, δ * )(0), n ∈ Z. In what follows, we assume that h > 1, and let N = max{m; m is a nonnegative integer and mk * < h}.
Since 0 < k * < 1 and h > 1, we have N 1, Nk * < h (N + 1)k * , and hence, 0 < h − Nk * k * < 1. Clearly,h = min{1, h} = 1. By (3.29), the choice of k * and t * , and Lemma 3.2, we have
Repeating the same process N times, we then have that (3.30), with T + t * replaced by T + Nt * , holds for someξ ∈ R, 0 <δ δ * (1 − k * ) N , and 0 ĥ h − Nk * < 1. Let T * = T + Nt * , ξ * =ξ . Again by the monotonicity of U(·), (3.28) then follows. In fact, Claim 1 implies that (3.32) holds for m = 0. Now suppose that (3.32) holds for some m = 0. By Lemma 3.2, with T = T , ξ =ξ , h = h , δ = δ * , and t = T + t * = T +1 T + 1, we then have w − (n, −cT +1 +ξ,δ)(0) < u n (ϕ)(T +1 ) < w + (n, −cT +1 +ξ +ĥ,δ)(0), n ∈ Z, 
We chooseξ +1 =ξ . Then where n = [ t −T * t * ] m = [ t−T * t * ]. Therefore, it follows from (3.37) that ξ 0 := lim t→+∞ ξ(t) exists, and for t T * , we have which together with the fact that |u n (ϕ)(t) − U(n − ct + ξ 0 )| 2K, t ∈ [0, T * ] yields |u n (ϕ)(t) − U(n − ct + ξ 0 )| Me −νt for all t 0. The proof is complete. 2
