Introduction
There is currently considerable interest in developing multi-media applications in open distributed systems. This is motivated by the wide range of potential applications such as desktop conferencing, distributed multi-media information systems and video-on-demand services. However, it is clear that existing frameworks for open distributed systems do not support the particular requirements of distributed multi-media such as real-time constraints, intrdinter-media synchronization and real-time communication. There is also a lack of a suitable theory that makes the timing properties of a distributed multi-media application predictable.
Because of the layered design of multimedia systems, the granularity of synchronization is generally coarser at the application level, becoming more detailed at the lower levels of the system. For example, a user at the application level is concerned that a video segment begins and ends at specific time points whereas the system might be concerned with frame synchronization, real-time frame delivery and resource management. Our work is concentrated on systemlevel synchronization techniques providing a new resource 'This work has been carried out as part of the ERCIM Fellowship Programme 0-7695-0253-9/99 $10.00 0 1999 IEEE management strategy for multimedia applications executed in a heterogenous, distributed environment.
A significant amount of work has been carried out for making resource allocations to satisfy specific applicationlevel requirements and various scheduling schemes are available to ensure that the allocation decisions can be carried out. Various system-wide schemes have been studied to arbitrate resource allocation among contending applications. The Rialto operating system [2] was designed to support simultaneous execution of independent real-time and nonreal-time applications, meeting the real-time requirements of all those for which it is possible while providing liveness for the non-real-time programs. The RT-Mach microkernel [3) supports a processor reserve abstraction which permits threads to specify their CPU resource requirements. If admitted by the kernel, it guarantees that the requested CPU demand is available to the requestor. Q-RAM [8] and SMART [7] support applications with time constraints, and provides dynamic feedback to applications to allow them to adapt to the current load. The Lancaster QoS Architecture [ 13 provides extensions to existing micro-kernel environments for the support of continuous media. The QoS Broker model [6] addresses also the requirements for resource guarantees, QoS translation and admission control, so a new system architecture is proposed which provides all these issues. The Nemesis operating system is described in [4] as part of the Pegasus Project, whose goal is to support both traditional and multimedia applications. A large portion also of real-time scheduling theory deals with the important problem of the schedulability analysis and the predictability of a set of real-time applications [9] .
We have to notice at this point that most of the above CPU allocation schemes are based on the restrictive assumption that the applications are independent of one another and do not have access to multiple resources simultaneously. In our approach we focus on "real" environments where a set of multimedia applications share a number of non-preemptable resources or access shared data (e.g. storage servers, live media sources etc.) which are part of a high-speed local area network (see figure 1) . The proposed synchronization protocol, called the Set Based Synchronization Protocol, is of service (i.e. the temporal and spatial resolutions of the continuous media), the number of continuous media used in the application, the processor speed and the buffer size used by the node that executes the application. This means that high quality applications using many continuous media are represented by our model as tasks having short periods, i.e. high frequency tasks.
The assumptions and basic notation that will be used throughout this paper follows:
1. any continuous media application is represented by a multimedia task ri allocated on a different node pi of the distributed system and can require the use of non-preemptable resources or access shared data Ri. based on the on-demand paradigm where resources are assigned only when actually required. The penalty paid for this, found also in all the on-demand approaches, is blocking. In predictable multimedia environments, the blocking has to be deterministic and for this reason our approach imposes a specific structure on blocking to bound the blocking time. The proposed protocol is an extension of our previous work [5] on distributed real-time systems.
Assumptions and Notation
In our model, we assume that the QoS for continuous 4. every task asks for all of its global resources Ri only once in its period and subsequently can release these resources. Two operations are used for this reason:
-allocate(ResourceSet) and -release(ResourceSet). When a task ri issues the allocate command asking for its resources it then blocks (i.e. hangs) until all these resources have been allocated to ri by the resource manager. The duration of this time interval constitutes the blocking time Bi of the task. The section between exiting from the allocate call and the last release call constitutes the critical section of the task. media objects is expressed with temporal and spatial resolutions. The temporal resolution can be expressed by the number of frames per second (fps) or sample rate and the spatial resolution can by expressed by data size, number of bits per pixel, compression scheme, etc. It is assumed also 5 . every multimedia task ri has known, deterministic worst-case execution time Ci. This is the total deterministic computation requirement of task ri during each period, and Ci = Cts + C~,,-,, where: that every application executes periodic reads of a number of frames from a remote media server into a local buffer first and then plays them due to the fact that continuous media require periodic service activities for transmission and presentation.
In this paper, we view every different multimedia application executed in a distributed environment as aperiodic tusk that can require in each period the use of non-preemptable resources or access shared data. For example, one multimedia session can be modelled as a task which in every 50 ms needs to deliver 3 video frames from the storage-server] and 6 audio frames from storage-server2. Since these storage servers are shared and exclusively used (i.e. guaranteed exclusive access), there is a possibility for one such task to block waiting for the use of these servers. The period of each multimedia task is determined by the desired quality Cf, is the computation requirement of task ri within its critical section. This is the total time that ri uses the resources and the network in each period for data retrieval, ment of task ~i outside its critical section. This is the time in each period that ri needs to process the received data frames.
C,,,-,, i
is the deterministic computation requireDue to the fact that every multimedia task is allocated on a different node of the distributed system, CPU scheduling is not the main problem, but since tasks are inter-dependent the main problem is task synchronization and resource allocation. Hence, blocking due to synchronization has to be deterministic in order to have nice analysis properties and a high degree of system predictability.
The Set Based Synchronization Protocol
In this section, we present the Set Based Synchronization Protocol suitable for synchronizing multimedia tasks executing on distributed systems. A set of n multimedia applications can be modelled as a set of n periodic tasks T I , . . . , rn each one bound to a different node of the distributed system. Each task is characterized by five components (C:,, Ckon--cs, T i , Di, Ri), 1 < i < n, according to the notation and the assumptions introduced in the previous section.
In the analysis of the Set Based Synchronization Protocol, each one ofthe resources can be in one of the three following different states at a specific point in time during execution:
1. f r e e if there is not any task that either asks for the use of this resource or uses this resource at this time in its critical section.
2. in use if there is a task that asked for the use of this resource for its critical section and this task is now within its critical section.
3. allocated (to a task rj) if the task rj asked for the use of this resource, the resource has been allocated to the task ~j but r-hasn't entered yet into its critical section.
Suppose that a task r; requires the use of We have to notice here that a resource is actually locked by a task only if the resource is in use by this task and not when the resource is allocated to that task. Note also that by' the definition of the protocol, a task ri can be blocked by a lower priority task rj, only if rj is executing within its critical section when r; requested resources and both ri and rj use common resources in their critical section, i.e.
Ri n Rj # 0. Proof: By definition, every task r; proceeds to its critical section if and only if all the resources in Ri have been allocated to ri. Thus, r; will never ask in its critical section for the use of any other resource and so a blocking cycle (deadlock) cannot be formed. 0
To perform a schedulability analysis using the proposed synchronization protocol, we define B,, 1 5 K 5 n, the longest duration of blocking that can be experienced by r,. Since each task is bound to a different processor, theorem 3.2 defines a sufficient set of conditions for a set of tasks to meet their deadlines. Theorem 3.2 A set of n periodic tasks, each one bound to a different processor p can be scheduled using the Set Based Synchronization Protocol if the following conditions are satisfied:
Proof: The above set of inequalities state that for each task ri the sum of the blocking time B; and the total execution time Ci of the task must be lower than or equal to its period Ti. If this sum which represents the completion time of ri was greater than its period and hence greater than its deadline (since Ti = Di), task ri could not be scheduled.0
Once Bis have been computed for all i, theorem 3.2 can then be used to determine the schedulability of the set of tasks.
Determination of Task Blocking Time
Here, we shall compute the worst-case blocking time that a task has to wait for its resource requirements. The fundamental objective of the Set Based Synchronization Protocol is to obtain bounded blocking times for multimedia tasks requiring the access of shared resources. The bounded waiting times in turn can be used to determine whether a set of multimedia tasks running on a distributed environment can meet their deadlines using theorem 3.2.
Assume a set of n periodic tasks with Di = Ti using the Set Based Synchronization Protocol. We define as Bi, 1 5 i 5 n, the longest duration of blocking that can be experienced by ri . Proof: The sum in formula 2 above represents the longest blocking time for a task ri at its worst-case task set phasing.
At this worst-case phasing of the tasks, when ri wants to enter into its critical section, it finds the lower priority tasks that use common resources with ri executing within their critical sections. Then, just before all these lower priority tasks have finished their critical sections and have released their resources, all the higher priority tasks that use common resources with ri come one after the other and ask for their resources, enter their critical sections and at the end release their resources.
is due to Li and it is equal to the maximum value of C,, among the lower priority tasks in Li. The second part comes from tasks in Hi. In all cases, the duration of the second part should be less than the minimum period T, of the tasks in H i , otherwise the task rK could block repeatedly the task r; and in this case Bi can be prohibitively large or even unbounded (condition of formula 2). This does not mean that the task set is not schedulable, rather that there is not a way to determine accurately using the proposed protocol the worst case blocking time As far as the case of tasks with equal periods is concerned, it is not necessary to link the priority of a task directly with its period. We can assign to each task ri a unique priority pi such that V i , j pi < p j + T, >_ q . Once these blocking terms Bi, 1 5 i n , have been determined, theorem 3.2 gives a fairly complete solution for multimedia task synchronization and scheduling in the distributed environment.
A Schedulability Analysis Example
We illustrate the schedulability analysis based on the proposed synchronization protocol with the following example. We allocate to each task ri the minimum bandwidth Bandwidthi that can be provided at the worst case task phasing. We assume also that a circular buffer of size 2*Bu f fer-sizei is reserved in the buffer cache of node pi. In each period, while the presentation is consuming Buffer-size; bits of data from its buffer, the other B u f f er-size; bits that the presentation will consume in the next period are retrieved from the storage servers into the buffer. This ensures that each presentation will have sufficient data to display the corresponding streams continuously. In addition, we define the display rate for each task ri (the rate at which data are consumed from the buffer for presentation purposes), using the equation:
Then, we require the following equalities to hold: of each task are listed in Table 1 . The computed values of the periods and computation times within and outside critical sections for each task are listed in Table 1 in the corresponding columns. The worst-case blocking duration of each task is the sum given in formula 2 and it is determined as follows:
Taskr2: We have to notice here that the term ay is zero according to formula 3 since there exists a task, 7 2 , where 7 2 E H4, RI n R2 # 0 and TI < Tz. This means that We therefore determine that the above set of tasks {TI , r2 , 5 , 74} is schedulable.
In this paper, we have presented a scheduling mechanism with an integrated resource allocation model that is analyzable and understandable at a high level. Given a set of multimedia applications we know in advance if they will meet their deadlines or not. This scheduling strategy has been designed for multimedia applications that operate in a distributed computing environment where every multimedia task is allocated on a different node and can require the use of global resources. It is an approach for deterministic guarantees and provides predictable distributed multimedia applications.
It is also important to note that the proposed strategy can be easily implemented especially on a distributed system since only a message passing scheme is required to be supported by the underlying software.
