This paper describes a dynamic framework for an atmospheric general circulation spectral model in which a reference stratified atmospheric temperature and a reference surface pressure are introduced into the governing equations so as to improve the calculation of the pressure gradient force and gradients of surface pressure and temperature. The vertical profile of the reference atmospheric temperature approximately corresponds to that of the U.S. midlatitude standard atmosphere within the troposphere and stratosphere, and the reference surface pressure is a function of surface terrain geopotential and is close to the observed mean surface pressure. Prognostic variables for the temperature and surface pressure are replaced by their perturbations from the prescribed references. The numerical algorithms of the explicit time difference scheme for vorticity and the semi-implicit time difference scheme for divergence, perturbation temperature, and perturbation surface pressure equation are given in detail. The modified numerical framework is implemented in the Community Atmosphere Model version 3 (CAM3) developed at the National Center for Atmospheric Research (NCAR) to test its validation and impact on simulated climate. Both the original and the modified models are run with the same spectral resolution (T42), the same physical parameterizations, and the same boundary conditions corresponding to the observed monthly mean sea surface temperature and sea ice concentration from 1971 to 2000. This permits one to evaluate the performance of the new dynamic framework compared to the commonly used one. Results show that there is a general improvement for the simulated climate at regional and global scales, especially for temperature and wind.
Introduction
In terrain-following coordinates or pressure-based terrain-following hybrid coordinates, the horizontal pressure gradient force (PGF) in the momentum equations appears in the form of two large terms. One involves the gradient of pressure along a constant surface; the other, the gradient of geopotential height. Near steep topography these terms are large, comparable in magnitude, and opposite in sign. Therefore, a small error in computing either term near steep topography can result in a large error in the total PGF.
A number of methods have been proposed to reduce the error in computing PGF in atmospheric general circulation simulation when using coordinates (e.g., Gary 1973; Janjić 1977; Arakawa and Suarez 1983; Mahrer 1984; Mesinger and Janjić 1985; Michailović and Janjić 1986; Janjić and Janjić 1993; Lin 1997 Lin , 1998 Janjić 1998 ). For example, Corby et al. (1972) and Simmons and Burridge (1981) developed a vertical finite difference scheme for the hydrostatic equation in which the pressure gradient is exact when the temperature is a linear function of the natural logarithm of pressure. Following Corby et al. (1972) and Simmons and Burridge (1981) , Arakawa and Suarez (1983) derived a fam-ily of numerical schemes for the atmospheric primitive equations in coordinates in which the pressure gradient is exact for certain atmospheres. Using a different approach, Gary (1973) showed that the size of the two terms in the pressure gradient in coordinates is reduced, and the truncation error therefore reduced, if a horizontally uniform reference state density field, and its associated hydrostatic pressure field, is removed before computing the individual pressure gradient terms. Gary's results were confirmed by the work of Johnson and Uccellini (1983) , who found that the pressure gradient error in the case of a stratified flow over an isolated mountain was reduced by a factor of 4 when an adiabatic reference state was removed from the hydrostatic equation.
It was commonly believed that the pressure gradient force errors in -coordinate spectral models were small or unimportant . But, the work of Janjić (1989) assessed the order of magnitude of the pressure gradient force errors in -coordinate spectral models in the case of small-scale mountains and showed that the errors of the spectral method can be large and the spectral pressure gradient force errors are, in a rootmean-square sense, larger than those of the finitedifference method. Chen et al. (1987) demonstrated that the truncated spectral errors could be large enough to deform the atmospheric flow. By introducing the reference atmosphere (both temperature and geopotential height) suggested by Zeng (1963) into the adiabatic spectral model of the European Centre for Medium-Range Weather Forecasts (ECMWF) and removing it from the hydrostatic equation, Chen et al. (1987) could efficiently reduce the truncated spectral errors, Gibbs waves, and negative topography. Furthermore, Chen and Simmons (1989) also used the hydrostatic extraction of a reference atmosphere in the operational medium-range prediction model, which improved mean statistical scores for 1000-200-hPa height 10-day forecasts over the globe. This significantly improved forecasts in Southern Hemisphere (Chen and Simmons 1989; Simmons and Chen 1991) . Sheng et al. (1992) introduced a modified reference atmosphere scheme [designed by Zhang et al. (1990) on the basis of the work of Zeng (1963) and Zeng et al. (1989) ] into the Bureau of Meteorology Research Centre's (BMRC's) global spectral model. The 5-day forecasts demonstrate a positive effect of the hydrostatic extraction scheme, particularly at upper levels over the tropics and Antarctic region.
Apart from error in computing the PGF near steep topography, the model errors could also be caused by vertical discretization. Sundqvist (1975 Sundqvist ( , 1976 distinguished between truncation errors due to horizontal differencing and vertical differencing, and showed that the most significant errors are produced by sharp temperature inversions such as those that occur at the tropopause. In fact, the commonly used prognostic equations of atmospheric vorticity, divergence, temperature, and surface pressure for spectral atmospheric models in or hybrid coordinates include four terms ٌ 2 ( ), ‫ץ‬T/‫ץ‬p, ١T, and ١(lnp s ), where is geopotential height, T temperature, p s surface pressure, and ٌ 2 is the horizontal diffusion operator. These terms may have a large computing error near steep topography or at altitudes with high-order discontinuous temperature related to pressure, such as at the tropopause.
Although the advantage of introducing a "standard atmosphere" to improve weather forecast is evident [as in the above references, or in other similar works such as Wu et al. (1996) , Dong et al. (2001) , and Wu et al. (2003) ], there is, to our knowledge, no complete work reporting the impact on long-term climate simulations.
The purpose of this work is (i) to pursue the general approach proposed in earlier works, (ii) to suggest and introduce a new particular reference atmospheric temperature and geopotential, as well as a reference surface pressure for atmospheric spectral models, so as to reduce the truncation errors caused by steep topography and vertical discretization, and (iii) to explore its validity for climate simulations.
The outline of the paper is as follows: A set of modified atmospheric governing equations for the National Center for Atmospheric Research (NCAR) Community Atmosphere Model version 3 (CAM3) are described in section 2. Section 3 gives the details of time differencing and the vertical finite difference scheme, which originate from the Eulerian dynamic core in CAM3 described by Collins et al. (2004) . To evaluate its performance compared to the original dynamic, the modified spectral dynamic framework is implemented in CAM3 in place of the original Eulerian dynamic core without modifying the model physics. The dynamicmodified CAM3 is referred to as CAM3D in this work. Validation for CAM3D is presented in section 4, and section 5 is a summary and discussion.
Governing equations
In the vertical, a general pressure-based terrainfollowing ( p, p s ) coordinates (Simmons and Burridge 1981; Simmons and Strüfing 1981) for which upperlevel model surfaces flatten over steep terrain is used. Usually one employs the explicit relationship between full-level or half-level pressure p and the surface pressure p s to determine a vertical coordinate implicitly; that is,
where p 0 is a constant and A() and B() must be defined so that (0, p s ) ϭ 0 and ( p s , p s ) ϭ 1.
The horizontal momentum equations may be written as
Here f is the Coriolis parameter, t time, latitude, longitude, a the mean radius of the earth, R the gas constant for dry air; the vertical velocity in coordinates; u and are the zonal and meridional wind components respectively, and the geopotential height; T is the virtual temperature, given by T ϭ [1 ϩ (R /R Ϫ 1)q]T, where T is temperature, q specific humidity, and R the gas constant for water vapor. Terms H and F represent the sources and sinks due to horizontal and vertical diffusion of momentum, respectively.
We define a stratified reference atmospheric temperature T( p), which is derived from the vertical profile of U.S. midlatitude standard atmospheric temperature using a nonlinear regression as follows:
where a T ϭ 0.09923 K mb
Ϫ1
, b T ϭ 247.7874 K mb Ϫ1 , and c T ϭ Ϫ1.0385. As shown in Fig. 1a , the vertical profile T( p) is close to that of the U.S. midlatitude standard atmosphere. Now, a reference atmospheric geopotential height ( p) can be deduced as
where p s0 is constant and may be set to 1013 hPa. It is clear that the hydrostatic balance holds:
The , T, and T perturbations from T( p) or ( p) are defined as follows:
T͑, , ͒ ϵ T͑ p͒ ϩ T Ј͑, , ͒, and ͑8͒
The vertical profile of the reference atmospheric temperature (K) (hollow points) (a) as used in this paper and (b) as suggested by Zeng (1963) [i.e., the expression (60) in this paper], together with the U.S. midlatitude standard atmospheric temperature (solid points).
The hydrostatic equation is
Thus, the pressure gradient force in the momentum equations (2) and (3) can be rewritten as
͑12͒
It is clear that the size of the two terms in the PGF and the truncation error could be decreased using the expression on the rhs of Eqs. (11) and (12). The momentum Eqs. (2) and (3) may be rewritten as
To apply the spectral method, the prognostic equations for horizontal winds are commonly replaced by those of relative vorticity and divergence D. Thus,
The spherical horizontal Laplacian operator ٌ 2 is denoted by
When the streamfunction and velocity potential are introduced,
where and are, respectively, ϭ ٌ
2
, and ͑20͒
With the aid of Eqs. (6), (7), (9) and (10), the perturbation geopotential Ј is determined by
This means that there exists a hydrostatic balance between Ј and T Ј . The thermodynamic equation may be written as
where Q represents the sources and sinks from the parameterization for temperature including the radiative and convective heating, H T and F T represent the horizontal and vertical diffusion of temperature, and is the pressure vertical velocity. On the assumption in Eq. (8), we have
so the prognostic equation of perturbation T Ј may be deduced as
͑25͒
The continuity equation in coordinates is given by
with the boundary conditions ϭ 0 at ϭ t , the top level of the model. Then the surface pressure p s tendency may be deduced as
and the pressure vertical velocity is given by
In practice, the prognostic solutions may present excessive noises caused by ‫ץ‬p s /‫ץ‬t and ١p s . The prognostic equations including ‫ץ‬p s /‫ץ‬t, p s , and ١p s are commonly replaced by those for ‫ץ‬ lnp s /‫ץ‬t, lnp s , and ١(lnp s ) (e.g., Roeckner et al. 2003; Collins et al. 2004 ). To reduce the 
truncation error of ١(lnp s ), especially near steep topography, we introduce a reference surface pressure p s so that
where s is the model surface geopotential, T s0 a constant (273 K in this work), and p s0 a reference sea level pressure (1000 hPa). As shown in Fig. 2 , the pattern of global distribution of p s resembles that of the observed annual mean surface pressure from the 1961-2000 National Centers for Environmental Prediction (NCEP) reanalyses. Now, we define the perturbation surface pressure ⌸Ј as
where ⌸ ϵ ln( p s ). Then the prognostic equation (28) for surface pressure is rewritten as
Ddp.
͑32͒
Thus, the vertical velocity in pressure coordinates and in hybrid coordinates are rewritten as
where ١⌸ is a large term relative to ١⌸Ј and does not change with time.
To complete the governing equation, we recall that the prognostic equation for specific humidity q is unchanged and may be written as
where S denotes the source and sink of moisture including convective condensation and diffusion of water vapor.
The time differencing scheme
A semi-implicit time scheme is used for the divergence equation (16), the perturbation temperature equation (25), and the perturbation surface pressure equation (32), and an explicit time integration scheme is used for the vorticity equation (15 
where the underbar represents a column vector in the vertical direction. 
where K is the total vertical model layers numbered from top to bottom, and 
where
and
In Eq. (37),
The elements of vectors
, and at levels and ‫ץ/‪p‬ץ‬ at half-levels above are respectively expressed as
Following the description by Collins et al. (2004) , when the model dynamic includes horizontal diffusion processes, the prognostic equations are given by
for and D and
, where i ϭ 1 or 2. The notation dyn for , D, and T Ј represents the finite difference in (36)- (38), respectively. The time-split forms of Eqs. (55) and (56) In summary, our modified Eulerian dynamic core differs from the original one of CAM3 in terms of the prognostic equations for vorticity, divergence, temperature, and surface pressure. The rest of the CAM3 model, however, is unchanged, as described in Collins et al. (2004) : the spectral transform method for treating the dry dynamics, the harmonic ٌ 2 horizontal diffusion operator (top three model levels), the biharmonic ٌ 4 horizontal diffusion operator (other model levels), the semi-Lagrangian advection transport scheme for water vapor as well as tracers, the recursive time filter, and the three-time-level "process split" coupling manner including dynamical process and physical parameterization.
Performance of the modified dynamic core in climate simulations
CAM3 and CAM3D have the same model physics (cf. Collins et al. 2004 ) but different Eulerian dynamical cores. The 31-yr simulations of CAM3 and CAM3D at T42 resolution with the forcing of 1970-2000 monthlymean global Hadley Centre Sea Ice and Sea Surface Temperature (HadISST) (Rayner et al. 2003 ) are performed for comparison with observations. The modified dynamics may directly cause variations of temperature and wind that influence the atmospheric circulation and even the transport of water vapor. Thus, climate fields such as the vertical structure of temperature, specific humidity, and zonal wind averaged for the last 30 years are inspected to evaluate the performance of the modified dynamical core. The primary source of validation data is the 40-yr ECMWF Re-Analysis (ERA-40) archive (see http://www.ecmwf.int/publications and http://www.ecmwf.int/research/era). In particular, we use of the monthly-mean ERA-40 data available for the same period of model simulations . Seasonal-mean climatologies were regridded to T42 spectral resolution for comparison to the model-generated, pressure-interpolated fields. Figures 3a,b and 3c,d show the seasonal DecemberFebruary (DJF) and June-August (JJA) zonal averages of temperature differences between CAM3 and ERA-40 and the differences between CAM3D and CAM3 for the period of 1971-2000. Overall, both CAM3 and CAM3D do a relatively good job of reproducing the analyzed thermal structure of the atmosphere. There are similar vertical structures of simulation biases in CAM3 and CAM3D (omitted). Almost all tropospheric temperatures are colder than the reanalyses. The CAM3 simulated temperatures are within 1-3 K cold bias relative to ERA-40 reanalyses for most of the domain equatorward of 50°N and 50°S below 70 hPa, except for a weak warm bias in the low to middle portion of the tropical troposphere in both hemispheres during DJF and only limited in the Northern Hemisphere (NH) during JJA. Larger cold biases produced by CAM3 and CAM3D are all near the tropopause. The maximum cold bias from CAM3 is near 200 hPa southward of 60°S and northward of 60°N, with the coldest bias near the South Pole of 15 K during DJF and 6-9 K during JJA and near the North Pole of 6 K during DJF and 10-12 K during JJA.
a. Vertical profile of temperature
During the period of 1971-2000, the averaged temperature bias in CAM3 is slightly reduced in CAM3D (Figs. 3b and 3d ). This is particularly true in the first 10-yr period of 1971-80 (not shown). During DJF, as shown in Fig. 3b , the positive temperature difference with respect to CAM3 covers a large region spanning the high-latitude upper troposphere and the stratosphere, especially above 250 hPa in both the hemispheres. The temperature climatology from CAM3D is greater than that from CAM3 by 0.2-0.6 K for the period 1971-2000 and the negative temperature difference covers the middle and lower troposphere below 250 hPa in the tropics and subtropics of both the hemispheres where the simulated temperature climatology in CAM3D is slightly colder than that in CAM3 by 0.2-0.4 K. The warm biases in the polar lower troposphere in both hemispheres for CAM3 (Fig. 3a) are reduced by 0.2-0.8 K in CAM3D, and the warm biases in the tropical and midlatitude stratosphere are also slightly weakened in CAM3D (Fig. 3b) . The area where the improvement of simulated temperature has high statistical significance at a level of 90% or greater is distributed mainly in the middle and lower troposphere of both hemispheres.
Improvement in temperature also occurs in boreal summer. As shown in Fig. 3d , the positive temperature differences between CAM3D and CAM3, with 0.4-0.6 K in the middle and upper troposphere and stratosphere poleward of 40°S and 0.2-0.4 K in the middle and lower troposphere north of 40°N, imply that the cold biases in CAM3 in contrast to ERA climatology (Fig. 3c) are reduced. The simulated warm biases over the northern subtropical troposphere and the highlatitude and tropical stratosphere by CAM3 are slightly improved by the negative temperature differences between CAM3D and CAM3. Poleward of 70°S, the warm temperature bias over the lower troposphere in CAM3 is also reduced in CAM3D, and there is a negative temperature difference of about 1 K.
Although the cold bias in the tropopause in CAM3 is reduced in CAM3D, it is still remarkable in CAM3D. This large systematic error may be partly related to an improper treatment of the interaction between the troposphere and stratosphere. As shown in Figs. 3a and 3c , the stratospheric temperatures above 70 hPa are warmer than the reanalyses. The difficulty in properly simulating polar tropopause temperature still remains a long-standing documented problem for many AGCMs (Boer et al. 1992 ).
b. Vertical structure of the zonal wind
The large-scale wind is closely linked to the temperature and pressure structures in the atmosphere. The zonal wind has traditionally been one of the fundamental climate variables. Figures 4a and 4c show the DJF and JJA zonal average differences of zonal winds for the period 1971-2000 in CAM3 from the ERA-40 reanalysis climatology. Overall, the zonal wind vertical structure is well simulated by both CAM3 and CAM3D.
During DJF, as shown in Fig. 4a , the zonally averaged westerlies in middle latitudes of both hemispheres between 35°and 55°latitude in CAM3 are stronger than the reanalyses by a few meters per second, with a larger westerly bias evidently over the Southern Hemisphere (SH). Poleward from 55°latitude there are slight easterly wind biases by 2 m s the middle to high latitudes with a westerly wind bias of 8 m s
Ϫ1
. Although the simulated wind in the NH stratosphere poleward of 40°N has a westerly wind bias with respect to the ERA-40 reanalyses, the magnitude of the bias is clearly smaller than its counterpart in the SH stratosphere. In CAM3D, the spatial structure of zonal wind bias (omitted) resembles that in CAM3, that is, easterly bias in the tropics, westerly bias in midlatitudes, and an easterly bias poleward of 60°S and 60°N. Nevertheless, the CAM3D zonal wind biases in the troposphere are still slightly reduced with respect to those in CAM3. As shown in Fig. 4b , which shows the difference between CAM3D and ERA40 climatology averaged for the period 1971-2000, the improvement is displayed by the easterly wind difference between CAM3D and CAM3 over 20°-50°N and 30°-50°S, indicates that the stronger midlatitude westerly wind in CAM3 is decreased in CAM3D, and the tropospheric westerly wind difference poleward of 50°N and between 50°and 75°S indicates that the polar easterly wind bias in CAM3 is also reduced in CAM3D. The small westerly wind difference in the subtropics and the easterly wind difference at the equator still show a slight improvement of the zonal wind simulation at lower latitudes in CAM3D. But southward of 50°S over the stratosphere above 100 hPa, the zonal wind simulation averaged for the period 1971-2000 is particularly worse in CAM3D.
During JJA, the CAM3 biases in contrast to observations are similar to those during DJF, such as biases of westerly wind in the midlatitudes, easterly wind in the tropics, and easterly wind in higher latitudes. The strongest westerly and easterly wind biases are all located in the upper troposphere above 300 hPa and the lower stratosphere below 70 hPa. In addition, the biases in the NH are obviously stronger than those during DJF. As for CAM3D, the improvement in tropospheric zonal wind is in the region 70°S-70°N since the differences between CAM3D and CAM3 are nearly opposite in sign to those between CAM3 and ERA-40. The bias in CAM3D is slightly reduced by 0.4-1.0 m s Ϫ1 for the period 1971-2000. The regions where improvement of the simulated zonal wind has high statistical significance at a level of 90% or greater is still distributed mainly in the middle and lower troposphere of both hemispheres, especially in the southern subtropics. In the southern polar region, however, the zonal wind bias in CAM3D is worse than that in CAM3.
c. Vertical structure of the specific humidity
Water vapor and temperature are the two state variables that jointly define the moist static stability of the atmosphere. The ability of a model to properly simulate the vertical distribution of water vapor is strongly constrained by the biases in the simulated temperature structure. The improvements in temperature and wind also induce a reduction of the simulated moisture bias.
Figures 5a and 5c show the CAM3 simulated DJF and JJA zonally averaged difference of the specific humidity from the ERA-40 reanalysis climatology, respectively. During DJF, the zonally averaged biases show a simulated atmosphere that is wetter than the ERA-40 analysis throughout most of the troposphere, especially in the northern tropics and subtropics. The main exception is a dry bias in the domain of the lower troposphere below 700 hPa between 40°S and 10°N, with the maximum exceeding 1.5 g kg Ϫ1 near 850 hPa at 12°S. The vertical distribution of the global zonal-mean specific humidity bias in CAM3D from the reanalyses clearly resembles that in CAM3 (omitted). However, the improvement of the southern tropical dry bias in CAM3D is still visible from the difference with respect to CAM3 simulation (Fig. 6b ) since there is a large region of increased moisture between 40°S and 10°N below 700 hPa with the maximum about 0.1 g kg Ϫ1 (except for a moisture decrease between 700 hPa and 800 hPa and between 25°and 5°S). In addition, the wet bias near the surface between 15°and 50°N in CAM3 is also reduced in CAM3D.
During JJA, the southern tropical dry bias seasonally moves northward and spreads. The region of this dry bias covers the lower troposphere below 700 hPa between 20°S and 60°N with the wettest bias 1.8 g kg Ϫ1 near 5°N (Fig. 5c) . However, the water vapor in the middle troposphere between 400 and 700 hPa over the northern tropics and subtropics and poleward of 30°S still maintains a wet bias compared to the ERA-40 reanalyses. These biases are partly reduced in CAM3D. As shown in Fig. 5d , the CAM3D simulated a positive water vapor difference over the lower troposphere below 850 hPa at the equator and in the tropics between 10°S and 15°N, in contrast to CAM3, and the negative differences near the surface in the subtropics of both hemispheres and in the middle troposphere between 400 and 600 hPa over the zone of 10°-40°N display some improvements in CAM3D.
d. The 200-hPa height field
The performance of CAM3D can be quantified through a skill score for climate models based on the fidelity of the climatologically averaged 200-mb height field (Williamson 1995) . This method has been used to evaluate community climate models (CCMs) (Kiehl et al. 1998) and community atmosphere models (CAMs) JULY 2008 W U E T A L . (Collins et al. 2006 ). The score is a function of the height z m produced by the model and the height z a from the ERA-40 reanalysis, and is given by the normalized mean square error (NMSE):
where an overbar denotes an area average over the domain of interest. A perfect score of 0 indicates that the model is able to reproduce the exact 200-hPa height field in the analysis. The NMSE can be rewritten as a sum of three nonnegative terms:
As described in Kiehl et al. (1998) and Collins et al. (2006) , the first term in which r ma is the correlation between simulations and observations, is a measure of the conditional bias in the model. It vanishes if linear regressions of the analyzed heights against the simulated heights yield slopes equal to unity. The third term P(z m ) ϭ 1 Ϫ r 2 ma is a measure of the phase errors, and it vanishes if the model and analysis fields are perfectly linearly correlated.
A scaled variance ratio (SVR) is also included as a control statistic:
It indicates whether the model variance is greater than or less than that of the observed atmosphere. The scores SVR and NMSE, and the related terms U(z m ), C(z m ), and P(z m ) for CAM3 and CAM3D, are calculated for the 200-hPa height field during January of 1971-2000 in the Northern Hemisphere (30°-90°N) . The results plotted in Fig. 6 show that the simulated climate in CAM3D has been clearly improved, primarily through reduction of the unconditional error U(z m ) and then reduction of the NMSE, although CAM3D has slightly higher conditional error C(z m ) than CAM3: C(z m ) is equal to 0.00143 in CAM3D and 0.00122 in CAM3. The correlation error P(z m ) in CAM3D is slightly less than that in CAM3: it is 0.01923 in CAM3D and 0.01980 in CAM3.
Concerning the SVR, the model variance in CAM3D is also smaller than that in CAM3. The SVR is close to the NMSE for both CAM3 and CAM3D, which indicates that the NMSE is not artificially low due to damping of the model height field.
e. The simulation in the vicinity of the Tibetan Plateau
One of the main advantages of our modifications in CAM3D, as shown in section 2, is to reduce the error of the pressure gradient force and then improve the horizontal circulation. Figure 7 shows the 1971-2000 averaged DJF and JJA 500-hPa zonal wind difference between the CAM3 simulation and the ERA-40 reanalyses and that between CAM3D and CAM3 simulations in the vicinity of the Tibetan Plateau, which is one of the major orographic obstacles for the atmospheric general circulation. During DJF, there is a westerly bias zone in the region of 30°-40°N, 70°-120°E with the maximum of 6 m s Ϫ1 in the main body of the Tibetan Plateau and the central part of East China from CAM3, a large area of easterly biases in the lower latitudes to the south of 30°N, and two small areas of weak westerly bias to the north of 40°N from CAM3. Some of those 500-hPa zonal wind errors in CAM3 are improved in CAM3D. For example, the easterly difference between CAM3D and CAM3 covers the northwestern part of the Tibetan Plateau and the middle and eastern part of the Tibetan Plateau that spreads to East China. It indicates a decrease of the westerly bias in CAM3D in contrast to the ERA-40 data. But the easterly error over the southwestern part of the Tibetan Plateau in CAM3D seems worse than that in CAM3 (Fig. 7b) . This may be attributed to the complex influence of the winter Indian monsoon and the uncertainty of the ERA-40 reanalysis data related to fewer observations at the southwestern part of the Plateau (i.e., the Himalayas).
During JJA, as shown in Figs. 7c and 7d , easterly biases of 500-hPa zonal wind in the eastern part of the Tibetan Plateau in CAM3 compared to ERA-40 climatology are slightly improved in CAM3D by a westerly difference between CAM3D and CAM3 covering most of the central and southern part of China. A zone of westerly bias to the north of 40°N in CAM3 is also FIG. 6 . NMSE and SVR for the 200-hPa height field during January of 1971-2000 in the Northern Hemisphere (30°-90°N) for CAM3 and CAM3D. For each model, the narrow lhs bar is SVR and the broad rhs bar is NMSE. The marks P, C, and U are the terms in Eq. (58) for NMSE.
reduced in CAM3D by easterly differences between CAM3D and CAM3. As during DJF, the 500-hPa wind error in CAM3 over the southwestern part of the plateau during JJA increases in CAM3D. These systematic errors in both CAM3 and CAM3D are partly related to the influence of the summer Indian monsoon and the East Asian monsoon. Taylor diagrams (Taylor 2001 ) provide a statistical overview of the of fields in a given region of the model in comparison with observations. The similarity between two patterns is quantified in terms of their correlation and the amplitude of their variations (represented by their standard deviations). Figure 8 presents Taylor diagrams for the distributions of 1971-2000 annual-mean climatologies over the regions of 60°-120°E, 10°-50°N from CAM3D and CAM3 with corresponding ERA-40 reanalyses. The correlation between the model and the climatology is the cosine of the polar angle. Points lying on the dashed arc crossing "OBS" have the correct standard deviation. As shown in Fig. 8 , the geopotential height and temperature at 200 and 500 hPa, the zonal wind at 200 hPa, and the pressure at sea level from CAM3D and CAM3 generally have good agreement with observations: correlation coefficients are generally higher than 0.90 and the standard deviations in the range from 0.75 to 1.25 times the observed values. However, the zonal wind and specific humidity at 500 hPa from both the models have weak correlations with observations (correlation coefficient lower than 0.90) and have normalized standard deviations higher than 1.5. Nevertheless, the simulation levels for most variables in CAM3D, except for the zonal wind at 200 hPa and the pressure at sea level, in contrast to those in CAM3, demonstrate a slight enhancement.
Summary and discussion
In this work, we developed a complete methodology useful for spectral modeling of the atmospheric general circulation. The main point of this methodology is to introduce a stratified reference atmospheric tempera- ture profile and a reference surface pressure field. By eliminating the reference state calculation from the governing equation, we are able to reduce the truncation errors in the calculation of the pressure gradient force (especially for steep topography), the temperature advection (caused by vertical discretization), and the surface pressure. The choice of the reference atmosphere is a crucial point in our approach. The reference temperature profile is close to the U.S. midlatitude standard atmosphere. The reference surface pressure is a function of surface terrain geopotential and is close to the observed surface pressure. When our methodology is implemented in a GCM, we can improve the description of the vertical structure of temperature for uneven vertical discretization and modify the calculation of pressure gradient force from a subtraction of two large terms to a sum of two small terms. We also decrease the truncation error in calculating the surface pressure and the derivative of surface pressure with longitude and latitude.
With a simple mathematical manipulation of the original governing equations, we can demonstrate that the prognostic variables of temperature and surface pressure can be replaced by their respective perturbations from the reference values. We can furthermore deduce the corresponding prognostic equations for vorticity, divergence, perturbation temperature, and perturbation surface pressure in hybrid coordinates. We developed also an explicit time difference scheme for vorticity and a semi-implicit time difference scheme for divergence, perturbation temperature, and perturbation surface pressure.
To evaluate the performance of the new dynamic framework and to compare it with the traditional dynamic framework used in atmospheric spectral modeling, we implemented this modified dynamic framework The results show a general improvement in the vertical structure of the temperature, wind, and moisture during DJF and JJA. Improvements were observed globally in almost the entire tropospheric and lower stratospheric temperature, the zonal wind between 70°S and 70°N, and the specific humidity in tropics and subtropics. The improvement in CAM3D was also quantified using a skill score for climate models suggested by Williamson (1995) . It is the normalized mean square error (NMSE) and is used for the 200-hPa height field during January in the Northern Hemisphere between 30°and 90°N, following Collins et al. (2006) and Kiehl et al. (1998) . It can be separated into a sum of three nonnegative terms: one represents a measure of the unconditional bias, the second a measure of the conditional bias, and the third a measure of the phase errors. The results show that the NMSE was decreased in CAM3D with respect to CAM3, primarily in small unconditional error. A scaled variance ratio (SVR) was also calculated and it revealed that the NMSE was not artificially low due to damping of the model height field.
The effects of the modified dynamic framework on the climate over the Tibetan Plateau and its surrounding area were also demonstrated positively for the GCM. Synthetic evaluations using a Taylor diagram prove that the new dynamics implemented in CAM3D could produce improvements in the simulations of zonal wind, temperature in the lower troposphere, and sea level pressure. Remarkable improvement in the 500-hPa zonal wind occurs over the central, eastern, and northern parts of the Tibetan Plateau.
As mentioned earlier, the choice of the reference atmosphere is a crucial point of our methodology. The reference atmosphere defined in this work is distinct from that in previous similar works (e.g., Chen and Simmons 1989; Zhang et al. 1990; Simmons and Chen 1991; Sheng et al. 1992) in that it introduces a reference atmosphere into spectral models. It is worthwhile to present a short discussion on their similarities and differences. The standard stratification approximations in Chen and Simmons (1989) and Simmons and Chen (1991) are a function of pressure, posed by Zeng (1963) as following:
T͑ p͒ ϭ c p C 0 2 provement in the spectral model for ECMWF operational medium-range prediction is tested, especially for the southern hemispheric forecasts, which indicates a small improvement over the Arctic. From this work, we find that the use of the reference atmospheric hydrostatic extraction scheme in CAM3 is also useful in improving climate simulations at regional and global scales. However, we note that the improvement of climate performance reported throughout this paper is generally modest. This is also entirely expected as the physical parameterization, which is more responsible for the climate behaviors of a model, remains unchanged. Furthermore, the utilization of prescribed boundary conditions (SST and sea ice) exerts also a strong constraint on the model. Running the model with a fully coupled ocean may provide a more suitable framework to evaluate the performance of our methodology.
Finally, we are implementing the new dynamics into the climate system model under development at the Beijing Climate Center, China Meteorological Administration, which is intended for seasonal climate forecasting and future climate projections. Results will be reported in future papers.
