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1. Introduction. Consider the second kind Volterra integral equation (1.1) f(x) g(x)+ K(x, y,f(y)) dy, In order to define a discretization of (1.1), let x, nh (where h denotes the stepsize) and let {w,i} be the weights associated with the quadrature formula Here, f, denotes a numerical approximation to f(x,) and k depends on the desired accuracy. If the required starting values f0, , f-are known, the values fg, fk+, can be computed in a step-by-step fashion. For a detailed discussion of such methods we refer to Baker [1] . It is well known (see e.g. [8] , [11] , [1] , [2] ) that the structure of the quadrature weights w,i is important for the stability analysis of the methods (1.3) . In this connection, the following notion is relevant. DEFINITION 1.1. The weights w,i in (1.3) are said to have an (exact) repetition factor r if r is the smallest positive integer such that w,+.i w,i for all n n0 and n N ] N n -n2, where n0, n and n2 are independent of n.
A method (1.3) is said to have a repetition factor r if the associated weights w,i have a repetition factor r. This paper has been largely motivated by the following conjecture of Linz [8, p. 27] (see also Noble [11] ): "We may conjecture that (i) methods with a repetition factor of one tend to be numerically stable, (ii) those with a repetition factor greater than one numerically unstable."
In order to deal with this conjecture in a proper way, it is necessary to have a good understanding of the concept of numerical stability as defined by Linz and Noble. It turns out that numerical stability in the sense of Linz and Noble essentially requires the perturbation sensitivity of the discretization to be "roughly equivalent" to the perturbation sensitivity of the original continuous problem (compare the concept of "strong stability" as discussed by Stetter [13, p. 54] ). Their analysis is based on the asymptotic expansion of the global discretization error (see also Kobayasi [6] ). An advantage of this approach is its applicability to general equations (1.1), i.e. without any restrictions on the kernel and the forcing function (except for sufficient smoothness). A disadvantage, however, is that the stepsize h should be sufficiently small so that the conclusions need not hold for large values of h. As a consequence, this kind of stability analysis establishes results with regard to the suitability of a method for general use (but with small h). On the other hand it is not assumed that h actually tends to zero. This means that the condition for numerical stability in the sense of Linz and Noble is stronger than the condition for zero stability which is necessary for convergence.
To gain insight into the relationship between the repetition factor of the quadrature weights and the stability behavior of the associated direct quadrature method, we consider the class of methods which are reducible to linear multistep methods {p, tr} for ordinary differential equations. For this class we derive some properties of the quadrature weights, and, motivated by these results, we introduce the notion of the asymptotic repetition factor as an extension of Definition 1.1.
We shall characterize ' (i) the exact and asymptotic repetition factor in terms of the location of the essential zeros of the polynomial p;
(ii) numerical stability in terms of the growth parameters associated with these zeros.
It turns out that with these characterizations, results with regard to the conjecture of Linz can be derived in a rather elegant, and almost straightforward, manner. To be specific, we shall demonstrate that:
(i) methods with an asymptotic repetition factor of one are always numerically stable in the sense of Linz and Noble;
(ii) methods with an exact or asymptotic repetition factor greater than one can still be numerically stable;
(iii) an asymptotic repetition factor of one is necessary and sufficient for strong stability (a concept which we shall define in 5).
Futhermore, we shall indicate that the stability concept of Linz and Noble is almost identical to the concept of relative stability for small h.
Finally, we present some numerical experiments which serve as an illustration of the theoretical results.
2. Preliminaries. In this paper we restrict our considerations to a special class of quadrature methods. We assume that for n >-k, 0 <=/'-< n, the weights wnj in (1.3) can be generated by the recurrence relation [7, p. 11] . For the construction of the weights by means of (2.1) we set wnj 0 for/' > max (n, k 1) and define a set of starting weights {w.ln, f 0(1)k 1} (see [15] for details). The quadrature rules generated in this way are called [9-1 ( 
We also need the following definitions. is allowed). Furthermore, let the coecients a be defined by
Then the solution {y,} is given by
Proof. Proceed along the lines indicated by Henrici [3, p. 238] . [3 In view of (3.2) the coefficients a can be expressed in 'i and the coefficients ao, ", ak to be specific,
We now return to the recurrence relation (2.3b In particular, if p (') a0
"'-a (" 1), then (3.9)
w,, 1 for all n >-_ k.
Property (3.9) holds, for example, for the Adams-Moulton methods (which generate the well-known Gregory quadrature rules). On the other hand, the backward differentiation methods generate a sequence {o,} satisfying (3.8).
From (3.6) we can also derive the following periodicity property. Proof. In view of (3.6), w,+ -w, =1 /' (r a 1) for all n => mo+ 1 As an example, the quadrature weights generated by the polynomials p(')= ('-1)((2-(+ 1) and p(sr) (s r-1)(s r2 + 1)(r-) have an exact repetition factor of 6 and an asymptotic repetition factor of 4, respectively.
As From the above explanation we conclude that the values of the growth parameters are crucial for numerical stability of a (p, tr)-reducible quadrature method. In order to make this even more transparent we consider the integral equation
whose solution is given by
Clearly, the problem (5. Remark 5.1. The terms strong and weak stability are adopted from Henrici [3] and Stetter [13] . Numerical stability (for small h) which is not strong is sometimes called harmless weak stability (cf. [12] In general, the application of a (step-by-step) direct quadrature method to the test equation f(x)= 1 +h f(y)dy (cf. [2] ) is 6. Numerical stability versus repetition factor. In 4 we have characterized the asymptotic repetition factor in terms of the location of the essential zeros of the polynomial p, and in 5 numerical stability was characterized in terms of the growth parameters associated with these zeros. In other words, numerical stability is determined by the rate of change (relative to h) of the essential zeros and not so much by their location. It is intuitively clear therefore that numerical stability cannot be characterized completely by the repetition factor. We can indicate, however, some connections between the two concepts. THEOREM 6.1 (Noble [11] ).
Step-by-step methods (1.3) with an exact repetition factor of one are numerically stable (for small h ).
With the more general notion of the asymptotic repetition factor introduced in 4, the above result can be extended. Wl--21- His method is reducible to a 2-cyclic linear multistep method. It has repetition factor two, and Keech shows that the interval of absolute stability is (-2, 0). Therefore, the method (7.3) is numerically stable in the sense of Definition 7.1. It turns out that the growth parameters associated with (7.3) are both equal to one, so that the method of Keech is also numerically stable in the sense of Linz and Noble. Clearly, the method is not strongly stable.
Instead of looking at absolute stability as was done by McKee and Brunner and by Keech, we can also adopt the concept of relative stability of a method with respect to (7.1) with , R. That is, we require all roots ofP(h ') 0 (see Remark In order to eliminate the effect of the quadrature error (which may be quite large when solving (8.2) with h =-2 and tx 1), we have also investigated the effect of an isolated perturbation (see [2] (7. 3) that a perturbation of fl has no effect on the even-numbered gridpoints which are displayed in the tables. Effect of an isolated perturbation (h 1,/x =-2; h 0.1). All calculations were performed on a CDC-CYBER 750 computer system using single precision (60-bit wordlength with a 48-bit mantissa).
9. Concluding remarks. Motivated by a conjecture of Linz, we have investigated for a special class of quadrature methods the relationship between the (asymptotic) repetition factor and numerical stability. We have shown that the methods with an (asymptotic) repetition factor of one are strongly stable, which implies numerical stability in the sense of Linze and Noble. However, if a method has a repetition factor greater than one, we need additional information in order to determine whether that method is numerically stable or not. To be specific, we have to check that the values of the growth parameters associated with the essential zeros of the polynomial p are equal to one. In general, these values can be determined from the stability polynomial associated with the method when applied to the test equation (7.1) , and in this connection the analysis of Baker and Keech [2] can be used, although that analysis was developed for a different type of stability.
On the other hand, it is the rule rather than the exception that for a nonartificially constructed method, the growth parameters associated with the essential zeros ( 1) are different from one (see e.g. [13, p. 247]), so that we share the general opinion that methods with an (asymptotic) repetition factor greater than one should not be generally employed for the solution of second kind Volterra integral equations.
