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Problem dveh ovojnic
Povzetek
V delu diplomskega seminarja je predstavljen problem dveh ovojnic, ki pravi sledeče:
predstavljajmo si, da imamo pred seboj dve ovojnici, v eni od ovojnic je znesek x,
v drugi 2x. Naključno izberemo eno in pogledamo njeno vsebino, zdaj pa se mo-
ramo odočiti, ali bomo vsebino izbrane ovojnice obdržali, ali zamenjali. Diplomski
seminar je razdeljen na 6 glavnih razdelkov. V prvem delu je na kratko opisano, s
čim se bomo v delu ukvarjali, opisan je tudi sam problem ter paradoks, na katerega
naletimo, ko nam argument, baziran na pričakovani vrednosti, vedno narekuje me-
njavo, ne glede na to, kakšen znesek smo našli v ovojnici. Opisana je tudi zgodovina
samega problema in njegove različice, ki so se pojavile skozi čas. V glavnem delu
diplomskega seminarja, drugem, tretjem in četrtem poglavju izpeljemo splošni pogoj
menjave, na podlagi katerega se lahko odločimo za menjavo ovojnic ali proti njej ter
si podrobneje ogledamo pogoj menjave za diskretno in zvezno porazdeljene slučajne
spremenljivke ter ga preverimo na nekaj primerih. V petem razdelku si ogledamo
koncept koristnosti pri problemu dveh ovojnic, kjer nagrada v ovojnici ni merjena v
denarnih enotah. V šestem pa si ogledamo strategije pri problemu dveh ovojnic in
jih med seboj primerjamo.
Two envelopes problem
Abstract
This paper presents the following two envelopes problem: imagine that you have
two envelopes in front of you, one of them contains amount x and the other one 2x.
We randomly choose one and look at the content. Now we have to decide, whether
we want to stay with the chosen envelope or switch to the other one. The thesis
is divided into six main sections. In the first section we present the problem and
we give a more detailed history of the problem and present some other variations of
the problem. In the main part of the thesis, the second, third and forth chapter we
derivate General Exchange Condition, Exchange Condition for discrete distributions
and Exchange Condition for continuous distributions. We also apply the conditions
on some examples and show, that they always work for at least some of the values,
if not all. In the fifth section we take a look at the utilities concept, where the gain
in the envelope is not measured in money. In the sixth section we look at some
strategies, that can be useful in solving the problem and compare them.
Math. Subj. Class. (2010): 97K50, 97K60
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koristnosti, dobiček, strategija
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1. Opis in ozadje problema dveh ovojnic
1.1. Opis osnovnega problema. Variacij problema dveh ovojnic je več, reševanje
le teh pa sega že v petdeseta leta preǰsnjega stoletja. Prvič je problem leta 1943
opisal Maurice Kratchik v knjigi Mathematical Recreations, na enostavnem primeru
dveh oseb, ki se ne moreta dogovoriti, čigava kravata je lepša. Za razsodnika oba
igralca vpokličeta tretjega neodvisnega posameznika, ki poda odločitev. Zmagova-
lec mora v tolažbo poražencu dati svojo kravato. Sklepamo na sledeč način: ”Vem,
koliko je vredna moja kravata in res je, da jo lahko izgubim, a obstaja tudi možnost,
da pridobim tisto, ki bo označena za lepšo in obdržim svojo, torej je igra zame ugo-
dneǰsa”. Ker do enakega razmisleka pride tudi drugi igralec, pridemo do nenavadne
situacije, kjer je igra enako ugodna za oba. Če problem prevedemo na denarno vre-
dnost, osebi primerjata vrednost kovancev, ki jih imata v žepu. Tisti, ki jih ima ob
razkritju več, preda vse svoje kovance ”poražencu”. Če položaj natančno definiramo
z določenimi domnevami, na primer, da ima vsak igralec v žepu neko slučajno vsoto
denarja, bomo igro lahko označili za pošteno. Če pa eden od igralcev po svetu vedno
hodi z malo denarja, med tem ko drugi z večjo vsoto, igra več ni poštena. Enako
velja, če eden nosi precej ceneǰso kravato kot drugi.
Od takrat se je problema iz več zornih kotov lotilo veliko matematikov. V diplomski
nalogi se bomo osredotočili na naslednji problem. Predstavljajmo si, da imamo pred
seboj dve ovojnici. V eni od ovojnic je znesek b, v drugi pa 2b. Naključno izbe-
remo eno in pogledamo njeno vsebino, zdaj pa se moramo odočiti, ali bomo vsebino
izbrane ovojnice obdržali, ali zamenjali. Problem je v tej obliki prvič opisal Barry
Nalebuff v letih 1988/89. Za lažjo predstavo recimo, da smo v ovojnici našli 100e.
Potem vemo, da je v drugi ovojnici znesek 50e z verjetnostjo 1
2
, ali pa 200e, prav
tako z verjetnostjo 1
2
. Sedaj lahko izračunamo pričakovano vrednost dobitka v drugi
ovojnici: E(X) = 1
2
50e +1
2
200e = 125e. Ker bi igro radi končali s čim večjim
dobičkom, oz. je cilj maksimizacija pričakovane vrednosti, bi po razmisleku torej
morali narediti zamenjavo ovojnic. Na tej točki pridemo do nenavadne situacije, ko
nam argument, baziran na pričakovani vrednosti, vedno narekuje menjavo, ne glede
na to, kakšno vrednost smo našli v ovojnici.
Pokazali bomo, da se lahko naša odločitev o zamenjavi po vpogledu v ovojnico
razlikuje od odločitve, če ovojnice ne bi odprli. Prav tako bomo dokazali, da je
odločitev o menjavi racionalna vsaj pri nekaterih vrednostih X, ki jih najdemo v
ovojnici, ali pa kar pri vseh. Tako je cilj diplomske naloge izpeljati splošni pogoj
zamenjave, na podlagi katerega bi se lahko racionalno odločili za menjavo ali proti
njej. Splošni pogoj bomo nato izpeljali za tako diskretne kot zvezno porazdeljene
slučajne spremenljivke ter ga preverili na nekaj primerih. Definirali bomo definicijo
strategije pri problemu dveh ovojnic, jih nekaj predstavili ter nato ocenili in med
seboj primerjali.
1.2. Zgodnje različice problema dveh ovojnic. Če se vrnemo na primer s kra-
vatami, ki smo ga opisali zgoraj, opazimo, da preveč sloni na dejstvu, da obstaja
objektivna vrednost samih kravat. Predstavljamo si, da imata oba igralca enake
možnosti, da pridobita kravato drugega. Če je kravata drugega po našem mnenju
res manj vredna, četudi razsodnik razsodi, da je lepša, je potem pričakovana vre-
dnost našega dobička te igre negativna. Zato preferiramo primer igre s kovanci v
žepu, in da zmaga tisti, ki jih ima v žepu več, saj je denar nekaj, kjer se lahko
navadno brez težav strinjamo - več ga imamo, bolǰse je. Iz vidika igralcev, je igra
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simetrična, saj imata oba enake možnosti za zmago, v resnici pa verjetnost navadno
ni dana objektivno, temveč temelji na posameznikovem znanju okolǐsčin. Pokazali
bomo še, da igra ni nič bolj ugodna za enega ali drugega igralca.
Recimo, da ima igralec A v žepu a kovancev, igralec B pa b kovancev, nobeden
od zneskov a in b pa ne presega nekega točno določenega zneska x, ki predstavlja
količino vseh kovancev, ki so bili skovani do tega dne. Če so vsi izidi enako verjetni,
so pričakovani dobički igralca A enaki njegovim možnim izgubam, saj je matrika
izplačil simetrična. Takšen primer igre je predstavil Kratchik, ki pa ni razložil, kaj
je narobe s sklepanjem igralcev, da so verjetnosti izidov simetrične.
Drugo različico problema je J. E. Littlewood leta 1953 predstavil v knjigi A Ma-
thematicians’s Miscellany. Prestavljajmo si, da imamo pred seboj neskončno zalogo
kart, kjer je ena označena z 0 na eni in z 1 na drugi strani, naslednjih 10 je označenih
z 1 na eni in 2 na drugi strani, ..., naslednjih 10n je markiranih z n na eni in z n+ 1
na drugi strani, in tako naprej. Ena karta je naključno izbrana in podržana v zraku
med igralcema A in B. Igralec, ki vidi večjo številko na karti zmaga. Zdi se, da
oba igralca verjameta, da imata le 1
11
možnosti za zmago in bi tako raǰsi imela pred
seboj drugo stran karte. Ta igra se zdi nepristna, saj še preden igralca sploh vidita
številko na karti, že verjameta, da je verjetnost, da je številka pred njima manǰsa
od nekega N, enaka nič za vsak N . Da bi to pokazali, vzemimo neko števiko, npr.
3. V kupu je 1 + 10 + 100 + 1000 kart, ki vsebujejo številko 3 ali manj na eni strani,
obenem pa je 10000 + 100000 + 1000000 + . . . kart, ki imajo natisnjeno številko
večjo od 3. Delež tega neskončnega kupa kart, ki ima natisnjeno manǰso številko od
neke, je enak 0. Ker verjetnostna porazdelitev, ki za vsak N, vsem izidom manǰsim
od N pripǐse verjetnost 0, ne obstaja, se ta porazdelitev zdi nezaslǐsana in s tem
posledično celoten problem.
Oglejmo si še razlago Lawrenca Waldmana, s katero se dotakne začetnega para-
doksa - da oba igralca vedno želita zamenjati ovojnici. Waldman trdi, da ne vidi
nobene težave v tem, da oba igralca vedno želita zamenjati, saj sta oba motivirana za
menjavo, ker dolgoročno pričakujeta pozitivno pričakovano vrednost dobička. Izkaže
se, da bo to tudi res, saj bo na dolgi rok vsak igralec imel 25% dobiček. Gledano v
odstotkih, pri vsaki menjavi en igralec pridobi več (100%), kot drugi izgubi (50%).
Tako bo pri vsaki menjavi, dobiček gledan v odstotkih, porazdeljen vsakemu 25%.
Vedno, ko dva posameznika menjata predmeta, ki imata neenakovredno vrednost,
je, gledano v odstotkih, pričakovani dobiček pozitiven. Predpostavimo, da A na
začetku dobi a, B pa znesek b, za katera velja 0 < a < b. Igralec A izračuna svoj
proporcionalni dobiček kot b
a
− 1, igralec B ga izračuna kot a
b
− 1 skupen dobiček pa
je nato b
a
− 1 + a
b
− 1 = (a−b)
2
ab
> 0. Pri popolnih pogojih dolgoročnega dobička ali
izgube seveda ne bo.
Torej, če na igro gledamo v odstotkih, obstaja možnost za obojestranski dobiček, če
pa so pogoji popolni, je to igra z vsoto nič. Res je, da preden igralca odpreta ovojnici
pričakujeta 25% dobiček, a nič absolutnega dobička od menjave. Ker imamo večji
dobiček, če smo v ovojnici našli manǰsi znesek, sorazmerni delež dobička v povprečju
za oba igralca ne bi smel biti paradoks. A vrnimo se k našemu vprašanju, ki ni po-
vezan z vsoto pričakovanih vrednosti dobičkov obeh igralcev, temveč z vprašanjem,
zakaj oba vedno želita menjati ovojnici, po tem ko vidita vsebino svoje ovojnice.
Pristop, ki smo ga prikazali zgoraj, nam še vedno ne odgovori na vprašanje, kako je
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mogoče, da oba igralca obenem verjameta v 25% pričakovani dobiček po vpogledu
v ovojnico. Ko igralca uzreta vsebino ovojnic oba še vedno pričakujeta pozitiven
delež dobička in absoluten dobiček iz menjave - protislovje.
Prvo rešitev problema je podal Steven Lippman kot odgovor na članek Loss and
Gain: The Exchange Paradox avtorja Sandyja Zabella [9]. Lipmann razloži, da je
zmota v igralčevem sklepanju to, da verjame, da mu znesek, ki ga zagleda v ovojnici
ne poda nobenih novih informacij, zaradi posteriorne verjetnosti, da njegova ovoj-
nica vsebuje večji znesek. To pomeni, da igralec verjame, da je verjetnost, da je v
njegovi ovojnice večji znesek, enaka 1
2
, ne glede na to, kakšen znesek najde v njej,
ko jo odpre. To je res samo, če je vsak znesek od nič do neskončno enako verjeten,
a če je izidov neskončno veliko in so vsi enako verjetni, je verjetnost vsakega izida
enaka 0, kar je nesmiselno.
Ta argument lahko predstavimo bolj formalno. Naj bo predhodna verjetnost, da
ovojnica 1. igralca vsebuje znesek x določena z f(x). Ko 2. igralec v svoji ovojnici
zagleda X, je njegova posteriorna verjetnost, da ima 1. igralec v roki znesek 2X
enaka:
P (1. igralec = 2X|2. igralec = X) = f(2X)
f(X
2
) + f(2X)
.
Ker 2. igralec verjame, da je ta verjetnost enaka 1
2
, ne glede na to kakšen X najde
v ovojnici, je torej
f(
X
2
) = f(2X)
za vsak X > 0. To bo res samo v primeru, če je f(x) konstanta na območju (0,∞).
Vemo, da funkcija gostote verjetnosti enakomerne porazdelitve na realni osi ne ob-
staja. Če je gostota verjetnosti pozitivna v vsaj eni točki, bo kumulativna porazde-
litvena funkcija gostote neskončna. Torej mora biti nič, da je kumulativna funkcija
vedno enaka nič. Za nobeno ustrezno gostoto verjetnosti ne more veljati, da so po-
steriorne verjetnosti enake za vsa opažanja.
Oglejmo si sedaj še nekoliko drugačen pristop k reševanju problema, recimo, da
je možna nagrada v ovojnici omejena, da razsodnik v prvo ovojnico nikoli ne položi
več kot A. Sledi, da 2. igralec v svoji nikoli ne najde več kot 2A. Označimo še znesek
1. igralca z a in znesek 2. igralca z b, za oba zneska pa velja, da ležita na intervalu
[0, 2A]. Recimo, da igralec B najde znesek, za katerega velja b ∈ (A
2
, 2A]. Sklepa
lahko, da ima 1. igralec v svoji ovojnici b
2
in posledično sam ne želi menjati. Če
bo v svoji ovojnici našel znesek b ∈ [A
8
, A
2
] bo želel zamenjati ovojnici, a takrat 1.
igralec ne bo za menjavo saj ve, da ima on v rokah večji znesek. Tako se menjava
ne bo zgodila nikoli, saj vedno eden od igralcev ne bo strinjal z menjavo ovojnic.
Zgornji argument prikaže neizvedljivost menjave, ko se igralca odločita za igro, kjer
je znesek v ovojnici omejen z nekim fiksnim zneskom. Zanima nas, če bo sklepanje
drugačno, če nagrada ni omejena, torej je lahko neskončna, in če lahko najdemo
porazdelitev, kjer bosta oba igralca vedno pripravljena menjati.
Dokažimo sedaj, da v kolikor oba igralca vedno želita menjati ovojnici, iz tega sledi,
da je nagrada neomejena, če sta seveda igralca indiferentna do tveganja. Predsta-
vljajmo si, da obstaja dobro definirana porazdelitvena funkcija manǰsega zneska xi.
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Če bo menjava vedno na mestu, potem obstaja naraščajoča zaporedje xi, tako da
karkoli igralec vidi v ovojnici, bo vedno pripravljen tvegati menjavo za drugo ovoj-
nico, ki vsebuje xi−1 ali xi+1.
Da bo to res, mora veljati:
pi−1xi−1 + pi+1xi+1
pi−1 + pi+1
> xi za vsak i.
E(X) =
∞∑
i=0
pixi =
1
2
(
∞∑
i=1
(pi−1xi−1 + pi+1xi+1) + p0x0 + p1x1) ≥
≥ 1
2
(
∞∑
i=1
((pi−1 + pi+1)xi) + p0x0 + p1x1) =
= E(X) +
1
2
(
∞∑
i=1
((pi−1 − pi)xi + (pi+1 − pi)xi) + p1x1 − p0x0) =
= E(X) +
1
2
(
∞∑
i=1
pi−1(xi − xi−1)− pi+1(xi+1 − xi)) =
= E(X) +
1
2
(
∞∑
i=1
(pi−1 − pi)(xi − xi−1) + p0(x1 − x0)) >
> E(X).
S protislovjem smo dokazali, da je pogoj za to, da vedno želimo menjati ovojnici,
da je nagrada v ovojnici neomejena. Če oba igralca želita zamenjati ovojnici ne
glede na to, kaj najdeta v njej, potem je logično, da morata biti pripravljena me-
njati, še preden ovojnici sploh odpreta, a to pomeni, da sta pripravljena tvegati na
podlagi predhodnih prepričanj o tem, kaj vsebuje njuna ovojnica. Če ta predhodna
prepričanja vodijo k dobro definirani pričakovani koristi, je to nemogoče, saj bi to po-
menilo, da morata oba igralca ovrednotiti ovojnici na popolnoma enak način. Torej,
če oba igralca vedno želita menjati, argument splošnega prepričanja ne more veljati,
saj predhodno prepričanje ne more voditi k dobro definirani pričakovani koristi.
2. Splošni pogoj menjave
Pred seboj imamo dve ovojnici. Eno naključno izberemo in vidimo, da smo v njej
dobili znesek b. Sedaj vemo, da se v drugi ovojnici skriva bodisi znesek b
2
, bodisi
znesek 2b. Zdaj pa se moramo odločiti, ali bomo izbrano ovojnico obdržali, ali za-
menjali. Naredimo enostaven razmislek, da je pričakovana vrednost dobitka v drugi
ovojnici:
E(Y ) =
1
2
b
2
+
1
2
2b =
5
4
b.
Na podlagi tega razmisleka se nam zdi smiselno, da zamenjamo, a obenem nesmi-
selno, saj je razmislek enak za eno ali drugo ovojnico. Tako pridemo do tega, da
želimo izpeljati pogoj, na podlagi katerega bi se lahko racionalno odločili za menjavo
ali proti njej, saj se odločitev na podlagi argumenta o pričakovani vrednosti ne zdi
racionalna, ker ne upošteva informacije, ki smo jo dobili, ko smo odprli ovojnico.
Privzamemo, da lahko v ovojnici najdemo le pozitiven znesek. Naj bo L slučajna
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spremenljivka, ki predstavlja večji znesek, S pa slučajna spremenljivka, ki predsta-
vlja manǰsi znesek. Vemo, da S = L
2
, torej sta slučajni spremenljivki odvisni in L
določa porazdelitveno funkcijo S:
P (L ≤ x) = P (S ≤ x
2
) za 0 < x <∞.
Igro začnemo z naključno izbiro ene od ovojnic. Označimo prvo ovojnico z O1 in
njeno vsebino z X, ki je slučajna spremenljivka ter drugo z O2 in njeno vsebino z
Y . Ker ob izbiri ovojnice nimamo nobene informacije o njeni vsebini, vemo, da je
verjetnost da smo izbrali ovojnico z manǰsim zneskom, enaka verjetnosti, da smo
izbrali ovojnico z večjim zneskom:
P (X = L) = P (X = S) =
1
2
.
Zdaj, ko smo videli vsebino izbrane ovojnice O1, X = x, nas zanima pričakovana
korist ob menjavi za drugo ovojnico, pri dobljenem X = x. Možnosti sta dve, ali
smo v izbrani ovojnici dobili večji znesek z verjetnostjo 1
2
in bomo ob menjavi dobili
manǰsega, ali pa smo izbrali ovojnico, ki je vsebovala manǰsi znesek in bomo sedaj
dobili večjega. Pǐsimo:
E[Y |X = x] = P (X = L|X = x)(x
2
) + P (X = S|X = x)(2x).
Vemo, da bo menjavo dobičkonosna samo takrat, ko pričakovana vrednost zneska v
drugi ovojnici večja od trenutnega dobitka, torej nas zanima naslednja neenačba:
P (X = L|X = x)(x
2
) + P (X = S|X = x)(2x) > x.
Delimo z x in dobimo:
(1)
1
2
P (X = L|X = x) + 2P (X = S|X = x) > 1.
Ker lahko izbiramo med dvema ovojnicama, ki vsebujeta večji in manǰsi znesek,
verjetnost izbire enega ali drugega pa je enaka, lahko z gotovostjo trdimo, da če
X 6= L, je X gotovo enak S. Zato:
(2) P (X = S|X = x) = 1− P (X = L|X = x).
Pogojno verjetnost iz enačbe (2) vstavimo v neenačbo (1) in dobimo:
1
2
P (X = L|X = x) + 2− 2P (X = L|X = x) > 1
oz.
3
2
P (X = L|X = x) < 1
oz.
(3) P (X = L|X = x) < 2
3
.
Izpeljali smo splošni pogoj menjave (3), ki nam pove, da bo zamenjava dobičkonosna,
če in samo če je pogojna verjetnost, da je naš dobljeni X iz ovojnice O1 večji znesek,
manj kot 2
3
.
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3. Pogoj menjave za diskretno porazdeljene slučajne spremenljivke
Izpeljali bomo pogoj za menjavo ovojnic, ko so možni zneski, ki se nahajajo v ovojnici
diskretno porazdeljene slučajne spremenljivke, torej predpostavimo, da so X, L,
S diskretno porazdeljene slučajne spremenljivke. Naj obstaja tak fiksen m > 0,
da bo znesek v vsaki ovojnici enak 2km, za nek k, ki je lahko tudi negativen. S
predpostavko, da so zneski enaki faktorjem 2k dosežemo, da je 2k−1 ravno za pol
manǰsi, 2k+1 pa dvakrat večji znesek.
Sedaj definirajmo pk kot pogojno verjetnost, da je znesek, ki ga opazimo v ovoj-
nici enak 2km, pogojno na dogodek, da je X večji znesek izmed obeh. Predposta-
vimo še, da (. . . , p−1, p0, p1, . . .) definira našo verjetnostno porazdelitev: pk ≥ 0 in∑∞
k=−∞ pk = 1. Torej je
pk = P (X = 2
km|X = L) za k ∈ Z.
Ker je L = 2S, je
pk+1 = P (X = 2
k+1m|X = L) = P (X = 2km|X = S).
Predstavljajmo si sedaj, da smo ovojnico odprli in v njej našli znesek X = 2km za
neki k ∈ Z. Zdaj vemo, da velja naslednja enakost:
(4) P (X = 2km|X = L) + P (X = 2km|X = S) = pk + pk+1 > 0.
Zopet nas tako kot pri splošnem pogoju menjave zanima verjetnost, da je X večji
znesek, pogojno na dogodek, da smo v ovojnici našli znesek X = 2km. Po Bayesovi
formuli dobimo:
P (X = L|X = 2km) =
=
P (X = 2km|X = L)P (X = L)
P (X = 2km|X = L)P (X = L) + P (X = 2km|X = S)P (X = S)
=
(5) =
pk
pk + pk+1
.
V zadnjem koraku smo upoštevali prej izražene verjetnosti pk in pk+1 ter enakost
P (X = S) = P (X = L) = 1
2
.
Tako se pogoj (3) za diskretno porazdeljene slučajne spremenljivke sedaj glasi:
(6)
pk
pk + pk+1
<
2
3
oz. pk < 2pk+1.
Neenakosti (6) bomo od sedaj rekli pogoj zamenjave za diskretno porazdeljene slučaj-
ne spremenljivke. Pogoj narekuje, da je menjava ovojnic na mestu, če in samo
če je pogojna verjetnost pk, da smo izbrali ovojnico z večjim zneskom, manǰsa od
dvakratne pogojne verjetnosti pk+1, da imamo v rokah manǰsi znesek.
Izrek 3.1. Za katerokoli porazdelitveno funkcijo oblike (. . . , p−1, p0, p1, . . .), pk ≥
0 in
∑∞
k=−∞ pk = 1, pogoj menjave (6) velja za vsaj eno vrednost k.
Dokaz. Predpostavimo nasprotno, da velja pk−1 ≥ 2pk za k = . . . − 1, 0, 1, . . . .
Izberimo tak k, da pk > 0. Če n < k, potem s preprosto indukcijo po k − n − 1
korakih ugotovimo, da je potem pn ≥ 2k−npk. Če pošljemo n→ −∞ vidimo, da gre
pn →∞, kar pa je v protislovju s predpostavko, da je pn verjetnostna porazdelitev.
Torej, za katerokoli diskretno porazdelitev bo pogoj zamenjave (6) veljal za vsaj eno
vrednost x, ali pa celo za vse. 
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Priobravnavinaslednjiȟstirihprimerov,bomopredvidevali,dasoedinimǒznizne-
ski,kijihlahkonajdemovovojnicienakiX=2km.
Primer3.2.m=1,pk=
1
4
zak=0,1,2,3,pk=0zavsedrugek.
Torej:X|X=L∼
... 1
2
1 2 4 8 16 ...
...0 1
4
1
4
1
4
1
4
0 ...
.
Preverimopogojpk<2pk+1:
•k=...−4,−3,−2:0=0,pogoj(6)nevelja.
•k=−1:0<1
2
,pogoj(6)velja.
•k=0,1,2:1
4
<1
2
,pogoj(6)velja.
•k=3,4,5,...:1
4
>0,pogoj(6)nevelja.
Vidimo,dapogoj(6):pk<2pk+1veljasamozak=−1,0,1,2,zavsedrugekpa
ne.Takosenamsplǎcamenjatiovojnicile,̌cevnjejnajdemo1
2
,1,2ali4.Čebiv
ovojnicinǎsli8,bipoporazdelitvivedeli,danimǒzno,dasevdrugiovojniciskriva
věcjiznesek.
Primer3.3.m=1,pk=
2
3k
zak∈N,pk=0zavsedrugek.
Torej:X|X=L∼
... 1
2
1 2 4 8 16 ...
...0 0 2
3
2
9
2
27
2
81
...
.
Preverimopogojpk<2pk+1:
•k=...−3,−2,−1:0=0,pogoj(6)nevelja.
•k=0:0<2
3
,pogoj(6)velja.
•k=1,2,3,...:pogoj(6)nevelja,npr.zak=1:2
3
>22
9
.
Vidimo,dapogoj(6):pk<2pk+1 veljasamozak=0,oz.,kojeX=1,zavse
drugekpane.Ovojnicibimenjalilevprimeru,̌cebivnjennǎsliznesek1.
Primer3.4.m=1,pk=
2k 1
3k
zak∈N,pk=0zavsedrugek.
Torej:X|X=L∼
...1 2 4 8 16 ...
...0 1
3
2
9
4
27
8
81
...
.
Preverimopogojpk<2pk+1:
•k=...−3,−2,−1:0=0,pogoj(6)nevelja.
•k∈N∪{0}:pogoj(6)velja,npr.zak=1:1
3
<22
9
.
Vidimo,dapogoj(6):pk<2pk+1veljazak∈N∪{0}.Torejobstajaspodnjameja
priX=1,kojevednobolǰsezamenjati,sajjetonajmanǰsimǒzniznesek,kiga
lahkonajdemovovojnici.
Primer3.5.m=1,p−k=pk=
1
7
(2
3
)k−1zak∈N,p0=
1
7
.
Torej:X|X=L∼
... 1
8
1
4
1
2
1 2 4 8 ...
... 4
63
2
21
1
7
1
7
1
7
2
21
4
63
...
.
•k∈Z:pogoj(6)velja.
Vidimo,dajepogoju(6):pk<2pk+1 zadǒšcenozak∈Z. Torejbivednoželeli
zamenjatiovojnici,sajpogojzamenjavevednovelja(minimalnavrednostzaXne
obstaja,zarazlikoodprimera3.4)
Vskladuzizrekom3.1sejevvseȟstirihprimerihizkazalo,dapogoj(6)veljaza
vsajnekajvrednostk,alipakarzavse(Primer3.5).
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4.Pogojmenjavezazveznoporazdeljeneslǔcajnespremenljivke
Izpeljalibomopogojzamenjavoovojnic,kosomǒznizneski,kisenahajajovovojnici
zveznoporazdeljeneslǔcajnespremenljivke,torejpredpostavimo,dasoX,S inL
zveznoporazdeljeneslǔcajnespremenljivke. Kerje
P(S≤x)=P(L≤2x),
bozakumulativniporazdelitvenifunkcijiSinLveljalo:
(7) FS(x)=FL(2x).
Zodvajanjem(7)dobimonaslednjoenakostzagostotoslǔcajnespremenljivke:
fS(x)=2fL(2x).
Predpostavimosedaj,dasmoizbraliovojnicoO1,katerevsebinaX zadǒšcax≤
X ≤ x+dx.Razmislek,dasmovovojnici O1dobilivěcjiznesek,jeanalogen
premislekupridiskretnoporazdeljenihslǔcajnihspremenljivkah:
P(X =L|x≤X ≤x+dx)=
fL(x)
fL(x)+fS(x)
=
fL(x)
fL(x)+2fL(2x)
.
Takosepogoj(3)zazveznoporazdeljeneslǔcajnespremenljivkesedajglasi:
fL(x)
fL(x)+2fL(2x)
<
2
3
oziroma:
(8) fL(x)<4fL(2x).
Neenakosti(8)bomoodsedajreklipogojzamenjavezazveznoporazdeljeneslǔcajne
spremenljivke.Pogojnarekuje,dajemenjavadobǐckonosna,̌ceinsamǒcejegostota
verjetnostislǔcajnespremenljivkeLvvrednostixmanjkotštirikratnikgostote
verjetnostiLvvrednosti2x.
Izrek4.1.ZavsakogostotoverjetnostifL(x)pogojzamenjave(8)veljazavsajeno
vrednostx.
Dokaz. Predpostavimonasprotno,da:
(9) fL(
x
2
)≥4fL(x)zavsakx∈(0,∞).
Vzemimointerval[2k,2k+1],nakateremje
(10)
2k+1
2k
fL(x)dx=K>0.
Zindukcijobomodokazali,davelja:
(11)
2k n+1
2k n
fL(x)dx≥2
nK zan=0,1,2,...
Če(11)veljazan,moramodokazati,daveljatudizan+1,torej:
2k n
2k n 1
fL(x)dx≥2
n+1K.
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Sedajimamo:
2k n
2k n 1
fL(x)dx=
2k n+1
2k n
fL(
y
2
)
dy
2
≥4
1
2
2k n+1
2k n
fL(y)dy≥(2)2
nK=2n+1K,
prǐcemersmov1.korakuuvedlinovospremenljivkox= y
2
,dasmodobilǐzeleno
oblikointegrala,v2.korakusmouporabilineenǎcbo(9)inv3.korakuneenǎcbo
(11).Odtodsledi:
∞
0
fL(x)dx≥
∞
n=0
2k n+1
2k n
fL(x)dx≥
∞
n=0
2nK=∞.
Vemo,davtemprimerufL(x)nemorebitigostotaverjetnostizvezneslǔcajnespre-
menljivke,sajbimoralbitiintegralnjenegostoteenak1.Takosmosprotislovjem
dokazali,dapogojzamenjave(8)veljazavsajnekajvrednostix.
Primer4.2.NajimaLenakomernozveznoporazdelitevna[0,1],torejje
fL(x)=
1; čex∈[0,1]
0; sicer.
Izporazdelitvevidimo,dapogojmenjave(8)veljalezax≤1
2
.
KerjeP(X > 1
2
)=P(X =L,L> 1
2
)=P(X =L)P(L> 1
2
)=1
2
1
2
= 1
4
,je
P(X≤1
2
)=1−1
4
=3
4
.
Torejjepogoju(8)zadǒšcenozverjetnostjo3
4
.
Primer4.3.NajimaLeksponentnoporazdelitevsparametrom1,torej
fL(x)=
e−x; čex∈[0,1]
0; sicer.
Pogojmenjave(8)seglasi:
e−x<4e−2x
oziroma:
−x<ln4−2x
oziroma:
x<ln4∼=1,39.
Vidimo,dabopogojumenjavezadǒšcenole,̌cebox<ln4.Izrǎcunajmoverjetnost
tegadogodka:KerjeP(L≤ln4)=1−e−ln4=1−1
4
=3
4
inP(S≤ln4)=P(L≤
2ln4)=1−e−2ln4=1− 1
16
=15
16
,je
P(X≤ln4)=P(X=L,L≤ln4)+P(X=S,S≤ln4)=
=P(X=L)P(L≤ln4)+P(X=S)P(S≤ln4)=
=
1
2
3
4
+
1
2
15
16
=
27
32
.
Torejjepogoju(8)zadǒšcenozverjetnostjo27
32
.
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Primer 4.4. Izberimo k ∈ (0, 1) in naj velja
fL(x) =
{
(1− k)x−2+k; če x > 1
0; 0 < x ≤ 1.
Preverimo najprej, da je to res gostota verjetnosti:
(1− k)
∫ ∞
1
x−2+kdx = (1− k) lim
K→∞
(
K−1+k
−1 + k
− 1
−1+k
−1 + k
) = 1.
Za x ≥ 1 lahko pǐsemo:
fL(2x) = (1− k)(2x)−2+k = 2−22k(1− k)x−2+k =
2k
4
fL(x) >
fL(x)
4
.
Vidimo, da smo dobili ravno pogoj menjave, ki mu je zadoščeno za vsak x ≥ 1.
Torej obstaja spodnja meja pri x ≥ 1, kjer bomo vedno hoteli zamenjati, saj je to
najmanǰsi možni znesek, ki ga lahko najdemo v ovojnici. Vemo, da smo v primeru,
če v ovojnici najdemo znesek 1, izbrali ovojnico, ki vsebuje manǰsi znesek.
5. Koncept koristnosti
Do sedaj smo predvidevali, da je vsebina ovojnic denar, in da je naš cilj čim večja
denarna korist, toda skozi zgodovino so bile odločitve, ki so bile narejene na podlagi
pričakovane denarne koristi, pogosto kritizirane. Zato nas zanima, kje je meja oz.
kdaj je znesek, ki ga najdemo v ovojnici za nas toliko vreden, da smo z njim zado-
voljni in ne želimo tvegati izgube polovice zneska.
Uporaba pričakovane vrednosti v teoriji iger je vodila von Neumanna in Morgen-
sterna, da sta razvila teorijo, v kateri je subjektivna vrednost vsakega izida merjena z
realno številko, ki ji pravimo koristnost, in da so racionalne odločitve tiste odločitve,
ki maksimizirajo našo korist. Teorijo koristnosti vpeljemo zaradi paradoksalne si-
tuacije, v kateri se zmeraj zdi logično, da bi zamenjali ovojnici. Dokažimo, da je
pogoj za igranje igre po načelu strategije ”vedno menjaj”, da potencialna nagrada
v ovojnici ni omejena.
Predpostavimo nasprotno, da obstaja znesek c > 0, da za vrednost večje nagrade L
velja:
P (L > c) = 0 in P (
c
2
< L ≤ c) > 0.
Iz tega sledi, da je
P (X = L| c
2
< L ≤ c) = 1 > 2
3
.
Vidimo, da splošni pogoj zamenjave tukaj odpove, in da mora veljati, da je zne-
sek oz. nagrada v ovojnici neomejena, če želimo, da vedno velja, da je zamenjava
dobičkonosna.
Ta pogoj je sicer nujen, ni pa vedno dovolj, da bi res veljalo, da je zamenjava vedno
racionalna odločitev (Primer 3.3 in 4.3).
Predpostavimo sedaj, da so S, L, in X zvezno porazdeljene slučajne spremenljivke
(katerih vrednost sedaj merimo v velikosti nagrade oz. koristi in ne več v denarju),
ter da pogoj (8) velja za vsak x ≥ x0. Naj bo pričakovana vrednost E (za katero
predpostavljamo, da je končna) enaka:
E =
∫ ∞
x0
xfL(x)dx =
∫ 2x0
x0
xfL(x)dx+
∫ ∞
2x0
xfL(x)dx.
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Če postavimo ∫ 2x0
x0
xfL(x)dx = H ≥ 0,
imamo torej:
E = H +
∫ ∞
x0
2yfL(2y)2dy =
= H + 4
∫ ∞
x0
yfL(2y)dy > H +
∫ ∞
x0
yfL(y)dy ≥ E,
kjer smo prvi del nadomestili s H, v integral
∫∞
2x0
xfL(x)dx pa uvedli novo spremen-
ljivko x = 2y.
To protislovje nam pove, da mora biti prvotni integral divergenten, in da (končno)
matematično upanje ne more obstajati. Bolj natančno, če naj (8) velja za vse
vrednosti x, potem morajo biti E(S), E(L), in E(X) neskončne. Enako velja pri
diskretno porazdeljenih slučajnih spremenljivkah. Če je Y korist v ovojnici, ki ni
bila izbrana in za vse x velja:
E(Y |X = x) > E(X|X = x),
potem dobimo:
E(Y ) > E(X).
Vemo, da zaradi simetrije velja E(X) = E(Y ), saj imata obe ovojnici enako ver-
jetnost, da vsebujeta katero koli nagrado. Tako smo spet dokazali, da neskončno
pričakovano matematično upanje koristi ne more obstajati.
6. Strategije pri problemu dveh ovojnic
Za potrebe analize, bomo strategijo v problemu dveh ovojnic definirali kot pravilo,
ki pove, če je menjava na mestu ali ne, potem ko smo izbrali eno od ovojnic in videli
kaj vsebuje, torej videli vrednost X. Ker je cilj čim podrobneje opredeliti strategijo,
moramo vedeti, katere vrednosti lahko X zavzame. Da bi si olaǰsali analizo, bomo
predvidevali, da so edini možni zneski, ki jih lahko najdemo v obeh ovojnicah enaki
potencam števila 2.
Predpostavimo, da (. . . , p−1, p0, p1, . . .) definira porazdelitveno funkcijo (pk ≥ 0,∑∞
k=−∞ pk = 1), kjer je
pk = P (S = 2
k)
za vsak k ∈ Z. Verjetnost pk je lahko enaka 0 za več vrednosti k, npr. za k < 0,
saj težko spravimo zelo majhen delež evra v ovojnico, ali pa če je k  1, torej zelo
velik, saj je možno, da pretirano veliki zneski denarja niso na voljo.
Sedaj, ko smo definirali pk, bomo lahko izrazili tudi porazdelitve verjetnosti in
pričakovano upanje spremenljivk X, Y, L in S. Po definiciji je:
(12) E(S) =
∞∑
k=−∞
2kpk.
Tukaj dopuščamo možnost, da je E(S) = ∞ (vsota v (12) lahko divergira), v tem
primeru bomo rekli, da E(S) ni končno število.
Iz L = 2S sledi, da je verjetnost, da je L = 2k ravno enaka verjetnosti, da je S =
14
2k−1, in da je pričakovana vrednost slučajne spremenljivke L dvakratnik pričakovane
vrednosti S. Torej:
P (L = 2k) = P (S = 2k−1) = pk−1 in E(L) = 2E(S).
Porazdelitev slučajne spremenljivke X lahko izpeljemo iz dejstva, da je lahko X = 2k
na dva med seboj izključujoča se načina. Bodisi je S = 2k in je X = S, ali pa je
S = 2k−1 in je X = L. Zato:
P (X = 2k) = P (S = 2k, X = S) + P (S = 2k−1, X = L) =
= P (S = 2k)P (X = S) + P (S = 2k−1)P (X = L) =
(13) =
1
2
pk +
1
2
pk−1.
Torej je pričakovana vrednost X enaka:
E(X) =
∞∑
k=−∞
2k
1
2
(pk−1 + pk) =
=
∞∑
k=−∞
2k−1pk−1 +
1
2
∞∑
k=−∞
2kpk =
(14) = E(S) +
1
2
E(S) =
3
2
E(S).
Enak razmislek naredimo za pričakovano vrednost slučajne spremenljivke Y in vi-
dimo, da velja: E(Y ) = 3
2
E(S). Ker velja X +Y = S+L = 3S, so E(L) in E(X) =
E(Y ) končna števila le, če je E(S) končno število.
6.1. Pričakovani dobiček.
Strategijo pri problemu dveh ovojnic bomo sedaj definirali kot pravilo, ki pove,
ali je menjava ovojnic na mestu ali ne, kot funkcija spremenljivke X. Uporabili
bomo enostavno strategijo, s katero bomo ohranili splošnost, saj nam bo strategija
podala navodilo ”Menjaj z verjetnostjo qk.” Označimo strategijo σ kot verjetnostno
porazdelitveno funkcijo
σ = (. . . , q−1, q0, q1, . . .),
kjer je qk verjetnost, da bomo zamenjali ovojnici, potem ko smo videli, da je v njej
znesek X = 2k.
Če bomo uporabili strategijo σ, bomo rekli, da smo igro zaključili z ovojnico OZ(σ),
ki vsebuje znesek Z(σ). Primera dveh zelo preprostih strategij sta strategiji vedno
menjaj in nikoli ne menjaj :
• σV EDNO: qk = 1, za vse k ∈ Z in Z(σV EDNO) = Y.
• σNIKOLI: qk = 0, za vse k ∈ Z in Z(σNIKOLI) = X.
Da bi lahko definirali pričakovani dobiček, moramo izpeljati še verjetnostno poraz-
delitev Z(σ). Dogodek Z(σ) = 2k se lahko zgodi na naslednje tri načine:
• X = 2k ⇒ ovojnice ne zamenjamo,
• X = S = 2k−1 ⇒ ovojnico zamenjamo,
• X = L = 2k+1⇒ ovojnico zamenjamo.
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Sledi, da je verjetnost, da končamo igro z zneskom 2k sledeča:
P (Z(σ) = 2k) = (1− qk)P (X = 2k) +
1
2
pk−1qk−1 +
1
2
pkqk+1 =
(15) = P (X = 2k) +
1
2
(qk−1 − qk)pk−1 −
1
2
(qk − qk+1)pk
za vsak k ∈ Z.
Ker iz S ≤ Z(σ) ≤ L, sledi E(S) ≤ E(Z(σ)) ≤ E(L) = 2E(S), je E(Z(σ)) končna
samo, če je končna E(S). V tem primeru (15) implicira
E[Z(σ)] =
∞∑
k=−∞
2kP (Z(σ) = 2k) =
(16) = E(X) +
∞∑
k=−∞
2k−1[(qk−1 − qk)pk−1 − (qk − qk−1)pk].
Sedaj lahko definiramo G(σ) kot dobiček, če v igri uporabimo strategijo σ. Dobiček
bo enak vsebini ovojnice, s katero igro končamo, zmanǰsan za vrednost X, ki smo
jo našli v prvi ovojnici, torej G(σ) = Z(σ) − X. Vrednost G(σ) je znesek, kjer je
strategija σ bolǰsa, kot če ne naredimo nič. Za vsak k ∈ Z sta možna dva izida
2k in − 2k−1 :
• G(σ) = 2k :
P (G(σ) = 2k) = P (Z(σ) = 2k+1, X = 2k) =
= P (X = 2k, S = X, ovojnico menjamo) =
1
2
pkqk,
za vsak k ∈ Z.
• G(σ) = −2k−1 :
P (G(σ) = −2k−1) = P (Z(σ) = 2k−1, X = 2k) =
= P (X = 2k, L = X, zamenjamo ovojnici) =
1
2
pk−1qk.
Končno bo pričakovana vrednost G(σ) enaka:
(17) E(G(σ)) =
∞∑
k=−∞
2k−1pkqk −
∞∑
k=−∞
2k−2pk−1qk.
Če je E(S) končna, je potem končna tudi pričakovana vrednost E(G(σ)) =
E(Z(σ))− E(X). V primeru, da E(S) ni končna, nam pride ravno izpeljava (16).
6.2. Strategija z mejo.
Ena bolj enostavnih in koristnih strategij je Strategija z mejo, ki nam narekuje
menjavo vsebine ovojnice, če je videni znesek manǰsi od nekega fiksno določenega
zneska. Intuicija nam narekuje, da so strategije z mejo obetavne, saj narekujejo
menjavo le, če je znesek v roki majhen. Za K ∈ Z definiramo strategijo σK , kjer bo
qk = 1, če k ≤ K in qk = 0, če k > K. Zanima nas dobiček, če uporabimo strategijo
σK . Pri računanju P (Z(σK) = 2
k) − P (X = 2k), si bomo pomagali z verjetnostjo
(15).
Za k = K :
P (Z(σK) = 2
k)− P (X = 2k) = 1
2
(qk−1 − qk)pk−1 −
1
2
(qk − qk+1)pk =
16
=
1
2
(1− 1)pk−1 −
1
2
(1− 0)pk = −
1
2
pk = −
1
2
pK .
Za k = K + 1 :
P (Z(σK) = 2
k)− P (X = 2k) =
=
1
2
(1− 0)pk−1 −
1
2
(0− 0)pk−1 =
1
2
pK .
Dobimo:
(18) P (Z(σK) = 2
k)− P (X = 2k) =

−1
2
pK ; če k = K,
1
2
pK ; če k = K + 1,
0; sicer.
Torej je učinek strategije σK , da prenesemo verjetnost
1
2
pK iz 2
K na 2K+1. Ne glede
na to, ali je E(S) končna, lahko za izračun pričakovanega dobička strategije σK v
odvisnosti od X uporabimo (16) :
(19) E(G(σK)) = −2K
1
2
pK + 2
K+11
2
pK = 2
K−1pK .
Zato strategija z mejo σK ni nikoli slabša, kot pa če ne bi naredili ničesar in vedno
bolǰsa (glede na kriterij pričakovanega dobička), ko je pK > 0. Sklepamo, da ko je
pK > 0, je strategija z mejo vedno bolǰsa, kot pa, če ne naredimo nič.
6.3. Strategija podmnožice.
Strategija podmnožice je definirana s podmnožico U ⊆ Z, tako, da se menjava zgodi
samo, če je log2X ∈ U, oz., če je znesek v ovojnici Ox enak 2k, za nek k ∈ U.
Najenostavneǰse strategije podmnožice so tako imenovane točkovne strategije, kjer
pride do menjave samo, če je X = 2K za nek točno določen K, torej U = {K}.
Omenimo še, da je strategija z mejo tudi strategija podmnožic. V tem primeru je
podmnožica strategije σK : U = {k ∈ Z : k ≤ K} .
Dve izmed preprosteǰsih strategij podmnožic sta tudi:
• σSOD: qk = 1, če k sodo število in qk = 0, če k liho število,
• σLIH: qk = 1, če k liho število in qk = 0, če k sodo število.
Ti dve strategiji sta komplementarni v smislu, da se pripadajoče verjetnosti qk
seštejejo v ena za vsak k, iz česar vidimo, da sta podmnožici, ki definirata strategiji
σSOD in σLIH komplementarni. Kot že omenjeno, lahko (16) rešimo za E(G(σ)) =
E(Z(σ)) − E(X), ko je E(S) < ∞. Če predpostavimo, da E(S) < ∞, in ker
sta strategiji komplementarni, bo za pričakovano vrednost njunih dobičkov veljalo:
E(G(σSOD)) + E(G(σLIH)) = 0.
Strategijo, ki ni v razredu strategij s podmnožico, sta prva predstavila matema-
tika Ross [8] in Bruss[3]. Strategija temelji na verjetnostni meji, ki je slučajno
določena in vsebuje verjetnosti qk, ki niso nikoli enaka 1 ali 0. Ideja strategije
je, da primerjamo vrednost zneska X, ki smo ga našli v ovojnici z vrednostjo
slučajne spremenljivke T, ki ga nato zamenjamo samo, če je X ≤ T. Enakovredno
lahko strategijo s slučajno določeno mejo opǐsemo s pomočjo verjetnosti zamenjave
qk = P (T ≥ 2k), kjer je limk→∞ qk = 0. Opazimo podobnost s strategijo z mejo,
le da je tukaj meja slučajno določena s slučajno spremenljivko T. Ross je pokazal,
da ne glede na porazdelitev slučajne spremenljivke S, strategija s slučajno določeno
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mejo σ vedno zadošča neenakosti P (Z(σ) = L) > P (Z(σ) = S), če je le {qk} mono-
tono padajoče zaporedje, kar je mogoče, če ustrezno izberemo T.
Da bi ponazorili strategije, kjer je meja določena slučajno, bomo uporabili prema-
knjene geometrijske porazdelitve G(α,K), kjer je 0 < α < 1 in K ∈ Z, K ≥ 0. Da
bi definirali G(α,K), naj bo qk = 1 za k < K in qk = α
k−K za k ≥ K (verjetnost
zamenjave qk je komplement kumulativne porazdelitvene funkcije geometrijske po-
razdelitve s parametrom α, premaknjene za K enot v desno). Vidimo, da je qk = 1,
ali pa qk < qk−1.
Sedaj lahko primerjamo strategije in označimo porazdelitev verjetnosti S bodisi za
”navadno” bodisi za ”nenavadno” porazdelitev.
6.4. Izbolǰsava strategij.
Naš cilj je najti strategijo, ki bi nam prinesla maksimalen dobiček pri problemu
dveh ovojnic, v nenavadni situaciji, kjer se vedno zdi, da je zamenjava optimalna
odločitev. Da bi to strategijo lahko določili, moramo ugotoviti, kdaj optimalne
strategije obstajajo in jih identificirati.
Torej želimo najti strategije σ∗ = (. . . , q∗−1, q
∗
0, q
∗
1, . . .), ki maksimizirajo E(G(σ)).
Predpostavimo, da je osnovna porazdelitev (. . . , p−1, p0, p1, . . .), pk ≥ 0 in∑∞
k=−∞ pk = 1 taka, da je E(S) <∞, da bo E(G(σ)) = E(Z(σ))− E(X).
Ko preuredimo (17), dobimo:
E(G(σ)) =
∞∑
k=−∞
2k−1pkqk −
∞∑
k=−∞
2k−2pk−1qk =
(20) =
∞∑
k=−∞
2k−2qk(2pk − pk−1).
Ker velja, da 0 ≤ qk ≤ 1, iz (20) sledi, da bo E(G(σ)) maksimizirala vsaka strategija
q∗k, ki zadošča:
(21) q∗k =

1; če pk >
1
2
pk−1,
poljubno; če pk =
1
2
pk−1,
0; če pk <
1
2
pk−1.
Opazimo, da je zgornji izraz (21) ekvivalenten pogoju zamenjave za diskretno po-
razdeljene slučajne spremenljivke. Torej, če v ovojnici Ox najdemo znesek 2
k, je
zamenjava na mestu, če in samo če:
(22) pk ≥
1
2
pk−1,
če velja stroga neenakost, je menjava obvezna.
Optimalna strategija σ∗, ki zadošča (21), je Bayesev optimum, saj vzame v obzir
vse informacije, ki smo jih zbrali do trenutka odločitve, kar je posledica postopne
maksimizacije (20). Iz istega razloga so limitne lastnosti, kot sta npr. konvergenca
in divergenca pričakovane vrednosti, nepomembne za interpretacijo optimalne stra-
tegije σ∗ v (21). Torej je izraz (21) smiseln tudi v primeru, ko osnovna porazdelitev
verjetnosti ne zadošča pogoju E(S) <∞, tako da argument, ki nas vodi k (19), ne
more biti upravičen.
Če povzamemo, pogoj zamenjave (21) vrne optimalno strategijo σ∗, za vsak pro-
blem ovojnic, kjer je E(S) < ∞ in je E(S) =
∑∞
k=−∞ 2
kpk konvergentna vrsta. Če
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temu pogoju ni zadoščeno, nimamo razloga, da bi verjeli, da je strategija, ki zadošča
(21) bolǰsa od katere koli druge. Vrsti (15) in (17) sta v našem primeru kvečjemu
pogojno konvergentni vrsti, tako da je manipulacija (17), da dosežemo (20) neute-
meljena (Norton [7]).
Zdi se, da izraz (21) vprašljivo strategijo ”vedno menjaj” postavi pod vprašaj. De-
finirajmo sedaj verjetnostno porazdelitev {pk} kot nenavadno porazdelitev, če ta
zadošča pogoju
pk ≥
1
2
pk−1
za vsak k ∈ Z. (21) nam prav tako pove, da nobena strategija ni bolǰsa kot strategija
”vedno menjaj” (q∗k = 1 za vsak k), če je verjetnostna porazdelitev nenavadna.
Ker je takih porazdelitev veliko, se zdi, da smo se spet vrnili na začetek, ko smo
prvič prǐsli do sklepa o 25% pričakovanem dobičku ob zamenjavi ovojnic. A temu
ni tako, saj nenavadna porazdelitev, ki bi zadoščala pogoju E(S) <∞, ne obstaja.
Dokaz. Označimo vsako nenavadno porazdelitev z neko vrednostjo H, kjer H ∈
[−∞,∞] tak, da pk = 0 za k < H in pk > 0 za k ≥ H. (Naj bo H = inf {k : pk >
0}, ki mora obstajati, ker mora biti pk pozitiven za vsaj eno vrednost k. Iz tega
sledi, da pk > 0 za vsak k > H.)
Izberimo sedaj poljuben K > −∞ tak, da je K ≥ H. Ker je pk ≥ 12 za k =
K + 1, K + 2, ..., K + h sledi, da pK+h ≥ 2−hpK . S substitucijo v (11) nato dobimo:
E(S) ≥
∞∑
h=0
2K+hpK+h ≥
∞∑
h=0
2KpK =∞,
ker pK > 0. 
Zato ne smemo biti presenečeni, če (21) pelje do nesmiselnega zaključka, za ne-
navadne porazdelitve, saj take porazdelite nikoli ne izpolnijo ključnega pogoja za
izpeljavo (21).
6.5. Primerjava strategij na podlagi stohastične dominance.
Vrnimo se k problemu primerjanja strategij, ko je {pk} nenavadna porazdelitev. Zdaj
vemo, da je E(Z(σ)) =∞ za vsako strategijo σ, ker je E(S) =∞. Naša primerjava
bo temeljila na pričakovanem dobičku in na stohastični dominanci.
Slučajna spremenljivka W1 stohastično dominira slučajno spremeniljivko W2, če in
samo če:
a) za vsak w velja: P (W1 ≤ w) ≤ P (W2 ≤ w),
b) za nek w0 velja: P (W1 ≤ w0) ≤ P (W2 ≤ w0).
Rečemo, da strategija σ1 stohastično dominira strategijo σ2, če in samo če Z(σ1)
stohastično dominira Z(σ2). Tako dobimo močan argument, da je bolǰse izbrati stra-
tegijo σ1 namesto σ2. Če enakost v a) velja za vsak w, sta slučajni spremenljivki W1
in W2 stohastično ekvivalentni, strategiji σ1 in σ2 pa sta stohastično ekvivalentni,
če je Z(σ1) stohastično ekvivalentna Z(σ2).
Najbolǰsi možen izid je, da L stohastično dominira X, in da X stohastično domi-
nira najslabši možen izid S. Da bi preverili točko a) zgornje definicije stohastične
dominance, moramo upoštevati, da za vsak K velja:
• P (S ≤ 2K) =
∑K
k=−∞ pk,
• P (X ≤ 2K) =
∑K−1
k=−∞ pk +
1
2
pK ,
• P (L ≤ 2K) =
∑K−1
k=−∞ pk.
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Da bi preverili točko b) moramo upoštevati, da so zgornje verjetnosti različne za
vsak K ∈ Z, ki zadošča pK > 0, in da tak K mora obstajati. Podobno sta strategiji
σnikoli in σvedno stohastično ekvivalentni, ker sta X = Z(σnikoli) in Y = Z(σvedno)
stohastično ekvivalentni.
Spomnimo se sedaj, da je G(σ) = Z(σ)−X, kjer je X = Z(σnikoli). Iz (18) sledi, da
strategija z mejo σK stohastično dominira strategijo σnikoli, če in samo če je pK > 0,
saj σK prenese verjetnost
1
2
pK iz 2
K na 2K+1 (če je pk = 0, sta strategiji stohastično
ekvivaletni). Torej nam stohastična dominanca pove, da je katera koli strategija z
mejo bolǰsa, kot če ne naredimo nič, če le meja nastopi s pozitivno verjetnostjo.
Na žalost primerjava dveh strategij z mejo na podlagi stohastične dominance ni
najbolj koristna. Da bi to pokazali, predpostavimo, da sta K in M takšni celi
števili, da velja K > M. Iz (12) in (14) sledi:
P (Z(σK) = 2
k) = P (X = 2k) =
1
2
(pk−1 + pk)
za vsak k, razen za k = K:
P (Z(σK = 2
K)) =
1
2
pK−1 in P (Z(σK) = 2
K+1) =
1
2
(2pK + pK+1),
podobno velja tudi za P (Z(σM)).
Sledi:
(23) P [Z(σM) ≤ 2k]− P [Z(σK) ≤ 2K ] =

−1
2
pM ; če k = M,
1
2
pK ; če k = K,
0; sicer.
Sledi, da sta σK in σM stohastično ekvivalentni, če pM = pK = 0, σK stohastično
dominira σM , če pM = 0 in pK > 0 in σM stohastično dominira σK , če pK = 0 in
pM > 0. Če je pK > 0 in pM > 0 nobena od strategij σK in σM ne dominira druge.
Tako nam stohastična dominanca pove, da je strategija z mejo σM slaba izbira, če
je pM = 0, v tem primeru bi bila bolǰsa katera koli strategija σK , kjer je pK > 0. Ta
sklep nam ne pomaga veliko pri porazdelitvah, kjer je pK > 0, za vse dovolj velike
k. Torej za nenavadne porazdelitve velja, da nobena strategija z mejo (meja mora
biti dovolj velika), stohastično ne dominira katere koli druge strategije z mejo.
Stohastično dominanco lahko uporabimo tudi pri primerjavi strategij s slučajno
določeno mejo. Predpostavimo, da qk(σ) ≤ qk(σ′), za vsak k ∈ Z, kjer velja stroga
neenakost za vsaj eno vrednost k, kjer pk > 0. Tako sledi, da je σ stohastično domi-
nira σ′. Med premaknjenimi geometrijskimi porazdelitvami lahko pokažemo, da je
za vsak α in za dovolj velik K ∈ Z, G(α,K) stohastično dominirana z G(α,K + 1),
ki je stohastično dominirana z G(α,K + 2), in tako naprej.
Ugotovili smo, da nam za nenavadne porazdelitve stohastična dominanca ne pomaga
veliko. Stretegij z mejo, kjer je meja zelo velika, med seboj ne moremo primerjati.
Strategije z mejo, kjer je ta slučajno določena, pa lahko zmeraj izbolǰsamo, če mejo
povečamo. Tako bomo sedaj poskusili primerjati strategije na podlagi pričakovanega
upanja.
6.6. Primerjava strategij na podlagi pričakovanega upanja.
Pričakovano upanje je intuitiven način za ocenjevanje strategij v katerem koli ver-
jetnostni stanju. Če smo nameravali igrati igro dveh ovojnic n krat in pri tem
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uporabiti strategijo σ, in če drži Zakon velikih števil, potem je skupni znesek, ki ga
bomo prejeli blizu nE[Z(σ)], kar opraviči izbiro strategije σ, ki maksimizira E[Z(σ)].
Pričakovana vrednost ima med drugim tudi prednost določanja numeričnih vredno-
sti, da je tako vsaka strategija ocenjena po istem merilu.
Slabost izračuna na podlagi pričakovane vrednosti se pokaže, ko je E[S] = ∞. Kot
že omenjeno, je potem E[Z(σ)] = ∞ za vsako strategijo σ in tako nimamo osnove
za primerjavo strategij. Na primer, L zmeraj stohastično dominira X in Y, ki zme-
raj dominirata S, čeprav imajo, ko je E[S] =∞, L,X, Y in S ”enako” pričakovano
vrednost.
Lahko pa za primerjavo uporabimo pričakovano vrednost dobička. Spomnimo se, da
je G(σ) = Z(σ)−X, in da lahko s pomočjo (17) izračunamo pričakovano vrednost
dobička E(σ) tudi, ko je E(S) =∞. Logično je, da raǰsi uporabimo strategijo σ1 kot
σ2, ko je G(σ1) > G(σ2). Še več, ker je E[G(σ1) − G(σ2)] = E[G(σ1)] − E[G(σ2)],
in če lahko uporabimo (7), da pokažemo da je E[G(σ1)] > E[G(σ2)], potem lahko
sklepamo, da je strategija σ1 bolǰsa od σ2.
Uporabimo sedaj metodo primerjanja strategij na osnovi pričakovane vrednosti do-
bička, da bomo lahko primerjali strategije z mejo. Predpostavimo, da sta M in K
celi števila, in da je M < K. Če uporabimo (19) je enostavno pokazati, da velja:
(24) E[G(σK)−G(σM)] =
1
2
(pK2
K − pM2M).
Obstajajo porazdelitve pk, z E(S) =∞, za katere (22) opredeli edinstveno strategijo
z mejo, ki ji damo prednost pred ostalimi, na podlagi kriterija pričakovane vrednosti
dobička. Oglejmo si primer takšne porazdelitve:
Primer 6.1. pk = 0 za k < 0, p1 =
3
4
in pk = 2
−(k+1) za k ≥ 2. Strategija z mejo, ki
jo dobimo s pomočjo (24), je σ1.
Pri nenavadnih porazdelitvah nismo nič bližje odgovoru, saj lahko hitro preverimo,
da je pK2
K ≥ pM2M res za vsak K in M, taka da K > M, kjer je K ≥ H in
K > −∞ (spomnimo se, da H = inf {k : pk > 0} ≥ −∞).
Optimalna izbrira strategije z mejo za nenavadne porazdelitve je tako še vedno
uganka. Enačba (24) nam pove, da je glede na kriterij pričakovane vrednosti dobička
vedno bolǰsa strategija z vǐsjo mejo, kot tista z nižjo. Z drugimi besedami, strategija
σK se izbolǰsuje z naraščanjem K →∞.
Vidimo tudi, da σK → σnikoli, ko K → −∞ in σK → σvedno, ko gre K → ∞.
Posledica tega je, da je tudi strategija z nizko mejo bolǰsa kot strategija σnikoli.
Strategije, ki imajo vǐsjo mejo, so bolǰse od tistih z nizko, najbolǰsa strategija od
vseh pa je tista, kjer meja narašča v neskončnost, torej se v limiti približuje strategiji
vedno menjaj, ki je po tem kriteriju najbolǰsa.
A je ta zaključek nemogoče združiti s tem, kar že vemo, da strategija σvedno ni nič
bolǰsa, ali slabša od strategije σnikoli.
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