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Besov space of negative order
The local existence theorem for the Boussinesq equations in the
half space Rn+1+ = {x= (x˜, xn) ∈ Rn+1; x˜ ∈ Rn, xn+1 > 0} with non-
decaying data is shown. To this end, the Stokes operator is shown
to generate an analytic semi-group on the Besov spaces of negative
order based on L∞.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
In the present paper, the heat convection in a viscous incompressible ﬂuid in the n+1-dimensional





∂tu − u + u · ∇u + ∇p = gθ, t > 0, x= (x˜, xn+1) ∈ Rn+1+ ,
∂tθ − θ + u · ∇θ = 0, t > 0, x= (x˜, xn+1) ∈ Rn+1+ ,
divu = 0, t > 0, x= (x˜, xn+1) ∈ Rn+1+ ,
u|
∂Rn+1+
= 0, θ |
∂Rn+1+
= S(x˜, t),
u|t=0 = u0, θ |t=0 = θ0,
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2602 Y. Taniuchi / J. Differential Equations 246 (2009) 2601–2645where u = (u1(x, t),u2(x, t), . . . ,un+1(x, t)), θ = θ(x, t), and p = p(x, t) denote the velocity vector, the
temperature, and the pressure, respectively, of the ﬂuid at the point (x, t) ∈ Rn × (0,∞). Here, u0 and
θ0 are given initial data, S = S(x˜, t) is a given heat source on the boundary of the half space, and g is
the given constant vector that denotes the acceleration of gravity. Throughout the present paper, g is
assumed to be a vertical constant vector, that is, g = (0,0, . . . ,0, |g|).
Heat convection has been investigated in various domains [4,9,10,12,13,19,20,29,30,32,33,36]. In
these studies, the qth integrability condition was imposed on the initial data u0, θ0 ∈ Lq for some
q < ∞. This condition implies that u0(x) and θ0(x) decay at inﬁnity in some sense, if the domain is
the whole space Rn , the half space Rn+1+ , or an exterior domain.
On the other hand, Giga, Inui and Matsui [15], Cannon and Knightly [5], and Cannone [6] showed




∂tu − u + u · ∇u + ∇p = 0 in t > 0 and x ∈ Rn,
divu = 0 in t > 0 and x ∈ Rn,
u|t=0 = u0 in x ∈ Rn
with non-decaying initial data u0 ∈ L∞(Rn). The solution of the integral equation is referred to as a
mild solution. Cannone [6] proved the existence of mild solutions to (N–S) for more general initial data
in Besov-type spaces. Giga, Inui and Matsui [15] showed that the mild solutions in L∞(Rn) actually
satisfy (N–S) in a strong sense. Moreover, they proved the uniqueness of solutions to (N–S) under
certain conditions. (See also Giga, Inui, J. Kato and Matsui [16] and J. Kato [21].) In addition, Koch
and Tataru [23] showed the existence of mild solutions to (N–S) in BMO−1(Rn). (See also Sawada
[34] and Maekawa and Terasawa [31].) Concerning time-global solvability in two dimensions, Giga,
Matsui and Sawada [17] proved the global existence of solutions to (N–S) with non-decaying initial
data u0 ∈ L∞(R2).
For the case in which the domain is the half space Rn+1+ (n  1), Solonnikov [37] proved the
local unique existence of solutions to the Navier–Stokes equations with non-decaying initial data u0 ∈
L∞(Rn+1+ ). The proof of Solonnikov [37] is based on estimates for the entries of the Green matrix for
the Stokes problem. On the other hand, Desch, Hieber and Prüss [8] showed that the Stokes operator
generates an analytic semi-group on L∞σ (Rn+1+ ).
Concerning heat convection, Sawada and the present author [35] proved the unique local existence
theorem for the Boussinesq equations in the whole space with non-decaying initial data. More pre-
cisely, if u0 ∈ L∞ with divu = 0 in D′ and θ0 ∈ B˙0∞,1, then there exists a unique local solution (u,∇p)
to the Boussinesq equations. Note that the space B˙0∞,1 includes several non-decaying functions, such
as sin(a · x)+ (1+ x21)−1. Recently, in a previous paper [39], the global existence of the solution to the
2-D Boussinesq equations with non-decaying initial data (u0, θ0) ∈ L∞(R2) × B˙0∞,1(R2) was shown.
However, it is more interesting and physically reasonable to consider the heat convection in a domain
with the boundary heated by a heat source than to consider that in the whole space. In the present
paper, ﬂuid in the half space Rn+1+ (n 2) with the boundary heated by heat source S is considered.
In order to solve (B), the inhomogeneous boundary condition in (B) is replaced by the homoge-
neous boundary condition, as follows. Let h be a smooth function of xn+1 such that
h(xn+1) =
{
1 (0 xn+1 < 1)
0 (xn+1 > 2)
∈ C∞([0,∞)).
The function S(x˜, t) on ∂Rn+1+ × [0,∞) is extended into the function S¯(x˜, xn+1, t) in Rn+1+ × [0,∞), as
follows:
S¯(x, t) = S(x˜, t)h(xn+1).




∂tu − u + u · ∇u + ∇p = g(θ¯ + S¯),
∂t θ¯ − θ¯ + u · ∇ θ¯ = −∂t S¯ +  S¯ − u · ∇ S¯,
divu = 0, t > 0, x= (x˜, xn+1) ∈ Rn+1+ ,
u|
∂Rn+1+
= 0, θ¯ |
∂Rn+1+
= 0,
u|t=0 = u0, θ¯ |t=0 = θ¯0.
Rather than the problem (B), the problem (B′) is considered hereinafter.
Next, the Helmholtz operator in Rn+1+ is deﬁned according to Giga, Inui, Mahalov, Matsui and Saal
[14]. Let f be a (scalar-, vector-, or tensor-valued) function deﬁned on Rn+1+ . The 0-extension e0 f , the
even extension e+ f , and the odd extension e− f of f are deﬁned as follows:
e0 f (x˜, xn+1) :=
{
f (x˜, xn+1) (xn+1  0),
0 (xn+1 < 0),
e± f (x˜, xn+1) :=
{
f (x˜, xn+1) (xn+1  0),
± f (x˜,−xn+1) (xn+1 < 0).
For a vector ﬁeld u = (u1(x),u2(x), . . . ,un+1(x)) in Rn+1+ , let Eu be the extension by means of the
reﬂection with respect to ∂Rn+1, i.e.,
(Eu) j := e+u j for 1 j  n, (Eu)n+1 := e−un+1.
Recall the Helmholtz operator P in the whole space Rn+1:
P = (Pij)1i, jn+1 = (δi, j + Ri R j)1i, jn+1,
where R j is the Riesz transform deﬁned by R j = ∂ j(−)−1/2. Using the above operator, the Helmholtz
operator P+ in the half space Rn+1+ can be deﬁned by
P+ = P E. (1.1)
This formula (1.1) was given by [14], and this formula plays an important role in proving the main
theorems of the present study. Formally applying P+ to the ﬁrst equation of (B′) reveals that (B′) is




ut + Au + P+(u · ∇u) = P+
(
g(θ¯ + S¯)),
θ¯t − θ¯ + u · ∇ θ¯ = −∂t S¯ +  S¯ − u · ∇ S¯,
u|
∂Rn+1+
= 0, θ¯ |
∂Rn+1+
= 0,
u|t=0 = u0, θ¯ |t=0 = θ¯0,
where A = −P+ is called the Stokes operator. It is unclear as to whether P+(g S¯) = P (0, . . . ,0,
−|g|Se−h) belongs to L∞ . Therefore, the strong L∞-solution to (AB) cannot be constructed. Hence, in
the present paper, instead of L∞ , the Besov space B−s∞,q (0< s < 1), which is wider than L∞ , is used.
In order to solve (AB) in B−s∞,q , it is shown that −A generates an analytic semi-group on B−s∞,q(Rn+1+ )
by using the formula of resolvent (λ + A)−1 given by Desch, Hieber and Prüss [8].1
1 In [8], P+ is denoted by A. In the present paper, −P+ is denoted by A.
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comes from the condition (2.9), which guarantees the boundedness of the zero-extension operator
from B−s∞,q(Rn+1+ ) into B−s∞,q(Rn+1). (See (2.11).) This boundedness plays important role in proving the
main theorems of the present study. There is another reason for the restriction s < 1. In order to
estimate the nonlinear term u · ∇u = ∇ · (u ⊗ u) in B−s∞,q , the inequality (5.10) is used. This requires
the condition s < 1.
Note that the Stokes problem and the (global or local) solvability of the Navier–Stokes equations in
various Besov spaces on domains with nonempty boundaries have been investigated by, e.g., Amann
[1], Cannone, Planchon and Schonbek [7] and Fujiwara and Yamazaki [11]. (Abstract Besov spaces were
used by Giga and Sohr [18] and Kobayashi and Muramatu [22].) However, in these studies, the Besov
spaces Bsp,q were restricted to the case in which p < ∞. Hence, these results are not comparable to
those of the present paper.
It is also notable that Giga, Inui, Mahalov, Matsui and Saal [14] recently proved the unique lo-
cal existence of mild solutions in B˙0∞,1(R2; Lp(R+)) (1 < p < ∞) for the 3-D rotating Navier–Stokes
equations with the Coriolis term ωe3 × u in the half space R3+ . Since B˙0∞,1(R2; Lp(R+)) is strictly
smaller than B−s∞,q(R3+) for 1p < s < 1 and since in the present paper the Coriolis term is not consid-
ered, there is no inclusion between their result and the result of the present study. After ﬁnishing
the present paper, we noticed that Maremonti [27] proved the unique existence of classical solutions
to the Stokes equations in the half space with initial data increasing at inﬁnity. He also showed the
unique local existence of bounded solutions to Navier–Stokes equations in the half space.
The remainder of the present paper is organized as follows. In Section 2, the Besov space is intro-
duced, and the main results are described. In Section 3, the formula of the resolvent of −A given in
[8] is presented. In Sections 4 and 5, the proofs of the main results are presented.
In the present paper, a point in Rn is denoted by x˜ = (x1, x2, . . . , xn), and a point in Rn+1+ is
denoted by x= (x˜, xn+1), or sometimes x= (x˜, y).
2. Preliminaries and main results
2.1. Function spaces
Before presenting the results of the present study, the deﬁnition of the Besov space (cf. [2]) is
presented. Let ψ and ϕ j be the Littlewood–Paley decomposition satisfying Fϕ j(ξ) = (Fϕ0)(2− jξ) ∈
C∞0 (Rn+1), suppFϕ0 ⊂ {1/2< |ξ | < 2},
∞∑
j=−∞






Here, F f denotes the Fourier transform. Let S ′(Rn+1) be the space of all tempered distributions,
and let P be the set of all polynomials.









n+1) := { f ∈ S ′/P; ‖ f ‖B˙αp,q < ∞},
where




2 jα‖ϕ j ∗ f ‖p
)q}1/q
(q < ∞),
‖ f ‖Bαp,∞ := ‖ψ ∗ f ‖p + sup
j=0,1,...
2 jα‖ϕ j ∗ f ‖p,




2 jα‖ϕ j ∗ f ‖p
)q}1/q
(q < ∞),
‖ f ‖B˙αp,∞ := sup−∞< j<∞2
jα‖ϕ j ∗ f ‖p .
Recall that {
f ∈ S ′; ‖ f ‖B˙αp,q < ∞, f =
∞∑
j=−∞




α < n/p, or (α,q) = (n/p,1), (2.2)
for details, see, e.g., [26]. Hence, when α, p and q satisfy (2.2), the deﬁnition of homogeneous Besov
space may be modiﬁed as
B˙αp,q :=
{
f ∈ S ′; ‖ f ‖B˙αp,q < ∞, f =
∞∑
j=−∞
φ j ∗ f in S ′
}
. (2.3)
Hereinafter, (2.3) is used as the deﬁnition of B˙αp,q when α, p and q satisfy (2.2). Then, if α, p and q
satisfy (2.2), B˙αp,q is a subspace of S ′ and
‖ f ‖B˙αp,q = 0 if and only if f = 0 in S ′.
Note that
B˙0∞,1 ⊂ B0∞,1 ⊂ C
(
R
n+1)⊂ L∞ ⊂ B˙0∞,∞,
‖ f ‖B˙αp,q  C(α)‖ f ‖Bαp,q if α > 0,
‖ f ‖Bαp,q  C(α)‖ f ‖B˙αp,q if α < 0. (2.4)
Next, the Besov spaces on the half space Rn+1+ are deﬁned as restrictions of Bαp,q(Rn+1). For sim-
plicity, Bαp,q(R
n+1+ ) is sometimes denoted as Bαp,q,+ .
Deﬁnition 2 (Besov space on Rn+1+ ). (Cf. [40].) Let α ∈ R, 1  p,q ∞. The Besov spaces on the half





) := { f ; ∃g ∈ Bαp,q(Rn+1) s.t. f = g in D′(Rn+1+ )}, (2.5)
‖ f ‖Bαp,q,+ := inf‖g‖Bαp,q , (2.6)





) := { f ; ∃g ∈ B˙αp,q(Rn+1) s.t. f = g in D′(Rn+1+ )}, (2.7)
‖ f ‖B˙αp,q,+ := inf‖g‖B˙αp,q , (2.8)
where the inﬁmum is taken over all g ∈ B˙αp,q(Rn+1) in the sense of (2.7).
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function of the half space Rn+1+ , i.e., χ(x) = 1(0,∞)(xn+1). If
1 p ∞, 1
p
− 1< α < 1
p
, (2.9)
then χ is a pointwise multiplier for Bαp,q , and the following holds:
‖χ g‖Bαp,q  C‖g‖Bαp,q for all g ∈ Bαp,q, (2.10)
where the constant C is independent of g . For the deﬁnitions of χ g and the “pointwise multiplier”
and for the proof of (2.10), refer to Triebel [40, pp. 140, 158]. If α > 0, the deﬁnition of χ g coincides
a multiplication of χ ∈ L∞ and g ∈ Lp in the usual sense. For the case in which α  0, if (α, p,q)
satisﬁes (2.9), then χ g coincides the following deﬁnition:
(χ g, φ) := (g,χφ) for all φ ∈ S(Rn+1),
where (·,·) denotes the duality pairing. Based on (2.10), if (α, p,q) satisﬁes (2.9), there exists a con-
stant C = C(n,α, p,q) > 0, such that
1
C
∥∥e0 f ∥∥Bαp,q  ‖ f ‖Bαp,q,+  C∥∥e0 f ∥∥Bαp,q for all f ∈ Bαp,q,+, (2.11)
where the deﬁnition of the zero-extension e0 f for f ∈ Bαp,q,+ = Bαp,q(Rn+1+ ) is as follows:






This deﬁnition is independent of the choice of g . The above deﬁnition of e0 f is equivalent to the
following:
(
e0 f , φ
) := (g,χφ) for all φ ∈ S(Rn+1).
Similarly, if (α, p,q) satisﬁes (2.9), for f ∈ Bαp,q,+ , e− f , e+ f and E f are deﬁned as follows:
(e− f , φ) := (g,χ{φ(x˜, xn+1) − φ(x˜,−xn+1)}) for all φ ∈ S(Rn+1),
(e+ f , φ) := (g,χ{φ(x˜, xn+1) + φ(x˜,−xn+1)}) for all φ ∈ S(Rn+1),
E f := (e+ f 1,e+ f 2, . . . ,e+ f n,e− f n+1),
where g is some distribution with f = g in D′(Rn+1+ ). If (α, p,q) satisﬁes (2.9), then
‖e± f ‖Bαp,q ∼=
∥∥e0 f ∥∥Bαp,q ∼= ‖ f ‖Bαp,q,+ .
















) are denoted by
e0g, e−g, e+g, and Eg,
respectively.
Next, the spaces of solenoidal vector ﬁelds in B−s∞,q,+ = B−s∞,q(Rn+1+ ) (0< s < 1) are deﬁned.
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B−s∞,q,+,σ :=
{
u ∈ (B−s∞,q,+)n+1; div Eu = 0 in S ′},
Bσ :=
{





) := Bσ ∩ Cm(Rn+1+ ) (m = 1,2, . . .),
where BUC is the set of bounded uniformly continuous functions and Cm is the set of all m-
times continuously differentiable functions f with
∑
|α|m supx∈Rn+1+ |∂
α f (x)| < ∞. Here, α =
(α1,α2, . . . ,αn+1) denotes a multi-index with |α| = α1 +α2 +· · ·+αn+1 and ∂α denotes ∂α1x1 · · · ∂αn+1xn+1 .
Remark 1. (a) Note that for u ∈ B−s∞,q,+,σ (0 < s < 1 < q < ∞), (Eu(xn+1))n+1 = e−un+1(xn+1) ∈
C((−∞,∞); B−s∞,q(Rn)), and hence un+1|∂Rn+1+ = 0. (See Appendix A.) Note also that if u ∈
W 1,∞(Rn+1+ ) with divu = 0 in Rn+1+ and un+1|∂Rn+1+ = 0, then div Eu = 0 in S
′(Rn+1).
(b) For f ∈ B−s∞,q,+,σ , let
fN = ψN ∗ E f ,
where ψk = 2(n+1)kψ(2k·). Since f n+1N is a continuous odd function with respect to xn+1, f n+1N |∂Rn+1+ =
0 and fN ∈ Bσ . Then, if 1  q < ∞, then Bσ is dense in B−s∞,q,+,σ , because ‖E f − fN‖B−s∞,q → 0 as
N → ∞. Note also that Cmσ (Rn+1+ ) is also dense in B−s∞,q,+,σ , because fN ∈ Cm(Rn+1+ ).
(c) B−s∞,q(RN ) is wider than the uniformly local Lebesgue spaces L
p
uloc(R




−|x−k| belongs to B−s∞,q(RN ).
2.2. Main theorems
The following theorem is essentially due to the explicit formula of the resolvent of the Stokes






) := {v ∈ (Lr(Rn+1+ ))n+1; div v = 0 in D′(Rn+1+ ), v|∂Rn+1+ = 0}
and −Ar generates an analytic semi-group on Lrσ (Rn+1+ ) for 1 < r < ∞. Desch, Hieber and Prüss [8]
gave the explicit formula of the resolvent R(λ) = (λ + Ar)−1 and showed that there exists a closed














with ∇φ ∈ L1(Rn+1+ )
}
.
Moreover, they showed that −A∞ generates an analytic semi-group on L∞σ . In the present paper, this
fact is proven to also hold on B−s∞,q,+,σ . In Section 4 of the present paper, using the explicit formula
of R(λ) of Desch, Hieber and Prüss, it is shown that R(λ) is a bounded operator on B−s∞,q,+,σ and that
there exists a closed densely deﬁned operator As,q,+ in B−s∞,q,+,σ such that
R(λ) = (λ + As,q,+)−1, λ > 0.
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D(As,q,+) := R(1)B−s∞,q,+,σ =
{
u ∈ B−s∞,q,+,σ ; u = R(1)v, v ∈ B−s∞,q,+,σ
}
. (2.12)
Hereinafter, for the sake of simplicity, As,q,+ is denoted by A. It is now possible to state the main
theorems of the present study.
Theorem 1. Let 0< s < 1, 1 q < ∞.
(1) −A generates an analytic continuous semi-group {e−t A}t0 on B−s∞,q,+,σ . (For the deﬁnition of
A = As,q,+ , see (4.29).)
(2) Let f ∈ B−s∞,q,+,σ , −s <m < 2− s, 0 α  1 and 0< T < ∞. Then, the following hold:
(a) ‖e−t A f ‖B−s∞,q,+,σ  C(s)‖ f ‖B−s∞,q,+,σ (t > 0),
(b) ‖e−e−t A f ‖Bm∞,1  C(s,m)(1+ 1t )(m+s)/2‖ f ‖B−s∞,q,+,σ (t > 0),
(c) ‖∇e−t A f ‖B−s∞,1,+  C‖∇e
−e−t A f ‖B−s∞,1  C(s,m)(1+
1
t )
1/2‖ f ‖B−s∞,q,+,σ (t > 0),
(d) ‖(e−t A − e−τ A) f ‖B−s∞,q,+,σ  C(s, T )(t − τ )ατ−α‖ f ‖B−s∞,q,+,σ (0< τ < t  T ),
(e) ‖∇(e−t A − e−τ A) f ‖B−s∞,1,+  C(s, T )(t − τ )
ατ−α−1/2‖ f ‖B−s∞,q,+,σ (0< τ < t  T ).
Remark 2. (i) Although u(t) = e−t Ar a satisﬁes the Stokes system
∂tu − u + ∇p = 0 in Rn+1+ , divu = 0 in Rn+1+ ,
u|
∂Rn+1+
= 0, u|t=0 = a (2.13)
for a ∈ Lrσ (1 < r < ∞), it is unclear whether u = e−t Aa satisﬁes the Stokes system for non-decaying
initial data a ∈ B−s∞,q,+,σ , because Lr ∩ B−s∞,q,+,σ is not dense in B−s∞,q,+,σ . In Appendix A, it is proven
that u = e−t Aa satisﬁes the Stokes system for a ∈ B−s∞,q,+,σ . Hence, A = As,q,+ can be referred to as
the Stokes operator on B−s∞,q,+,σ .
(ii) Letting t = 1, for 0<m < 2− s and 0< s′ < s < 1, Theorem 1(b) yields the following:
∥∥e−e−A f ∥∥B˙m∞,1  C‖ f ‖B−s∞,q,+,σ  C‖ f ‖∞ and
∥∥e−e−A f ∥∥B˙m∞,1  C‖ f ‖B−s∞,q,+  C‖ f ‖B˙−s′∞,∞,+ .
These inequalities and the basic scaling argument yield the following decay estimates for Stokes equa-
tions:
∥∥e−e−t A f ∥∥B˙m∞,1  Ct−m/2‖ f ‖∞ and
∥∥e−e−t A f ∥∥B˙m∞,1  Ct−(m+s′)/2‖ f ‖B˙−s′∞,∞,+ .
(iii) For the case in which the domain is the whole space RN (N  1), it is well known that
for λ ∈ C − {0} with argλ < θ(< π), ‖(λ − )−1 f ‖∞  C(N, θ)‖ f ‖∞/|λ| holds, and hence the heat
semi-group et is an analytic semi-group on Bα∞,q(RN ) and B˙α∞,q(RN ) for all α ∈ R,1 q < ∞.
Next, the local existence theorem for the Boussinesq equations is stated.
Theorem 2. Let 0 < s < 1, 1  q < ∞, u0 ∈ B−s∞,q,+,σ , e−θ¯0 ∈ B˙0∞,1(Rn+1), and S, ∂2x˜ S, ∂t S ∈ Cα([0,∞);
L∞(Rn˜ )) for some α > 0. Then, there exist T > 0 and a solution (u, θ¯ ) to (AB) on [0, T ) such thatx
Y. Taniuchi / J. Differential Equations 246 (2009) 2601–2645 2609u ∈ C([0, T ]; B−s∞,q,+,σ )∩ C1((0, T ]; B−s∞,q,+,σ )∩ C((0, T ]; D(A)), (2.14)
e−θ¯ ∈ C([0, T ]; B˙0∞,1)∩ C1((0, T ]; L∞) and e−θ¯ ∈ C((0, T ]; L∞), (2.15)
t1/2∇u(t) ∈ L∞(0, T ; B−s∞,1,+), (2.16)
t1/2∇e−θ¯ (t) ∈ L∞(0, T ; B˙0∞,1). (2.17)
As for uniqueness, (u, θ¯ ) is the only solution of (AB) in the class (2.14)–(2.15).
Here, D(A) = R(1)B−s∞,q,+,σ ⊂ B−s∞,q,+,σ ∩ B−s+2−∞,q,+ for all  > 0. (See Section 4, (4.13).) Hence,
D(A) ⊂ W 1,∞ . Moreover, Section 4 reveals that v|
∂Rn+1+
= 0 for v ∈ D(A). Therefore, the solution u
given in Theorem 2 satisﬁes the boundary condition u(t)|
∂Rn+1+
= 0 for t > 0. Since B˙0∞,1 ⊂ BUC(Rn+1)
and e−θ¯ (x˜, xn+1) is an odd function with respect to the xn+1-variable, (2.15) implies e−θ¯ |∂Rn+1+ = 0.
In addition, the solution (u, θ¯ ) to (AB) given in Theorem 2 satisﬁes the Boussinesq equations (B). (See
Remark 2(i) and Appendix A.4.)
Before closing this section, a number of lemmas are stated.
Lemma 2.1. (a) Let supx˜∈Rn | f (x˜, xn+1)| ∈ Lp(0,∞) (1  p ∞). Then, e+ f ,e− f and e0 f belong to the
homogeneous Besov space B˙




∼= ∥∥e0 f ∥∥
B˙
− 1p∞,∞
 C‖ f ‖Lp(0,∞;L∞(Rnx˜ )). (2.18)
(b) Let 0< s < 1, 1 q∞. Then,
∥∥e0 f ∥∥B˙−s∞,q  C‖ f ‖L1w (0,∞;L∞(Rnx˜ ))∩L∞(Rn+1+ ).
Here,
‖ f ‖L1w (0,∞;L∞(Rnx˜ ))∩L∞(Rn+1+ ) = ‖ f ‖L1w (0,∞;L∞(Rnx˜ )) + ‖ f ‖L∞(Rn+1+ ),
‖ f ‖L1w (0,∞;L∞(Rnx˜ )) =
∥∥∥ sup
x˜∈Rn






xn+1 ∈ (0,∞); sup
x˜
∣∣ f (x˜, xn+1)∣∣> s},
where μ denotes the Lebesgue measure.
Concerning the proof of Lemma 2.1, recall that for 1 a r
‖u‖
B˙−N/r∞,∞
 C‖u‖Mra(RN ) (2.19)
(see Kozono and Yamazaki [26, (2.3)]), where Mra(RN ) is the Morrey space deﬁned by
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‖u‖MpNp (RN )  C‖u‖Lp(−∞,∞;L∞(RN−1)),
the estimate (2.18) by (2.19) with N = n+1, a = p, and r = pN = p(n+1) is obtained. Here, (b) follows
immediately from (a).












e−q(r+s)(|x˜|+y′+y)−qy′ (r + s)
γ (1+ r + s)d






(1+ y + s)h ds, (2.20)
where C is a constant depending only on q and n.
The above proposition is proved by elementary calculation, as follows:






e−q(r+s)(|x˜|+y′+y)−qy′ (r + s)
γ (1+ r + s)d





















































(1+ y + s)h ds.








(1+β)2 if γ = 0,
C(q) log(e+1/β)
(1+β)3 if γ = 1,
C(q,γ )
β(1+β)3 if γ = 2,
C(q,γ )
β2(1+β)3 if γ = 3,
(2.21)
where C(q, γ ) is a constant that is independent of β .








(1+β)2 if γ = 0,
C(q,γ )
βγ (1+β)2 if γ = 1,2,3,
(2.22)
where C(q, γ ) is a constant that is independent of β .




(1+ s) ds C(q)
log(e + 1/β)
1+ β , (2.23)
where C(q) is a constant that is independent of β .
The proof of Proposition 2.2 is elementary and so is omitted here.
Proposition 2.3. For all f ∈ B˙γ∞,∞ , the following holds:
∥∥et f ∥∥B˙m∞,1  C(n,m, γ )t−(m−γ )/2‖ f ‖B˙γ∞,∞ for t > 0 and m > γ . (2.24)
The proof of Proposition 2.3 is simple. Letting 2N >m− γ and t = 1, we have
∥∥e f ∥∥B˙m∞,1 =
∑
j0
2(m−γ ) j2γ j
∥∥ϕ j ∗ e f ∥∥∞ +∑
j1
2(m−γ ) j2γ j




2(m−γ ) j‖ f ‖B˙γ∞,∞ +
∑
j1
2(m−γ ) j2γ j
∥∥(−)−N ϕ˜ j ∗ (−)Neϕ j ∗ f ∥∥∞
 C‖ f ‖B˙γ∞,∞ + C
∑
j1
2(m−γ−2N) j‖ f ‖B˙γ∞,∞  C‖ f ‖B˙γ∞,∞ ,
where ϕ˜ j = ϕ j−1 + ϕ j + ϕ j+1, and we used ‖(−)−N ϕ˜ j‖1 = C2−2Nj . Combining this inequality with
the scaling argument yields (2.24).
3. Explicit formula of the resolvent of P+ given by D–H–P
In this section, the formula of the resolvent of −A given by Desch, Hieber and Prüss [8] is recalled.
Let λ ∈ Σπ := {z ∈ C − {0}; |arg z| < π} and f ∈ (Lr(Rn+1+ ))n+1 with div f = 0. The resolvent problem
for the Stokes problem is as follows:
λu − u + ∇p = f in Rn+1+ ,




For convenience, notations similar to those in [8] are used. (Whereas in [8], the operator A denotes
P+, in the present paper, A denotes −P+.) For (x˜, y) ∈ Rn+1+ ≡ {(x˜, y) ∈ Rn+1; x˜ ∈ Rn, y > 0},
u = u(x˜, y) = (v,w)T is written with v = v(x˜, y) = (u1,u2, . . . ,un)T , w = w(x˜, y) = un+1, and
f = ( f v , fw)T is written with f v = ( f 1, . . . , f n)T . Assume that fw(x˜,0) = 0 for all x˜ ∈ Rn . Applying
the Fourier transform with respect to x˜, we have
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λ + |ξ |2)vˆ(ξ, y) − ∂2y vˆ(ξ, y) = fˆ v(ξ, y) − iξ · pˆ(ξ, y), ξ ∈ Rn, y > 0, (3.2)(
λ + |ξ |2)wˆ(ξ, y) − ∂2y wˆ(ξ, y) = fˆ w(ξ, y) − ∂y pˆ(ξ, y), ξ ∈ Rn, y > 0, (3.3)
iξ · vˆ(ξ, y) + ∂y wˆ(ξ, y) = 0, ξ ∈ Rn, y > 0, (3.4)
vˆ(ξ,0) = 0, ξ ∈ Rn, (3.5)
wˆ(ξ,0) = 0, ξ ∈ Rn. (3.6)
Following [8], we have
vˆ = vˆ1 + vˆ2,
wˆ = wˆ1 + wˆ2, (3.7)
where
ω(ξ) = (λ + |ξ |2)1/2,





e−ω(ξ)|y−s| − e−ω(ξ)(y+s)] fˆ v(ξ, s)ds,
vˆ2(ξ, y) = ξ(e
−|ξ |y − e−ω(ξ)y)
|ξ |(ω(ξ) − |ξ |)ω(ξ)
∞∫
0
e−ω(ξ)sξ · fˆ v (ξ, s)ds,





e−ω(ξ)|y−s| − e−ω(ξ)(y+s)] fˆ w(ξ, s)ds,
wˆ2(ξ, y) = i
ω(ξ)
e−|ξ |y − e−ω(ξ)y
ω(ξ) − |ξ |
∞∫
0
e−ω(ξ)sξ · fˆ v(ξ, s)ds. (3.8)
For details, see [8, Section 2].
In addition, v1 and w1 are solutions to the following equations:
{
λv1 − v1 = f v in Rn+1+ ,
v1|∂Rn+1+ = 0,
{
λw1 − w1 = fw in Rn+1+ ,
w1|∂Rn+1+ = 0
and
v1 = (λ − )−1e− f v , w1 = (λ − )−1e− fw , (3.9)
where e− is deﬁned by e−u := (e−u1,e−u2, . . . ,e−un+1) for vector ﬁelds u in Rn+1+ and (λ−)−1 is
the resolvent of the Laplacian  = ∂2x1 + · · · + ∂2xn + ∂2y in the whole space Rn+1 = Rnx˜ × Ry . Then, the
resolvent R(λ) of −Ar = P+ has the following formula:
R(λ) f = (v,w) = (λ − )−1e− f + (v2,w2). (3.10)
Moreover, v2 and w2 has the following representations:













rw(x˜− x˜′, y, y′, λ) f v(x˜′, y′)dx˜′, (3.12)
rv(x˜, y, y
′, λ) = 1
(2π)n
∫






ω(ξ) − |ξ |))dξ, (3.13)
rw(x˜, y, y
′, λ) = 1
(2π)n
∫






ω(ξ) − |ξ |))dξ, (3.14)























x˜ rv(x˜, y, y








ω(ξ) − |ξ |))dξ, (3.16)
∂ky′∂
α
x˜ rw(x˜, y, y










ω(ξ) − |ξ |))dξ. (3.17)
The following lemma plays an important role in proving Theorem 1.
Lemma 3.1. (1) Let k = 0,1, and let α be a multi-index with |α|  3. Assume that 0 < θ < π . Then, there

















|λ| 12 (1+|λ| 12 y)2
if (k, |α|) = (0,0),
C y log(e+1/(|λ| 12 y))
(1+|λ| 12 y)3
if (k, |α|) = (0,1),
C
(1+|λ| 12 y)3
if (k, |α|) = (0,2),
C
y(1+|λ| 12 y)3
if (k, |α|) = (0,3),
C y log(e+1/(|λ| 12 y))
(1+|λ| 12 y)2
if (k, |α|) = (1,0),
C
y|α|−1(1+|λ| 12 y)2
if (k, |α|) = (1,1), (1,2), (1,3)
(3.18)
for all λ ∈ Σθ . Here, Σθ = {z ∈ C − {0}; |arg z| < θ}.
2614 Y. Taniuchi / J. Differential Equations 246 (2009) 2601–2645(2) Let α be a multi-index with |α| 1. Assume 0< θ < π . Then, there exists a constant C depending only




















) if |α| = 0,
C
y(1+|λ| 12 y)













∣∣∂y′∂2yrw(x˜, y, y′, λ)∣∣dx˜ Cy (3.20)
for all λ ∈ Σθ .
Proof. Lemma 3.1 is proven in the same manner as Lemma 1 given by [8]. First, (3.18) is shown.
From (3.13) and (3.14), we have rv(x˜, y, y′, λ) = |λ| n−12 rv(|λ| 12 x˜, |λ| 12 y, |λ| 12 y′, λ|λ| ) and rw(x˜, y, y′, λ) =
|λ| n−12 rw(|λ| 12 x˜, |λ| 12 y, |λ| 12 y′, λ|λ| ). Hence, it may be assumed that λ ∈ Σθ with |λ| = 1. Let Q x˜ =
(qij)i, j=1,2,...,n be a rotation matrix such that
x˜Q x˜ =
(
x1, x2, . . . , xn
)
Q x˜ =
(|x˜|,0,0, . . . ,0),
and let ξ Q x˜ = (a, rb), a ∈ R, r > 0, b ∈ Sn−1. Then, (3.16) and (3.17) yield
∂ky′∂
α
x˜ rv(x˜, y, y











λ + r2 + a2)k√










λ + r2 + a2 −
√






(a, rb)Q Tx˜ da,
∂ky′∂
α
x˜ rw(x˜, y, y











λ + r2 + a2)k√










λ + r2 + a2 −
√
r2 + a2))(i(a, rb)Q Tx˜ )α i(a, rb)Q Tx˜ da.
Let z and z denote the real and imaginary parts of z ∈ C, respectively. There exists a suﬃciently
small number ε0 = ε0(θ) > 0 such that the functions
√




are analytic in the domain {z ∈ C; 0 z < ε0(r+|z|)} and the following properties hold: if a = s+
iε(r + |s|), ε ∈ (0, ε0), s ∈ R, r > 0, then there exists a constant c = c(θ, ε) > 0, such that
c
∣∣r2 + a2∣∣ (r + |s|)2  1
c
∣∣r2 + a2∣∣, (3.21)∣∣arg(r2 + a2)∣∣ 8ε, ∣∣arg(λ + r2 + a2)∣∣ θ, (3.22)
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∣∣e−y√r2+a2 ∣∣ e−cy(r+|s|) for all y > 0, (3.24)
∣∣e−y′√λ+r2+a2 ∣∣ e−cy′(1+r+|s|) for all y′ > 0, (3.25)
c
(
1+ r + |s|) ∣∣√λ + r2 + a2∣∣ 1
c
(
1+ r + |s|), (3.26)
∣∣√λ + r2 + a2 −√r2 + a2∣∣= 1|√λ + r2 + a2 + √r2 + a2| 
c
1+ r + |s| (3.27)
for all λ ∈ Σθ with |λ| = 1. Moreover, we have




1+ y|√λ + r2 + a2 − √r2 + a2| (3.28)
for all λ ∈ Σθ with |λ| = 1. The proof of (3.28) is given in Appendix A. Hence, by shifting the path of
integration for a to the contour a → s + iε(r + |s|), s ∈ R for ε ∈ (0, ε0), we obtain







e−c(|x˜|+y+y′)(r+|s|)−cy′ y(1+ r + |s|)
k
1+ r + |s| + y
(
r + |s|)|α|+1 ds. (3.29)










1+ y + s ds.





∣∣∂ky′∂αx˜ rv(x˜, y, y′, λ)∣∣dx˜dy′ 
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
C y/(1+ y)2 if (k, |α|) = (0,0),
C y log(e + 1/y)/(1+ y)3 if (k, |α|) = (0,1),
C/(1+ y)3 if (k, |α|) = (0,2),
C/[y(1+ y)3] if (k, |α|) = (0,3),
C y log(e + 1/y)/(1+ y)2 if (k, |α|) = (1,0),
C/[y|α|−1(1+ y)2] if (k, |α|) = (1,1), (1,2), (1,3)
(3.30)
for all λ ∈ Σθ with |λ| = 1.
Since ∂ky′∂
α
x˜ rv(x˜, y, y
′, λ) = |λ| n−1+|α|+k2 (∂ky′∂αx˜ rv)(|λ|
1











x˜, |λ| 12 y, y′, λ|λ|
)∣∣∣∣dx˜dy′
0 R
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
C |λ| 12 y/(1+ |λ| 12 y)2 if (k, |α|) = (0,0),
C |λ| 12 y log(e + 1/(|λ| 12 y))/(1+ |λ| 12 y)3 if (k, |α|) = (0,1),
C/(1+ |λ| 12 y)3 if (k, |α|) = (0,2),
C/[|λ| 12 y(1+ |λ| 12 y)3] if (k, |α|) = (0,3),
C |λ| 12 y log(e + 1/(|λ| 12 y))/(1+ |λ| 12 y)2 if (k, |α|) = (1,0),





|λ| 12 (1+|λ| 12 y)2
if (k, |α|) = (0,0),
C y log(e+1/(|λ| 12 y))
(1+|λ| 12 y)3
if (k, |α|) = (0,1),
C
(1+|λ| 12 y)3
if (k, |α|) = (0,2),
C
y(1+|λ| 12 y)3
if (k, |α|) = (0,3),
C y log(e+1/(|λ| 12 y))
(1+|λ| 12 y)2
if (k, |α|) = (1,0),
C
y|α|−1(1+|λ| 12 y)2
if (k, |α|) = (1,1), (1,2), (1,3)
(3.31)
for all λ ∈ Σθ . Similarly, the estimate (3.31) can be proven with rv replaced by rw . This proves (3.18).





















λ + r2 + a2√r2 + a2





(a, rb)Q Tx˜ da, (3.32)
where








λ + r2 + a2 −
√
r2 + a2))}.
It is assumed that |λ| = 1, and, again, the path of integration for a is shifted to the contour a → s +
iε(r + |s|), s ∈ R for ε ∈ (0, ε0). Then, we obtain









r + |s|)|α|+1(1+ r + |s|)k−1∣∣h(y, r,a, λ)∣∣ds. (3.33)
In addition,




1+ r + |s|)3, (1+ r + |s|)+ y(1+ r + |s|)2}, (3.34)
which will be shown in Appendix A. Then, we have









r + |s|)|α|+1(1+ r + |s|)k+2 ds (3.35)
and









r + |s|)|α|+1{(1+ r + |s|)k + y(1+ r + |s|)k+1}ds. (3.36)



















if (k, |α|) = (0,1). (3.37)


















1+y + 1 if (k, |α|) = (0,0),
1
y + 1 if (k, |α|) = (1,0),
1
y if (k, |α|) = (0,1).
(3.38)







∣∣∂αx˜ ∂2yrv(x˜, y, y′, λ)∣∣dx˜ C
{ log(e+1/y)
1+y if |α| = 0,
1








∣∣∂y′∂2yrv(x˜, y, y′, λ)∣∣dx˜ Cy (3.40)






′, λ) = |λ| n+1+k+|α|2 (∂ky′∂α˜ ∂2yrv)(|λ|
1
2 x˜, |λ| 12 y, |λ| 12 y′, λ|λ| ), by (3.39) and (3.40) we havex x






























if |α| = 0,
1
y(1+|λ| 12 y)































for λ ∈ Σθ . Similarly, the above estimates, namely, (3.41) and (3.42), with rv replaced by rw can also
be proven. These estimates prove (3.19) and (3.20). 
4. Proof of Theorem 1
In this section, Theorem 1 is proven.
Proof of Theorem 1(1). First, it is shown that for 0< θ < π , |argλ| < θ , and λ = 0, it holds that
∥∥R(λ) f ∥∥B−s∞,q,+  Cθ 1|λ| ‖ f ‖B−s∞,q,+,σ . (4.1)
Let e¯+rv(x˜, y, y′, λ) and e¯+rw(x˜, y, y′, λ) be the even extensions with respect to y′ of rv(x˜, y, y′, λ)
and rw(x˜, y, y′, λ), i.e.,
e¯+r(x˜, y, y′, λ) :=
{
r(x˜, y, y′, λ) (y′  0),
r(x˜, y,−y′, λ) (y′ < 0).
Then, Lemma 3.1 yields
∥∥e¯+rv(x˜, y, y′, λ)∥∥L1(Rnx˜×Ry′ ) +
∥∥e¯+rw(x˜, y, y′, λ)∥∥L1(Rnx˜×Ry′ )  C y|λ| 12 (1+ |λ| 12 y)2 , (4.2)∥∥e¯+rv(x˜, y, y′, λ)∥∥W 1,1(Rnx˜×Ry′ ) +













. (4.3)|λ| (1+ |λ| y) |λ| y
Y. Taniuchi / J. Differential Equations 246 (2009) 2601–2645 2619Setting G(x˜, y, y′, λ) = (gij)i, j=1,2,...,n+1 to be an (n + 1) × (n + 1) matrix function on Rnx˜ × {y >
0} × Ry′ × Σθ deﬁned by









e¯+rw(x˜, y, y′, λ) 0
⎞
⎟⎟⎠ ,
from (3.10)–(3.14), we have
R(λ) f = (λ − )−1e− f + Tλ f , (4.4)
where











G(x˜− x˜′, y, y′, λ)χ(y′) f (x˜′, y′)dx˜′ dy′.
The resolvent of  in the whole space Rn+1 satisﬁes
∥∥(λ − )−1g∥∥L∞(Rn+1)  C 1|λ| ‖g‖L∞(Rn+1).
Since ϕ j ∗ (λ − )−1e− f = (λ − )−1(ϕ j ∗ e− f ) and ψ ∗ (λ − )−1e− f = (λ − )−1(ψ ∗ e− f ), by
(2.11) and the above estimate, we have
∥∥(λ − )−1e− f ∥∥B−s∞,q(Rn+1)  C 1|λ| ‖e− f ‖B−s∞,q(Rn+1)  C 1|λ| ‖ f ‖B−s∞,q,+ . (4.5)
Since L1 ⊂ B01,∞ , W 1,1 ⊂ B11,∞ , and Bs1,l(Rn+1) = (B01,∞(Rn+1), B11,∞(Rn+1))s,l for 0 < s < 1,
1 l∞, by (4.2) and (4.3), we have









 C(s, l) |λ|
1
2 y









 C(s, l) |λ|
s
2 + 1
|λ|(1+ |λ| 12 y)
|λ| 12 y logs(e + 1|λ|1/2 y ) + |λ|
1
2 y
1+ |λ| 12 y
= C(s, l) |λ|
s
2 + 1
|λ|(1+ |λ| 12 y)
Q
(|λ| 12 y), (4.6)
where Q (t) = t logs(e+ 1t )+t1+t and logs t = (log t)s . Letting q′ = qq−1 , by duality, we have





 C 1+ |λ|
s/2
|λ| ·
Q (|λ| 12 y)
1+ |λ|1/2 y ‖ f ‖B−s∞,q,+,σ .
Hence,
∥∥Tλ f (·, y)∥∥L∞(Rnx˜ )  C 1+ |λ|
s/2
|λ| ·
Q (|λ| 12 y)
1+ |λ|1/2 y ‖ f ‖B−s∞,q,+,σ . (4.7)
From limt→0 Q (t) = 0, we obtain
Tλ f (x˜,0) = 0. (4.8)
Since s > 0 and M := supt>0 Q (t) < ∞, by (4.7) for 0< |λ| 1, we have
‖Tλ f ‖B−s∞,q,+  C‖Tλ f ‖L∞(Rn+1+ ) = supy>0
∥∥Tλ f (·, y)∥∥L∞(Rnx˜ )  C 1|λ| ‖ f ‖B−s∞,q,+,σ . (4.9)
For all λ ∈ Σθ , from a scaling argument, by Lemma 2.1 and (4.7), we have

















L1w (0,∞;L∞(Rnx˜ ))∩L∞(0,∞;L∞(Rnx˜ ))
 C |λ|−s/2






|λ| ‖ f ‖B−s∞,q,+,σ . (4.10)
Then, for |λ| 1, we have
‖Tλ f ‖B−s∞,q,+  C
1
|λ| ‖ f ‖B−s∞,q,+,σ , (4.11)
because ‖Tλ f ‖B−s∞,q,+  C‖e0Tλ f ‖B−s∞,q  C‖e0Tλ f ‖B˙−s∞,q . From (4.9) and (4.11), we obtain
‖Tλ f ‖B−s∞,q,+  C
1
|λ| ‖ f ‖B−s∞,q,+,σ (4.12)
for all λ ∈ Σθ . Combining (4.5) and (4.12) with (4.4), we obtain the desired estimate (4.1) and R(λ) f ∈
B−s∞,q,+ .
Next, it is shown that R(λ) f satisﬁes the divergence-free condition and
R(λ) f ∈ B−s∞,q,+,σ .
It is temporarily assumed that for 0< s < s′ < 1,
∥∥e−R(λ) f ∥∥
B2−s′  C(λ,q, s, s
′)‖ f ‖B−s , (4.13)∞,∞ ∞,q,+,σ
Y. Taniuchi / J. Differential Equations 246 (2009) 2601–2645 2621which implies that R(λ) f ∈ W 1,∞(Rn+1+ ). Since (4.7) and limt→0 Q (t) = 0 imply Tλ f (x˜,0) = 0 and




We can also show that div R(λ) f = 0 in Rn+1+ as follows. Desch, Hieber and Prüss [8] proved that R(λ)




and div fN = 0, fN belongs to L∞σ . Hence, R(λ) fN ∈ L∞σ ∩ W 1,∞(Rn+1+ ) with R(λ) fN |∂Rn+1+ = 0 and
consequently div R(λ) fN = 0 in Rn+1+ . Since fN → f in B−s∞,q,+ , by (4.13), we have div R(λ) f = 0 in
R
n+1+ . Then, div ER(λ) f = 0 in Rn+1 and R(λ) f ∈ B−s∞,q,+,σ .
Then, (4.13) remains to be shown. It is known that
∥∥e−(λ − )−1e− f ∥∥B2−s∞,q = ∥∥(λ − )−1e− f ∥∥B2−s∞,q  C(λ, s,q)‖e− f ‖B−s∞,q . (4.14)
Then, it suﬃces to show that
‖e−Tλ f ‖B2−s′∞,∞  C(λ, s
′, s,q)‖ f ‖B−s∞,q(Rn+1+ ). (4.15)
Since C2σ (R
n+1+ ) is dense in B−s∞,q,+,σ , it may be assumed that f ∈ C2σ (Rn+1+ ). Since, for y > 0,








G(x˜− x˜′, y, y′, λ)χ(y′) f (x˜′, y′)dx˜′ dy′, (4.16)
where ˜ =∑ni=1 ∂2x j and  = ˜ + ∂2y . Let b(y) := log(e+1/y)1+y . Since Lemma 3.1 yields





∥∥(˜ + ∂2y)G(·, y, ·, λ)∥∥1−sL1(Rnx˜×Ry′ )
∥∥(˜ + ∂2y)G(·, y, ·, λ)∥∥sW 1,1(Rnx˜×Ry′ )

(
C log(e + 1/(|λ|1/2 y))
1+ |λ| 12 y
)1−s(C log(e + 1/(|λ|1/2 y))







(|λ|1/2 y)+ (b(|λ|1/2 y))1−s y−s}, (4.17)
by duality, for y > 0, we have
∥∥Tλ f (·, y)∥∥L∞(Rnx˜ ) 








(|λ|1/2 y)+ (b(|λ|1/2 y))1−s y−s}‖ f ‖B−s∞,q,+ . (4.18)
Since {b(y) + (b(y))1−s y−s} ∈ L1/s′(0,∞) for s < s′ < 1, from Lemma 2.1(a), we have










 C |λ|−s′/2∥∥b(y) + (b(y))1−s y−s|λ|s/2∥∥L1/s′ ‖ f ‖B−s∞,q,+,σ
 C |λ|−s′/2(1+ |λ|s/2)‖ f ‖Bs . (4.19)∞,q,+
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‖e−Tλ f ‖B−s′∞,∞(Rn+1)  C‖e
−Tλ f ‖B˙−s′∞,∞(Rn+1)  C |λ|
−s′/2(1+ |λ|s/2)‖ f ‖Bs∞,q,+ . (4.20)
Since ‖∂2y Tλ f (·, y)‖∞ ∈ L1/s′(−∞,∞), we have ∂yTλ f (x˜, y) ∈ C[0,∞) for all x˜, and hence
e−∂y∂yTλ f = ∂ye+∂y Tλ f in S ′(Rn+1). Moreover, Tλ f (x˜,0) = 0 implies that e+∂y Tλ f = ∂ye−Tλ f
in S ′(Rn+1). Hence,









Then, from (4.20) and (4.21), we obtain







and ‖e−Tλ f ‖B−s∞,q  C‖Tλ f ‖B−s∞,q,+,σ , we obtain (4.15) from
(4.12) and (4.22), which proves (4.13).
Next, we shall show that R(1)B−s∞,q,+,σ is dense in B−s∞,q,+,σ . In Appendix A, it is shown that R(λ)
satisﬁes the resolvent equation R(λ1) − R(λ2) = (λ1 − λ2)R(λ1)R(λ2) on B−s∞,q,+,σ . This implies that
R(1)B−s∞,q,+,σ = R(λ)B−s∞,q,+,σ . Hence, it suﬃces to show that
λR(λ)u → u in B−s∞,q,+,σ as λ → ∞. (4.23)
Let λ > 0. Desch, Hieber and Prüss [8, p. 127] proved that





→ 0 in BUC as λ → ∞ (4.24)
for all f ∈ BUCσ := {u ∈ BUC(Rn+1+ ); divu = 0, u|∂Rn+1+ = 0}. Their proof of (4.24) is also valid for the
case in which f ∈ Bσ . Hence, for f ∈ B−s∞,q,+,σ
λTλ fN → 0 in BUC as λ → ∞, (4.25)
where fN = ψN ∗ E f , because fN ∈ Bσ . On the other hand, it can be proven that
lim
λ→∞
∥∥λ(λ − )−1e− f − e− f ∥∥B−s∞,q = 0. (4.26)
Since  generates an analytic C0-semi-group on BUC(Rn+1), we have
lim
λ→∞
∥∥λ(λ − )−1ψ ∗ e− f − ψ ∗ e− f ∥∥∞ = 0, limλ→∞
∥∥λ(λ − )−1φ j ∗ e− f − φ j ∗ e− f ∥∥∞ = 0








∥∥φ j ∗ e− f ∥∥q∞
 ‖e− f ‖q
B−s < ∞, (4.27)∞,q
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∥∥λR(λ) f − f ∥∥B−s∞,q,+,σ
= ∥∥λ(λ − )−1e− f − e− f + λTλ( f − fN ) + λTλ fN∥∥B−s∞,q,+

∥∥λ(λ − )−1e− f − e− f ∥∥B−s∞,q + C‖ f − fN‖B−s∞,q,+ + ‖λTλ fN‖B−s∞,q,+ , (4.28)
from (4.25), (4.26), and limN→∞ ‖ f − fN‖B−s∞,q,+ = 0, we obtain (4.23). Hence, R(1)B
−s∞,q,+,σ is dense
in B−s∞,q,+,σ .
Since R(λ) satisﬁes the resolvent equation: R(λ1) − R(λ2) = (λ1 − λ2)R(λ1)R(λ2), ker R(λ) is in-
dependent of λ. Then, (4.23) implies ker R(λ) = 0 for all λ ∈ Σπ , and hence, there exists a closed,
densely deﬁned operator A = As,q,+ in B−s∞,q,+,σ such that
R(λ) = (λ + As,q,+)−1 (4.29)
for all λ ∈ Σπ , where the domain D(As,q,+) = R(1)B−s∞,q,+,σ . Therefore, the estimate (4.1) proves The-
orem 1(1). 
Proof of Theorem 1(2). (I) The estimate (a) follows from (4.1).
(II) Next, (b) is proven. First, the case in which t = 1 is considered, and the following is shown
∥∥e−e−A f ∥∥Bm∞,1  C‖ f ‖B−s∞,q,+,σ (4.30)
for m < 2− s, 0< s < 1. Since e−t A is an analytic semi-group on B−s∞,q,+,σ , we have
∥∥Ae−t A f ∥∥B−s∞,q,+,σ  Ct−1‖ f ‖B−s∞,q,+,σ ,
which yields
∥∥(1+ A)e−A f ∥∥B−s∞,q,+,σ  C‖ f ‖B−s∞,q,+,σ .
On the other hand, let s′ be a number satisfying s < s′ < 1 and m < 2− s′ , then (4.13) implies that
‖e−g‖Bm∞,1  ‖e−g‖B2−s′∞,∞  C
∥∥(1+ A)g∥∥B−s∞,q,+,σ for g ∈ D(A).
Then, we obtain (4.30).
When 0<m < 2− s, since ‖e−e−A f ‖B˙m∞,1  C‖e−e−A f ‖Bm∞,1 , by (4.30), we have∥∥e−e−A f ∥∥B˙m∞,1  C‖ f ‖B−s∞,q,+,σ . (4.31)
Next, recall that for ft(x) := f (t1/2x),
C1t
k/2‖ f ‖B˙k∞,1  ‖ ft‖B˙k∞,1  C2t
k/2‖ f ‖B˙k∞,1 for t > 0, k ∈ R,
‖ ft‖Bk∞,q  C3
(
1+ tk/2)‖ f ‖Bk∞,q for t > 0, k ∈ R, (4.32)
where the constants C1,C2, and C3 depend only on k, q, and n. Then, since (e−t A f )(x) =
(e−A( ft))1/t(x), by Theorem 1(a), (4.31), and (4.32), for 0<m < 2− s, we have
2624 Y. Taniuchi / J. Differential Equations 246 (2009) 2601–2645∥∥e−e−t A f ∥∥Bm∞,1 
∥∥e−e−t A f ∥∥B−s∞,q + ∥∥e−e−t A f ∥∥B˙m∞,1
 C
(∥∥e−t A f ∥∥B−s∞,q,+ + t−m/2∥∥e−e−A ft∥∥B˙m∞,1)
 C
(‖ f ‖B−s∞,q,+ + t−m/2‖ ft‖B−s∞,q,+)
 C
(
1+ t−(m+s)/2)‖ f ‖B−s∞,q,+,σ . (4.33)
For the case in which −s < m  0, we use the interpolation Bm∞,1 = (B−s∞,q, B1∞,1)θ,1, where
m = −s(1− θ) + θ . Based on the above estimate (4.33) with m = 1 and estimate (a), we have
∥∥e−e−t A f ∥∥Bm∞,1 
∥∥e−e−t A f ∥∥1−θB−s∞,q∥∥e−e−t A f ∥∥θB1∞,1
 C
∥∥e−t A f ∥∥1−θB−s∞,q,+(1+ t−(1+s)θ/2)‖ f ‖θB−s∞,q,+
= C(1+ t−(m+s)/2)‖ f ‖B−s∞,q,+,σ . (4.34)
This proves estimate (b).
(III) Estimate (c) is a consequence of estimate (b), which yields
∥∥∇e−e−t A f ∥∥B−s∞,1 





‖ f ‖B−s∞,q,+,σ . (4.35)
For v ∈ D(A), ∂ye−v(x˜, y) = e+∂y v(x˜, y) and ∂ je−v(x˜, y) = e−∂ j v(x˜, y) hold for j = 1,2, . . . ,n, be-
cause v ∈ W 1,∞ and v|
∂Rn+1+
= 0. Then, from the inequality ‖u‖B−s∞,1,+  ‖e
±u‖B−s∞,1 and (4.35), we
obtain estimate (c).
(IV) From the property for analytic semi-groups, we easily obtain estimate (d). Since, for T > 0,
there exists a constant C = C(T ) such that
∥∥Ae−t A f ∥∥B−s∞,q,+,σ  Ct−1‖ f ‖B−s∞,q,+,σ and ∥∥(e−t A − I) f ∥∥B−s∞,q,+,σ  Ct‖A f ‖B−s∞,q,+,σ
for 0< t  T , we have
∥∥(e−t A − e−τ A) f ∥∥B−s∞,q,+,σ = ∥∥(e−t A − e−τ A) f ∥∥1−αB−s∞,q,+,σ ∥∥(e−(t−τ )A − I)e−τ A f ∥∥αB−s∞,q,+,σ
 C‖ f ‖1−α
B−s∞,q,+,σ
(t − τ )α∥∥Ae−τ A f ∥∥αB−s∞,q,+,σ  C(t − τ )ατ−α‖ f ‖B−s∞,q,+,σ
for 0< τ < t  T .
(V) By estimates (c) and (d), we easily obtain
∥∥∇(e−t A − e−τ A) f ∥∥B−s∞,1,+ =
∥∥∇e−(τ/2)A(e−(t−τ/2)A − e−(τ/2)A) f ∥∥B−s∞,1,+
 C
(
1+ τ−1/2)∥∥(e−(t−τ/2)A − e−(τ/2)A) f ∥∥B−s∞,q,+,σ
 C(t − τ )ατ−α(1+ τ−1/2)‖ f ‖B−s∞,q,+,σ ,
which yields the estimate (e). 
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Here, xn+1 is denoted by y, as in Section 3. Note that if u ∈ W 1,∞(Rn+1+ ) with divu = 0 and
u|
∂Rn+1+
= 0, then E(u · ∇u) =∑n+1j=1 ∂ j((Eu) j Eu) = ∇ · (Eu ⊗ Eu), and hence P+(u · ∇u) = P∇ · (Eu ⊗
Eu). Furthermore, if w ∈ W 1,∞(Rn+1) is an odd function with respect to y = xn+1, then e−(u ·∇w) =
∇ · ((Eu)w).
Step 1. First, by the standard argument, a solution to the following system of integral equations is
constructed:
u(t) = e−t Au0 −
t∫
0
e−(t−τ )A P∇ · (Eu ⊗ Eu)(τ )dτ +
t∫
0
e−(t−τ )A P+(gθ¯ + g S¯)(τ )dτ , (5.1)




{∇ · ((Eu)θ¯)+ e−(u · ∇ S¯) + e−(∂t S¯ −  S¯)}(τ )dτ , (5.2)






Here, θ¯ is a function on the whole space Rn+1. Let
F (u, v) =
t∫
0












e(t−τ )e−w(τ )dτ ,
where ∇ · (Eu ⊗ Ev) =∑n+1j=1 ∂ j((Eu) j E v), and let
Ψ (u,w) = e−t Au0 − F (u,u) + I(w) + I( S¯), (5.3)
Φ(u,w) = ete−θ¯0 − J (u,w) − K (u · ∇ S¯) − K (∂t S¯ −  S¯), (5.4)
Π(u,w) = (Ψ (u,w),Φ(u,w)). (5.5)
We shall construct a local-in-time solution to
(
u(t), θ¯ (t)
)= Π(u(t), θ¯ (t)).
To this end, it suﬃces to show that, for small T > 0, Π(u, θ¯ ) is a contraction mapping on a subset of
ZT = XT × YT ,
2626 Y. Taniuchi / J. Differential Equations 246 (2009) 2601–2645where
XT =
{
v ∈ C([0, T ]; B−s∞,q,+,σ )∩ C((0, T ); B1−s∞,1,+); ‖v‖XT < ∞, v(t)|∂Rn+1+ = 0 for all 0< t < T },
YT =
{
w ∈ C([0, T ]; B˙0∞,1)∩ C((0, T ); B˙1∞,1); ‖w‖YT < ∞, w = e−w in Rn+1 × [0, T ]},
‖v‖XT = sup
0<τ<T




∥∥w(τ )∥∥B˙0∞,1 + sup0<τ<T τ 1/2
∥∥∇w(τ )∥∥B˙0∞,1 ,∥∥(u,w)∥∥ZT = ‖u‖XT + ‖w‖YT .
Note that B1−s∞,1,+ ⊂ C(R¯n+1+ ), and hence v(t)|∂Rn+1+ is well deﬁned for 0< t < T . Since v|∂Rn+1+ = 0, we
have ∂ye±v = e∓∂y v in S ′ and ∂ je±v = e±∂ j v in S ′ for 1 j  n, which implies the following:
‖∇e±v‖B−s∞,1 ∼= ‖∇v‖B−s∞,1,+ and hence (5.6)
‖e±v‖B1−s∞,1  C
(‖v‖B−s∞,q,+ + ‖∇v‖B−s∞,1,+), (5.7)




. Then, by (5.7) and the interpolation (B−s∞,q, B1−s∞,1)s,1 =










for 0< t < T .
Before estimating Π(u, θ¯ ), it is necessary to verify that if u, v ∈ XT and w ∈ YT , then P∇ · (Eu ⊗
Ev), P+(gw) and P+(g S¯) are well deﬁned and belong to B−s∞,q,+,σ . By the inequality:
‖ f g‖Bγp,q  C(γ , p,q,n)
(‖ f ‖∞‖g‖Bγp,q + ‖ f ‖Bγp,q‖g‖∞), (5.10)
‖ f g‖B˙γp,q  C(γ , p,q,n)
(‖ f ‖∞‖g‖B˙γp,q + ‖ f ‖B˙γp,q‖g‖∞) (5.11)
for γ > 0 (see, e.g., [25]) and (5.7) we have
∥∥∇ · (Eu ⊗ Ev)∥∥B˙−s∞,q  ‖Eu ⊗ Ev‖B˙1−s∞,q  ‖Eu ⊗ Ev‖B1−s∞,q
 C




(‖u‖B−s + ‖∇u‖B−s )}. (5.12)∞,q,+,σ ∞,1,+
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t < T . In addition, Lemma 2.1(b) shows that ‖E(g S¯)‖B˙−s∞,q  C‖(g S¯)‖L1w (0,∞;L∞(Rn))∩L∞ . Since w = e−w
and g = (0, . . . ,0, |g|) is a constant vector, E(gw) = ge−w = gw ∈ B˙0∞,1. Then, P∇ · (Eu ⊗ Ev) ∈
B˙−s∞,q , P+(g S¯) = P E(g S¯) ∈ B˙−s∞,q and P+(gw) = P E(gw) = P (gw) ∈ B˙0∞,1 ⊂ L∞ ⊂ B−s∞,q for 0 < t < T ,
because the operator P is bounded in the homogeneous Besov spaces. Therefore, we have P∇ · (Eu ⊗
Ev), P+(g S¯) and P+(gw) belong to B−s∞,q,+,σ , since B˙−s∞,q ⊂ B−s∞,q , P∇ · (Eu ⊗ Ev) = E P∇ · (Eu ⊗ Ev),
P+ = P E = E P E and these three terms are divergence-free in the sense of S ′(Rn+1).
Next, Ψ (u, θ¯ ) is estimated. Let 0< T < 1, and let 0< τ < t < T . By (5.8) and (5.12), we have
∥∥P∇ · (Eu ⊗ Ev)(τ )∥∥B−s∞,q,+,σ  C∥∥P∇ · (Eu ⊗ Ev)∥∥B˙−s∞,q
 C
∥∥∇ · (Eu ⊗ Ev)∥∥B˙−s∞,q
 C
{∥∥u(τ )∥∥∞(∥∥v(τ )∥∥B−s∞,q,+ + ∥∥∇v(τ )∥∥B−s∞,1,+)
+ ∥∥v(τ )∥∥∞(∥∥u(τ )∥∥B−s∞,q,+ + ∥∥∇u(τ )∥∥B−s∞,1,+)}
 Cτ−(s+1)/2‖u‖XT ‖v‖XT . (5.13)
Hence, from Theorem 1(a), we obtain
∥∥F (u, v)∥∥B−s∞,q,+,σ  C
t∫
0
τ−(s+1)/2‖u‖XT ‖v‖XT dτ  Ct(1−s)/2‖u‖XT ‖v‖XT , (5.14)
because 0< s < 1. From Theorem 1(c) and (5.13), we obtain
t1/2
∥∥∇ F (u, v)∥∥B−s∞,1,+  t1/2
t∫
0








(t − τ )−1/2τ−(s+1)/2dτ‖u‖XT ‖v‖XT
 Ct(1−s)/2‖u‖XT ‖v‖XT . (5.15)
Hence, (5.14) and (5.15) yield
∥∥F (u, v)∥∥XT  CT (1−s)/2‖u‖XT ‖v‖XT . (5.16)
Since
∥∥P+(gw(τ ))∥∥B−s∞,q,+,σ  ∥∥P(ge−w(τ ))∥∥∞  C |g|‖e−w‖B˙0∞,1 = C |g|‖w‖B˙0∞,1  C |g|‖w‖YT , (5.17)
and
2628 Y. Taniuchi / J. Differential Equations 246 (2009) 2601–2645∥∥∇e−(t−τ )A P+(gw(τ ))∥∥B−s∞,1,+  C(t − τ )−1/2
∥∥P+(gw(τ ))∥∥B−s∞,q,+,σ
 C(t − τ )−1/2|g|‖w‖YT ,
we have
∥∥I(w)∥∥XT  CT |g|‖w‖YT . (5.18)
Since
∥∥P+(g S¯)∥∥B−s∞,q,+  C∥∥P E(g S¯)∥∥B˙−s∞,q  C∥∥E(g S¯)∥∥B˙−s∞,q
 C
∥∥(g S¯)∥∥L1w (0,∞;L∞(Rn))∩L∞(Rn+1+ ) (5.19)
and
∥∥∇e−(t−τ )A P+(g S¯)∥∥B−s∞,1,+  C(t − τ )−1/2
∥∥(g S¯)∥∥L1w (0,∞;L∞(Rn))∩L∞(Rn+1+ ),
we have
∥∥I( S¯)∥∥XT  CT |g|| S¯|, (5.20)
where
| S¯| := sup
0t∞
{∥∥ S¯(t)∥∥L1w (0,∞;L∞(Rn))∩L∞(Rn+1+ ) + ∥∥∇ S¯(t)∥∥L1w (0,∞;L∞(Rn))∩L∞(Rn+1+ )
+ ∥∥∂t S¯(t) −  S¯(t)∥∥L1w (0,∞;L∞(Rn))∩L∞(Rn+1+ )}. (5.21)
Note that
| S¯| C(h) sup
0t∞




where h is the function introduced in Section 1. By Theorem 1(2),
∥∥e−t Au0∥∥XT  C‖u0‖B−s∞,q,+,σ . (5.22)
Therefore, from (5.16), (5.18), (5.20) and (5.22), we have
∥∥Ψ (u,w)∥∥XT  C0‖u0‖B−s∞,q,+,σ + C1T (1−s)/2‖u‖2XT + C2T |g|(‖w‖YT + | S¯|) (5.23)
and
∥∥Ψ (u1,w1) − Ψ (u2,w2)∥∥XT  C1T (1−s)/2‖u1 − u2‖XT (‖u1‖XT + ‖u2‖XT )
+ C2T |g|‖w1 − w2‖YT , (5.24)
because
Ψ (u1,w1) − Ψ (u2,w2) = −F (u1 − u2,u1) − F (u2,u1 − u2) + I(w1 − w2).
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∥∥e(t−τ )∇ · ((Eu)w)(τ )∥∥B˙0∞,1  C(t − τ )−1/2
∥∥(Eu)w∥∥B˙0∞,∞
 C(t − τ )−1/2‖Eu‖∞‖w‖∞
 C(t − τ )−1/2τ−s/2‖u‖XT ‖w‖YT (5.25)
and
∥∥∇e(t−τ )∇ · ((Eu)w)(τ )∥∥B˙0∞,1  C(t − τ )−(s+1)/2
∥∥(Eu)w∥∥B˙1−s∞,∞
 C(t − τ )−(s+1)/2(∥∥(Eu)∥∥∞‖w‖B˙1−s∞,∞ + ∥∥(Eu)∥∥B˙1−s∞,∞‖w‖∞)
 C(t − τ )−(s+1)/2τ−1/2‖u‖XT ‖w‖YT , (5.26)
where ‖w(τ )‖B˙1−s∞,∞  C‖w‖sB˙0∞,1‖∇w‖
1−s
B˙0∞,1
 Cτ−(1−s)/2‖w‖YT and ‖Eu‖B˙1−s∞,∞  ‖Eu‖B1−s∞,∞ 
C‖Eu‖B1−s∞,1 were used. Hence, we obtain
∥∥ J (u,w)∥∥YT  CT (1−s)/2‖u‖XT ‖w‖YT . (5.27)
By Proposition 2.3 and Lemma 2.1, we have
∥∥e(t−τ )e−(u · ∇ S¯)(τ )∥∥B˙0∞,1  C(t − τ )−s/2
∥∥e−(u · ∇ S¯)∥∥B˙−s∞,∞
 C(t − τ )−s/2∥∥(u · ∇ S¯)∥∥L1w (0,∞;L∞(Rnx˜ ))∩L∞(Rn+1+ )
 C(t − τ )−s/2‖u‖∞‖∇ S¯‖L1w (0,∞;L∞(Rnx˜ ))∩L∞(Rn+1+ )
 C(t − τ )−s/2τ−s/2‖u‖XT | S¯|
and
∥∥∇e(t−τ )e−(u · ∇ S¯)(τ )∥∥B˙0∞,1  C(t − τ )−(s+1)/2τ−s/2‖u‖XT | S¯|,
which yield
∥∥K (u · ∇ S¯)∥∥YT  CT 1−s‖u‖XT | S¯|. (5.28)
Similarly, we obtain
∥∥K (∂t S¯ −  S¯)∥∥YT  CT 1−s/2| S¯|. (5.29)
It is straightforward to see that
∥∥ete−θ¯0∥∥YT  C‖e−θ¯0‖B˙0∞,1 . (5.30)
Hence, by (5.27)–(5.30) we have
2630 Y. Taniuchi / J. Differential Equations 246 (2009) 2601–2645∥∥Φ(u,w)∥∥YT  C0‖θ¯0‖B˙0∞,1 + C1T (1−s)/2‖u‖XT ‖w‖YT
+ C2T 1−s‖u‖XT | S¯| + C3T 1−s/2| S¯| (5.31)
and
∥∥Φ(u1,w1) − Φ(u2,w2)∥∥YT  C1T (1−s)/2(‖u1 − u2‖XT ‖w1‖YT + ‖u2‖XT ‖w1 − w2‖YT )
+ C2T 1−s‖u1 − u2‖XT | S¯|, (5.32)
because
Φ(u1,w1) − Φ(u2,w2) = − J (u1 − u2,w1) − J (u2,w1 − w2) − K
(





(‖u0‖B−s∞,q,+,σ + ‖e−θ¯0‖B˙0∞,1)+ (C2|g| + C3)| S¯|.
Then, from (5.23), (5.24), (5.31), and (5.32), for U = (u,w) ∈ ZT
∥∥Π(U )∥∥ZT  A0 + C1T (1−s)/2‖U‖2ZT + C2T 1−s(|g| + | S¯|)‖U‖ZT , (5.33)
and for U1 = (u1,w1),U2 = (u2,w2) ∈ ZT
∥∥Π(U1) − Π(U2)∥∥ZT  C1T (1−s)/2‖U1 − U2‖ZT (‖U1‖ZT + ‖U2‖ZT )
+ C2T 1−s
(|g| + | S¯|)‖U1 − U2‖ZT . (5.34)
An elementary consideration shows that if
0< 1− C2
(|g| + | S¯|)T 1−s =: lT , (5.35)
0< l2T − 4A0C1T (1−s)/2 =:mT (5.36)
and if
‖U‖ZT ,‖U1‖ZT ,‖U2‖ZT 
lT − √mT
2C1T (1−s)/2
=: kT , (5.37)
then
∥∥Π(U )∥∥ZT  kT , (5.38)∥∥Π(U1) − Π(U2)∥∥ZT  (1− √mT )‖U1 − U2‖ZT . (5.39)
Hence, Π is a contraction map on
Z˜ T =
{
U ∈ ZT ; ‖U‖ZT  kT
}
,
which proves the existence of a solution (u, θ¯ ) to the system of integral equations (5.1) and (5.2).
















Step 2. Next, the mild solution (u, θ¯ ) given in Step 1 is shown to satisfy (AB). Since, for 0 < t <
t′ < T ,












(∇ · Eu ⊗ Eu − E(gθ¯ ) − E(g S¯))](τ )dτ ,
from Theorem 1(d), (5.13), (5.17) and (5.19), for 0< α < 1/2, we have
∥∥u(t′) − u(t)∥∥B−s∞,q,+,σ
 C(T )(t′ − t)α{t−α‖u0‖B−s∞,q,+,σ + t−α−s/2+1/2‖u‖2XT + t−α+1|g|(‖θ¯‖YT + | S¯|)}
+ C(T )(t′ − t){t−s/2−1/2‖u‖2XT + |g|(‖θ¯‖YT + | S¯|)}. (5.40)
Hence, for 0< α < 1/2,
u ∈ Cα([, T ]; B−s∞,q,+,σ ) for all  ∈ (0, T ). (5.41)
Similarly, using Theorem 1(e), for 0< α < 1/2,
∇u ∈ Cα([, T ]; B−s∞,1,+) for all  ∈ (0, T ). (5.42)
Since, for 0<  < t < t′ < T ,











′−τ ){∇ · ((Eu)θ¯)+ e−(u · ∇ S¯) + e−(∂t S¯ −  S¯)}(τ )dτ , (5.43)
and since
∥∥(et′ − et) f ∥∥
B˙β∞,1
 C(t′ − t)α∥∥(−)αet f ∥∥
B˙β∞,1
 C(t′ − t)αt−α−γ /2‖ f ‖
B˙
β−γ∞,∞
for α > 0, γ > −2α and β ∈ R, calculations similar to (5.25)–(5.32) yield
2632 Y. Taniuchi / J. Differential Equations 246 (2009) 2601–2645∥∥θ¯ (t′) − θ¯ (t)∥∥B˙0∞,1  C(T )(t′ − t)α{(t − )−α
∥∥θ¯ ()∥∥B˙0∞,1 + t−α+1/2−s/2‖u‖XT ‖θ¯‖YT
+ t1−α−s‖u‖XT | S¯| + t1−α−s/2| S¯|
}
+ C(T )(t′ − t)1/2t−s/2‖u‖XT ‖θ¯‖YT
+ C(T )(t′ − t)1−s/2t−s/2(‖u‖XT + 1)| S¯| (5.44)
for 0< α < 1/2. Hence, for 0< α < 1/2, we have
θ¯ ∈ Cα([, T ]; B˙0∞,1) for all  ∈ (0, T ). (5.45)
The assumption S ∈ Cα([0,∞); L∞(Rnx˜)) and (5.19) imply P+(g S¯) ∈ Cα([0,∞); B−s∞,q,+,σ ). Then, from
(5.13), (5.17), (5.41), (5.42), and (5.45), for 0< α < 1/2, we have
−P∇ · (Eu ⊗ Eu) + P+(gθ + g S¯) ∈ Cα
([, T ]; B−s∞,q,+,σ ) for all  ∈ (0, T ).
This fact and the integral equation (5.1) imply that u satisﬁes (2.14) and
ut + Au + P∇ · (Eu ⊗ Eu) = P+
(
g(θ¯ + S¯)).
(See, e.g., [38, Theorem 3.3.4].) The above equation is equivalent to the ﬁrst equation of (AB), because
u ∈ C((0, T ]; D(A)) ⊂ C((0, T ];W 1,∞) implies ∇ · (Eu ⊗ Eu) = E(u · ∇u). On the other hand, since
u, θ¯ ∈ C([, T ];W 1,∞) for all  ∈ (0, T ),
we have
∇ · ((Eu)θ¯)= e−(u · ∇ θ¯ ) ∈ C([, T ]; L∞) for all  ∈ (0, T ). (5.46)
Then, from (5.43), (5.46), and a calculation similar to (5.44), for 0< α < 1/2, we have
∇ θ¯ ∈ Cα([, T ]; B˙0∞,1) for all  ∈ (0, T ). (5.47)
By (5.47) and the assumption of Theorem 2, we have
∇ · ((Eu)θ¯)+ e−(u · ∇ S¯) + e−(∂t S¯ −  S¯) ∈ Cα([, T ]; L∞) for all  ∈ (0, T ),
which implies that θ¯ satisﬁes (2.15) and the second equation of (AB) in Rn+1+ .
Step 3. The uniqueness of solutions satisfying (2.14)–(2.15) remains to be proven. First, the unique-
ness of solutions that satisfy not only (2.14)–(2.15) but also (2.16)–(2.17) is shown. Let U1 = (u1, θ¯1)
and U2 = (u2, θ¯2) be two solutions of the integral equations (5.1) and (5.2) with the same data u0, θ¯0
and S¯ , and let
M = ‖U1‖ZT + ‖U2‖ZT .
From (5.34), for 0< t min(T ,1), we have
‖U1 − U2‖Zt  Ct(1−s)/2
(
M + |g| + | S¯|)‖U1 − U2‖Zt .




¯ 21−s ,1, T
)
,{2C(M + |g| + |S|)}
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U1(t) ≡ U2(t) for all t ∈ [0, t1]
holds. For the case in which t1 < T , since U1(t+ t1) and U2(t+ t1) are two solutions of (5.1) and (5.2)
on (0, T − t1) with the same data u1(t1), θ¯1(t1) and S¯(· + t1), we have∥∥U1(· + t1) − U2(· + t1)∥∥Zt  Ct(1−s)/2(M + |g| + | S¯|)∥∥U1(· + t1) − U2(· + t1)∥∥Zt .
Then,
U1(t) ≡ U2(t) for all t ∈ [t1, t2],
where t2 = t1 +min(t1, T − t1) =min(2t1, T ). Repeating the above argument, we have
U1(t) ≡ U2(t) for all t ∈ [0, T ),
which proves the uniqueness of solutions satisfying (2.14)–(2.17).
Next, the uniqueness of solutions satisfying (2.14)–(2.15) is proven, without assuming (2.16)–(2.17).
To this end, it suﬃces to show that solutions in the class (2.14)–(2.15) necessarily satisfy (2.16)–(2.17).




∥∥u(τ )∥∥B−s∞,q,+,σ + sup0<τ<T














and let 0< τ0 < T /2. Then, from Step 1, we obtain a local solution (v(t),ϕ(t)) to (AB) on [0, T0] with




∥∥∇v(t)∥∥B−s∞,1,+ + sup0<t<T0 t1/2
∥∥∇e−ϕ(t)∥∥B˙0∞,1  kT0  12C1T (1−s)/20 .
On the other hand, (u(· + τ0), θ¯ (· + τ0)) is also a solution with the same data (u(τ0), θ¯ (τ0), S¯(· + τ0)).




∥∥∇u(t + τ0)∥∥B−s∞,1,+ + sup0<t<T /2 t1/2
∥∥∇e−θ¯ (t + τ0)∥∥B˙0∞,1 < ∞,
by the uniqueness of solutions with (2.14)–(2.17), we have (v(t),ϕ(t)) = (u(t + τ0), θ¯ (t + τ0)) for
0 t min(T0, T /2), and hence
t1/2
∥∥∇u(t + τ0)∥∥B−s∞,1,+ + t1/2
∥∥∇e−θ¯ (t + τ0)∥∥B˙0∞,1  12C1T (1−s)/20 for 0< t min(T0, T /2).




∥∥∇e−θ¯ (t)∥∥B˙0∞,1  12C T (1−s)/2 for 0< t min(T0, T /2),1 0
2634 Y. Taniuchi / J. Differential Equations 246 (2009) 2601–2645which shows (2.16) and (2.17). This proves the uniqueness of solutions with (2.14) and (2.15) and
completes the proof of Theorem 2.
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Appendix A
A.1. Proofs of (3.28) and (3.34)
Proof. First, (3.28) is proven. Let λ ∈ Σθ with |λ| = 1, l :=
√
λ + r2 + a2 and m := √r2 + a2. By (3.22),
we have m c(r + |s|) cos(4ε0) and l c(1+ r + |s|) cos(θ/2). Since e−ymφ(y(l −m)) = e−ym−e−yly(l−m) ,
we have





y|l −m| . (A.1)
On the other hand, when y|l −m| 1, we have∣∣e−ymφ(y(l −m))∣∣= ∣∣e−ym∣∣ sup
|z|1
∣∣φ(z)∣∣ Ce−ym  Ce−cy(r+|s|). (A.2)
Hence, (A.1) and (A.2) yield
∣∣e−ymφ(y(l −m))∣∣ e−cy(r+|s|)
c(1+ y|l −m|) ,
which proves (3.28).
Next, (3.34) is proven. Since











l −m , (A.3)
by (3.24)–(3.27), we have
∣∣h(y, r,a, λ)∣∣ |m|2e−ym + |l|2e−yl|l −m|  C
(
1+ r + |s|)3e−cy(r+|s|). (A.4)
On the other hand, letting I = {z ∈ C; z = tyl + (1− t)ym, 0 t  1}, we have
∣∣h(y, r,a, λ)∣∣= 1
y




















1+ r + |s|)+ y2(1+ r + |s|)2}e−ymin(m,l)
 C
{(
1+ r + |s|)+ y(1+ r + |s|)2}e−cy(r+|s|). (A.5)
Then, (A.4) and (A.5) yield the desired estimate (3.34). 
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∣∣∂αx u(x)∣∣< ∞, divu = 0 in Rn+1
}
.
In order to prove the above lemma, it suﬃces to show that if f ∈ B−s∞,q,σ (Rn+1), then






If h ∈ Bs+11,q′ (Rn+1), then the trace operator
Tr : h(x˜, xn+1) → h(x˜,0)












n+1)  C‖φ‖Bs1,q′ (Rn) and φ¯(x˜,0) = φ(x˜). (A.7)
(See [41, p. 212, Remark 2].) Here, the constant C is independent of φ. Then, for g = (g1, g2, . . . ,












g · ∇φ¯ dx˜dxn+1.
Hence, by (A.7), we have
∥∥gn+1(x˜,0)∥∥B−s∞,q(Rnx˜ )  C‖g‖B−s∞,q(Rn+1).
Since C1σ (R
n+1) is dense in B−s∞,q,σ (Rn+1), if f ∈ B−s∞,q,σ (Rn+1),
(Tr ·)n+1 : f (x˜, xn+1) → f n+1(x˜,0)
2636 Y. Taniuchi / J. Differential Equations 246 (2009) 2601–2645makes sense and the following holds:
∥∥(Tr f )n+1∥∥B−s∞,q(Rn)  C‖ f ‖B−s∞,q,σ (Rn+1). (A.8)

















g · ∇ψ dx˜dxn+1. Let
τh f (x˜, xn) = f (x˜, xn + h) in S ′.
Then, (A.8) yields
∥∥ f n+1(x˜,h′) − f n+1(x˜,h)∥∥B−s∞,q(Rnx˜ ) =
∥∥(Tr(τh′ f − τh f ))n+1∥∥B−s∞,q(Rn)  C‖τh′ f − τh f ‖B−s∞,q,σ (Rn+1).
Since ψ ∗ f ∈ BUC and ϕ j ∗ f ∈ BUC, we have
∥∥ψ ∗ (τh′ f ) − ψ ∗ (τh f )∥∥L∞(Rn+1) = ∥∥τh′ (ψ ∗ f ) − τh(ψ ∗ f )∥∥L∞(Rn+1) → 0 as h′ → h,∥∥ϕ j ∗ (τh′ f ) − ϕ j ∗ (τh f )∥∥L∞(Rn+1) = ∥∥τh′(ϕ j ∗ f ) − τh(ϕ j ∗ f )∥∥L∞(Rn+1) → 0 as h′ → h (A.9)
for all j = 0,1, . . . . Hence, it holds that
‖τh′ f − τh f ‖B−s∞,q(Rn+1) =





∥∥ϕ j ∗ (τh′ f − τh f )∥∥q∞
)1/q




−sjq‖ϕ j ∗ (τh′ f − τh f )‖q∞ ∑ j0 2 · 2−sjq‖ϕ j ∗ f ‖q∞ < ∞. Therefore,
∥∥ f n+1(x˜,h′) − f n+1(x˜,h)∥∥B−s∞,q(Rnx˜ ) → 0 as h′ → h,
which implies (A.6). 
A.3. Resolvent equation on B−s∞,q,+,σ
Here, the resolvent equation
R(λ1) − R(λ2) = (λ1 − λ2)R(λ1)R(λ2) (A.10)
on B−s∞,q,+,σ is shown. Before showing the resolvent equation, the following lemma is proven.
Lemma A.2. (i) Let a ∈ C1σ (Rn+1+ ). Then, there exist {am}∞m=1 deﬁned on the whole space Rn+1 and a constant
vector b such that
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(
R
n+1)∩ Lrσ (Rn+1+ )∩ Bσ for all r > 1, (A.11)




am → Ea+ b strongly in L∞(Ω) for all compact sets Ω Rn+1, and (A.13)
‖am‖L∞(Rn+1)  C‖a‖L∞(Rn+1+ ), (A.14)
where C depends only on n.
(ii) Let f ∈ C([0, T ];C1σ (Rn+1+ )). Then, there exist { fm}∞m=1 deﬁned on [0, T ]×Rn+1 and a vector functionb(t) ∈ C[0, T ] independent of the x-variable such that
fm ∈ C
([0, T ];BUC(Rn+1)∩ Lrσ (Rn+1+ )∩ Bσ ) for all r > 1, (A.15)
fm → E f + b weak-∗ in L∞
(
(0, T ) × Rn+1), (A.16)
fm → E f + b strongly in L∞
([0, T ] × Ω) for all compact sets Ω Rn+1, (A.17)
‖ fm‖L∞(0,T ;L∞(Rn+1))  C‖ f ‖L∞(0,T ;L∞(Rn+1+ )), (A.18)
where C depends only on n.
Remark A.1. If f ∈ Cα([0, T ]; L∞(Rn+1+ )) ∩ C([0, T ];C1σ (Rn+1+ )) for some α > 0, then there exist
{ fm}∞m=1 and b(t) ∈ Cα[0, T ] such that (A.15)–(A.18) and
fm ∈ Cα
([0, T ]; L∞ ∩ Lrσ (Rn+1+ )) for all r > 1. (A.19)
Proof of Lemma A.2. Only (ii) of Lemma A.2 is proven, because the proof of (i) is quite similar that
of (ii). Let Φ and Φm be smooth radial functions deﬁned on Rn+1 such that
Φ(x) = Φ(|x|)= {1 (|x| 1),





K g = ∇(−)−1g.
Note that
‖K g‖BMO(Rn+1)  C‖g‖Ln+1(Rn+1), (A.20)
‖K g‖L∞(Rn+1)  C‖g‖Ln+1,1(Rn+1), (A.21)
‖K∇g‖Lr(Rn+1)  C(r)‖g‖Lr(Rn+1) for 1< r < ∞, (A.22)
‖∇K g‖BMO(Rn+1)  C‖g‖L∞(Rn+1), (A.23)
where Lp,q is the Lorentz space. (See, e.g., [2].) Let
bm = K (E f · ∇Φm), fm = ΦmE f + bm.
Since (E f )Φm ∈ C([0, T ]; L1 ∩ L∞(Rn+1)) and E f · ∇Φm = ∇ · ((E f )Φ), by (A.22), we have
bm, fm ∈ C
([0, T ]; Lr(Rn+1)) for all 1< r < ∞,
2638 Y. Taniuchi / J. Differential Equations 246 (2009) 2601–2645and div fm(t) = 0 in S ′(Rn+1) for all t ∈ [0, T ]. Moreover, since E f · ∇Φm ∈ C([0, T ]; Ln+1,1 ∩
L∞), we have bm, fm ∈ C([0, T ];BUC(Rn+1)). In addition, bn+1m |∂Rn+1+ = f
n+1
m |∂Rn+1+ = 0, because
∂n+1(−)−1(E f · ∇Φm) is an odd function with respect to xn+1. Hence, we have bm, fm ∈
C([0, T ]; Bσ ∩ Lrσ (Rn+1+ )) for all 1< r < ∞. By (A.21), we have∥∥bm(t)∥∥L∞(Rn+1)  C∥∥ f (t)∥∥L∞(Rn+1)‖∇Φm‖Ln+1,1  C‖ f ‖L∞([0,T ]×Rn+1)‖∇Φ‖Ln+1,1 , (A.24)
where the constant C is independent of m. Then, (A.18) is obtained, and a subsequence {bm′ } of {bm}
and a function b(x, t) ∈ L∞([0, T ] × Rn+1) exist such that
bm′ → b weak-∗ in L∞
([0, T ] × Rn+1) as m′ → ∞. (A.25)
Similarly, by (A.21) and (A.23), we have
∥∥bm(t) − bm(s)∥∥L∞(Rn+1)  C∥∥ f (t) − f (s)∥∥L∞(Rn+1)‖∇Φ‖Ln+1,1 , (A.26)∥∥∇bm(t)∥∥BMO(Rn+1)  C‖ f ‖L∞([0,T ]×Rn+1)‖∇Φm‖∞  C 1m‖ f ‖L∞([0,T ]×Rn+1), (A.27)
where the constant C is independent of m. Since ‖bm‖Cα ∼= ‖bm‖Bα∞,∞  C(‖bm‖∞ + ‖∇bm‖BMO) for




m=1 is bounded on [0, T ] in Cα
(
R
n+1) (0< α < 1), (A.28){
bm(t)
}∞




Hence, by the Ascoli theorem, we have
b ∈ C([0, T ]; L∞(Ω)) and bm′ → b strongly in C([0, T ]; L∞(Ω)) (A.30)
for all compact sets Ω  Rn+1. On the other hand, for all Ψ ∈ (S0)n+1 := ({v ∈ S(Rn+1); F v(η) ≡










E f (t) · ∇Φm
)(
(−)−1 divΨ )dx∣∣∣∣
 ‖ f ‖∞‖∇Φm‖∞
∥∥(−)−1 divΨ ∥∥L1
→ 0 as m → ∞. (A.31)
Since S0 is dense in the Hardy space H1, and since {bm(t)}∞m=1 is bounded in BMO(Rn+1), we have




Hence, (A.30) and (A.32) yield
∫
Rn+1 b(x, t)∂ jψ(x)dx = 0 for all ψ ∈ C∞0 (Rn+1), j = 1,2, . . . ,n+ 1, and
all t ∈ [0, T ], which implies
∇b(x, t) = 0. (A.33)
Then, b is independent of x, and (A.30) implies b ∈ C([0, T ]).
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sets Ω . Therefore, (A.25) and (A.30) prove Lemma A.2(ii). 
Next, (A.10) is proven on B−s∞,q,+,σ for all λ1, λ2 ∈ Σπ . Let λ1, λ2 ∈ Σπ . Since C1σ (Rn+1+ ) is dense in
B−s∞,q,+,σ , it suﬃces to show that
R(λ1) f − R(λ2) f = (λ1 − λ2)R(λ1)R(λ2) f (A.34)
for all f ∈ C1σ (Rn+1+ ). Lemma A.2(i) indicates that there exist { fm}∞m=1 and a constant vector b such
that
fm → E f + b weak-∗ in L∞
(
R
n+1) and fm ∈ Lrσ (Rn+1+ ) (1< r < ∞). (A.35)
Since the resolvent equation (A.10) holds on Lrσ (R
n+1+ ) (1< r < ∞), the following holds:
R(λ1) fm − R(λ2) fm = (λ1 − λ2)R(λ1)R(λ2) fm. (A.36)
Let λ ∈ Σπ and y denote xn+1 as in Section 3. Based on (4.4), for x= (x˜, y) ∈ Rn+1+
R(λ) f (x) = ((λ − )−1e− f )(x) + (Tλ f )(x)





G(x˜− x˜′, y, y′, λ) f (x˜′, y′)dx˜′ dy′, (A.37)
where G(·, y, ·, λ) ∈ L1(Rnx˜ × Ry′ ) for all y > 0. Note that R(λ) f is well deﬁned for all f ∈ L∞(Rn+1+ )
without any boundary conditions, and R(λ) is a bounded operator in L∞(Rn+1+ ). Since (λ − )−1 is a
bounded operator in L1(Rn+1),










Since (3.18) implies supy∈R ‖G(·, y, ·, λ)‖L1(Rnx˜×Ry′ )  C(λ) < ∞, we have






then (Tλgm)(x) → (Tλg)(x) (A.39)
for all x ∈ Rn+1+ , and, consequently,

























Hence, letting m → ∞, from (A.35), (A.36), and (A.41), we obtain
R(λ1)( f + b) − R(λ2)( f + b) = (λ1 − λ2)R(λ1)R(λ2)( f + b). (A.42)
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∫
Rn
G(x˜, y, y′, λ)dx˜ = 0 for all y > 0 and all y′ ∈ R, and since ((λ2 − )−1e−b) is independent
of x˜, we have
Tλ1 b = 0, Tλ2 b = 0, Tλ1 (λ2 − )−1e−b = 0.
Hence, (A.42) yields
R(λ1) f − R(λ2) f + (λ1 − )−1e−b − (λ2 − )−1e−b
= (λ1 − λ2)R(λ1)R(λ2) f + (λ1 − λ2)(λ1 − )−1(λ2 − )−1e−b. (A.43)
Since (λ−)−1 satisﬁes the resolvent equation on L∞(Rn+1), from (A.43) the desired equation (A.34)
is obtained.
A.4. Stokes equation on B−s∞,q,+,σ
Let Lruloc(R
n+1+ ) := {g ∈ Lrloc(Rn+1+ ); ‖g‖Lruloc(Rn+1+ ) < ∞}, where














divu = 0 in D′((0,∞) × Rn+1+ ),
u|t=0 = a
with associate pressure p, which satisﬁes ∇p ∈ L∞loc((0,∞); L1/s
′
uloc(R
n+1+ )) for 1> s′ > s.
(ii) Let 0 < s < 1, 1  q < ∞, and f ∈ Cα([0, T ]; B−s∞,q,+,σ ) for some α > 0. Then, u(t) =∫ t
0 e









divu = 0 in D′((0,∞) × Rn+1+ ),
u|t=0 = 0
with associate pressure p, which satisﬁes ∇p ∈ L∞(0, T ; L1/s′uloc(Rn+1+ )) for 1> s′ > s.
Proof. Only (ii) is proven, because the proof of (i) is similar to that of (ii).
Step 1. First, the case in which f ∈ Cα([0, T ];C1σ (Rn+1+ )) is considered. Recall the representation of
e−t A by means of the resolvent R(λ) = (λ + A)−1. Let π/2< θ < π , and let δ be an arbitrary positive
number. In addition, let Γδ := {reiθ ;1 r < ∞} ∪ {eiψ ;−θ  ψ  θ} ∪ {re−iθ ;1 r < ∞}. By (4.4), for







eλt(λ + A)−1g dλ
δ
















Note that Ht(g) is independent of δ, because e−t A g and ete−g are independent of δ. Note also that

















































∣∣eλ(t−τ )∣∣∣∣G(x˜− x˜′, y, y′, λ)∣∣|dλ|dx˜′ dy′ dτ  C(t, y, δ) < ∞ (A.46)
for all τ > 0, y > 0, and x˜ ∈ Rn . By Lemma A.2 and Remark A.1, there exist { fm} and a vector function
b(t) ∈ Cα([0, T ]) with (A.15)–(A.19). Since Tλb = 0 implies
∫ t
0 Ht−τ (b(τ ))dτ = 0, from (A.45), (A.46),





























e(t−τ )e−b(τ ))(x)dτ (A.47)
as m → ∞ for all t > 0 and x= (x˜, y) ∈ Rn+1+ .
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∫ t
0 e




−(t−s)Ar fm(τ )dτ for all 1 < r < ∞, where Ar is the usual Stokes operator on Lrσ (Rn+1+ ).
(See [8].) Then, um satisﬁes the Stokes equation (S) with an associated pressure pm , i.e.,
∂tum − um + ∇pm = fm in C
(
0,∞; Lr(Rn+1+ )) (A.48)
for all 1< r < ∞. Hereinafter, for simplicity, let ‖g‖Lqy(Lrx˜) denote
( ∞∫
0
∥∥g(x˜, y)∥∥qLr(Rnx˜ ) dy
)1/q
.
Then, from (4.7), for s < s′ < 1, we have
‖Tλ fm‖L1/s′y (L∞x˜ )  C
1+ |λ|2/s
|λ|1+s′/2 ‖ fm‖B−s∞,q,+,σ .
Then, based on the above and a simple calculation, we have
















for all 0< t < T and δ > 0, where C is independent of m, t and δ. Hence, letting t = 1/δ, we obtain
∥∥Ht( fm)∥∥L1/s′y (L∞x˜ )  Cts


















T + T 1−s/2) sup
0τ<T
‖ fm‖B−s∞,q,+,σ












‖g‖Lruloc(Rn+1+ )  C‖g‖Lry(L∞x˜ ) and ‖e
te− fm‖Lruloc  C‖ete− fm‖∞  C(t−s/2+1)‖e− fm‖B−s∞,q  C(t−s/2+
1)‖ fm‖B−s∞,q,+ , by (A.18) we have
sup ‖um‖L1/s′ (Rn+1+ )  C(T ) sup ‖ fm‖B−s∞,q,+,σ  C(T ) sup ‖ f ‖∞. (A.49)0<t<T uloc 0<t<T 0<t<T
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(−∂t v − v) · u + v · b
)
dxdτ as m′ → ∞, (A.50)
since (∂t − )
∫ t
0 e
(t−τ )e−b(τ )dτ = e−b.
Next, the pressure term pm is estimated. Since (∂t − )
∫ t
0 e
(t−τ )e− fm(τ )dτ = e− fm and
H0( fm(t)) = 0, we have
∇pm = −(∂t − )um + fm















dτ in Rn+1+ . (A.51)
By (4.7) and (4.18), for s < s′ < 1, we have
































for all δ > 0 and t > τ > 0. Then, letting δ = 1/(t − τ ), we obtain




(t − τ )1−s′/2 +
1
(t − τ )1−s′/2+s/2
)
and consequently
∥∥∇pm(t)∥∥L1/s′y (L∞x˜ )  C
(
ts
′/2 + ts′/2−s/2) sup
0<τ<T
∥∥ fm(τ )∥∥B−s∞,q,+,σ  C(T ) sup0<τ<T
∥∥ f (τ )∥∥∞
for all 0< t < T , where the constant C(T ) is independent of m. Hence, there exist subsequence {pm′ }
of {pm} and a function p such that












v · ∇p dxdτ as m′ → ∞ (A.52)
for all v ∈ (C∞0 ((0, T ) × Rn+1+ ))n+1. Therefore, from (A.16), (A.48), (A.50), and (A.52), letting m′ → ∞,
we have ∂tu − u + b + ∇p = f + b in D′ , and, consequently,






2644 Y. Taniuchi / J. Differential Equations 246 (2009) 2601–2645Step 2. Next, the general case f ∈ Cα([0, T ]; B−s∞,q,+,σ ) is considered. Since C1σ (Rn+1+ ) is dense in




−(t−τ )A fm(τ )dτ . Then, um satisﬁes (A.53), as shown in Step 1. Letting m → ∞, by an
argument similar to Step 1, u(t) = ∫ t0 e−(t−τ )A f (τ )dτ also satisﬁes (A.53). This proves Lemma A.3. 
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