
















In a large-scale HPC cluster, multiple nodes with the same
configuration are often prepared to execute jobs. However,
in recent decade, there are various requirements depending
on the job, such as software and hardware to be used, and a
wide variety of jobs are increasing. Therefore, we expect that
the number of multi-cluster environments in which nodes
with different configurations are mixed will increase in future
HPC clusters. However, since the conventional job sched-
uler cannot detect the difference in software and hardware
inside the cluster, proper scheduling cannot be performed in
a multi-cluster environment. Therefore, in this paper, we
propose a multi-cluster scheduling algorithm that considers
non-uniformity in a multi-cluster environment. The pro-
posed algorithm is implemented in an actual multi-cluster
environment and compared with the existing job scheduling
algorithm.
1 序論












































































































































































































に GPUではコア数や Capabirityを評価し，CPUや GPUの
ジョブが実行できるか確認する．ジョブを J = J1, J2, ...Jn と
する．このときジョブ Ji がその CPU と GPU で動作するこ
とができるかどうかを CPUCheckと GPUCheckで表す．
CPUCheck(Ji) = IsV ersion(Ji)× IsSSE(Ji) (1)
GPUCheck(Ji) = IsCapabirity(Ji) (2)
IsVersionIsSSE，IsCapabirityはその CPUや GPUで動作す









Input: クラスタのノード情報 Nx，実行するジョブ J
Output: ジョブを実行するノード TN
TN ← nil
for i = 0, · · · , N.length− 1 do
if Ni.available > J.usage then















































Input: クラスタのノード情報 Nx，実行するジョブ J
Output: ジョブを実行するノード TN
TN ← nil
for i = 0, · · · , N.length− 1 do
if Ni.available > J.usage then
if CPUGPULibrariesCheck(J) then












て Slurm を使用する．Slurm のジョブスケジューラに対し
て提案するアルゴリズムを実装する．実装元とするアルゴリ






















cons res，cons tresなどがあり，linearを基準として cons res





















提案するアルゴリズムの実装として cons mytres として
アルゴリズムの実装を行った．アルゴリズムの実装は src/-
plugins/select フォルダに存在し，cons res や cons tres な
どの実装もアルゴリズムごとにフォルダ分けされて実装さ
れている．今回の実装では cons tres をフォークする形で実
装を行った．フォルダを cons mytres とし，新しく不均質
性を考慮する実装のコードとして mytres multi cluster.h と
mytres multi cluster.cを実装した．
前章で記述した can job run on node 関数においてマルチ
クラウド環境の不均質性を考慮する条件を付ける関数を実装す




















can job run on node 関数における評価はリソース情報
によるが，その評価の最後に不均質性の評価をする関数
choose nodes multi cluster 関数を実行することで，マルチ
クラスタ環境の不均質性を考慮した評価をするように実装し
た．choose nodes multi cluster関数はジョブの情報とノード
の情報を引数に取り，それらの情報からリスト 1の構造体情報
と比較することで 0 か 1 を戻り値とする関数である．これに
より can job run on node 関数内でそのジョブがそのノード
で実行できるかを判断することができる．
リスト 1 不均質性を保持する構造体
1 typedef struct node_additional_information{
2 // basic info
3 char *node_name;
4 // CPU info
5 char *cpu_name;
6 int cpu_version;










17 // Library info















































ノード ジョブ 1 ジョブ 2 ジョブ 3
ノード 1 〇
ノード 2 〇 〇






ノード 1(台) ノード 2(台) ノード 3(台)
パターン 1 2 1 1
パターン 2 2 2 1




れぞれ 3 種類用意した．ノードは 1 台ずつ存在し，3 種類の



















評価に使用したジョブは表 3 の 3 種類である．それぞれの
ジョブにおいて sleepの時間を変更することで，各ジョブの実
行時間に差異を表現した．ジョブ 1は 3秒，ジョブ 2は 5秒，
ジョブ 3は 10秒とし，ジョブの実行可能ノードは表にある通
りである．この評価ではジョブ 1 を 400 回，ジョブ 2 を 100
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