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Predicting Loneliness in Older Age Using Two Measures of Loneliness 
Older people are especially vulnerable to loneliness and this has become a major 
public health concern for people in later life. In this paper, we propose a machine 
learning based approach to predict loneliness probability using two gradient 
boosting algorithms, XGBoost and LightGBM. The predictive models are built 
using data from a large nationally representative sample from, the English 
Longitudinal Study of Ageing (ELSA) that had 7 successive waves (2002 ~ 
2015). Two measures of loneliness were applied to investigate the impact of 
different measure strategies on the prediction of loneliness. The models achieved 
good performance with a high Area Under Curve (AUC) and a low Logarithmic 
Loss (LogLoss) on the test data, i.e., AUC (0.88) and LogLoss (0.24) using the 
single-item direct measure of loneliness, and AUC (0.84) and LogLoss (0.31) 
using the multi-item indirect measure of loneliness. A wide range of variables 
were investigated to identify significant risk factors associated with loneliness. 
Specific categories associated with important variables were also recognized by 
the models. Such information will further enhance our understanding and 
knowledge of the causes of loneliness in elderly people. 
Keywords: loneliness; measure of loneliness; older age; ELSA data; predictive 
model; gradient tree boosting 
Subject classification codes: Applied computing; Health care information 
systems  
1.! Introduction  
Loneliness can be understood as subjective measure of unwelcome feelings or 
perceptions on the part of the respondent, associated with lack an affection, closeness, 
and social connection with others [27]. Older people are especially vulnerable to 
loneliness: according to recent figures from Age UK, over 1 million people aged over 
60 in England say they are always or often feel lonely. 
Loneliness is a major public health concern for people in later life. Research [3] 
has shown that loneliness could have a profound impact on the deterioration of physical 
and mental health and can reduce quality of life. When loneliness becomes persistent, it 
may even lead to an early death [19]. 
Several studies have shown that loneliness is not a permanent condition but 
rather can be a transient, recurrent, or persistent (chronic) state [38, 39]. Loneliness 
might be affected by changes in environmental or living conditions, for example, major 
life changes (e.g., retirement, bereavement, etc.), which can occur in older age, and 
these can trigger the feelings of loneliness either temporarily or over a longer term. 
Many existing studies have found a wide range of risk factors to be correlated 
with older people indicating they feel lonely. Some research [11, 12, 17, 37] has shown 
a strong association between loneliness and socio-demographic factors such as gender, 
age, ethnicity, education, marital status, and living arrangements. There is evidence that 
social isolation (e.g., the lack of contact with family or friends, community 
involvement, or access to services) plays a key role in the reporting of feelings of 
loneliness [10, 18, 39, 23, 24, 28]. Moreover, poor physical health, long-standing 
illness, reduced mobility, mental health like cognitive impairment, and sensory 
impairment increase older people’s chances of being lonely [6, 7, 25, 30, 32, 35, 36], as 
they can reduce people’s capacity to get out and about and develop and maintain 
friendships. Some research has highlighted that there is a direct correlation between 
economic status and loneliness among old people [15], i.e., poorer individuals are more 
likely to experience loneliness than those who are financially well off. 
Loneliness is a complex and multidimensional construct and measuring 
loneliness is a subjective experience and can be complicated. Direct questions, such as 
‘do you feel lonely?’ can lead to an under-representation in the dataset, as some 
respondents may not wish to admit to experiencing loneliness. Negatively worded 
statements such as ‘I often feel isolated from others’ may also cause some respondents 
to misrepresent their loneliness and result in underestimates in the occurrence of 
loneliness. Different measures might be more or less appropriate in different settings 
[34]. 
Current studies on loneliness have four main limitations: first, while most 
previous studies have focused on the research about association of risk factors with 
loneliness in older adults within a single measurement wave, there is limited robust 
research on predicting the likelihood of loneliness from a longitudinal perspective. 
Second, loneliness is a complicated construct, which is associated with a wide range of 
factors, and sensitive to changes in environmental conditions. However, previous 
research has mostly investigated the impact of risk factors on loneliness from one aspect 
of loneliness, and little work has considered a wide variety of variables reflecting 
complete and comprehensive aspects of loneliness; nor has it taken into account the 
impact of variables from previous waves into account when building predictive models. 
Third, most existing research has used descriptive statistics and logistic regression 
models for studying loneliness from a social science perspective. Although this work 
has been valuable in developing better insights into loneliness, there has been limited 
research utilising advanced data mining methods: here we seek to fill this gap in 
research by using advanced machine learning approaches. Fourth, although various 
measures of loneliness have been developed, there has been little research that has 
compared the correlates of different measures of loneliness. It would be advantageous 
for studies to examine the relative strengths of different measures associated with the 
these measures, or feelings, of loneliness.  
In this paper, two measures of loneliness were used for the study, one is a single-
item direct measure, and the other is a multi-item indirect measure. Predictive models 
with respect to these different measures were developed separately to determine 
whether a person is at an increased risk of experiencing lonely. The models were built 
on a nationally representative sample from the English Longitudinal Study of Ageing 
(ELSA)1, which contained seven successive waves of data collected during the period 
from 2002 to 2015. A wide variety of variables were extracted from both previous and 
current waves. Two gradient boosting based algorithms, XGBoost [5] and LightGBM 
[22], were used to implement separate predictive models for comparing the model 
performance. Two evaluation metrics, AUC (Area Under the roc Curve) [33] and 
LogLoss (Logarithmic Loss) [29], were used to estimate the effectiveness of the 
predictive models. A list of important risk factors that had significant impacts on 
loneliness were identified using these models. The model performance and the 
identified risk factors for the two loneliness measures were compared and explored to 
uncover possible potential correlations between a range of factors and these two 
measures.  
The overall contribution of this study is that it addresses the issue of loneliness 
in older adults from a new perspective, i.e., using data mining methods for predicting 
loneliness in older people. Specifically, we first explore the influence of different 
measures on the prediction of loneliness using data from a large nationally-
representative study of older people, and then develop predictive models by combining 
two gradient boosting based algorithms with a wide variety of variables to improve the 
performance. Finally, we identify separate sets of risk factors for the two loneliness 
measures and compare those identified in the two feature lists. Identifying such 
information is potentially useful in the design of interventions to prevent or alleviate 
loneliness in older people.   
                                               
1 https://www.elsa-project.ac.uk 
2.! Methods 
2.1. Gradient Boosting Machine (GBM)  
Gradient tree boosting [14] is also known as gradient boosting machine (GBM) or 
gradient boosted regression tree (GBRT). It is extremely powerful, and has been shown 
to outperform other well-established machine learning methods, such as Hidden Markov 
Model [4], Neural Networks [20], and Support Vector Machine (SVM) [8], for 
example, by winning data science competitions such as Kaggle2.  For a given data set 
with n examples and m features, a tree ensemble model uses K additive functions to 
predict the output: 
�∀# = �(�#) = ∑ �+,+−. (�#), 			�+ ∈ ℱ,          (1) 
where ℱ = 3�(�) = �5(6)7(�:	ℝ; → �,� ∈ ℝ>)  is the space of regression trees. Here 
�(�) is the function that maps an example � to the corresponding leaf index in the 
structure of the tree. Each �(�) corresponds to an independent tree structure � and a 
leaf weight �. � is the number of path (leaves) in the tree. A path is ended with a leaf 
that contains weight �. Given an example, we use decision rules in the trees (given by 
�) to classify it into the leaves and calculate the final prediction by summing up the 
score in the corresponding leaves (given by �) [14]. 
To learn the set of functions used in the model, we minimize the regularized 
objective below: 
ℒ(�) = ∑ �(�∀# , �#) +# ∑ Ω(�+),+           (2) 
                                               
2 https://www.kaggle.com 
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where ℒ(�) is a loss function that measures the difference between the prediction �∀# 
and the target �#. Ω(�+) is a regularization term that helps smooth the final learnt 
weights to avoid over-fitting. For further details about gradient tree boosting, please 
refer to the paper by Friedman [14] 
2.2. XGBoost vs. LightGBM  
Both XGBoost (eXtreme Gradient Boosting) [5] and LightGBM (Light Gradient 
Boosting Machine) [22] are distributed, high-performance gradient boosting 
frameworks based on decision tree algorithms. They are well recognized for ranking, 
classification, and many other machine learning tasks. Although both algorithms are 
decision tree based, they still vary in a few specific ways, especially in how they create 
decision trees. LightGBM uses leaf-wise splitting rather than depth-wise splitting, 
which enables it to converge much faster but also leads to overfitting. XGBoost uses a 
more regularized model formalization to control overfitting, which gives it better 
performance. Unlike XGBoost, which is a relatively mature toolkit and is widely 
utilized by many real-world applications, one limitation for LightGBM in its usage is 
because it has been developed only recently, and there is less documentation available. 
2.3. Parameter tuning 
Unlike other machine learning algorithms that have no or a few parameters to be tuned, 
Gradient Boosting based algorithms have one disadvantage in that a large number of 
parameters are needed to adjust in order to obtain the optimal performance. In an ideal 
world, with infinite resources and where time is not an issue, it is possible to run a giant 
search, with all the parameters together, and find the optimal solution. However, in the 
real world, the parameter turning process becomes computationally more expensive as 
the dataset grows bigger, and the training time grows as well. For this reason, it is 
important to understand the role of parameters and focus on the steps that we expect to 
impact our results the most. Table 1 lists a number of XGBoost or LightGBM 
hyperparameters that usually have an important impact on performance in terms of 
faster speed, better accuracy, or overfitting prevention.   
[Table 1 is here] 
In our predictive models, both algorithms adopt a hyperparameter optimization 
method, called the grid search technique, to determine the optimal parameters. Grid 
search [2] is a technique that allows working through multiple combinations of 
parameter tuning, cross-validating each and determining which one gives the best 
performance. In addition, both algorithms provide an inherent early-stopping function 
that is a regularization approach to training complex machine learning models to avoid 
overfitting. 
3.! Materials 
3.1. ELSA data  
The English Longitudinal Study of Ageing (ELSA) is a longitudinal study that collects 
multidisciplinary data from a representative sample of the population of England aged 
50 and older. Fieldwork for the first wave of ELSA was carried out in 2002/2003 with 
follow-up waves every two years. The present analysis included seven completed ELSA 
waves (2002 - 2015) and in total this included 17,861 respondents. However, not all the 
respondents participated all the seven wave surveys, and only 4,088 (22.8%) 
respondents had provided data at every wave. The distribution of respondents in terms 
of wave number that they ever participated in is shown in Figure 1. 
[Figure 1 is here] 
3.2. Dependent variable - loneliness 
The ELSA surveys utilized two measures of loneliness as described below: 
(1)! Single-item measure of loneliness (direct) 
The item on loneliness was the question “How much of the time during the last 
week, have you felt lonely?”.  A single-item measure was produced with the 
provided dichotomous answer (no=0; yes=1). The information relevant to the 
single-item measure of loneliness was available across all the ELSA waves from 
Wave-1 (2002-03) to Wave-7 (2014-15). 
(2)! Multi-item measure of loneliness (indirect)  
Loneliness was measured by the 3-item short form of the revised UCLA 
Loneliness Scale [21]. The scale includes indirect questions about feeling lack of 
companionship, feeling left out and feeling isolated from others. The three-point 
response scale ranged from 1 (hardly ever/never) to 3 (often). Ratings were 
summed to produce a loneliness score ranging from 3 to 9, with a higher score 
indicating greater loneliness. For the purpose of generating a dichotomous 
variable, we defined a threshold score (ı6) as being lonely in accordance with 
the work of [35]. The UCLA-based loneliness measure was utilised only from 
Wave-2 (2004-05) to Wave-7 (2014-15) since the information on the 3-item 
UCLA loneliness measure was not collected in the wave-1 survey. 
3.3. Independent variables 
A wide range of variables were generated based on the ELSA data for our loneliness 
analysis, and these could be categorized into three main groups: 
¥! Baseline variables (28) 
The group of variables in Table 2 were treated as baseline, which covers 
different aspects of information, e.g., socio-demographic status, financial 
situation, general health condition, and personal behaviour and habit. Baseline 
variables known to be associated with demographic and economic status are 
age, gender, ethnicity (white or not), religion (church member or not), 
marital status (single, married, separated/divorced, and widowed), 
education (university degree or equivalent, less than university degree, or no 
qualification), people number in household, retirement on pension 
(full/half/no pension), and money shortage (often/sometime/not often/never). 
Social engagement and contact variables include closeness to spouse (very 
close/close/not close), contact with children and friends 
(weekly/monthly/yearly or rare contact). Health-related variables contain some 
self-reported variables like general health, long-standing illness, 
disability that limits work, eyesight, and hearing. Psychological (e.g., 
depression) and health behaviour variables (e.g., alcohol, smoking, and 
sport activity) were also considered in the study.    
[Table 2 is here] 
¥! Disease-related variables (19) 
The variable set in Table 3 mainly contains various diseases closely associated 
with elderly people, such as various circulatory diseases (e.g., high blood 
pressure, angina, heart attack, heart failure, and heart murmur), long-
standing illnesses (e.g., diabetes, cancer, stroke, arthritis, and lung 
disease), and diseases relevant to cognitive impairment and psychiatric 
problems (e.g., AlzheimerÕs disease, dementia, and psychiatric 
condition). It should be noted that most of the (binary) disease variables had a 
high level of missing data (i.e., over 90%). A possible explanation for this is that 
the participants might have had no such disease or were not willing to disclose 
details about their health conditions.   
[Table 3 is here] 
¥! Disability-related variables (28) 
Table 4 demonstrates that disabilities were assessed based on the participants 
responses to interviewers’ questions on perceived difficulties in six basic 
activities of daily living (ADLs), such as difficulty in dressing, and seven 
instrumental ADLs (IADLs), such as preparing a hot meal. Participants with 
difficulties in one or more of these activities were considered to have some 
degree of disability. Mobility impairment was defined by asking respondents 
whether they had difficulties with one or more of 10 common leg and arm 
functions (e.g., walking 100 yards).  
An older person with more difficulties in ADLs, IADLs, or mobility impairment 
suggests that they have a higher degree of physical disability. To better reflect 
the level of disability, summative variables (e.g., mobility_num, IADL_num, and 
ADL_num) were derived from the associated item variables in individual 
disability groups by simply summing up all the associated binary items. Higher 
score indicates greater degree of disability.  
[Table 4 is here] 
             In the selected variables, the majority of the variables were binary or categorical 
variables, each of which had been encoded with numerical values in the original ELSA 
data source, e.g., gender (1:Famale; 0:Male) and closeness to spouse (1:very close; 
2: quite close; 3: not close).   
It can also be seen in Tables 2-4 that quite a number of variables had missing 
values with different rate of missing data. For example, some disease-related variables 
(e.g., heart attack, stroke) had a high missing rate of above 90%, whereas the 
disability-related variables had just a few instances of missing values. In this study, we 
adopted a simple imputation strategy, i.e., to set the missing data with the default value 
of -1. The reason for us using this strategy was because, according to our experimental 
results, it outperformed other more complicated strategies such as logistic regression or 
the most frequent category for binary and categorical variables, and linear regression or 
mean/median/mode imputation for continuous variables.    
3.4. Training, validation, and test data 
The dataset studied here contained a total of 69,478 instances, in which each instance 
corresponds to the value of a variable for a participant in one specific wave. The 
distribution of participants in different waves is illustrated in Figure 2, and the 
loneliness prevalence rates, as measured separately by the two loneliness scales, are also 
plotted in Figure 3. In each wave, at least 9,000 respondents took part in the ELSA 
survey. For the single-item measure of loneliness, the loneliness prevalence rate of aged 
adults was relatively stable throughout seven successive ELSA waves, fluctuating 
within a range of 10% to 14%. The multi-item measure of loneliness led to higher levels 
of reported loneliness in each wave, and the prevalence rate ranged between 17% - 21% 
across six consecutive waves (Note that the information about the multi-item measure 
was missing in wave-1).  
[Figure 2 and 3 are here] 
As shown in Figure 3, the instances of loneliness are much lower than that for 
non-loneliness. To deal with the imbalance data issue in the predictive models, both 
XGBoost and LightGBM algorithm provide some related parameters, e.g., the 
parameters min_child_weight and scale_pos_weight for the XGBoost, and the 
parameters scale_pos_weight and is_unbalance for the LightGBM. These 
parameters were set and tuned optimally to achieve the best performance of the model.   
Here we split the whole data into three subsets, training data, validation data and 
test data sets for model training and prediction. The test data set was generated from the 
most recent wave, wave-7 (2014/15), the validation data came from wave-6 (2012/13), 
and the remaining waves were used as the training data. To test the validity of our 
selected validation data, we examined whether the model performance in the test data 
was consistent with that of the validation data. 
4.! Experiments 
4.1. Evaluation metrics 
The prediction of loneliness can be treated as a binary classification task in which the 
output is labelled as 1 (loneliness), or 0 (non-loneliness). Given a new instance, the 
classifier will assign a loneliness probability to the instance rather than simply yielding 
the most likely class label. The predicted probability will fall in the range of [0, 1]. A 
higher predicted probability means that a participant is more likely to be lonely. 
Here two commonly-used evaluation metrics, LogLoss [29] and AUC [33] were 
applied to estimate model performance. LogLoss (Logarithmic loss) is a classification 
loss function, which quantifies the accuracy of a classifier by penalizing false 
classification. 
������� = − .
Λ
∑ [�# log(�∀#) + (1 − �#)log	(1 − �∀#]Λ#−.       (4) 
where n is the number of instances. �∀# is the predicted probability, and �# is the target 
class label. A perfect classifier should have a LogLoss with the value of zero. Less ideal 
classifiers have progressively larger values of LogLoss. 
AUC (Area Under the ROC Curve) [13] is calculated based on a ROC (Receiver 
Operating Characteristics) curve that is a plot of the true positive rate against the false 
positive rate for different possible cut points of predictions with respect to a set of 
instances. The AUC value lies between 0.5 to 1 where 0.5 denotes a poor classifier, i.e., 
no better than random, and 1 denotes a perfect classifier. 
The two evaluation metrics used differ in several ways when used for binary 
classification problems: (1) What LogLoss likes is that predicted probability belonging 
to one class is as close as possible to its true probability at individual instance level. On 
the contrary, for AUC, the predicted probability for one instance does not matter. AUC 
improves when the order of the predictions corresponding to a set of instances becomes 
more correct.  (2) For LogLoss, the lower the score is, the better the model performs. 
For AUC score, the higher the score the better the model performs. 
4.2. Experiment setup 
To compare the impact of different sets of variables on loneliness, here we developed 
several predictive models: 
¥! Model I (Baseline variables in the current wave) 
¥! Model II (Disease-related variables in the current wave) 
¥! Model III (Disability-related variables in the current wave) 
¥! Model IV (Full set of variables in the current wave: Baseline + Disease + 
Disability) 
¥! Model V (Full set of variables in both the previous and the current wave plus the 
loneliness value in the previous wave) 
In Model V, additional information from the previous wave was considered and 
more variables from the previous wave were extracted and then added into the models 
for the analysis. For example, in the test data used for Model V, there were two different 
variables related to the information of the disease Diabetes. One was Diabetescurr 
from the current wave (wave-7), and the other was Diabetesprev from the previous 
wave (wave-6). These two variables were probably different as an older adult who had 
no diabetes in the wave-6 (2012/13) might develop this disease in the wave-7 (2014/15). 
It should be noted that a few special variables (e.g., gender, education) in the previous 
wave were excluded from Model V because there was no change between the two 
waves with respect to these variables. For example, only gendercurr rather than 
genderprev was used in Model V.  In addition, the dependent variable in the previous 
wave, lonelinessprev, was also added as an important feature into Model V. Hence, the 
feature set used in Model V in practice consists of three parts, the independent variables 
in the current wave, independent variables in the previous wave, and the variable 
lonelinessprev. The outcome variable of Model V was lonelinesscurr.     
To examine possible differences in the model performance and risk factors of 
importance identified by different measures of loneliness, two sets of experiments were 
conducted, each of which was targeted for one particular type of measure.  
5.! Results 
5.1. Model performance comparison at the variable level 
5.1.1. Performance comparison in different machine learning algorithms 
To evaluate the performance of gradient boosting algorithms, we used the commonly-
used algorithm, Logistic Regression, as a baseline. Three selected ML algorithms 
performed consistently for both measures of loneliness. As shown in Table 5, both 
gradient boosting algorithms, XGBoost and LightGBM, generally performed better than 
Logistic Regression with an improvement between 1-5 percent in both AUC and 
LogLoss. Furthermore, both XGBoost and LightGBM achieved competitive 
performance on both the validation and test data in terms of AUC and LogLoss. 
[Table 5 is here] 
Table 6 provides the total running time (second) spent at the training, validation, 
and test stage on the same computer (iMac Desktop, 2.7GHz Intel Core i5 CPU, and 
32G RAM). It is obvious that Logistic Regression ran the fastest due to its relatively 
simple learning process. As for work efficiency, LightGBM took much less time than 
XGBoost but it achieved the similar performance to XGBoost. 
[Table 6 is here] 
5.1.2. Performance comparison between different groups of variables  
A series of experiments (see Table 5) was conducted to compare model performance 
using different sets of variables (see subsection 4.2 – Experiment setup). As described 
above, we grouped the variables into three functional subsets: baseline variables (Model 
I) performed the best, followed by disability-related variables (Model II), and disease-
related variables (Model III) the worst. It is noted that when all the variables in the 
current wave were combined, the performance of Model IV was slightly improved, 
compared with the baseline model (Model I). We the evaluated these results using the 
Wilcoxon signed-rank test. The p-value from the Wilcoxon signed-rank test shown in 
Table 7 indicates that the difference between these two models in terms of AUC and 
Logloss was significant. It implies that the addition of the disease-related and disability-
related variables significantly improved the prediction of loneliness. It is also interesting 
to note that when the information in the previous wave was added into Model V, model 
accuracy was significantly increased compared with Model IV (see Table 7). This 
suggests that some variables might have a persistent influence on loneliness, and the 
context is needed to track back to a relatively longer period. 
[Table 7 is here] 
5.1.3. Performance comparison between validation data and test data 
It is noted that, in Table 2, the performance of the predictive models using the three ML 
algorithms was quite stable and there was no dramatic change in model performance 
between the validation data set and the test data set. This implies that the test data 
display similar characteristics to the validation data, and the data-splitting strategy was 
appropriate.  
In the single-item measure of loneliness, the predictive models generally 
performed better on the validation data than on the test data for the AUC but not for the 
LogLoss. In the multi-item measure of loneliness, the performance on the test data was 
slightly better than that of the validation data in terms of both AUC and Logloss.    
5.1.4. Risk factor comparison between different GBM algorithms (Model IV) 
Figure 4 provides the relationship between the Logloss error and the number of the top-
ranking features in terms of different ML algorithms and loneliness measures. The 
Logloss was drastically reduced until the number of the top-ranking features approached 
30, then it tended to be stable after this threshold point. This implies that the top-30 
ranking features have an important impact on the prediction of loneliness. Due to the 
limit of the paper space, we here select the top-20 ranking features for feature 
comparison in terms of different ML algorithms and loneliness measures.  
[Figure 4 is here] 
Table 8 provides the top-ranking predictive variables with high importance 
scores in Model IV (Full data in current wave) regarding the two measures of 
loneliness. Due to the difference in implementation by XGBoost and LightGBM, the 
top-ranking lists generated by both algorithms were different to some extent, even 
within the same measure of loneliness. 
[Table 8 is here] 
In the single-item measure, 12 out of the top 20 risk factors were identified by 
both XGBoost and LightGBM.  XGBoost identified more disease-related and disability-
related variables as being important, e.g., disease-related variables (Psychiatric 
condition, Arthritis, Asthma, and High blood pressure) and disability-related 
variables (Lifting weights over 10 pounds and Sitting for 2 hours), whereas 
LightGBM identified more variables related to social factors (e.g., Education, People 
number in household), Health Behaviour (e.g., Alcohol: how many days per 
week), and Sensory Impairment (e.g., Self-reported hearing and Self-reported 
eyesight). 
In the multi-item measure, as many as 17 variables in the top-20 ranking list 
were recognised by both GBM algorithms. The high overlap rate between these two 
important risk factor lists suggests that the identification of loneliness-related risk 
factors has a more stable and consistent performance using the multi-item measure 
method.   
5.1.5. Risk factor comparison between different measures of loneliness (Model IV) 
It is interesting to examine whether the predictive models built by the same ML 
algorithm could identify different risk factors of importance when employing different 
measures of loneliness.  
It can be seen from Table 3 that, for the XGBoost algorithm, the top-ranking 
lists in both measures were quite different. Nearly a half of the risk factors in the single-
item measure did not appear in the list of the multi-item measure. For the LightGBM, 
the risk factors identified by both measures were almost identical, although the 
importance ranking order was changed. This suggests that the XGBoost is more 
sensitive to the selection of the loneliness measure than the LightGBM.  
5.1.6. Risk factor comparison in Model V  
To find out which variables in the previous wave are helpful in the prediction of 
loneliness, the top-ranking risk factors generated by Model V (Full data in both the 
previous and the current wave) are listed in Table 9. It can be seen that, when the 
information in the previous wave was added into the predictive model, several variables 
in the previous wave showed a statistically significant association with loneliness, 
which included: Loneliness, Marital status, Age, Closeness to spouse, Contact 
with friends, Depression, Self-reported health, and disability-related measures 
(Mobility_num and IADL_num). At the same time, such variables are also recognised as 
important in the current wave. It implies that these variables might have more long-term 
association with feelings of loneliness. 
[Table 9 is here] 
The identical risk factors identified by both XGBoost and LightGBM were 15 in 
the single-item measure and 14 in the multi-item measure individually. The high 
overlap of risk factors between the two ML algorithm means that most of the risk 
factors are important, and thus are less sensitive to the selection of the ML algorithms. 
When different measures of loneliness were applied, only a few risk factors (4 -
6) were different in the top-20 ranking lists created by the same ML algorithm. This 
suggests, to some extent at least, that there exists potential correlation between the risk 
factors for these two measures of loneliness.  
5.1.7. Risk factor comparison between different models 
Table 10 presents the top-10 ranking features in different XGB-based models in terms 
of different loneliness measures. For both loneliness measures, there is a high level of 
overlap between the top-ranking features in both Model I and II. For Model III, three 
variables obviously outperform other individual item variables, and are located in the 
top-3 list. It should be noted that there is just slight change between the top-ranking 
features in Model I (baseline variables) and Model IV (full variables) with 1-2 new 
variables appearing in Model IV.   
[Table 10 is here] 
5.2. Model performance comparison at the variable category level 
As discussed earlier, a subset of variables were recognized as key risk factors for 
loneliness. However, as we know, most of the variables are categorical variables, each 
of which has several categories. For example, Marital Status is divided into 6 
different categories, i.e. ‘single’ (never married), ‘married’ (firstly and only married), 
‘remarried’ (second or later marriage), ‘legally separated’, ‘divorced’, and ‘widowed’. 
Closeness to spouse is coded as 4 levels, i.e. ‘very close’, ‘quite close’, ‘not very 
close’ and ‘not at all close’. It is assumed that not all the categories within one variable 
are of equal importance for the prediction of loneliness. It would be interesting to find 
which categories are more important than others. 
To conduct a more fine-grained analysis at the variable category level, each 
categorical variable was first converted into dummy variables using one-hot encoding. 
A sparse matrix with numerous dummy variables was created to build a new set of 
predictive models. 
[Table 11 is here] 
Table 11 presents the performance of the models with different variable sets at 
the variable category level. Compared with the performance at the variable level (recall 
Table 2), it appears that, following the dummification of the categorical variables, the 
model performed similarly to the one at the variable level where categorical variables 
were only encoded as numeric values. This implies that the additional dummy variable 
information did not help improve the model performance. Nevertheless, the best 
performance was still achieved when the information from both previous and current 
waves (Model V) were combined together.  
[Table 12 and 13 are here] 
Tables 12-13 list the top-20 variable categories in Model IV (Full data in current 
wave) and Model V (Full data in both previous and current wave). Some specific 
categories associated with important variables in both the previous and the current wave 
were identified by the models. For instance, ‘married’ and ‘widowed’ from Marital 
Status, ‘very close’ and ‘quite close’ from Closeness to spouse, ‘1-2 time a week’ 
and ‘>=3 times a week’ from Contact with friend and Contact with children, 
‘good’ from Self-reported eyesight, ‘often’ from Health problem, and ‘often’ 
from Money shortage, were more likely to be associated with loneliness. 
It is observed that missing data (N/A) from some variables were also recognized 
as key predictive factors by the models. As we know, part of the missing data may be 
due to the respondents’ reluctance to disclose their true feelings to some sensitive 
questions such as the relationship with their spouse, connections with children and 
friends. In our studies, the missing data in the categorical variables were replaced with -
1, and thus were treated as one special category.   
6.! Discussion 
Loneliness can have profound impact on health and well-being, and thus it has become 
one of the leading concerns for well-being among older people. In this paper, we 
investigated the association of loneliness with a wide variety of factors extracted from 
seven ELSA waves conducted from 2002 to 2015. The results of our study support the 
findings of several studies [1, 31, 35] that have suggested strong connections between 
loneliness and age, gender, and living arrangements. There is clear evidence that the 
likelihood of expressing feelings of loneliness increases with age and that men and 
women are affected differently by loneliness: older women are more likely to report 
feeling lonely than older men. Moreover, people who live on their own are more prone 
to experiencing loneliness than those living with others. 
Our research has shown that the extent of the emotional attachments between 
respondents and their family member and friends play an important role in the 
prevalence of loneliness. Married people who live in an emotionally close relationship 
with their spouse report lower levels of loneliness. As widowhood leads to the end of a 
positive attachment, it is not surprising that higher levels of emotional loneliness are 
experienced following the death of a spouse. Furthermore, evidence shows that frequent 
social contact with children and friends can lower the level of social isolation and 
loneliness. These findings are consistent with the multi-variate analyses by Dahlberg et 
al. [11] and the analyses by Heikkinen and Kauppinen [16]. 
In the categorical variable Money shortage, three out of four categories, 
often, sometimes, and never, co-occur in the top-ranking variable list (see Table 
11). It suggests that Money shortage is an important risk factor for loneliness. In the 
variable Education, no qualification was recognised as the top-ranking category 
compared with other levels of education. Some categorical variables related to lifestyle 
and behaviour such as Alcohol[No], and participating in less sport or exercise, Mild 
sport/activity[>1 times a week] and Vigorous sport/activity[Hardly 
/never], were seen as being influential on loneliness. This accords with the findings by 
Luo et al. [25]. 
In line with previous research [1, 26], the most important difference between 
Model I and Model IV was reflected in the Wilcoxon signed-rank test (Table 7), which 
confirmed the strong association between various health problems and loneliness. Some 
physical illnesses (e.g., Lung disease, Arthritis, Asthma), heart-related diseases 
(e.g., High blood pressure), and mental health problems (e.g., Depression and 
Psychiatric condition) were identified as important risk factors in the top-ranking 
feature list (see Table 8). Some difficulties with mobility (e.g., sitting for 2 hours) 
and maintaining daily activities (e.g., Lifting weights over 10 pounds) might lead 
to neglect and social isolation associated with loneliness.  
Further evidence from our study (Table 9) suggests that some variables (e.g., 
Age, Depression, Marital status, and Closeness to spouse) have a relatively 
long-term influence on the feelings of loneliness. Hence, it would be more meaningful 
to consider some historical data (e.g., the information from the previous wave) in 
predicting loneliness from a longitudinal viewpoint. 
The analyses on the prediction results using Model V shown in Table 14 indicate 
that the XGBoost and LightGBM models are highly correlated as the correlation score 
using the Pearson method is over 0.95 on the single-item measure and above 0.88 on the 
multi-item measure in the prediction of the test data (wave-7). A possible explanation 
for this is that both algorithms had similar lists of important risk factors, although the 
ordering of the risk factors was slightly different. 
[Table 14 is here] 
The evidence from the results also indicated that the performance of the 
predictive models might be affected by the selection of loneliness measures. The results 
of the Chi-squared tests in Table 15 show that the single-item direct measure was 
significantly associated with the multi-item indirect measure across different waves. 
The strong association between these two measures might, at least in part, explain the 
high overlap between the top-ranking risk factors of the two measures (see Tables 8-9 
and 12-13). 
[Table 15 is here] 
7.! Conclusions 
Unlike most existing studies that work on the loneliness problem in older people using 
descriptive statistics and logistic regression in social science, this paper has proposed an 
approach to address from a data science perspective, i.e., using data mining methods. 
This is a novel approach to predicting loneliness in older age and to identifying risk 
factors for loneliness in later life: it was undertaken using data from a large nationally-
representative sample of older people (ELSA). We developed machine learning based 
models to predict the likelihood of an older adult being lonely using two gradient 
boosting algorithms, XGBoost and LightGBM. A large nationally representative dataset 
from the English Longitudinal Study of Ageing (ELSA) with seven successive waves, 
was used for the building of loneliness prediction models.  
The models achieved good performance with a high AUC and a low LogLoss on 
the test data, that is, AUC (0.88) and LogLoss (0.24) for the single-item measure of 
loneliness, and AUC (0.86) and LogLoss (0.31) for the multi-item measure of 
loneliness. Risk factors of significant importance were identified from a wide variety of 
variables by the predictive models. Specific categories associated with important 
variable were also recognized by the models, which would help deepen our 
understanding and knowledge of loneliness causes.  
Moreover, two measures of loneliness were applied in this study. The impact of 
different measures on model performance of predictive models and the identification of 
important risk factors was also investigated. The results from the study show that the 
selection of an appropriate measure of loneliness plays an important role for the study 
of loneliness in older age. 
To the best of our knowledge this is the first attempt to develop these types of 
models for predicting loneliness and risk factors: however, there is still room for 
improving the accuracy of prediction by exploring more potential risk factors that may 
have an influence on the levels of loneliness, e.g., more variables from different 
domains such as socio-demographics and economy, social engagement and social 
networks, physical and mental health, and clinical data. More research is also needed 
for the handling of imbalanced data. Some advanced over-sampling or under-sampling 
methods like SMOTE (Synthetic minority oversampling technique) will be investigated 
in future work. Finally, more advanced machine learning algorithms, such as deep 
learning methods, could be applied in the predictive models, and this might help provide 
more important insights into the factors affecting loneliness in older age.       
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Tables 
Table 1. Important hyperparameters tuned in the XGBoost and LightGBM based model   
XGBoost 
 
max_depth: Maximum depth of a tree 
min_child_weight: Minimum sum of instance weight (hessian) needed in a child 
eta(learning rate): Step size shrinkage used in update to prevents overfitting 
gamma: Minimum loss reduction required to make a further partition on a leaf node of the tree 
subsample: Subsample ratio of the training instances 
colsample_bytree: Subsample ratio of columns when constructing each tree 
scale_pos_weight: weight of labels with positive class 
 
num_boost_round: the number of boosting rounds or trees to build 
early_stopping_rounds: stop the training if performance havenÕt improved for N rounds 
 
LightGBM 
 
num_leaves: max number of leaves in one tree 
learing_rate: Step size shrinkage used in update to prevents overfitting 
max_depth: Maximum depth of a tree 
min_data_in_leaf: minimal number of data in one leaf 
max_bin: Number of bucketed bin for feature values 
bagging_fraction: the fraction of the data randomly selected without resampling  
bagging_freq: frequency for bagging 
is_unbalance: if traing data are unbalanced 
scale_pos_weight: weight of labels with positive class 
 
num_boost_round: the number of boosting rounds or trees to build 
early_stopping_rounds: stop the training if performance havenÕt improved for N rounds 
  
Table 2. Basic information on the baseline variables 
Baseline variables (28) Data type Missing data(%) 
Gender 
Age 
Age group  
Ethnicity 
Religion 
Education  
Marital status  
Closeness to spouse  
Contact with children  
Contact with friends  
People number in household  
Retirement on pension  
Money shortage 
Health problem  
Self-reported general health  
Self-reported long-standing illness  
Self-reported disability that limits work  
Self-reported eyesight  
Self-reported hearing  
Depression  
Smoking  
Stopped smoking  
Alcohol  
Alcohol: how-often  
Alcohol: how many days per week 
Vigorous sport/activity  
Moderate sport/activity  
Mild sport/activity 
binary 
continuous 
categorical 
binary 
binary 
categorical 
categorical 
categorical 
categorical 
categorical 
continuous 
categorical 
categorical 
categorical 
categorical 
binary 
binary 
categorical 
categorical 
binary 
binary 
binary 
binary 
categorical 
continuous 
categorical 
categorical 
categorical 
0 
0 
0 
0.01 
14.9 
0.78 
0.01 
35.3 
28.1 
17.2 
0 
87.4 
0 
11.4 
0.03 
0.03 
0.11 
0.02 
0.01 
0.02 
97.8 
97.9 
23.4 
12.2 
43.0 
0.01 
0.01 
0.01 
 
  
Table 3. Basic information on the disease-related variables 
Disease-related variables (19) Data type Missing data(%) 
High blood pressure  
Angina diagnosis  
Heart attack diagnosis  
Congestive heart failure 
Heart murmur  
Abnormal heart rhythm  
Diabetes  
Stroke  
High cholesterol  
Other heart disease  
Lung disease  
Asthma  
Arthritis  
Osteoporosis  
Cancer  
Parkinsons Disease diagnosis  
Psychiatric condition  
Alzheimers disease  
Dementia 
binary 
binary 
binary 
binary 
binary 
binary 
binary 
binary 
binary 
binary 
binary 
binary 
binary 
binary 
binary 
binary 
binary 
binary 
binary 
70.4 
94.0 
95.5 
99.6 
97.0 
94.6 
92.7 
97.0 
0 
98.3 
96.0 
90.5 
69.2 
94.5 
96.7 
99.5 
92.4 
99.9 
99.6 
 
Table 4. Basic information on the disability-related variables 
Disability-related variables (28) Data type Missing data(%) 
Mobility Impairment (10) 
Walking 100 yards  
Sitting for 2 hours  
Getting up from chair  
Climbing several flights stairs  
Climbing one flight stair  
Stooping, kneeling or crouching  
Extending arm above shoulder  
Pulling/pushing large object  
Lifting weights over 10 pounds  
Picking up 5p coin 
 
Activities of Daily Life (ADL)(6) 
Dressing  
Walking across a room  
Bathing/showering  
Eating  
Getting in/out of bed  
Using toilet 
 
Instrumental Activities of Daily Life (IADL)(9) 
Using map in strange place  
Recognising physical danger  
Preparing a hot meal  
Shopping for groceries  
Making phone  
Communication  
Taking medicine 
Doing work around house/garden  
Managing money  
 
Statistics(3) 
Mobility_num  
IADL_num  
ADL_num 
 
binary 
binary 
binary 
binary 
binary 
binary 
binary 
binary 
binary 
binary 
 
 
binary 
binary 
binary 
binary 
binary 
binary 
 
 
binary 
binary 
binary 
binary 
binary 
binary 
binary 
binary 
binary 
 
 
numeric 
numeric 
numeric 
 
0.03 
0.03 
0.03 
0.03 
0.03 
0.03 
0.03 
0.03 
0.03 
0.03 
 
 
0.02 
0.02 
0.02 
0.02 
0.02 
0.02 
 
 
0.02 
0.02 
0.02 
0.02 
0.02 
0.02 
0.02 
0.02 
0.02 
 
 
0.03 
0.02 
0.02 
 
 
 
 
  
Table 5. Performance comparison for different predictive models according to number 
of variables in Models I-V. 
AUC (validation/test) 
 Single-item measure of loneliness Multi-item measure of loneliness 
XGBoost LightGBM Logistic Reg. XGBoost LightGBM Logistic Reg. 
Model I 0.858/0.850 0.846/0.835 0.823/0.820 0.808/0.813 0.805/0.809 0.747/0.752 
Model II 0.622/0.621 0.612/0.606 0.607/0.606 0.602/0.600 0.600/0.593 0.604/0.602 
Model III 0.688/0.667 0.675/0.653 0.675/0.649 0.644/0.639 0.641/0.636 0.641/0.636 
Model IV 0.862/0.853 0.853/0.844 0.826/0.824 0.811/0.818 0.808/0.815 0.751/0.757 
Model V 0.882/0.887 0.877/0.878 0.857/0.858 0.855/0.875 0.848/0.866 0.815/0.836 
Logloss (validation/test) 
 Single-item measure of loneliness Multi-item measure of loneliness 
XGBoost LightGBM Logistic Reg. XGBoost LightGBM Logistic Reg. 
Model I 0.260/0.251 0.265/0.257 0.284/0.269 0.401/0.363 0.404/0.366 0.442/0.399 
Model II 0.346/0.332 0.347/0.334 0.359/0.344 0.494/0.455 0.495/0.456 0.495/0.455 
Model III 0.334/0.323 0.337/0.326 0.344/0.332 0.485/0.447 0.486/0.448 0.487/0.446 
Model IV 0.258/0.249 0.263/0.254 0.283/0.268 0.398/0.360 0.402/0.362 0.439/0.394 
Model V 0.243/0.226 0.249/0.232 0.263/0.241 0.356/0.311 0.360/0.314 0.390/0.346 
  
Table 6. The total running time (seconds) for different predictive models according to 
the number of variables in Models I-V. 
AUC (train+validation+test) (second) 
 Single-item measure of loneliness Multi-item measure of loneliness 
XGBoost LightGBM Logistic Reg. XGBoost LightGBM Logistic Reg. 
Model I 13.118 0.324 0.224 18.430 8.252 0.659 
Model II 2.277 0.397 0.222  6.761 0.624 0.199 
Model III 3.165 0.769 0.111 3.292 0.790 0.071 
Model IV 37.952 2.531 1.318 35.273 12.393 1.349 
Model V 47.159 4.037 1.733 35.362 4.978 1.835 
Logloss (train+validation+test) (second) 
 Single-item measure of loneliness Multi-item measure of loneliness 
XGBoost LightGBM Logistic Reg. XGBoost LightGBM Logistic Reg. 
Model I 13.506 5.670 0.223 15.049 8.637 0.666 
Model II 10.886 3.753 0.224 7.756 4.494 0.195 
Model III 16.896 4.810 0.095 7.206 5.450 0.061 
Model IV 34.763 7.914 1.326 38.384 13.400 1.547 
Model V 41.245 8.601 0.668 32.363 13.661 1.757 
 
Table 7. Results of the Wilcoxon signed-rank test between different model pairs  
 AUC Logloss 
 Test z-value P-value Test z-value P-value 
Model I vs. Model IV -3.07 0.002 -3.84 0.002 
Model IV vs. Model V -3.065 0.002 -3.065 0.002 
Note: The 95% Confidence Interval (CI) level is used. 
 
  
  
Table 8. Top-ranking variables in Model IV (full data in current wave) at the variable 
level 
 Single-item measure of loneliness Multi-item measure of loneliness 
 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
 
 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
XGBoost Model 
Depression 
Closeness to spouse 
Marital status 
Age 
Mobility_num 
Money shortage 
Health problem 
Psychiatric condition 
Contact with children 
Contact with friends 
Gender 
IADL_num 
Lung disease 
ADL_num 
Vigorous sport/activity 
Arthritis 
Lifting weights over 10 pounds 
Asthma 
Sitting for 2 hours 
High blood pressure 
 
LightGBM Model 
Age 
Closeness to spouse 
Mobility_num 
Marital status 
Self-reported health 
Money shortage 
Contact with children 
Psychiatric condition 
Education 
Alcohol: how-often 
People No. in household 
IADL_num 
Health problem 
Gender 
Self-reported eyesight 
Contact with friends 
ADL_num 
Alcohol: how many days per week 
Moderate sport/activity 
Self-reported hearing 
XGBoost Model 
Age 
Contact with friends 
Contact with children  
Closeness to spouse 
Money shortage 
Education 
Alcohol: how-often 
Health problem 
Self-reported hearing  
Mobility_num 
Marital status 
Alcohol: how many days per week 
Self-reported eyesight 
Self-reported health 
People No. in household 
Moderate sport/activity 
Gender 
IADL_num 
Mild sport/activity 
Religion 
 
LightGBM Model 
Age 
Contact with friends 
Contact with children 
Money shortage 
Mobility_num 
Education 
Closeness to spouse 
Health problem 
Alcohol: how-often 
People No. in household 
Self-reported hearing 
Marital status 
Alcohol: how many days per week 
Self-reported health 
Self-reported eyesight 
IADL_num 
Gender 
ADL_num 
Psychiatric condition 
Moderate sport/activity 
 
  
Table 9. Top-ranking variables in Model V (full data in both previous and current wave 
and loneliness in previous wave) at the variable level 
 Single-item measure of loneliness Multi-item measure of loneliness 
 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
 
 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
XGBoost Model 
Loneliness (prev.) 
Depression 
People No. in household 
Closeness to spouse 
Marital status 
Closeness to spouse (prev.) 
Marital status (prev.) 
Age (prev.) 
Age 
Contact with children 
Self-reported health 
Depression (prev.) 
Alcohol: how-often 
Money shortage 
Gender 
Education 
Mobility_num 
Contact with friends (prev.) 
Self-reported eyesight 
Contact with friends 
 
LightGBM Model 
Closeness to spouse 
Age 
Marital status 
Mobility_num (prev.) 
People No. in household 
Mobility_num 
Self-reported health 
Education 
Self-reported health (prev.) 
Money shortage 
Marital status (prev.) 
People number in household (prev.) 
Depression 
Alcohol: how-often 
Age (prev.) 
Self-reported eyesight 
Marital status (prev.) 
Health problem 
IADL_num (prev.) 
Contact with children 
XGBoost Model 
Age 
Closeness to spouse 
Contact with friends 
Money shortage 
Contact with children 
Age (prev.) 
Health problem 
Alcohol: how-often 
Loneliness (prev.) 
Contact with children (prev.) 
Education 
Mobility_num 
Contact with friends (prev.) 
Self-reported hearing 
Marital status 
Alcohol: how many days per week 
People No. in household 
Self-reported health 
Closeness to spouse (prev.) 
Self-reported eyesight 
 
LightGBM Model 
Closeness to spouse 
Age 
Health problem 
Money shortage 
Mobility_num 
Contact with friends 
Mobility_num (prev.) 
Contact with children 
Loneliness (prev.) 
Closeness to spouse (prev.) 
IADL_num 
Depression 
Health problem (prev.) 
ADL_num 
Money shortage (prev.) 
People No. in household 
Alcohol: how many days per week 
Self-reported health (prev.) 
Marital status 
Self-reported health 
 
Table 10. Top-10 ranked features in different models 
 Single-item measure of loneliness Multi-item measure of loneliness 
Model 
I 
Age 
Contact with children 
Education 
Contact with friends 
Self-reported health 
Self-reported eyesight 
Money shortage 
Closeness to spouse 
Marital status 
Alcohol: how-often 
Age 
Contact with friends 
Contact with children 
Education 
Alcohol: how-often 
Money shortage 
Health problem 
Closeness to spouse 
Self-reported health 
Self-reported hearing 
Model 
II 
High blood pressure 
High cholesterol 
Angina diagnosis 
Asthma 
Osteoporosis 
Heart attack diagnosis 
Lung disease 
Diabetes 
Arthritis 
Abnormal heart rhythm 
High cholesterol 
Angina diagnosis 
High blood pressure 
Asthma 
Abnormal heart rhythm 
Heart attack diagnosis 
Diabetes 
Lung disease 
Arthritis 
Osteoporosis 
Model 
III 
Mobility_num 
IADL_num 
ADL_num 
ADL: Bathing/showering 
IADL: Using map in strange place 
Mobility: Stooping, or kneeling 
ADL: Getting in/out of bed 
ADL: Climbing one flight stair 
IADL: Managing money 
ADL: Dressing 
Mobility_num 
IADL_num 
ADL_num 
Mobility: Sitting for 2 hours 
Mobility: Picking up 5p coin 
Mobility: Walking 100 yards 
Mobility: Climbing one flight stair 
ADL: Eating 
IADL: Using map in strange place 
ADL: Dressing 
Model 
IV 
Depression 
Closeness to spouse 
Marital status 
Age 
Mobility_num 
Money shortage 
Health problem 
Psychiatric condition 
Contact with children 
Contact with friends 
Age 
Contact with friends 
Contact with children  
Closeness to spouse 
Money shortage 
Education 
Alcohol: how-often 
Health problem 
Self-reported hearing  
Mobility_num 
Model 
V 
Loneliness (prev.) 
Depression 
People No. in household 
Closeness to spouse 
Marital status 
Closeness to spouse (prev.) 
Marital status (prev.) 
Age (prev.) 
Age 
Contact with children 
Age 
Closeness to spouse 
Contact with friends 
Money shortage 
Contact with children 
Age (prev.) 
Health problem 
Alcohol: how-often 
Loneliness (prev.) 
Contact with children (prev.) 
 
 
  
 Table 11. Performance comparison in different predictive models at the variable 
category level 
AUC (validation/test) 
 Single-item measure of loneliness Multi-item measure of loneliness 
XGBoost LightGBM XGBoost LightGBM 
Model I 0.851/0.844 0.856/0.849 0.808/0.813 0.790/0.795 
Model II 0.604/0.586 0.618/0.604 0.608/0.603 0.602/0.597 
Model III 0.684/0.664 0.686/0.666 0.644/0.639 0.634/0.628 
Model IV 0.853/0.848 0.859/0.851 0.812/0.816 0.798/0.804 
Model V 0.878/0.882 0.879/0.886 0.854/0.874 0.844/0.859 
Logloss (validation/test) 
 Single-item measure of loneliness Multi-item measure of loneliness 
XGBoost LightGBM XGBoost LightGBM 
Model I 0.262/0.251 0.260/0.249 0.400/0.363 0.409/0.371 
Model II 0.351/0.337 0.347/0.335 0.494/0.455 0.495/0.456 
Model III 0.335/0.323 0.334/0.323 0.485/0.447 0.489/0.451 
Model IV 0.260/0.249 0.256/0.248 0.398/0.361 0.406/0.369 
Model V 0.241/0.225 0.242/0.225 0.357/0.311 0.364/0.322 
 
  
Table 12. Top-ranked variables in Model IV (full data in current wave) at the variable 
category level 
 Single-item measure of loneliness Multi-item measure of loneliness 
 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
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12 
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14 
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18 
19 
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1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
XGBoost Model 
Depression[No] 
Marital status[Widowed] 
Closeness to spouse[N/A] 
Depression[Yes] 
Closeness to spouse[Very close] 
Marital status[Married] 
Age 
Mobility_num 
Money shortage[Often] 
Closeness to spouse[Quite close] 
Psychiatric condition[N/A] 
Contact with friends[N/A] 
IADL_num 
ADL_num 
Gender[Male] 
Pulling/pushing large object[No] 
Alcohol[No] 
Contact with children[N/A] 
Mild sport/activity[>1 times a week] 
Health problem[Never] 
 
LightGBM Model 
Age 
Mobility_num 
Money shortage[Often] 
IADL_num 
Gender[Male] 
Contact with friends[N/A] 
Marital status[Widowed] 
ADL_num 
Closeness to spouse[Very close] 
People number in household[1-person] 
Psychiatric condition[Yes] 
Psychiatric condition[N/A] 
Contact with children [N/A] 
Education[No qualification] 
Self-reported health[Fair] 
Self-reported health[Poor] 
Closeness to spouse[Quite close] 
Vigorous sport/activity[Hardly/never] 
Climbing one flight stair[No] 
Health problem[Often] 
XGBoost Model 
Age 
Mobility_num 
IADL_num 
Money shortage[Often] 
Gender 
ADL_num 
Contact with friends[[1-2 time a week] 
Contact with friends[N/A] 
Money shortage[Never] 
Contact with children[>=3 times a week 
Health problem[Never] 
Contact with children[1-2 time a week] 
Depression[Yes] 
Closeness to spouse[Very close] 
Contact with friends[>=3 times a week] 
Money shortage[Sometimes]    
Education[No qualification] 
Self-reported eyesight[Good] 
Health problem[Often] 
People No. in household[2-person] 
 
LightGBM Model 
Age 
Mobility_num 
IADL_num 
Gender 
ADL_num 
Money shortage[Often] 
Contact with friends[N/A] 
Health problem[Never] 
Contact with children[>=3 times a week] 
Contact with children[1-2 time a week] 
Contact with friends[1-2 time a week] 
Marital status[Widowed] 
Money shortage[Never] 
Contact with friends[>=3 times a week] 
Depression[Yes] 
Psychiatric condition[N/A] 
Education[No qualification] 
Health problem[Often] 
Closeness to spouse[Close]   
Self-reported eyesight[Good] 
 
  
Table 13. Top-ranked variables in Model V (full data in both previous and current 
wave) at the variable category level 
 Single-item measure of loneliness Multi-item measure of loneliness 
 
1 
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4 
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6 
7 
8 
9 
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11 
12 
13 
14 
15 
16 
17 
18 
19 
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1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
XGBoost Model 
Loneliness[Yes] (prev.) 
Depression[No] 
Depression[Yes] 
People No. in household[1-person] 
Closeness to spouse[Very close] 
Closeness to spouse[N/A](prev.) 
Closeness to spouse[N/A] 
Marital status[Widowed] 
Age 
Mobility_num 
Money shortage[Often] 
Marital status[Widowed] (prev.) 
Age (prev.) 
IADL_num 
Contact with friends[N/A] 
ADL_num 
Gender[Male] 
Walking 100 yards[No] 
Closeness to spouse[Not very close] 
Closeness to spouse[Very close] (prev.) 
 
LightGBM Model 
Age 
Mobility_num 
Mobility_num (prev.) 
Closeness to spouse[Very close] 
Money shortage[Often] 
Loneliness[Yes] (prev.) 
People number in household[1-person] 
ADL_num (prev.) 
Age (prev.) 
Marital status[Widowed] 
IADL_num (prev.) 
IADL_num 
Gender[Male] 
Closeness to spouse[N/A] (prev.) 
ADL_num 
Depression[No] 
Religion[No] 
Depression[Yes] (prev.) 
Contact with children[N/A] 
People No. in household[2-person] (prev.) 
XGBoost Model 
Age 
Age (prev.) 
Money shortage[Often] 
Closeness to spouse[Very close] 
Depression[Yes]   
Mobility_num 
Mobility_num (prev.)   
Health problem[Often] 
Closeness to spouse[Not very close] 
Health problem[Never] 
Gender 
Loneliness[No] (prev.) 
Loneliness[Yes] (prev.) 
Contact with friends[N/A] 
IADL_num 
ADL_num   
Contact with friends[>=3 times a week] 
Depression[No]   
Contact with children[>=3 times a week] 
Contact with children[1-2 time a week] 
 
LightGBM Model 
Age 
Mobility_num 
Money shortage[Often] 
Depression[Yes]        
Closeness to spouse[Very close] 
Health problem[Never]   
Health problem[Often] 
Loneliness[N/A] (prev.) 
Mobility_num (prev.)   
IADL_num 
ADL_num   
IADL_num (prev.) 
Closeness to spouse[Close]    
Closeness to spouse[Not very close]   
Gender 
Contact with friends[N/A] 
ADL_num (prev.) 
Age (prev.)   
Contact with children[1-2 time a week]      
Contact with friends[>=3 times a week] 
 
  
Table 14. The correlation of prediction results between the XGBoost and LightGBM on 
the test data (wave-7) using Model V  
 Single-item measure of loneliness Multi-item measure of loneliness 
AUC 0.9807 0.9091 
Logloss 0.9555 0.8885 
 
  
Table 15. The chi-squared test (χ²) results between the outcomes using single-item 
and multi-item measures of loneliness  
 Wave-2 Wave-3 Wave-4 Wave-5 Wave-6 Wave-7 
χ² score 1600.6 1577.1 1728.0 1850.1 1709.3 1597.3 
P-value 0.000 0.000 0.000 0.000 0.000 0.000 
Note: The 95% Confidence Interval (CI) level is used.  
 
  
Figures 
 
Figure 1. The distribution of respondents (N=17,861) according to the number of waves 
they participated in. 
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 Figure 2. The distribution of respondents in different waves 
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Figure 3. The comparison of loneliness prevalence rate in different waves  
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Figure 4. The relationship between the Logloss error and the top-ranking feature 
number in terms of different ML algorithms and loneliness measures 
 
 
 
