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Abstract With the rapid increase of  valuable observational, experimental and simulating data for 
complex systems, great efforts are being devoted to discovering governing laws underlying the evolution 
of  these systems. However, the existing techniques are limited to extract governing laws from data as 
either deterministic differential equations or stochastic differential equations with Gaussian noise. In 
the present work, we develop a new data-driven approach to extract stochastic dynamical systems with 
non-Gaussian symmetric Lévy noise, as well as Gaussian noise. First, we establish a feasible theoretical 
framework, by expressing the drift, diffusion coefficient and jump measure (i.e., anomalous diffusion) 
for the underlying stochastic dynamical system in terms of  sample paths data. We then design a 
numerical algorithm to compute the drift, diffusion coefficient and jump measure, and thus extract a 
governing stochastic differential equation with Gaussian and non-Gaussian noise. Finally, we 
demonstrate the efficacy and accuracy of  our approach by applying to several prototypical one-, two- 
and three-dimensional systems. This new approach will become a tool in discovering governing 
dynamical laws from noisy data sets, from observing or simulating complex phenomena, such as rare 
events triggered by random fluctuations with heavy as well as light tail statistical features. 
 
Keywords Machine learning; data-driven approach; non-Gaussian Lévy noise; stochastic dynamical 
systems; heavy-tailed fluctuations; rare events 
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Significance statement 
Advances in machine learning and data science are leading to new progresses in the analysis and 
understanding of  complex dynamics for systems with massive experimental and observational data sets. 
With numerous natural phenomena exhibiting bursting, flights, hopping, and intermittent features, 
stochastic differential equations with non-Gaussian Lévy noise are more suitable to model these systems. 
It is oftentimes desirable and essential to infer such equations from available data to reasonably predict 
unseen behaviors. Our proposed approach in this work is devoted to discovering the stochastic 
dynamical systems with Brownian motion and Lévy motion. This novel method will become an effective 
tool in discovering the governing laws from noisy data and understanding the mechanisms underlying 
complicated dynamical behaviors. 
 
1. Introduction 
Environmental and intrinsic noisy fluctuations are inevitable in complex systems in biology, 
physics, chemistry, engineering and finance (1–6). The governing laws for the dynamical evolution of  
these systems are usually in terms of  stochastic differential equations. However, the explicit analytical 
governing laws are often unavailable, due to lack of  scientific understanding of  mechanisms underlying 
the complex phenomena, especially in biomedical systems. Fortunately, more and more data sets for 
complex systems are available with the progress of  scientific tools and simulation capabilities. Therefore, 
extracting governing laws from noisy data plays a crucial role in various scientific fields. 
Data-driven techniques are recently being proposed to learn governing equations of  nonlinear 
phenomena from data. For instance, the Sparse Identification of  Nonlinear Dynamics approach was 
designed to discover deterministic ordinary (7) or partial (8–11) differential equations from available 
data sets. Boninsegna et al. (12) extended this method to learn stochastic differential equations, using 
Kramers-Moyal expansions. Based on the theory of  Koopman generator, Klus et al. (13) generalized 
the Extended Dynamic Mode Decomposition method (14) to identify stochastic differential equations 
from data. Wu et al. (15) further developed a method to discover mean residence time and escape 
probability from data for stochastic differential equations. These methods are only applicable to extract 
either deterministic differential equations or stochastic differential equations with Gaussian noise (i.e. 
in terms of  Brownian motion). 
However, a broad range of  phenomena with bursting, flights, intermittent, hopping, or rare 
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transitions features are observed in, for example, climate change (16), gene regulation (17), ecology (18), 
and geophysical turbulence (19). It is appropriate to model these phenomena via stochastic differential 
equations with non-Gaussian Lévy noise (i.e. in terms of  Lévy motion). Stochastic differential equations 
with Brownian motion and Lévy motion are known to model a large and significant class of  Markov 
processes, so called Feller processes (20, 21). Indeed, some researchers and we have recently taken these 
stochastic differential equations as phenomenological models for various random phenomena. Cai et al. 
investigated the escaping phenomena of  a neuron system driven by the non-Gaussian  -stable Lévy 
noise to detect its excitation behaviors (22, 23). Together with co-authors, we analyzed the transitions 
between the vegetative and the competence regions in a gene network under Lévy noise by quantitatively 
computing the exit time and maximal likely transition trajectory (6, 24, 25). Based on the Greenland ice 
core measurement data, Ditlevsen found that the climate change system could be modeled as stochastic 
differential equations with Brownian motion and Lévy process (16). Subsequently Zheng et al. 
developed a probabilistic framework to study the maximum likelihood climate change for an energy 
balance system under the combined influence of  greenhouse effect and non-Gaussian  -stable Lévy 
motions (1). Some researchers found that the Lévy noise could induce stochastic resonance 
phenomenon in spiking neuron models (26, 27). Additionally, Liu et al. (28) studied the persistence and 
extinction of  a delayed vaccinated SIR epidemic model with temporary immunity and Lévy jumps. 
Guarcello et al. (29) numerically investigated the dynamics of  the current-biased long Josephson 
junctions by modeling it as a sine-Gordon equation driven by an oscillating field and subject to an 
external non-Gaussian noise. 
These works show that the stochastic differential equations with Lévy motion as well as Brownian 
motion are insightful phenomenological models in science. Hence, it is desirable to extract such 
stochastic governing laws that are consistent with observational or simulated data. 
In the present work, we develop a framework to extract stochastic governing equations, with Lévy 
motion and Brownian motion, from noisy data. Our major contributions are: (i) to devise an effective 
method to extract the jump measure for the associated Lévy fluctuations, which are responsible for 
bursting, flights or intermittent non-Gaussian dynamical features (also related to anomalous diffusion); 
and (ii) to design an algorithm to compute the drift (responsible for nonlinear interactions) and the 
diffusion coefficient (magnitude for Gaussian fluctuations). In this new data-driven approach in 
discovering stochastic dynamical systems with Gaussian Brownian motion and non-Gaussian Lévy 
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motion from data, we derive formulas to express the jump measure, drift, and diffusion coefficient, in 
terms of  the transition probability density, inspired by the derivation of  the differential Chapman-
Kolmogorov equation in (30). As the transition probability density satisfies the associated nonlocal 
Fokker-Planck equation, we further reformulate the jump measure, drift, and diffusion coefficient as 
computable quantities, via sample path data for a system under consideration. After laying this 
theoretical foundation, we then design numerical schemes to identify the jump measure, drift and 
diffusion coefficient. Numerical experiments show that our method is effective and sufficiently accurate 
for several prototypical examples in one-, two- and three-dimensions. 
This article is organized as follows. First, we prove a theorem and a corollary to establish the 
theoretical framework of  our approach (Section 2). That is, we derive formulas to express the jump 
measure, drift, and diffusion coefficient, in terms of  either the transition probability density or sample 
paths. Then we design numerical schemes to compute the jump measure, drift and diffusion coefficient 
(Section 3). We conduct numerical experiments to illustrate our approach (Section 4), and finally 
conclude with Discussion (Section 5). 
 
2. Theory and Method 
Consider an n -dimensional stochastic dynamical system 
        d d d d ,t tt t t t   x b x x B L   (1) 
where      1 , ,
T
nb b   b x x x  is the drift coefficient in 
n , 
1, ,, ,
T
t t n tB B   B  is n -
dimensional Brownian motion,   x  is an n n  matrix and 1, ,, ,
T
t t n tL L   L is symmetric 
Lévy motion described in the Appendix A with positive constant noise intensity  . Assume that the 
initial condition is  0 x z ,   Ta  x  is the diffusion matrix, and the jump measure of  tL  
satisfies    d dW y y y  for  \ 0ny . Due to the symmetry of  the Lévy motion, 
   W W y y . Remark that there is no need to require that  W y  is well-defined at the origin. 
For example,    
 
,
n
W c n


 
y y  in the case of  rotationally symmetric  -stable Lévy process 
(21, 31) with  
  
 1 2
2
,
2 1 2n
n
c n

 

 
 

 
, where   is the usual Euclidean norm and the Gamma 
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function   is defined as   1
0
e dz tz t t

   . 
According to Ref. (21, 32), the Fokker-Planck equation for the probability density function 
 , | , 0p tx z  for the solution of  Eq. (1) is then 
 
    
     
 \ 0
1
, | ,0 , | ,0
2
, | ,0 , | ,0 d ,
n
p
p t Tr H ap t
t
p t p t W

        
    
b x z x z
x y z x z y y
  (2) 
with the initial condition    ,0 | ,0p  x z x z . Here the integral in the right hand side is understood 
as a Cauchy principal value integral. 
In order to discover stochastic dynamical systems with non-Gaussian Lévy noise from data, we 
derive the following theorem. It expresses jump measure, drift and diffusion in terms of  solution of  
Fokker-Planck equation. 
Theorem 1. For every 0  , the probability density function  , | , 0p tx z  and the jump measure, drift and 
diffusion have the following relations: 
i) For every x  and z  satisfying  x z , 
     1
0
lim , | ,0 n
t
p t t W  

 x z x z   
uniformly in x  and z ; 
ii) For 1, 2, ,i n , 
      1
0
lim , | ,0 d ;i i i
t
t x z p t b


 
 x z x z x z   
iii) For , 1, 2, ,i j n , 
         1 1
0
lim , | ,0 d d .ni i j j ij i j
t
t x z x z p t a y y W
 
   
  
    x z yx z x z y y   
Remark that for the implementation of  subsequent numerical algorithm, we reformulate these 
relations from Theorem 1 in the following corollary. Thus, the jump measure, drift and diffusion are in 
terms of  the sample paths of  the stochastic differential equation (1). 
Corollary 2. For every 0  , the solution  tx  of  the stochastic differential equation (1) and the jump measure, 
drift and diffusion have the following relations: 
i) For every 1m  , 
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         
 
1 1
,0
lim , 0 d ;n
mt
t t m W
 
     

    yx z x z y y   
ii) For 1, 2, ,i n , 
              1
0
lim 0 E 0 ; ;i i i
t
t t x t z t b 

         
 
x z x z x z x z z   
iii) For , 1, 2, ,i j n . 
 
              
   
1
0
1
lim 0 E 0 ;
d .
i i j j
t
n
ij i j
t t x t z x t z t
a y y W

 
 


 

         
 
  y
x z x z x z x z
z y y
  
The proofs of  Theorem 1 and Corollary 2 are in Supporting Information. 
 
3. Numerical algorithms 
In this section, we will propose a numerical approach to extract a stochastic dynamical system with 
a drift coefficient, a diffusion coefficient and an additive Lévy noise in the form of  Eq. (1) based on 
the Corollary 2 in Section 2. For the sake of  concreteness, we take the rotationally symmetric  -stable 
Lévy motion as an example to show the effectiveness of  our method. In fact, the  -stable case is 
more difficult than the others such as exponentially light jump process (33) since its kernel function 
 W y  of  the jump measure approaches infinity as 0y . Therefore, this method can be naturally 
generalized to the other cases if  it can work on the  -stable case. 
Assume that there exists a pair of  data sets containing M  elements, respectively, 
 
 
 
1 2
1 2
, , , ,
, , , ,
M
M
Z
X


z z z
x x x
  (3) 
where jx  is the image of  jz  after a small evolution time h . In addition, we also need to choose a 
dictionary of  basis functions        1 2, , , K      x x x x . On the basis of  the data sets and 
basis functions, what we want to identify are the kernel function and noise intensity of  the Lévy motion, 
the drift coefficient and the diffusion matrix. 
 
3.1. Algorithm for identification of  the Lévy motion 
For the sake of  simplicity, we first consider the one-dimensional case. Based on the first assertion 
of  Corollary 2, it is seen that the two sides of  the equation only depend on the distance of  x  and z  
instead of  their specific positions. Thus we construct a new data set 1 2, , , MR y y y     with 
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j j jy x z  . Therefore, the probability in the left hand side of  the first assertion can be approximated 
by the ratio of  the number of  the points falling into the interval  , m   to the total number M . 
In order to numerically identify the stability parameter   and the noise intensity  , we consider 
the integration on 1N   intervals    2 1, , , , , ,N Nm m m m m         with the positive integer 
N , the positive real number   and the real number 1m  . Assume that there are 0 1, , , Nn n n  
points from the data set R  which fall into these intervals respectively. Therefore, 
      1 1 1 1, 0 .k k kh x h z m m x z h M n          
On the other hand, the integration from the right hand side yields 
 
 

 
 
   
1
1
1 1
,
1
,
1
d
1, d
2 1, 1 .
k k
k k
y m m
y m m
k
W y y
c y y
c m m
 

 
   
 
 
   


 


 
 
 
   

 

   
Combining the two equations, we have 1N   equalities 
    1 1 12 1, 1 , 0,1, , .k kc m m h M n k N                (4) 
The ratios of  the first equation to the other N  equations lead to the solutions 
  
1 0ln ln , 1, 2, , .
k
n
k m k N
n


    (5) 
If  1N  , it is the optimal solution   of  the parameter  . In order to make full use of  the data 
information, we can choose bigger N  to identify the optimal solution   as the mean value of  Eqs. 
(5). Then in terms of  Eqs. (4), the noise intensity   is calculated as 
 
   
1
, 0, 1, , .
2 1, 1
k
km n k N
c hM m

 



 
 
  
  
  (6) 
Hence, the optimal noise intensity   can be identified as the mean value of  Eqs. (6). 
The multi-dimensional cases of  rotationally symmetric  -stable Lévy noise are similar yet with 
some changes. Taking two-dimensional system for example, we still consider 1N   intervals 
   2 1, , , , , ,N Nm m m m m        . Assume that there are 0 1, , , Nn n n  points from the data set 
1 2, , , MR    y y y  with j j j y x z  which fall into these intervals respectively. The probability 
on the annular region is equal to 
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      1 1 1 1, 0 .k k kh t m m h M n       x z x z   
On the other hand, the application of  polar transformation on another side leads to 
 
 

 
 

   
   
1
1
1
2 1
,
2
,
2 1
0
1
d
2, d
2, d d
2 2, 1 .
k k
k k
k
k
m m
m m
m
m
k
W
c
c r r
c m m
 

 
  

   
 
 
  
   



 


 


 
   


 


 
y
y
y y
y y
  
Combining these equations, we obtain the approximate parameter 
  
1 0ln ln , 1, 2, ,
k
n
k m k N
n


    (7) 
and the estimate noise intensity 
 
   
1
, 0, 1, , .
2 2, 1
k
km n k N
c hM m

 



  
 
  
  
  (8) 
Consequently, the expressions of  the approximate stability parameter and the noise intensity can 
be naturally derived for arbitrary dimensional system in terms of  the Jacobian determinant of  the polar 
coordinates transformation. For example, the Jacobian determinant is 2 sinr   for the three-
dimensional system. Therefore, the approximate stability parameter is deduced as 
  
1 0ln ln , 1, 2, ,
k
n
k m k N
n


    (9) 
and the noise intensity is 
 
   
1
, 0, 1, , .
4 3, 1
k
km n k N
c hM m

 



  
 
  
  
  (10) 
It is important to emphasize that this method avoids the problem of  curse of  dimensionality since 
the data information for arbitrary dimension system is transformed into positive real number set R . 
In other words, the increase of  dimensionality does not necessarily require more data. 
 
3.2. Algorithm for identification of  the drift term 
Additionally, we need to identify the drift coefficient  b x  in terms of  the dictionary of  basis 
functions   x . Every component of  the drift coefficient can be approximated as 
   ,
1
K
i i k k
k
b c 

x x , 1, 2, ,i n . According to the second assertion of  Corollary 2, the 
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computation of  the drift term just requires the data satisfying  x z . Therefore, we record the 
positions of  the elements smaller than   in the data set R . After deleting the data of  the 
corresponding positions in Z  and X , we obtain the new data sets with Mˆ  elements respectively 
 
ˆ1 2
ˆ1 2
ˆ ˆ ˆ ˆ, , , ,
ˆ ˆ ˆ ˆ, , , .
M
M
Z
X
   
   
z z z
x x x
  (11) 
Based on the second assertion of  Corollary 2, we derive the following group of  equations 
 
   
   
1 1 1
ˆ ˆ1
1 1
ˆ ˆ,1 ,1 , ,
,
ˆ ˆ
,
ˆ ˆ
ˆ ˆ ˆˆ ˆ, , .
i i
K
KM M
T
i i i i M i M
A B
A
B MM h x z x z
 
 
 

 
 
  
 
  
   
 
c
z z
z z
  (12) 
This group of  equations has no solutions in general since the number of  the equations is much more 
than the one of  variables. Consequently, we turn to find the optimal solution of  the least squares 
problem 
2
min
i
i iA B
c
c . It is well known that this leads to the solution 
    
1
.T Ti iA A A B

c   (13) 
 
3.3. Algorithm for identification of  the diffusion term 
Finally, it remains to find the diffusion term  a x . Based on the dictionary of  basis functions 
  x , every component of  the diffusion coefficient can be approximated as    ,
1
K
ij ij k k
k
a d 

x x , 
, 1, 2, ,i j n . It is found that the computation of  the diffusion term also requires the data satisfying 
 x z , i.e., the data in the sets Zˆ  and Xˆ  in Eq. (11). Based on the third assertion of  Corollary 
2, we derive the following group of  equations 
 
   
   
       
   
1 1 1
ˆ ˆ1
1 1
ˆ ˆ ˆ ˆ,1 ,1 ,1 ,1 , , , ,
1
,
ˆ ˆ
,
ˆ ˆ
ˆ ˆ ˆ ˆ ˆˆ ˆ ˆ ˆ, , ,
d .
ij ij
K
KM M
T
ij i i j j iji M i M j M j M
n
ij i j
A B
A
B MM h x z x z x z x z S
S y y W

 
 

  
 
 


 
 
  
 
  
      
 
 y
d
z z
z z
y y
  (14) 
Here, the computation of   ijS   requires the estimated parameters   and   in Subsection 3.1. 
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Subsequently, we still consider the least squares problem 
2
min
ij
ij ijA B
d
d  to find the optimal solution. 
It is well known that this leads to the solution 
    
1
.T Tij ijA A A B

d   (15) 
Since the diffusion matrix is symmetric, we just need to compute the coefficients for 1, 2, ,i n , 
, 1, ,j i i n  . 
 
4. Examples 
In this section, we will present several examples to illustrate our approach for discovering 
stochastic dynamical systems from simulated data sets. Prototypical examples are chosen for one-, two- 
and three-dimensional cases. In what follows, the basis functions are selected to be polynomials in order 
to approximate drift and diffusion terms. 
Example 1 Consider one-dimensional double-well stochastic dynamical system 
          3d 4 d 1 d 2d .t tx t x t x t t x t B L       
Then we have the drift coefficient   34b x x x  , the diffusion coefficient   21 2a x x x    and the 
Lévy noise intensity 2  . The time step is fixed as 0.001h   and the chosen 710  initial points 
 1 2, , , MZ z z z  are distributed uniformly within the interval  3, 3 . Then the data set X  is 
generated by Euler scheme of  numerical integral from Z  after the time h . Specifically, 
  1 2 11 1( )j j j jx z b z h h z B h L     , 1, 2, ,j M  where  1 0, 1B N  and  1 1,0,0L S . 
Here we utilize the program of  Veillette (34) to simulate the  -stable random variable 1L . 
Next we take the three cases of  0.5,1,1.5   into consideration. First of  all, the set 
1 2, , , MR y y y     is constituted by the component j j jy x z  . Then we choose the 
parameters as 2N  , 1   and 5m  . Based on the data set R , Eqs. (5) and (6) are calculated 
to generate the values of  the stability parameter   and the Lévy noise intensity   which are listed 
in Table 1 of  Supporting Information. It is seen that all these values are perfectly consistent with the 
true parameters. 
In order to obtain the drift and diffusion terms, we first construct the data sets Zˆ  and Xˆ  
according to R  and  . Then     
122 1, 2S c     
  . The matrices A , iB  and ijB  can 
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be generated based on Section 3. Employing Eqs. (13) and (15), we compute the least square solutions 
c  and d  for both the three cases. 
In general, the solutions of  Eqs. (13) and (15) will not be sparse. To avoid the over-fitting or 
under-fitting regimes, we expect an excessively sparse solution containing only a small portion of  the 
values in Eqs. (13) and (15). For this purpose, the Cross Validation procedure is used to select solutions 
with optimal sparsity in this paper. For its details, please refer to Ref. (12). 
The sparse solutions of  the drift and diffusion coefficients are computed and listed in Tables 2 
and 3 of  Supporting Information. It is found that the learning drift and diffusion terms are sufficiently 
accurate to the original ones, which affirms the effectiveness of  our method. 
It is necessary to discuss the criterion of  the choices of  so many parameters. Firstly, it is found 
that the various values of  m  ranging from 2 to 10 lead to no obvious changes to the results. The 
different selections of  N  also have few impacts. Of  course, they cannot be chosen too large since the 
points located at the last interval 1,N Nm m   will be so rare and such circumstance will result in 
large error. Moreover, remark that the convergence of   , | ,0p t tx z  to   1nW   x z  in the 
first assertion of  Theorem 1 requires the condition  x z . Therefore, for small but finite h  
numerically, the choice of    should satisfy h  to guarantee the accuracy. Table 4 lists the results 
of  the estimate parameter   for several values of    and h . It is found that the conditions 0.5   
and 1.5   are sufficiently accurate for the cases of  0.001h   and 0.01h   respectively. Note 
that larger   should be selected with the increase of  h . Meanwhile, we can also conclude from this 
table that this method is robust enough for different values of  the time step h . 
Example 2 Consider two-dimensional Maier-Stein stochastic dynamical system 
 
   
 
3 2
1 1 1 1 2 2 1, 2, 1,
2
2 1 2 1 2, 2,
d 5 d 1 d d 2d ,
d 1 d d 2d ,
t t t
t t
x x x x x t x B B L
x x x t x B L
      
    
  
where 
1, 2,,
T
t t tB B   B  is a two-dimensional Brownian motion and 1, 2,,
T
t t tL L   L  is a two-
dimensional rotationally symmetric  -stable Lévy motion. Then we have the drift coefficient 
   3 2 21 1 1 2 1 25 , 1
T
x x x x x x      b x
, the diffusion coefficient  
2
2 2 1
2
1 1
2 2x x x
a
x x
  
  
 
x  and the 
Lévy noise intensity 2  . Maier-Stein system is a well-known two-dimensional double-well model in 
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stochastic dynamical systems with complicated dynamical behaviors (35). The time step is also fixed as 
0.001h   and the chosen initial points  1 2, , , MZ  z z z  are distributed uniformly within the area 
   2, 2 2, 2    with a mesh 10000 10000 . Then the data set X  is generated by Euler scheme of  
numerical integral from Z  after the time h . Specifically,    1 2 1j j j j hb h h     x z z z B L , 
1, 2, ,j M , where  1 0,N IB . 
In order to simulate rotationally symmetric stable random vector hL , we adopt Nolan’s method 
(36). Let    222 02 cos 4 ,1, 0F S     be a random variable where the scaling parameter is 
  
22
02 cos 4

  , the skewness parameter is 1 and the shift parameter is zero, and  0,N IG  be 
two-dimensional standard normal random vector which is independent of  F . Then the random vector 
1 2FX G  is rotationally symmetric with the characteristic function 
    0Eexp exp .Ti  u X u   
According to Ref. (21), the characteristic function of  hL  is 
    Eexp exp .T hi h  u L u   
Thus let 1
0 h
   and then we can simulate hL  by the random vector X . 
As before, the set  1 2, , , MR r r r  is constituted by the component j j jr  x z . The 
parameters are still fixed as 2N  , 1   and 5m  . Based on the data set R , the values of  the 
stability parameter   and the Lévy noise intensity   are estimated by Eqs. (7) and (8), which are 
listed in Table 5 of  Supporting Information. It is seen that the results agree well with the true parameters 
for the three cases 0.5,1,1.5  . 
On the other hand, the drift and diffusion terms can be calculated by applying the least squares 
method separately for their components. Therein, it is computed that 
      
12
11 22 2, 2S S c
      
    and  12 0S    in terms of  polar transformation. The 
results are listed in Tables 6 and 7 of  Supporting Information and agree well with the true values. 
Example 3 Consider three-dimensional classical Lorenz stochastic dynamical system 
 
   
 
 
1 1 2 3 1, 2, 1,
2 1 2 1 3 2 2, 2,
3 3 1 2 1 3, 3,
d 10 d 1 d d 2d ,
d 4 d d 2d ,
d 8 3 d d 2d .
t t t
t t
t t
x x x t x B B L
x x x x x t x B L
x x x x t x B L
      
    
    
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Then we have the Lévy noise intensity 2   and the drift and the diffusion coefficients 
 
   
 
1 2 1 2 1 3 3 1 2
2
3 3 2
2
2 2
1
10 , 4 , 8 3 ,
2 2 0
0 .
0 0
T
x x x x x x x x x
x x x
a x x
x
        
  
 
  
 
 
b x
x
  
The time step is still fixed as 0.001h   and the chosen initial points  1 2, , , MZ  z z z  are 
distributed uniformly within the area      2, 2 2, 2 2, 2      with a mesh 400 400 400  . Then the 
data set X  is generated by Euler scheme of  numerical integral from Z  after the time h . Specifically, 
   1 2 1j j j j hb h h     x z z z B L , 1, 2, ,j M . Therein, we still adopt Nolan’s method to 
simulate the random vector hL  as Example 2. 
We still take the three cases of  0.5,1,1.5   into consideration and choose the parameters as 
2N  , 1   and 5m  . Based on the data set  1 2, , , MR r r r , we estimate the values of  the 
stability parameter   and the Lévy noise intensity   by Eqs. (9) and (10), and list the results in 
Table 8 of  Supporting Information. As we can see, the results agree well with the true parameters for 
the three cases 0.5,1,1.5  . Using polar transformation, we have 
    
124 3 3, 2iiS c
     
   and   0ijS    for i j . It is observed that the learning drift 
and diffusion terms in Tables 9 and 10 of  Supporting Information are sufficiently accurate to the 
original ones, verifying the effectiveness of  our method to the three-dimensional system. 
 
5. Discussion 
In this paper, we have devised a new data-driven approach to extract stochastic dynamical systems 
with both non-Gaussian Lévy noise and Gaussian Brownian noise, from observational, experimental 
or simulated data sets. More specifically, we have derived formulas which express the jump measure, 
drift and diffusion coefficient in terms of  data for sample paths. Then we have designed numerical 
algorithms and tested on prototypical systems. The existing works in this topic have only dealt with 
systems with Gaussian noise. Our new approach provides a data-driven tool to extract stochastic 
governing laws for complex phenomena under non-Gaussian fluctuations. 
Theorem 1 may be regarded as a non-Gaussian Lévy version of  the well-known Kramers-Moyal 
formulas (37, 38), and is applicable to Markov processes with jumps, such as those modeled as the 
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solution processes of  stochastic differential equations with Brownian motion and Lévy motion. In the 
derivation of  drift and diffusion coefficient in Theorem 1 (ii)-(iii), the domain of  integration is reduced 
from the whole space to a small neighborhood in order to guarantee the convergence. As known in 
Section 2, the function W is defined as the Radon-Nikodym derivative of  the jump measure with 
respect to the Lebesgue measure. By Theorem 1 (i) and the Lindeberg condition for sample path 
continuity (37), we see that when W is zero, the corresponding Markov process has continuous sample 
paths. Indeed, the function W actually quantifies the jump frequency and jump size. 
Our approach also applies to stochastic dynamical systems with non-symmetric Lévy motion (i.e., 
when W is not an even function), and with other types of  Lévy processes, such as tempered stable 
processes (39) or exponentially light jump processes (33). It also applies to high dimensional systems 
driven by Lévy noise, but the numerical aspects in this case will be more complicated. 
Finally, we note that it is a challenge to extend our approach to data sets from stochastic dynamical 
systems with multiplicative Lévy noise (i.e., the noise intensity   in equation (1) depending on system 
state x ). In this case, the multiplicative Lévy noise destroys the “space homogeneity” in the first 
assertion of  Theorem 1, leading to the fact that the function W  depends on both x  and z  (not 
just depends only on the spatial translation x z ). 
 
Acknowledgements 
We would like to thank Ting Gao, Xiaoli Chen, Min Dai, Jianyu Hu, Yanxia Zhang and Yubin Lu 
for helpful discussions. This research was supported by the National Natural Science Foundation of  
China (Grants 11472126 and 11232007), the Priority Academic Program Development of  Jiangsu 
Higher Education Institutions (PAPD), and the China Scholarship Council (CSC No. 201906830018). 
 
References 
1.  Y. Zheng, F. Yang, J. Duan, X. Sun, L. Fu, J. Kurths, The maximum likelihood climate change for 
global warming under the influence of greenhouse effect and Lévy noise. Chaos 30, 013132 (2020). 
2.  C. Jia, M. Q. Zhang, H. Qian, Emergent Levy Behavior of Stochastic Burst Phenomenon in Single-
cell Gene Expression. Phys. Rev. E 96, 040402 (2017). 
3.  P.-E. C. De Raynal, S. Menozzi, E. Priola, Weak Well-Posedness of Multidimensional Stable Driven 
SDEs in the Critical Case. arXiv, 2001.04211 (2020). 
16 
 
4.  Y. Li, X. Liu, Noise induced escape in one-population and two-population stochastic neural 
networks with internal states. Chaos 29, 023137 (2019). 
5.  X. Chen, F. Wu, J. Duan, J. Kurths, X. Li, Most probable dynamics of a genetic regulatory network 
under stable Lévy noise. Appl. Math. Comput. 348, 425–436 (2019). 
6.  F. Wu, X. Chen, Y. Zheng, J. Duan, J. Kurths, X. Li, Lévy noise induced transition and enhanced 
stability in a gene regulatory network. Chaos 28, 075510 (2018). 
7.  S. L. Brunton, J. L. Proctor, J. N. Kutz, Discovering governing equations from data by sparse 
identification of nonlinear dynamical systems. Proc. Natl. Acad. Sci. 113, 3932–3937 (2016). 
8.  R. González-García, R. Rico-Martínez, I. G. Kevrekidis, Identification of distributed parameter 
systems: A neural net based approach. Comput. Chem. Eng. 22, S965–S968 (1998). 
9.  H. Schaeffer, R. Caflisch, C. D. Hauck, S. Osher, Sparse dynamics for partial differential equations. 
Proc. Natl. Acad. Sci. 110, 6634–6639 (2013). 
10.  S. Rudy, A. Alla, S. L. B. S, J. N. Kutz, Data-Driven Identification of Parametric Partial Differential 
Equations. SIAM 18, 643–660 (2019). 
11.  S. H. Rudy, S. L. Brunton, J. L. Proctor, J. N. Kutz, Data-driven discovery of partial differential 
equations. Sci. Adv. 3, e1602614 (2017). 
12.  L. Boninsegna, F. Nüske, C. Clementi, Sparse learning of stochastic dynamical equations. J. Chem. 
Phys. 148, 241723 (2018). 
13.  S. Klus, F. Nüske, S. Peitz, J. H. Niemann, C. Clementi, C. Schütte, Data-driven approximation of 
the Koopman generator: Model reduction, system identification, and control. Phys. D Nonlinear 
Phenom. 406, 132416 (2020). 
14.  M. O. Williams, I. G. Kevrekidis, C. W. Rowley, A Data-Driven Approximation of the Koopman 
Operator: Extending Dynamic Mode Decomposition. J. Nonlinear Sci. 25, 1307–1346 (2015). 
15.  D. Wu, M. Fu, J. Duan, Discovering mean residence time and escape probability from data of 
stochastic dynamical systems. Chaos 29, 093122 (2019). 
16.  P. D. Ditlevsen, Observation of α-stable noise induced millennial climate changes from an ice-core 
record. Geophys. Res. Lett. 26, 1441–1444 (1999). 
17.  J. M. Raser, E. K. O. Shea, Noise in Gene Expression: Origins, Consequences, and Control. Science 
(80-. ). 309, 2010–2013 (2005). 
18.  B. Jourdain, S. Méléard, W. A. Woyczynski, Lévy flights in evolutionary ecology. J. Math. Biol. 65, 
17 
 
677–707 (2012). 
19.  E. R. Weeks, T. H. Solomon, J. S. Urbach, H. L. Swinney, Observation of anomalous diffusion and 
Lévy flights BT - Lévy Flights and Related Topics in Physics in M. F. Shlesinger, G. M. Zaslavsky, 
U. Frisch, Eds. (Springer Berlin Heidelberg, 1995), pp. 51–71. 
20.  B. Böttcher, Feller Processes: The Next Generation in Modeling. Brownian Motion, Lévy Processes 
and Beyond. PLoS One 5, e15102 (2010). 
21.  J. Duan, An Introduction to Stochastic Dynamics (Cambridge University Press, 2015). 
22.  R. Cai, X. Chen, J. Duan, J. Kurths, X. Li, Lévy noise-induced escape in an excitable system. J. Stat. 
Mech. Theory Exp. 6, 063503 (2017). 
23.  R. Cai, Z. He, Y. Liu, J. Duan, J. Kurths, X. Li, Effects of Lévy noise on the Fitzhugh-Nagumo 
model: A perspective on the maximal likely trajectories. J. Theor. Biol. 480, 166–174 (2019). 
24.  X. Cheng, H. Wang, X. Wang, J. Duan, X. Li, Most probable transition pathways and maximal likely 
trajectories in a genetic regulatory system. Phys. A Stat. Mech. its Appl. 531, 121779 (2019). 
25.  L. Serdukova, Y. Zheng, J. Duan, J. Kurths, Stochastic basins of attraction for metastable states. 
Chaos 26, 073117 (2016). 
26.  A. Patel, B. Kosko, Stochastic Resonance in Continuous and Spiking Neuron Models With Lévy 
Noise. IEEE Trans. Neural Networks 19, 1993–2008 (2008). 
27.  A. La Cognata, D. Valenti, A. A. Dubkov, B. Spagnolo, Dynamics of two competing species in the 
presence of Lévy noise sources. Phys. Rev. E 82, 11121 (2010). 
28.  Q. Liu, D. Jiang, T. Hayat, B. Ahmad, Analysis of a delayed vaccinated SIR epidemic model with 
temporary immunity and Lévy jumps. Nonlinear Anal. Hybrid Syst. 27, 29–43 (2018). 
29.  C. Guarcello, D. Valenti, A. Carollo, B. Spagnolo, Effects of Lévy noise on the dynamics of sine-
Gordon solitons in long Josephson junctions. J. Stat. Mech. Theory Exp. 2016, 054012 (2016). 
30.  C. W. Gardiner, Handbook of Stochastic Methods, 2nd ed (Springer, 1990). 
31.  V. Kolokoltsov, Symmetric stable laws and stable-like jump-diffusions. Proc. London Math. Soc. 80, 
725–768 (2000). 
32.  T. Gao, J. Duan, X. Li, Fokker-Planck equations for stochastic dynamical systems with symmetric 
Lévy motions. Appl. Math. Comput. 278, 1–20 (2016). 
33.  Y. Li, J. Duan, X. Liu, Y. Zhang, Most Probable Dynamics of Stochastic Dynamical Systems with 
Exponentially Light Jump Fluctuations. arXiv, 2003.00377 (2020). 
18 
 
34.  M. Veillette, https://github.com/markveillette/stbl. GitHub. 
35.  R. S. Maier, D. L. Stein, A Scaling Theory of Bifurcations in the Symmetric Weak-Noise Escape 
Problem. J. Stat. Phys. 83, 291–357 (1996). 
36.  J. P. Nolan, Multivariate elliptically contoured stable distributions: Theory and estimation. Comput. 
Stat. 28, 2067–2089 (2013). 
37.  M. R. R. Tabar, Analysis and Data-Based Reconstruction of Complex Nonlinear Dynamical Systems:Using the 
Methods of Stochastic Processes (Springer, 2019). 
38.  W. Horsthemke, R. Lefever, Noise-Induced Transitions: Theory and Applications in Physics, Chemistry, and 
Biology, 2nd Ed. (Springer-Verlag, 2006). 
39.  Y. Zhang, X. Wang, J. Duan, Mean exit time for stochastic dynamical systems driven by tempered 
stable Lévy fluctuations. Appl. Math. Lett. 102, 106112 (2020). 
40.  D. Applebaum, Lévy Processes and Stochastic Calculus, 2nd ed (Cambridge University Press, 2009). 
41.  F. Xi, C. Zhu, Jump type stochastic differential equations with non-Lipschitz coefficients: Non-
confluence, Feller and strong Feller properties, and exponential ergodicity. J. Differ. Equ. 266, 4668–
4711 (2019). 
42.  S. Albeverio, Z. Brzezniak, J. Wu, Existence of global solutions and invariant measures for stochastic 
differential equations driven by Poisson type noise with non-Lipschitz coefficients. J. Math. Anal. 
Appl. 371, 309–322 (2010). 
43.  J. Duan, W. Wang, Effective Dynamics of Stochastic Partial Differential Equations (Elsevier, 2014). 
44.  G. Di Nunno, B. Oksendal, F. Proske, Malliavin Calculus for Lévy Processes with Applications to Finance 
(Springer-Verlag, 2009). 
45.  X. Sun, X. Li, Y. Zheng, Governing equations for probability densities of Marcus stochastic 
differential equations with Lévy noise. Stochastics Dyn. 17, 1750033 (2016). 
46.  X. Sun, J. Duan, X. Li, H. Liu, X. Wang, Y. Zheng, Derivation of Fokker–Planck equations for 
stochastic systems under excitation of multiplicative non-Gaussian white noise. J. Math. Anal. Appl. 
446, 786–800 (2017). 
47.  X. Sun, J. Duan, Fokker-Planck equations for nonlinear dynamical systems driven by non-Gaussian 
Levy processes. J. Math. Phys. 53, 072701 (2012). 
48.  S. G. Krantz, H. R. Parks, Geometric Integration Theory (Birkhauser Boston, 2008). 
49.  Y. Li, https://github.com/liyangnuaa/Small-Time-Probability-Evolution-Method-of-Machine-
19 
 
Learning/tree/master. GitHub (2020). 
 
Supporting Information 
A. Lévy processes 
An n -dimensional Lévy process tL  is a stochastic process with the following conditions: 
(i) 0 0L , a.s.; 
(ii) Independent increments: for any choice of  1n   and 0 1 1n nt t t t    , the random variables 
0t
L , 
1 0t t
L L , 
2 1t t
L L , , 
1n nt t 
L L  are independent; 
(iii) Stationary increments: t sL L  and t sL  have the same distribution; 
(iv) Stochastically continuous sample paths: for every 0s  , t sL L  in probability, as t s . 
The characteristic function for a pure jump n -dimensional Lévy process is given by 
      
  1\ 0
Eexp exp e 1 d ,
T
n
T i T
ti t i  
   
  
u y
y
u L u y y   
where the S  is the indicator function of  the set S . The Lévy jump measure   defined on 
 \ 0n  satisfies the condition 
    
 
2
\ 0
1 d .
n
   y y   
The Lévy jump measure in fact quantifies the jump frequency and size for sample paths of  this Lévy 
process. 
An  -stable Lévy motion is a special but most popular type of  the Lévy process defined by the 
stable random variable with the distribution  , ,S    . Usually,  0, 2   is called the stability 
parameter,  0,    is the scaling parameter,  1,1    is the skewness parameter and 
 ,     is the shift parameter. 
A stable random variable X  with 0 2   has the following “heavy tail” estimate: 
  
1
lim ;
2x
y X y C 




    
where C  is a positive constant depending on  . In other words, the tail estimate decays 
polynomially. 
In particular, for a rotationally symmetric  -stable Lévy process, the characteristic function is 
transformed into 
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    Eexp exp ,T ti t  u L u   
where the jump measure is given by 
    
 
d , d
n
c n

 
 
y y y  
with the constant  
  
 1 2
2
,
2 1 2n
n
c n

 

 
 

 
. The  -stable Lévy motion has larger jumps with 
lower jump frequencies for smaller   ( 0 1  ), while it has smaller jump sizes with higher jump 
frequencies for larger   (1 2  ). The special case 2   corresponds to (Gaussian) Brownian 
motion. For more information about Lévy process, refer to Refs. (21, 40). 
 
B. Stochastic differential equations with Brownian motion and Lévy process 
Consider an n -dimensional stochastic differential equation 
        d d d d ,t tt t t t   x b x x B L   (B1) 
where      1 , ,
T
nb b   b x x x  is the drift coefficient in 
n , 
1, ,, ,
T
t t n tB B   B  is n -
dimensional Brownian motion,   x  is an n n  matrix and 1, ,, ,
T
t t n tL L   L is a symmetric 
Lévy motion with constant noise intensity  . Assume that the initial condition is  0 x z , 
  Ta  x  is the diffusion matrix, and the jump measure of  tL  satisfies    d dW y y y  for 
 \ 0ny . Due to the symmetry of  the Lévy motion,    W W y y . 
The generator A  for the stochastic differential equation (B1) is 
        
 \ 0
1
d ,
2
n
Af f Tr aH f f f W           b x y x y y   (B2) 
where  H f  denotes the Hessian matrix of  the function f . 
Assumption 1. (Local Lipschitz condition) For all 0R   and 1 2,
nx x  with  1 2min , Rx x , 
there exists a constant 1 0K   such that 
        
2 2 2
1 2 1 2 1 1 2 .K     b x b x x x x x   (B3) 
Assumption 2. (Linear growth condition) For all nx , there exists a constant 2 0K   such that 
      2 222 1 .K    x b x x x   (B4) 
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Under Assumptions 1 and 2 on the functions b  and  , the stochastic differential equation (B1) 
has a unique global solution. This solution process is adapted and right-continuous with left limit. This 
fact has been guaranteed by Refs. (41, 42) and Theorem 4.19 in (43). This solution process can be 
referred to as a jump-diffusion process. 
Furthermore, for the existence and regularity of  the probability density for the solution of  
stochastic differential equation (B1), see Chapter 17-18 of  Nuuno et al. (44), and for the nonlocal 
Fokker-Planck equation satisfied by the probability density, see Duan (21) and Sun et al. (45–47). 
 
C. A Lemma about jump measure 
Lemma 1. For every 0   and , 1, 2, ,i j n ,  di jy y W  y y y . 
Proof. 
According to the appendix, the jump measure satisfies the condition 
    
 
2
\ 0
1 d .
nR
   y y   
Then for 1  , 
      
 
2 2
\ 0
d 1 d .
nR
W



    y y y y y y   
For 1  , 
 
   
   
 
2 2
1 1
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d d
1 d
.
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W W
 

 
   
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 
 
 

y y
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Thus  
2
dW

 y y y y . Hence, 
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 
2
d d
d
.
i j i jy y W y y W
W
 

 



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 

y y
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The proof  is complete. 
 
D. Proof  of  Theorem 1 
Proof. 
i)  Since    ,0 | ,0p  x z x z ,  ,0 | ,0 0p x z  for arbitrary x  and z  satisfying  x z . 
Then 
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Since  ,0 | ,0 0p x z ,    ,0 | ,0 np       x y z x y z  and the symmetry of  the function W , 
it is reduced to   1nW   x z . 
ii)  According to the Fokker-Planck equation (2), we have 
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The application of  integration by parts into the first term leads to 
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Therein, the boundary condition vanishes since  ,0 | ,0 0p x z  as  x z . For the second 
integration, we use integration by parts twice 
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For the third integration, we derive it separately. On one hand, 
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Since    W W y y , this integration is equal to zero. On the other hand, according to Tonelli’s 
theorem (48), we obtain 
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Hence, 
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iii)  According to the Fokker-Planck equation (2), we have 
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The application of  integration by parts into the first term yields 
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Therein, the boundary condition vanishes since  ,0 | ,0 0p x z  as  x z . For the second 
integration, we use integration by parts again 
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We still derive the third integration separately. On one hand, 
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According to the Lemma in Appendix C, this integration is bounded. On the other hand, according to 
Tonelli’s theorem, we obtain 
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Hence, 
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The proof  is complete. 
 
E. Proof  of  Corollary 2 
Proof. 
i)  This is derived directly by integrating the equation in the first assertion of  Theorem 1 on the interval 
 , m  . 
ii)  Let the set      1 1 1 2 2 2d , d , d , dn n nu u u u u u u u u        . Then we have 
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Hence, the conclusion is immediately deduced 
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iii)  This proof  is similar to the second conclusion. 
The proof  is complete. 
 
F. Data Availability Statement 
The data that support the findings of  this study are openly available in GitHub (49). 
 
G. Tables 
Table 1. Identified Lévy motion for the one-dimensional double-well system 
(a) The parameter   
True Learning 
0.5 0.5106 
1 0.9987 
1.5 1.4987 
(b) Lévy noise intensity   
True Learning 
2 2.0044 
2 2.0068 
2 2.0196 
Table 2. Identified drift term for the one-dimensional double-well system 
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Basis True Learning 
0.5   1   1.5   
1 0 0 0 0 
x  4 3.9669 3.9968 4.0606 
2x  0 0 0 0 
3x  -1 -0.9931 -0.9972 -1.0093 
4x  0 0 0 0 
5x  0 0 0 0 
6x  0 0 0 0 
Table 3. Identified diffusion term for the one-dimensional double-well system 
Basis True Learning 
0.5   1   1.5   
1 1 0.9533 0.9895 0.9068 
x  2 1.9830 1.9809 1.9723 
2x  1 1.0193 1.0201 1.0146 
3x  0 0 0 0 
4x  0 0 0 0 
5x  0 0 0 0 
6x  0 0 0 0 
Table 4. The stability parameter   versus   and h  
(a) 0.001h   
   0.5   1   1.5   
0.1 2.3783 2.1455 2.2266 
0.2 1.6429 1.6504 1.9617 
0.3 0.8759 1.1899 1.6652 
0.5 0.5006 1.0058 1.5210 
1 0.4902 0.9978 1.4856 
(b) 0.01h   
   0.5   1   1.5   
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0.2 1.7735 1.7302 1.9448 
0.5 1.2678 1.4987 1.9874 
1 0.5788 1.0709 1.6412 
1.5 0.5051 1.0112 1.5445 
2 0.4986 1.0027 1.5031 
Table 5. Identified Lévy motion for the two-dimensional Maier-Stein system 
(a) The parameter   
True Learning 
0.5 0.5038 
1 1.0013 
1.5 1.5036 
(b) Noise intensity   
True Learning 
2 1.9806 
2 2.0025 
2 2.0231 
Table 6. Identified drift term for the two-dimensional Maier-Stein system 
(a) The first component  1b x  
Basis True Learning 
0.5   1   1.5   
1 0 0 0 0 
1x  1 1.0135 0.9808 0.9689 
2x  0 0 0 0 
2
1x  
0 0 0 0 
1 2x x  0 0 0 0 
2
2x  
0 0 0 0 
3
1x  
-1 -1.0051 -0.9947 -0.9922 
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2
1 2x x  
0 0 0 0 
2
1 2x x  
-5 -5.0021 -4.9839 -4.9751 
3
2x  
0 0 0 0 
(b) The second component  2b x  
Basis True Learning 
0.5   1   1.5   
1 0 0 0 0 
1x  0 0 0 0 
2x  -1 -1.0046 -1.0010 -1.0008 
2
1x  
0 0 0 0 
1 2x x  0 0 0 0 
2
2x  
0 0 0 0 
3
1x  
0 0 0 0 
2
1 2x x  
-1 -0.9997 -0.9961 -0.9908 
2
1 2x x  
0 0 0 0 
3
2x  
0 0 0 0 
Table 7. Identified diffusion term for the two-dimensional Maier-Stein system 
(a) The first component  11a x  
Basis True Learning 
0.5   1   1.5   
1 2 1.9514 1.9395 1.8497 
1x  0 0 0 0 
2x  2 1.9951 1.9940 1.9883 
2
1x  
0 0 0 0 
1 2x x  0 0 0 0 
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2
2x  
1 1.1313 1.1289 1.1268 
3
1x  
0 0 0 0 
2
1 2x x  
0 0 0 0 
2
1 2x x  
0 0 0 0 
3
2x  
0 0 0 0 
(b) The second component  12a x  
Basis True Learning 
0.5   1   1.5   
1 0 0 0 0 
1x  1 0.9976 0.9966 0.9976 
2x  0 0 0 0 
2
1x  
0 0 0 0 
1 2x x  0 0 0 0 
2
2x  
0 0 0 0 
3
1x  
0 0 0 0 
2
1 2x x  
0 0 0 0 
2
1 2x x  
0 0 0 0 
3
2x  
0 0 0 0 
(c) The third component  22a x  
Basis True Learning 
0.5   1   1.5   
1 0 0 0 0 
1x  0 0 0 0 
2x  0 0 0 0 
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2
1x  
1 1.0046 0.9976 0.9616 
1 2x x  0 0 0 0 
2
2x  
0 0 0 0 
3
1x  
0 0 0 0 
2
1 2x x  
0 0 0 0 
2
1 2x x  
0 0 0 0 
3
2x  
0 0 0 0 
Table 8. Identified Lévy motion for the three-dimensional Lorenz system 
(a) The parameter   
True Learning 
0.5 0.5031 
1 1.0006 
1.5 1.5145 
(b) Noise intensity   
True Learning 
2 1.9916 
2 2.0123 
2 2.0238 
Table 9. Identified drift term for the three-dimensional Lorenz system 
(a) The first component  1b x  
Basis True Learning 
0.5   1   1.5   
1 0 0 0 0 
1x  -10 -9.9820 -9.9716 -9.9482 
2x  10 9.9839 9.9570 9.9398 
3x  0 0 0 0 
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2
1x  
0 0 0 0 
1 2x x  0 0 0 0 
1 3x x  0 0 0 0 
2
2x  
0 0 0 0 
2 3x x  0 0 0 0 
2
3x  
0 0 0 0 
(b) The second component  2b x  
Basis True Learning 
0.5   1   1.5   
1 0 0 0 0 
1x  4 3.9856 3.9841 3.9885 
2x  -1 -0.9962 -1.0000 -1.0005 
3x  0 0 0 0 
2
1x  
0 0 0 0 
1 2x x  0 0 0 0 
1 3x x  -1 -1.0017 -1.0029 -0.9994 
2
2x  
0 0 0 0 
2 3x x  0 0 0 0 
2
3x  
0 0 0 0 
(c) The third component  3b x  
Basis True Learning 
0.5   1   1.5   
1 0 0 0 0 
1x  0 0 0 0 
2x  0 0 0 0 
3x  -2.6667 -2.6633 -2.6577 -2.6521 
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2
1x  
0 0 0 0 
1 2x x  1 0.9960 0.9997 1.0006 
1 3x x  0 0 0 0 
2
2x  
0 0 0 0 
2 3x x  0 0 0 0 
2
3x  
0 0 0 0 
Table 10. Identified diffusion term for the three-dimensional Lorenz system 
(a) The first component  11a x  
Basis True Learning 
0.5   1   1.5   
1 2 2.0092 2.2601 2.0997 
1x  0 0 0 0 
2x  0 0 0 0 
3x  2 1.9961 1.9893 1.9863 
2
1x  
0 0.0998 0 0 
1 2x x  0 -0.1996 0 0 
1 3x x  0 0 0 0 
2
2x  
0 0.0996 0 0 
2 3x x  0 0 0 0 
2
3x  
1 0.9977 0.9935 0.9927 
(b) The second component  12a x  
Basis True Learning 
0.5   1   1.5   
1 0 0 0 0 
1x  0 0 0 0 
2x  1 0.9977 0.9954 0.9935 
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3x  0 0 0 0 
2
1x  
0 0 0 0 
1 2x x  0 0 0 0 
1 3x x  0 0 0 0 
2
2x  
0 0 0 0 
2 3x x  0 0 0 0 
2
3x  
0 0 0 0 
(c) The third component  13a x  
Basis True Learning 
0.5   1   1.5   
1 0 0 0 0 
1x  0 0 0 0 
2x  0 0 0 0 
3x  0 0 0 0 
2
1x  
0 0 0 0 
1 2x x  0 0 0 0 
1 3x x  0 0 0 0 
2
2x  
0 0 0 0 
2 3x x  0 0 0 0 
2
3x  
0 0 0 0 
(d) The fourth component  22a x  
Basis True Learning 
0.5   1   1.5   
1 0 0 0 0 
1x  0 0 0 0 
2x  0 0 0 0 
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3x  0 0 0 0 
2
1x  
0 0 0 0 
1 2x x  0 0 0 0 
1 3x x  0 0 0 0 
2
2x  
1 1.0127 1.0060 0.9385 
2 3x x  0 0 0 0 
2
3x  
0 0 0 0 
(e) The fifth component  23a x  
Basis True Learning 
0.5   1   1.5   
1 0 0 0 0 
1x  0 0 0 0 
2x  0 0 0 0 
3x  0 0 0 0 
2
1x  
0 0 0 0 
1 2x x  0 0 0 0 
1 3x x  0 0 0 0 
2
2x  
0 0 0 0 
2 3x x  0 0 0 0 
2
3x  
0 0 0 0 
(f) The sixth component  33a x  
Basis True Learning 
0.5   1   1.5   
1 0 0 0 0 
1x  0 0 0 0 
2x  0 0 0 0 
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3x  0 0 0 0 
2
1x  
1 1.0076 1.0028 0.9327 
1 2x x  0 0 0 0 
1 3x x  0 0 0 0 
2
2x  
0 0 0 0 
2 3x x  0 0 0 0 
2
3x  
0 0 0 0 
 
