Abstract-Uncertainty of complex-valued physical quantities z = x + iy can be described by complex fuzzy sets. Such sets can be described by membership functions p(x,y) which map the universe of discourse (complex plane) into the interval [0,1]. The problem with this description is that it is difficult to directly translate into words from natural language. To make this translation easier, several authors have proposed to use, instead of a single membership function for describing the complex number, several membership functions which describe different real-valued characteristics of this numbers, such as its real part, its imaginary part, its absolute value, etc. The quality of this new description strongly depends on the choice of these real-valued functions, so it is important to choose them optimally. In this paper, we formulate the problem of optimal choice of these functions and show that, for all reasonable optimality criteria, the level sets of optimal functions are straight lines and circles. This theoretical result is in good accordance with our numerical experiments, according to which such functions indeed lead to a good description of complex fuzzy sets. Many practical problems lead to complex fuzzy sets. Many physical quantities are complex-valued: wave function in quantum mechanics, complex amplitude and impedance in electrical engineering, etc.
From complex fuzzy numbers of Kaufmann and
Gupta to Buckley's membership function description. In order to describe a complex number z = x + iy, we must describe two real numbers: its real part x and its imaginary part y. Thus, a natural idea is to represent a complex fuzzy number by describing two real fuzzy numbers: x and y (see, e.g., [2] ) characterized by the corresponding membership functions pl(x) and pa(y). In this approach, for every complex value x + iy, i.e., for every pair (2, y), the degree p(x, y) with which this complex value is possible can be defined as P(Z,Y) = min(Pul(x),Pz(y)).
(
Then, for each a E [0,1], the a-cut for the real part z is an interval [z-(a), x+(a)], the a-cut for the imaginary part is also an interval [y-(a), y+(a)], and hence, the a-cut for the resulting 2-D membership function (1) is a rectangular
OX" [z-(a),x+(a)] x [y-(a), y+(a)]
. The boundary of this box consists of two straight line segments which are parallel to the x axis, and of two straight line segments which are parallel to the y axis.
In some practical problems, e.g., when the analyzed complex fuzzy number z is the result of applying an exponential function to some other complex number, its a-cuts may have a more complicated shape than a rectangle.
Some such situations can be described by using the fact that in many practical problems, it is more convenient to represent a complex number not in the form z = x + iy (which corresponds to Cartesian coordinates in the plane (x,y)), but in the form z = p.exp(i8) (which corresponds to polar coordinates (p, 8 ) in this plane. For such practical problems, A. Kaufmann and M. Gupta proposed, in [2] , to use a goniometric representation in which a complex fuzzy number is represented by a pair of real fuzzy numbers p and 8, with membership functions p~ ( p ) and p2(8). In this approach, for every complex value x + iy, the degree p(z,y) with which this complex value is possible can be defined as p(x?y) = min(p1(p)7p2 (8) and 8 = B+(a)) and by two circular segments (corresponding to p = p -( a ) and p = p+(a)). Some complex fuzzy numbers have even more complicated a-cuts, or, in other words, membership functions which cannot be described by the expressions (1) and (2) . To describe such complex fuzzy numbers, it is natural to use a general membership function p(z,y) which maps a complex plane C into the interval [0,1]. This approach was sketched in the above-mentioned book Why membership function description is sometimes not sufficient. From the purely mathematical viewpoint, this very general approach, in which use a general 2-D membership function, is very natural. However, there is one problem with this approach: A membership function is not something which is natural for a human to understand and to use. It was invented as a way of representing human fuzzy knowledge in a language which is understandable for a computer. From this viewpoint, after we get the desired membership function, we must perform one more step: we must translate it into the natural language.
This translation is difficult even for real variables; however, for real numbers, we have accumulated a lot of intuition, and we are often able to describe different 1-D membership functions by natural-language words such as "small", "close to O", etc. Unfortunately, complex numbers are much less intuitive, and there are few terms of natural language which can be naturally used to described the knowledge about complex numbers. membership functions which describe real-valued quantities which are functions of this complex number, such as its real part Re(z), its imaginary part Im(z), its absolute value p = (21, its phase 8, etc.
In other words, instead of describing a single 2-D membership function p(z, y), we describe several (two or more) membership functions p1 ( t l ) , . . . , pk ( t k ) corresponding to different real-valued characteristics tl = f l ( z , y), . . . , t k = f k ( z , y) of this complex number z = z + iy. In this approach, for every complex value z + iy, the degree p ( z , y) with which this complex value is possible can be defined as e.g., ~51).
where t, = fi(z, 9).
If we use two characteristics tl = f i ( z , y ) = z and t 2 = f~( z , y ) = y, then we get complex numbers of type (l), in which a-cuts are rectangles. If we use two characteristics tl = f~( z , y ) = p = d m -and t 2 = f2(z,y) = 8 = arctan(y/z), then
we get complex numbers of type (2), in which a-cuts are above-described segments.
It turns out that in many practical problems, it is useful to use three or four different characteristics. For example, we can combine Cartesian and polar ones into a single 4-characteristic set, with tl = f i ( z , y ) = z, t4 = f 4 ( z , y ) = 0 = arctan(y/z). In this case, the a-cut is an intersection of a rectangle (corresponding to (1)) and a segment (corresponding to (2)), i.e., a set whose boundary consists partly of straight line circular arcs, partly of radial straight line segments, and partly of segments which are parallel to z or y axes.
Which real-valued characteristics of complex numbers should we use in this description of complex fuzzy numbers? As shown in [3], the efficiency of the new description in solving practical problems with complex numbers strongly depends on the appropriate choice of the real-valued characteristics which are used to describe the corresponding fuzzy set: a good choice can drastically improve the quality of the result. It is therefore important to find out which functions are the best here. This is the problem that we will be solving in the present paper.
Preliminary step: reformulation in terms of sets.
The membership function p j ( t ) corresponding to a characteristic f : C + R can be described by the extension principle: 
P A t ) = *:y(3&P(t).
Thus, to be able to compute all the values p f ( t ) , we do not need to compute know the exact characteristics f(t); it is sufficient to be able to describe their level sets { z 1 f (2) = t}. So, instead of choosing the best characteristics, we can choose a family of sets.
For the above characteristics fi(z, y), these level sets are straight lines and circles.
Of course, the more parameters we allow in the description of a family, the more elements this family contains, and therefore, the better the representation. So, the question can be reformulated as follows: for a given number of parameters (i.e., for a given dimension of approximating family of sets), which is the best family? In this paper, we formalize and solve this problem.
Formalizing the problem. All proposed families of sets have analytical (or piece-wise analytical) boundaries, so it is natural to restrict ourselves to such families. By definition, when we say that a piece of a boundary is analytical, we mean that it can be described by an equation F ( z , y ) = 0 for some analytical function For example, the level set fi(z, y) = z = t can be described an equation F ( z , y) = 0 for an analytical function F ( z , y ) = z -t; the level set f 2 ( z , y ) = y = t can be described by an analytical function F ( z , y ) = y -t; the level set f S ( z , y ) = d m = t can be described by an analytical function F ( z , y ) = z2 + y2 -t2; and the level set f 4 ( z , y ) = arctan(y/z) = t can be described by an analytical function F ( z , y) = y -z . tan(t).
Since we are interested in finite-dimensional families of sets, it is natural to consider finite-dimensional families of functions, i.e., families of the type {C, . F(')(x, y ) General comment. This result is in good accordance with the fact that for the above-described characteristicswhich have actually been used to describe complex fuzzy numbers -the boundary is indeed of this type. In particular, we get a new theoretical justification of the goniometric approach developed in [2] .
This result is also in good accordance with the experiments described in [3], according to which such sets indeed provide a good description of complex fuzzy sets. Practical comment. In practical terms, our conclusion is that we should use characteristics whose level sets are general straight line intervals and circular arcs; in other words, in addition to the above characteristics z = Re(z), y = Im(z), p = IzI and B(z), we should also use f ( z ) = Re(z . z1 + 2 2 ) and f ( z ) = Iz -221 for arbitrary complexvalued constants z1 and 22 with ( 2 1 I = 1; these characteristics describe arbitrary straight lines and circles. The resulting general description of a complex fuzzy number can include several 1-D membership functions corresponding to such characteristics. Proof of the Theorem. This proof is similar to the ones from [4]. 1. Let us first show that the optimal family Aopt is itself shift-, rotation-, and scale-invariant.
Indeed, let T be an arbitrary shift, rotation, or scaling. Since Aopt is optimal, for every other family B , we have Aopt 2 T-lB (where T-l means the inverse transformation). Since the optimality criterion 2 is invariant, we conclude that TAopt 2 T(T-lB) = B. Since this is true for every family B , the family TAopt is also optimal. But since our criterion is final, there is only one optimal family and therefore, TAopt = Aopt. In other words, the optimal family is indeed invariant. For that, let us take
We already know that F1, . . . , Fs-1 E Aopt; so, since Aopt is a linear space, we conclude that
The family Aopt is scale-invariant, so, for every X > 0, Similarly, it has non-zero parts of degrees k -2,. . . 
