Towards building a prototype spin-logic device by Penumatcha, Ashish Verma
Purdue University
Purdue e-Pubs
Open Access Dissertations Theses and Dissertations
12-2016
Towards building a prototype spin-logic device
Ashish Verma Penumatcha
Purdue University
Follow this and additional works at: https://docs.lib.purdue.edu/open_access_dissertations
Part of the Electrical and Computer Engineering Commons, and the Nanoscience and
Nanotechnology Commons
This document has been made available through Purdue e-Pubs, a service of the Purdue University Libraries. Please contact epubs@purdue.edu for
additional information.
Recommended Citation
Penumatcha, Ashish Verma, "Towards building a prototype spin-logic device" (2016). Open Access Dissertations. 986.
https://docs.lib.purdue.edu/open_access_dissertations/986
TOWARDS BUILDING A PROTOTYPE SPIN-LOGIC DEVICE
A Dissertation





In Partial Fulfillment of the








To my beloved parents
&
my loving wife, Teja
iii
ACKNOWLEDGMENTS
This work would not have been possible without the support and guidance of
my thesis adviser, Prof.Joerg Appenzeller. I thank him for putting his faith in my
abilities, even at times when I myself was plagued by self-doubt. Prof.Appenzeller
has contributed greatly to my growth as an independent researcher by giving me the
freedom to make decisions regarding my project and by letting me dabble in research-
areas outside of my main project. I have learnt a tremendous amount over the past
five years by interacting with him. Outside of research, I thank him for giving me
valuable advice and for playing an active role in guiding my career choices and path.
I was lucky to work with Prof.Zhihong Chen who provided valuable feedback
during our weekly spin meetings. I also thank Prof.Supriyo Datta and Dr.Dmitri
Nikonov for serving on my doctoral committee. Prof. Supriyo Datta’s device ideas in
particular have been the central focus of my research work and the many discussions
we had with him and his group-members were very fruitful.
I also owe thanks to Prof.Jim Cooper for his mentorship and support during my
masters and ever since. I have always been awed by his passion and dedication towards
teaching and research. During my masters, I also had the good fortune of working with
Prof.Dallas Morisette. I believe that working with Prof.Cooper and Dallas helped me
lay a strong foundation of experimental skills in fabrication, characterization and data
analysis that have served me well throughout graduate school.
Much of the work in this thesis was done in collaboration with members of INDEX.
I thank the CNSE team at SUNY Albany and also from Prof.Andy Kent’s group at
NYU for providing magnetic materials for us to work with. I would also like to express
my gratitude to the engineering sta↵ at Birck for their expert technical assistance in
maintaining several key pieces of equipment that I used in my experimental work. I
iv
would especially like to thank Dave Lubelski, Kenny Schwartz, Mike Bayless and Bill
Rowe for their support.
I would also like to thank the SRC for the financial support through the NRI-
INDEX program. I can say with conviction that being part of the SRC family has
had a tremendous impact on my research work. I was also supported by the IBM PhD
fellowship in the year 2014-15. I thank IBM for their support and for the opportunity
to spend a summer at IBM TJ Watson working with Shu-Jen’s group on carbon
nanotubes.
I have had the fortune of working with many enthusiastic and talented colleagues
in the spin-group at Purdue. Chia-Ching and I worked closely on the ASL device
and also in the dipolar coupling work towards the end of his PhD. In the last couple
of years, Punya and Vaibhav have often helped with fabrication and measurements.
I wish them the best of luck in all of their future endeavors. I also owe thanks
to Terry, Tingting, Vinh, Faria, Kerem and Suprem for their support and useful
feedback during group meetings. I also owe thanks to past and present members of
the Appenzeller group for their help with the experiments. I especially owe thanks
to Saptarshi for his mentorship during the early years of my PhD.
Many friends have made my time in West Lafayette memorable. Lokesh, Pranati,
Vaibhav, Roy, Vamsi and Harsha helped me make it through my first couple of years
at Purdue. At Birck, several friends (Ishan springs to mind) and colleagues have
helped take my mind o↵ work with light conversation spanning the whole spectrum
from science to politics to the travails of life as a graduate student. I should mention
Venkatesh and Sarath who have made Teja and I feel at home in West Lafayette. I
will miss the time we spent here.
Last, but by no means the least, I need to thank my family for everything. My
parents have always been a pillar of support and an endless source of inspiration.
They have instilled in me the character and values that have helped me every step of
the way. My wife, Teja, has endured me through the highs and lows of the last three
years of grad school. I thank her for never complaining about my schedule (more
vprecisely, the lack of one) and for putting my career ahead of her own. Most of all, I
admire the patience that my family has shown by allowing me the time to undertake





LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix
LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . x
ABBREVIATIONS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xiv
ABSTRACT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xv
1 INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Spin-Torque Logic – CMOS replacement? . . . . . . . . . . . . . . . 4
1.3 Neuromorphic applications . . . . . . . . . . . . . . . . . . . . . . . 5
1.4 Nanomagnetism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.4.1 Crystalline anisotropy . . . . . . . . . . . . . . . . . . . . . 8
1.4.2 Zeeman Energy . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.4.3 Shape Anisotropy . . . . . . . . . . . . . . . . . . . . . . . . 9
1.4.4 Exchange energy . . . . . . . . . . . . . . . . . . . . . . . . 10
1.4.5 E↵ective field and magnetization dynamics . . . . . . . . . . 12
1.5 Key advances . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.5.1 Giant and Tunneling magnetoresistance . . . . . . . . . . . . 14
1.5.2 Spin-Transfer Torque . . . . . . . . . . . . . . . . . . . . . . 16
1.5.3 Non-local spin transport/torque . . . . . . . . . . . . . . . 20
1.5.4 Giant spin hall e↵ect . . . . . . . . . . . . . . . . . . . . . . 22
1.6 Using magnets for neuromorphic computing . . . . . . . . . . . . . 24
1.7 Building spin-logic devices using magnets . . . . . . . . . . . . . . . 25
1.7.1 Charge-coupled Spin Logic . . . . . . . . . . . . . . . . . . . 25
1.7.2 All-Spin Logic . . . . . . . . . . . . . . . . . . . . . . . . . . 28
1.8 Novel materials for Beyond CMOS devices . . . . . . . . . . . . . . 29
vii
Page
2 SPIN-TORQUE SWITCHINGOF A NANOMAGNET USINGGIANT SPIN
HALL EFFECT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.2 Experimental Details . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.3 Electrical Measurements . . . . . . . . . . . . . . . . . . . . . . . . 36
2.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3 IMPACT OF SCALING ON THE DIPOLAR COUPLING IN MAGNET |
INSULATOR | MAGNET STRUCTURES . . . . . . . . . . . . . . . . . 46
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.3 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.3.1 Length scaling of bottom magnet . . . . . . . . . . . . . . . 54
3.3.2 O↵setting the two magnets . . . . . . . . . . . . . . . . . . 57
3.3.3 Ultra-thin magnets . . . . . . . . . . . . . . . . . . . . . . . 60
3.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4 ROLE OF INTERFACES IN SPIN-TRANSFER FROMTHEGSHEMETAL
TO THE FERROMAGNET . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.2 Magnetic moment measurements . . . . . . . . . . . . . . . . . . . 64
4.3 Electrical characterization . . . . . . . . . . . . . . . . . . . . . . . 66
4.3.1 Spin-orbit e↵ective field . . . . . . . . . . . . . . . . . . . . 68
4.3.2 Evaluating in-plane anisotropy from Hall-resistance measure-
ments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.3.3 Current induced switching of patterned magnet . . . . . . . 74
4.4 Discussion and future work . . . . . . . . . . . . . . . . . . . . . . . 80
4.5 Future directions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
5 ANALYZING BLACK PHOSPHORUS TRANSISTORS USING AN ANA-
LYTIC SCHOTTKY BARRIER MOSFET MODEL . . . . . . . . . . . 85
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
5.2 Schottky barrier FET model . . . . . . . . . . . . . . . . . . . . . . 87
viii
Page
5.2.1 Validating the model . . . . . . . . . . . . . . . . . . . . . . 94
5.3 Black phosphorus SB MOSFETs . . . . . . . . . . . . . . . . . . . 96
5.4 Results and discussion . . . . . . . . . . . . . . . . . . . . . . . . . 98
5.5 Extending the model . . . . . . . . . . . . . . . . . . . . . . . . . . 103
5.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
6 Summary and future directions . . . . . . . . . . . . . . . . . . . . . . . 107
REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
A FABRICATION RECIPES . . . . . . . . . . . . . . . . . . . . . . . . . . 121
A.1 Lift-o↵ using bi-layer PMMA . . . . . . . . . . . . . . . . . . . . . 121
A.2 Etching using HSQ-PMMA mask . . . . . . . . . . . . . . . . . . . 123
A.3 Self-aligned process for making MTJs . . . . . . . . . . . . . . . . . 126
A.4 Photolithography – Lift-o↵ using AZ1518 . . . . . . . . . . . . . . . 128
A.5 Photolithography – AZ1518 as the etch-mask . . . . . . . . . . . . . 130
B FABRICATION FLOW & MEASUREMENT DETAILS . . . . . . . . . 132
B.1 Giant spin-Hall e↵ect switching of nanomagnet . . . . . . . . . . . . 132
B.1.1 Fabrication of giant-spin Hall e↵ect based write-unit . . . . 132
B.1.2 Measurement set-up . . . . . . . . . . . . . . . . . . . . . . 134
B.2 Black-phosphorus transistors . . . . . . . . . . . . . . . . . . . . . . 135
B.2.1 Fabrication of black-phosphorus thin-film transistors . . . . 135
B.2.2 Electrical measurements . . . . . . . . . . . . . . . . . . . . 136
B.3 Anomalous hall-e↵ect . . . . . . . . . . . . . . . . . . . . . . . . . . 137
B.3.1 Fabrication . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
B.3.2 Electrical Measurements . . . . . . . . . . . . . . . . . . . . 139
C SCHOTTKY-BARRIER FET MODEL . . . . . . . . . . . . . . . . . . . 142
C.1 E↵ective mass within the model . . . . . . . . . . . . . . . . . . . . 142
C.2 Impact of the e↵ective mass on the extracted barrier heights . . . . 143
C.3 Neglecting scattering in the channel . . . . . . . . . . . . . . . . . 144




4.1 Resistivity of materials used in this study . . . . . . . . . . . . . . . . 72
4.2 Summary of magnetic parameters . . . . . . . . . . . . . . . . . . . . . 74
xLIST OF FIGURES
Figure Page
1.1 End of Moore’s law . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Benchmarking results adapted from reference [9] . . . . . . . . . . . . . 4
1.3 Magnets with a bi-stable energy landscape due to crystalline anisotropy 9
1.4 Cartoon illustrating Demagnetization fields . . . . . . . . . . . . . . . . 11
1.5 Illustration depicting the torque terms in a LLG equation . . . . . . . 12
1.6 Simplified two-band model of a ferromagnet; Magnetoresistance as a con-
sequence of the two-band picture . . . . . . . . . . . . . . . . . . . . . 15
1.7 Tunneling magnetoresistance for di↵erent barriers . . . . . . . . . . . . 16
1.8 Spin-transfer torque illustration . . . . . . . . . . . . . . . . . . . . . . 17
1.9 Two di↵erent STT-switching regimes: Precessional and Thermally acti-
vated . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
1.10 Non-local spin torque . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
1.11 Cartoon illustrating the Giant Spin Hall E↵ect(GSHE) . . . . . . . . . 23
1.12 Charge-coupled spin logic (CSL) device illustrated in a modular fashion 26
1.13 Charge-coupled spin logic(CSL) . . . . . . . . . . . . . . . . . . . . . . 27
1.14 All-Spin Logic(ASL) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.1 Details of the fabrication of write-unit test structure . . . . . . . . . . 34
2.2 Measurement schematic to read and write the magnetization . . . . . . 36
2.3 Resistance of the MTJ vs. in-plane magnetic field . . . . . . . . . . . . 38
2.4 Parallel to anti-parallel state switching using a current pulse . . . . . . 40
2.5 Anti-parallel to parallel state switching using a current pulse . . . . . . 41
3.1 Schematic of a generic spin-logic device and an illustration of vertical
magnet-insulator-magnet structure under consideration . . . . . . . . . 48
xi
Figure Page
3.2 Schematic representation and SEM image of the test structures used to
probe the existence of dipolar coupling; two representative magnetic force
microscope(MFM) phase images . . . . . . . . . . . . . . . . . . . . . 49
3.3 Magnetic moment vs. external magnetic-field data from OOMMF simu-
lations showing the presence of dipolar coupling . . . . . . . . . . . . . 52
3.4 Impact of scaling the length of the bottom magnet on the dipolar coupling 56
3.5 Impact of x-o↵set on the dipolar coupling between A0 and B0 . . . . . . 58
3.6 Ultra-thin magnets : Dipolar coupling estimation using OOMMF simula-
tions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4.1 Funneling “extra” spins from a GSHE metal strip to a magnet using an
intermediate layer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.2 Material stack deposited on 3” wafers for this study . . . . . . . . . . . 64
4.3 Magnetic moment vs magnetic field hysteresis using a vibrating sample
magnetometer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.4 Using anomalous Hall e↵ect(AHE) to measure magnetization . . . . . 67
4.5 Spin-orbit e↵ective fields schematic . . . . . . . . . . . . . . . . . . . . 69
4.6 First and second harmonic signal of the Hall-voltage measured for HT and
HL sweeps . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.7 Summary of the  HL vs. Iac and  HT vs. Iac for control, tCu=3nm,
tCu=6nm wafers. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.8 Extracting the in-plane anisotropy from the curvature of the R! vs. HL(T ).
The in-plane anisotropy is inversely proportional to the curvature of the
R! vs. HL(T ). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.9 AHE on a patterned magnet sample from a control wafer. . . . . . . . 75
4.10 Current induced magnetization switching measurement in the control wafer 77
4.11 AHE on a patterned magnet sample from a 3nm Cu wafer. . . . . . . . 78
4.12 Current induced magnetization switching measurement in the 3nm Cu
wafer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
4.13 Critical current density vs Hy corrected for shunting . . . . . . . . . . 80
4.14 Using a Pure spin conductor to prevent shunting. . . . . . . . . . . . . 83
4.15 New CSL design using the insulating magnet to isolate the read and write
units. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
xii
Figure Page
5.1 Schottky-barrier FET transfer characteristic - describing the di↵erent com-
ponents of the current . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
5.2 Validating the SB-FET model using experimental data from a silicon SB-
MOSFET . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
5.3 SEM micrograph, representative transfer and output characteristics of the
fabricated black phosphorus SB-MOSFETs. . . . . . . . . . . . . . . . 98
5.4 Using the SB-MOSFET model to extract Schottky barrier heights from
measured transfer characteristics. . . . . . . . . . . . . . . . . . . . . . 101
5.5 Higher order e↵ects to describe metal-semiconductor tunneling for large
Schottky barrier heights . . . . . . . . . . . . . . . . . . . . . . . . . . 104
A.1 SEM images of metal features patterned using (a) single layer of PMMA
for lift-o↵ (b) bi-layer 495-950 PMMA for lift-o↵ . . . . . . . . . . . . . 121
A.2 Using HSQ-PMMA bilayer resist as an etch mask : (a) Electron beam
lithography (b) Oxygen plasma etch to pattern PMMA. (c) Argon plasma
etch (d) stripping the etch mask (e) patterned sample . . . . . . . . . 124
A.3 SEM images of features etched using HSQ-PMMA bi-layer resist. (a)
Example of a clean lift-o↵ (b) Hardened PMMA at the edge of the feature. 126
A.4 Self-aligned process for making MTJs. (a)! (b): Patterning HSQ-PMMA
mask. (b) ! (c): etch the MTJ layers using argon plasma. (c) ! (d):
Evaporate SiO2 isolation layer. (d) ! (e): Lift-o↵ in PG remover. (e) !
(f): Pattern top metal contact using lift-o↵ . . . . . . . . . . . . . . . . 127
A.5 AFM image of the self-aligned trench after the lift-o↵ step along with the
measured height profile. . . . . . . . . . . . . . . . . . . . . . . . . . . 128
B.1 Schematic illustrating the process-flow for fabricating devices described in
chapter 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
B.2 Schematic illustrating the measurement set-up for electrical measurements
in chapter 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
B.3 Building black phosphorus back-gated MOSFETs . . . . . . . . . . . . 137
B.4 Fabrication of the Hall-cross with a patterned magnet . . . . . . . . . . 138
B.5 Measurement Schematic to read the magnetization using AHE and write
using current pulses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
C.1 Fit to the measured transfer curve (open blue circles) from an 8nm thick
BP flake using two di↵erent e↵ective mass pairs corresponding to the arm-
chair (red line) and zigzag (black line) directions in BP. . . . . . . . . 143
xiii
C.2 Ts,norm calculated for di↵erent Schottky barrier heights as a function of
channel potential. The dashed line corresponds to the limiting case calcu-




CSL Charge-coupled spin logic
MTJ Magnetic Tunnel Junction




MOSFET Metal Oxide Semiconductor Field E↵ect Transistor
GSHE Giant Spin Hall E↵ect
AHE Anomalous Hall E↵ect
CIMS Current Induced Magnetization Switching
PSC Pure Spin Conductor
BP Black phosphorus
SB-FET Schottky barrier Field-e↵ect transistor
xv
ABSTRACT
Penumatcha, Ashish Verma PhD, Purdue University, December 2016. Towards Build-
ing a Prototype Spin-Logic Device. Major Professor: Joerg Appenzeller.
Since the late 1980s, several key discoveries, such as Giant and Tunneling Magne-
toresistance, and advances in magnetic materials have paved the way for exponentially
higher bit-densities in magnetic storage. In particular, the discovery of Spin-Transfer
Torque (STT) has allowed information to be written to individual magnets using
spin-currents. This has replaced the more traditional Oersted-field control used in
field-MRAMs and allowed further scaling of magnetic-memories. A less obvious con-
sequence of STT is that it has made possible a logic-technology based on magnets
controlled by spin-polarized currents. Charge-coupled Spin Logic (CSL) is one such
device proposal that couples a giant spin Hall e↵ect(GSHE) write-unit with a Mag-
netic Tunnel Junction read-unit.
Several theoretical reports have demonstrated that a CSL-style device can func-
tion as a fundamental building block for neuromorphic computing by harnessing the
intrinsic properties of magnets. This thesis describes the working of a CSL device.
Experimental progress towards building the individual components of CSL and also
our e↵orts to integrate these components into a CSL prototype will be presented. In
addition to the integration e↵ort, this work also explores spin-injection from a GSHE
metal to a nanoscale magnet through an intermediate non-magnetic metal. Our re-
sults indicate that with the right choice of intermediate layers, the spin-angular mo-
mentum absorbed by the magnet can be increased without engineering the intrinsic
spin Hall angle of the GSHE metal.
xvi
Finally, this work also proposes a Schottky-barrier model to describe the current
flow through low-dimensional semiconductors and uses it to extract the band gap of
black-phosphorus thin-films in an attempt to characterize novel 2D-materials.
11. INTRODUCTION
1.1 Motivation
Since the early 1970’s, the scaling of transistors has followed Moore’s projection
that transistor counts would approximately double every two years [1]. The constant
electric field scaling rules proposed by Robert Dennard [2] not only packed more
transistors on a single chip, as Moore predicted, but also allowed transistors to operate
faster with every successive node while also reducing power consumption. Since 2005,
the industry has abandoned constant-field scaling because the supply voltage could
no longer be scaled down, partly due to the Boltzmann limit of 60mV/decade. The
speed of an individual transistor is also no longer increasing from one node to next due
to velocity saturation. Scaling is now driven by the aim of packing more transistors
on a chip and the number of operations per second is being improved by making
multiple cores on a chip or employing architecture and circuit-level innovations.
Currently, the industry is at the 14nm node where sophisticated tri -/ omega-
gate structures are needed to maintain gate control and prevent short-channel e↵ects.
Even the most optimistic estimates [4] of the ultimately-scaled individual silicon-
transistor predict that we will be at the 1.8nm node1 by 2025. Many innovations
have enabled scaling to the current state-of-the-art, but in order to further reduce
power consumption in ICs, a paradigm shift seems inevitable. Tunnel FETs [5, 6],
ferro-electric FETs [7], high-mobility channel materials are all currently being ex-
plored to this end. These devices, sometimes called the beyond-Moore devices [4], are
modifications of current transistors that allow the voltage scaling without sacrificing
performance.
1this is only name of the node and may not correspond to the actual channel length of the device
2Fig. 1.1. Moore’s law : Graph (from [3]) showing how the clock speeds
and transistor counts have increased exponentially since the 1970s. A
plateau in the clock speeds can be seen around 2005. Reprinted by
permission from Macmillan Publishers Ltd: Nature, from [3]), copy-
right (2016)
Another class of devices that are currently being evaluated in the Nanotechnology
Research Initiative(NRI) center as potential MOSFET replacements abandon charge
as the computation variable in favor of magnetization(spintronic devices), collective
electron states(orbitronic devices), electric polarization etc. A list of these devices
along with their projected device and circuit performance and energy consumption
have been compiled by Dimitri Nikonov and Ian Young in reference [8, 9].These de-
vices are based on new-physics and material systems that are still active areas of
research. Although they are being investigated as potential CMOS replacements,
one could envision them performing tasks that today’s transistors are ine cient at.
For instance, the spin devices that use magnetization as a computation variable are
well-suited for neuromorphic computing [10–12]. Other devices that have an in-built
3non-volatile memory can open new avenues that could eliminate the latency associ-
ated with cache and o↵-chip memory. The ITRS has also recognized the importance
of identifying these added functionalities that are made possible by the new class
of devices, broadly classified under a category called more-than-Moore. These new
devices do not necessarily scale according to Moore’s law. However, they can perform
certain tasks that are not possible or are ine cient using traditional CMOS. We can
envision these more-than-Moore devices as the future direction for solving societal
problems. The ultimate scaled MOSFET-transistor then just becomes an established
platform on top of which these newer technologies can be integrated almost like a
system-on-chip, but with a much broader canvas of capabilities.
This thesis focuses on the use of magnetization as a computational variable for
logic.Why is magnetization expected to be a better computation variable than charge?
The well known Shannon-von Neumann - Landauer expression for the fundamental
limit of energy required to process N bits is NkBT ln2 [13,14]. This is a fundamental
limit for energy dissipation per operation in traditional CMOS. However, it holds true
only for non-collective systems, i.e. only if the electrons act as independent particles.
Magnetism however is a collective phenomena where strongly correlated electrons are
involved. Several reports [15,16] have shown that the energy dissipated to“switch” a
system of N strongly interacting particles is ⇡ kT ln2. So, the presence of interactions
allows us to beat the limit imposed for non-interacting systems such as ordinary
charge-based devices. This is one of the reasons why a majority of the emerging
nano electronic switches for example, the BISFET [17], All-Spin Logic(ASL) [18],
Nanomagnetic Logic [19], rely on collective phenomena.
Magnetization has been used in the data storage industry since the age of magnetic-
tape storage. The fact that ferromagnets are non-volatile makes them ideal memory
storage elements. However, spin and nano-magnet based logic devices are still in the
nascent stages of their development. In this work, we have focussed on building a
device that can be used to design a spin-based logic scheme - Charge coupled Spin
4logic(CSL). Other device schemes such as ASL were also explored. These proposals
are broadly grouped into a category called “Spin-torque logic”.
1.2 Spin-Torque Logic – CMOS replacement?
One of the major e↵orts of the NRI program has been to investigate how the
beyond-CMOS devices perform in fully-functional circuits, for example, a 32-bit adder,
an Arithmetic Logic Unit(ALU). The benchmarking e↵ort [9], led by Dmitri Nikonov
and Ian Young, modeled the proposed devices using experimentally determined in-
put parameters and used these device-models to build circuits and determine their
performance in terms of energy consumption and speed.
The benchmarking reports for the beyond-CMOS devices from reference [9] are
shown in figure 1.2. Even after assuming the most e cient charge-to-spin conversion
e ciencies, scaled magnets and aggressive lay-out schemes, the spin-torque devices
were found to be more power hungry and slower than CMOS. These limitations can
Fig. 1.2. Benchmarking results adapted from reference [9]. The
spin/magnetic devices, plotted using red circles, are clearly more
power hungry and slower than both CMOS LV and CMOS HP.
©[2015] IEEE
5be traced back to some intrinsic properties of spin currents and magnetism. The
speed of the spin-torque based logic devices is limited by the natural time-scale of
magnetization dynamics, which is determined by the precession frequency. This time
scale is approximately 1ns [20] and results in slow devices. The energy consumption is
currently limited by the mechanisms used to electrically generate spin-currents. Even
though recent discoveries such as spin Hall e↵ect have improved the charge-to-spin
conversion e ciencies over spin-filtering at a ferromagnet-normal metal interface, this
step continues to impede progress in the field of spintronics. Another major roadblock
that is increasing energy consumption is the stochastic nature of spin-torque switching
of magnets [21]. In order to avoid errors in logic, the designer is forced to use very
generous voltage margins further increasing the energy consumption. Clearly, spin-
torque devices with currently available materials and technologies cannot be treated
as drop-in replacements for CMOS devices. Several new discoveries promise to solve
some of the above problems. For instance, anti-ferromagnets have been predicted to
switch in the pico-second time-scale [22]. Also, an exotic class of materials called
topological insulators have been predicted to convert charge current to spin current
with a near 100 % e ciency [23]. However, these advances are still not mature enough
to use in devices.
1.3 Neuromorphic applications
As described in the previous section, spin-torque logic can be integrated into
a Silicon CMOS chip to add extra functionality such as neuromophic or cognitive
capabilities. Neuromorphic computing was first conceived by Carver Mead in the
1980s at Caltech. He sought to mimic the functioning of neurons and other parts
of the brain using analog VLSI circuits. Since the 80s, several research groups have
built neuromorphic units at the software level, or using networks of chips with o✏ine
training, using GPUs and clusters [24, 25]. Typically, these implementations use
existing digital/analog CMOS technology combined with stored weights acting as
6synapses to emulate the learning aspect of brain-like circuits. However, using existing
Von Neumann architectures imposes many constraints such as sequential execution
and latency arising from frequent memory access events. This is often described as
the Von Neumann bottleneck [26]. It slows down applications where frequent access
to memory is necessary as is the case for many neuromorphic applications.
The applications that stand to gain the most from switching to a neuromorphic
implementations include pattern / speech recognition, visual processing, classification
and prediction tasks. These applications are growing in importance and are even
implemented using software in the virtual assistants in our smart-phones.
Recently, with the discovery of several new memory-technologies such as mem-
ristors, Resistive RAMs (RRAMs), Spin transfer torque Magnetic Random Access
Memory (STT-MRAM) the memory element can be integrated into the back-end-of-
line, thus drastically reducing the latency associated with memory access. In some
new proposals, the logic device itself has a built-in non-volatile memory making them
ideal for emulating the behavior of a neuron. Such hardware implementations preserve
the inherent parallelism, error tolerance and low power-consumption associated with
the functioning of the human brain [11, 26]. To emulate the most basic functioning
of a Neuron, a device would need :
1. A Summing-unit to add incoming signals. This function is performed by the
dendrites and the axon in a neuron that tune the action potential based on
incoming signals.
2. A thresholding-unit to fire when the incoming signals add up to exceed a
threshold. This function is typically seen at the axon hillock where the neuron
generates a spike/pulse when the action potential exceeds a threshold.
3. Weighting elements to adjust the weight/strength of outgoing signals. This
function is found in the synapse of a neuron by tuning the strength of the
outgoing electrical/chemical signal based on the learning and also the incoming
pulses/spikes.
7The learning requires a training-set and the the use of a specific learning algorithm
such as back-propagation to be implemented to tune the weights of the connections
between the artificial neurons. Over the years, the fields of machine learning and
neural networks have discovered, implemented and analyzed the e ciency of di↵erent
learning algorithms. Note that there are many other features of a biological neuron
such as the spiking action, spike time dependent plasticity etc that are ignored in this
simple picture. The main goal is not to mimic the exact functioning of the brain but to
emulate the parts that make the task at hand easier. Magnets due to their intrinsic
properties lend themselves to a natural implementation of neuromorphic circuits.
The next section covers some of the basic properties of magnets and key advances
in spintronics that have made the energy-e cient manipulation of magnetization on-
chip a reality. Many of these topics are also at the heart of the spin-logic devices
that are the central focus of this work. After the brief review, these properties will
be connected back to the basic features of the neuron described in this section.
1.4 Nanomagnetism
The basic properties of magnetic materials, the relevant length scales and energy
terms are summarized in this section as they will ultimately determine how the device
dimensions need to be scaled in order to lower energy consumption and improve
performance when they are used to perform logic-operations.
A bulk magnet can be thought of as being composed of several small magnetic
dipoles or spins. Each dipole has a magnetization direction and strength. For reasons
that will described below, the magnetized body spontaneously forms domains, which
are regions over which the magnetization direction of the dipoles is spatially invariant.
From one domain to another however, the magnetization direction is not required to
be the same. Under specific conditions, for example, when a large external field is
applied, the magnet’s domains all align themselves in the direction of the magnetic
field and the whole body now has a spatially uniform magnetization.
8For the sake of simplicity, we will assume a body that is small enough that we
can treat the magnetization within the volume as a single magnetic moment or spin
represented by a single magnetization vector. The magnetic properties of such a body
are anisotropic, i.e. strongly direction dependent. Without restricting the discussion
to a single material, the following subsections will talk about the anisotropies that
are found in magnets. Each anisotropy term has a minimum energy configuration
and a penalty associated with deviations from this configuration.
1.4.1 Crystalline anisotropy
If we consider a crystalline magnet, with a cubic structure and we align the applied
field along the di↵erent crystal directions, say, [100] or [111], the coercive field2 will
depend on the actual arrangement of the atoms in the lattice. In the case of Iron (bcc),
the lowest coercive field is observed when the field is aligned in the h100i direction.
The direction which corresponds to the lowest coercive field is called the easy-axis of
the magnet. Since an applied field must do more work when it is oriented away from
the easy-axis, there is an energy associated with crystalline anisotropy.
The simplest forms of crystalline anisotropy occurs for Cobalt(hcp) and is called
a uniaxial anisotropy. The easy-axis is along the normal to the basal plane (c-axis).
Ignoring higher order terms, the uniaxial anisotropy energy can be approximated as
E = KuV sin
2✓ (1.1)
where Ku is the uniaxial anisotropy constant, V is the volume of the magnet and
✓ is the angle between the magnetization and the easy-axis direction as illustrated
in fig.1.3. The value of Ku is usually extracted from measurements. Although the
physical origin of crystalline anisotropy is known to be spin-orbit coupling, there are
no first-principles calculations that can predict the value of Ku. Other Crystalline












Fig. 1.3. Sketch of the energy landscape of an in-plane magnetized
nanomagnet if only uniaxial anisotropy is considered. ✓ is the angle
the magnetization makes with the easy-axis of the magnet, Eb is the
energy barrier at zero external field, Ku is the uniaxial anisotropy
constant and V is the volume of the magnet.
1.4.2 Zeeman Energy
The Zeeman energy is simply the energy that makes the magnetization align itself
with an applied external field. Excess work done to tilt the magnetization away from
the direction of the applied field is stored as potential energy. This energy density is
written as E =   ~Happ. ~M .
1.4.3 Shape Anisotropy
This is the most relevant anisotropy term for poly-crystalline magnets. Most of the
magnets used in our experiments are deposited either through electron-beam evapora-
tion or sputtering, which normally yields polycrystalline magnets, unless special care
is taken to use a substrate that promotes growth along a certain crystalline-direction
or annealing is performed to enhance the quality of the magnet’s crystallinity. In such
cases, the shape of the magnet can itself be a source of magnetic anisotropy that dom-
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inates the other energy terms. This arises from magneto-static energy considerations
and is sometimes called the self-energy of the magnet.
When a sample is magnetized using an external field and the field is ramped down
to zero. A demagnetization field( ~Hd) that opposes the magnetization( ~M) develops
inside the magnet. The magneto-static energy of the magnet in zero external field is
Ed =  1
2
µ0 ~Hd. ~MV (1.2)
where V is the volume and µ0 is the permeability. ~M and ~Hd are assumed to
be constant over the volume V under the macrospin approximation. ~Hd is given by
~Hd =  Nd ~M where Nd is a second-order tensor called the demagnetization tensor.
The exact form of Nd depends on the shape of the magnet. For a spherical magnetic
body the demagnetization tensor is nothing but an identity 13I. For an uniformly
magnetized prolate spheroid an analytical solution can be worked out [27]. As a rule
of thumb for thin film magnets, if the thickness is much smaller than the in-plane
dimensions, the easy-axis lies along the longer of the two in-plane dimensions.
An analytical expression of the demagnetization factors for a rectangular mag-
net of uniform magnetization is given by Aharoni in ref [28]. For rectangular thin-
film magnets with a non-uniform magnetization however, the demagnetization tensor
needs to be evaluated numerically and as the number of cells used to describe the
magnet increases, the computation becomes more intensive. Qualitatively, for a rect-
angular thin film magnet (fig.1.4) if the width is decreased, the coercive field increases.
1.4.4 Exchange energy
So far, we have considered that the magnetization over the entire volume of the
magnetic body can be represented by a single ~M . This is true only for small di-
mensions and is called the macro-spin approximation. However, for all magnets used
in our experiments it is important to consider the impact of exchange energy. The


















Fig. 1.4. (a) Top-view of an in-plane magnetized thin film magnet
illustrating the stray fields outside the volume of the and and internal
demagnetization field Hd. (b) The easy-axis is the direction in which
the coercive field is least. For a rectangular thin-film magnet this is





where Aex is the exchange constant. Exchange interaction favors a spatially-
uniform magnetization, a configuration we have been referring to as a “macro-spin”.
However, this picture is valid only for small magnets of the order of ⇡ 10nm. The
exchange length is the region over which the magnetization can be considered to be
uniform and is determined by the strength of Aex and the other anisotropy energies
used to describe the system. For small magnets, the self energy is rather small and
the exchange energy dominates the total energy and leads to what is sometimes
referred to as a single domain. But as the size of the magnet increases, the magnetic
configuration that minimizes the total energy of the magnet involves the formation
of domains to minimize the demagnetization energy and any other energy terms that
are present in the magnet and the simplifying assumption we have made so far about
uniform magnetization is no longer valid.
12
1.4.5 E↵ective field and magnetization dynamics
All the energy terms discussed so far, can be expressed in terms of an e↵ective
field. The e↵ective field, Heff in SI units is expressed as











Aexr2 ~M(~r)dV + 1
2
µ0 ~Hd. ~MV (1.5)
where Ms is the saturation magnetization of the magnet and E is the total energy
of the magnet, a sum total of all the anisotropy terms described above. The ground
state magnetization direction is determined by minimizing the total energy of the
magnet. Usually, the magnet is engineered to have two stable ground states that
denote a 1 and 0. The magnetization of such a bi-stable magnet can serve as a bit of
information that can be controlled on-chip.
The Landau-Lifshitz-Gilbert(LLG) equation describes how the magnetization evolves
under the influence of external and internal forces to settle into its ground state. The
LLG equation is written as:
M
dampingprecession
Fig. 1.5. LLG equation: The precession and damping terms are illus-
trated. The length of ~M which is equal to the saturation magnetiza-















where ~M is the magnetization vector, t is the time, ~Heff is the e↵ective field from
equation(1.4),   is the gyromagnetic ratio, ↵ is the damping factor and Ms is the
saturation magnetization. The precession term simply describes the precession of the
of ~M around ~Heff and the damping term acts as a viscous force that gently tips ~M
towards ~Heff and reduces the cone angle(see fig.1.5). Eventually ~M aligns itself in the
direction of ~Heff . Equation(1.4) does not include any thermal noise or temperature
e↵ects. For a macrospin case, the LLG equation can be solved numerically to describe
the evolution of ~M with time. The problem becomes computationally intensive if we
allow ~M to be non-uniform.
The non-uniform magnetization unfortunately cannot be ignored for most mag-
nets, even if they are only hundreds of nanometers in size. In order to describe the
dynamics in such cases a finite element approach to magnetic simulations is used. The
most commonly used tool for these micromagnetic simulations is the Object-Oriented
MicroMagnetic Framework (OOMMF) [29] developed by Dr.Michael Donahue and
Dr.Don Porter at NIST. In the micromagnetic approach, the magnet is divided into
cells. Inside each cell the magnetization is assumed to be uniform, but the magne-
tization is allowed to vary from one cell to another. The cells are coupled through
exchange interaction. All energy terms and anisotropies discussed above are general-
ized to allow spatially varying magnetization and the LLG equation is solved for the
whole magnetic body to calculate ~M(~r, t).
1.5 Key advances
In the last two decades, the fields of magnetism and spintronics have seen several
key advances that have paved the way for increasing the bit-density in magnetic-
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storage devices. Some of these advances are important when designing a logic scheme
that is centered around magnetization and the spin degree of freedom of an electron.
1.5.1 Giant and Tunneling magnetoresistance
The discovery of Giant Magnetoresistance(GMR) by Albert Fert [30] and Peter
Gru¨nberg [31] in the late 1980s has led to several technological advances in the field of
data storage and magnetic sensors. A GMR device in its Current Perpendicular-to-
Plane (CPP) form consists of a non-magnetic metal sandwiched between two ferro-
magnetic metals. Even before the discovery of the GMR e↵ect, it was known that the
conductivity of electrons in a ferromagnet was impacted by the spin of the electron.
The resistance of a GMR trilayer is a function of the relative angle between the
magnetizations of the two ferromagnets. The resistance of the device is higher for
an anti-parallel(AP) alignment of the magnetizations than for a parallel alignment.
This can be described in a simple manner using the “two-band model” illustrated in
fig.1.6. In this simplified picture, the density of states (DOS) available for conduction
depends on the spin of an electron. If the sample is magnetized along the #-direction
an exchange splitting lowers the energy of the "-spin electrons. As illustrated in
fig.1.6(a), the "-spin electrons are majority electrons with larger DOS at EF . When
the sample is magnetized in the "-direction, the #-spin electrons become the majority
electrons and have larger DOS at EF . One can show for a simple ballistic conductor
that the interface resistance associated with majority electrons (r) is lower than the
interface resistance of the minority electrons(R) [32].
In the trilayer structure illustrated in fig.1.6(b), if the "- and #-spin-states can
be approximated to be parallel conduction paths, one can construct an equivalent
resistor network for the GMR device for anti-parallel and parallel alignments. As
discussed above, if r < R, then RAP > RP .
The MR of devices with a conducting spacer layer is typically around 10 %.
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Fig. 1.6. (a) Two-band picture for a ferromagnet. The density of
states available for conduction is higher for majority electrons, i.e.
electrons that have their moment (opposite to spin for an electron)
oriented in the direction of the magnetization. (b) Schematic illus-
trating the structure of a GMR/MTJ device. The Fixed layer’s mag-
netization is pinned to always point in a particular direction. The
free-layer magnetization can be manipulated to lie either parallel or
anti-parallel to the reference / fixed layer. (c)&(d) Equivalent resistor
network for the antiparallel and parallel alignments of magnetizations
in (b).
sulted in MR values approaching almost 600%.If an insulating spacer is used, the
trilayer(magnet|insulator|magnet) device is called a Magnetic Tunnel Junction(MTJ)
and the term “Tunneling Magneto-Resistance(TMR)” is used to describe the MR.
The boost in MR in MTJs using a MgO spacer is explained using a coherent tun-
neling picture for crystalline tunnel barriers paired with the matched ferromagnetic
material [33]. Due to these high MR values, MTJ devices are ideally suited to be
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transducers that convert magnetization direction into a voltage. Such a unit is criti-
cal to most spin-logic schemes because the interfacing to the real world is still done
using charge-voltages and charge-currents.
Fig. 1.7. Tunneling magnetoresistance (TMR) : This figure is adapted
from [34]. It shows the MR values for AlOx MTJs and MgO MTJs.
The MR for devices with tunnel barriers is much higher than de-
vices with conducting spacers. Reprinted from Materials today, 9
/11, J.Zhu and C.Park, Magnetic tunnel junctions, Copyright (2006),
with permission from Elsevier
1.5.2 Spin-Transfer Torque
As discussed in the previous section, in a magnetization-based logic scheme an
MTJ device can convert magnetization to a voltage. What about manipulating the
magnetization electrically? Until the discovery of Spin-Transfer-Torque(STT), the
only way of controlling the magnetization was through Oersted fields. Magnetic fields,
due to their long-range nature, are not ideal for controlling individual magnets placed
close to each other. Jon Slonczewski [35] and Luc Berger [36] proposed that if a spin-
polarized current is passed through a nano-magnet, it would exert a torque on the
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magnetization and force it to align itself to the direction of spins in the spin-polarized
current. Ordinary current/voltage sources do not produce spin-polarized current3.
But if one could create such a current, it can be used to control the magnetization
state of a nano-magnet.
Fig. 1.8. Spin-transfer torque(a) Cartoon showing the transfer of an-
gular momentum from the spin current to the magnetization. The
“field-like” term is not shown here. (b) The STT vector and damping
vector are collinear. The STT term counters the damping term if the
spin polarized electrons flow into the magnet.
The equation(4.1) describes the magnetization dynamics when the driving force on
~M is an external magnetic-field in the presence of internal e↵ective fields. An extra
spin-torque term is added to the equation to account for the angular momentum
















(nˆs ⇥ ~M)⇥ ~M (1.7)
⌘ is the polarization that describes how much angular momentum each electron
transfers to the magnet, I is the spin-polarized current passing through the magnet
and nˆs is the unit-vector in the direction of the magnetic moment of the spins in the
3currents carried by electrons with only one spin-orientation
4ignoring field-like torque term for now
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spin-polarized current I. The STT term in equation(4.1) absorbs only the transverse
component of the angular momentum(see fig.1.8). The STT vector and damping
vector are collinear. Depending on the direction (i.e the sign) of I, the STT vector
either counters the damping of the precession or assists it. If the anti-damping STT
term is stronger than the damping term (and opposes it), the cone angle (✓) continues
to grow until ~M crosses the equatorial plane. At this point ~M relaxes to the south
pole (the other stable state of ~M). The critical current required to produce a torque
















where H is the magnetic field applied along the the easy-axis (uniaxial anisotropy
direction), Hk is the uniaxial anisotropy field,Ms/2 term is the demagnetization field.
⌘, the e ciency of the spin-transfer torque, is a function of the angle between the
spin current polarization direction and the magnetization vector. In the absence of














The KuV term is the energy barrier that provides thermal stability and prevents
random magnetization switching events due to thermal fluctuations. The other term
is the demagnetization energy encountered when the STT forces the magnetization
of an in-plane magnet out of the plane. The demagnetization energy term is usually
much larger than the KuV term. So, the critical current needed to switch a magnet
scales linearly with the the barrier height but its value is largely determined by shape-
anisotropy term which doesn’t contribute to thermal stability.
Clearly, lowering the critical current needed to flip the magnetization is impor-
tant to design a low-power switch. From equation(1.9), it is evident that for a given
magnetic material (fixed Ms, Ku), scaling the volume will lower the critical current.
However, beyond a certain volume, the energy KuV becomes smaller than 40KBT
and the magnetization becomes susceptible to thermal fluctuations. A more promis-
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ing approach, which is being pursued for magnetic storage is the use of materials with
a Perpendicular Magnetic Anisotropy(PMA) [37]. In PMA magnets, the demagne-
tization energy is lower because of a natural inclination of the magnetization to lie
out-of-plane. This reduces the demagnetization energy and allows Ic0 to be reduced




Fig. 1.9. Critical current amplitude vs pulse duration : Ic0 is given
by equation(1.8). The Ic/Ic0 vs ⌧ curve can be divided into two sepa-
rate regimes - precessional and thermally activated. Ic is the current
needed to switch the magnet at a given pulse duration ⌧ . Precessional
switching is characterized by a near linear dependence of the current
Ic on the pulse duration. As the pulse duration is decreased more
spin-current is needed to switch the magnet. Thermally activated
switching is characterized by the logarithmic dependence between the
current needed to switch the magnet and the duration of the cur-
rent pulse. Adapted from [38]. Macmillan Publishers Ltd: Nature
Nanotechnology [38], copyright (2015)
The critical current needed to switch the magnet also depends on the width of the
current pulse. The exact dependence can be broken into two regimes : precessional
switching and thermally activated switching. In the precessional switching regime, the
pulse width(⌧) scales as ⌧ / 1Ic Ic0 . As more electrons/sec impart angular momentum
to the magnet, the magnet switches faster. In the thermally-activated switching
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where ⌧0 is the inverse attempt frequency usually assumed to be ⇡ 1ns [20],
Ic0 is the critical current for pulse width of ⌧0 and Eb is the barrier height in the
absence of spin current. In order to switch at GHz frequencies, one would need to a
use current much larger than the critical current predicted by equation(1.8). In the
thermally-activated switching regime (long pulse regime), the magnet can be switched
for Ic < Ic0 due to the presence of thermal fluctuations.
1.5.3 Non-local spin transport/torque
In the previous section, we saw that a magnet could be switched using a spin
polarized current. However, we have not discussed how a spin-polarized current is
generated. A normal “charge” current flowing through a non-magnetic material has
an equal number of "-spin and #-spin electrons. The charge current I can be expressed
as the sum of I" and I#, i.e. I = I" + I#. To describe a situation in which there is an
imbalance in the population of " and # spins, a new quantity called the spin current
can be expressed as Is = I"   I#. For a normal charge current, I" = I# and hence
Is = 0.
In this section and the next, we will describe two electrical methods to create a
current with an imbalance in the number of spins i.e. a spin current. The first method
commonly used to electrically generate a spin current involves passing a charge current
across the interface between a ferromagnet(FM) and a non-magnetic(NM) metal. The
FM-NM interface acts as a spin-filter and depending on the magnetization of the FM
and the direction of current flow (FM to NM or vice-versa) a spin accumulation region
of "- or # - spins is created in the NM close to the interface. (see fig.1.10)
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Fig. 1.10. Non-local spin torque: A spin accumulation can be created
in non-magnetic(NM) channel by passing current through ferromag-
netic(FM) contacts into the NM. The spin accumulation (µ"   µ#)
di↵uses along the NM channel even in regions where the net charge
current flow is zero. This spin di↵usion current (Is) can be used to
torque a FM.
For example, if electrons flow from the FM into the metal, since the number of
majority electrons is higher than the minority electrons ( whether " or # spins are
majority electrons is controlled by changing the magnetization direction of the FM)
in the FM, close to the interface in the NM, a spin current is created. Since in the
NM, the conductivities for both spin channels are identical the spin imbalance decays
with distance from the injection interface due to spin-flip events. The decay in spin
accumulation is illustrated in fig.1.10 by bringing µ" and µ# closer5. This occurs
through spin relaxation processes which in an NM typically occur less often than
momentum relaxation processes.
The spin current generated through this filtering process di↵uses isotropically in
all directions from the source and the spin-relaxation processes make the spin-current
decay exponentially over a length scale of  sf . This spin current can be probed by
5µ" and µ# denote the electrochemical potential for "- and #- spin electrons. This assumes that the
through scattering the electrons of a particular spin are at equilibrium.
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measuring the voltage through a ferromagnetic contact placed within a spin-flip length
of the injection FM-NM interface with respect to a second ferromagnetic contact
placed even further from the injecting interface.  sf for Copper at room temperature
has been reported to be around ⇡ 300-400nm. As reported by Otani et al. [39], this
spin current can be used to torque a nanomagnet though STT mechanism described
above (although at a temperature of 10K, so that the rate of decay of the spin current
is minimized).
The term non-local spin torque is used to describe the lay-out in fig.1.10 because
there is no net charge current flow that forces the spins to flow through the blue FM.
The spin current exerts a torque by di↵using into the magnet and transferring the
transverse component of its angular momentum. An equal current also flows out of
the magnet with an average spin component collinear to the magnet. This ensures
that the magnet experiences a torque with a net zero charge current flow through it.
Semiconductors have a much larger  sf than metals.  sf for graphene, a semi-
metal, has been measured to be around ⇡5 - 10µm [40–42]. In silicon, spin-flip lengths
of 350µm at 150K have been measured using hot electron injection into an undoped
silicon [43, 44]. Despite having excellent spin-transport properties, the progress of
semiconductor spin-valves was severely hampered by low spin-polarization of a FM-
semiconductor interface due to a fundamental obstacle often called the conductivity
mismatch problem [45, 46]. The conductivity mismatch problem was remedied by
inserting a tunnel barrier between the FM and the semiconductor channel leading to
several impressive demonstrations of spin transport in semiconductors.
1.5.4 Giant spin hall e↵ect
Dyakonov and Perel [47] were the first to phenomenologically describe the spin
Hall e↵ect in the 1970s. The first experimental demonstrations in semiconductors
however, were reported only in the mid 2000s [48]. The spin Hall e↵ect is a coupling
of charge and spin currents in materials with large spin-orbit coupling. The strong
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spin-orbit coupling in these materials scatters spins in transverse direction thereby,
spatially separating spins polarized in opposite directions (see fig.1.11).
Fig. 1.11. Giant spin Hall e↵ect(GSHE): The spin-orbit coupling in
the GSHE material scatters spins polarized in opposite directions(-
/+y) to opposing(top and bottom) surfaces of the material. The
current Ic by itself has no spin imbalance. In the figure, the blue and
red spins are scattered to the top and bottom surfaces respectively.
The blue spins can be used to torque the purple magnet.
As illustrated in fig.1.11, a longitudinal charge current Ic along the the x-direction
results in an accumulation of -y-directed(blue) spins at the top surface and +y-
directed(red) spins at the bottom surface. In 2012, Dan Ralph et al [49] experimen-
tally demonstrated that the spin accumulation on the surface of a tantalum metal
strip was strong enough to torque the magnetization of a nanomagnet. They found
that the spin Hall angle(✓sh), a measure of the e ciency of charge to spin current con-
version, can be as high as 15% and 30% for  -phase tantalum and  -phase tungsten
respectively. The details of the physics behind the spin hall e↵ect are still a matter
of debate, but it remains the most e cient way to electrically generate spin currents
for logic. The spin Hall angle ✓sh is defined as the ratio of spin current density (Js) to
charge current density (Jc). From the figure we can express the ratio of spin current













So, for a fixed l decreasing the thickness of the spin hall material is expected
to increase the amount of spin current generated if the spin hall angle itself is not
impacted by the thickness scaling which is true as long as the thickness of the GSHE
material is greater than its spin di↵usion length. Hence, the  sf in the GSHE material
sets a lower bound on the thickness scaling of the spin hall material. The spin di↵usion
length in Ta is ⇡ 2nm [50].
1.6 Using magnets for neuromorphic computing
With the brief description of the key advances and concepts in nanomagnetism and
spintronics in the previous section, a clear one-to-one mapping to the basic features
of a neuron described earlier may already have become evident to the reader.
1. Summing-unit : Magnets can be controlled through the use of spin-polarized
currents. Since the currents from up-stream sources are naturally added by
simply connecting the incoming channels together, the summing aspect of a
neuron is easily implemented.
2. thresholding-unit : When the incoming spin-current exceeds a threshold, the
magnetization switches to a direction defined by the spin-current. This property
is useful to implement the thresholding aspect of a neuron.
3. Weighting elements : An implementation of the weighting elements is pos-
sible through the use of MTJ devices where the free magnet can be made to
partially switch using domain walls. [10,11] This aspect has not been discussed
yet and is beyond the scope of this thesis.
In addition to these properties, nanoscale magnets can also function as non-volatile
storage elements which saves a lot power when compared to other on-chip memories
such as DRAM, SRAM. Therefore, any logic-scheme with magnets will have an in-
built non-volatile storage which helps avoid the Von Neumann bottleneck.
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So far, we have only focussed on how magnets can be used to emulate some features
of a single neuron. The capabilities of the brain however are a result of nearly 1011
such neurons interconnected through an even greater number of synapses. In order
to mimic the operation of the brain, the magnets have to be assembled into a device
that serve as a building block for neuromorphic computing analogous to a MOSFET
device in a traditional digital logic technology.
Two such device proposals were put forth by Behtash et al. [18] and Datta et
al. [51] Models of these devices have since been used to construct neuromorphic blocks
in circuit simulations for pattern recognition, image processing, classification etc [12,
52–54]. This thesis work focuses on building a prototype spin-logic device. The
next section introduces the device-idea and describes the outline of the work done at
Purdue to realize individual modules of this device and the integration e↵ort towards
building the Charge-coupled spin logic(CSL) device.
1.7 Building spin-logic devices using magnets
Magnets have long been used as memory elements. However, the use of mag-
nets to build a logic technology imposes additional requirements. For a device to
serve as a building block of logic circuits the following characteristics are critical -
concatenability, gain, input-output isolation with negligible feedback and a basis set
of boolean operations to implement logic functions [18]. Several other requirements
such as noise immunity, fan-in and fan-out etc. also need to be met depending on the
targeted application. The following sub-sections will briefly introduce the two device
ideas, Charge-coupled Spin Logic(CSL) [51] and All-Spin Logic(ASL) [18], and link
them to the experimental work described in the rest of this thesis.
1.7.1 Charge-coupled Spin Logic
The Charge-coupled spin logic (CSL) device can be divided into three blocks as
shown in fig.1.12 :
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• Write-unit: The write-unit uses the input voltage Vin to manipulate the mag-
netization mw.
• Read-unit: The read-unit converts the magnetizationmr to a voltage Vout which
can be fed to the input of the next device.
• Read-write coupling: This unit ensures that there is negligible feedback from
the output to the input by electrically isolatingmr(read-unit) and themw(write-




Write - read coupling
read - unit
Fig. 1.12. Charge-coupled spin logic (CSL) device illustrated in a modular fashion
Fig.1.13 illustrates the structure of a CSL device. The write-unit is implemented
using a giant spin Hall metal which can torque mw into one of its two stable states.
The direction of the torque is controlled using the polarity of the input voltage Vin
(which controls the direction of current flow in the GSHE material). mw and mr are
coupled via dipolar interaction across the insulator and metal layers. If the magnets
are stacked vertically as shown in fig.1.13, they prefer to align antiparallel to each
other. And finally, the magnetization mr is translated to an output voltage by the
MTJ-based read-unit. Depending on the direction of mr, one of the fixed magnets,
illustrated with white magnetization arrows in fig.1.13, either pulls up/down the
voltage Vout to a value close to +Vdd or  Vdd. This output voltage can be fed as an
input to the next device in the chain.
In chapter 2, implementation of the write-unit of a CSL device is described. The
spin current generated by a   - tantalum thin-film through giant spin Hall e↵ect was
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Fig. 1.13. CSL device implementation using a GSHE based write-unit
and a MTJ based read-unit. The read-write coupling is implemented
via dipolar interaction between mr and mw.
used to torque the magnetization of a patterned CoFeB magnet. The measured spin
hall angle was comparable to the value reported by Liu et al [49]. However, di↵erent
from Liu et al. we found that the  -phase of sputtered tantalum persists even at film
thicknesses greater than 5-6nm. Our tantalum films were ⇡ 17 nm thick.
In chapter 3, the design of the dipolar coupling unit is described. We used a novel
Magnetic Force Microscopy(MFM) based approach to demonstrate that a vertical
dipolar coupling unit can be used to transfer information even when the two magnets
are separated by 15-20 nanometers. We also investigated how the strength of the
interaction can be maximized while preserving the directionality and minimizing the
loading e↵ect of mr on mw. The experimental observations were understood using
micromagnetic simulations and a scaling approach is proposed for ultra-thin magnets.
In chapter 4, a modified write-unit design is explored where an extra metal layer
is inserted between the GSHE metal and the write-magnet. When this interlayer is
patterned to have a larger lateral area than the magnet, it will “funnel” extra spins
into the magnet from the surface of the GSHE metal that does not lie directly under
the magnet, thereby increasing the torque per unit charge current in the device. In
this chapter, we studied spin-injection from a GSHE metal into a non-magnetic metal
with low spin-orbit coupling. Specifically, we conducted experiments to test how the
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introduction of a metallic interlayer between the magnet and the GSHE metal a↵ects
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Fig. 1.14. All-Spin Logic: When a charge current flows from Vdd to
ground, the input magnet acts as a spin filter and creates a spin ac-
cumulation region in the channel. The information is communicated
between the input and output magnets through non-local spin torque.
Adapted from [18]. Macmillan Publishers Ltd: Nature Nanotechnol-
ogy [18], copyright (2010)
Fig.1.14 illustrates an All-Spin Logic(ASL) device, proposed by Behin-Aein et
al [18]. In the ASL scheme, the information is stored in the form of magnetization
and is communicated entirely through non-local spin currents. A detailed description
of the working of the device can be found in references [55,56]. To implement such a
device, two key areas of the device need to be improved.
1) Spin polarization of the ferromagnet(FM)|non-magnetic(NM) material inter-
face: The FM|NM interface does not behave as a perfect spin-filter. In practice, the
polarization of the interface (defined as the ratio of spin current in the NM to charge
current flowing across the interface) is, at best, around 20% [39] at a temperature
of 10K. This high polarization has only been reported for injection from a metal
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FM to a metal NM. When the metal channel is replaced by a semiconductor, the
conductivity mismatch problem [45, 46] further limits the spin polarization that can
be achieved. This did not allow electrical injection and detection of spin-currents in
semiconductors for a very long time. Over the last decade, as suggested by [45, 46],
several groups have circumvented this problem by inserting a tunnel barrier with a
spin-dependent conductance at the NM|FM interface.
2) Spin transport in the channel: The spin current in the channel decays expo-
nentially with distance over a length scale called the spin-flip length ( sf ). Typically,
metals have a  sf in 200nm - 500nm range at room temperature. Semiconductors
with low atomic number, lattice inversion symmetry, non-magnetic isotopes tend to
have longer spin-flip length / spin-coherence lifetimes. In graphene for instance, a
spin-flip length of 24µm [57] has been reported recently. In highly doped silicon, spin
di↵usions lengths of ⇡ 1µm have been reported [58], in the non-local geometry at
room temperature. The longer  sf in silicon, graphene as compared to metals makes
them better spin-transport channels.
An ASL device using Copper as the channel and permalloy as the magnet was
pursued in the early years of this work. However, due to material challenges cited
above a prototype could not be built. New magnetic materials such as Heusler alloys,
semiconducting magnetic materials and channels with coherent spin-transport are
critical to a successful ASL demonstration at room temperature.
1.8 Novel materials for Beyond CMOS devices
Novel materials lie at the heart of Beyond CMOS device research. Especially with
the induction of ferroelectric, ferromagnetic, piezoelectric, low-dimensional materials
into these devices, a dedicated material-characterization e↵ort is needed to understand
the properties of these new materials.
Naturally occurring two-dimensional materials [59, 60] are one such class of ma-
terials that are currently very attractive for several beyond CMOS device proposals.
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The first naturally occurring 2D-material to be isolated, graphene, generated a lot of
interest in the field of nanotechnology [61]. However, due to the absence of a bandgap,
it could not easily serve as the channel for FET applications.
Since 2011, a new class of 2-D materials called transition metal di-chalcogenides
(TMDs) are actively being researched. These materials, like graphene, are layered
structures. Each monolayer is comprised of a plane of hexagonally arranged metal
atoms (M) bonded to two chalcogenide(X) atoms on either side of the the M-plane.
Multiple monolayers are held together by weak Van der Waal’s forces. TMDs have
several interesting properties which make them candidates for Tunnel FETs [62],
valleytronic/spintronic devices [63], flexible electronics [64]. More recently, a 2D-form
of phosphorus, called black phosphorus(BP) was rediscovered. BP has a very high
mobility (200-1000 cm2/V-s) [60, 65] and a direct bandgap. This makes it attractive
for RF applications and also opto-electronics applications due to its tunable bandgap.
Some interesting properties of these materials are summarized below -
• First, because of the absence of dangling bonds at the surface, TMDs and
black phosphorus have a higher mobility compared to ultra-thin body silicon
of similar thickness. So, they can be scaled down to the ultra-thin body limit
(for improved electrostatics) without harming the mobility. In addition, these
materials can be stacked on top of each other to easily fabricate atomically sharp
heterostrucures often called Van der Waals heterostrucures [66]. The ability to
grow heterostructures with broken gap alignment is critical to build energy-
e cient tunnel-FETs. Van der Waals heterostructures have atomically sharp
junctions both through simple stacking [66, 67] and in-plane growth [68]. In
fact, a TMD-based TFET was recently demonstrated by [69]. Although several
key questions still remain unanswered 2-D materials certainly are promising for
TFET applications.
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• Second, their mechanical-properties allow for TMDs, graphene, BP and boron-
nitride to serve as channel materials for flexible electronics. In fact several
interesting demonstrations have already been published recently. [64, 70, 71].
• Lastly, new research has shown that the band structure of TMDs opens new
avenues for exploiting new internal quantum degrees of freedom, namely valley
and spin [63]. As a consequence of the strong spin-orbit coupling coupled with
symmetry arguments, TMDs allow for high spin or valley polarization to be
created using optical excitation [72, 73]. If a high spin polarization can be
achieved electrically and transported with minimal spin-relaxation, TMDs can
solve a long-standing problem of spin current generation in spintronics.
Before, we begin to use 2D-materials to build devices it is extremely important
that we study their material properties. One critical aspect of 2D-materials is the
metal-semiconductor interface. In the early years of 2D-materials it was believed that
due to the lack of dangling bonds, surface states fermi-level pinning is absent in these
materials [74,75] leading to an “ohmic” contact if a metal with the appropriate work
function is chosen. Careful studies using temperature dependent measurements at
di↵erent gate voltages have however proven that this is not the case [76]. It has been
shown that 2D-materials form schottky contacts with strong fermi-level pinning. In
Chapter 5, we build a simple Landauer-based model that describes the current-flow
in schottky-barrier MOSFETs(SB-MOSFETs) operated in the o↵-state. The model
quantitatively captures several key features of the transfer characteristics of an SB-
MOSFET.
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2. SPIN-TORQUE SWITCHING OF A NANOMAGNET
USING GIANT SPIN HALL EFFECT
The contents of this chapter were published in [77]. ©2015, Author(s). This article
is distributed under a Creative Commons Attribution (CC BY) license.
The Giant Spin Hall E↵ect(GSHE) in metals with high spin-orbit coupling is an
e cient way to convert charge currents to spin currents, making it well-suited for
writing information into magnets in non-volatile magnetic memory as well as spin-
logic devices. We demonstrate the switching of an in-plane CoFeB magnet using a
combination of GSHE and an external magnetic field. The magnetic field dependence
of the critical current is used to estimate the spin hall angle with the help of a thermal
activation model for spin-transfer torque switching of a nanomagnet.
2.1 Introduction
Since the discovery of spin transfer torque [35,78] as a means to alter magnetiza-
tion, there has been a push to utilize nano-magnets to perform logic operations. [18,51]
These proposals utilize the inherent non-volatility of magnets to build devices that
are well-suited to performing non-Boolean computation [12,52]. The spin-switch pro-
posed by Datta et al [51] is one such device. A crucial component underlying the
spin-switch as well as other spin-logic devices is an e cient means of electrically
generating spin currents. The earliest approach to do this involves passing a charge
current from a ferromagnet into a non-magnetic material [41,79–81]. The ferromagnet
acts as a polarizer and preferentially injects spins of only one kind, creating a spin
accumulation region in the non-magnetic material. For logic operations, once the spin
current is generated it needs to propagate through a non-magnetic channel to com-
municate information between neighboring units which leads to further reduction in
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the spin current before it reaches the detector. To avoid this signal degradation and
to generate spin currents more e ciently, the Giant Spin Hall E↵ect (GSHE) in some
metals with high spin-orbit coupling [49, 82–86] and Topological insulators [87–89]
have been proposed as prime candidates to generate spin currents at room temper-
ature. In the metals showing GSHE, longitudinal charge current flowing through a
metal strip generates a transverse spin current at the surfaces of the metal strip due
to high spin-orbit coupling. This spin current can be used to torque a nano-magnet
in contact with the surface without the need for the spins to propagate over long
distances. The e ciency of the charge-to-spin conversion in this method has been
measured to be around 15-30% [49, 82] depending on the GSHE material used. Re-
cently, higher values have been reported for metals doped with impurities [83]. In
this letter, we report the experimental realization of the write-unit of the spin-switch
proposed by Datta et al [51] by demonstrating the current-induced switching of a
CoFeB nano-magnet using GSHE of a  -Ta layer.
2.2 Experimental Details
A Metal stack comprising of Ta(17) | CoFeB(2) | MgO(0.5) | CoFeB(4) | Ru+Ta
cap(14) was sputtered as a blanket film onto a thermally oxidized Silicon wafer (all
thicknesses in nm). A High-Resolution Transmission Electron Micrograph in fig.
2.1(a) shows the stack used for this study. The films were first patterned into strips
using optical lithography with an AZ1518 mask and dry etching using Argon plasma.
In this step, the sample was etched down to the SiO2, leaving strips of the sputtered
metal stack in the device region. Using electron-beam lithography, a bi-layer of HSQ
| PMMA was patterned into a hard-mask to etch elliptical Magnetic Tunnel Junction
(MTJ) pillars of dimension 400 x 200 nm2 using Argon plasma. The etching was
timed so that only the layers (Capping layer | CoFeB | MgO | CoFeB) down to the
bottom Ta layer were etched. With the hard mask in place, a 90nm thick SiOx
film was deposited and lifted-o↵ in the region directly above the MTJ using PG
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Fig. 2.1. (a) High resolution Transmission electron micrograph of the
sputter deposited stack - Ta(17) | CoFeB(2) | MgO(0.5) | CoFeB(4) |
Ru+Ta cap(14) (all thicknesses in nm) (b) XRD spectra for 5nm,10nm
and 20nm thick Tantalum films deposited using DC sputtering. The
spectra show that the Tantalum films retain the desired  -phase even
for thicker films. (c) Optical micrograph of the final device struc-
ture. Inset: false colored Scanning Electron Micrograph showing the
top view of MTJ structure (400 x 200 nm2) (d) cartoon showing the
structure of the final device. SiOx isolation layer prevents electrical
shorts between top electrode and bottom Tantalum metal. Magnet m
of the MTJ is in contact with the Tantalum GSHE layer.
35
Remover at 85 C. The deposited SiOx electrically isolates the GSHE Tantalum and
the top electrical contact to the MTJ. With an additional optical lithography step,
an electrical contact to the top of the MTJ was made using lift-o↵ of electron-beam
evaporated Ti | Au. The final structure and a 3-dimensional cartoon of the device
are shown in fig. 2.1(c, d). The final device was annealed at 300 C in an inert Argon
ambient for one hour to improve the switching characteristics of the MTJ.
In previous studies, [49,82,84] it was reported that in Tantalum and Tungsten, only
the ultra-thin (typically 6nm-8nm), high-resistive  -phase shows the GSHE needed for
charge-to-spin conversion through spin-orbit interaction. In order to confirm that the
sputter deposited tantalum used in this study has the desired phase, we studied the
crystal structure of sputter-deposited Tantalum films by using a Bruker D800 focus
X-ray powder di↵ractometer with Cu K↵1 radiation. All the peaks indexed were
assigned according to the tetragonal crystal structure of  -Ta and are verified from
the ISDD standard data for  -Ta.The XRD spectra (fig. 2.1b) show that the films
are poly-crystalline with the position of the peaks suggesting that for a reasonable
range of thicknesses, the  -phase of Tantalum can be obtained.  -Ta crystallizes in
the tetragonal phase with lattice parameters a = 10.194 A˚ c = 5.313 A˚. Using the
measured XRD spectra we performed lattice parameter calculations along the primary
di↵racted direction. Comparing the lattice constants of the standard  -Ta unit cell
with the extracted unit cell parameters for 10nm and 20nm film, we observed that
there is an in-plane lattice compression in the Ta film for thicker films. The calculated
lattice constants for 20nm and 10nm were a = 9.713 A˚, c = 5.368 A˚ and a = 9.759
A˚, c = 5.340 A˚ respectively. The crystal structure of the sputtered thin films was
also confirmed through resistivity measurements of films over a thickness range 5nm -
20nm. Nearly independent of thickness, we found that the resistivity of the films was
190 - 200 µ⌦-cm, which is characteristic of  -Ta [90]. So, we can conclude that the
Tantalum used in our structure is indeed   Tantalum.The peaks for the 5nm thick
film were too broad to show any preferred crystalline orientation. Di↵erent from
earlier reports [49, 82] that demonstrate spin switching using the Giant Spin Hall
36
E↵ect, we observe that the  -phase of Tantalum persists for thicker films. Increasing
the thickness of the Tantalum beyond the spin di↵usion length (⇡ 2nm) [50] is not
expected to contribute any additional spin current; however, thicker Tantalum may
allow integration of this technology on di↵erent substrates where roughness might not
allow the use of an ultra-thin Tantalum layer.
The measurements that are discussed below were performed on a 400 x 200nm2
MTJ pillar patterned on a 17nm thick Ta layer. The width of the Tantalum strip is
6µm. The di↵erential resistance of the MTJ pillar was measured using a standard
low frequency a.c. lock-in technique with a sense current of 1µA. The measurement
schematic is shown in figure 2.
Fig. 2.2. (a) Measurement schematic to read the resistance of the
MTJ as a function of B-field swept along the x-direction. Isense of
1µA was passed through the MTJ and the resulting voltage was read
using a lock-in amplifier. (b) Connections used to pass a 5ms current
pulse through the Tantalum strip. Current flowing in the positive
(negative) y-direction through the Tantalum strip is treated as pos-
itive (negative) polarity. Applying a negative current pulse leads to
an accumulation of spins polarized along the +x direction on the top
surface of the tantalum strip.
2.3 Electrical Measurements
Fig. 2.2(a) shows the measurement set-up for characterizing the resistance state
of the MTJ using a lock-in amplifier and fig. 2.2(b) shows the additional connections
in the set-up to toggle the magnet m using spins generated by passing a current ISH
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through the Tantalum strip. An additional current source was connected across the
Tantalum strip to pass a current pulse through it. Two separate measurements were
performed on the device. In the first measurement, the set-up in fig. 2.2(a) was
used to measure the di↵erential resistance of the MTJ as a function of magnetic field
swept in the x-direction(see Fig. 2.2). In the second measurement, a combination
of a current pulse of the correct polarity and an external magnetic field was used
to toggle the state of the magnet m. The schematic for the measurement set-up for
this write action is shown in fig. 2.2(b). We denote current flowing in the positive
(negative) y-direction through the Tantalum strip as positive (negative). As shown
in the schematic, applying a negative current pulse creates an accumulation of spins
on the surface of the tantalum polarized along the +x direction. Since the magnet,
m, is magnetized in the negative x-direction it experiences a torque due to the accu-
mulated spin. When the current ISH exceeds a threshold value, the resulting torque
aligns the magnetization of m in the direction of the spins accumulated at the m |
Tantalum interface.The resistance of the MTJ (RMTJ) can be used as an indicator
of the direction of magnetization of the magnet m with respect to M. Since we only
apply a finite duration pulse, if we bias the MTJ at a magnetic field where m has
a single, stable equilibrium state, the magnet relaxes to this state after the current
pulse is removed. To ensure that only the current pulse determines the final state of
m, the system should be biased in a B-field range where it is bi-stable i.e. it can exist
in either of two stable states depending on the history of the sample. To summarize,
the second measurement consisted of two steps - First, a current pulse was applied to
impact the magnetization of m and second, the set-up shown in Fig. 2(a) was used
to measure RMTJ and sense if m has switched due to the pulse. Both of these steps
were performed at a magnetic field where m is in a bi-stable state.
Fig.2.3(a) shows the di↵erential resistance of the MTJ as a function of magnetic
field. As the field is swept from large positive to negative fields the two magnets
switch at di↵erent external fields due to the di↵erence in their thicknesses. The
di↵erent magnetic configurations for the forward sweep and the reverse sweep are
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Fig. 2.3. (a) Major loop : Di↵erential resistance of the MTJ measured
at room temperature as a function of external B-field swept from -
25mT to +25mT and back . The states of the MTJ at di↵erent
B-fields are shown. (b) Minor loop : Resistance of the MTJ vs B-
field, with the B-field sweep starting from -25mT to 0mT and back.
In this range the magnetization of the top magnet M is not impacted.
The pink region is the bi-stable region of the magnet m. The bi-stable
region is not centered at zero because of the dipolar field (curved red
arrow) from magnet M. For P!AP switching, the dipolar field aids
the e↵ect of the external field and for AP!P switching, it counteracts
the e↵ect of the external field.
shown in fig.2.3(a). Please note that the magnetization directions in the insets of all
the figures are drawn following the x,y,z-axes illustrated in fig.2.2.The Anti-parallel
state (AP-state) has a higher resistance (RAP ) than the Parallel-state (P-state, RP ).
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As can be seen from the di↵erent configurations, both magnets can be switched at
a su ciently large external magnetic field. Also from the measured value of RMTJ ,
one can see that the Resistance-Area(RA) product is lower than the value for typical
MTJs. This low resistance is due to re-deposition of metal particles during the dry-
etch patterning of the pillar. This reduces the amount of current flowing through the
MgO barrier, which in turn reduces the Magneto-Resistance(MR) of the MTJ.
Since the goal is to switch magnet m using GSHE, the B-field sweep was restricted
to values between -25mT to 0mT and RMTJ was measured during the forward and
reverse sweep (fig. 2.3(b)). In this range, the top magnet(M ) always points in the
negative x-direction. Depending on the direction of the B-field sweep, the bottom
magnet(m) switches at a di↵erent field value. In the region between -10.5mT and
-5.5mT (shaded pink in fig. 2.3(b)), m is bi-stable, i.e. the magnet has two stable
minimum configurations separated by an energy barrier.As the external B-field is
swept from -25mT towards zero, the magnet m switches abruptly to the +x-direction.
However, when the B-field is swept back towards -25mT from zero, the MTJ enters
a meta-stable state characterized by a resistance smaller than the AP-state before
switching abruptly to the –x-direction at approximately 11mT. This meta-stable state
does not occur in the major loop for forward or reverse sweeps. For the current
induced switching due to a finite duration pulse to dictate the final state of magnet
m, one has to bias the MTJ at a magnetic field in this range; so that once the pulse
is removed, m retains its state. Ideally, the center of the hysteresis loop should be
at zero-external field. However, as is generally the case for structures without a well-
optimized synthetic anti-ferromagnet, [49,82] the magnetic stray field/dipolar field of
M o↵sets the hysteresis loop along the B-field axis. When the MTJ is in the P-state
(see fig. 2.3(b)) at a large, negative B-field, the stray field from magnet M points
along the +x direction, aiding the external field in the switching of magnet m. So, m
switches at a field µ0(Hc   Hdip), where Hc and Hdip are the intrinsic coercive field
of the m and the dipolar field on m, originating from magnet M. Similarly, starting
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from the AP-state at 0 mT, m switches at a magnetic field µ0(Hc +Hdip), because,
the dipolar field from M counters the e↵ect of the external field.
Fig. 2.4. P!AP switching: The MTJ was initialized in the P-state
at B = -9mT / -8mT / -7mT. 5ms long current pulses were passed
through the tantalum strip starting from -2MA/cm2 to -20 MA/cm2
(sweep direction given by black arrow in each frame). Cartoon in the
B = -8mT frame, shows the direction of the spin accumulation at the
Tantalum surface due to GSHE and the Oersted field created by the
charge current flowing in the -y-direction. The Oersted field and spin
accumulation from GSHE torque m in opposite directions. When B
= -7mT, switching due to GSHE from the tantalum can be seen at
JSH ⇡ -15 MA/cm2. This value of JSH is the critical current density
JC .
Fig. 2.4 shows the results of the current-induced switching. A positive (nega-
tive) current results in accumulation of spins polarized along the negative (positive)
x-direction. The MTJ was initialized in its P-state in the bi-stable region by sweeping
the magnetic field from -25mT to -9mT /-8mT/ -7mT. After a 5ms current pulse was
passed through the tantalum strip, the resistance of the MTJ was measured using
the read-circuitry. To make sure the value of the resistance was stable, RMTJ was
measured ten times after the current pulse was applied. Note that all ten measure-
ments of the resistance in fig.2.4 yielded nearly the same value (the data points lie
on top of each other at every current density value). Current pulses starting from
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-2MA/cm2 to -25MA/cm2 were passed through the tantalum at each magnetic field.
A successful switching event due to spin torque from the GSHE is expected to result
in an increase in resistance of the MTJ to the value corresponding to the AP-state at
this field (see fig.2.3(b)). P!AP switching was not observed at a bias field of -9mT
or -8mT. When the device was initialized in the P-state at -7mT, a clear increase
in RMTJ is apparent when a current pulse of JC = -15MA/cm2 is applied.The final
resistance after switching matched the resistance of the MTJ’s AP-state at this field
in fig.2.3(b). This measured resistance corresponds to the meta-stable AP-state in
the minor loop. Note that the direction of the Oersted field due to the current pulse
is expected to torque m in a direction opposite to the torque due to spins created by
the GSHE in  -Tantalum. [49, 84]. Also, self-heating can be ruled out as a probable
cause of the switching since the magnet did not switch at the same current density
range when the direction of the current flow was reversed.
Fig. 2.5. AP!P switching : The MTJ was initialized in the AP-state
at B = -7mT / -9mT / -9.5mT. 5ms long current pulses were passed
through the tantalum strip starting from 2MA/cm2 (sweep-direction
given by black arrow in each frame). Cartoon in the B = -7mT frame,
shows the direction of the spin accumulation at the Tantalum surface
due to GSHE and the Oersted field created by the charge current
flowing in the +y-direction. When B = -9.5mT, switching due to
GSHE from the tantalum can be seen at JSH ⇡16MA/cm2.
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In order to demonstrate switching from AP-state to P-state, the MTJ was ini-
tialized to its AP-state by sweeping the B-field from -25mT to 0mT and back to
-7mT. In order to switch the magnetization of m to the -x-direction and put the sys-
tem in the P-state, positive 5ms current pulses were applied starting from 2MA/cm2
to 25MA/cm2 at each of the three magnetic fields (Figure 5). After each pulse,
the resistance of the MTJ was measured ten times. For low current densities, all
ten data points of RMTJ for any given pulse amplitude were nearly identical. At
JSH ⇡ 10MA/cm2 however, the first data point (hollow square figure 5) of RMTJ was
observed to be lower than the resistance of the initial AP - state. The subsequent 9
data points (filled black circles) all showed a resistance equal to RAP . For higher pulse
amplitudes, a similar trend is evident from figure 5 but with the first data point of
the resistance approaching the resistance of the desired P state. A similar e↵ect was
observed for the B = -9mT, but no successful switching to the P state was observed.
At B= -9.5mT, all ten data points for any given pulse amplitude were identical. At
a value of JSH = JC ⇡16MA/cm2, switching to the P state was observed for B =
-9.5mT. But as higher amplitude pulses were passed through the tantalum, the MTJ
switched to the AP state and back again to the P state for the next current pulse. We
speculate that the switching from P to AP occurred due to Oersted fields, because,
the direction of the Oersted field created by a positive pulse is expected to torque
m (which is initially in the -x-direction) to point in the +x-direction. The switching
back to the P-state is again consistent with the direction expected from the GSHE in
tantalum. The back and forth switching could also be explained by the so-called back
hopping observed in MTJs [91]. In MTJs, after successful switching from an AP to
P (P to AP) state, further increasing the current beyond threshold can result in the
magnetization state hopping back to its initial AP (P) state followed by telegraph
switching between P and AP states.
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2.4 Discussion
In this section, we analyze the apparent current-induced switching from P!AP
and AP!P quantitatively. The width of the pulses used in this study lies within
the thermal activation regime of spin transfer torque (STT) switching [92,93], where
the critical current density JC is a function of the height of the thermal barrier(Eb)
separating the P and AP state and the current-pulse width (⌧) used for switching.
Using the standard model of thermally activated switching, [92,93] one can calculate











where ⌧0 = 1ns represents the reciprocal of attempt frequency [20], JC is the
current density(labelled JSH in fig.2.4 and fig.2.5) needed to observe switching of m.













where t is the thickness of the magnet, ↵ = 0.01 is the damping constant, Ms and
Hc are the saturation magnetization and the coercive field of the magnet and ⇥SH is
the spin hall angle. Both in the P!AP switching and AP!P switching cases, the
GSHE switching exhibited a B-field dependence. At B = -8mT, the center of the
bi-stable region, the external field cancels the dipolar field on m, resulting in a zero
net-external field. For a single-domain magnet with a uniaxial anisotropy, the barrier
at zero external field can be calculated using the formula E0 = MsHcV/2, where Ms
= 1.1 x 106A/m is the saturation magnetization, Hc is the coercive field and V is
the volume of the CoFeB magnet. For m initialized in the -x-direction, as the field is
swept closer to the right edge of the minor loop, the barrier for P!AP switching is








where Hext is the external field and Hc is the coercive field of the magnet after
canceling out the dipolar field. The above expression assumes that m is single-domain
and its energy is dictated only by the uniaxial anisotropy and an external field along
the easy-axis of the magnet. For the B=-7mT, when a P!AP switching was observed,
the barrier height is Eb ⇡ 0.36E0. Using this calculated value of Eb and a JC =
15MA/cm2, determined from the P!AP switching measurement, in equations (2.1)
and (2.2) we estimate a ⇥SH of 5.9%. No GSHE switching was observed for a JSH
upto 20MA/cm2 at a B-field of -8mT where the net field on magnet m is zero and
Eb ⇡ E0. Using equation (2.1), we predict that a current density of ⇡ 55MA/cm2
is needed to generate the necessary JC0 to switch the magnet m, for a barrier height
of E0. This is well outside the range of pulse amplitudes used in our measurements
and thus consistent with our experimental finding. Unlike the P!AP switching, the
AP!P switching is not abrupt, leading us to conclude that the switching may be
driven by nucleation of domains. This is why equation (2.3) cannot be used in this
context for a quantitative analysis. However we note that a very similar value of
JC = 16MA/cm2 for AP!P switching is consistent with our previous discussion.
The calculated value of the spin hall angle is lower than the one estimated in Liu et
al. [49] for a 6nm thick tantalum layer switching a 1.6nm thick CoFeB nano-magnet of
area 350 x 100nm2. The low RA product of the MTJ in our work negatively impacts
the estimated spin hall angle. The spin current needed to torque the magnet m is
generated only from the charge current flowing laterally in the Tantalum strip under
it. Due to the low RA product of the MTJ, some of this current is shunted away
from the tantalum into the MTJ and does not contribute to the GSHE. Due to the
sidewall-shorting problem described above, the charge current as it reaches the section
of the tantalum strip close to the MTJ is flowing not just in the tantalum and the
magnet m, but also through the magnet M and the capping layers. All the current
densities reported in this work have not taken this fact into account. The true current
density that is contributing to the spin current generation through GSHE is lower.
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By taking this shunting e↵ect into account the true Spin hall angle of the tantalum
is likely to be ⇡ 2 times larger than the value estimated above.
In conclusion, we have demonstrated current-induced magnetization switching of
a patterned CoFeB magnet using Giant spin hall e↵ect from a tantalum thin-film - an
important step towards building a spin-switch for logic applications. We have used
the thermal activation model of spin-torque to estimate a spin hall angle.We have
also shown that thicker tantalum films can be deposited in the  -phase and still show
GSHE.
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3. IMPACT OF SCALING ON THE DIPOLAR
COUPLING IN MAGNET | INSULATOR | MAGNET
STRUCTURES
©[2016] IEEE. Reprinted, with permission, from [Penumatcha, Ashish V., Chia-
Ching Lin, Vinh Q. Diep, Supriyo Datta, Joerg Appenzeller, and Zhihong Chen.,
Impact of Scaling on the Dipolar Coupling in Magnet–Insulator–Magnet Structures.
IEEE Transactions on Magnetics, and Jan.2016]
The ability to control the magnetization of individual nanomagnets has made pos-
sible a broad class of devices [18,51,94–96] which store and manipulate information in
the form of magnetization. For these devices to serve as building blocks for computa-
tion they must be concatenable while allowing the information to flow in a directional
manner. One scheme that has been proposed for this is the use of a dipolar coupling
unit, a vertical stack of magnet|insulator|magnet, in which the information is trans-
mitted from one magnet to the other through dipolar interaction. In this chapter, we
have used a novel Magnetic Force Microscopy(MFM) based approach to demonstrate
that a vertical dipolar coupling unit can be used to transfer information. We also in-
vestigated how the strength of the interaction can be maximized while preserving the
directionality. The experimental observations were understood using micromagnetic
simulations and a scaling approach has been proposed for ultra-thin magnets.
3.1 Introduction
The discovery of spin transfer torque [35, 36] has enabled the current induced
control of the magnetization of nanomagnetic structures and revolutionized spin-
based memory devices over the past decade. Over the past few years, there have
been several device ideas [18, 51, 94–96] that aim at using the spin of an electron as
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a variable for performing logic operations to leverage the inherent non-volatility of
magnets and also the promise of low power operation. In particular, Charge-coupled
Spin Logic(CSL) [51] couples a write-unit and a Magnetic Tunnel Junction(MTJ)
based read-unit using magnetic dipolar interaction between two vertically stacked
magnets separated by a spacer(see Fig.3.1(a)). The write-unit uses the input voltage
Vin to control the magnetization, Mˆ , of the blue magnet. The read unit converts the
magnetization, mˆ, of the red magnet to an output voltage, Vout. The two magnets
(red and blue in Fig.3.1(a)) are coupled through dipolar interaction. We refer to this
magnet|non-magnetic spacer|magnet structure as the dipolar coupling unit. This unit
helps achieve the goal of creating a self-containing logic, by electrically isolating the
read and write units and thereby allowing the logic units to be concatenated. It is
an essential feature that ensures that information flows in a directional manner while
minimizing any feedback from the read-unit to the write-unit of a logic device.
Dipolar coupling between magnets has been studied in the context of nanomag-
netic logic(NML) structures [94,95,97], and also in MTJs [98,99]. In MTJs, the aim
has been to reduce the coupling between the vertically stacked magnets separated by
ultra-thin tunneling barriers (⇡1nm). In NML circuits, a logic operation is performed
by transmitting information along a long chain of magnets through nearest neighbor
dipolar interaction. This is done most of the time in an in-plane geometry [94, 95]
and has recently been demonstrated using perpendicular magnetic anisotropy (PMA)
magnets in a 3D architecture [100]. Another recent report by Butler et al. [12]
uses multiple vertically-stacked PMA magnets to build reconfigurable magnetic logic
gates. On the other hand, the role of the dipolar coupling in our structure is limited
to achieving electrical input-output isolation within a device while allowing transfer of
information through dipolar interaction between exactly TWO magnets with in-plane
magnetization.
Our test structure is shown in Fig.3.1(b). It consists of two Permalloy magnets,
with in-plane magnetization, separated by an aluminum oxide layer. The spacer
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Fig. 3.1. (a) Schematic of a generic spin-logic device made up of a
write-unit and a read-unit coupled through dipolar interaction (b) 3-
D cartoon of the vertical magnet|insulator|magnet shown in (a). The
spacer thickness that is of interest in this work is thicker than a typical
Magnetic Tunnel Junction(MTJ). We assume that the magnets are
made of the same material permalloy and the spacer is non-magnetic.
in order to ensure the electrical isolation between the two magnets. In this work,
we aim at understanding how we can maximize the magnetic dipolar coupling in a
vertical, magnet | non-magnetic spacer | magnet structure (Fig.3.1) while simultane-
ously preserving directionality, i.e. ensuring that the top magnet is controlled by the
bottom magnet and not vice-versa, as is crucial for a logic implementation. The goal
is to allow the write-unit to control the bottom magnet’s magnetization. The dipolar
field of the bottom magnet then drives the top magnet to an antiparallel direction
with respect to the bottom magnet’s magnetization. In order to gain insight, while
avoiding the complex fabrication process of the entire CSL device, we have chosen to
study the dipolar coupling between the two magnets using a novel Magnetic Force
Microscopy(MFM) approach. We have used magnets that are thick enough to allow
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their magnetization to be sensed by a magnetic tip. The findings of our experiments
were benchmarked with Object Oriented Micro-Magnetic Framework (OOMMF) [29]
simulations. Our results provide a set of design rules and the scaling trends for any
spin-based logic device with a magnetic dipolar coupling unit.
3.2 Methods
























Fig. 3.2. (a) Schematic showing the side-view of the samples. A and
B are control magnets. The test structure A0|spacer|B0 has magnets
identical to A and B but arranged in a vertical stack to study the
dipolar coupling between A0 and B0 b)False colored SEM (top view)
- Control magnet A is identical to A0 (colored light red) and Control
magnet B is identical to B0 (colored light blue). c) The Phase signal
from the MFM scan of the kind of structures shown in (b). This
is an example of a weak dipolar coupling. Since, the magnetization
directions of both magnets A0 and B0 are identical to their respective
control magnets A and B, one can conclude that the dipolar field
between A0 and B0 is not strong enough to result in an antiparallel
configuration. d) This is an example of strong dipolar coupling. In
this case, the dipolar field from magnet B0 was strong enough to flip
the magnetization of A0 with respect to the control magnet A.
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To detect the presence of dipolar coupling in vertical magnet|insulator|magnet
stacks, we have fabricated structures as shown in Fig.3.2(a & b). First, magnets B
and B0 were patterned using standard e-beam lithography and lift-o↵ process. Next,
atomic layer deposition (ALD) was employed to deposit a layer of Al2O3 over the
sample. This layer behaves as the insulating spacer layer in our test structure. In
the final step, magnets A and A0 were patterned using lift-o↵. All magnets in our
experiments consist of electron beam evaporated permalloy. No post-annealing was
done to tailor the magnetic properties of the structure. Control magnets A and B
are placed far away from each other and from the test structure (A0 | spacer | B0)
to ensure that the in-plane stray field impact between the control magnets and the
test structures and the stray field among control magnets can be neglected. In MTJs,
the tunnel-barrier (spacer) is approximately one nanometer thick, leading to strong
interlayer exchange coupling. In our structures however, the use of a thick insulating
film of Al2O3 as the spacer layer between the magnets prevents any interlayer exchange
coupling since the strength of the coupling decays exponentially with thickness for
insulating spacers due to the evanescent nature of the exchange-mediated states. [101]
The magnetization of all magnets was first preset by a large external magnetic
field applied along the easy-axis of the magnets. The field was ramped down to zero
and the sample was taken out of the field to allow spontaneous dipole interaction to
occur. The outcome was measured by MFM under zero external magnetic field. The
phase information collected during the MFM scan is used to deduce the direction
of magnetization of a nanoscale magnet. For example, in Fig.3.2(c), the dark blue
colored regions indicate a positive phase signal and the yellow regions indicate a
negative phase signal. The magnetization of magnet A is therefore pointing along the
+x direction,i.e. the easy axis direction. On the other hand, the relative position of
the dark blue and bright yellow regions in the phase image of A0 in Fig.3.2(d) indicate
that it is magnetized in the -x direction.
The test structure A0|spacer|B0 has magnets identical to the control magnets, A
and B, but arranged in a vertical stack to study the dipolar coupling between A0 and
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B0. By comparing the final magnetization state of A0 to A, we can conclude if the
dipolar field from B0 is strong enough to dictate the final magnetization state of A0.
The two possible situations are shown in 3.2(c & d). In Fig.3.2(c), magnet A and A0
are magnetized in the direction of the preset magnetic field, which suggests that the
dipolar field from B0 was not strong enough to impact A0. In contrast, in Fig.3.2(d),
magnetization of A still follows the direction of the preset field, while magnet A0
points in the opposite direction. This is the evidence that for the structures in Fig.
3.2(d): 1) the magnetization of A0 is controlled by B0 and 2) since the magnetizations
of B and B0 remain in the direction of the preset field, the coupling is directional
(B0 ! A0).
To obtain a measurable MFM phase signal, the magnets need to be thick enough
( 8nm for Ms = 8 x 105 A/m) to exert a force on the oscillating MFM tip. However,
for spin logic devices like CSL, the thicknesses of the magnets are normally required
to be less than 2nm, which is essential for low current and low power operation.
Since the magnetization of ultra-thin magnets cannot be measured using the MFM
technique, we have used 10nm to 15nm thick magnets in this study to understand the
scaling trends of the dipolar coupling in our structures. We believe that the trends
observed here still hold true even when both magnets are approximately 2nm thick.
In order to understand the observed di↵erence between the structures in Fig.3.2(c)
and (d), we have performed OOMMF simulations of the test structure described above
since the dimensions of the magnets are too large to be considered “single-domain
particles”. In the simulation, we have treated the magnets as rectangular prisms,
ignoring the rounded corners in the fabricated structures. Within a single magnet,
the standard 6-neighbor exchange model was used with an exchange constant Aex
of 13 x 10 12J/m [29,102].Exchange coupling through the thick non-magnetic spacer
was ignored as mentioned above. Moreover, since the magnets used in the experiment
were deposited using electron-beam evaporation, they are not crystalline. Therefore,
we have not included a uniaxial-anisotropy term in the simulations. On the other



























Fig. 3.3. (a) Isolated magnet A simulated in OOMMF (b) Test struc-
ture A0 | spacer | B0 simulated in OOMMF. Magnets A’ and A have
identical dimensions, so, any di↵erence between the switching field of
A0 and A can be attributed to the dipolar field from B0 (c)Definition
of µ0 Hc in OOMMF simulations: The x-component of the magneti-
zation of the top magnet (mtopx ) is plotted as a function of the external
field applied along the x-axis for cases (a) and (b). The field is swept
from positive to negative values. The black curve(filled circles) shows
the magnetization vs. B-field of magnet A. The red curve(empty
circles) shows the magnetization vs. B-field of magnet A0. One can
see that A0 switches at a lower external field than A because it is
assisted by an additional dipolar field from B0. The di↵erence in the
switching fields of the two cases is defined as µ0 Hdipc , as explained in
the text. Note that, even though the field in the simulation is applied
along the x-axis, the magnitude of µ0 Hdipc captures the e↵ect of the
y and z components of the dipolar field from magnet B0. For this
simulation we have considered the following dimensions - A and A0 =
110x80x15nm; spacer thickness = 10nm; B0 = 300x140x10nm.
term was included explicitly in the simulations.We chose a saturation magnetization
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ofMs = 8 x 105 A/m and grid size of 5nm x 5nm x 5nm since the chosen values ofMs
and Aex result in an exchange length of approximately 5nm (lex =
p
2Aex/µ0M2s ).
First, we used OOMMF simulations to predict the switching field of magnet A
(shown in Fig.3.3(a)) . The magnet dimensions used in the simulation were 110nm
x 80nm x 15nm. An external magnetic field was swept along the easy-axis of the
magnet (x-axis) from positive to negative values.The magnetization of A as a function
of external field is plotted (filled black circles) in Fig.3.3(c). The field, µ0Hc(A), at
which the magnetization of the magnet A aligned with the external field along the
-x-direction is the intrinsic switching field of A.
We then simulated the system of two magnets shown in Fig.3.3(b) for a spacer
thickness of 10nm. The dimensions of the magnet A0 were identical to that of A.
Dimensions of magnet B0 were chosen to be 300nm x 140nm x 10nm. As shown in
Fig.3.3(b), magnet A0 was centered with respect to B0. We observed that the field at
which the magnetization of A0 in the two-magnet stack aligns itself with the field along
the negative -x-direction is smaller in magnitude than the intrinsic switching field
corresponding to the isolated configuration in Fig.3.3, i.e. | µ0Hc(A0) |<| µ0Hc(A) |.
We refer to the di↵erence between µ0Hc(A0) and µ0Hc(A) as µ0 Hdipc . This
quantity is an indicator for how the x, y and z components of the dipolar field of
B0 impact the switching field of A0. The larger µ0 Hdipc , the stronger the coupling
between the two magnets. If the shift, µ0 Hdipc , is greater than the magnitude of
the intrinsic switching field of the top magnet, | µ0Hc(A) | ,the two magnets are
antiparallel to each other when no external magnetic field is applied. The set of
magnets in Fig.3.2(d) is a good example showing that the dipolar field from the
bottom magnet is su cient to switch the top magnet, while the magnets in Fig.3.2(c)
are not strongly coupled. The dipolar field emanating from the magnets is strongly
inhomogeneous, especially near the ends of the magnets. The capability of OOMMF
to calculate the dipolar stray field and also simulate switching under spatially non-
uniform fields makes it a useful tool to analyze dipolar coupling in our structures and
to explain our experimental results.
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3.3 Results and Discussion
To achieve the directional magnetic dipolar coupling e↵ect from the bottom to the
top, it is important to 1) reduce the coercive field of the top magnet and 2) strengthen
the dipolar field generated from the bottom magnet. We first optimized the geometry
of the top magnet to reduce its coercive field. Note that, the coercive fields are
found to be smaller for wider magnets,but are almost independent of the lengths
of the magnets for magnets with large aspect ratios [28, 81, 103] . The insulating
spacer thickness was kept constant at 10nm. The dimensions were bottom magnet
= 300nm x 140nm x 10nm, top magnet = 110nm x width x 15nm. The width of
the top magnet was varied from 70 nm to 100 nm. We experimentally observed that
only for top magnets with widths equal to or greater than 80nm showed the desired
dipolar coupling. Given this set of dimensions, we pursued two scaling approaches
as discussed below to enhance the dipolar coupling from the bottom magnet to the
top magnet. OOMMF simulations were used to explain the observed experimental
results.
3.3.1 Length scaling of bottom magnet
Knowing the magnet’s length is a parameter that does not change the coercive
field of the bottom magnet, the dipolar interaction in the stacks containing bottom
magnets with lengths from 300 nm to 1200 nm are investigated using the MFM
approach described in section 3.2. A parallel state is observed in the test structure
stack when the length of the bottom magnet is equal or longer than 600nm, suggesting
that the dipolar coupling strength for a long bottom magnet is weak.
In order to understand this length trend in greater detail, we have compared
the experimental results with OOMMF simulations. The procedure used for the
simulation is described in section 3.2. The impact of scaling the length of the bottom
magnet B0 on µ0Hdipc is shown in Fig.3.4(a). As the length of magnet B
0 is increased,
while keeping the top magnet A0 centered (i.e. zero o↵set) with respect to B0, the
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impact of the dipolar field from B0 on A0 decreases. The reason for this weakening
can be understood from Fig.3.4(b). The value of the x-component of the dipolar field
emanating from magnet B0 is plotted along the x-axis at y = 0 and at a vertical
distance of 10nm from the top surface of B0. This is the dipolar field that assists the
switching of magnet A0. As the length of the magnet increases, the x-component of
the dipolar field from B0 in the region where magnet A0 is placed (pink shaded box
in Fig.3.4(b)) becomes weaker. This trend is most pronounced at x=0, the region
where the center of magnet A0 is placed. The dipolar field from B0 is independent
of its length, but strongest, at its ends along the easy axis. This strong dipolar field
however does not impact A0 in our test structure because A0 is placed away from the
ends of B0. The green region in the top left corner of Fig.3.4(a), marked AP-state,
shows the range of lengths of the bottom magnet in the experiment when an AP-state
was observed. In other words, for the dimensions where we experimentally observe a
dipolar coupled system of magnets, the shift in the switching field of A0 predicted by
OOMMF must be greater than ⇡22mT.
Note that near the x=0 region in Fig.3.4(b)), where A0 is placed, the x-component
of the dipolar field from the bottom magnet is less than 10mT even for the L=300nm
case. However, the switching field of A0 is lowered by 26mT due to the dipolar field.
This shows that considering the component of the dipolar field along the easy-axis
of A0 alone doesn’t give a true indication of the strength of the dipolar field. It is
important to also take into account the other components of the dipolar field when
estimating the strength of the coupling. The non-uniform dipolar field along the x-
axis motivates the next scaling path. To take advantage of the strong dipolar field
close to the ends of the magnet B’, the dependence of the coupling on the o↵set in
the x-direction between A0 and B0 was explored.
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Fig. 3.4. OOMMF simulations: (a) Strength of the dipolar coupling
for test structures with A0: 110nm x 80nm x 15nm; spacer : 10nm; B0:
length x 140nm x 10nm as a function of length of B0. µ0 Hdipc is the
di↵erence in the switching field of magnet A and A0. A0 is centered
with respect to B0(as shown in the inset of (a)) in this case. The
dipolar coupling between A0 and B0 is weakened as the length of B0 is
increased. The green region indicates the range of lengths of B’ in the
experiment where an AP state was observed. (b) The x-component of
the dipolar field from the bottom magnet B0 is plotted as a function of
position along the x-axis for y=0(see inset in (b)) in a plane lying on
the surface of the spacer. This is the dipolar field experienced by the
top magnet A0.The field at the center decays strongly as the length of
the magnet B0 is increased. The pink box is the portion of the x-axis
where the top magnet is placed. When B0 is made 300nm long the
dipolar field in this region is higher as compared to a 900nm long B0.
Correspondingly, we expect that the shift of the switching field of A0,
µ0 Hdipc , is higher for the 300nm case than the 900nm case as shown
in (a).
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3.3.2 O↵setting the two magnets
The dimensions of the test structure were A0 : 110nm x 80nm x 15nm, spacer :
10nm and B0: 600nm x 140nm x 10nm. This set of dimensions was used for the
structures in Fig.3.2(c), where no dipolar coupling was observed. In contrast, another
test structure with the same dimensions but A’ is o↵set to the edge of B’ showed
enhanced dipolar coupling. Strong antiparallel dipolar coupling is observed when
the o↵set from the center is equal to or larger than 180 nm(see inset in Fig.3.5 for
the definition of o↵set), which indicates that positioning the top magnet at the edge
of the bottom magnet strengthens the dipolar coupling while preserving the desired
directionality.
This observation was also confirmed from OOMMF simulations of test structures
with di↵erent o↵sets. We found that the value of µ0 Hdipc increased as the o↵set was
increased(Fig.3.5(a)). To understand the magnitude of the dipolar field originating
from the bottom magnet B0, the stray field from B0 was calculated by simulating
B0 alone at zero external field. The average x-component of the stray field over the
volume where A0 would be placed with respect to B0 in the real structure is plotted in
Fig.3.5(b) for di↵erent o↵sets. The volume averaged x-component of the dipolar field
is largest at the ends (of the easy axis) of the magnet. This qualitatively explains
our experimental observation that as A0 is moved closer to the edge of B0 the dipolar
coupling is strengthened. The green region in Fig.3.5(a) highlights the o↵set values
in our experiment when an AP-state was observed. From the simulations we can see
that successful dipolar coupling was observed when the shift in switching field of A0
is greater than ⇡22mT. This value is in agreement with the previous prediction in
the length scaling case.
Now let’s discuss the contribution from the other vector components of the dipolar
field. In device applications, when B0 is driven by an external mechanism (spin
transfer or external magnetic-field), the dipolar coupling will be strongly impacted
by the dipolar field along the y-axis and also the out-of-plane z-axis. The y- and
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Fig. 3.5. (a)Strength of the dipolar coupling as a function of x-o↵set
between A0 and B0 from OOMMF simulation. The dimensions of the
test structure were A0: 110nm x 80nm x 15nm, spacer : 10nm and B0:
600nm x 140nm x 10nm. The Inset describes the convention used to
measure the o↵set between A0 and B0. Since the dipolar-field from
B0 is strongest when A0 is placed close to the edge of the magnet B0,
µ0 Hdipc increases when A
0 is closer to the edge of B0. The green box
highlights the region where strong dipolar coupling was observed in
our experiments and A0 and B0 relaxed to an AP-state.(b) Dipolar
field from B0 when its magnetization is along the +x-axis at zero
external field. The average dipolar field over the volume of A0 is
plotted for di↵erent o↵sets between A0 and B0. When magnet A0 is
placed close to the ends of B0, where the average dipolar field due to
B0 is largest, we expect the largest shift (µ0 Hdipc ) in the switching
field of A0. as shown in (a).
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Fig. 3.6. The OOMMF simulation showing the x-component of the
magnetization of the top magnet for the scaled structure. The applied
field is swept along the x-axis from positive to negative values. The
black curve shows the magnetization of the top magnet as a function
of applied B-field when the top magnet is isolated. The switching
occurs at a field of -9mT. In the magnet|spacer|magnet structure (red
curve), the top magnet switches at an applied B-field of +5mT due
to the dipolar field from the bottom magnet.
z-components of the field become significant only when the magnetizations of A0 and
B0 move out of the easy axis during the dynamics of the switching. Therefore, the
strength of the coupling, plotted in Fig.3.4(a) and Fig.3.5(a), where the magnets are
made to switch in the presence of an external field captures all three components of
the dipolar field. On the other hand, Fig.3.4(b) and Fig.3.5(b) are calculations made
using only the component of the dipolar field that lies along the easy axis of the
magnets. They capture in a simple manner the impact of the two scaling approaches
on the strength of the dipolar field along the easy-axis. In other words, we observe
that even though the field along the easy-axis of A0 is lower than the coercive field
when the field is oriented along the easy-axis, the field along the in-plane hard-axis
makes the switching possible. This is a sign of an angle-dependent switching-field for
a single domain particle in the Stoner-Wohlfarth model combined with interaction
between the di↵erent domains [102,104–106]. This is also evident in the rounding of
the simulated switching characteristics for A0 in Fig.3.3(b).
60
For all the structures simulated in our study so far, the presence of the magnet B0
strongly impacts the switching field of magnet A0. Although the presence of magnet
B0 shifts the switching field of A0 by at least 20mT, the OOMMF simulation still
predicts a parallel configuration between magnets A0 and B0 at zero external field.
Our experiments on the other hand show that at zero field the magnetizations of
A0 and B0 are antiparallel to each other. We suspect this disagreement is due to
the incorrect prediction of the intrinsic switching field(coercive field) by OOMMF.
From our data, we observe that OOMMF tends to overestimate the coercive fields
of nano magnets because it does not take into account the edge roughness and also
the polycrystalline nature of the fabricated nano magnets. Another reason for the
overestimation of the coercive field may be that thermal fluctuations were not included
in our OOMMF simulations. However, the trends of the dipolar coupling strength,
deduced from the shift µ0 Hdipc , are clearly consistent and in good agreement with
experiment.
3.3.3 Ultra-thin magnets
Due to the limitations imposed by the sensitivity of the MFM tip, our MFM
approach could only be used to study thicker magnets. Using the trends established
in the previous sections, we have used OOMMF to study the dipolar coupling strength
for ultra-thin magnets. The simulation results for one set of dimensions are shown
in Fig.3.6. The dimensions used in Fig.3.6 are: A0 (Ms=8 x 105 A/m corresponding
to permalloy) - 80x60x2nm ; spacer - 10nm ; B0(Ms=1.2 x 106 A/m corresponding
to CoFeB) - 100x60x2nm. To maximize the dipolar coupling strength, the length of
magnet B0 is scaled down(while maintaining shape anisotropy) and A0 was o↵set along
the easy axis as discussed above. In order to further improve the dipolar field strength,
theMs for magnet B0 was increased. The strength of the dipolar coupling(µ0 Hdipc ⇡
15mT ) is weaker for ultra-thin magnets (µ0 Hdipc was ⇡ 25 - 30mT for the 10nm
thick magnets), but this is compensated by the lower intrinsic switching field of ultra-
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thin magnets compared to the thicker magnets. As the thickness of the magnets is
scaled down from 10nm to 2nm, while still maintaining the shape anisotropy (keeping
easy axis in the x-direction), the decrease in the strength of the dipolar field (from
around to 25mT to 15mT) is much lesser than the decrease in the switching field
of the individual magnets. In our previous work [81], we measured the switching
field of patterned permalloy magnets of di↵erent thicknesses. The coercive field of
the magnets changed from 20mT (depending on the lateral dimensions) for a 10nm
magnet to almost 5mT for 5nm thick magnets. Therefore, we conclude that dipolar
coupling is strong enough to couple the read- and write-unit magnets described in our
study even when the thickness of the magnets used is 2nm - a key finding to establish
the suitability of dipolar coupling for input-output isolation in spin logic devices.
3.4 Conclusion
In conclusion, magnetic dipolar coupling in vertically stacked structures has been
investigated by both experiments and simulations for the first time. The magnetic
dipolar coupling with directionality is demonstrated using a novel MFM-based ex-
perimental method. The strength of the interaction was optimized and the impact
of scaling was corroborated using micromagnetic simulations. Finally, the presence
of strong dipolar coupling was also demonstrated in aggressively scaled structures
using OOMMF, thereby establishing the suitability of dipolar coupling between nano
magnets as a means of achieving input-output isolation in spin logic devices.
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4. ROLE OF INTERFACES IN SPIN-TRANSFER FROM
THE GSHE METAL TO THE FERROMAGNET
4.1 Introduction
The Giant Spin Hall E↵ect (GSHE) [49,82,107] has emerged as the most e cient
means of electrically manipulating the magnetization of a nanoscale ferromagnet. A
charge current passing through a patterned GSHE metal creates a spin accumulation
on the surfaces of the metal strip. This spin accumulation on the surface, polarized
in the direction perpendicular to the charge current flow and surface normal (~I ⇥ nˆ),
exerts a torque on a magnet patterned on the surface of the GSHE metal strip. In
other words, a charge current flowing in the GSHE metal results in an orthogonal
spin-current absorbed by the magnet. The amount of spin-current absorbed by fer-
romagnet is the proportional to the area (lm ⇥ w) of the thin-film ferromagnet(see
figure 4.1). The spins accumulated on the surface of the GSHE metal in the area
outside the magnet do not exert any torque on its magnetization. Increasing the
length of the magnet(lm) allows the magnet to absorb more spins but it also increases
the amount of spins needed to switch its magnetization. The amount of spin angular
momentum absorbed by a ferromagnet patterned on a GSHE metal can be increased
by inserting a “funneling” layer between the patterned ferromagnet and the GSHE
metal(see figure 4.1). If the additional interfaces introduced due to the funnel layer do
not harm the spin angular momentum significantly and the spin relaxation length in
the funnel layer is longer than both the thickness and length of the funnel layer (lf ),
the e↵ective area over which the spins are absorbed by the magnet can be increased
from lm ⇥ w to lf ⇥ w.
Several funnel layers with a spin relaxation lengths ranging from 400nm in cop-
per [39] to almost microns in materials like Yttrium Iron Garnett (YIG) [108] may be
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Fig. 4.1. (a) Only the spin-current under the magnet exerts a torque
on it. (b) Schematic showing how a funnel layer placed between the
magnet and the GSHE metal strip can funnel spins from a larger area
and boost the torque on the magnet without increasing the size of the
magnet.
suitable for this purpose. However, interfaces are known to relax spin angular momen-
tum even when the junction between the non-magnetic metal and the ferromagnet is
“pristine”1. Using magnetoelectric circuit simulations Sayed et al [109] have shown
that certain combinations of materials are suitable to demonstrate this funneling pro-
posal. The simulation approach used data from spin-pumping experiments and other
spin-Hall like structures to extract the interface-conductance matrices that determine
the e ciency of the spin absorption. However, to the best of our knowledge, no re-
port has shown that spin injected from a GSHE metal into an intermediate layer can
di↵use into a magnet and flip its magnetization.
In this chapter, we show experimental results that demonstrate that the spin
current transported across GSHE metal – funnel layer interface, di↵uses across the
1abrupt interfaces without intermixing.
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funnel layer towards the funnel layer–ferromagnet(FM) interface, exerts a torque on
the magnetization of the FM and switches it.
The stack used in this study consists of Ta (seed layer) | Pt (GSHE metal) |
Cu(funnel layer) | [Co0.2Ni0.6]⇥5Co0.2 (PMA magnet) | Ta (capping layer). The exact
thickness are provided in figure 4.2. Three 3” wafers of this stack
1. without copper - control sample
2. 3nm copper
3. 6nm copper
were deposited by Prof. Andy Kent’s group at New York University using magnetron
sputtering.
Fig. 4.2. Material stack deposited on 3” wafers for this study. The
CoNi magnet was optimized to exhibit strong PMA. 3 separate wafers
were deposited to study the impact of the copper interlayer - tCu =
0(Control wafer),tCu= 3nm, tCu= 6nm
4.2 Magnetic moment measurements
The three wafers used in the study were designed to be identical in all aspects
except for the thickness of the Cu. Initial TEM images showed signs of intermixing be-
tween Ta and Pt, as well as Cu and the magnetic stack.2 The magnet was engineered
2The TEM images have not been included in this thesis.
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to have an easy-axis oriented perpendicular to the wafer surface by depositing alter-
nating layers of 0.2nm Co and 0.6nm Ni. The interfacial-anisotropy in this structure
forces the magnetization to lie perpendicular to the thin-film plane [110]. The com-
posite structure consisting of the alternating layers is treated as a single magnet with
a net moment and magnetization. The properties of the three stacks were measured
using the magnetic property measurement system(MPMS) operated in the vibrating
sample magnetometer mode(VSM). The magnetic hysteresis loops were measured for
all three samples with the field applied in the thin-fim plane and perpendicular to the
thin-film plane. The data is shown in figure 4.3.
Fig. 4.3. Magnetic moment vs magnetic field hysteresis measured
using a vibrating sample magnetometer for : (a) H-field applied per-
pendicular to the thin-film plane (b) H-field applied in the thin-film
plane. The in-plane anisotropy of the 3nm wafer is lower than both
the control and the 6nm copper wafer.
The coercive field with external-field applied perpendicular to the plane is much
lower than the field applied in the plane of the thin-film confirming that the composite
magnet has a strong perpendicular magnetic anisotropy(PMA). Also the saturation
magnetic moment per unit volume (Ms) is the same for the three wafers. However,
the three wafers also had some key di↵erences. Specifically, the in-plane anisotropy
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of the 3nm Copper samples, inferred from the saturating in-plane field, was measured
to be lower than the control and the 6nm sample. Some of this non-reproducibility
may be arising from the intermixing of Copper into the magnetic stack. in the 3nm
Cu wafer.
4.3 Electrical characterization
Since the composite magnetic stack has a strong PMA, the magnetization can be
inferred electrically by using the anomalous Hall-e↵ect(AHE). In fact, we decided to
use PMA magnets in this study so that AHE could be used to infer the magnetization
instead of the resistance of an MTJ. The three samples were patterned in the shape
of a Hall-bar using standard e-beam lithography and Argon milling. The optical
micrograph and the measurement schematic are shown in figure 4.4.
Due to the anomalous Hall-e↵ect(AHE) [111], the Hall resistance of the cross is
proportional to the z-component of the magnetization. As a result, the electrically
measured Hall-resistance can be treated as a proxy for the magnetization state of
the CoNi magnet (see figure 4.4(b)). Note that the Hall-cross has the entire stack
patterned into the same shape, the ac sense current gets distributed into the di↵erent
materials based on their individual resistivities.
The following sub-sections describe two methods
1. Spin-orbit e↵ective field measurements
2. Current-induced magnetization switching (CIMS)
that were used to measure the spin-torque exerted on the magnet due to the
current flowing in the Pt layer. Both methods rely on the AHE to electrically sense
the magnetization. In the spin-orbit e↵ective field measurements [112], the Hall-
cross shown in figure 4.4(a) was used to measure the strength of the spin-torque
(Slonczewski and field-like) in the the control, 3nm Cu and the 6nm Cu samples
separately. The amount of torque was then used to infer if the presence of the copper
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Fig. 4.4. Using anomalous Hall e↵ect(AHE) to measure magneti-
zation : (a) Optical micrograph showing a sample patterned into a
Hall-cross and then contacted with gold pads. (b) Anomalous Hall re-
sistance plotted as function of a Hz-field sweep. The Hall resistance is
proportional to the z-component of the magnetization. (c) Schematic
showing the electrical measurement connections and field sweep di-
rections. The current injected gets divided based on the resistivity of
the individual layers in the stack.
reduced the strength of the torque. In the current-induced magnetization switching
measurements, the magnetic and the copper layers were patterned and switching was
demonstrated using current pulses in the presence of an external magnetic field. The
following subsections describe these two measurement techniques.
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4.3.1 Spin-orbit e↵ective field
The current injected into a GSHEmetal strip, creates a spin current on the surfaces
of the strip. The spin-current polarized in the nˆs direction (refer figure 4.5)exerts spin-
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The Slonczewski and field-like torques created by the current J flowing through
the GSHE metal correspond to the third and fourth terms of the R.H.S in the LLG
equation (equation 4.1) which describes the dynamics of ~M in the presence of internal
and external torques. One could also describe the torque exerted on the magnets by
the current J using two e↵ective fields :
• Longitudinal e↵ective field  HL / ( ~M ⇥ nˆs)
• Transverse e↵ective field  HT / (nˆs)
The Slonczewski(Field-like) torque on the magnet is given by a vector product
of the magentization and the longitudinal(transverse) e↵ective field : ~M ⇥  HL(T ).
These spin-orbit e↵ective-fields were measured using vector measurements [112] on the
Hall-crosses. In this measurement, the magnet shaped into a Hall-cross was excited
by an ac-current source at a frequency !. Due to AHE, the magnetization response
to the ac-excitation results in a Hall-voltage. The in-phase component of the first
harmonic(V!) and quadrature-component of the second harmonic(V2!) of the Hall-
voltage were measured using a lock-in amplifier. The Hall-resistances R! = V!/Iac
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and R2! = V2!/Iac (where Iac is the rms value of the ac excitation) were measured as
a function of an external-field (see figure 4.5) swept along
1. the transverse(HT ) direction
2. the longitudinal(HL) direction
Fig. 4.5. Spin-orbit e↵ective fields schematic: The ac current flowing
in the GSHE Pt strip generates a spin-current that exerts a torque on
the magnetization M . The torque can be decomposed into two com-
ponents - the Slonczewski torque(Tsl) and the field like torque(Tsl).
These spin-orbit related torques can be represented as e↵ective fields
along the longitudinal( HL) and transverse HT ) directions of the
Hall-cross.
The resulting R! vs. HL(T ) and R2! vs. HL(T ) curves are shown in figure 4.6. For
a given excitation current amplitude, using the equations from [112], both  HL and
 HT can be calculated from the data.
 HL(T ) =  2@R2!/@HL(T )@2R!/@H2L(T )
(4.2)
Since the curvature of R! vs HL(T ) is only a function of the magnet’s properties
and magnetization state (Mz = ±1), the magnitude and sign of the  HL(T ) depends
on the slope of the R2! vs. HL(T ). The above measurements were performed on
Hall-crosses with identical lateral dimensions having tCu = 0, 3nm and 6nm.
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Fig. 4.6. The excitation ac current is applied with a frequency of
!. Representative (a) !-component (b) 2!-component of the Hall-
resistance as a function of magnetic field applied in the longitudinal
direction(HL). Representative (c) !-component (d) 2!-component
of the Hall-resistance as a function of magnetic field applied in the
transverse direction(HT ). In all four panels ((a)-(d)), the experimen-
tal data is plotted using open circles. The solid lines are quadratic
and linear fits to the R! and R2!. The data is labelled with the rms
value of the excitation current used.
The data showing how the spin-orbit fields vary with excitation current for the
three wafers is presented in figure 4.7. The sign of the longitudinal e↵ective field
depends on whether Mz = ±1 ( since  HL / M ⇥ nˆs). This is shown in figure 4.7









Fig. 4.7. Summary of the (a) HL vs. Iac and (b) HT vs. Iac for
control, tCu=3nm, tCu=6nm wafers. Iac is the current estimated to
flow through the platinum taking the resistivity values of the di↵er-
ent films in the Hall-cross.The sign of the longitudinal e↵ective-field
depends on the magnetization direction(+z/ z).It is clear that even
in the presence of a copper intelayer, the magnet experiences a torque
originating form the GSHE in platinum. The accuracy of the spin
Hall angles quoted here depends strongly on the resistivity numbers
in table 4.1. As described in the text, the resistivity numbers have
note taken into account the intermixing between the di↵erent layers
of the stack.
whereMs is the saturation magnetization per unit volume, tmag is the thickness of
the magnetic layer and Jac is the current density in the GSHE metal strip. The x-axis
of the plots in figure 4.7 is the rms value of the ac current estimated to flow through
the platinum. To estimate the portion of the total current flowing through Pt, the
resistivity values of the di↵erent materials (summarized in table 4.1) were used. The
resistivity values were calculated from the measured resistances of patterned films
that were thinned down to di↵erent depths by etching. The resistance of a multiple-
layer stack such as Pt-CoNi was assumed to be the sum of parallel resistances of
the Pt layer and the composite CoNi layer. Once the resistivity values of Pt and
CoNi films were extracted from the control wafer, since the same recipe was used to
72
deposit these films in the 3nm Cu and 6nm Cu wafers, they were treated as known
constants when extracting the resistance of the Cu layers in the 3nm and 6nm Cu
wafers. Some of these assumptions are called into question because of the intermixing
between di↵erent layers. Initial TEM images as well as EDS line scans of the stacks
show that there is variation in the degree of intermixing from one wafer to the next
even though same recipe was used to deposit the common layers in all three wafers.
Table 4.1.
Resistivity of materials in the stack used in this study: The values
are estimated from the Hall-Cross patterned with di↵erent copper
thickness and samples etched to contain only the platinum layer in
Hall geometry. Deviations from the expected resistivity of Pt and Cu
are attributed to strong intermixing seen in initial TEM images.





From the data in figure 4.7 it is clear that even in the presence of the interlayer
copper, a torque, originating from the GSHE in the platinum strip, is exerted on the
composite CoNi magnet. Usually, only the longitudinal e↵ective-field is used to calcu-
late the spin Hall angle of the GSHE layer responsible for the spin-torque. However,
in our measurements we observed that the transverse e↵ective-field is stronger than
the longitudinal one. A similar trend was also observed in [114]. A recent report [115]
has shown that the strength of the field-like torque in a Ta-CoFeB-MgO PMA stack
is sensitive to the FM-oxide interface which is responsible for the strength of PMA.
Since our magnets do not have this FM-oxide interface, it would be interesting to
probe the origin of the field-like torque in our system using temperature dependent
measurements.
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Fig. 4.8. Extracting the in-plane anisotropy from the curvature of the
R! vs. HL(T ). The in-plane anisotropy is inversely proportional to
the curvature of the R! vs. HL(T ).
4.3.2 Evaluating in-plane anisotropy from Hall-resistance measurements
Usually, the magnetic properties of a stack are very sensitive to the under-layers.
We observed from our VSMmeasurements (see figure 4.3) that the in-plane anisotropy
of the CoNi stack deposited on the 3nm Cu is lower than the control wafer and the
6nm Cu wafer.
From figures 4.6 (a) and (c) we observed that for a given sample the second
derivative of R! is independent of the excitation current. The curvature of R! vs.
HL(T ) is a function of the in-plane anisotropy and the initial magnetization state(Mz =
±1) [112] . This can be used as a measure of the magnets in-plane anisotropy. The











where  RAHE is the di↵erence in Hall-resistance of the states Mz = +1 and
Mz =  1, Hk,eff is the in-plane anisotropy.
The Hk,eff was extracted from measured data for all the samples of the three
wafers. The data is summarized in the table 4.2. We observed that the trend in the
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in-plane anisotropy extracted from the Hall-measurements is supported by the VSM
data in figure 4.3(b). This is expected to have an impact on the amount of current
needed to switch the magnetization in the following section.
Table 4.2.
Summary of magnetic parameters. The Ms was extracted from VSM
measurements and electrical measurements are used to extract the
in-plane anisotropy.
Sample Ms[emu/cc] Hk,eff [Oe]
Control 600 3200 ± 615
3nm Cu 600 1730 ± 260
6nm Cu 600 2400 ± 215
4.3.3 Current induced switching of patterned magnet
In this section, the current-induced magnetization switching (CIMS) of patterned
magnets is discussed. Since the CoNi magnets have a strong PMA and the spin-
current is polarized along the width of the GSHE layer, the torque can only align the
magnet such that Mz = 0(as long as the current is flowing in the GSHE layer). Once
the current is turned o↵, the magnet relaxes back to one of its two minimum energy
states, Mz = ±1, with equal probability. In, order to make the CIMS deterministic,
an in-plane magnetic field directed along the current flow direction needs to be applied
to break the symmetry [116].
CIMS in a control wafer
The Control wafer stack was patterned first into a Hall cross and the CoNi magnet
was then patterned into a single circular dot (see figure 4.9(a)). The dot was made
small to avoid the formation of partial-switched domains during the CIMS. Note
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that the critical current-density needed to switch the magnet is independent of its
cross-sectional area.The measurement connections are illustrated in figure 4.9(b). The
Hall-resistance was measured as a function of a z-directed external magnetic field in
the PPMS using a standard ac lock-in technique. Since the Hall-resistance of this
structure is dominated by the AHE, the magnetization can be inferred from the Hall-
resistance, although the AHE becomes weaker as the magnet’s diameter is made small
in comparison with the width of the voltage legs of the Hall cross. The normalized
Hall-resistance as a function of a Hz-field in figure 4.9(c) shows abrupt switching at
the coercive-field of the patterned magnet.
Fig. 4.9. (a)False-colored SEM of Hall-cross with a patterned CoNi
magnet (Scale bar is shown in the inset). (b) Measurement schematic
illustrating the external magnetic-field direction and electrical con-
nections (c) Hall-resistance vs Hz field for the patterned magnet.
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As described above, to switch the magnetization using current pulses a magnetic
field directed along the y-direction is necessary to break the symmetry. The CIMS
measurements were performed using the Lakeshore in-plane probe station after ini-
tializing the sample magnetization in the z-direction using a permanent magnet. The
CIMS measurement procedure comprised of the following steps. All three steps are
performed at a constant Hy.
1. Read magnetization: the Hall-resistance was measured using an ac excitation
current to read the magnetization state.
2. Write-pulse to switch magnetization: The ac excitation current is turned o↵
and a current pulse is applied with a pulse width = 5ms and a pulse amplitude
= I.
3. Read magnetization: the Hall-resistance was measured and plotted.
These three steps were repeated to generate a hysteresis plot of resistance vs. pulse
amplitude for a single Hy field. The field was then stepped and the read/write
sequence was repeated. The resulting data is shown in figures 4.10 (a) and (b). Note
that the sense of rotation of the hysteresis curves changes based on sign of the applied
magnetic field. The critical current at which the magnetization switches from Mz =
+1 to -1 or vice-versa is plotted as a function of the external in-plane field (see figure
4.10(c). One can see that the critical current decreases as the magnitude of the
external Hy field is increased, as is expected.
CIMS in a 3nm Cu wafer
The 3nm Cu wafer was patterned into the shape shown in figure 4.11(a) and (b).
The main di↵erence between the device fabricated from the control wafer and this
wafer is that there are multiple magnets patterned on the Hall-cross. Since the amount
of current flowing through the CoNi magnet is lower in the 3nm Cu device (due to a
parallel copper shunt path) the AHE is weaker. In order to increase the strength of
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Fig. 4.10. Current induced magnetization switching of the patterned
PMA magnet using 5ms long current pulses in the presence of a
(a)postive external-Hy field (b) negative external-Hy-field. The Hy
field is needed to break the symmetry and allow the in-plane torque
to switch a PMAmagnet. Note that the sense of the current-hysteresis
loop changes with the sign of the external field. (c) Plot showing how
the critical current needed to switch the magnet decreases as the mag-
nitude of the external field increases. For the non-abrupt switching
events the critical current is defined as the current when the normal-
ized hall resistance changes sign. The currents in these plots do not
account for shunting in the region under the magnet.
the e↵ect and have a significant resistance di↵erence between Mz = +1 and Mz =  1
states, multiple identical magnets were patterned. The magnetic hysteresis loop for
an out-of-plane field is plotted in figure 4.11. The small plateau in the anomalous
hall resistance arises from a small di↵erence in the coercive field of the magnetic dots.
Note that the coercive field is approximately the same as figure 4.9(c).
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Fig. 4.11. (a)False-colored SEM of Hall-cross with a patterned CoNi
magnet with 3nm copper underneath (Scale bar is shown in the inset).
Multiple magnets were patterned to increase the magnitude of the
anomalous Hall-voltage. (b) Measurement schematic illustrating the
external magnetic-field direction and electrical connections. Note that
the copper was etched into the same shape as the CoNi magnet. (c)
Hall-resistance vs Hz field for the patterned magnet. The steps in
the normalized Hall-resistance indicate that all the magnets do not
switch at the same Hz field
Using the same procedure as the CIMS measurements in the control sample, we
were able to switch the magnetization of the the samples from the 3nm Cu wafer with
current pulses. The only di↵erence was that the pulse width was reduced to 50µs to
avoid burning out of samples during the write-step. The easy “burning-out” of the
devices after the introduction of the copper interlayer may be a result of degradation
of the copper quality due to intermixing. All the features of the switching, the sense-
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of-rotation of the hysteresis, the current amplitude needed for switching(Ic) were
nearly identical to the control wafer sample discussed in the earlier section. The data
is plotted in figure 4.12. The critical current as a function of magnetic field is shown
in figure 4.12(c) using the red data points.
Fig. 4.12. Current induced magnetization switching of the patterned
PMA magnet using 50µs long current pulses in the presence of a
(a)positive external-Hy field (b) negative external-Hy-field. The Hy
field is needed to break the symmetry and allow the in-plane torque to
switch a PMA magnet. Note that the sense of the current-hysteresis
loop changes with the sign of the external field. (c) Plot showing
how the critical current needed to switch the magnet decreases as
the magnitude of the external field increases. The blue data points
belong to the control sample from figure 4.10 and the red data points
represent the 3nm Cu data. For the non-abrupt switching events the
critical current is defined as the current when the normalized hall
resistance changes sign. None of the currents account for shunting
under the magnet.
The critical current is similar (if not lower) when compared to the blue data points
from the control wafer sample. To make a fair comparison however, one would need
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to adjust for the fact that part of this current is shunted by the additional 3nm Cu
between the magnet and the GSHE-Pt strip. Even in the control sample case, the
magnet itself contributes to the shunting. The shunted portion of the current in
copper and the magnet does not exert any torque on the magnet. This assumption
may have to be more thoroughly tested for samples with a copper interlayer. It is
plausible that the intermixing of layers could have created a Cu-based alloy which
can exhibit a spin-Hall behavior.
4.4 Discussion and future work
We have demonstrated that the copper inter-layer does not destroy the spin-
current created by GSHE in the Pt strip. First, we used the in-plane magnetic
field sweeps to characterize the spin-orbit e↵ective-fields generated by the GSHE
in platinum. We found that the spin-Hall angle is not significantly altered by the
presence of the copper interlayer. However, an accurate measurement of the spin-Hall
angle would require a more thorough estimate of the current flowing in the Pt-GSHE
layer. Second, we were able to switch patterned magnets using current-pulses both
in samples made from the control and the 3nm Cu wafers.
Fig. 4.13. Critical current density vs Hy corrected for shunting. The
blue points represents the data from the control wafer and the red
points represent the data from the 3nm Cu wafer.
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The currents adjusted for the estimated shunting are shown in figure 4.13. The
critical currents in the sample with a 3nm copper interlayer are almost half of the
critical currents measured in the control sample. The shunting is estimated by as-
suming that the extra copper layer is a lumped-resistor in parallel to the platinum
(resistivity values taken from table 4.1). The e↵ect of device-to-device and wafer-to-
wafer variation were ignored when estimating the resistivity values in table 4.1. The
exact contribution of the shunting requires the use of a distributed model with an
accurate description of the interface resistance between the materials. Also, since we
noticed signs of intermixing between the di↵erent layers, we would have to
1. ensure that the resistivity of the common (Pt, CoNi) layers are measured inde-
pendently in the di↵erent wafers. This is necessary because we observed that
the intermixing was not uniform across the di↵erent wafers.
2. ensure that the resistivity variation within a wafer is small so that the current
distribution can be assumed to be constant for all samples within a wafer.
Note that the copper layer is patterned into the same size as the CoNi magnet.
So, the reduction in the critical current cannot arise from any funneling of extra
spin current from a region outside of the area under the magnet. We believe that
the decrease of the Jc can be explained from our earlier observation that the CoNi
magnet in a 3nm Cu wafer has a lower in-plane anisotropy compared to the control
wafer. Since the measurements were performed in the presence of an in-plane external
field (Hy) the lower in-plane anisotropy is very likely to be responsible for the lower
critical-currents. Once again, a correction to the shunting factor may also change the
conclusion about how much the presence of copper a↵ects the spin current absorbed
by the ferromagnet.
One key conclusion from this work is that the interfaces do not disturb the spin-
angular momentum generated by the GSHE material. However, on a microscopic scale
they may alter the exact details of the spin absorption by the magnet by changing the
spin-mixing conductances. Another important takeaway is that a funneling layer such
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as copper can shunt away a significant portion of the current thereby lowering the
overall boost expected from the funneling action. In this regard, initial measurements
on the 6nm Cu3, as a result of its lower resistivity, shunts most of the current away
from the platinum strip making the demonstration of CIMS in the 6nm Cu more
challenging. A much larger terminal-current (without considering the shunting) would
be required to ensure that enough spin-current is generated through spin-Hall e↵ect
in platinum. From initial TEM results as well as EDS line scans the quality of the Cu
layer in the 6nm Cu wafer was found to be better than the Cu layer in the 3nm Cu
wafer. This may explain the stronger spin-orbit fields measured using the harmonic
measurements. Experiments are being performed to demonstrate CIMS in the 6nm
Cu wafer.
4.5 Future directions
To avoid the shunting problem, a good solution would be to insert a material that
is electrically insulating while still capable of communicating the spin information
from the GSHE metal to the magnetic layer(PSC) [109]. The copper funnel layer
can then be sandwiched between the magnet and the electrical insulator to serve as a
funnel-layer to improve the amount of spin-current absorbed (figure 4.14). Examples
of PSCs that exhibit both electrical insulating and spin conducting behavior are :
1. Nickel oxide (NiO) is a weak anti-ferromagnet which is electrically insulating4
[117, 118]. Our collaborators at NYU have also studied spin transport through
NiO to GSHE layer by using spin pumping and inverse spin Hall e↵ect.
2. Yttrium Iron Garnet (YIG) is an insulating ferrimagnet that can transmit spin-
information through magnons over several microns [108]. If YIG is used as
the insulating layer, one would need to take two additional e↵ects into account
when designing the structure. First, since the YIG layer is behaving as an
3not included in this thesis
4at low electric fields. At large enough electric fields, NiO is known to show set/reset behavior often
associated with RRAMs.
83
Fig. 4.14. Using a Pure spin conductor to prevent shunting: The
Pure spin conductor layer should be electrically insulating (to prevent
current shunting away from the GSHE metal) while still conducting
spin-currents via, for example, magnons. The spin-current injected
into the funnel layer from the PSC is then absorbed by the magnet.
interconnect and transferring the spin information through magnons, the dipolar
coupling needs to be minimized by increasing the lateral-area of YIG film in
comparison to the read-unit ferromagnet. Secondly, initial reports [108] have
shown that the YIG transmits the component of the spins in the direction of
its magnetization. So, the magnetization direction of the YIG would have to be
stabilized to maximize the transmission of the spin-information.
So far, the combination of the PSC and funnel layer has only been considered as
a means to boost the spin current absorbed by the ferromagnet through funneling.
However, the PSC can also serve as a read-write isolation layer in the CSL device,
without having to rely on dipolar coupling between two magnets discussed in the
introduction section. A simplified version of the alternate layout using the PSC is
illustrated in figure 4.15. In the initial CSL structure, dipolar interaction between
mr and mw across the metal–insulator stack was used to achieve read–write isolation.
As described in chapter 3, this requires some careful engineering along with stray-
field cancellation from the fixed-magnet(Mfix). In the newly proposed device using
a PSC, the magnet mw is replaced by a pure spin conductor which provides the
electrical isolation between the read and the write units simply because the material
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Fig. 4.15. New CSL design using the insulating magnet to isolate the
read and write units.
is an electrical insulator. The spin-information is communicated through long-range
magnons which excite spin currents in the metallic layer under the read-unit magnet.
The spin-current controls the free magnet which modulates the resistance of the
MTJ. More experiments are needed to establish the working of this newly proposed
structure.
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5. ANALYZING BLACK PHOSPHORUS TRANSISTORS
USING AN ANALYTIC SCHOTTKY BARRIER MOSFET
MODEL
The contents of this chapter were published in [119]. ©2015, Penumatcha, Ashish
V and Salazar, Ramon B and Appenzeller, Joerg. This article is distributed under a
Creative Commons Attribution (CC BY) license.
Due to the di culties associated with substitutional doping of low-dimensional
nano-materials, most field-e↵ect transistors built from carbon-nanotubes, 2D-crystals
and other low-dimensional channels are Schottky-barrier MOSFETs (SB-MOSFETs).
The transmission through a SB-MOSFET is dominated by the gate-dependent trans-
mission through the Schottky barriers at the metal-to-channel interfaces. This makes
the use of conventional transistor models highly inappropriate and has lead researchers
in the past frequently to extract incorrect intrinsic properties, e.g. mobility, for many
novel nano-materials. In this chapter, we propose a simple modeling approach to
quantitatively describe the transfer characteristics of SB-MOSFETs from ultra-thin
body materials accurately in the device o↵-state. In particular, after validating the
model through the analysis of a set of ultra-thin silicon FET data, we have success-
fully applied our approach to extract Schottky barrier heights for electrons and holes
in black phosphorus devices for a large range of body thicknesses.
5.1 Introduction
Since the first carbon nanotube (CNT) transistors were built and characterized in
1998 [120, 121] and found to behave as Schottky barrier metal-oxide-semiconductor
field-e↵ect transistors (SB-MOSFETs) in 2002 [122,123] many more ultra-thin body
devices have been explored. Whether in the case of ultra-thin silicon slab struc-
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tures [124], silicon nanowires [125], III-V nanowires [126] or more recently transition
metal di-chalcogenides (TMDs) [74, 76, 127], all of these exploratory three-terminal
devices with metallic source and drain contacts and a channel that is gated from
the source-to-channel to the drain-to-channel interface showed a variety of charac-
teristics that are common for SB-MOSFETs. Di↵erent from conventional MOS-
FETs, SB-MOSFETs show for example inverse subthreshold slopes dlog(Ids)dVgs larger
than 60mV/dec at room-temperature close to the threshold voltage Vth 1 for finite
oxide thicknesses even if the depletion capacitance is zero and interface trap ca-
pacitances can be ignored [128] and so-called ambipolar device characteristics, i.e.
electron transport for positive gate voltages and hole transport for negative gate volt-
ages [129]. Using conventional MOSFET models to analyze data from SB-MOSFETs
often leads to incorrect conclusions about the channel material. In an SB-MOSFET,
for example, calculating mobilities using the transconductance(gm) underestimates
the mobility, since gm is limited by the gate-voltage dependent contact resistance of
the Schottky barrier. Hence, it is important to first understand the contact properties
before extracting intrinsic properties of the channel. The temptation is to correlate
linear Ids  Vds in the low Vds region of the output characteristic with the presence of
“ohmic” contacts. However, linear, rather than exponential, Ids   Vds characteristics
are frequently found in ultra-thin body SB-MOSFETs as a consequence of substan-
tial tunneling through the source and drain Schottky barriers. In the o↵-state of
the device, scattering in the channel is negligible and the shape of the characteris-
tic is dictated mainly by the line-up of the metal Fermi-level with the bands of the
semiconductor in the channel. As we will describe in this work, the o↵-state transfer
characteristics provide a window into contact properties of SB-MOSFETs that cannot
be easily extracted otherwise.
Because of the wealth of material and interface properties that can be extracted
from the electrical characteristics of a SB-MOSFET, we recently discussed in a number
1The threshold voltage for electron or hole injection (Vth,n, Vth,p) is the gate voltage that determines
the transition between the FET o↵-state, where the current exponentially depends on gate voltage
and the on-state that frequently is characterized by a power law dependence of current Ids on Vgs.
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of independent publications how identifying the current at threshold , flatband, or at
the minimum current point of the Ids   Vgs characteristics can be used to determine
the band gap (Eg) involved in current transport as well as the actual Schottky barrier
heights ( nsb,  
p
sb) for electron and hole injection, respectively [76,127]. In all of these
cases, we have used either the ratio of the current levels at di↵erent points in the
transfer curve or the actual values of the currents at individual points. One drawback
of this technique is the uncertainty associated with identifying these individual points
at which the current values need to be compared. Also depending on the exact nature
of the Ids   Vgs characteristics, the extraction method has to be modified. Ideally,
rather than evaluating distinct current levels of the device, the entire o↵-state device
characteristics should be described by our Schottky barrier model. Here we use for
the first time a full implementation of the previously only partly discussed analytical
SB-MOSFET model for ultra-thin body channel materials, describing the device o↵-
state as a function of both, gate and drain voltage coherently. In particular, it is
shown that the proposed analytical model can quantitatively explain SB-MOSFET
device characteristics with high accuracy for many low-dimensional channel materials
without the need to resort to developing new models every time a novel nano-material
is discovered.
In this article, we first describe the details of the Schottky barrier MOSFET model
and validate it by extracting the Schottky barrier heights for a silicon SB-MOSFET.
We then apply the model to a newly rediscovered 2D material - black phosphorus, to
extract critical material and interface properties.
5.2 Schottky barrier FET model
A Schottky barrier MOSFET consists of a semiconducting channel contacted by
metal-source/drain electrodes along with a gate terminal that modulates the potential
of the channel. The doped source / drain regions, which form a p-n junction with
the channel material, in conventional transistors are replaced with metal contacts.
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One consequence of this change in the structure of the device is that the n or p-
nature of the MOSFET is dictated by the line-up of the source/drain metal Fermi-
level to the semiconductor bands rather than the doping type of the channel. One
may expect that a line-up of the metal Fermi-level close to the valence/conduction
band results in a unipolar p/n FET. However, the ultra-thin body nature of materials
typically used for SB-MOSFETs makes the characteristic length scale   [125,130] over
which band bending occurs at the metal-to-semiconductor interfaces rather small.
The  , which defines the shape of bands at the metal-semiconductor interface, for
devices with bulk semiconductor channels is controlled by the doping level of the
channel. Increasing the doping of the semiconductor reduces the depletion width and
allows the electrons to tunnel through the barrier with a higher probability. In an
ultra-thin body device however, the body thickness is much less than the depletion
width. Hence,   is now defined by the body thickness i.e.   =
p
(✏body/✏ox)toxtbody.
When the semiconductor channel thickness is only a few nanometers, the tunneling
probability through both electron and hole barriers becomes large and this gives rise
to ambipolar transfer characteristics. In the ideal limit of   ! 0, the shape of the
transfer characteristic becomes independent of the line-up between the metal Fermi-
level and the semiconductor bandgap. Evidence for the change in the  -dependence
can be found in particular by comparing the scaling behavior of SB devices and
conventional devices and has been discussed by us for TMD FETs in the context of
the tbody-impact, i.e. TMD flake thickness. [131].
If we assume a metal line-up close to the valence band ( psb = 0.3eV and  
n
sb =
0.7eV , see fig.5.1(b)-(i), the p-branch/hole-current of the transfer characteristics is
higher than the n-branch/electron current. An example of the expected Ids   Vgs at
room temperature for such a line-up is plotted using open black circles in fig.5.1(a)
. The total current Ids can be decomposed into two branches : Ihole(shown in blue
in fig.5.1(a)) and Ielectron(shown in red in fig.5.1(b)). Key points in the transfer char-
acteristic have been labelled (i)-(iv) to highlight the di↵erent regions in each branch.
The Ihole branch can be broken up into two separate regions, the thermal region and
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the tunneling region, separated by a transition point called the flatband voltage. The
band diagram at flatband voltage(Vfb,S) for Ihole is shown in fig.5.1(b)-(iii). As is
evident from fig.5.1(b)-(iii), at this gate voltage the bands on the semiconductor side
of the metal - source interface side are flat.
(1)Hole thermal region (Vgs > Vfb,S, fig.5.1(b)-(iv)) : In this region, Ihole is a
pure thermionic emission current over the barrier defined by the valence band in the
channel region. As the valence band in the channel is lowered by applying a higher
positive Vgs the barrier becomes larger and the current decreases exponentially. The
ideal inverse sub-threshold slope of the Ids Vgs in this region, when the interface trap
and depletion capacitances are both zero, is ⇡ 60mV/decade at room temperature.
(2)Hole tunneling region (Vgs < Vfb,S, fig.5.1(b)-(i)) : In this region, Ihole is a
combination of thermionic emission and tunneling currents. The barrier for thermal
emission of holes is now fixed at  psb and the thermionic component no longer increases
exponentially with decreasing gate voltage. The tunneling component on the other
hand increases because the tunneling barrier becomes thinner as the gate voltage
is made more negative. The sum of these two components exhibits an inverse sub-
threshold slope defined by the tunneling probability. [125].
All of these features of a SB-MOSFET can be accurately captured in a simple
Landauer picture [132], because, scattering is not significant in the o↵-state. Instead,
the transmission, T (E), through the device is dominated by the Schottky barriers at
the source and drain [see appendix C]. Also, the channel potential can be modulated
linearly with gate voltage if we assume that the interface trap capacitance is approx-
imately constant across the band gap. The current per unit width, Ids, through the











2m⇤h(Ev(Vgs)  E), where Ev > E, represents the number of
modes per unit width in the 2D channel, gv is the valley degeneracy andm⇤h is the hole
90
e↵ective mass. T(E) is the net transmission through the source and drain Schottky
barriers and f is the Fermi-Dirac function. Vds is the drain-source voltage that drives
current flow in the device and Ev is the valence band edge in the gate-controlled2
channel region of the SB-MOSFET. In our model, we assumed the barriers to be
triangular in shape, with a base-width of  (see fig.5.1(b)) at any gate voltage. We
then used a semi-classical WKB approximation to calculate the tunneling probability
(Ts and Td) of the source and drain junctions separately.3 The transmission, T(E),
through the device was calculated as T = TsTd1 RsRd [133] where, Rs(d) = 1  Ts(d). The
gate voltage moves the flat-portion of the channel region up/down and the shape of
the barrier at the source and drain changes accordingly(see fig.5.1(b)). Thus, the
applied gate voltage determines the channel potential which changes the available
modes M(Ev   E) in the channel and also the transmission through the source and
drain tunneling barriers.
For a triangular shaped barrier, the probability of tunneling through the forbid-














2m⇤h(E   Ev(x)) (5.2b)
where xm (at the metal-semiconductor(M-S) junction) and x0 (x at which E = Ev)
are the positions of two classical turning points at energy E, Ev(x) is the position
dependent valence band energy maximum,m⇤h is the e↵ective mass of the valence band
and E is the energy of interest. At each gate voltage, the energy integral in equation
2By the term gate controlled, we are referring to the flat portion of the channel. The entire region
in between the contacts is gated, but the band position in the flat region is not impacted by the
barrier height or the drain voltage under any gate and drain bias conditions.
3For large Vds values, the field at the source and drain Schottky barriers is di↵erent. We still assume
that the voltage drop across the channel is negligible compared to the drop across the metal-to-
semiconductor Schottky junctions.
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(5.1) was evaluated to calculate the current in the valence band. The Ids   Vgs for
the hole branch at a fixed negative Vds is plotted using a blue line in fig.5.1(a).
For a negative Vds voltage, electrons from the drain to the source through the
conduction band also contribute to the total current(as shown in fig.5.1(b) with red
arrows). The electron contributions to the total current can be analyzed in an identi-
cal fashion to the hole-current described above. The red line in fig.5.1(a) shows how
Ielectron varies with gate voltage. As discussed for Ihole, we can divide Ielectron into two
regions.The region between (i) and (ii) corresponds to the thermal branch and between
(ii) and (iv) corresponds to the tunneling branch. (ii) is the flatband voltage(Vfb,D)
for the electron branch. Because of the assumptions we have made about the voltage
drop being negligible in the channel, we can write Vfb,D   Vfb,S ⇡ Vds. The region
between (i) and (ii) exhibits a 60mV/dec inverse sub-threshold slope at room temper-
ature. Similar to the hole branch the slope in the region between flatband and (iv)
is proportional to the tunneling probability. Note in particular that in the example
shown in fig.5.1, the hole current is independent of Vds, while the electron current
varies exponentially with drain voltage.
In summary, for the  nsb and  
p
sb values chosen here, in the total current, Ids, one
can identify the thermal branch of Ihole and the tunneling branches of Ielectron and
Ihole. The entire Ids   Vgs curve can be described by the Schottky barrier heights,
 nsb and  
p
sb for a given geometric screening length ( ), Vds and e↵ective masses in
the conduction and valence band. The current level on the far p-side(region between
(i) to (iii)), is proportional to exp( q psb/kBT ). At the minimum current point, the
current for an asymmetric line-up described above is the sum of a thermionic emission
current through the valence band and the combination of thermionic and tunneling
current through the conduction band. The current level to the right of the minimum
point is approximately proportional to exp( q nsb/kBT ). In addition to the barrier
height  nsb, the current level is also impacted by the Vds value. The slope of the section
of the transfer curve to the right of the minimum point(see fig.5.1(a)) is a function of
the tunneling probability through the drain barrier.
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Fig. 5.1. (a) Plot of the calculated transfer characteristic of an SB-
MOSFET for Vds =  50mV with  psb = 0.3,  nsb = 0.7eV . The total
current, Ids (open circles) is the sum of Ielectron and Ihole, plotted in
red and blue respectively. Key Vgs points on the transfer curve are
labelled (i) - (iv), with the representative band diagrams drawn in
(b). (b) At each Vgs point labelled (i)-(iv), Ihole(blue arrows) and
Ielectron(red arrows) are each made up of either thermionic emission
current(thermal region) or a combination of tunneling current and
thermionic emission current(tunneling region). (ii) and (iii) are the
flat band voltages Vfb,D and Vfb,S, respectively.
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Given a measured Ids   Vgs data set of a Schottky-barrier FET, we can fit to
the data using  nsb and  
p
sb as input parameters to the SB-MOSFET model. Other
input parameters to the model include the geometric screening length  , the e↵ective
mass and the applied Vds - all of which are typically known experimental/theoretical
parameters. The fit allows us to estimate the individual Schottky barrier heights and
the bandgap (Eg =  nsb +  
p
sb) from the o↵-state Ids   Vgs data i.e. any current data
between the threshold voltages of the device.
The threshold voltages (Vth,n and Vth,p) are the gate voltages at which the tunneling
through the  psb for holes and  
n
sb for electrons makes the barriers almost transparent.
Beyond threshold, the number of carriers injected into the channel becomes large
enough that to simulate the device behavior, one needs to solve the Poisson’s equation
self-consistently with an accurate transport model which includes scattering in the
channel. The o↵-state of the device is the gate voltage range between Vth,n and Vth,p
where transmission through the barriers is small. In this gate voltage range, one can
neglect scattering in the channel without making a significant error in the overall
estimated current value.
For an ultra-thin body device biased in the o↵-state, the semiconductor capaci-
tance, CQ is ⇡ 0 and CD ⇡ 0. The body factor can be written as   = 1+Cit/Cox [134].
The presence of the interface trap capacitance makes the sub-threshold slope in a real
device deviate from its ideal slope. In order to fit the experimental data, we assume
that Cit is constant as mentioned before and simply rescale the Vgs-axis by  . The
curves are also o↵set along the x-axis to account for Vth shifts from device to de-
vice which are a result of unintentional doping, surface-adsorption of charged species
and hysteresis in the measured transfer characteristics. 4Using this approach, the
following sections focus on the validation of our model and the extraction of rele-
vant material parameters.The re-scaling of the Vgs axis is the only additional fitting
parameter besides  nsb and  
p





4All these e↵ects only result in a rigid x-shift of the transfer characteristic of a ultra-thin body
device.
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5.2.1 Validating the model
Because silicon is one of the most well understood semiconductors, we will use the
model described above to first fit the measured Ids Vgs of an ultra thin body silicon
SB-MOSFET from Knoch et al [124]. The geometric screening length was calculated
from the device dimensions to be approximately 15nm. The e↵ective mass [135] for
electrons and holes was taken to be 0.2 and 0.35 5. For  nsb = 0.7 and  
p
sb = 0.32, we
observe excellent agreement between our SB-MOSFET model and the experimental
data set (see fig.5.2) over the entire o↵-state. Note that the value of  nsb is slightly
larger than quoted by Knoch et al [124]. The validity of the SB-MOSFET model
is further demonstrated by fitting to experimental data for di↵erent Vds. Note that
the same parameters were used to fit transfer curves for all three Vds-values. The
calculated curve was truncated at a gate-voltage point where we believe that barriers
become transparent enough that one can no longer justify the o↵-state assumption.
As is evident from fig.5.2, increasing Vds to more negative values does not change
the hole current (before the threshold voltage is reached) but the electron current
increases exponentially.
In an electrostatically well-behaved device, applying a certain Vds does not change
the shape or height of the barrier at the source. Therefore, we do not expect to
observe an exponential change in the Ids. However, for SB-MOSFETs, the shape of
the barrier on the drain-side is impacted by the drain voltage. In our example in
fig.5.1, since Ielectron is the tunneling current through the drain-side electron Schottky
barrier, it is expected to increase exponentially if the tunneling probability through
this barrier increases. If we assume perfect gate control of the channel potential, Vds
drops entirely across the drain junction. This implies that our model cannot predict
any DIBL, since ideal electrostatics are assumed. The more negative the applied Vds,
the thinner the barrier on the drain side becomes(inset in fig.5.2). Alternatively, one
5The e↵ective mass used for holes is a combination of the light hole and heavy hole masses(0.16 and
0.49). Since the barrier for holes is much smaller than the barrier for electrons, the results of the fit
in fig.5.2 are not very strongly dependent on the exact value of the e↵ective mass used for tunneling.
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could say that, for negative Vds values, Vfb,D occurs earlier, at more negative Vgs-
values. This means that the current at point (iv) in fig.5.1(a) is expected to increase
with Vds.
Fig. 5.2. Transfer characteristic of a silicon SB-MOSFET with Lch =
2µm, tox = 3nm, tSi = 25nm from Knoch et al. [124]. Experimental
data are plotted in red, blue and green open circles. The fits to the
di↵erent Vds curves using our SB-MOSFET model are plotted using
solid lines of the corresponding color. The same  psb and  
n
sb where
used to fit all three Ids Vgs curves for di↵erent Vds values. The inset
shows the band bending situation for di↵erent Vds-voltages at a fixed
Vgs.
In summary, the o↵-state characteristics of an ultra-thin body silicon SB-MOSFET
are successfully described, without any fitting parameters, for a wide range of gate
and drain voltages within a straight forward analytical model. It is quite interesting
that a model which treats the SB-MOSFET as two “gateable” Schottky-barrier diodes
connected back-to-back, neglecting all inelastic scattering events in the channel, can
accurately describe the o↵-state current through the device. However, as evidenced
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by the quality of the fits to the experimental data, our SB-MOSFET model can not
only describe qualitatively the shape of the transfer characteristic, it can also quanti-
tatively describe the Ids Vgs in the o↵-state along with the Vds dependence for small
voltages. With this framework in place, we are in a position to evaluate the electrical
characteristics of newer low-dimensional materials.
5.3 Black phosphorus SB MOSFETs
Black phosphorus(BP) is a newly rediscovered, 2D-material with several unique
properties. It is a layered material with each layer consisting of phosphorus atoms
arranged in a puckered structure with strong in-plane anisotropic properties that
have sparked several ideas for thermoelectric [65, 136], optoelectronic [60, 137] and
spintronic devices [138]. Its high mobility and moderate bandgap(in the bulk form)
also makes it attractive for RF applications [59, 139, 140]. Several DFT calculations
have pointed out the fact that the band gap is a strong function of layer number
but the predicted band gap varies depending on the functional used for the DFT
calculations. In this section, we have used our SB-MOSFET model to extract band
gap and Schottky barrier information from measured data of BP SB-MOSFETs of
di↵erent body thicknesses.
BP thin-films were isolated from a bulk piece of single-crystal black phosphorus
purchased from smart elements (purity 99.998%) using mechanical exfoliation and
transferred onto a 20nm thermally grown SiO 2 on highly doped silicon. Standard
electron beam lithography was used to pattern permalloy (Ni81Fe19) source-drain
contacts on BP thin-films of di↵erent thicknesses. Care was taken to ensure that
the substrate with the BP flakes was immediately coated with resist and processed
within a few hours and loaded into a vacuum chamber to prevent any degradation
of the BP flakes. [141, 142] The electrical measurements of the devices were carried
out in a vacuum chamber at a pressure of ⇡5e-5 Torr. Using the same approach,
some SB-MOSFET devices were also made with palladium contacts for comparison.
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After the electrical measurements, the flake thickness of the devices was measured
using an Atomic Force Microscope(AFM) operated in the tapping mode. When the
height of a flake is measured with respect to the substrate using tapping mode AFM,
it has been reported [143] that the thickness variations of the order of 0.5nm-1nm
are common. Also, since the AFM scan was recorded after the entire fabrication and
measurement, additional adsorbates may be present on the surface of the BP-flake.
Taking into account these uncertainties in the thickness measurements, a generous
error bar of 1nm is assumed.
Fig.5.3(d) shows representative output characteristics of one of our BP devices.
The high hole on-current (maximum measured current) in the range of several hun-
dreds of µA/µm suggests that the permalloy Fermi-level lines up close to the valence
band edge of BP. The actual values of the on-currents are expected to be a strong
function of layer thickness due to an interplay of scattering from the substrate and
the interlayer resistance [76]. Note that the apparent linear Ids   Vds for small Vds
is NOT evidence of the absence of Schottky barriers.The sub-threshold slopes and
the threshold voltages are subject to device-to-device variations. The source of these
variations is still an active area of research for CNTs and other low dimensional chan-
nel materials [144, 145]. For this reason, the curves in fig.5.3(c) are o↵set along the
x-axis to allow for a comparison of device characteristics for di↵erent tbody. From
fig.5.3(c), it is apparent that there is a trend in the minimum current for di↵erent
body thicknesses i.e. Imin (see fig.5.1) is increasing with increasing body thickness.
As will be discussed below, this trend is mainly a result of the changing band gap
and Schottky barrier heights as a function of BP body thickness.
Next, we use our SB-MOSFET model described above to extract the Schottky
barrier heights,  nsb and  
p
sb, for the permalloy and palladium contacted BP SB-
MOSFETs. The Schottky barrier height extracted from the permalloy devices for dif-
ferent layer thicknesses can guide more detailed experiments that probe spin-injection
and transport in black-phosphorus. In addition, the sum of  nsb and  
p
sb allows us to
determine the bandgap of BP at di↵erent body thicknesses.
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Fig. 5.3. (a) False colored SEM image of a black phosphorus(BP)
SB-MOSFET with permalloy contacts. All devices were fabricated
in a back-gated geometry with thermally grown 20nm thick SiO2 as
the gate oxide.(b) Representative AFM image of a BP flake and a
line-scan used to determine the flake thickness (c) Transfer charac-
teristics at Vds =  50mV for SB-MOSFETs with permalloy contacts
on BP for di↵erent flake thicknesses(tbody). Note that device-to-device
variations occasionally result in “outlier” devices which are included
in our analysis.(see also fig.5.4(b) & 5.4(c)). (d) Room temperature
output characteristic of a 8nm thick BP SB-MOSFET with permalloy
contacts.
5.4 Results and discussion
For the analysis of the permalloy and palladium contacted BP SB-MOSFET data,
the voltage axis of the transfer characteristics of the BP SB-MOSFETs was re-scaled
by a constant factor as described for the silicon SB-MOSFET case. The data was then
fit using the model to extract  nsb and  
p
sb separately for permalloy and palladium
contacts. The fits for a few selected flake thicknesses are shown in fig.5.4(a). The
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only other input parameters to the model were the e↵ective masses, m⇤e = 0.15 and




sb were the only two free parameters used
to fit to the experimental data. For this simulation the characteristic length scale  
was assumed to be ⇡ ptoxtbody [127]. The extracted barrier heights for permalloy(blue
and red open circles) and palladium (blue and red filled triangles) are plotted in
fig.5.4(b). Similar to other reports [147–149] in literature for metal contacts to BP,
we find that the Fermi-level of the metal is pinned close to the valence band of
BP irrespective of whether palladium or permalloy is used as the contact metal. Our
results show in particular that, in terms of Schottky barrier height, permalloy behaves
rather similar to palladium, a large work function metal.
Using our model we extract, in particular, a barrier height of ⇡ 120meV for a
12nm thick flake with permalloy contacts. This value is in agreement with the 110
meV barrier height measured by Anugrah et al [150] using the standard Arrhenius
technique [76, 151]. Because our SB-MOSFET model allows easy access to Schottky
barrier heights, we are able to analyze how the barrier height changes for the di↵erent
body thicknesses without having to perform low-temperature measurements for each
device. It is also worth noting that the standard Arrhenius technique can be used
to measure only one of the Schottky barrier heights, while our SB-MOSFET model
provides both the electron and hole Schottky barrier heights from a single data set.
The reader might wonder at this point why the above analysis did not take into
account the anisotropic transport conditions in BP since it is a well known fact that
the band structure of BP is a strong function of layer thickness and crystallographic
direction [146]. In particular, the e↵ective mass in the zigzag direction is heavier
by a factor of 6-8 when compared to the armchair direction. Moreover, the band
structure also changes as a function of layer thickness. Please note in this context
that all the data analyzed in this study were obtained from BP flakes thicker than
4nm and that DFT simulations [146, 152] show that the e↵ective masses, of both
electrons and holes, do not change significantly as the number of layers increases
beyond 2-3. Regarding the anisotropic transport in BP, our wide channels are key
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to understanding the use of low e↵ective masses for electrons and holes. For a wide
device, charged carriers impinging on the metal-to-semiconductor interface with a
random distribution of momenta will be preferably transmitted for small e↵ective
masses since the current will flow along the least resistive path from the contacts into
the channel. Thus, it is expected that the lower of the two (armchair and zigzag)
e↵ective masses dominates the tunneling process. Moreover, the Schottky barrier
height extracted from our model is rather robust to uncertainty in the e↵ective mass
value as discussed in appendix C.
For a device with the same contact metal at the drain and the source, we can
sum  psb and  
n
sb in fig.5.4(b) to estimate the band gap for each flake thickness.
The extracted band gap vs. flake thickness(filled circles and triangles) is plotted
in fig.5.4(c). The band gap decreases with increasing flake thickness which is in
qualitative agreement with DFT calculations in literature [146]. First reports of
DFT calculations of monolayer black phosphorus within the PBE, HSE functionals
predicted a band gap (⇡ 0.9 -1.5 eV for monolayer BP) [146, 155]. On the other
hand, for 4nm thick flakes we extract a bandgap of Eg ⇡0.95eV, suggesting that the
monolayer band gap should be much higher than the aforementioned DFT values.
Tran et al. [152] showed that the GW-DFT calculations results in a band gap of around
2eV for monolayer black phosphorus. The rather large self-energy correction, which
led Tran et al. to conclude that the band gap is higher than the first DFT calculations,
is expected to be especially important for BP due to the quasi-1D nature of the bands
which is a result of the strong anisotropy in the BP band structure [147, 148]. The
red dashed line(fig.5.4(c)) is a power law fit of the bandgap vs. flake thickness from
Tran’s DFT calculations. The bandgap for a monolayer black phosphorus was also
experimentally determined ([A] in fig.5.4(c)) by Liang et al [153] using a Scanning
Tunneling Microscope(STM). Moreover, photoluminescence measurements(PL) [154]
performed on 1.6nm thick black phosphorus flakes showed a peak of at ⇡ 1.6eV([B]
in fig.5.4(c)). In general, PL measurements measure an optical gap that is expected
to be lower than the band gap by the exciton binding energy, which can be significant
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Fig. 5.4. (a) Plots showing fits to the experimental data(open cir-
cles) using our SB-MOSFET model. The x-axis of the experimental
Ids   Vgs data was rescaled to account for the e↵ect of Cit as dis-
cussed in the text. (b) The extracted Schottky barriers for di↵erent
flake thicknesses of BP. Open circles (blue and red) represent SB-
MOSFETs with permalloy contacts. Filled triangles(blue and red)
represent SB-MOSFETs with palladium contacts. The y-error bar
captures the uncertainty in the measured transfer characteristic of a
single device due to commonly observed hysteresis e↵ects, charging
of the substrate etc. It also captures the uncertainty associated with
the fit. The x-error bar captures the error in the AFM thickness mea-
surement(see text)(c) Plot of band gap vs flake thickness. Eg was
calculated as the sum of the electron and hole Schottky barriers from
(b). Our data is in excellent agreement with a power law fit from DFT
simulations reported by Tran et al [152]. Green squares [A] [153] and
[B] [154] are experimental data from the literature.
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in low-dimensional systems. This implies that the data point [B] underestimates the
transport gap in an intrinsic BP-flake, in line with the expectation that the true band
gap of thin BP flakes is larger than initially predicted by earlier DFT calculations. 6
Note that in both of these reports, [153,154] the exfoliation and transfer of black
phosphorus flakes was performed in an inert environment. Fig.5.3(c) also contains
the “outlier” data mentioned before. For example, one can see that the minimum
current for this 8nm device is higher than for the 9nm device. Fig.5.4(b) and (c) also
reveal that the spread in the extracted  psb,  
n
sb and Eg at a particular flake thickness
is larger than the individual y-error bar for each data point. The accuracy of the
extracted value of the Schottky barriers and the band gap at a given flake thickness
is limited by the device-to-device variations in the fabricated SB-MOSFETs rather
than the model itself.
The extracted band gaps presented in this work span a flake thickness range of
4nm-12nm and are a strong validation of the power-law fit from DFT calculations
by Tran et al [152]. However for the same layer thicknesses, Das et al [149] reported
smaller band gaps (⇡ 0.55 eV for a 4nm thick flake ) than those predicted by our
work as well as other experimental results([A] and [B]) plotted in fig.5.4(c). Likely,
our more complete approach that describes the transfer curve over the entire o↵-state
rather than exploiting individual current-levels is responsible for the more accurate
data analysis presented here.
In all of the above device characteristics, barriers larger than 3-4kBT and  -values
above 10nm determined the injection properties. When analyzing transfer character-
istics of a SB-MOSFET where the Schottky barriers are transparent, the kink that we
observe at VFB when transitioning form the thermal to the tunneling branch becomes
less apparent, making it challenging to interpret the data unambiguously.
6Our claim that the optical gap in BP is lower than the electrical band gap by the excitonic binding
energy assumes that our material is intrinsic. In the presence of additional impurities (donor and
acceptor levels), other e↵ects may even result in an over-estimation of the band gap measured using
PL. At this stage, there are no detailed reports about such e↵ects in BP.
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5.5 Extending the model
Lastly, we would like to provide the reader with an important modification of the
above model that becomes relevant for the extraction of Schottky barriers for tall,
asymmetric Fermi-level line-ups. The fact that thin layers of black phosphorus are
susceptible to degradation in ambient atmosphere [141,142] has made electrical char-
acterization of mono-,bi- and other ultra-thin layers extremely challenging. For these
flake thicknesses, the Schottky barrier height is expected to increase if the trends in
fig.5.4(c) can be extrapolated to thin flakes. We believe that the tunneling probability
through these tall barriers is likely underestimated by the WKB approximation which
makes use of a single e↵ective mass through the whole band gap. To model the drain
current in an ultra thin body SB-FET using the Landauer approach, until now we
have employed the semi-classical WKB approximation for a triangular barrier. The
mass used to calculate the tunneling probability is just the e↵ective mass of the elec-
tron(hole) for tunneling into the conduction(valence) band (equation (5.2b)). (E)(
is the imaginary part of the wave vector k) for a parabolic band for an energy E in
the bandgap is plotted in fig5.5(a)(black line) for a semiconductor with Eg=1.5eV
and m⇤e = 0.15 and m
⇤
h = 0.14.
For an accurate description of tunneling through the forbidden region, one needs
to consider the complex band structure which in general involves both conduction
and valence branches in the complex plane [156–158]. This is routinely done in band-
to-band tunneling and leads to a “reduced e↵ective mass” under the assumption that
both conduction and valence bands are parabolic. However, close to the branching
point(Eb) the bands are elliptic in shape and this can lead to a further increase in
the tunneling probability. Guan et al. [158] made the observation that the elliptic
nature of the complex bandstructure can be analytically approximated for common
semiconductors, especially for direct semiconductors, in a straightforward manner.
This analytical approximation of (E) from Guan et al [158] is plotted (red and
blue) in fig.5.5(a). Close to the conduction(valence) band edge, the parabolic (E)
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Fig. 5.5. (a) Complex band structure (E) for Ev < E < Ec. The
parabolic approximation is valid only close to the band edges. The
elliptic (E) is parabolic near the band edges with the e↵ective mass of




complex band becomes non-parabolic. (b) Band bending situation for
a triangular barrier at a metal - semiconductor junction. The blue and
red lines are stitched together according to the elliptic approximation
in fig(a). The open circle depicts the position of the branching point
in the E  plane. The position of Eb in the E x plane is shown using
a dashed line. (c) Simulated Ids V gs curve for elliptic and parabolic
(E) for specific metal line-up. For tall Schottky barriers, the more
commonly employed parabolic (E) can severely underestimate the
tunneling current.
with appropriate e↵ective mass is an accurate description of the complex bands.7
Therefore, for energies close to the band edges (like the cases considered so far) the
tunneling probability can be captured accurately using the parabolic approximation.
Close to the branching point Eb however, the non-parabolicity of the bands becomes
7The implicit assumption in using the elliptic (E) is that the complex band structure of the
semiconductor is not impacted by the presence of the metal at the interface. Also, we are dealing
with a direct band-gap semiconductor where the conservation of the real part of k is already satisfied
and the complex band structure can be approximated at the   point in the Brillouin zone.
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important and the tunneling probability is underestimated by the parabolic (E)
because the action-integral overestimates the area bounded by (E) and the energy
axis if the parabolic approximation is used (see fig.5.5(a)). In the case of a triangular
barrier at the metal-semiconductor junction(refer fig.5.5(b)), for energy E1, where the
tunneling trajectory is close to the conduction band edge, the tunneling probability
calculated from the elliptic and parabolic (E) are identical. However, for E2, the
electron path is close to the branching point (Eb(x)) for a significant portion of the
tunneling process. This is approximately the scenario for thin BP flakes where the
tunneling barrier on the n-side is larger than 1eV. Using the elliptical (E) in our
SB-MOSFET model, we calculate the Ids   Vgs at Vds =  0.5V for a band gap of
1.5 eV,  psb = 1.2eV , m
⇤
h = 0.14 and m
⇤
e = 0.15. The comparison between the
parabolic and elliptical (E) are plotted in fig.5.5(c). As expected, the tunneling
branch for the holes is not impacted since  psb is small. The biggest change is seen in
the tunneling branch of the electron current. In other words, if one would analyze the
minimum current level Imin using a simple parabolic (E) WKB approximation, one
would extract a much smaller band gap since Imin is severely underestimated. To the
best of our knowledge, this is the first time that the non-parabolicity of the complex
bands has been applied to Schottky barriers and discussed in the context of device
applications.
5.6 Conclusion
In conclusion, a novel general analytic model that quantitatively describes the
o↵-state transfer characteristics of SB-MOSFETs using Landauer’s formalism has
been proposed, validated, and used to extract critical properties of multi-layer black
phosphorus devices. Through a detailed comparison of experimental gate and drain
voltage dependent data of an ultra-thin body silicon FET with the model, it is shown
that, with the Schottky barrier heights for electron and hole injection as the only
free parameters, excellent agreement between our analytical description and the mea-
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surement can be achieved. Moreover, applying our approach to extract the Schottky
barrier heights for multi-layer black phosphorus devices and evaluating the corre-
sponding dependence of band gap energy on flake thickness confirmed predictions
from DFT calculations which include self-energy corrections as a critical distinguish-
ing part. Last, as an extension of the simple model, we also proposed the use of
elliptic complex bands for calculating tunneling currents through tall Schottky barri-
ers, an aspect that to the best of our knowledge has not been considered previously.
Based on our detailed analysis we expect that the analytical model presented here is
applicable to a wide range of 2D materials making it a useful tool to gather critical
insights into the properties of novel nano-materials and a platform for future compact
modeling e↵orts.
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6. SUMMARY AND FUTURE DIRECTIONS
In summary, this work has taken important steps towards the realization of a pro-
totype spin-logic device. As was argued in the introduction, such a spin-logic device
can function as a building block for neuromorphic computing. The individual mod-
ules of a CSL device – a GSHE write-unit, an MTJ and read-write coupling – were
demonstrated.
In the initial proposal of the CSL device, a perfect coupling between the read-
and write-magnets was assumed. In this work, we demonstrated through experi-
ments that the coupling between two in-plane nanomagnets, which looks to be weak
at first-glance, is actually strong enough to ensure an anti-parallel alignment of their
magnetizations even when they are separated by 15nm. Using micromagnetic mod-
eling, we were able to attribute the strength of the coupling to the presence of stray-
fields along the in-plane hard axis of the magnets. We also proposed a scaling strategy
to preserve the strength of the dipolar coupling for ultra-thin magnets.
In chapter 4, we explored the injection of spin current from a GSHE metal into
a non-magnetic interlayer. We were able to show that spin-current injected into the
Cu interlayer di↵uses towards the magnetic layer and switches its magnetization.
The purpose of these investigations was to increase the spin-current absorbed by the
magnet per unit charge-current flowing into the write-unit. A new variant of the CSL
device structure that makes use of insulating magnetic materials, such as YIG and
NiO, to achieve read-write isolation was proposed. Further experiments are being
pursued to test if this change preserves the gain of the switch.
The integration of the individual modules to build a CSL device was also initi-
ated. The engineering of the fixed magnet(Mfix) with minimal stray-field (so that the
dipolar coupling between the read and write-units is not disturbed) is being pursued
in collaboration with other members of the INDEX program. The mask-sets, fabri-
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cation recipes, and electrical and material characterization techniques created for the
individual modules are currently being used in the integration e↵ort.
Lastly, we showed that current flow in the o↵-state of 2D-material SB MOSFETs
can be quantitatively described by a simple landauer-based model. This model was
used to extract the schottky-barrier height at a black phosphorus – metal interface
from experimental data gathered by electrical characterization of back-gated FETs.
Using the extracted electron and hole barrier heights for di↵erent flake thicknesses,
we were able to generate a data set of band-gap vs. flake-thickness which agrees
extremely well with GW-DFT calculations in literature. Black phosphorus is currently





[1] G. Moore, “Cramming more components onto integrated circuits,” Electronics,
vol. 38, no. 8, pp. 114–117, 1965.
[2] R. H. Dennard, V. Rideout, E. Bassous, and A. Leblanc, “Design of ion-
implanted mosfet’s with very small physical dimensions,” Solid-State Circuits,
IEEE Journal of, vol. 9, no. 5, pp. 256–268, 1974.
[3] M. M. Waldrop, “The chips are down for moore?s law,” Nature News, vol. 530,
no. 7589, p. 144, 2016.
[4] “International technology roadmap for semiconductors.” 2013. [Online].
Available: http://www.itrs.net/
[5] A. M. Ionescu and H. Riel, “Tunnel field-e↵ect transistors as energy-e cient
electronic switches.” Nature, vol. 479, no. 7373, pp. 329–37, 2011.
[6] J. Appenzeller, Y. M. Lin, J. Knoch, and P. Avouris, “Band-to-band tunneling
in carbon nanotube field-e↵ect transistors,” Phys. Rev. Lett., vol. 93, no. 19,
pp. 1–4, 2004.
[7] S. Salahuddin and S. Datta, “Use of Negative Capacitance to Provide Voltage
Amplification for Low Power Nanoscale Devices,” Nano Lett., vol. 8, no. 2, pp.
405–410, feb 2008.
[8] D. E. Nikonov, I. Young et al., “Overview of beyond-cmos devices and a uniform
methodology for their benchmarking,” Proceedings of the IEEE, vol. 101, no. 12,
pp. 2498–2533, 2013.
[9] D. E. Nikonov and I. A. Young, “Benchmarking of Beyond-CMOS Exploratory
Devices for Logic Integrated Circuits,” IEEE J. Explor. Solid-State Comput.
Devices Circuits, vol. 1, no. April, pp. 3–11, dec 2015.
[10] N. Locatelli, V. Cros, and J. Grollier, “Spin-torque building blocks,” Nat.
Mater., vol. 13, no. 1, pp. 11–20, 2013.
[11] J. Grollier, D. Querlioz, and M. D. Stiles, “Spintronic nano-devices for bio-
inspired computing,” ArXiv ID :1606.07700, pp. 1–16, 2016.
[12] V. Quang Diep, B. Sutton, B. Behin-Aein, and S. Datta, “Spin switches for
compact implementation of neuron and synapse,” Appl. Phys. Lett., vol. 104,
no. 22, p. 222405, Jun. 2014.
[13] R. Landauer, “Irreversibility and heat generation in the computing process,”
IBM journal of research and development, vol. 5, no. 3, pp. 183–191, 1961.
110
[14] V. V. Zhirnov, R. K. Cavin, J. A. Hutchby, and G. I. Bouriano↵, “Limits to
binary logic switch scaling-a gedanken model,” Proceedings of the IEEE, vol. 91,
no. 11, pp. 1934–1939, 2003.
[15] S. Salahuddin and S. Datta, “Interacting systems for self-correcting low power
switching,” Appl. Phys. Lett., vol. 90, no. 9, pp. 1–4, 2007.
[16] B. Behin-Aein, S. Salahuddin, and S. Datta, “Switching energy of ferromagnetic
logic bits,” Nanotechnology, IEEE Transactions on, vol. 8, no. 4, pp. 505–514,
2009.
[17] S. K. Banerjee, L. F. Register, E. Tutuc, D. Reddy, and A. H. MacDonald,
“Bilayer pseudospin field-e↵ect transistor (bisfet): a proposed new logic device,”
Electron Device Letters, IEEE, vol. 30, no. 2, pp. 158–160, 2009.
[18] B. Behin-Aein, D. Datta, S. Salahuddin, and S. Datta, “Proposal for an all-spin
logic device with built-in memory.” Nat. Nanotechnol., vol. 5, no. 4, pp. 266–70,
Apr. 2010.
[19] C. S. Lent, P. D. Tougaw, W. Porod, and G. H. Bernstein, “Quantum cellular
automata,” Nanotechnology, vol. 4, no. 1, p. 49, 1993.
[20] J. Sun, “Spin-current interaction with a monodomain magnetic body: A model
study,” Phys. Rev. B, vol. 62, no. 1, pp. 570–578, Jul. 2000.
[21] W. H. Butler, T. Mewes, C. K. A. Mewes, P. B. Visscher, W. H. Rippard, S. E.
Russek, and R. Heindl, “Switching Distributions for Perpendicular Spin-Torque
Devices Within the Macrospin Approximation,” IEEE Trans. Magn., vol. 48,
no. 12, pp. 4684–4700, dec 2012.
[22] T. Jungwirth, X. Marti, P. Wadley, and J. Wunderlich, “Antiferromagnetic
spintronics,” Nat. Nanotechnol., vol. 11, no. 3, pp. 231–241, 2016.
[23] D. Pesin and A. H. MacDonald, “Spintronics and pseudospintronics in graphene
and topological insulators.” Nat. Mater., vol. 11, no. 5, pp. 409–16, 2012.
[24] S. B. Furber, F. Galluppi, S. Temple, and L. A. Plana, “The spinnaker project,”
Proceedings of the IEEE, vol. 102, no. 5, pp. 652–665, 2014.
[25] P. A. Merolla, J. V. Arthur, R. Alvarez-Icaza, A. S. Cassidy, J. Sawada,
F. Akopyan, B. L. Jackson, N. Imam, C. Guo, Y. Nakamura et al., “A mil-
lion spiking-neuron integrated circuit with a scalable communication network
and interface,” Science, vol. 345, no. 6197, pp. 668–673, 2014.
[26] G. Indiveri and S. C. Liu, “Memory and Information Processing in Neuromor-
phic Systems,” Proc. IEEE, vol. 103, no. 8, pp. 1379–1397, 2015.
[27] J. a. Osborn, “Demagnetizing factors of the general ellipsoid,” Phys. Rev.,
vol. 67, no. 11-12, pp. 351–357, 1945.
[28] a. Aharoni, “Demagnetizing factors for rectangular ferromagnetic prisms,” J.
Appl. Phys., vol. 83, no. 1998, pp. 3432–3434, 1998.
[29] M. Donahue and D. Porter, “Oommf user’s guide, version 1.0,” National Insti-
tute of Standards and Technology, Gaithersburg, MD, Tech. Rep. Interagency
Report NISTIR 6376, September 1999.
111
[30] M. N. Baibich, J. M. Broto, A. Fert, F. N. Van Dau, F. Petro↵, P. Etienne,
G. Creuzet, A. Friederich, and J. Chazelas, “Giant magnetoresistance of (001)
fe/(001) cr magnetic superlattices,” Physical review letters, vol. 61, no. 21, p.
2472, 1988.
[31] G. Binasch, P. Gru¨nberg, F. Saurenbach, and W. Zinn, “Enhanced magne-
toresistance in layered magnetic structures with antiferromagnetic interlayer
exchange,” Physical review B, vol. 39, no. 7, p. 4828, 1989.
[32] S. Datta, A New Perspective on Transport. World Scientific, 2012.
[33] W. Butler, X.-G. Zhang, T. Schulthess, and J. MacLaren, “Spin-dependent
tunneling conductance of fe— mgo— fe sandwiches,” Physical Review B, vol. 63,
no. 5, p. 054416, 2001.
[34] J. Zhu and C. Park, “Magnetic tunnel junctions,” Mater. Today, vol. 9, no. 11,
pp. 36–45, 2006.
[35] J. Slonczewski, “Current-driven excitation of magnetic multilayers,” J. Magn.
Magn. Mater., vol. 159, no. 1-2, pp. L1–L7, Jun. 1996.
[36] L. Berger, “Emission of spin waves by a magnetic multilayer traversed by a
current,” Phys. Rev. B, vol. 54, no. 13, pp. 9353–9358, 1996.
[37] S. Ikeda, K. Miura, H. Yamamoto, K. Mizunuma, H. D. Gan, M. Endo, S. Kanai,
J. Hayakawa, F. Matsukura, and H. Ohno, “A perpendicular-anisotropy CoFeB-
MgO magnetic tunnel junction.” Nat. Mater., vol. 9, no. 9, pp. 721–4, Sep. 2010.
[38] A. D. Kent and D. C. Worledge, “A new spin on magnetic memories,” Nature
nanotechnology, vol. 10, no. 3, pp. 187–191, 2015.
[39] T. Yang, T. Kimura, and Y. Otani, “Giant spin-accumulation signal and pure
spin-current-induced reversible magnetization switching,” Nat. Phys., vol. 4,
no. 11, pp. 851–854, Oct. 2008.
[40] M. V. Kamalakar, A. Dankert, J. Bergsten, T. Ive, and S. P. Dash, “Enhanced
tunnel spin injection into graphene using chemical vapor deposited hexagonal
boron nitride,” Scientific reports, vol. 4, 2014.
[41] Y. Gao, Y. J. Kubo, C.-C. Lin, Z. Chen, and J. Appenzeller, “Optimized spin
relaxation length in few layer graphene at room temperature,” in 2012 Inter-
national Electron Devices Meeting, 2012.
[42] M. Dro¨geler, F. Volmer, M. Wolter, B. Terre´s, K. Watanabe, T. Taniguchi,
G. Gu¨ntherodt, C. Stampfer, and B. Beschoten, “Nanosecond Spin Lifetimes
in Single- and Few-Layer Graphene?hBN Heterostructures at Room Tempera-
ture,” Nano Lett., vol. 14, no. 11, pp. 6050–6055, 2014.
[43] B. Huang, D. J. Monsma, and I. Appelbaum, “Coherent spin transport through
a 350 micron thick silicon wafer,” Phys. Rev. Lett., vol. 99, no. 17, 2007.
[44] I. Appelbaum, B. Huang, and D. J. Monsma, “Electronic measurement and
control of spin transport in silicon,” Nature, vol. 447, no. 7142, pp. 295–298,
2007.
112
[45] E. Rashba, “Theory of electrical spin injection: Tunnel contacts as a solution
of the conductivity mismatch problem,” Physical Review B, vol. 62, no. 24, p.
R16267, 2000.
[46] A. Fert and H. Ja↵re`s, “Conditions for e cient spin injection from a ferro-
magnetic metal into a semiconductor,” Phys. Rev. B, vol. 64, no. 18, pp. 1–9,
2001.
[47] M. Dyakonov and V. Perel, “Current-induced spin orientation of electrons in
semiconductors,” Physics Letters A, vol. 35, no. 6, pp. 459–460, 1971.
[48] Y. Kato, R. Myers, A. Gossard, and D. Awschalom, “Observation of the spin
hall e↵ect in semiconductors,” science, vol. 306, no. 5703, pp. 1910–1913, 2004.
[49] L. Liu, C.-F. Pai, Y. Li, H. W. Tseng, D. C. Ralph, and R. a. Buhrman, “Spin-
torque switching with the giant spin Hall e↵ect of tantalum.” Science, vol. 336,
no. 6081, pp. 555–8, May 2012.
[50] C. Hahn, G. de Loubens, O. Klein, M. Viret, V. V. Naletov, and J. Ben Youssef,
“Comparative measurements of inverse spin Hall e↵ects and magnetoresistance
in YIG/Pt and YIG/Ta,” Phys. Rev. B, vol. 87, no. 17, p. 174417, May 2013.
[51] S. Datta, S. Salahuddin, and B. Behin-Aein, “Non-volatile spin switch for
Boolean and non-Boolean logic,” Appl. Phys. Lett., vol. 101, no. 25, p. 252411,
2012.
[52] A. Sengupta, S. Choday, Y. Kim, and K. Roy, “Spin Orbit Torque Based Elec-
tronic Neuron,” arXiv Prepr. arXiv1410.1257, pp. 1–12, 2014.
[53] C. Pan and A. Naeemi, “A Proposal for Energy-E cient Cellular Neural
Network based on Spintronic Devices,” ArXiv, no. 1, pp. 1–10, apr 2016.
[Online]. Available: http://arxiv.org/abs/1604.04584
[54] M. Sharad, C. Augustine, G. Panagopoulos, and K. Roy, “Spin-based neuron
model with domain-wall magnets as synapse,” IEEE Transactions on Nanotech-
nology, vol. 11, no. 4, pp. 843–853, 2012.
[55] S. Srinivasan, A. Sarkar, B. Behin-Aein, and S. Datta, “All-spin logic device
with inbuilt nonreciprocity,” Magnetics, IEEE Transactions on, vol. 47, no. 10,
pp. 4026–4032, 2011.
[56] B. Behin-Aein, A. Sarkar, S. Srinivasan, and S. Datta, “Switching energy-delay
of all spin logic devices,” Applied Physics Letters, vol. 98, no. 12, p. 123510,
2011.
[57] J. Ingla-Ayne´s, M. H. Guimara˜es, R. J. Meijerink, P. J. Zomer, and B. J. van
Wees, “24\ textmu m length spin relaxation length in boron nitride encapsu-
lated bilayer graphene,” arXiv preprint arXiv:1506.00472, 2015.
[58] O. van’t Erve, C. Awo-A↵ouda, A. T. Hanbicki, C. H. Li, P. E. Thompson, and
B. T. Jonker, “Information processing with pure spin currents in silicon: spin
injection, extraction, manipulation, and detection,” Electron Devices, IEEE
Transactions on, vol. 56, no. 10, pp. 2343–2347, 2009.
113
[59] G. Fiori, F. Bonaccorso, G. Iannaccone, T. Palacios, D. Neumaier, A. Seabaugh,
S. K. Banerjee, and L. Colombo, “Electronics based on two-dimensional mate-
rials,” Nat. Nanotechnol., vol. 9, no. 10, pp. 768–779, Oct. 2014.
[60] F. Xia, H. Wang, and Y. Jia, “Rediscovering black phosphorus as an anisotropic
layered material for optoelectronics and electronics,” Nature communications,
vol. 5, 2014.
[61] A. K. Geim and K. S. Novoselov, “The rise of graphene,” Nature materials,
vol. 6, no. 3, pp. 183–191, 2007.
[62] C. Gong, H. Zhang, W. Wang, L. Colombo, R. M. Wallace, and K. Cho, “Band
alignment of two-dimensional transition metal dichalcogenides: Application in
tunnel field e↵ect transistors,” Appl. Phys. Lett., vol. 103, no. 5, p. 053513,
2013.
[63] X. Xu, W. Yao, D. Xiao, and T. F. Heinz, “Spin and pseudospins in layered
transition metal dichalcogenides,” Nat. Phys., vol. 10, no. 5, pp. 343–350, apr
2014.
[64] D. Akinwande, N. Petrone, and J. Hone, “Two-dimensional flexible nanoelec-
tronics,” Nature communications, vol. 5, 2014.
[65] X. Ling, H. Wang, S. Huang, F. Xia, and M. S. Dresselhaus, “The renaissance
of black phosphorus,” Proc. Natl. Acad. Sci., vol. 112, no. 15, p. 201416581,
2015.
[66] A. K. Geim and I. V. Grigorieva, “Van der Waals heterostructures.” Nature,
vol. 499, no. 7459, pp. 419–25, 2013.
[67] F. Withers, O. Del Pozo-Zamudio, A. Mishchenko, A. Rooney, A. Gholinia,
K. Watanabe, T. Taniguchi, S. Haigh, A. Geim, A. Tartakovskii et al., “Light-
emitting diodes by band-structure engineering in van der waals heterostruc-
tures,” Nature materials, vol. 14, no. 3, pp. 301–306, 2015.
[68] Y. Gong, J. Lin, X. Wang, G. Shi, S. Lei, Z. Lin, X. Zou, G. Ye, R. Vajtai,
B. I. Yakobson, H. Terrones, M. Terrones, B. Tay, J. Lou, S. T. Pantelides,
Z. Liu, W. Zhou, and P. M. Ajayan, “Vertical and in-plane heterostructures
from WS2/MoS2 monolayers,” Nat. Mater., vol. 13, no. September, sep 2014.
[69] D. Sarkar, X. Xie, W. Liu, W. Cao, J. Kang, Y. Gong, S. Kraemer, P. M.
Ajayan, and K. Banerjee, “A subthermionic tunnel field-e↵ect transistor with
an atomically thin channel,” Nature, vol. 526, no. 7571, pp. 91–95, 2015.
[70] T. Roy, M. Tosun, J. S. Kang, A. B. Sachid, S. B. Desai, M. Hettick, C. C. Hu,
and A. Javey, “Field-e↵ect transistors built from all two-dimensional material
components,” Acs Nano, vol. 8, no. 6, pp. 6259–6264, 2014.
[71] S. Das, R. Gulotty, A. V. Sumant, and A. Roelofs, “All two-dimensional, flexi-
ble, transparent, and thinnest thin film transistor,” Nano letters, vol. 14, no. 5,
pp. 2861–2866, 2014.
[72] K. F. Mak, K. L. McGill, J. Park, and P. L. McEuen, “The valley Hall e↵ect in
MoS? transistors.” Science, vol. 344, no. 6191, pp. 1489–92, 2014.
114
[73] J. Lee, K. F. Mak, and J. Shan, “Electrical control of the valley Hall e↵ect in
bilayer MoS2 transistors,” Nat. Nanotechnol., vol. 11, no. January, pp. 1–10,
2015.
[74] B. Radisavljevic, A. Radenovic, J. Brivio, V. Giacometti, and A. Kis, “Single-
layer mos2 transistors,” Nature nanotechnology, vol. 6, no. 3, pp. 147–150, 2011.
[75] A. T. Neal, H. Liu, J. Gu, and P. Ye, “Metal contacts to mos 2: A two-
dimensional semiconductor,” in Device Research Conference (DRC), 2012 70th
Annual. IEEE, 2012, pp. 65–66.
[76] S. Das, H. Y. Chen, A. V. Penumatcha, and J. Appenzeller, “High performance
multilayer MoS2 transistors with scandium contacts,” Nano Lett., vol. 13, pp.
100–105, 2013.
[77] A. V. Penumatcha, S. R. Das, Z. Chen, and J. Appenzeller, “Spin-torque switch-
ing of a nano-magnet using giant spin hall e↵ect,” AIP Adv., vol. 5, no. 10, p.
107144, oct 2015.
[78] L. Berger, “Emission of spin waves by a magnetic multilayer traversed by a
current,” Phys. Rev. B, vol. 54, no. 13, pp. 9353–9358, 1996.
[79] F. J. Jedema, a. T. Filip, and B. J. van Wees, “Electrical spin injection and ac-
cumulation at room temperature in an all-metal mesoscopic spin valve.” Nature,
vol. 410, no. 6826, pp. 345–8, Mar. 2001.
[80] T. Maassen, J. J. van den Berg, N. Ijbema, F. Fromm, T. Seyller, R. Yaki-
mova, and B. J. van Wees, “Long spin relaxation times in wafer scale epitaxial
graphene on SiC(0001).” Nano Lett., vol. 12, no. 3, pp. 1498–502, Mar. 2012.
[81] C.-C. Lin, A. V. Penumatcha, Y. Gao, V. Q. Diep, J. Appenzeller, and Z. Chen,
“Spin transfer torque in a graphene lateral spin valve assisted by an external
magnetic field.” Nano Lett., vol. 13, no. 11, pp. 5177–81, Nov. 2013.
[82] C.-F. Pai, L. Liu, Y. Li, H. W. Tseng, D. C. Ralph, and R. a. Buhrman, “Spin
transfer torque devices utilizing the giant spin Hall e↵ect of tungsten,” Appl.
Phys. Lett., vol. 101, no. 12, p. 122404, 2012.
[83] Y. Niimi, Y. Kawanishi, D. H. Wei, C. Deranlot, H. X. Yang, M. Chshiev,
T. Valet, a. Fert, and Y. Otani, “Giant Spin Hall E↵ect Induced by Skew
Scattering from Bismuth Impurities inside Thin Film CuBi Alloys,” Phys. Rev.
Lett., vol. 109, no. 15, p. 156602, Oct. 2012.
[84] T. Tanaka, H. Kontani, M. Naito, T. Naito, D. Hirashima, K. Yamada, and
J. Inoue, “Intrinsic spin Hall e↵ect and orbital Hall e↵ect in 4d and 5d transition
metals,” Phys. Rev. B, vol. 77, no. 16, p. 165117, Apr. 2008.
[85] D. Bhowmik, L. You, and S. Salahuddin, “Possible route to low current, high
speed, dynamic switching in a perpendicular anisotropy CoFeB-MgO junction
using Spin Hall E↵ect of Ta,” 2012 Int. Electron Devices Meet., pp. 29.7.1–
29.7.4, Dec. 2012.
[86] d. Bhowmik, L. You, and S. Salahuddin, “Spin Hall e↵ect clocking of nano-
magnetic logic without a magnetic field.” Nat. Nanotechnol., vol. 9, no. 1, pp.
59–63, Jan. 2014.
115
[87] J. Tang, L.-T. Chang, X. Kou, K. Murata, E. S. Choi, M. Lang, Y. Fan,
Y. Jiang, M. Montazeri, W. Jiang, Y. Wang, L. He, and K. L. Wang, “Electri-
cal detection of spin-polarized surface states conduction in (bi0.53sb0.47)2te3
topological insulator,” Nano Letters, vol. 14, no. 9, pp. 5423–5429, 2014.
[88] Y. Fan, P. Upadhyaya, X. Kou, M. Lang, S. Takei, Z. Wang, J. Tang,
L. He, L.-T. Chang, M. Montazeri, G. Yu, W. Jiang, T. Nie, R. N. Schwartz,
Y. Tserkovnyak, and K. L. Wang, “Magnetization switching through giant spin-
orbit torque in a magnetically doped topological insulator heterostructure.” Nat.
Mater., vol. 13, no. 7, pp. 699–704, Jul. 2014.
[89] a. R. Mellnik, J. S. Lee, a. Richardella, J. L. Grab, P. J. Mintun, M. H. Fischer,
a. Vaezi, a. Manchon, E.-a. Kim, N. Samarth, and D. C. Ralph, “Spin-transfer
torque generated by a topological insulator,” Nature, vol. 511, no. 7510, pp.
449–451, Jul. 2014.
[90] S. Lee, M. Doxbeck, J. Mueller, M. Cipollo, and P. Cote, “Texture, structure
and phase transformation in sputter beta tantalum coating,” Surf. Coatings
Technol., vol. 177-178, pp. 44–51, Jan. 2004.
[91] T. Min, J. Z. Sun, R. Beach, D. Tang, and P. Wang, “Back-hopping after spin
torque transfer induced magnetization switching in magnetic tunneling junction
cells,” J. Appl. Phys., vol. 105, no. 7, p. 07D126, 2009.
[92] R. Koch, J. Katine, and J. Sun, “Time-Resolved Reversal of Spin-Transfer
Switching in a Nanomagnet,” Phys. Rev. Lett., vol. 92, no. 8, p. 088302, Feb.
2004.
[93] Y. Higo, K. Yamane, K. Ohba, H. Narisawa, K. Bessho, M. Hosomi, and
H. Kano, “Thermal activation e↵ect on spin transfer switching in magnetic
tunnel junctions,” Appl. Phys. Lett., vol. 87, no. 8, p. 082502, 2005.
[94] a. Imre, G. Csaba, L. Ji, a. Orlov, G. H. Bernstein, and W. Porod, “Majority
logic gate for magnetic quantum-dot cellular automata.” Science, vol. 311, no.
5758, pp. 205–8, Jan. 2006.
[95] G. Csaba, A. Imre, G. Bernstein, W. Porod, and V. Metlushko, “Nanocomput-
ing by field-coupled nanomagnets,” Nanotechnology, IEEE Transactions on,
vol. 1, no. 4, pp. 209–213, Dec 2002.
[96] D. Bromberg, D. Morris, L. Pileggi, and J.-G. Zhu, “Novel stt-mtj device en-
abling all-metallic logic circuits,” Magnetics, IEEE Transactions on, vol. 48,
no. 11, pp. 3215–3218, Nov 2012.
[97] E. Y. Tsymbal, “Theory of magnetostatic coupling in thin-film rectangular
magnetic elements,” Applied Physics Letters, vol. 77, no. 17, pp. 2740–2742,
2000.
[98] H. Kubota, Y. Ando, T. Miyazaki, G. Reiss, H. Brueckl, W. Schepper,
J. Wecker, and G. Gieres, “Size dependence of switching field of magnetic tun-
nel junctions down to 50 nm scale,” Journal of Applied Physics, vol. 94, no. 3,
pp. 2028–2032, 2003.
116
[99] B. D. Schrag, A. Anguelouch, G. Xiao, P. Trouilloud, Y. Lu, W. J. Gallagher,
and S. S. P. Parkin, “Magnetization reversal and interlayer coupling in magnetic
tunneling junctions,” Journal of Applied Physics, vol. 87, no. 9, pp. 4682–4684,
2000.
[100] I. Eichwald, S. Breitkreutz, G. Ziemys, G. Csaba, W. Porod, and M. Becherer,
“Majority logic gate for 3d magnetic computing,” Nanotechnology, vol. 25,
no. 33, p. 335202, 2014.
[101] M. Stiles, “Interlayer exchange coupling,” in Ultrathin Magnetic Structures III,
J. Bland and B. Heinrich, Eds. Springer Berlin Heidelberg, 2005, pp. 99–142.
[102] B. D. Cullity and C. D. Graham, Introduction to Magnetic Materials, 2nd ed.
Wiley-IEEE Press, 2008.
[103] G. Csaba, M. Becherer, and W. Porod, “Development of CAD tools for nano-
magnetic logic devices,” Int. J. Circuit Theory Appl., vol. 41, no. 6, pp. 634–645,
2013.
[104] E. C. Stoner and E. P. Wohlfarth, “A mechanism of magnetic hysteresis in
heterogeneous alloys,” Philosophical Transactions of the Royal Society of Lon-
don A: Mathematical, Physical and Engineering Sciences, vol. 240, no. 826, pp.
599–642, 1948.
[105] D. Atherton and J. Beattie, “A mean field stoner-wohlfarth hysteresis model,”
Magnetics, IEEE Transactions on, vol. 26, no. 6, pp. 3059–3063, Nov 1990.
[106] G. Hu, T. Schrefla, T. Thomson, D. Suess, B. D. Terris, and J. Fidler, “Angular
dependence of the switching field in patterned magnetic elements,” Journal of
applied physics, vol. 97, p. 10J705, 2005.
[107] L. Liu, T. Moriyama, D. C. Ralph, and R. a. Buhrman, “Spin-Torque Ferro-
magnetic Resonance Induced by the Spin Hall E↵ect,” Phys. Rev. Lett., vol.
106, no. 3, p. 036601, Jan. 2011.
[108] L. Cornelissen, J. Liu, R. Duine, J. B. Youssef, and B. Van Wees, “Long-
distance transport of magnon spin information in a magnetic insulator at room
temperature,” Nature Physics, vol. 11, no. 12, pp. 1022–1026, 2015.
[109] S. Sayed, V. Q. Diep, K. Y. Camsari, and S. Datta, “Spin Funneling for En-
hanced Spin Injection into Ferromagnets,” Sci. Rep., vol. 6, p. 28868, 2016.
[110] M. T. Johnson, P. J. H. Bloemen, F. J. a. D. Broeder, and J. J. D. Vries,
“Magnetic anisotropy in metallic multilayers,” Reports Prog. Phys., vol. 59,
no. 11, pp. 1409–1458, 1999.
[111] N. Nagaosa, J. Sinova, S. Onoda, A. H. MacDonald, and N. P. Ong, “Anomalous
Hall e↵ect,” Rev. Mod. Phys., vol. 82, no. 2, pp. 1539–1592, 2010.
[112] J. Kim, J. Sinha, M. Hayashi, M. Yamanouchi, S. Fukami, T. Suzuki, S. Mitani,
and H. Ohno, “Layer thickness dependence of the current-induced e↵ective field
vector in Ta—CoFeB—MgO.” Nat. Mater., vol. 12, no. 3, p. 240, 2013.
117
[113] C. F. Pai, M. H. Nguyen, C. Belvin, L. H. Vilela-Lea˜o, D. C. Ralph, and
R. A. Buhrman, “Enhancement of perpendicular magnetic anisotropy and
transmission of spin-Hall-e↵ect-induced spin currents by a Hf spacer layer in
W/Hf/CoFeB/MgO layer structures,” Appl. Phys. Lett., vol. 104, no. 8, 2014.
[114] J. Kim, J. Sinha, M. Hayashi, M. Yamanouchi, S. Fukami, T. Suzuki, S. Mitani,
and H. Ohno, “Layer thickness dependence of the current-induced e↵ective field
vector in Ta—CoFeB—MgO.” Nat. Mater., vol. 12, no. 3, pp. 240–5, Mar. 2013.
[115] Y. Ou, C.-F. Pai, S. Shi, D. C. Ralph, and R. A. Buhrman, “Origin of field-
like spin-orbit torques in heavy metal/ferromagnet/oxide thin film heterostruc-
tures,” Phys. Rev. B, vol. 94, no. 14, p. 140414, oct 2016.
[116] L. Liu, O. J. Lee, T. J. Gudmundsen, D. C. Ralph, and R. A. Buhrman,
“Current-Induced Switching of Perpendicularly Magnetized Magnetic Layers
Using Spin Torque from the Spin Hall E↵ect,” Phys. Rev. Lett., vol. 109, no. 9,
p. 096602, aug 2012.
[117] T. Moriyama, S. Takei, M. Nagata, Y. Yoshimura, N. Matsuzaki, T. Terashima,
Y. Tserkovnyak, and T. Ono, “Anti-damping spin transfer torque through epi-
taxial nickel oxide,” Appl. Phys. Lett., vol. 106, no. 16, 2015.
[118] H. Wang, C. Du, P. C. Hammel, and F. Yang, “Antiferromagnonic Spin Trans-
port from Y3Fe5O12 into NiO,” Phys. Rev. Lett., vol. 113, no. 9, p. 097202,
aug 2014.
[119] A. V. Penumatcha, R. B. Salazar, and J. Appenzeller, “Analysing black phos-
phorus transistors using an analytic Schottky barrier MOSFET model,” Nat.
Commun., vol. 6, p. 8948, nov 2015.
[120] S. J. Tans, A. R. M. Verschueren, and C. Dekker, “Room-temperature transistor
based on a single carbon nanotube,” Nature, vol. 393, no. 6680, pp. 49–52, 05
1998.
[121] R. Martel, T. Schmidt, H. R. Shea, T. Hertel, and P. Avouris, “Single- and
multi-wall carbon nanotube field-e↵ect transistors,” Applied Physics Letters,
vol. 73, no. 17, pp. 2447–2449, 1998.
[122] J. Appenzeller, J. Knoch, V. Derycke, R. Martel, S. Wind, and P. Avouris,
“Field-modulated carrier transport in carbon nanotube transistors,” Phys. Rev.
Lett., vol. 89, p. 126801, Aug 2002.
[123] S. Heinze, J. Terso↵, R. Martel, V. Derycke, J. Appenzeller, and P. Avouris,
“Carbon nanotubes as schottky barrier transistors,” Phys. Rev. Lett., vol. 89,
p. 106801, Aug 2002.
[124] J. Knoch, M. Zhang, Q. T. Zhao, S. Lenk, S. Mantl, and J. Appenzeller, “Ef-
fective Schottky barrier lowering in silicon-on-insulator Schottky-barrier metal-
oxide-semiconductor field-e↵ect transistors using dopant segregation,” Appl.
Phys. Lett., vol. 87, no. 26, pp. 1–3, 2005.
[125] J. Appenzeller, J. Knoch, M. T. Bjo¨rk, H. Riel, H. Schmid, and W. Riess,
“Toward nanowire electronics,” IEEE Trans. Electron Devices, vol. 55, no. 11,
pp. 2827–2845, 2008.
118
[126] Y. Zhao, D. Candebat, C. Delker, Y. Zi, D. Janes, J. Appenzeller, and C. Yang,
“Understanding the impact of schottky barriers on the performance of narrow
bandgap nanowire field e↵ect transistors,” Nano Letters, vol. 12, no. 10, pp.
5331–5336, 2012, pMID: 22950905.
[127] S. Das and J. Appenzeller, “Wse2 field e↵ect transistors with enhanced am-
bipolar characteristics,” Applied Physics Letters, vol. 103, no. 10, p. 103501,
2013.
[128] J. Knoch, M. Zhang, J. Appenzeller, and S. Mantl, “Physics of ultrathin-body
silicon-on-insulator schottky-barrier field-e↵ect transistors,” Applied Physics A,
vol. 87, no. 3, pp. 351–357, 2007.
[129] R. Martel, V. Derycke, C. Lavoie, J. Appenzeller, K. K. Chan, J. Terso↵, and
P. Avouris, “Ambipolar electrical transport in semiconducting single-wall car-
bon nanotubes,” Phys. Rev. Lett., vol. 87, p. 256805, Dec 2001.
[130] R. H. Yan, A. Ourmazd, and K. F. Lee, “Scaling the Si MOSFET: From bulk
to SOI to bulk,” IEEE Trans. Electron Devices, vol. 39, no. 7, pp. 1704–1710,
1992.
[131] F. Zhang and J. Appenzeller, “Tunability of short-channel e↵ects in mos2 field-
e↵ect devices,” Nano Letters, vol. 15, no. 1, pp. 301–306, 2015, pMID: 25545046.
[132] S. Datta, Quantum Transport: Atom to Transistor. Cambridge University
Press, 2005.
[133] ——, Electronic Transport in Mesoscopic Systems. Cambridge University
Press, 1995.
[134] Y. Taur and T. H. Ning, Fundamentals of Modern VLSI Devices, 2nd edition.
Cambridge University Press, 2013.
[135] S. Sze and K. K. Ng, Appendix G Properties of Si and GaAs. John Wiley &
Sons, Inc., 2006, pp. 790–790.
[136] Z. Luo, J. Maassen, Y. Deng, Y. Du, M. S. Lundstrom, P. D. Ye, and X. Xu,
“Anisotropic in-plane thermal conductivity observed in few-layer black phos-
phorus,” arXiv preprint arXiv:1503.06167, 2015.
[137] M. Engel, M. Steiner, and P. Avouris, “Black phosphorus photodetector for
multispectral, high-resolution imaging,” Nano letters, vol. 14, no. 11, pp. 6414–
6417, 2014.
[138] P. Li and I. Appelbaum, “Electrons and holes in phosphorene,” Physical Review
B, vol. 90, no. 11, p. 115439, 2014.
[139] H. Wang, X. Wang, F. Xia, L. Wang, H. Jiang, Q. Xia, M. L. Chin, M. Dubey,
and S.-j. Han, “Black Phosphorus Radio-Frequency Transistors,” Nano Lett.,
pp. 10–15, 2014.
[140] W. Zhu, M. N. Yogeesh, S. Yang, S. H. Aldave, J. Kim, S. S. Sonde, L. Tao,
N. Lu, and D. Akinwande, “Flexible Black Phosphorus Ambipolar Transistors,
Circuits and AM Demodulator,” Nano Lett., p. 150225110219002, 2015.
119
[141] A. Favron, E. Gaufre`s, F. Fossard, P. L. Le´vesque, P.-l. Heureux, N. Y.-w.
Tang, A. Loiseau, and R. Leonelli, “Exfoliating black phosphorus down to the
monolayer: photo-induced oxidation and electronic confinement e↵ects,” arXiv
Prepr. arXiv1408.0345, pp. 1–33, 2014.
[142] J. D. Wood, S. a. Wells, D. Jariwala, K.-s. Chen, E. Cho, V. K. Sangwan,
X. Liu, L. J. Lauhon, T. J. Marks, and M. C. Hersam, “E↵ective Passivation of
Exfoliated Black Phosphorus Transistors Against Ambient Degradation,” Nano
Lett., vol. 14, pp. 6964–6970, 2014.
[143] P. Nemes-Incze, Z. Osva´th, K. Kamara´s, and L. Biro´, “Anomalies in thickness
measurements of graphene and few layer graphite crystals by tapping mode
atomic force microscopy,” Carbon, vol. 46, no. 11, pp. 1435–1442, 2008.
[144] Q. Cao, S.-j. Han, A. V. Penumatcha, M. M. Frank, G. S. Tulevski, J. Ter-
so↵, and W. E. Haensch, “Origins and Characteristics of the Threshold Voltage
Variability of Quasiballistic Single-Walled Carbon Nanotube Field-E↵ect Tran-
sistors,” ACS Nano, vol. 9, no. 2, pp. 1936–1944, 2015.
[145] A. D. Franklin, G. S. Tulevski, S. J. Han, D. Shahrjerdi, Q. Cao, H. Y. Chen,
H. S. P. Wong, and W. Haensch, “Variability in carbon nanotube transistors:
Improving device-to-device consistency,” ACS Nano, vol. 6, no. 2, pp. 1109–
1115, 2012.
[146] J. Qiao, X. Kong, Z.-X. Hu, F. Yang, and W. Ji, “High-mobility transport
anisotropy and linear dichroism in few-layer black phosphorus.” Nat. Commun.,
vol. 5, p. 4475, 2014.
[147] L. Li, Y. Yu, G. J. Ye, Q. Ge, X. Ou, H. Wu, D. Feng, X. H. Chen, and Y. Zhang,
“Black phosphorus field-e↵ect transistors.” Nat. Nanotechnol., vol. 9, no. 5, pp.
372–7, 2014.
[148] H. Liu, A. T. Neal, Z. Zhu, Z. Luo, X. Xu, D. Toma´nek, and P. D. Ye, “Phos-
phorene: An Unexplored 2D Semiconductor with a High Hole Mobility,” ACS
Nano, vol. 8, no. 4, pp. 4033–4041, apr 2014.
[149] S. Das, W. Zhang, M. Demarteau, A. Ho↵mann, M. Dubey, and A. K. Roelofs,
“Tunable Transport Gap in Phosphorene.” Nano Lett., Aug. 2014.
[150] Y. Anugrah, M. C. Robbins, P. a. Crowell, and S. J. Koester, “Determination of
the Schottky barrier height of ferromagnetic contacts to few-layer phosphorene,”
Appl. Phys. Lett., vol. 106, p. 103108, 2015.
[151] J. Appenzeller, M. Radosavljevic´, J. Knoch, and P. Avouris, “Tunneling ver-
sus thermionic emission in one-dimensional semiconductors.” Phys. Rev. Lett.,
vol. 92, no. 4, p. 048301, 2004.
[152] V. Tran, R. Soklaski, Y. Liang, and L. Yang, “Layer-controlled band gap and
anisotropic excitons in few-layer black phosphorus,” Phys. Rev. B - Condens.
Matter Mater. Phys., vol. 89, no. 23, pp. 1–6, 2014.
[153] L. Liang, J. Wang, W. Lin, B. G. Sumpter, V. Meunier, and M. Pan, “Elec-
tronic Bandgap and Edge Reconstruction in Phosphorene Materials,” Nano
Lett., vol. 14, no. 11, pp. 6400–6496, 2014.
120
[154] A. Castellanos-Gomez, L. Vicarelli, E. Prada, J. O. Island, K. L. Narasimha-
Acharya, S. I. Blanter, D. J. Groenendijk, M. Buscema, G. a. Steele, J. V.
Alvarez, H. W. Zandbergen, J. J. Palacios, and H. S. J. van der Zant, “Isolation
and characterization of few-layer black phosphorus,” 2D Mater., vol. 1, no. 2,
p. 025001, 2014.
[155] Y. Cai, G. Zhang, and Y.-W. Zhang, “Layer-dependent Band Alignment and
Work Function of Few-Layer Phosphorene,” Sci. Rep., vol. 4, p. 6677, 2014.
[156] E. O. Kane, “Theory of tunneling,” J. Appl. Phys., vol. 32, no. 1, pp. 83–91,
1961.
[157] H. Flietner, “The E(k) Relation for a Two-Band Scheme of Semiconductors and
the Application to the Metal-Semiconductor Contact,” Phys. status solidi (b),
vol. 54, no. 1, pp. 201–208, 1972.
[158] X. Guan, D. Kim, K. C. Saraswat, and H. S. P. Wong, “Complex band struc-
tures: From parabolic to elliptic approximation,” IEEE Electron Device Lett.,




In the following sections, di↵erent recipes that were used in fabricating the devices
in this thesis are described in detail. In each project, these recipes were strung
together, with minor modifications depending on the material and device needs, into
a fabrication flow.The fabrication flow for the experiments in each chapter has been
described in appendix B.
A.1 Lift-o↵ using bi-layer PMMA
Lift-o↵ is a standard process used to pattern evaporated thin-films during the
fabrication flow. The steps to carry out a lift-o↵ process are described below. The
use of bi-layer resist (with the lower molecular weight at the bottom) produces a
pronounced under-cut in the resist profile. This reduces the chance of having burrs
at the edges of the metal patterns.
(a) (b) 
Fig. A.1. SEM images of metal features patterned using (a) single
layer of PMMA for lift-o↵ (b) bi-layer 495-950 PMMA for lift-o↵
1. Clean the sample using a standard solvent clean process before lift-o↵.
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• Soak the sample in acetone and ultra-sonicate for 5mins.
• Remove sample form the acetone and soak in iso-propyl alcohol(IPA). Ultra-
sonicate for 5mins.
• Remove sample from the IPA and blow dry using the nitrogen gun.
2. Spin-coat PMMA A4 495 on the sample and bake the resist to remove solvent.
• Spin-speed : 4000rpm
• Duration : 40secs
• Mark corner to keep track of orientation1
• Bake : 180 C on hotplate for 2mins
3. Let the sample cool for 5mins. Spin-coat PMMA A4 950 on the sample and
bake the resist to remove solvent.
• Spin-speed : 4000rpm
• Duration : 40secs
• Mark corner to keep track of orientation
• Bake : 180 C on hotplate for 2mins
4. Expose the resist in the Raith. Use a dose-test pattern to figure out the optimum
dose for your pattern, metal and substrate.
5. Develop the sample in 3:1 volume mixture of IPA:DI water for 1min 20secs. Soak
in IPA for 10secs to stop development. Gently blow-dry the sample using the
nitrogen gun. Inspect the sample under the optical microscope.
6. Deposit material in one of the evaporators. For a bilayer resist mask, up to
100nm of metal should be easy to lift-o↵ cleanly without any burrs. If thicker
metal needs to be lifted-o↵ consider using thicker resists. PMMA A10, for exam-
ple can easily lift-o↵ 300nm of metal. This is useful when creating contact-pads
for wire-bonding. Increasing thickness however, decreases the resolution of the
resist.
1Typically, I remove resist from one of the corners using a cue-tip soaked in acetone.
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7. Heat acetone to 70 C and soak sample for 3-4 hours. The soak time depends on
the metal, pattern and the profile of the resist mask.
8. Keeping the sample in the acetone beaker/petri-dish spray acetone using a squirt
bottle. Most of the metal should peel o↵ with the resist. If this does not get rid
of the metal, ultrasonication may be used if it is compatible with the process.
Patterns may peel o↵ if the adhesion is not good.
9. Once the sample looks clean, transfer the sample to a beaker with IPA. Soak for
5mins. Remove sample from beaker and blow dry.
A.2 Etching using HSQ-PMMA mask
Most of the materials used to build magnetic tunnel junctions (CoFeB, Permalloy,
MgO) do not have straightforward dry- etch recipes. So, patterning magnetic thin-
films requires the use of physical sputtering with the plasma of an inert gas like argon
while protecting parts of the thin-film with a resist mask. PMMA tends to harden
under the impact of Argon plasma making it extremely hard to remove after etching.
Hydrogen silisoquioxane (HSQ), a negative e-beam resist, is a better hard-mask during
the dry etching process, but it can be removed only by a Bu↵ered-Oxide-Etch (BOE).
A BOE wet etch damages the SiO2 substrate as well as most metals, making HSQ
a bad choice for an etch mask. The HSQ + PMMA bi-layer mask combines the
best features of both resists. The steps to create the HSQ + PMMA etch mask are
described below.
1. Clean the sample using a standard solvent-clean process before lift-o↵.
• Soak the sample in acetone and ultra-sonicate for 5mins.
• Remove sample form the acetone and soak in iso-propyl alcohol(IPA). Ultra-
sonicate for 5mins.
• Remove sample from the IPA and blow dry using the nitrogen gun.






e-beam O2 plasma etch Argon plasma
SiO2 SiO2
PMMA removal Patterned sample
(a) (b) (c)
(d) (e)
Fig. A.2. Using HSQ-PMMA bilayer resist as an etch mask : (a) Elec-
tron beam lithography (b) Oxygen plasma etch to pattern PMMA. (c)
Argon plasma etch (d) stripping the etch mask (e) patterned sample
• Spin-speed : 4000rpm
• Duration : 40secs
• Bake : 180 C on hotplate for 2mins
3. Let the sample cool for 5mins. HSQ is stored in teflon bottles in a refrigerator
to extend its shelf-life. Before spin-coating, allow the HSQ to warm-up to room
temperature. Spin-coat HSQ on the sample and bake the resist to remove sol-
vent. HSQ should be dispensed onto the sample using a plastic pipette as HSQ
is not compatible with glass-ware.
• Spin-speed2 : 2000rpm
• Duration : 60secs
2spin speed is chosen based on thickness of HSQ needed to protect the PMMA for the entire etch
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• Bake : 180 C on hotplate for 3mins
4. Expose the regions that need to be protected from dry-etching. Develop the
HSQ in MF-319 for 2mins and rinse under dripping DI water.
5. Stick the sample to a 6” Silicon wafer using crystal bond. Using the Panasonic
RIE tool, etch the PMMA using O2 plasma. The parameters for the etching
step are
• Pressure : 1Pa
• O2 flow rate : 20 sccm
• RF bias power : 50 W
• RF source power : 50 W
• time : 1min 30secs
The etch time should be optimized during the recipe development to ensure that
the surface exposed after the PMMA etching is smooth and residue free. This
completes the patterning of the “easy-to-remove” etch mask.
6. With the etch mask in place, etch the material using Argon plasma. The pa-
rameters for the etching are
• Pressure : 0.3 Pa
• Ar flow rate : 20 sccm
• RF bias power : 100 W
• RF source power : 100 W
• time : vary based on desired etch depth. Since the etching involves pure
physical sputtering, the only way to control the etch depth is to time the
etch. A careful calibration is needed for every new wafer-stack. It may be
necessary to re-calibrate often depending on the chamber cleanliness.
7. The last step of the process is to remove the HSQ-PMMA etch-mask. Soak
sample in hot acetone/PG remover at 70 C for two hours. Usually the soak
alone does not strip-o↵ the etch mask for sub-500nm features. For these features,
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ultrasonication is needed. Repeat the soak and ultrasonication until all the
features lift-o↵. In some cases, using omni-coat under the PMMA makes the
removal of the etch mask easier. If omni-coat is used, the O2 plasma etching




   area Hardened
   PMMA
Fig. A.3. SEM images of features etched using HSQ-PMMA bi-layer
resist. (a) Example of a clean lift-o↵ (b) Hardened PMMA at the
edge of the feature.
A.3 Self-aligned process for making MTJs
This process was used for making Magnetic tunnel junctions in this thesis. The
process uses all the steps listed in the previous section. Follow steps 1-6 of the previous
section to pattern the HSQ+PMMA etch mask and etch the metal stack. Then use
the steps listed below to make a self-aligned top contact to the pillar.
1. The dry-etching re-deposits etched material on the side-walls of the features.
This can cause problems when working with an insulating spacer. The re-
deposited material “shorts” the insulating spacer, shunting current away from
the MgO and limiting the magnetoresistance of the MTJ. 3
2. Evaporate a thick layer of SiO2 using the Leybold system. The thickness of
the SiO2 is chosen so that the entire side-wall of the MTJ is covered while still
3It is advisable to use a side-wall removal step using a plasma that is almost perpendicularly directed
at the side-walls. At the time of writing of this thesis, the only method available in Birck is the


















Fig. A.4. Self-aligned process for making MTJs. (a) ! (b): Pattern-
ing HSQ-PMMA mask. (b) ! (c): etch the MTJ layers using argon
plasma. (c)! (d): Evaporate SiO2 isolation layer. (d)! (e): Lift-o↵
in PG remover. (e) ! (f): Pattern top metal contact using lift-o↵
leaving part of the PMMA (a height of ⇡ 50-100nm) exposed. The minimum
thickness is dictated by the leakage current through the isolation oxide.
3. Soak the sample in PG remover at 70 C for a few hours. Aggressive ultrasonica-
tion is needed to remove the SiO2 + HSQ + PMMA layer above the MTJ. Use
AFM and inspect under an optical microscope to check if a self-aligned trench
is created in the SiO2 layer.
4. Pattern a layer of ebeam/photoresist and create a top contact using lift-o↵.
Deposit enough metal to form a continuous metal film into and out of the trench.
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SiO2  isolation layer 
Trench Top surface of MTJ
Fig. A.5. AFM image of the self-aligned trench after the lift-o↵ step
along with the measured height profile.
A.4 Photolithography – Lift-o↵ using AZ1518
When patterning large features it is quicker to use optical lithography. The process
flow is very similar to the one described in section A.1.
1. Clean the sample using a standard solvent clean process before lift-o↵.
• Soak the sample in acetone and ultra-sonicate for 5mins.
• Remove sample form the acetone and soak in iso-propyl alcohol(IPA). Ultra-
sonicate for 5mins.
• Remove sample form the IPA and blow dry using the nitrogen gun.
2. Spin-coat HMDS on the sample and then coat AZ1518. Bake the sample to
remove the solvent in the resist. HMDS and AZ1518 are coated with the sample
spin speed and duration.
• Spin-speed : 4000rpm
• Duration : 40secs
• Clean the edges of the sample with a cue-tip dipped in acetone to remove
the extra resist that accumulates on the edges.
• Soft-Bake : 100 C on hotplate for 1min.
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This produces approximately 1.8µm thick resist on the surface of the sample.
Let sample cool before proceeding to next step. The sample must not be exposed
to white light since the resist is photo-sensitive.
3. Load the photo-mask on the mask holder of the MJB-3 contact aligner. The
chrome side of the mask should be in contact with the sample during exposure
to UV-light to produce sharp features in resist. Adjust the stage height so that
the sample will be in contact with the mask when the machine is in contact
mode4. Align the sample to the photomask (if necessary) and bring the sample
into hard-contact with the mask. Dial in the duration of the exposure and press
the exposure button.
4. The profile of the resist is critical for the lifting-o↵ thick metal films. Soak the
sample in chlorobenzene for 7 mins. Rinse thoroughly with DI water. This step
can be skipped for thin metal stacks.
5. Develop the sample in MF26A developer. Gently agitate the developer when
the sample is immersed. This helps remove developed resist from the surface of
the sample. Rinse in DI water.
6. Inspect the sample under an optical microscope to make sure that the features
are completely developed. Over-development results in rounded corners. If the
resist profile is not abrupt this may be a sign that the sample was not in hard
contact with the mask.
7. Make sure that the exposed resist is completely washed o↵ by the developer.
At this stage a short de-scum using the Branson asher may be added. Typical
parameters for the asher step are:
• Argon flow rate : 120sccm
• Oxygen flow rate : 12sccm
• Power : 100W
• Pressure : ⇡ 1.4Torr
4use hard contact mode
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• time : 30secs
8. Deposit metal and soak sample in acetone for 3-4 hours. If the metal is com-
pletely lifted-o↵ after 3-4 hours spray acetone using the squirt bottle or a spray
gun without letting the sample dry. Clean sample with IPA and blow dry using
nitrogen.
A.5 Photolithography – AZ1518 as the etch-mask
Instead of using the HSQ-PMMA stack as an etch mask it is more practical some-
times to use AZ1518 as an etch mask. Since AZ1518 is hard to remove after it is
exposed to argon plasma an omni-coat layer is used to guarantee a clean removal of
the resist after the etching step.
1. Spin-coat a thin layer of Omnicoat using the following parameters:
• spin-speed : 2500rpm
• duration : 30secs
• Bake at 200 C on hotplate for 2mins.
2. Coat HMDS+AZ1518 and pattern the resist using the procedure mentioned in
section A.4
3. After the development of AZ1518 hard bake the sample for 15mins at 120 C in
the oven. The hard bake improves the etch resistance of the AZ1518 mask.
4. To remove the Omnicoat layer soak the sample in MF319 and gently agitate for
30secs. Rinse with DI water for 2mins. Note that a long soak in the developer
may remove fine features if the undercut in the omnicoat exceeds their lateral
dimensions.
5. Perform a short descum to remove any resist residuals in the exposed areas.
6. Etch the sample using Argon plasma in the Panasonic RIE tool.
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7. To remove the etch mask soak the sample in PG remover at 70 C for 1hour
30mins. Ultrasonicate to finish the lift-o↵ process. Clean sample in IPA and
blow dry using nitrogen.
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B. FABRICATION FLOW & MEASUREMENT DETAILS
The fabrication flow and measurement details of each chapter are included in this
appendix. Wherever necessary, a reference to a section in appendix A has been
included.
B.1 Giant spin-Hall e↵ect switching of nanomagnet
This section describes the fabrication flow and the measurement set-up for the
work described in chapter 2. The fabrication details for each step are provided in
appendix A.
B.1.1 Fabrication of giant-spin Hall e↵ect based write-unit
SiO2 substrate | Ta (17nm) | CoFeB (2nm) | MgO (0.5nm) | CoFeB (4nm) | Ru +
Ta (14nm) stack was deposited at CNSE in SUNY Albany on 300mm wafers in the
Singulus tool. The wafer was broken into approximately 40mm x 40mm pieces.
1. Alignment mark definition (section A.4) : Using a 4” x 4” photomask and
AZ1518 photoresist, alignment marks were patterned onto the substrate. The
metal stack used for the alignment marks was Ti (10nm) | Au (120nm) | Ti (
10nm) | SiO2(100nm). the SiO2 layer serves as a mask to prevent the gold from
getting etched in subsequent dry etching steps.1
2. After lift-o↵, the sample was diced into individual dies using the DISCOdad
tool. During the dicing the sample was coated with AZ1518 to protect it from
dicing residue, fragments. All processing beyond this step was carried out on
individual dies. The sample was cleaned thoroughly.
1Also, Au is not allowed in the panasonic DRIE tool
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3. Channel definition (section A.5) : AZ1518 was spin-coated on the sample. Align-
ment mark features on the sample were aligned to the channel definition mask
and the pattern was transferred to the resist on the sample. The metal stack in
the field-area was etched using Argon plasma in the Panasonic DRIE tool. The
etching time needed to etch through the whole stack was 8min 30secs. Sample
was cleaned using using acetone.
4. MTJ-patterning (section A.3) : An elliptically shaped HSQ-PMMA mask was
patterned in the center of the channel region. An etching time of approximately
4mins 30 secs was used to etch up to the Tantalum GSHE-layer. 90 nm of SiO2
was deposited on the sample in the Leybold electron beam evaporator. Lift-o↵
was completed using PG remover soak at 70 C.
5. Top contact formation (section A.4) : Using PMMA A10, 120nm thick gold was














Fig. B.1. Schematic illustrating the process-flow for fabricating de-
vices described in chapter 2
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B.1.2 Measurement set-up
The set-up for the electrical measurements reported in chapter 2 is described in
this section. All measurements were performed in the “in-plane field probestation”
at room temperature. The measurement itself can be thought of as being composed
of -
• a read operation that uses the lock-in(SR830) to measure the di↵erential resis-
tance of the MTJ. The a.c. sense current for the measurement is generated by
putting 1M⌦ resistor in series with the voltage generated by the lock-in amplifier.
The resulting a.c. voltage is fed into the input ports of the lock-in(A,B).
• a write operation that applies a 5ms wide current pulse through the tantalum













Fig. B.2. Schematic illustrating the measurement set-up for electrical
measurements in chapter 2
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A toggle switch in the break-out box was used to switch between the two modes.
The B-field was applied along the easy-axis of the magnets in the MTJ(see figure
B.2). First, the switch on the break-out box was put into the write position, the
resistance of the MTJ(RMTJ) was mapped as a function of magnetic field to measure
the resistance of the parallel and anti-parallel states. The switch on the break-out
box was switched to the write-position and a current pulse(Iy) was applied through
the tantalum strip under the MTJ. As described in chapter 2, an extra magnetic
field was applied to cancel the stray-field on the lower magnet of the MTJ(m as per
chapter 2) when a current pulse was applied using. The circuit was switched back to
the read position and the resistance of the MTJ was measured to check if the MTJ
switched from its initial state. The process was repeated and the data was recorded
to create the hysteresis loops at di↵erent external fields. A labview script was used
to automate the measurement process.
B.2 Black-phosphorus transistors
This section describes the fabrication, measurement and includes the supplemen-
tary information related to chapter 5.
B.2.1 Fabrication of black-phosphorus thin-film transistors
Black phosphorus(BP) is susceptible to degradation when exposed to air, mois-
ture.2 So, the BP crystal procured from Smart elements (purity 99.998%) should
be stored in a desiccator. Mechanical exfoliation was used to isolate BP-flakes from
the crystal and transfer them on to a 20nm SiO2 substrate. To prevent degradation
of the flakes while the sample is taken through the fabrication process, a thin layer
of aluminum oxide (⇡ 10nm) can be evaporated on the entire substrate. Another
method that has also been tried by Peng Wu, is to deposit a seeding layer of 2.5nm
aluminum in the PVD-1 system and to grow an Al2O3 layer in the ALD chamber
2It has also been pointed out that the degradation is activated by light
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to protect the layers. Both these processes protect the flake from degradation but
make the determination of the flake thickness from AFM di cult. One has to rely
on optical contrast or measure the thickness of the flake right before the contacts are
deposited. So, these are well-suited to protect the BP-flakes during a long process
involving multiple steps where the exact flake thickness is not critical.
In the simple, one-step process used to fabricate BP thin-film transistors in this
study, we chose to exfoliate and finish all processing within 24 hours. The sample
was loaded into a vacuum chamber for electrical measurements immediately after the
processing. Between processing steps the sample was covered in PMMA. The AFM
was used to determine the thickness of the flakes after the electrical measurements
were preformed. This meant that we were not able to make transistors using ultra-
thin flakes < 3nm. However, we were able to get enough data for flakes ranging from
4 to 12nm. We also preformed AFM measurements to check if the flake thickness
measurements changed over a few days and found that the flakes developed bubble-
like protrusions. However, by picking cleaner sections of the flake we were able to
still measure the flake thickness with a generous error bar of 1nm.
B.2.2 Electrical measurements
The electrical measurements on the BP-transistors were performed using the
Agilent-4156 parameter analyzer. Both the transfer and output characteristics of
the transistor showed hysteresis. It is important to keep the direction of the sweep
consistent with the polarity of the voltages in order to get consistent results. For
measuring the transfer characteristic, the VGS was swept from negative to positive




Fig. B.3. (a) & (b) Optical images of exfoliated BP thin films trans-
ferred on to 20nm oxide. (c) Optical micrograph of a finished device
with four metal contacts. The p++ substrate under the oxide acts
as a global back-gate (d) AFM image of a finished BP device. The
protrusions on the surface of the flake are visible in the image. (e)
height along the section labelled ’1’ in (d)
B.3 Anomalous hall-e↵ect
This section describes the fabrication of the Anomalous hall bar structures from
chapter 4. The metal stacks were deposited at NYU on 3” oxidized Silicon wafers
using sputter deposition.
B.3.1 Fabrication
1. Alignment mark definition: The Alignment marks were patterned using the
photo-lithography ( or e-beam) lift-o↵. The metal stack used for alignment
marks was Ti(10nm) | Au (100nm) | Ti (10nm) | SiO2(90nm). When the Raith
was used to pattern resist for the lift-o↵, PMMA A10 was used as the resist
layer. After the lift-o↵ the 3” wafer was diced into into 11mm x 11mm dies.



















Fig. B.4. Schematic illustrating the fabrication-flow to make the Pt
Hall-bar with a magnetic-island.
2. Hall bar patterning: A bi-layer resist mask of HSQ-PMMA was patterned using
the Raith as described in section A.2. The Hall bar was aligned to the marks
created in the previous step. The total etch time was approximately 5 mins. The
color of the SiO2 field-area can be used to decide if further etching is necessary.
3. Patterning the magnet: A magnet was patterned between the voltage probes of
the Hall bar using the steps described in section A.2. Care was taken to ensure
that the dry etch did not etch through the entire metal stack around the magnet.
At the end of this step, the topography of the sample was measured using an
AFM to check that the etching of the Hall bar and the patterning of the magnet
were successful.
4. Patterning Contacts using lift-o↵: Cr(10nm) | Au(110nm) contacts were pat-
terned using e-beam lift-o↵ with PMMA A10 resist. The thick metal stack is
necessary when samples need to be wire-bonded.
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5. Wire bonding: The sample was wire-bonded using the west-bond tool. The
setting used for the wire bonding were :
• Channel 1 - Used while creating a bond to the sample contact pad. Power
= 160 and time = 180.
• Channel 2 - Used while creating a bond on the sample puck. Power = 250
and time = 190.
B.3.2 Electrical Measurements
The anomalous Hall e↵ect structures fabricated were characterized in two sepa-
rate measurement set-ups illustrated in figure B.5. The Anomalous Hall-e↵ect loop
(hall resistance vs Bz) was measured using the Physical Property Measurement Sys-
tem(PPMS).
1. The sample was wire-bonded to the sample puck . Two devices can be wire-
bonded to two separate “channels” on sample chuck provided by Quantum De-
sign.
2. The ETO module in the was activated and the sample chuck was plugged into the
bottom of the PPMS chamber using the standard operating procedure. Devices
with very narrow leads, which tend to be sensitive to ESD, “burnt-out” during
the loading process.
3. The radiation shield was inserted into the chamber and the chamber was sealed.
All the measurements were performed using the Resistance option in the ETO
module. This option applies an ac sense current between the I+ and I  terminals
and the voltage response between V+ and V  is measured. The resistance is
calculated by dividing the rms values of voltage V+  and I.
4. The Hall-resistance of the devices was measured as a function of the B-field
applied along the +/  z-direction. In almost all devices, the AHE resistance
had a constant background resistance that o↵set the entire AHE loop. This
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may be related to some fabrication related asymmetry in the voltage legs of the
hall-bar structure which introduces a B-field independent background voltage.
The measurements that needed an in-plane magnetic-field in the y-direction were
performed in the lake shore probe-station. This includes the measurements for current
pulse switching, the AHE resistance vs By and the longitudinal-field measurements.
The set-up is illustrated in figure B.5. The sample was either initialized with a
permanent magnet (the field is ⇡0.5T on the flat surface of the cylindrical magnet.)
or the in the PPMS system. Once the sample is loaded into the probe-station the
only deterministic method to control the magnetization is by using the current-pulse
in combination with a y-directed B-field which sometimes led to partial switching of
the magnet.3
In the probestation, electrical measurements were performed using the Keithley
6221(KI6221) and SR 830 lock-in amplifier. Since the devices were not able to endure
dc currents, the KI6221 current source was operated in the arbitrary waveform mode
to pass short current-pulses in the 50µs to 5 ms range. To read the resistance the
current source was switched to the sine-wave mode and the frequency information
was communicated to the lock-in from the trigger-link ports of the current source to
the “Ref-in” of the lock-in. The equipment were controlled using a lab-view script.
3Once the set-up for in-plane field in the PPMS is properly calibrated, it is desirable to perform






























Fig. B.5. Measurement Schematic to read the magnetization using
AHE and write using current pulses
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C. SCHOTTKY-BARRIER FET MODEL
The contents of this chapter were published in [119]. ©2015, Penumatcha, Ashish
V and Salazar, Ramon B and Appenzeller, Joerg. This article is distributed under a
Creative Commons Attribution (CC BY) license.
In this appendix, some of the underlying assumptions and limits under which the
Schottky barrier model from chapter 5 is valid are examined.
C.1 E↵ective mass within the model
In this section, we discuss why the Schottky barrier heights extracted using our
model are not sensitive to the e↵ective mass m⇤ values used as an input, while in fact
the total fit of the Ids-Vgs characteristics as discussed below in the context of figure
S1.1. shows a clear dependence on m⇤.
As discussed in the article, the di↵erent m⇤-values enter the Ids calculation in
particular through the transmission probability (T) where T depends exponentially
on m⇤. The value of m⇤ in the armchair and zigzag directions is 0.15 and 1.18
respectively for electrons, and 0.14 and 0.89 respectively for holes. Our devices were
fabricated on wide BP-flakes (¿1 ?m) and not on narrow ribbons. In such wide
channels, the injection occurs simultaneously into all possible directions. Due to the
rather large di↵erence in m⇤ between the armchair and zigzag directions (factor of 6
? 8), the lower of the two masses is expected to dominate the injection process since
it provides in essence a lower resistive injection path into the channel.
In addition to the impact of m⇤ on T, also the number of modes (M) per unit
width depends on m⇤. However, because M is proportional to
p
m⇤ a very small
correction for the o↵-state current, especially when plotted on a log scale occurs due
to the m⇤ impact on M.
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C.2 Impact of the e↵ective mass on the extracted barrier heights
Specifically for BP, the hole Schottky-barrier (SB) is significantly smaller than
the electron SB. For the tunneling distances we are dealing with in this study, the
tunneling probability from the metal into the valence band, which impacts the slope
of the hole-branch, is not impacted even when the heavier hole mass is used (see
plot below). The electron SB on the other hand is quite large and using the heavier
electron mass in the WKB expression does drastically reduce the slope of the electron-
tunneling branch.
The extracted barrier height, however, is not impacted (not more than the indi-
vidual error bars) when the heavier mass is used for black phosphorus. To visualize
the above, we present the plot in fig. S1.1.
Fig. C.1. Fit to the measured transfer curve (open blue circles) from
an 8nm thick BP flake using two di↵erent e↵ective mass pairs corre-
sponding to the armchair (red line) and zigzag (black line) directions
in BP.
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It is evident that the lighter of the two masses fits our experimental data (open
blue circles) in line with our explanation in the first paragraph above. However,
independent of the choice of m⇤, the same set of barrier heights were used to generate
the black and red lines in the plot above. If care is taken to match the minimum
point, the Schottky barrier height extracted from our technique is rather robust to
changes in the e↵ective mass.
C.3 Neglecting scattering in the channel
In the paper, we stated that in the OFF-state the Schottky barriers limit the
transmission through the device and that scattering inside the channel can be ignored
in comparison. This statement is however not universally true. In this section, we
will provide a quick guide to evaluate the applicability of our model for usage in the
context of other devices, explicitly considering the impact of channel length.
The total transmission (T) through the device is:
T =
TsTd
1  (1  Ts)(1  Td) (C.1)
when uncorrelated transmissions Ts and Td are considered and electron interference
phenomena are excluded AND if we assume that the transmission through the channel
can be neglected in the OFF-state since Schottky barriers are limiting T . Including






















For small Vds one can assume Ts ⇡ Td. Assuming that Tch = lmfp/(lmfp + L)
where the lmfp and L are the mean free path in the channel and the channel length






The Ts in our paper is the WKB transmission through the source/drain Schottky
barrier and is a function of the energy under consideration. The condition derived
above needs to be satisfied in the energy range where most of the current flows to
validate our claim that in the o↵-state of the device the transmission through device
can be approximated to be dominated by the source/drain-to-channel transmission.
For example, at an energy E, in the tail of the Fermi-Dirac distribution, if the
barrier defined in the channel is lower than this energy, the source-to-channel trans-
mission becomes unity. In such a case, the scattering in the channel dominates the
transmission through the device. However, this current makes up a negligible part
of the total current through the device. In order to suitably describe this e↵ect, we









where, Twkb is the WKB transmission probability through a triangular Schottky
barrier, fs is the source Fermi-Dirac distribution and E is the energy. The limits are
chosen to include energies in the Vds window.
To calculate the WKB transmission probability, we assumed the parameters used
for BP in our study, i.e m⇤=0.15m0, lmfp=10nm, =0.1 to 0.5eV. The following calcu-
lations assume a temperature of 300K.
The dashed line in the graph above corresponds to the limit set by equation C.5for
lmfp = 1nm and L=400nm (the channel length of our devices). Here we assumed a
rather small lmfp value to show that even severe scattering inside the channel does
not impact our analysis. As is evident from the plot, the transmission through the
barrier is lower than the limit set by equation C.5 for all barriers. It is important
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Fig. C.2. Ts,norm calculated for di↵erent Schottky barrier heights as
a function of channel potential. The dashed line corresponds to the
limiting case calculated in equation C.4
to crosscheck if the Schottky barriers dominate the transmission through the device,
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