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RÉSUMÉ
Le calcul scientifique est souvent associé à un besoin de ressources toujours croissant pour
réaliser des expériences, des simulations et obtenir des résultats dans un temps raisonnable.
Même si une infrastructure locale peut offrir de bonnes performances, sa limite est souvent
atteinte par les chercheurs. Pour subvenir à ces besoins en constante augmentation, une
solution consiste à déléguer une partie de ces tâches à un environnement en nuage. Dans
cette thèse, nous nous intéresserons au problème de la migration vers des environnements
en nuage d’applications scientifiques basées sur le standard MPI. En particulier, nous nous
concentrerons sur les simulateurs scientifiques qui implémentent la méthode itérative Monte
Carlo. Pour résoudre le problème identifié, nous (a) donnerons un aperçu des domaines du
calcul en nuage et du calcul à haute performance, (b) analyserons les types de problèmes
actuels liés à la simulation, (c) présenterons un prototype de simulateur Monte Carlo, (d)
présenterons deux méthodes de cloudification, (e) appliquerons ces méthodes au simulateur
Monte Carlo, et (f) évaluerons l’application de ces méthodes à un exemple d’utilisation réelle.
Mots-clés: systèmes distribués, calcul à haute performance, calcul en nuage, déroulement
scientifique, big data, architecture orienté service, Apache Spark, réseau maillé sans fil.

ABSTRACT
Scientific computing is often associated with ever-increasing need for computer resources to
conduct experiments, simulations and gain outcomes in a reasonable time frame. While local
infrastructures could hold substantial computing power and capabilities, researchers may still
reach the limit of available resources. With continuously increasing need for higher computing
power, one of the solutions could be to oﬄoad certain resource-intensive applications to
a cloud environment with resources available on-demand. In this thesis, we will address
the problem of migrating MPI-based scientific applications to clouds. Specifically, we will
concentrate on scientific simulators, which implement the iterative Monte Carlo method.
To tackle the identified problem, we will (a) overview high performance and cloud computing
domains, (b) analyze existing simulation problem types, (c) introduce an example Monte
Carlo simulator, (d) present two cloudification methodologies, (e) apply the methodologies to
the example simulator, and (f) evaluate the potential application of methodologies in a real
case study.
Keywords: distributed systems, high performance computing (HPC), cloud computing,
scientific workflows, big data (BD), service-oriented architecture (SOA), Apache Spark,
wireless mesh network (WMN).
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Chapter 1
Introduction
1.1 Motivation
From the 1970s, the high performance computing (HPC) market offered researchers and
scientists solutions, which delivered top performance, parallelization, and scalability needed
for high quality scientific experiments. Over time building a scientific application for HPC
environments became more of a tradition than a necessity. Hence, today a considerable amount
of scientific applications is still subject to the traditional HPC infrastructures. According
to the TOP500 overview of the IDC’s latest forecast 2016-2020 for the HPC Market [63],
the demand for HPC continues growing, with a compounded annual growth rate of 8% from
2015 to 2019. However, there is still an ever-growing demand for even bigger computing
power. One of the ways to satisfy this demand is to oﬄoad applications to cloud computing
environments. Despite clear advantages and benefits of cloud computing (i.e., fault-tolerance,
scalability, reliability, and more elastic infrastructure), it is not easy to abandon existing
traditions. The migration of scientific applications to clouds is substantially impeded by
difficulties in incorporating new technologies, significant architectural differences, software
and hardware incompatibilities, reliance on external libraries. Moreover, scientific applications
are mostly tightly-coupled to a specific platform or programs. Taken together, scientific
applications face considerable challenges to evolve in accordance with 8 Laws proposed by
Prof. Manny Lehman [102]. Prof. Lehman noted that the evolution of a software system is
not an easy task. Software shall continuously adapt to a changing operational environment;
otherwise, it becomes less appealing and less satisfactory to its users.
Hence, this thesis is directed at finding a solution that will facilitate the adaptation of
scientific applications to emerging new technologies – i.e., cloud computing. Specifically, in
this thesis we concentrate on scientific applications, which simulate real-world processes by
using a computer model as one of the key mechanisms to study the behavior of processes in
question. Such simulations are typically performed by means of specialized software, which
shows the operation of the process over time. As simulations become more and more complex,
the amount of required computing power notably increases. In particular, that is the case
of the Monte Carlo simulation, which quality proportionally depends on the number of
repeated samplings. The higher the number of sampling procedure invocations is, the better
the simulation quality will be. Because Monte Carlo sampling procedures are commonly
compute-intensive, the demand for computing power is continuously increasing. In particular,
there may be an issue of limited computing resources with regard to Monte Carlo simulations,
which rely on the HPC-based infrastructure, i.e., clusters. The higher the demand for high
quality simulations is, the more limitations in terms of computing power and overall resources
of the underlying infrastructure a researcher may have.
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Therefore, in this thesis we will tackle the problem of computing power limitation of
HPC-based infrastructure, i.e. clusters, for the Monte Carlo simulations. To approach this
problem, we propose to analyze the differences between computing environments, i.e., HPC
and cloud computing, define common types of scientific problems, explain why we focus on a
Monte Carlo simulation type, elaborate the solution, i.e., cloudification strategies, apply the
solution to a common representative, and evaluate the conclusive results.
1.2 Organization of the Thesis
The crucial issues addressed in the thesis are (a) the state of the art of the HPC and
cloud computing; (b) current trends and challenges of modern high performance simulators;
(c) potential benefits of the big data cloudification methodology for scientific applications;
(d) potential benefits of the service-oriented cloudification methodology for scientific appli-
cations; (e) comparison of two methodologies and their practical application. The overall
structure of the thesis takes the form of seven chapters, including the introduction and
conclusion.
Chapter Two begins by laying out the theoretical dimensions of the research. In
this chapter, we cover both high performance and cloud computing, their current trends, and
challenges. In the end of the chapter, we analyze the potential application of cloud computing
to scientific applications.
Chapter Three presents the current state of modern high performance simulations,
describes the number of sophisticated tools directed at the execution of scientific workflows,
and concentrates on a standalone scientific application, i.e., a simulator. In this chapter, we
cover the problem of adapting and migrating legacy scientific simulators to clouds and study
a common representative scientific simulator.
Chapter Four analyzes the existing big data cloudification methodology, investigates
its limitations, and offers how to enhance and extend it to a wider range of applications,
which cannot be defined as suitable following the initial cloudification procedure. In the end
of the chapter, we evaluate the application of the enhanced cloudification methodology to
the scientific simulator defined in Chapter 3.
Chapter Five is concerned with the service-oriented cloudification methodology
directed at solving performance problem of complex iterative scientific applications. To
prove the viability of this methodology, we evaluate its application to the defined scientific
simulator.
Chapter Six presents the comparison of two cloudification solutions and illustrates
their practical application in a conceptual framework for cloud-based hydrological modeling
and data assimilation.
Chapter Seven gives a brief summary of the thesis and critique of the findings.
Based on the results obtained, we identify areas for further research.
1.3 Contributions
Contribution 1 - enhancing the “big data inspired cloudification methodology”
In collaboration with the group of Prof. Jesus Carretero from the Polytechnical School
of University Carlos III of Madrid partially under the COST Action IC1305 “Network for
Sustainable Ultrascale Computing Platforms” (NESUS), we adapted one of the state of the
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art simulators from the domain of hydrology to Apache Spark framework and demonstrated
the viability and benefits of the chosen approach. As a result, we obtained an accepted
conference publication:
Caíno-Lores, S.; Lapin, A.; Kropf, P.; Carretero, J., “Cloudification of a Legacy Hydrological
Simulator using Apache Spark”, XXVII Jornadas de Paralelismo (JP2016), Salamanca, Spain,
September, 2016.
We generalized the cloudification procedure and obtained a cloudification methodology
for scientific iterative workflows using the MapReduce paradigm. This work resulted in an
accepted conference publication:
Caíno-Lores, S.; Lapin, A.; Kropf, P.; Carretero, J., “Methodological Approach to Data-
Centric Cloudification of Scientific Iterative Workflows”, 16th International Conference on
Algorithms and Architectures for Parallel Processing (ICA3PP), Pages 469-482, Granada,
Spain, December, 2016.
We identified potential problems and possible improvements of our implementation.
Also, we performed extensive testing of the methodology, which resulted in an accepted
workshop publication:
Caíno-Lores, S.; Lapin, A.; Kropf, P.; Carretero, J., “Lessons Learned from Applying Big
Data Paradigms to a Large Scale Scientific Workflow”, 11th Workshop on Workflows in
Support of Large-Scale Science (WORKS16), Salt Lake City, Utah, USA, November, 2016.
We studied scalability and efficiency of the cloudified application using large and very
large pools of computing resources. As a result we submitted a journal article:
Caíno-Lores, S.; Lapin, A.; Kropf, P.; Carretero, J., “Applying Big Data Paradigms to a
Large Scale Scientific Workflow: Lessons Learned and Future Directions”, Future Generation
Computer Systems, submitted in December 2016.
Contribution 2 - service-oriented cloudification methodology and computing-
oriented cloud services
In order to apply the service-oriented cloudification methodology to an iterative Monte Carlo
simulator, there is a number of additional requirements, which should be satisfied, e.g., access
to external services, mechanism to control computing resource utilization. To satisfy these
requirements, we developed a typical cloud-based computational service at the Software as a
Service (SaaS) level. The service allows to execute a non-interactive scientific application in
a cloud environment and implies very little changes of the the original application. The work
resulted in two accepted publications:
Lapin, A.; Schiller, E.; Kropf, P., “Integrated Cloud-based Computational Services”, Proceed-
ings of the 7th GI Workshop in Autonomous Systems (AutoSys), Pages 280-292, 2014.
Lapin, A.; Schiller, E.; Kropf, P., “CLAUDE: Cloud-computing for non-interactive long-
running computationally intensive scientific applications”, Proceedings of the 8th GI Confer-
ence in Autonomous Systems (AutoSys), Pages 221-232, 2015.
Contribution 3 - practical application of the cloudification methodologies and a
conceptual framework for hydrological data acquisition and management
In collaboration with the Centre for Hydrogeology and Geothermics (CHYN) of the University
of Neuchâtel, we analyzed the requirements of a typical hydrological scientific application
and developed a prototype of an environmental monitoring system that allows hydrologists
to automatically collect and store real-time sensor data in a cloud-based storage. This work
resulted in an accepted conference publication:
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Schiller, E.; Kropf, P.; Lapin, A.; Brunner, P.; Schilling, O.; Hunkelet, D., “Wireless
Mesh Networks and Cloud Computing for Real Time Environmental Simulations”, 10th
International Conference on Computing and Information Technology (IC2IT2014), Pages
1-11, 2014.
As a follow-up, we developed a prototype of a system that comprises an environmental
monitoring and a cloud-based computational subsystems, which resulted in an accepted
conference publication:
Lapin, A.; Schiller, E.; Kropf, P.; Schilling, O.; Brunner, P.; Kapic, A.J.; Braun, T.; Maffio-
letti, S., “Real-Time Environmental Monitoring for Cloud-based Hydrogeological Modeling with
HydroGeoSphere” Proceedings of the High Performance Computing and Communications,
2014 IEEE 6th Intl Symp on Cyberspace Safety and Security, 2014 IEEE 11th Intl Conf on
Embedded Software and Syst (HPCC, CSS, ICESS), Pages 959-965, August, 2014.
Then, in collaboration with various universities and institutions:
1. Institute of Bio- and Geosciences (IBG-3): Agrosphere, Forschungszentrum Jülich
GmbH;
2. Centre for High Performance Scientific Computing in Terrestrial Systems (HPSC-
TerrSys), Geoverbund ABC/J;
3. Centre for Hydrogeology and Geothermics (CHYN) of University of Neuchâtel;
4. Communication and Distributed Systems (CDS) group of University of Bern;
5. Department of Earth and Environmental Sciences of University of Waterloo;
6. Aquanty Inc.
we developed a conceptual framework, which aims to provide the user with (i) an easy-to-use
real-time access to measurement data from the field, and (ii) dynamic stochastic simulations,
which are continuously improved by using the data assimilation approach.
Kurtz, W.; Lapin, A.; Schilling, O.; Tang, Q.; Schiller, E.; Braun, T.; Hunkeler, D.;
Vereecken, H.; Sudicky, E.; Kropf, P.; Hendricks Franssen, H.; Brunner, P.; “Integrating
hydrological modelling, data assimilation and cloud computing for real-time management of
water resources”, Environmental Modelling & Software, Volume 93, Pages 418-435, 2017.
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Chapter 2
State of the art
This chapter provides a detailed state of the art in both high performance and cloud
computing. In this chapter, we cover the current trends, challenges and evaluate the potential
of applying cloud computing to scientific applications.
2.1 High performance computing (HPC)
High performance computing (HPC) refers to computing with high power provided by a single
computer with several processors or a cluster of computers directed at solving scientific or
engineering problems that require higher performance than regular computers could provide.
Broadly speaking, HPC is associated with such concepts as:
Supercomputing represents systems primarily designed for massive parallel processing
with low latency, high bandwidth connections between a large number of co-located
processors and typically used for a long execution of an algorithm [156]. The term
“supercomputer” originated in the 1960s and it could be described as a computer with
an elevated level of computing performance compared to a general purpose computer.
The performance of a supercomputer is measured in floating-point operations per
second (FLOPS). It is important to emphasize that the performance of a computer
is a complicated issue to measure because of its distinctive characteristics, e.g., the
computer architecture, hardware, operating system, compiler’s ability to optimize the
code, application, implementation, algorithm, high level language. Since 1986, TOP500
evaluates the performance of supercomputers by using the LINPACK Benchmark
and publishes its ranking every year [3]. The LINPACK Benchmark is used not to
evaluate the overall performance of a given machine but to reflect the theoretical peak
performance of a dedicated system for solving a dense system of linear equations. The
theoretical peak performance is determined by counting the number of floating-point
additions and multiplications that can be completed in a period of time, usually the
cycle time of the CPU [53]. According to the latest TOP500 list from June 2017, the
aggregate performance of all supercomputers in the list is 749 petaflops.
Cluster computing refers to a type of parallel or distributed processing system consist-
ing of a set of interconnected standalone computers operating as a single integrated
computing unit [23]. In its basic form, a cluster consists of two or more computers
or systems (also known as nodes), which work together to execute applications or
perform tasks. High bandwith and low latency connection of nodes is critical to cluster
computing performance. Cluster computing is popular among researchers due to the
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possible increase of scalability, resource management, availability or processing to a
supercomputing level for an affordable price.
Grid computing as a concept was established by Carl Kesselman, Ian Foster, and Steve
Tuecke in the 1990s. According to Foster et al. [65], grids could be defined as “a
hardware and software infrastructure that provides dependable, consistent, pervasive,
and inexpensive access to high end computational capabilities.” The key concept behind
grids is to establish resource-sharing arrangements among providers and consumers, then
to use the resulting resource pool for large-scale computations. Ian Foster [66] suggested
a checklist to help define what are, and what are not grids: (i) grids coordinate resources
that are not subject to centralized control; (ii) grids use standard, open, general purpose
protocols and interfaces; (iii) grids deliver nontrivial qualities of service. One of the key
grid computing characteristics is that its size can increase and decrease dynamically
depending on the resource costs and availability. Another important feature of grid
computing is that it can use heterogeneous and dynamic compute, storage and network
resources, which could come from multiple geographically distributed domains having
different resource usage policies, hardware and software configurations and platforms.
To integrate these geographically distributed resources into a single entity, grids apply
a set of protocols and services [67] standartized by the Global Grid Forum. Grids
can be assembled over a wide area, by using heterogeneous servers and CPU types or
by borrowing spare computing cycles from idle machines in an in-house environment
or across the Internet [131]. Essentially, grids are directed at addressing large-scale
computation problems by using generally heterogeneous and dynamic resources from
multiple geographically distributed domains.
High Throughput Computing (HTC) was firstly developed to address scientific prob-
lems, which require extended periods of time (e.g., weeks, months) to perform a
computational task. To meet this demand, the Center for High Throughput Computing
at UW-Madison developed the first high throughout computing system HTCondor to
enable scientists and engineers to increase their computing throughput [13]. In 1996,
the HTCondor team presented the HTC system and underlined its distinction from
the HPC one, i.e., the ability to deliver enormous amounts of computing resources and
processing capacities over extended periods of time [140]. The purpose of HTC is to
efficiently harness the use of all available computing power. It is specifically related to
an environment with distributed ownership (thousands of personal computers instead of
one supercomputer) when throughout an organization users own computing resources.
In this case, the utilization of all organizational computing power to its full extent
may be low as many desktop machines will be idle when their users are occupied. The
HTCondor, a software system that creates an HTC environment, effectively utilizes
the computing power of workstations communicating over a network. When the job is
submitted to the HTCondor, it finds an idle machine, runs the job on it, and, if the
machine is no longer available, migrates the job to another machine [162].
Many Task Computing (MTC) refers to a system directed at completing many inde-
pendent and dependent computational tasks by using enormous number of computing
resources over short periods of time. In contrast to HTC computations (completed in
days, weeks), MTC primary metrics are in seconds, e.g., tasks/sec, FLOPS. Primarily,
Raicu et al. [138] coined the term MTC to draw attention of the scientific community
to heterogeneous applications that are not well parallelized. MTC denotes the high
performance computation tasks, which could be small or large, static or dynamic,
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homogeneous or heterogeneous, compute-intensive or data-intensive, loosely-coupled
or tightly-coupled. MTC aims to bridge HPC paradigm, which covers tightly-coupled
communication-intensive tasks, with HTC, which operates with long-running parallel
tasks [99, 138].
In this section, HPC and related concepts were overviewed. In summary, HPC aims at
delivering higher computing performance, than a typical desktop computer can provide, in
order to solve large and complex problems. In the next subsections, we will review the HPC
anatomy, i.e., architecture, programming models, current trends and challenges.
2.1.1 HPC architectures
Since many years, the taxonomy developed by Flynn is still considered to be useful for the
classification of high performance computer architectures [64]. This classification consists of
four major HPC architectural classes:
1. Single instruction stream, single data stream (SISD):
These systems contain one single processor (one CPU core) that accommodates one
instruction stream directed at operating on data stored in one single memory. Some
examples of SISD systems could be older generation mainframes, minicomputers,
workstations and single processor/core PCs.
2. Single instruction stream, multiple data streams (SIMD):
These systems contain a large number of processing units (from 1’024 to 16’384 PUs)
and a single control unit (CU) that could execute the same instruction (an identical
action) to operate on multiple data pieces in parallel. There are two types of SIMD
systems: array and vector processors. Array processors operate on multiple data pieces
at the same time, while vector processors act on data arrays in consecutive time slots.
SIMD systems like GPUs are well suited for problems with a high degree of regularity
like graphics or image processing. Some other examples of the SIMD-based systems are
IBM’s AltiVec and SPE for PowerPC, Intel’s MMX and iwMMXt.
3. Multiple instruction streams, single data stream (MISD):
In theory, MISD systems have multiple processors and perform multiple instructions
using a single input data stream. However, no practical solution of such an architecture
has been constructed yet. MISD might be well used for multiple frequency filters
operating on a single data stream or multiple cryptography algorithms directed at
cracking a single encrypted code.
4. Multiple instruction streams, multiple data streams (MIMD):
The MIMD architecture is typical for computers with multiple processors. These systems
execute multiple instructions in parallel over multiple data streams. MIMD systems can
run many sub-tasks in parallel to shorten the execution time of the main task. MIMD
execution can be synchronous or asynchronous, deterministic or non-deterministic.
Currently, most common examples of MIMD are desktop PCs.
Considering a vast variety of SIMD and MIMD systems, it is important to elaborate more on
their classification [160]:
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Distributed memory systems are systems with multiple CPUs having their own associ-
ated private memory. The CPUs are interconnected and may exchange data among
their memories if it is required. Both SIMD and MIMD can be distributed memory
systems.
Shared memory systems have multiple CPUs sharing the same address space and
accessing one memory resource on an equal basis. Both SIMD and MIMD can be shared
memory systems.
Overall, the Flynn’s taxonomy and its enhanced version proposed by Van der Steen [160]
aims to break computer architecture down by the number of instructions and data streams
that can be handled in parallel.
2.1.2 HPC programming models
Regarding the HPC software development, the most frequently used programming models
are the following:
Message Passing Interface (MPI) is a programming interface also known as a thread-
safe application programming interface (API), which defines the syntax and semantics of
a software library and provides standardized basic routines necessary for building parallel
applications, as noted by Frank Nielsen [120]. MPI is directed at developing parallel
programs that encapsulate data and exchange it by sending/receiving messages [120].
To put it simple, MPI aims to provide a standard for developers writing message passing
programs. Its interface stands for being practical, efficient, portable, and flexible. It is
important to emphasize that MPI does not depend either on a memory architecture
(i.e., distributed or shared memory) or a programming language (MPI commands can be
used with different languages, i.e., Java, Python, C, C++, Fortran). This programming
interface is portable, widely available, standartized, and highly functional (with more
than 430 functional routines).
High Performance Fortran (HPF) is defined by Harvey Richardson [143] as “a program-
ming language designed to support the data parallel programming style”. HPF was
developed to secure high performance of parallel computing, which does not sacrifice
portability. HPF is based upon the Fortran 90 programming language and extends it by
providing support for controlling the alignment and distribution of data on a parallel
computer; adding new data constructs; extending the functionality at a higher level of
abstraction, and addressing some sequence- and storage-related concerns. According
to Kennedy et al. [97], HPF pioneered a high level approach to parallel programming,
initially gained high community interest in the language and its implementation but
failed to build a strong user base.
Pthreads or POSIX threads is a standardized C language threads programming interface
defined in the POSIX standard [5]. According to Narlikar et al. [117], Pthreads can
be implemented either at the kernel level or as a user-level threads library. The first
implementation approach is relatively expensive in terms of making thread operations.
Though, it provides a single, rigid thread model with access to system-wide resources.
The second approach provides an implementation in user space without kernel inter-
vention. Thus, it is significantly cheaper in making thread operations. Overall, both
implementation approaches are well suited for writing parallel programs with many
lightweight threads. In the POSIX model, threads share dynamically allocated heap
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memory and global variables. This may cause some programming difficulties. For
instance, when multiple threads access the same data, programmers must be aware
of race conditions and deadlocks to protect a critical section of the code. In general,
the POSIX model is well suited for the fork/join parallel execution pattern. Although,
Diaz et al. [51] do not recommend Pthreads as a general purpose parallel program
development technology due to its unstructured nature.
OpenMP is a shared memory API directed at easing the development of shared memory
parallel programs. The characteristics of OpenMP allow for a high abstraction level,
making it well suited for developing HPC applications in shared memory systems.
Overall, at the lowest level, OpenMP is a set of compiler directives and library routines,
which are accessible from Fortran, C and C++ to express shared memory parallelism [42].
At the higher level, the OpenMP supports the execution of both parallel and sequential
programs [126]. The switch between parallel and sequential sections follows the fork/join
model of parallel execution [51, 94]. Overall, in OpenMP the use of threads is highly
structured. Altogether that makes OpenMP a well suited alternative to MPI.
In general, every HPC programming model presented above has its place in specific situations.
Its choice depends more on software preferences, programmer’s expertise, and available
development time than on a hardware.
2.1.3 Current trends and challenges
Strohmaier et al. [149] analyzed the HPC market, its evolution, and trends from the advent
up to 2005. The HPC market was born in the 1970s with the introduction of vector
computing (typically represented by aforementioned SIMD-based systems), which offered
higher performance than a typical system. In the end of the 1980s, parallel computing
with scalable systems and distributed memory gained popularity. At that time, massively
parallel processing (MPP) systems, still SIMD-based, were developed providing the highest
performance. In the early 1990s, symmetric multiprocessing (SMP) systems became popular
due to their performance/price ratio suitability for both low and medium HPC market
segments. Typically, SMP systems were MIMD-based and well adopted both in the industry
and academia. In the 2000s, computer clusters gained popularity; by 2005 most of the
supercomputers presented in the TOP500 list were clusters. By now HPC clusters are
massively used in the large, government-funded organizations, academic institutions, and
commercial sectors, e.g., aerospace, automotive, manufacturing, energy, life sciences, financial
institutions. In all these fields, HPC is used for large computations with ensured high levels
of accuracy and predictability [131].
According to the TOP500 overview of the IDC’s Forecast 2016-2020 for the HPC
Market [10], the demand for HPC continues growing, with a compounded annual growth rate
of 8% from 2015 to 2019. IDC forecasts that the HPC growth is fueled by performance-critical
areas, e.g., deep learning, artificial intelligence, and big data. IDC calls these areas high
performance data analytics (HPDA), which is growing at high compounded annual growth
rates both in the academia (16.8%) and industry (26.3%). However, it is also important to
emphasize that in recent years TOP500 supercomputers have shown a general slowdown in
the performance advancements. It is difficult to identify the key reason behind this slow-
down, whether it is related to budgetary constraints imposed on businesses and government
organizations or it is related more to time and cost necessary to deploy and maintain HPC
infrastructures. When there is a need to maintain the advancement rate of certain domains,
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an alternative could be to oﬄoad applications to another environment, e.g., cloud computing.
In general, this subsection illustrated that the demand for HPC continued growing. There is
also a need for an alternative that could solve efficiently and cost-effectively data- and compute-
intensive problems in case the possibility to deploy and maintain an HPC infrastructure is
impeded.
2.2 Cloud computing
The idea behind cloud computing is not new. In the 1950s, a gradual evolution towards cloud
computing started with mainframe computing. Considering the high cost of purchasing and
operating multiple computers at every organization, a shared access to a single computing
resource, a central computer, provided an economic benefit. In the 1970s, the concept of
virtual machines was established. By using virtualization, it became possible to execute one
or many operating systems in parallel on one physical hardware. The virtual machine took the
mainframe computing to a new level as it enabled multiple distinct computing environments
to operate inside one physical machine. In the 1990s, the telecommunication companies
started offering virtualized private network connections at a reduced cost. Instead of getting
a personal connection, an end user got shared access to the same physical infrastructure.
Altogether, this served as catalysts for the development of cloud computing [8].
There are many definitions of the cloud computing. Hereafter, the most relevant
definitions will be presented. According to the National Institute of Standards and Technology
(NIST) [80], cloud computing is “a model for enabling ubiquitous, convenient, on-demand
network access to a shared pool of configurable computing resources (e.g., networks, servers,
storage, applications, and services) that can be rapidly provisioned and released with minimal
management effort or service provider interaction. This cloud model is composed of five
essential characteristics, three service models, and four deployment models”.
According to a joint technical committee of the International Organization for Stan-
dardization (ISO) and the International Electrotechnical Commission (IEC) [86], cloud
computing is “a paradigm for enabling network access to a scalable and elastic pool of share-
able physical or virtual resources with self-service provisioning and administration on-demand.
The cloud computing paradigm is composed of key characteristics, cloud computing roles
and activities, cloud capabilities types and cloud service categories, cloud deployment models
and cloud computing cross cutting aspects”.
Whereas Cisco [24] defined cloud computing through three key attributes characterizing
a cloud computing system:
1. On-demand provisioning means that resources can be delivered immediately when
needed, released when no longer required, and billed only when used.
2. At-scale service means that the service provides the illusion of infinite resource avail-
ability in order to meet the requirements.
3. Multitenant environment means that the resources are provided to many consumers
from a single pool at the same time, saving the provider from significant costs.
In Cisco’s definition, all the three attributes are required to define a cloud service. Interestingly,
the physical location of resources (on-premise or off-premise) is not a part of the definition.
Alternatively, IBM [19] defined cloud computing to be “an all-inclusive solution in
which all computing resources (hardware, software, networking, storage, and so on) are
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provided rapidly to users as demand dictates. The resources, or services, that are delivered,
are governable to ensure things like high availability, security, and quality. The key factor to
these solutions is that they possess the ability to be scaled up and down, so that users get
the resources they need: no more and no less. In short, cloud computing solutions enable IT
to be delivered as a service.”
Considering all these relevant definitions, we adopt the following definition in the
context of this thesis:
Cloud computing is a popular paradigm, which relies on resource sharing and virtualiza-
tion. Cloud computing provides a consumer with a transparent, scalable and elastic computing
system having computing, network, and storage resources and being able to expand and shrink
on-the-fly.
The reason for the existence of distinct perceptions and, consequently, definitions of cloud
computing is that it is not a new technology but rather a set of various services (2.2.1.1) and
deployment models (2.2.1.2) bringing together the enabling technologies (2.2.2) to meet the
technological and economic requirements of today’s service-oriented demand (2.2.3).
2.2.1 Cloud computing models
Cloud computing [161] is continuously evolving, delivering various computing resources as
services to a consumer. Taking into account the NIST Special Publication [80], the cloud
computing essential characteristics could be defined as:
1. On-demand self-service, when a consumer can acquire computer services such as
applications, networks, or servers without any interaction with the service provider.
2. Broad network access, when sufficient cloud capabilities are available over the
network and accessed through standard network infrastructures and protocols.
3. Resource pooling, when computing resources are pooled to serve multiple consumers
by using a multi-tenant model with different physical and virtual resources dynamically
assigned and reassigned according to consumer demand. Even though a consumer has
no control or knowledge over the location of provided resources, but it is possible to
specify the location at a prominent level, e.g., country, state, datacenter.
4. Rapid elasticity and scalability, when the consumer has access to unlimited capa-
bilities rapidly and elastically provisioned on a self-service basis almost in real time.
5. Measured Service, when the cloud computing resource usage appropriate to the
type of service (e.g., storage, processing, bandwidth, and active user accounts) can
be transparently measured, controlled, and reported both by the provider and the
consumer.
The aforementioned characteristics bring a considerable value to the consumer by lowering
operating cost due to the pay-as-you-go model, minimizing management effort due to main-
tenance and administration of the infrastructure by a third party, and providing virtually
unlimited resources on demand. Overall, that makes cloud computing attractive to the
industry and facilitates its adoption.
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2.2.1.1 Service models
According to the NIST Special Publication [80], there are only three service models: Cloud
Software as a Service (SaaS), Cloud Platform as a Service (PaaS), and Cloud Infrastructure
as a Service (IaaS). Interestingly, different authors extended this list and enlarged it with
additional service models, e.g., Database as a Service, Security as a Service, Network as
a Service, Simulation Software as a Service. Consequently, it is possible to emphasize the
current trend described well in Subsection 2.2.3 that cloud computing is emerging to become
Everything/Anything as a service (XaaS) model. Many scholars hold the view that three
models (SaaS, PaaS, and IaaS) are the major ones and they could be presented as a pyramid
(Figure 2.1), in which the Software as a Service will be placed at the top of the pyramid, while
the Infrastructure as a Service will be placed at the bottom [19, 112, 146]. The following
brief overview presents there service models.
Figure 2.1: Cloud Computing Pyramid [146]
Service model 1: the Software as a Service (SaaS)
SaaS model delivers a consumer the access to software applications over the Internet. This
refers to prebuilt and vertically integrated applications (e.g., an email system, an ERP, a
CRM, a human resource management system, a payroll processing system) that are delivered
to and purchased by users as services. Besides some user-specific application configuration
settings, the consumer has no control over the underlying cloud infrastructure including
network, servers, operating systems, storage, or even individual application capabilities. The
applications are centrally managed on the cloud, possibly by a third-party vendor, and can be
accessed with a web browser without any preliminary installation. This approach simplifies
the application usage experience for the end users and excludes necessity to update the
software or deal with licenses. SaaS may be regarded as a user layer, which can be further
classified into services (a particular application for a specific use, e.g., Gmail) and applications
(a unified software that incorporates many business functions, e.g., SAP Business ByDesign).
The market of SaaS products is very broad as services can be anything from Web-based email
to enterprise resource planning (ERP). Interestingly, Cisco [83] forecasts that by 2020, 74
percent of the total cloud workload will be Software as a Service (SaaS), up from 65 percent
in 2015.
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Service model 2: the Platform as a Service (PaaS)
PaaS model (e.g., OpenShift) delivers an application development platform allowing developers
to concentrate on software design, development, and deployment rather than maintenance of
the underlying infrastructure. Developers do not manage or control the underlying cloud
infrastructure including network, servers, operating systems, or storage, but have control over
the deployed applications and possibly application hosting environment configurations. PaaS
could be considered as a developer layer intended to support the SaaS layer of the pyramid.
Typical PaaS offering includes runtime environment for application code, cloud services,
computing power, storage, and networking infrastructure. Developers are usually charged per
each billing period for storage (per GB), data transfer in or out (per GB), and I/O requests
(per n thousand requests), etc. Good examples of PaaS services are AWS Elastic Beanstalk,
Windows Azure, Heroku, Force.com, Google App Engine, Apache Stratos. According to
Cisco [83] forecast, by 2020, 8 percent of the total cloud workload will be Platform as a
Service (PaaS), down from 9 percent in 2015.
Service model 3: the Infrastructure as a Service (Iaas)
IaaS model (e.g., Amazon, OpenStack, OpenNebula) delivers any kind of system resources
on demand (e.g., compute power, storage, networking) and allows users to pay as they go
for the actual consumption. The consumer does not manage or control the underlying cloud
infrastructure but has control over CPU operating systems, storage, deployed applications,
and possibly limited control over certain networking components (e.g., host firewalls). IaaS
is the lowest layer of the pyramid that supports PaaS and SaaS layers. The added value
of IaaS is the use of a complex infrastructure on a pay-for-what-you-use basis rather than
investing upfront in building and maintaining an infrastructure (e.g., hardware, software,
servers, datacenter facilities). Regarding Cisco forecast [83], by 2020, 17 percent of the total
cloud workloads will be Infrastructure as a Service (IaaS), down from 26 percent in 2015.
2.2.1.2 Deployment models
According to National Institute of Standards and Technology (NIST) [80], there are four
cloud deployment models:
Deployment model 1: private cloud
The private clouds, also known as internal clouds, are proprietary networks; often, its data
centers reside within the organization [112]. It can be managed by the organization or a third
party and can be on premise or off premise. In a case of being on premise, the organization
oversees setting up and maintaining the cloud. Thus, it is the organization who is responsible
for cloud resources provisioning and functioning. The added value of private clouds for the
organization is a possibility to control security and quality of service aspects. It is especially
relevant in case of managing critical processes and storing sensitive data [80].
Deployment model 2: community cloud
The community cloud infrastructure is semi-private as it is shared by several organizations
and supports a specific group of tenants with similar backgrounds that has shared concerns
(e.g., mission, security requirements, policy, and compliance considerations). Then the cloud
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infrastructure becomes a private cloud for this specific community. It may be managed by
the organizations or a third party and exist on premises or off premises.
Deployment model 3: public cloud
The public clouds, also known as external clouds, are cloud services owned by cloud service
providers that are made available to a general public or a large industry group. The cloud
providers are responsible for installation, management, provisioning and maintenance of the
cloud infrastructure. Considering the variety of cloud services provided to a generic public,
the pooling of resources becomes more efficient. In a public cloud, the infrastructure is
organized and managed entirely by the cloud provider. Hence, the security mechanisms (for
example, encryption, replication) may not be fully transparent to the user.
Deployment model 4: hybrid cloud
The hybrid clouds are a composition of two or more clouds that remain unique entities
but are bound together by a standard or a proprietary technology. This enables data
and application load balancing in order to avoid overload of one single cloud. Hence, hy-
brid clouds can be valuable for the user who manages dynamic and highly changeable
environments. However, they can also present some management challenges because re-
sponsibilities are split among an organization, a community and/or a public cloud provider.
This subsection presented an overview of the cloud computing anatomy from different
perspectives: essential characteristics, service and deployment models. The cloud computing
distinguishes itself from other computing paradigms by its attractive features, i.e., on-demand,
flexible, easy-to-measure, virtually unlimited resource obtainable services. Clouds can be
classified according to their offered service models, i.e., SaaS, PaaS, IaaS. Clouds can also
be classified according to their deployment models, i.e., private, community, public, hybrid.
Thereby, this subsection laid the foundations for the further discussion of the IT complexity
and technologies behind the cloud computing paradigm.
2.2.2 Enabling technologies behind cloud computing
While a consumer experiences cloud computing as an easy-access and easy-to-use technol-
ogy, cloud computing is a complex and powerful paradigm with a multitude of important
technologies behind. In 2008, Wang et al. [164] published a paper, in which they identified a
number of enabling technologies behind cloud computing presented below.
Virtualization technology
In cloud computing, virtualization holds a crucial position. Virtualization is a very old
concept that dates back to 1974 when Popek and Goldberg derived the first set of formal
requirements for efficient virtualization [135]. The term virtualization refers to provisioning a
virtual resource (e.g., a computer network resource, a storage device, a server) that behaves
identically to its physical counterpart. The idea is to run several instances of the operating
system (OS) called guests or virtual machines (VMs) on a single physical machine (bare
metal), hereafter called host. Virtualization is provided through a special piece of software
called a hypervisor or a virtual machine manager (VMM) running on a physical machine.
Hypervisors can run directly on the system hardware or on a host operating system. The
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latter allows to delegate tasks like I/O device support and memory management to the host
OS.
Overall, virtualization allows to split the physical infrastructure and create dedicated
virtual resources. Moreover, it is a key component of the Infrastructure as a Service (IaaS)
cloud, which enables tenants to access VM-based computing resources. The tenant can scale
resources in and out to meet its demand, for example, by releasing idle VMs, or requesting
new VMs upon a workload burst.
Web services and SOA
Considering the fact that normally cloud computing services are exposed as Web services,
they also follow such industry standards as Universal Description, Discovery and Integration
(UDDI), Web Service Description Language (WSDL), Simple Object Access Protocol (SOAP),
an XML-based RPC, and a messaging protocol [55]. In brief, UDDI is a registry mechanism
that can be used to look up Web service descriptions. WSDL is a descriptive interface
and protocol binding language. While SOAP is a service-oriented architecture protocol,
which allows distributed applications to communicate by using HTTP and XML. The cloud
computing services could be designed and managed by a Service Oriented Architecture (SOA).
SOA is a set of software design principles, patterns, and criteria, which address modularity,
encapsulation, reusability, and loose coupling of distributed application components, i.e.,
services. By applying the industry standards and SOA, cloud computing services become
interoperable, dynamic, and composable.
Worldwide distributed storage system
According to Cisco [83], the need for distributed data storage centers and cloud resources
accelerates drastically due to the forecasted almost quadruple (3.7-fold) growth of cloud
traffic, which will increase from 3.9 ZB in 2015 to 14.1 ZB in 2020. The cloud storage model
should foresee the need for data storage migration, merger and transparent management by
the end user, for example, as it is done by Google File System and Amazon S3.
Programming model
For easy access to cloud services, cloud programming models intend to hide its under-
lying complexity from non-specialized individuals. For instance, MapReduce is a pro-
gramming model and a corresponding implementation for simplified processing and gen-
eration of large volumes of data [44]. Programs written in its functional style are au-
tomatically parallelized and executed. This allows programmers not experienced with
parallel and distributed systems to easily utilize the resources of a large distributed sys-
tem [90]. For example, Hadoop is a MapReduce implementation, which allows the user
to process large data sets across clusters of computers. Hadoop was primarily designed
to detect and handle failures at the application layer. Thus, it allows programmers to
store and read a large amount of data in reliable, fault-tolerant, and cost-effective way.
This subsection presented a short overview of the technologies behind the cloud computing
paradigm and paved the way for the further discussion of a current service-oriented demand
and the evolution of cloud computing service models to a broader form of Everything/Anything
as a Service (XaaS).
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2.2.3 Service oriented approach to resources
While three major service models are SaaS, PaaS, and IaaS, different authors extended the list
with additional resources presented as services, for example, Storage as a Service, Database
as a Service, Security as a Service, Network as a Service, Communication as a Service,
Integration as a Service, Testing as a Service, Business Process as a Service, Simulation
Software as a Service. Altogether, these broad categories of services related to computing and
remote access form a larger set called Everything/Anything as a Service (XaaS). Virtualized
physical resources, virtualized infrastructure, as well as virtualized middleware platforms
and business applications are provided and consumed as cloud services. A rich ecosystem of
cloud computing services and providers has emerged and it forms a complex environment, in
which Web applications and services are developed, tested, deployed, and operated. While
this complex environment provides many choices, at the same time it poses a great challenge
to engineers in charge of building resilient application architectures. The growing diversity of
services, frameworks, platforms and tools within the cloud computing community tends to
obfuscate the reasonable use and combination of the advertised offerings. In this subsection,
the most distinct service models established in recent years will be categorized and overviewed.
Service model 1: DataBase as a Service (DBaaS)
It is difficult to argue with the importance of relational database management systems
(DBMSs) or diminish their value, which became an integral and indispensable component
in most computing environments today. With the advent of hosted cloud computing and
storage, the opportunity to offer a DBMS as an outsourced service is gaining a momentum,
as well illustrated by Amazon’s RDS and Microsoft’s SQL Azure [41]. The Database as a
Service (DBaaS) gains attention for two major reasons. First, due to economies of scale, the
users will likely pay less for the database service than when they buy the hardware and run
it themselves. Second, when the DBaaS is well designed, any costs incurred are proportional
to how much it was used (a pay-per-use payment model), the same applies to both software
licensing and administrative costs. The latter costs often accelerate significantly when a
specialized expertise is required to obtain a satisfactory performance from commodity DBMSs.
When database management tasks are well centralized and automated, DBaaS operational
costs can be substantially reduced, while maintaining the performance [41].
There are three challenges that drive the design of relational database management
systems: efficient multi-tenancy to minimize the hardware footprint required for a given (or
predicted) workload, elastic scale-out to handle growing workloads, and database privacy.
Considering the existing offerings like Amazon RDS and Microsoft SQL Azure, they validate
the market need for DBaaS. However, it is important to emphasize that they are constrained
as both DBaaS offerings support only a limited consolidation (often based on VMs), lack
scalability beyond a single node (i.e., a server), and have considerable issues with data privacy
or processing of queries over encrypted data [41]. Considering the DBaaS multi-tenancy, the
key challenge is related to dealing with big data and overcoming the database limitations on
extremely large amount of tables and/or columns. The scalability of database systems is a
popular issue both in academic and business areas as both approaches (NoSQL and SQL-
based systems) have some limitations, e.g., the former sacrifices a fair amount of expressive
power and/or consistency in favor of extreme scalability, while the later limits the type of
transactions allowed. At this stage, all the attempts to preserve consistency and achieve
scalability via workload-aware partitioning are too expensive to be put in practice [41].
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Service model 2: SECurity as a Service (SECaaS)
Clouds offer attractive options to migrate corporate applications without any implication for
management or security of physical resources. However, the migration of critical business
applications with sensitive data can be limited due to the lack of transparent security
mechanisms from cloud service providers (CSPs). Typically, the cloud service consumers
have security requirements to fulfill due to regulatory compliance but to verify how well the
CSP could satisfy these requirements is still difficult. Recently, the cloud security community,
represented by workgroups of the European Network and Information Security Agency
(ENISA) and the Cloud Security Alliance (CSA), has identified that specifying security
parameters in Service Level Agreements (SLAs) could serve well to establish the common
ground for the CSPs and standartize the security issues from both the user and provider sides.
SLAs lay the foundation for the transparency of the security mechanisms of the provided
cloud services.
The growth of the SaaS market has also given a rise to a new generation of tools,
platforms, and hardware, which can provide protection for cloud-based applications, data,
business processes. This generation of tools is known as Security as a Service (SECaaS).
According to MarketsandMarketsTM , the SECaaS market is expected to grow from USD 3.12
billion to USD 8.52 billion by 2020. The types of SECaaS solutions are Data Loss Prevention
(DLP), Security Information and Event Management (SIEM), email encryption, and endpoint
protection. Cloud security could also be ensured from the hardware perspective. For example,
if cloud providers integrate Intel SGX into their infrastructure, then cloud users will be able
to protect critical code or/and data from disclosure or modification.
Service model 3: Network as a Service (NaaS)
Most cloud applications are distributed by nature and often involve significant network
activity to perform their operations. Today, in current cloud computing offerings, tenants
have little control over the network. Tenants can accurately select the number and types of
computational and storage resources needed for their applications, but they cannot directly
access and manage the network infrastructure (i.e., routers or switches) unless it is a private
or community cloud. This means that all packet processing must occur at the end hosts. Even
some relatively common communication operations, such as multicast, are not supported,
requiring tenants to implement them using inefficient application-level overlays. Triggered by
lowering costs and increasing performance, a new approach towards software- and FPGA-
based programmable routers arose and aimed at replacing the traditional switches’ and
routers’ operations (e.g., IPv4 forwarding) with a custom implementation [40]. This approach
evolves to a new stage of a Network as a Service model when this flexibility could be provided
to tenants in order to implement part of the application logic in the cloud network. NaaS
could be described as a new cloud computing model, when tenants have access to additional
computing resources collocated with switches and routers. Tenants can use NaaS to implement
custom forwarding rules based on application needs, i.e., a load-balancing anycast or a custom
multicast service. Tenants can process packets on-path, even modify the payload or create
new packets on the fly. This enables the design of efficient in-network services, such as
data aggregation, stream processing, caching and redundancy elimination protocols, that are
application-specific as opposed to traditional application-agnostic network services. NaaS
model is expected to be widely adopted, however, there are considerable limitations to
overcome – i.e., scalability, multi-tenant isolation of different network resources, and support
of distinct solutions developed by various organizations and executed concurrently.
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Service model 4: SiMulation as a Service (SMaaS)
In the academia, there is a need for services that could provide researchers and scientists with
tremendous computing resources and substantial amount of storage necessary for conducting
scientific simulations and experiments. Simulation software, which is based on the mathe-
matical process of modeling a real operation or phenomenon, is widely used in simulating
weather conditions, heat pumps, chemical reactions, complex biological processes, etc. It may
manifest the following characteristics [77]: long-running time, high resource consumption,
complicated I/O, interconnection with other simulation software(s). Typically, researchers
and field experts need to have either the simulation software installed on their own machines
or the access to machines that can host a simulation. Sometimes, experiments may be
disrupted when there is a dependency between different simulations, while one of them may
not be immediately available. With the advent of cloud computing and SOA, researchers and
scientists are exposed to software, platform, and infrastructure on the Internet. In the cloud
environment, a researcher could conduct an experiment by connecting multiple simulation
software services to form a workflow, which represents how the experiment proceeds. Even
though simulation could be wrapped into web services, there is still one intrinsic difference
between regular software and simulation – it’s fundamental for the simulation to be dy-
namic in its nature and have its elements constantly changing over time. Thus, the time
factor is crucial and critical to the correctness of the simulation in order to guarantee and
maintain the correct temporal order of the events occurring in the simulation. Comparing
to regular services, simulation services are tightly-coupled and may incur extra work [77].
The aim of Subsection 2.2.3 was to identify the service-oriented offering models that altogether
form a broad cloud computing concept of Everything/Anything as a Service (XaaS). While
there exists a rich ecosystem of cloud service offerings, both the academia and industry face
considerable challenges of engineering resilient and reliable services, standardizing them, and
meeting all the security demands. Hence, in the next subsection we will overview the major
challenges that may hinder the rapid development and adoption of cloud computing services.
2.2.4 Current challenges
Although the cloud computing became popular both in the industry and academia, the cloud
computing market is considered to be in its infancy. According to the cloud computing
market maturity study results [85], cloud computing is considered as a relatively immature
service offering, especially IaaS and PaaS that are on the stage of a small adoption with a
potential for growth, though SaaS has started demonstrating a significant adoption with a
notable innovation in terms of product offerings. There are still many challenges and issues to
be considered in order to accelerate the cloud computing adoption. Some of these challenges
are briefly described below:
Challenge 1: security
It is obvious that the security issue plays a crucial role in the adoption of cloud computing
due to the fact that the cloud service consumer puts the data and runs the software at
the third party’s side. Security issues such as data loss, phishing, password weaknesses,
and compromised hosts running botnets pose serious threats to the organization’s data and
software and, consequently, delay its cloudification [52]. Furthermore, with multi-tenancy
and pooled computing resources, new security challenges arise. First, in a shared resources
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environment, unexpected side channels, which passively monitor information, and covert ones,
which actively send data, can emerge. Lastly, there is an issue with a reputation fate-sharing,
which can arise when a single subverter disrupts many users, who rely on cloud providers,
ensuring the use of the cloud security best practices. Because the users can share the same
network address, the disruption will be allocated to every tenant without distinguishing the
real subverter [38].
Challenge 2: standardization
According to Sixto Ortiz Jr. [127], the rapid growth and adoption of cloud computing is
limited and threatened by the failure of comprehensive cloud-computing standards to gain
traction, regardless how many groups work on them, i.e. IEEE Working Groups P2301 and
P2302, Distributed Management Task Force (DMTF), Open Grid Forum (OGF), Organization
for the Advancement of Structured Information Standards (OASIS), Storage Networking
Industry Association (SNIA). The lack of standards could make cloud computing trickier
to use and restrict implementation by limiting interoperability among cloud platforms and
causing inconsistency in the area of security. Despite having no control over the underlying
computing resources, the cloud service consumer shall be ensured with the quality, availability,
reliability, and performance of the computing resources. But because there is a a lack of
effective cloud services standardization, it is difficult for consumers to compare, evaluate, and
choose the best cloud offering. However, there is a list [127] of in-progress standards that are
based upon the essential characteristics defined by NIST and described in Subsection 2.2.1:
1. Open Virtualization Format (OVF) by DMTF;
OVF establishes a transport mechanism for moving virtual machines from one hosted
platform to another.
2. Guide for Cloud Portability and Interoperability Profiles (CPIP) by IEEE Working
Groups P2301;
CPIP serves as a metastandard for existing or in-progress standards in critical areas
such as cloud-based applications, portability, management, interoperability interfaces,
file formats, and operation conventions.
3. Standard for Intercloud Interoperability and Federation (SIIF) by IEEE Working Groups
P2302;
SIIF creates and defines the topology, protocols, functionality, and governance necessary
for cloud-to-cloud interoperability and data exchange.
4. Open Cloud Computing Interface (OCCI) by OGF;
OCCI provides specifications for numerous protocols and APIs for different cloud-
computing management tasks, i.e., automatic scaling, deployment, and network moni-
toring.
5. Symptoms Automation Framework (SAF) by OASIS;
SAF is directed at providing CSPs with the guide to understand the consumer require-
ments, e.g., quality of service and capacity, to design better services.
6. Cloud Data Management Interface (CDMI) by SNIA;
CDMI standartizes client interactions with cloud-based storage, cloud data management,
and cloud-to-cloud storage interactions.
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Challenge 3: cloud interoperability
Currently, each cloud offering is proprietary and defines its own way of client/application/user
interactions with the cloud. That considerably hinders the development of cloud ecosystem
as clients are locked-in and could not choose an alternative cloud offering and easily switch
to it due to the high costs. The user lock-in could be attractive to the vendor but in this
situation clients are particularly vulnerable to price changes, reliability problems, or even
the vendor’s bankruptcy. Moreover, it is very important to emphasize that proprietary APIs
cause difficulties in cloud services’ integration with an organization’s existing local systems.
The scope of this challenge refers both to the interoperability across clouds and between cloud
and private systems. Fox et al. offer one solution, which could deal with the whole scope of
this challenge – a standardization [68]. Considering the argument of Dillon et al. [52] that
Microsoft and Amazon, the two major cloud service providers, do not support the Unified
Cloud Interface (UCI) Project proposed by the Cloud Computing Interoperability Forum
(CCIF), it is clear that the standardization progress is considerably inhibited as the big
market players could not reach consensus.
Challenge 4: energy efficiency
As stated in McKinsey report [95], data centers consume the enormous amount of energy
and, consequently, emit carbon dioxide at the same level or even more than both Ar-
gentina and the Netherlands. According to Cisco [83], by 2020 the number of large-scale
public cloud data centers will almost double. That means that the energy consumption
will accelerate too. Moreover, cloud data centers consume electricity, especially when
resources are always available. An idle server consumes about 70% of its peak power.
This waste of idle power is considered as a major cause of energy inefficiency [71]. As
the energy costs increase while the availability diminishes, there is a clear need for en-
ergy efficiency optimization while maintaining high service level performance and availability.
This subsection provided an overview of cloud computing challenges and illustrated that the
development and adoption of cloud services may be substantially impeded by security and
privacy issues, not widely adopted standards, lack of interoperability and portability, and
energy inefficiency. Considering all the advantages and drawbacks presented in Section 2.2, we
will evaluate the application of the cloud computing potential to compute-intensive scientific
applications in the next Section 2.3.
2.3 Cloud computing for scientific applications
The distinct characteristic of scientific computing is associated with ever-increasing need for
computer resources to conduct experiments, simulations and gain outcomes in a reasonable
time frame. Recently, there were only two feasible options how to satisfy this need. It was to
use either expensive supercomputers or cheap commodity resources, e.g., clusters, grids. With
cloud computing, this need could be alternatively satisfied by leasing necessary computing
resources from large-scale data centers. Even though several cloud offerings, e.g., Amazon,
GoGrid, exist on the market, the cloud potential for scientific high performance computing is
not yet considerably investigated. Considering this issue, the current section presents a brief
analysis of cloud computing and high performance computing (HPC) or high throughput
computing (HTC) capabilities for scientific applications.
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Cloud computing holds an immense potential for scientific computing. Clouds can be
cheaper than supercomputers, more reliable than grid computing, and much easier to scale than
clusters. Clouds charging model “pay-as-you-go” brings additional advantages, i.e., limitless
scale up with only one constraint – financial budget, while clusters and supercomputers are
physically limited to adding additional nodes. Besides, clouds also incur significant challenges,
especially in performance. The root for challenges is within main differences between cloud
and scientific computing: the job execution model, system size, and performance demand.
Scientific job execution model mostly requires space-shared use of resources, while clouds
mostly rely on time-shared resources and use virtualization to abstract away from physical
hardware resources, which distinct advantage is the increase of users’ concurrency, while
its disadvantage is the potential decrease of achievable performance. Considering system
size, scientific facilities include very large systems, while cloud computing services are mostly
directed at substituting small and medium-sized data centers.
The scientific community has shown a clear interest in shifting HPC- or HTC-based
applications to clouds, though it has also raised an important question: “Could the clouds’
performance be sufficient for scientific computing and its applications?” Putting it differently,
“Could clouds execute the high performance scientific tasks at the same or similar performance
level as HPC/HTC?”
Considering this question, some scientific works were directed at exploring data-
intensive workflows, since they are tightly related to conventional scientific applications
in terms of data volumes [106, 181]. Some experiments with well known workflows, e.g.,
Montage, clearly presented findings that running costs could significantly decrease with
cloud computing infrastructure, while performance would still suffer from virtualization and
latency overheads [27, 48, 79]. While Juve et al. [92] measured the usefulness and value
of cloud computing for scientific workflows by conducting experiments on three workflow
applications like Montage (an astronomy application), Broadband (a seismology application),
and Epigenomics (a bioinformatics application). Montage is an application with a high I/O
usage but low memory and CPU one. Broadband requires a high memory usage but medium
I/O and CPU ones. While Epigenomics is considered as a CPU-bound application with
low requirement for I/O and medium memory usage. Juve et al. [92] ran experiments on
a popular, widely-used and stable Amazon EC2 and a typical HPC system NCSA’s Abe
cluster. The findings presented that Amazon EC2 performance was not similar to the Abe
one, however, it was reasonable enough with a small (1-10%) virtualization overhead. These
findings indicated that clouds could serve as a viable alternative to HPC systems if cloud
service providers offer high speed networks and parallel file systems.
Other studies revealed the feasibility of running cloud-based frameworks for multi-scale
data analysis while preserving the performance and storage capabilities of grids [110, 172].
For example, hydrology domain could serve as an illustration of the cloud-based frame-
work feasibility and similarity to HPC performance level [39]. A wide range of hydrological
problems has been proved suitable for the execution in hybrid computing infrastructures
integrating grids with external cloud providers. This covers both computationally intensive
HPC simulators and MTC-based applications with multiple scenarios. There is also a strong
need for scientific applications, which can execute a non-trivial task in parallel on distributed
data sets [124]. Cloud computing provides a scalable and cost-efficient solution to the big
data challenge (for example, MapReduce). Jackson et al. [87] examined the performance of a
typical HPC workload executed on Amazon EC2 and proved in their experiments a strong
correlation between time and amount of communication and the overall application perfor-
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mance on Amazon EC2 – “the more communication there is, the worse performance becomes”.
Overall, Section 2.3 presented the evaluation of cloud computing potential for HPC/HTC-
based scientific applications and the overview of related works in this field.
2.4 Summary
In this chapter, the state of the art in HPC and cloud computing was described. An overview
of the current state, trends, and challenges for both paradigms was provided in Subsections 2.1
and 2.2 respectively. While in Subsection 2.3, the overview of related works was provided to
evaluate the feasibility and suitability of cloud computing paradigm to scientific applications.
Considering how demanding in terms of computing power and efficiency scientific applications
are, the application of cloud computing to scientific applications must be studied in more
detail. In the next chapter, we will overview scientific high performance simulators, analyze
the key features of HPC and cloud execution environments, and evaluate the cloudification
potential of the simulators.
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Chapter 3
Modern high performance simulators
3.1 Introduction
Nelson Goodman [74] famously observed that only a few other terms are used in scientific
discourse more promiscuously than “model”. The same might be said about the simulation,
which became used as a positive term in science after the World War II and gained its current
definition: “the technique of imitating the behavior of some situation or process ... by means
of a suitably analogous situation or apparatus, especially for the purpose of study or personnel
training” [96]. The rise of simulation in post WWII science is not exclusively associated
with the military history or the advent of the computer. Though, it is difficult to imagine
the construction of the first hydrogen bomb and then its successful test in 1952 without the
use of computer simulation [133]. Specifically, the introduction of the computer provided
the impetus for the simulation adoption in different scientific disciplines, e.g., meteorology,
nuclear physics, biology, geology, hydrology, economics, sociology.
The term “simulation” is often used interchangeably with the term “computer simula-
tion”. A modern simulation could be represented by a computer program built to explore and
analyze a mathematical model of either a real-world system or a hypothetical one. Primarily,
a simulation relies upon a pre-defined algorithm that takes as an input a specific state of
the system at a concrete time slot t and calculates its state at the next time slot t+ 1 under
certain conditions. Prior to the computer, the study of complex, non-linear systems has been
limited in computations and could only be achieved by perturbation methods, simplifying
models/approximations, or paper schemes for numerical approximation [96]. Even though
computers are not capable of providing researchers and scientists with the exact solution to
the studied complex problem, they could definitely approximate the solution with a high
degree of accuracy in a reasonably short period of time. Specifically, the accuracy and
speed of scientific computations is tightly interconnected with the exponential growth of
computing power. According to Denning et al. [49], this growth could be considered as a
unique phenomenon continuously stimulating economic, social, and political disruptions. The
performance of computers is doubling every 18 months (as claimed by David House) or 24
months (as claimed by Gordon Earle Moore) [49]. The exponential growth of computing
power occurs not only at the chip level, when the number of chip components – transistors,
resistors, and capacitors – double every two years according to the Moore’s law, but also at
the system and market levels. For the last five decades, Moore’s Law proved to be sustainable.
Regarding the analyses conducted by Denning et al. [49], the exponential growth at all three
levels of the computing ecosystem is likely to continue for decades to come too. During the
continuance of the available computing power growth, scientists and researchers have gained
the opportunity to investigate more complex problems, simulate compound systems, and
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describe more sophisticated interactions between these systems and processes by building and
deploying advanced interconnected computer models. Although to realize this opportunity to
its full extent, researchers require a big variety of sophisticated tools.
Scientific workflows (SWFs) emerged as one of the tools directed at integrating,
structuring, and orchestrating various heterogeneous systems, services, and components of
scientific computations to enable and accelerate the pace of scientific progress [72, 105, 155].
Lin et al. [105] defined SWFs as a scientific process formalization that represents, structures,
and automates the workflow steps from dataset selection to computation, from computation
to data analysis and final data representation. The scientific process formalization demands
a new system, which can ease the process of developing scientific workflows, and provide
adequate capabilities to modify, run, monitor, and control the execution of the workflows. A
scientific workflow management system (SWfMS) emerged in response to this demand. Recent
years have been marked with a considerable development of SWfMS, for example, Taverna,
Kepler, Pegasus [137]. Pegasus is a framework that maps complex scientific workflows to
the underlying distributed resources, specifically grid computing resources. Pegasus can
accommodate different scheduling and replica selection algorithms and provide partition-level
failure recovery [47]. Taverna is directed at creating and running workflows of bioinformatics
experiments. Taverna builds a workflow by using Scufl language and represents it in a form of
a graph consisting of processes, which transforms input data into output data [125]. Kepler
claims to be unique because it provides the design of scientific workflows on the highest
abstract level, execution, runtime interaction, access to data, and service invocation. Basically,
Kepler has such features as an intuitive graphical user interface (GUI) to design a workflow
and an actor-oriented paradigm to prototype, execute, and reuse workflows. Kepler workflows
could be presented in XML, while Kepler worker can be executed as Java threads [18].
Considering three presented examples, SWfMSs can be used as a convenient tool for
researchers to build and test scientific workflows without spending too much time on the
technical aspects of the execution (e.g., implementation, optimization, and resource control).
However, before being conveniently used, each SWfMS requires an installation and a proper
configuration in a specific execution environment. In itself, that might be a nontrivial task
for a non-computer scientist. Considering the distributed nature of compute environments,
scientists can run programs on different hardware platforms. Because the tasks shall be
properly assigned to these various resources, scientists may look for the SWfMS flexibility to
adapt scheduling techniques and find a suitable match between workflow tasks and computing
capabilities. However, neither automatic nor manual workflow model modification during
runtime is an easy task for a non-computer scientist, because it should be carefully designed
to handle exceptions for expected errors. Moreover, some scientific workflows, e.g., Montage,
consist of a large number of short-running tasks [26]. In distributed infrastructures, these
tasks can introduce a runtime overhead due to network latency. To cope with this issue,
the user might need to manually implement certain workflow optimizations, which might
be also a challenging task. Normally, SWfMSs aim to comply with various requirements
like data-driven, advanced data handling, flexibility, monitoring, reproducibility, robustness,
and scalability. However, there are specific requirements for every scientific domain, e.g., life
science, chemistry, computer science, physics. Altogether, it becomes hard to cover all the
key and domain-specific requirements in one SWfMS, consequently, there will always be a
need to modify or extend a workflow model.
Summarizing advantages and drawbacks of a typical scientific workflow management
system, it is important to highlight that a SWfMS normally offers a user-friendly and intuitive
interface to quickly build a complex multistep workflow. Moreover, a SWfMS does not require
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from researchers and scientists a profound technical background or even a knowledge of a
specific programming language. Overall, a SWfMS is well suited for prototyping, testing
ideas, and sharing workflows with others. However, a SWfMS has a number of drawbacks.
It can perform relatively well when dealing with simple and small workflows but it faces
considerable challenges to perform big and complex workflows as they might require low-level
optimizations, custom scheduling techniques, and specific execution environments. Another
considerable disadvantage is related to migration of the execution environment to a different
infrastructure as both a scientific workflow and a SWfMS environment shall be migrated.
Moreover, any SWfMS comes with additional overhead as it also consumes resources.
Considering the disadvantages presented above, an alternative to using a SWfMS
could be to build a standalone application, which is capable of executing both simple and
complex scientific workflows. An example of such an application could be a simulator
as it normally represents a self-contained application, which is installed in a computing
environment and dedicated to executing a specific scientific workflow. Regardless some
possible library dependencies, a simulator does not require any additional layer for its
execution. In comparison to SWfMS, a simulator is often optimized to efficiently execute
a workflow of any complexity, though it normally contains an implementation of only one
single workflow at a time. Also, in order to develop a simulator, a researcher shall have an
extensive programming knowledge in order to apply all necessary programming techniques,
different optimization strategies or algorithms.
In general, both a scientific workflow management system and simulator are sophisti-
cated tools directed at execution of scientific workflows and production of simulation results.
While a SWfMS is more workflow-oriented as it allows a researcher to build as many workflows
as needed to test ideas, a simulator is more result-oriented as it allows a researcher to simply
execute the workflow and get the execution result.
3.2 Problem definition
Historically, high performance computing (HPC) environments are considered as the main
execution environment for scientific applications. Universities and research centers often
maintain local HPC infrastructures, i.e., clusters. While local infrastructures could hold
substantial computing power and capabilities, researchers may still reach the limit of available
resources. Consequently, they can confront a challenge of accommodating large volumes of
data or scheduling the required number of jobs.
The first concern we identified here is the limitation of computing power and resources
for scientific applications.
One strategy how to deal with this concern is to use a data center big enough for any
computing burst. However, this strategy is of a high cost. Another strategy is to off-load local
HPC infrastructure to remote cloud-based resources on demand. Although, the migration
is a complicated task due to significant architectural differences, software and hardware
incompatibilities. Moreover, scientific applications are dependency-rich and may rely on
external libraries.
Hence, we identified here the second concern to be a migration of scientific applications
to clouds regardless environments’ differences and all existing incompatibilities.
Considering “Laws of Software Evolution” postulated by Prof. Manny Lehman [102]
in 1996, the adaptation of scientific applications to emerging technologies can be subject to
Lehman’s laws, specifically to:
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1. Law of continuing change indicates that a software becomes less appealing to its
users over time, when it does not adapt recurrently to arising needs.
2. Law of declining quality indicates that a software can be perceived as declining in
quality or as a legacy application over some time if it is not adapted to a changing
execution environment.
3. Law of feedback system states that to evolve successfully, a software shall be
recognized as a multi-loop, multi-agent, multi-level feedback system. This law clearly
indicates the importance of a user feedback for a software evolution, considering how
difficult it becomes to change or improve software in some period of time due to the
complexity of its artifacts, processes, and agents’ interaction involved in a software
change.
So far, there is a straightforward evidence of the law of continuing change as new sophisticated
technologies – e.g., clouds, big data, service-oriented technologies – evolve every day, rapidly
enter the market, and gain momentum because they could satisfy the current users’ needs.
However, many of the current scientific applications face the problem of adapting to new
operational constraints (described well in the law of declining quality) as well as a difficulty of
considering and adopting the user’s feedback (described well in the law of feedback system).
Specifically, such systems could be recognized as legacy applications.
Al Belushi et al. [15] defined legacy applications as the ones that were built without
incorporating new technologies and resisting adaptations to that technologies. In general,
legacy applications can be reliable, secure, and widely used because they are well tested
and reach current objectives. It is important to emphasize that legacy applications are
mostly tightly-coupled to a specific platform or programs. Hence, their integration with
other heterogeneous software can be challenging, in its turn that can substantially limit the
number of users and further scalability. This is certainly true in case of numerous scientific
applications, e.g., simulators.
Therefore, we consider the third concern to be the resistance of scientific applications
to adaptation to new technologies.
Overall, the academia could substantially benefit from the adaptation of legacy sci-
entific applications to clouds. Because a cloud could provide researchers and scientists
with fault-tolerance, scalability, reliability, and more elastic infrastructure. Generally, cloud
applications are intended to operate on a large scale. Moreover, the cost model is straightfor-
ward as scientists can access massive computing resources and pay only for what they use.
Considering the aforementioned concerns, we identify the key problem to be solved in this
thesis as follows:
How can we successfully migrate cluster-based scientific applications to clouds, when
these applications are built without incorporating new technologies and resist adaptations to
that technologies?
Hence, the major goal of this thesis is to provide a cloudification solution for adapting
scientific applications to continuous changes of an execution environment. To achieve this
goal, I propose to analyze the main differences between computing environments, specifically,
HPC and clouds, define common types of scientific problems, elaborate a solution, i.e.,
cloudification strategies, apply the solution to a common representative, and evaluate the
final results.
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3.3 Towards the paradigm shift
Historically, simulators are HPC-based. From the 1970s, HPC market offered researchers and
scientists high performance, parallelization, and scalability. Over time, building a simulator
for HPC environments became more of a tradition than a necessity. Even though the HPC
environment is well developed and well studied, there is still always a demand for even bigger
computing power. In this regard, some simulation problems could easily benefit from cloud
computing and boost the research in certain domains due to the increased scale of simulations.
Considering this potential, in the following subsection, two computing environments,
i.e., HPC and cloud, will be compared and analyzed based on their key features. Then the
simulation problem types will be analyzed and classified in Subsection 3.3.2. Based on these
analyses, common aspects of modern simulators will be presented and aligned with the most
beneficial computing environment in Subsection 3.3.3.
3.3.1 Analysis of the key features of execution environments
In Table 3.1, the most distinct and relevant features that are generally found in two computing
environments, i.e., cluster and cloud, are presented.
Cluster Cloud
Network Connection Low Latency Medium Latency
Type of Resources Homogeneous Heterogeneous
Scalability Fixed High
Storage Parallel FS Object Storage, Local Storage,
Network FS
Provisioning Physical Deployment Cloud Provider
Virtualization Overhead No Yes
Dominant Paradigm MPI MapReduce, Service Oriented
Table 3.1: Comparison of the key features generally found in two computing environments.
Before going into the classification of simulation problem types, it is important to
analyze what types of computational problems fit best each computing infrastructure. The
ability to parallelize a computational problem is tightly interconnected with the decomposition
of the original problem, specifically the degree of sub-problems coupling. The degree of
coupling is defined by the amount of dependencies between sub-problems, and varies between
loose-coupling and tight-coupling. In general, the more interconnections and interdependencies
there are between sub-problems, the stronger/tighter coupling is likely to be. A good example
of a loosely-coupled process could be an asynchronous communication between two systems,
when a system A sends a message to a system B. The system B is oﬄine, it gets the message
when it comes online, processes it, and sends a response. Meanwhile, the system A does not
wait for an immediate response and continues performing other tasks. As both systems do
not depend on each other, they continue their operations without being blocked. According
to Yourdon et al. [176], there are four key factors that could increase or decrease coupling, i.e.,
the type of connection (minimally connected systems are loosely-coupled), the complexity
of the interface (the more complex a connection is, the higher the coupling), the type of
information flows (data, control, or hybrid), and the binding time (time of fixing values of
system identifiers).
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Clusters rely on low-latency networks, which connect the distributed computing re-
sources, homogeneous hardware and a high performance parallel file system. Hence, clusters
are perfectly capable of solving any kinds of problems from loosely- to tightly-coupled.
However, the fixed size of the infrastructure might significantly limit the scale of the ex-
periments to be executed. In other words, even if a problem is loosely-coupled and able
to effectively use more computing resources, the user is always bound to the amount of
physically available resources. On the other hand, clouds provide the consumer with po-
tentially unlimited amount of computing resources on-demand, which should theoretically
remove the barrier for the scale of experiments to be executed. However, the communication
may become expensive due to the physical distribution of data centers, regular-speed net-
work connections between them, and little to no control over the actual location of leased
resources, especially in public clouds. Moreover, the virtualization overhead and low perfor-
mance network storage may significantly influence the performance of a distributed application.
This subsection provided a comparison of key features generally found in the two computing
environments, i.e., cluster and cloud, classifies computational problems based on the degree
of the original problem decomposition, and matched problem types with the appropriate
computing infrastructure. In the next subsection, the simulation problem types will be
analyzed and classified.
3.3.2 Classification of the simulation problem types
There are four main types of simulation problems defined in the literature, while only two of
them (i.e., equation-based and agent-based simulations) are widely adopted and well studied
as they are the most directly related to the laws of physics and nature. The other two (i.e.,
multiscale and Monte Carlo simulations) require the usage of more advanced methods and
techniques, hence, there is still room for further studies [28, 130, 151].
Equation-based simulations
The equation-based simulation adopts a model consisting of a set of equations, which define
and govern the entire system [130]. Equation-based simulations could be of two types, either
particle-based or field-based. The former type adopts a model with n-number of particles and
a set of differential equations governing the interactions among particles, e.g., a simulation of
a galaxy formation [178]. While, the latter type is based on a model with a set of equations
governing the evolution time of a field, e.g., a simulation of a meteorological system, a
tsunami [178].
Figure 3.1 depicts an example of the inter-process communication within an abstract
equation-based simulation. Normally, this type of simulations is not very suited for paral-
lelization as the system must be treated as a whole. Even if the main problem domain can
be decomposed and the governing equations are applied to its sub-domains in parallel, the
reverse process is not trivial. The process of merging sub-domains into the original problem
domain might involve a significant computational and communicational effort.
Agent-based simulations
An agent-based simulation adopts a model consisting of a number of agents. In general,
agents are autonomous to interact with each other and their environment regarding a set of
decision-making rules, so that the higher-level system behavior can be observed. A simple
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Figure 3.1: An example inter-process communication within an abstract equation-based
simulation.
example of agent-based modelling is cellular automata, which comprises a grid of cells that
can be in one of discrete states governed by transition rules. Each cell can have an influence
on neighboring cells, thus emerging behavioral patterns can be observed. Moreover, there are
some similarities between the agent- and particle-based simulations considering the behavior
of n-number of individuals. However, the agent-based simulation is considerably different,
because it is not governed by global system-level differential equations [130, 151, 178].
Figure 3.2 depicts an example of the inter-process communication within an abstract
agent-based simulation. This type of simulations might be well suited for parallelization as
each agent represents a distinct element of a system with its own governing rules. However,
such simulations often imply a large amount of communication between agents. Therefore,
there is a considerable demand for high performance communication channels, otherwise it
might easily become a bottleneck for the entire system.
Input Output
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Process Process
Figure 3.2: An example inter-process communication within an abstract agent-based simula-
tion.
Multiscale simulations
While the two previous types (equation-based and agent-based) are typical and based on
one certain method, a multiscale simulation model is a hybrid of multiple modeling methods
at different scales. A good example of a multi-scale simulation is a model that treats a
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certain material (e.g., fluids, solids, polymers) like a field, simulates this field under some
conditions (e.g., stress, strain), decompose it into distinguishable micro-elements, and models
the elements, where important small-scale effects take place. A multiscale simulation is well
suited to treat two types of problems. The first problem relates to notable events happening
locally, e.g., chemical reactions, singularities. To approach this problem, there is a need to
model the local behavior as well as to model the entire system dynamics under this event. The
second problem correlates with the lack of constitutive information in the entire system model.
To approach this problem, the missing information shall be gained through a microscale (i.e.,
a certain system element) modeling [81, 167].
Figure 3.3 depicts an example of the inter-process communication within an abstract
multiscale simulation. The ability to properly parallelize this simulation problems fully
depends on the actual sub-simulations at different scales and their interconnections. In
some cases, such problems might be perfectly parallelized by initially running a fast and
low-precision model of the entire problem domain, and then executing long-lasting high
precision models only of the specific sub-domains in parallel. In other cases, the simulation
might involve a set of sequential workflow steps to properly treat the transitions between the
low-precision and high precision models.
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Figure 3.3: An example inter-process communication within an abstract multiscale simulation.
Monte Carlo simulations
Another type of problems is a Monte Carlo simulation. It covers dynamic systems with
random processes that could not be modeled but only predicted by the values of statistics
and probability. In Monte Carlo simulations, randomness is a mechanism to obtain numerical
results via repeated execution of a single sampling procedure provided with random parameters
and/or random time-function inputs. A simple example could be a calculation of the number
pi by simulating random objects’ dropping in a square with the circle inscribed in it. The
number of objects landed inside the circle in proportion to square will be pi/4 [178].
Figure 3.1 depicts an example of the inter-process communication within an ab-
stract Monte Carlo simulation. A distinct feature of all Monte Carlo simulations is that
they consist of a large number of identical but completely independent processes, which
can be trivially parallelized and distributed over any kind of computing infrastructure.
In this section, four major types of simulation problems were presented. In summary, both
equation- and agent-based simulations are two widely-adopted approaches, which simulate
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Figure 3.4: An example inter-process communication within an abstract Monte Carlo simula-
tion.
the system by constructing a model consisting of, respectively, either equations or agents and
executing it on a computer. A multiscale simulation represents a combination of multiple
models at different scales. Whereas, a Monte Carlo simulation is a unique approach that
covers distinct dynamic systems with random processes that could be only predicted by the
values of statistics and probability.
3.3.3 Common aspects of modern simulators
When the simulation problem types are defined, now we can develop a generic cloudification
methodology, which will allow us to adapt and migrate legacy scientific applications to clouds
and gain maximum results from that migration. However, it is important to mention that
the internal organization, technological choices, and implementation of existing workflows
might considerably differ. Therefore, the cost and effort of migrating scientific applications
to clouds might be equal to reimplementing the workflow from scratch. Hence, to avoid this
situation, we propose to look at the internals (i.e., complexity and parallelization layers,
internal communication patterns, and programming models) of existing simulators in order
to understand better potential challenges of the migration strategy.
3.3.3.1 Complexity and parallelization layers
As mentioned in Section 3.1, simulators have become a key tool for scientists working with
complex systems and multiphysics models. Nowadays, the computational complexity of these
models has increased notably, threatening the scalability of the addressable simulation size,
number of runnable scenarios, and time required to obtain the results. The complexity is
even more aggravated by a continuously increasing amount of input data originating from
geographically distributed sources like sensors, radars or cameras.
Every workflow has diverse resource requirements and constraints. Workflows can
vary in their characteristics, e.g., size, constraints, resource usage, structural patterns, data
patterns, and usage scenarios. Altogether, these characteristics signify the level of complexity
the workflow may have. Ramakrishnan et al. [139] classified workflows regarding their
characteristics and overall complexity and presented examples from different scientific domains:
bioinformatics and biomedicine, astronomy and neutron, weather and ocean modeling. It is
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important to emphasize that the workflow complexity reached a level when there is a need to
run several additional sub-workflows in order to execute one key workflow.
For example, the Linked Environments for Atmospheric Discovery (LEAD) workflow
is directed at supporting dynamic and adaptive response to severe weather conditions. The
workflow’s major inputs are real-time observational data and static terrain data. While the
workflow outputs are the results of data mining post-processing. Overall, LEAD’s workflow
requires the execution of two sub-workflows: weather forecasting and data post-processing by
a data mining component, which can also trigger the execution of two supplementary forecast
workflows or even steer remote radars for extra localized data [139].
Another example can be taken from molecular sciences. In the drug-design process,
it is important to understand the three-dimensional structure of protein and ligand atoms.
The Gemstone is an interface consisting of a set of tools that allow users to analyze and
visualize these atomic structures. The Gemstone workflow consists of a set of sub-workflows
launched manually in a sequential way. The first stage of Gemstone workflow is to download
data from the Protein Data Bank database and convert it into the required format. Then
data is preprocessed concurrently by Babel and LigPrep services. Finally, the analysis of the
preprocessed data is conducted by GAMESS and APBS. In the end, the results are visualized
by using QMView service [139].
We can see the dependencies of the workflows described above as a layered structure,
where the lowest layer covers simple mathematical operations like matrix operations, and
the highest layer comprises a complex multi-physics simulation problem. Actually, the
computational infrastructure can be perceived as a layered structure as well, where the
lowest layer consists of local resources like CPU, and the highest layer includes a distributed
environment like clouds (Figure 3.5). Of course each layer has its own characteristics, which
should be taken into account in the application development process. Ideally, a problem
should have multiple parallelization layers. If each layer is properly parallelized, then the
highest efficiency and resource utilization can be achieved.
Level of resources Problem complexity
CPU
GPU
Local
resources
Cluster
Cloud
Distributed
resources
Math operations
Sub-simulation kernels
Complex multi-physics 
workflows
Figure 3.5: Infrastructure Parallelization Layers and Problem Parallelization Layers
3.3.3.2 Internal communication patterns
Every computational problem consists of interconnected algorithms, which work at different
layers. Altogether, these algorithms form the final workflow. Considering algorithms’ interde-
pendency and the layered structure of a workflow, it is possible to abstract communication
between workflow elements into a communication pattern. To define a pattern, it is worth
to cite Christopher Alexander [17] who coined a “language pattern” term: “Each pattern
describes a problem which occurs over and over again in our environment, and then describes
the core of the solution to that problem, in such a way that you can use this solution a
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million times over, without ever doing it the same way twice”. The workflow patterns have
been a widely investigated topic both in academia and industry interested in formalizing the
behavior of business processeses [45, 69, 139, 159, 169]. Gamma et al. [69] proposed a set of
23 design patterns in the field of object-oriented technologies that could be categorized into 3
groups: creational, structural, and behavioral patterns. For the Business Process Management
community, van der Aalst et al. [159] elaborated a collection of control-flow patterns that
could be categorized into 6 groups: basic control flow patterns, advanced branching and
synchronization patterns, structural patterns, multiple instance patterns, state-based patterns
and cancellation patterns. Certain authors offered only basic patterns [45, 139], while other
authors also examined advanced patterns not supported by today’s generation of workflow
management systems [158].
Here we present 7 basic workflow patterns (Figure 3.6):
1. Sequential pattern
The sequential pattern can be described as a sequence of workflow tasks following one
another, when each new task is enabled only after completion of the previous task. The
sequential pattern is implemented to design consecutive steps in a workflow process.
2. Iterative pattern
In the iterative pattern, a workflow task is repeated multiple times but the parameters
of each new iteration are based on the results of the previous iteration.
3. Parallel-split pattern
The parallel-split pattern consists of one task that splits itself into multiple tasks
executed in parallel. The results of the first single task serves as an input for the next
parallel tasks.
4. Parallel pattern
The parallel pattern consists of multiple tasks that could be executed independently.
Such pattern appears due to a specific logic of a workflow (e.g., parallel-split) or an
input data that arrived to all the tasks at the same time.
5. Parallel-merge pattern
The parallel-merge pattern consists of multiple tasks executed in parallel and then
merged into one task. The parallel tasks might differ in parameters or/and operations
performed but when the tasks are completed, the results are fed into the next single
task.
6. Dynamic pattern
In the dynamic pattern, a task might produce additional tasks at a runtime under
certain conditions. A priori it is unknown whether and how many new additional tasks
might be produced.
7. Multi-stage pattern
The multi-stage pattern consists of multiple tasks running in parallel, however there are
certain synchronization points when these tasks stop their execution, exchange data,
and then resume.
This basic classification is the most relevant to scientific workflows as it provides only a high
level view on the workflow sub-processes and clearly shows their interdependencies without
over-complicating them [45, 139].
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Figure 3.6: Basic Workflow Patterns
3.3.3.3 Programming model
According to Subsection 2.1.2, there is a number of key HPC programming models, i.e., MPI,
HPF, OpenMP. Among all of them, MPI is mostly recognized as a de facto standard for HPC
applications. It is important to underline that the MPI-based application performance might
be significantly affected by different factors like network latency and bandwidth characteristics,
file system performance, and homogeneity of computing resources. To be most effective, MPI
requires a low-latency broadband network (e.g., InfiniBand, Myrinet 10G) to exchange data
by sending and receiving messages uninterruptedly, a high performance parallel file system
(e.g., Lustre) to share large files across multiple nodes, and homogeneous computing resources
to achieve higher resource utilization.
Considering Table 3.1 on Page 27, these requirements are most relevant to clus-
ters. Furthermore, it is worth to mention that MPI lacks integrated fault-tolerance and
elasticity. Moreover, it cannot adapt dynamically to infrastructure changes. Altogether
this makes MPI not the best technological choice for clouds, hence, running MPI-based
applications directly in cloud environment might significantly hurt the performance. To
prove this statement, two practical evaluations of the performance drop will be presented
in Subsections 4.4.3 and 5.4.3. Hence, the cloud execution of MPI-based applications might
require certain changes and possible redesign of applications or some of their components.
Overall, this subsection overviewed the computational complexity, parallelization layers,
internal communication patterns, and programming models of modern simulators. Considering
the classification of the simulation problems described in Subsection 3.3.2, we propose to
concentrate on the Monte Carlo simulators. These simulators may considerably vary, because
they cover a wide range of scientific problems [36, 103, 132, 163] from distinct domains, i.e.,
physics, chemistry, biology, computer science, electronic engineering. Although, all these
simulators have one particular similarity – they are based on the Monte Carlo method. Monte
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Carlo simulators use the same computational algorithm. It requires a large random sampling
to determine the properties of some phenomenon or system behavior. An example of such a
simulator can be the EnKF-HGS simulator [101], which will be presented in the following
Section 3.4.
3.4 Case study: hydrological ensemble Kalman filter
simulator (EnKF-HGS)
In the domain of hydrology, recent technological and mathematical advances allow researchers
to significantly improve the precision of simulations by integrating measurement data in
the modeling process [25]. One of the state of the art simulators for this purpose is the
compute- and data-intensive EnKF-HGS simulator [101], which was originally developed
for execution on clusters. EnKF-HGS performs real-time stochastic simulations, which are
continuously improved by assimilating the most recent field measurements, with the possibility
for additional real-time control of water resource systems. EnKF-HGS introduces a high
computational demand due to the high nonlinearity of the simulated processes. Moreover, the
adaptation of the EnKF-HGS simulator to new technologies is impeded by its two proprietary
simulation kernels. Therefore, we consider EnKF-HGS to be a common representative of
scientific applications, which has a continuously increasing demand for computing power but
faces challenges in migration to clouds.
In this section, we will present the EnKF-HGS simulator in more detail and use it as
a test scientific application throughout the rest of the thesis.
3.4.1 Simulator description
Data assimilation is the process of incorporating observations of an actual system into the
model state of a numerical model of that system. In the EnKF-HGS simulator, it is done
via the ensemble Kalman filter [30, 58]. The ensemble Kalman filter was first adopted by
Evensen [58] in 1994, since then it was widely examined, applied in different studies, and
gained popularity due to its simple conceptual formulation and relative ease of implementation
[59]. Moreover, its computational requirements are easily accessible and comparable with other
popular sophisticated assimilation methods, e.g., the 4DVAR method [109], the representer
method by Bennett [118]. The ensemble Kalman filter is used to effectively merge uncertain
model predictions with uncertain observation data in a Bayesian sense. The uncertainty of
model predictions is approximated through the forward simulation of an ensemble of model
realisations, where each realisation can have a different combination of initial conditions,
model forcings and model parameters.
The model state vector x for each model realisation i at time step t (where observations
are available) is derived by forward propagation of the dynamical model M using as input the
state vector from the previous time step (t−1) and parameters p (e.g., hydraulic conductivity,
porosity) and hydraulic forcings q (e.g., water level in a river). Parameters and forcings are
different for each model realisation:
xti = M(xt−1i ,pi,qi) (3.1)
First, we would like to overview the integrated hydrological modelling software Hydro-
GeoSphere (HGS) and its numerical model (see 3.4.1.1). Then we will present advantages of
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Figure 3.7: Typical surface water and groundwater processes in a pre-alpine type of valleys [93].
the ensemble Kalman filter (see 3.4.1.2). In the end of this subsection, the challenges of this
method will be described (see 3.4.1.3).
3.4.1.1 Numerical model
The latest generation of numerical models is able to simulate the interactions between surface
water and groundwater in a fully coupled [29]. One of the most advanced codes in this respect
is HydroGeoSphere (HGS) [153]. HGS is a numerically demanding code that implements a
3D control-volume finite element hydrology model with a fully integrated surface-subsurface
waterflow and thermal energy transport. It provides functionality for dynamic stochastic
simulations between water profiles composed of numerous elements, as depicted in Figure
3.7. In addition to simulating surface water and groundwater interactions, the code can also
simulate vegetation dynamics as well as the recharge1 and discharge processes in response to
precipitation, evapotranspiration or groundwater abstraction [129, 145].
HGS uses the control volume finite element method to solve flow equations for all
domains considered in a simulation. Non-linear equations are solved by means of the Newton-
Raphson linearisation method, and the matrix equation arising from the discretization is
solved by a preconditioned iterative solver. As shown in Eq. 3.2, the execution control is
conducted with a variable time-stepping procedure. This is defined in HGS according to the
rate of change of a solution variable (e.g., flow, temperature), so that the simulation uses
increasingly larger time steps to reduce the number of steps towards convergence, and thus
the computing time, if the dependent variable, V , does not experience drastic changes in
several iterations.
∆k+1t =
Vmax
max|V k+1i − V ki |
∆kt (3.2)
3.4.1.2 Data assimilation vs. “classical” model calibration
Data assimilation is the process of adjusting the simulated numerical model by continuously
incorporating newly available environmental field measurements. Normally, the geometric
setup is based on a high resolution digital terrain model. The numerical coupling between the
1water infiltrating the soil reaching the underground water table
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surface and subsurface domains in HGS is conceptualized through a dual node approach, as
described by Therrien et al. [153]. The model requires a very large amount of parameters, such
as hydraulic properties of the streambed, the soil or the aquifer. These parameters cannot
be measured in the field at required spatial resolution. Therefore, they must be estimated.
Numerous approaches are available in this regard. A “classical” way is to adjust parameters
in order to minimize the mismatch between the available historical measurement data and
the corresponding model simulations. Once a model reproduces historic measurement data
satisfactorily, it is used to predict future system states under changing forcing functions.
However, all numerical models are a simplification of reality, both in terms of the considered
processes as well as in their parameterization. Therefore, any calibrated model will sooner
or later deviate from the real, physical system state. Clearly, the model state (i.e., the
simulated water levels or the actual discharge in the river) has to be as close as possible to
the real system in order to provide reliable predictions on how a planned pumping scheme
will affect the system in the near future. Therefore, the “classical” calibration approach
is not well suited for this application. By using a data assimilation approach, the model
is continuously updated in terms of its state and parameters that allows EnKF-HGS to
minimize the deviation of the model from the simulated system.
3.4.1.3 Monte Carlo simulation
The ensemble Kalman filter is an implementation of the Monte Carlo method that consist
of two distinct steps: (i) the forward propagation of the ensemble of model realisations
(i.e., forward propagation phase), and (ii) an update of the simulated model state with the
measurements (i.e., filtering phase). The filtering phase is a relatively short-lasting but
tightly-coupled process that performs a set of matrix operations and requires multiple data
synchronization points. On the other hand, the forward propagation phase comprises a large
pool of independent model realizations, which introduces a tremendous demand for computing
power, especially if combined with a complex numerical model such as HydroGeoSphere. On
top of that, the iterative nature of the data assimilation process imposes that the two phases
have to be repeated continuously, thus shifting the demand even further. Even though this
method results in higher quality model predictions than the “classical” simulation methods,
the high resource demand of the method remains an unsolved problem for many environmental
scientists.
This makes EnKF-HGS simulator a perfect representative of a complex and compute-
intensive scientific application. EnKF-HGS performs the two aforementioned steps of the
ensemble Kalman filter with a couple of implementation specific auxiliary steps shown in Fig-
ure 3.8. Without a carefully designed parallelization strategy, obtaining any simulation results
within a reasonable execution time would be absolutely infeasible.
In summary, this subsection described the internal functionality of the EnKF-HGS simulator,
i.e., a numerical model, the process of adjusting the model to environmental changes, and
the use of the Monte Carlo method in the context of water resource management. Overall,
the EnKF-HGS simulator can provide higher quality predictions but at the same time it
demands a large amount of computational resources. Altogether this makes the EnKF-HGS
simulator a typical representative of complex scientific applications. The aim of the next
subsection is to present in more detail the internals of the EnKF-HGS simulator, i.e., its
implementation and execution model.
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Figure 3.8: Main operations of the EnKF-HGS workflow.
3.4.2 Implementation and execution model
EnKF-HGS is a C program that uses the Message Passing Interface (MPI) framework for
parallelizing the ensemble forward propagation and the filtering phases in order to speed up
calculations. The parallelization is done by distributing different realisations among available
CPUs, so that each CPU handles the forward propagation and filtering phases of a specific
subset of the whole data assimilation problem. It is worth mentioning that one simulation of
the HydroGeoSphere model comprises the sequential execution of two proprietary simulation
kernels: GROK and HGS [29, 152]. Where GROK is a preprocessor that prepares the input
files for HGS, which makes GROK an I/O intensive application. HGS, on the other hand, is
an integrated hydrological modelling simulator, which mainly relies on the CPU to solve the
aforementioned differential equations. The interfacing between EnKF and HGS is done via
the input and output files of HGS.
Figure 3.9 shows the execution model of the MPI implementation of the EnKF-HGS,
depicting the following stages:
Ensemble preparation stage
A. Initialization
At the beginning of the workflow, the root MPI process initializes global data structures
and reads the provided model parameters from the input files.
B. Data distribution
According to the initial model parameters, the root MPI process generates input files
for each model realization and stores the files in separate directories on the network
storage.
38
ENSEMBLE KALMAN FILTER SIMULATION
B
1
1
1
1
1
2
2
2
2
2
3
3
3
3
3
A
B
C
A
AUXILIARY OPERATIONS
Data distribution
Aggregation and persistence
Initialization Data pre-processing (GROK)
Model simulation (HGS)
Distributed post-processing
ENKF OPERATIONS
C
MPI_Barrier MPI_ALLreduce MPI_ALLreduce
Figure 3.9: Execution model of the MPI-based implementation of EnKF-HGS.
Iterative ensemble simulation
1. Data pre-processing (GROK)
After all running MPI processes reach the first synchronization point (an MPI barrier),
each process execute the preprocessor GROK on the corresponding input directory
in order to generate HGS-specific input files that will be written to the network file
system.
2. Model simulation (HGS)
HGS reads the output of GROK, runs the model realization and writes the output to
the network file system. At this point, all MPI processes synchronize for the second
time using an MPI all-reduce directive, since further data updates require simulation
results of all model realizations.
3. Distributed post-processing
During the data update process, each model realization is optimally weighted and
updated with the most recent field measurements in order to reduce the simulation
error. Each process is in charge of updating its block, and results are afterwards merged
through another MPI all-reduce call.
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Output management
C. Aggregation and persistence
After all iterations are completed and all MPI processes reach the barrier, the root
MPI process aggregates the model simulation data from the realization directories
and updates the global data structures. Before the program terminates, the root MPI
process writes the model simulation results to the output files.
It is important to emphasize that the EnKF-HGS simulator could also be divided into
two major parallelization layers with reference to Subsection 3.3.3, where the computational
complexity of modern simulators and their layered structure is described. The first layer is
the EnKF-HGS workflow itself. Using the classification of basic workflow patterns, this layer
could be represented by a set of the following patterns: (3) parallel-split, and (4) parallel
patterns are used in the forward propagation phase; (7) multi-stage pattern is used in the
filtering phase; (2) iterative, (5) parallel-merge, and (1) sequential patterns connect the two
phases together. The second layer is the GROK and HGS simulation kernels. Because both
kernels are proprietary binaries, their parallelization can be neither analyzed nor modified,
thus it is out of the scope of this thesis.
Overall, the EnKF-HGS simulator as well as any other application with such an
execution model performs reasonably well in regular HPC environments due to certain
important characteristics of the latter (e.g., availability of a high performance network
storage, a low-latency broadband network connection). However, when moved to the cloud
environment, the application performance might drop drastically (as it will be illustrated in
Subsections 4.4.3 and 5.4.3). In order to be able to benefit from the advantages of clouds while
maintaining the performance at an acceptable level, certain modifications of the execution
model are necessary. Respectively, each cloudification methodology, which are proposed in
Chapters 4 and 5, will modify the EnKF-HGS workflow accordingly (see Subsections 4.4.2
and 5.4.2).
3.5 Summary
The aim of this chapter was to overview scientific simulations, define the problem associated
with the HPC-based scientific simulators, which require high computing power but face
challenges in adaptation to new technologies, and present a common representative scientific
simulator. In the following Chapters 4 and 5, we will present cloudification solutions to the
defined problem and evaluate them by using the EnKF-HGS simulator.
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Chapter 4
Big data inspired cloudification
methodology
4.1 Introduction
Considering the complexity of modern scientific applications presented in Subsection 3.3.3, it
is important to emphasize how convoluted and compute-intensive current simulators are. At
the same time, these simulators become data-intensive too. For example, various numerical
simulations in physics, chemistry, bioinformatics, and other disciplines collect, process, and
store vast volumes of data necessary for experiments. All these simulations – i.e., Monte Carlo
simulations, N-body solvers, molecular dynamics – require an abundance of compute hours
and generate extremely large volumes of data. For example, at the Large Hadron Collider
(LHC) every particle collision experiment generates petabytes of data but the Worldwide
LHC Computing Grid will only be able to store, distribute, and analyze around 50 petabytes
of data per year in 2017 [2]. These scientific workflows are composed of heterogeneous
and coupled components that simulate different aspects of the domain they model. Their
modules interact and exchange significant volumes of data at runtime, consequently, having
efficient data transfers can considerably influence the overall performance of the resulting
application [180]. Hence, both the storage infrastructure and logical file system abstractions
affect performance and scalability, thus making data management a key aspect of workflow
design and implementation [157].
Given the data-intensive nature of scientific simulations, recent studies have suggested
to combine the traditional high performance computing (HPC) and grid-based approaches
with big data (BD) analytics paradigm [108]. For example, typical BD analytics tools – such
as MapReduce – have been considered to substitute MPI parallelism induction mechanisms,
following a data-centric approach. This may substantially affect the underlying computing
infrastructures. Indeed, cloud computing – a key element in current data analytics systems
– could inspire hybrid platforms for exascale scientific workflows, in which storage is not
completely isolated from computing nodes [142].
Following this trend, BD infrastructures and paradigms are increasingly seen as
alternatives to traditional HPC approaches for some major types of scientific applications,
especially those with many loosely-coupled tasks [43], or heterogeneous tasks with few
interdependences [138]. The application of these mechanisms could improve scalability
in parameter-based scientific simulations, as it was proved by Caíno-Lores et al. [33]. In
particular, that study focused on increasing the addressable size and complexity of standalone
scientific applications executed within map-reduce-based wrappers.
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Caíno-Lores et al. [33] proposed to use BD tools to scale up scientific workflows. It is
important to emphasize that there could be considerable differences between the analytics
and scientific worlds that might require novel approaches to migrate scientific simulations to
BD infrastructures. Hence, the suitability of these data-oriented mechanisms for scientific
workflows shall be assessed first.
4.2 State of the art
Following this trend, big data infrastructures arose as alternatives to traditional HPC
infrastructures for some major types of scientific applications, especially those with many
loosely-coupled tasks or heterogeneous tasks with some interdependences [138]. For instance,
cloud computing appeared as an affordable possibility to build flexible infrastructures on-
demand. This is a popular paradigm that relies of resource sharing and virtualisation to
provide the end user with a transparent and scalable system.
Given the benefits of cloud environments, several areas of science and industry are
trying to migrate their legacy applications to clouds in order to support scalability beyond
their private infrastructure. Nevertheless, it is necessary that the cloudification procedure is
able to manage resources and data in such a way that scientific applications benefit from the
underlying infrastructure without hurting performance and resiliency.
A key aspect in large-scale computing, especially for data-intensive applications, is
data locality, defined as the minimisation and optimisation of information transmissions in
order to reduce transfer latencies [173]. The degree of data locality in a distributed application
has a major impact on its overall scalability, hence, we believe that cloudification must pay
special attention to inter-datacenter and inter-node data locality.
4.2.1 Data analytics tools
According to Zikopoulos et al. [182], big data (BD) applies to information that cannot be
processed or analyzed by using traditional data analytics tools. BD can be defined as high
volume, velocity and variety of data, which require new ways of high performance processing.
Supercomputing and high performance computing have been widely used by scientists to
analyze large datasets and simulate mathematically complex models. With the rise of big
data, standard data processing and analytics tools face considerable challenges, i.e., a growing
demand for high performance, optimization of time and cost, new or additional algorithms
to preprocess, analyze, and fit data into memory. In 2003, Google MapReduce arose as
the first framework, which enabled large datasets processing. This data analytics tool was
directed at processing and generating large datasets in an automatic and distributed way
by using two major primitives map and reduce. Then Apache Hadoop emerged as the most
popular open source implementation of MapReduce, which maintains the key MapReduce
features. MapReduce and its well known implementations will be presented in more detail
and analyzed below. While in Subsection 4.2.2, BD analytics tools will be analyzed from the
perspective of their applicability to HPC environments and applications.
MapReduce
MapReduce is a programming model and an associated implementation for processing and
generating large data sets. Its first version was built by Google in February 2003, since
then it was successfully tested, and officially presented to the scientific community on the
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OSDI’04: Sixth Symposium on Operating System Design and Implementation in December
2004 [44]. It is a simple programming interface, which enables parallelization and distribution
of large-scale computations. Even though MapReduce was primarily developed for coping
with the complexity of data parallelization, distribution, and failure handling for the search
engine domain, but, according to Dean et al. [44], it is also widely used for data-intensive
applications, i.e., machine learning, data mining.
MapReduce programming model
MapReduce is based upon two major functional programming primitives map and reduce.
First, a programmer applies the map function to a potentially large input dataset. Second,
the map function produces intermediate data and passes it to the reduce function. The reduce
function accepts the data, merges it, and produces a smaller output dataset. Consequently, too
large lists of values could fit in memory [44]. In MapReduce, the key advantage is associated
with the fact that map and reduce functions are written and executed as single nodes programs,
while the subsequent data parallelization and synchronization are internally implemented
without any participation from the programmer’s side. In comparison to MapReduce, MPI
can offer the parallel data processing but it will require a programmer to take care of the
implementation of data management, parallelization, and synchronization [60].
Analysis of MapReduce implementations
Considering its popularity, it is important to present MapReduce implementations for different
environments that have recently evolved.
Apache Hadoop is best known for Apache Hadoop MapReduce and its distributed file
system HDFS, but also it covers many related projects within the infrastructure for
distributed computing and large-scale data processing. It is one of the most popular
open-source MapReduce implementations that uses distributed file system HDFS. It
stores data across local disks of the computing nodes and presents through the HDFS
API a single file system view. HDFS aims to deploy on unreliable commodity clusters
and achieve reliability through the replication of data. To optimize data communication
while executing MapReduce programs, Hadoop uses the data locality information from
the HDFS file system to schedule computations near the data. Hadoop architecture
consists of the master node, multiple worker nodes, and a global queue for scheduling
computations. The MapReduce model mitigates data transferring bottlenecks through
the reduce step. To achieve fault-tolerance, Hadoop duplicates executions of slower
tasks. Meanwhile, Hadoop reruns the failed tasks using different workers in order to
handle failures [76].
Apache Spark was originally developed by Zaharia et al. [177] in UC Berkeley’s AMPLab
and open sourced in 2010. They proposed Spark as a framework, which can support
a class of iterative machine learning algorithms and interactive data analysis tools,
which reuse a working set of data across multiple parallel operations. While supporting
these applications, Spark retain the scalability and fault tolerance of MapReduce. In
comparison to Apache Hadoop, Spark performance in iterative machine learning jobs
can be as much as 10x higher. Spark MapReduce implementation is developed in Scala,
a statically typed high level programming language designed to interact well with Java
and C# environments [123], with a functional programming interface. Spark is based on
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the main abstraction of a resilient distributed dataset (RDD), which represents a read-
only collection of objects partitioned across machines and easily-rebuilt in case of loss.
RDD is loaded in memory across a set of machines and reused in MapReduce parallel
operations [177]. In comparison to Twister, an iterative MapReduce implementation,
Spark is both fault-tolerant and more general, as the Spark program can define multiple
RDDs and run operations on them in sequence. As a consequence of its architecture,
Spark supports not only MapReduce but other programming models too.
MapReduce-MPI is an open-source framework that implements the MapReduce operation
on top of standard MPI message passing. The MapReduce-MPI library is developed
in C++ and could be callable by high level programming languages, i.e., C++, C,
Fortran. By the use of MapReduce-MPI library a regular MPI program can be compiled,
thus this framework requires no special support for HPC-based programs and HPC
cluster environment in general [150]. Plimpton et al. [134] analyzed the performance
of MapReduce-MPI and underlined its conceptual difference from a typical cloud
computing model like Hadoop. In the MapReduce-MPI case, a programmer can
potentially control which processor owns which data at various stages of computation.
Whereas in a typical cloud-computing model, it is hidden from the user. However,
MapReduce-MPI completely lacks fault tolerance or any failure-recovery mechanisms.
MARIANE (MapReduce Implementation Adapted for HPC Environments) is an academic
MapReduce implementation developed in Java and suitable for HPC environments.
Fadika et al. [61] designed and implemented MARIANE, capable of making use of parallel
networked file systems (GPFS, NFS), shared-disk, POSIX and various cluster sub-
systems. MARIANE offers not only traditional benefits of a MapReduce framework, i.e.,
data synchronization, ease of programming and deployment, but also high performance
under failing conditions and MapReduce applicability to a wider range of HPC-based
applications. The key challenge with MARIANE is that it is a closed academic project
with the implementation not widely adopted.
MARISSA (MapReduce Implementation for Streaming Science Applications) is an aca-
demic MapReduce implementation that supports any executable binary and suitable
for large-scale scientific applications and data analysis workflows. Dede et al. [46]
state that MARISSA can perform at the same level or even better than Hadoop and
support various POSIX-compliant file systems widely adopted in scientific applications.
According to Dede et al. [46], MARISSA provides an iterative support for an application
to access its output and schedule further computations; the ability to run different
input datasets on various nodes; the capacity for all or some of nodes to run same
task duplicates and at the reduce stage to select a result. It is worth mentioning
that MARISSA is also a closed academic project and its implementation is not widely
adopted.
Phoenix is a shared memory MapReduce implementation originally developed in C/C++
at Stanford University and directed at multi-core and multiprocessor systems [141].
Phoenix uses shared memory threads to implement parallelism. Compared to Hadoop
MapReduce, Phoenix workers communicate by accessing a shared address space, which
results in lower communication overheads. However, a shared memory communication
has also some limitations for large-scale parallel computation due to the way how threads
access memory and perform I/O could considerably impact the overall performance [175].
Twister is an iterative MapReduce implementation. Its key idea is to enable a programmer
to configure map and reduce only one time and then run them in as many iterations as
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necessary. If there is a need for only one iteration, then the execution of a computation
is identical to Hadoop MapReduce. When there is a need for two or more iterations,
then the output from the reduce function is collected by a “combine” method and sent
as a new dataset of key/values to the next iteration. Twister implementation does
not provide an overall fault-tolerance but rather in certain job stages. That means
that a job-specific task can be restarted but not rescued if one of the computing nodes
fails [54, 60].
Amazon Elastic Map Reduce (EMR) provides a MapReduce as an on-demand service
on top of the Amazon IaaS, i.e., Amazon EC2 [50]. EMR is a service that provides
fully managed Apache Hadoop MapReduce framework, which uses Amazon EC2 for
computing power and Amazon S3 for data storage [76]. With EMR there is no need
to install and configure a Hadoop cluster. A programmer can simply execute Hadoop
MapReduce computations in clouds by using a web interface and API command line. If
a programmer already has an existing Hadoop program, it will require minimal changes
for execution on EMR. If there is a need for jobs debugging, EMR provides options
of uploading Hadoop log files into S3 and state information to SimpleDB [76]. EMR
pricing model includes the cost for EC2 computing power, S3 data storage, an optional
cost for the SimpleDB, and a cost per hour of EMR service usage.
AzureMapReduce is a distributed decentralized MapReduce runtime on top of the Mi-
crosoft Azure Platform. The AzureMapReduce implementation benefits from the
Microsoft Azure Platform scalability, high availability, and distributed services that
help to avoid failures, bandwidth bottlenecks, and management overheads [76]. In
comparison to Spark, Hadoop, Twister, etc. that are centrally controlled and use
the master node to anticipate and withstand failures, AzureMapReduce is designed
around a decentralized control model without a master node. Hence, it avoids a single
possible point of failure [76]. Moreover, AzureMapReduce offers the capability to scale
up and down computing instances in a dynamic way at any time of the MapReduce
computation. It also offers to schedule dynamically map and reduce tasks in a global
queue.
Cloud MapReduce is a MapReduce implementation based on Cloud OS. Cloud MapRe-
duce demonstrates considerable advantages, i.e., a simplicity (because it is easy to
operate with MapReduce and beyond it), an incremental scalability (as it offers pro-
grammers to add servers while computations run), symmetry and decentralization
(because Cloud MapReduce has no master node and all its workers hold the same set
of responsibilities), and heterogeneity (as each computing node could have different
computation capacity) [107].
Among all the presented MapReduce implementations, widely adopted and used are Apache
Hadoop, Apache Spark, and MapReduce in Clouds, i.e., Amazon EMR, AzureMapReduce,
Cloud MapReduce.
4.2.2 HPC and big data paradigms convergence
Recently, several papers have been devoted to the application of BD frameworks, specially
MapReduce, to the HPC world. Most attempts have tried to adapt MapReduce to use
distributed file systems available in HPC environments. For instance, Maltzahn et al. [113]
studied the single name-node limitation of the Hadoop file system, when HDFS provides
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only one name-node to store the entire file system namespace in memory. This limitation
restricts the amount of metadata, which can be stored, and impedes Hadoop scalability
and functionality. To cope with this limitation, an object-based parallel file system Ceph
has been offered as a scalable alternative to HDFS. Ananthanarayanan et al. [20] studied
the performance of traditional file systems (i.e., IBM’s GPFS) and compared them with
distributed file systems (i.e., Googles GFS, HDFS, Kosmix’s KFS) that can provide extreme
scalability and reliability but lack a POSIX interface or consistency semantics. This study
indicates that traditional file systems are deficient in support of data-intensive applications
due to two considerable challenges: function shipping (no support for shipping computation
to data and small block sizes) and high availability (data protection techniques that restrict
the recover across multiple nodes or disk failures). Wang et al. [166] compared the traditional
compute-centric paradigm for HPC applications with the new data-centric paradigm for big
data analytics and evaluated the performance of data-centric analytics framework (i.e., Spark)
running on a compute-centric HPC environment that relies on high performance file systems.
Both studies shed light on performance issues and storage bottlenecks.
There have also been several papers studying the performance of HPC applications on
data-centric environment (i.e., Clouds). For example, Evangelinos et al. [57] evaluated the
performance of a scientific HPC application on Amazon EC2 and showed that the performance
of network in cloud is worse than that of HPC by one to two orders of magnitude. This
was also proved by Gupta et al. [78] who conducted a set of experiments on different cloud
platforms i.e., Open Cirrus and Eucalyptus Cloud. Both studies show that raw performance
difference between compute centric HPC and data centric cloud is pronounced.
Recently, researchers have also shown an increased interest in the use of the BD tools,
i.e., Apache Spark, Apache Hadoop, to create workflow execution engines and scientific
workflow management systems (SWfMS) for current state of the art workflows [31, 179].
However, this topic is still fairly new and the experience of applying these techniques is
still limited. The previous studies have contributed with guidelines and methodological
approaches to make the design of scientific workflows easier and more efficient from a user-
centric and visual perspective [56]. For example, Dede et al. [45] analyzed the migration
of common HPC-oriented workflows to a BD processing platform, i.e., Apache Hadoop. In
this theoretical analysis, the authors implemented six representatives of common scientific
workflow patterns in Apache Hadoop environment and discussed implementation challenges
and Hadoop environment applicability for each of the basic patterns. Whereas Nuthula et
al. [122] determined that for the scalability and performance required by modern simula-
tors, it is important to avoid I/O bottlenecks in the cloudification procedure. Considering
the complexity of many state of the art simulators for scientific computing, Srirama et
al. [148] proposed a workflow partitioning strategy to reduce data communication in the
resulting cloud deployment. In this research, the authors focused on task scheduling and
underlying peer-to-peer data sharing mechanisms required for their efficient communication.
The aim of the next subsection is to present a cloudification methodology and how it could
be enhanced in order to migrate a wider range of scientific workflows to cloud environment
with a focus on data locality. This methodology is based on a data-centric approach with
data locality playing a critical role in the final performance and scalability of cloud-based
applications.
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4.3 Cloudification methodology
As discussed in Chapter 3, modern simulators are usually CPU- and memory-intensive.
However, their scalability is often restricted not only by the available hardware resources but
also by the appropriateness of the chosen programming paradigm. The latter might become
particularly crucial in the process of migrating an HPC application to cloud environment.
To cope with this crucial restriction, Caíno-Lores et al. [33] proposed a cloudification
methodology, which focuses on minimizing internal data transfers by imposing data-locality
through a MapReduce framework. The main objective of the methodology is to achieve
virtually unlimited scalability of simulators and allow scientists to benefit from clouds with
minimal development efforts and modernize systematically their legacy applications.
4.3.1 Description of the original methodology
The key idea of the cloudification methodology is to divide an application into n-number of
simulations that run with the same simulation kernel but on n-number of fragments of the
original input dataset. This allows to run multiple independent instances of the simulation
in parallel. To divide the simulation, an expert shall evaluate the application, determine
an independent variable, and use it as an index to partition input data and the following
procedures. It is important to underline that the key to this cloudification methodology
resides within the application’s input data, which shall be partitioned and stored as pairs
(instance, parameters) in an indexed structure.
The cloudification methodology consists of two steps: an analysis of the original
application to find an independent variable (a partitioning key) and cloudification of the
original application, which consists of two sub-steps: adaptation and simulation. These steps
are described below in more detail:
1. Application analysis: at this step, an expert analyzes the original simulation appli-
cation in order to find an independent variable, and uses it as an index to partition
input data and the following procedures.
2. Cloudification: as soon as the independent variable is found, the application is
considered suitable for cloudification that leads to two operations described below:
(a) Adaptation, this operation reads the input data, indexes its parameters by
the defined independent variable, and splits original data into fragments (inde-
pendent variable, parameters). Consequently, the following simulations can run
autonomously and in parallel on partitioned data fragments.
(b) Simulation, this operation runs the simulation kernel for each partitioned data
fragment, generates output files, organizes these files by unique identifiers/keys of
each data fragment, gathers the output, and provides final results in a reduced
format.
The relevance of this cloudification methodology is clearly supported by the case study and
its promising results. For the case study, Caíno-Lores et al. [33] have chosen a real-world
simulator [35] with such characteristics:
1. It represents a general sort of engineering simulators commonly used to test and verify
different scenarios.
47
2. The tool requires a considerable amount of computing power to perform complex matrix
operations.
3. The application is memory-bound.
During the application analysis, its input dataset was investigated. Every specification file
was identified as comprising initial and final time of the simulation. The time parameter was
accepted as an independent variable. During the cloudification stage, the initial input data
was adapted and rearranged into multiple datasets, each containing necessary information to
run a simulation. When the data was prepared, the application was ready for two MapReduce
jobs being executed sequentially.
To evaluate the performance of the cloudified simulator, Caíno-Lores et al. [33]
conducted experiments in both cluster and cloud (EC2) environments. Overall, the application
deployed in clouds showed outstanding results in terms of performance (e.g., the simulation
execution stage was 47% faster for the largest experiment) and scalability (linear scalability is
achieved under the condition that the problem size increases proportionally with the number
of worker nodes) in comparison to the original application.
These promising results prove the viability of the cloudification methodology. In order
to improve and extend it to a wider range of applications, we propose to enhance it in the next
subsection by dealing with complex iterative workflows that cannot be defined as suitable
following the initial cloudification procedure.
4.3.2 Enhancing the methodology: cloudification of complex iter-
ative workflows
The examination of an application is a critical methodology step as an expert must evaluate
the application’s structure, procedures, data input and define a partitioning key. If no
independent variable can be defined, it means that the application is not suitable for this
cloudification methodology.
Taking into account the complexity of modern simulators described in Subsection 3.3.3,
the identification of an independent variable for the entire simulation might be considerably
restricted by the need of executing not only one simulation workflow but also many additional
sub-workflows, especially when they are triggered based on outcomes of the previous sub-
workflow. A good example of such a simulation could be LEAD, which consists of two
sub-workflows: weather forecasting and data post-processing by a data mining component,
which can also trigger the execution of two supplementary forecast workflows or even steer
remote radars for extra localized data [139].
To define an independent variable in such complex scientific workflows, we propose
that during the application analysis step of the original methodology, an expert conducts
a multilayered analysis. At the first layer, the expert evaluates the entire simulation. If it
is not possible to identify an independent variable for the entire application, then at the
second layer, the expert conducts a more profound analysis of the application based on its
characteristics (e.g., size, constraints, structural patterns) and searches separately for an
independent variable in a simulation part (e.g., a workflow, a sub-workflow, a task).
We aim to enhance the original methodology by enlarging its application to a greater
number of applications, specifically complex and iterative ones. The enhanced methodology is
directed at guiding complex and iterative workflows to clouds and maintaining a comparable
level of performance against a traditional infrastructure. The enhanced version of the original
methodology preserves all its key features and advantages. It is built in a data-centric manner,
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Figure 4.1: Overview of the big data inspired cloudification methodology. Dashed boxes
indicate optional stages, which may not be necessary for every iterative workflow.
because data locality plays a major role in the final performance and scalability of cloud-based
applications. The enhanced methodology suits well cloud environments, which are engineered
to keep both computation and storage on nodes, i.e., VMs. Hence, it can provide a high
degree of parallelism with regard to target infrastructure and data management.
The proposed methodology is depicted in Fig. 4.1. It consists of the following steps:
Key Selection. First, it is necessary to conduct a multilayered analysis of the original
application in order to find a domain or its part(s), e.g., a workflow, a sub-workflow or
a task, suitable for parallelization. This entails finding only one independent variable
to act as partitioning key (k, in Fig. 4.1), which will guide the distribution of the
defined area and the following stages. It is important to mention that if an independent
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variable was found in more than one simulation part, then the methodology shall be
applied multiple times for each parallelizable area.
Domain Partitioning. Once the parallelizable area is selected, we can model how the input
will be distributed across the nodes. This parallelization stage distributes the proper
portion of the input, for each value of k. This sets the fraction of the input data or
model that will be processed for each instantiation of the guiding independent variable.
Simulation. One or more simulation stages wrap the kernels involved in the simulation
workflow to simulate each portion of the parallelizable area in an independent and
autonomous way. This yields the execution of not one, but many smaller simulations.
The large number of simulations to be executed factors the inherent complexity of the
simulation process, yet it can be massively distributed due to the independent and
autonomous nature of each simulation. Additionally, if there is a need for processing
key-specific input, we can exploit data locality to minimize data transfers in this stage
by scheduling the pipeline where the data is present.
Partial Reduction. Optionally, one or more reduction stages can be defined to filter or
join partial outputs before the overall collection and evaluation of results to reduce
contention in the synchronization point.
Output Processing. This constitutes a collection stage followed by processing and analysis
methods in charge of creating the input for the next iteration. In this step, the output
evaluation must be defined to reflect the end criteria, generation of the following input,
and validity of the results per iteration.
The aforementioned steps are aimed at finding a parallelizable simulation area, where we
are able to identify an independent variable to act as an index for subsequent steps. This
must support the parallelization of that specific area in a key-value manner, so that further
simulation pipes and optional partial evaluations can take place independently, as seen in
massively-parallel data analytics frameworks. Of course, any partition-specific data will only
concern the node, which is going to process such domain partition. Hence, we can schedule
the computation on the proper node to support data locality. This is particularly interesting
if several stages of one parallelizable area are involved, since they can be scheduled together
to benefit from local intermediate files. After these procedures, partial results can be filtered
and assessed in parallel as well, again following the initial area distribution. Finally, these
partial results can be analyzed and processed to build the next iteration. Although the effects
of this synchronization point can be alleviated by previous partial reductions.
4.4 Enhanced methodology application to EnKF-HGS
Following the enhanced model of the cloudification methodology described in Subsection 4.3.2,
we proved its viability by applying it to the original EnKF-HGS application. As described in
Subsection 3.4.2, EnKF-HGS application is an MPI implementation of a data assimilation
process via the ensemble Kalman filter. Specifically, data assimilation minimizes the deviation
of a numerical model from the real physical system and supports the continuous improvement
of HGS stochastic simulations by incorporating the most recent field measurements.
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4.4.1 Simulator analysis
Following the enhanced cloudification procedure, we begin with an application of the first
step – a simulator analysis. The simulator’s input is tightly-coupled. It describes a single
hydro-geological real-world system, which we cannot decompose. Since we could not define
an independent variable for the entire simulator, we continue with a second step of the
multilayered analysis.
Analyzing the simulator’s workflow, we could see that it is iterative and each iteration
consists of two phases: forward propagation and filtering. At the forward propagation phase,
we operate with a set of realizations, which constitute instantiations of the underlying model.
These realizations are simulated independently, and the output is gathered afterwards for
processing. Here it is worth mentioning that the forward propagation phase could be divided
into two layers. The first layer consists of the Monte Carlo simulation, while the GROK
and HGS simulation kernels compose the second layer. In brief, GROK is a preprocessor
that prepares the input files for HGS, which makes GROK an I/O intensive application.
While HGS is an integrated hydrological modelling simulator, which mainly relies on the
CPU to solve differential equations. Considering the definition of the Monte Carlo simulation
method described in Subsection 3.3.2, every process is completely independent. Hence, the
EnKF-HGS first layer is totally parallelizable. However, the second layer can be neither
analyzed nor modified, because both kernels are proprietary binaries. Hence, it is not suitable
for the methodology. At the filtering phase, we update each of the realizations with the
environmental field measurements to adjust the deviated models towards the actual state
of the real-world system. This process represents a set of matrix operations and requires
multiple data synchronizations, which leads to tight coupling and interdependency of processes.
Considering their interdependency, it is difficult to completely parallelize this phase. Following
the methodology, we aim at parallelizing only the forward propagation phase and select the
realization identifier as a key and the collection of the model’s data per realization as a value.
These key-value pairs could be independently distributed and executed across computing
nodes. Their results will be gathered in the master process for the filtering step.
4.4.2 Cloudification procedure
As described in Subsection 4.4.1, the EnKF-HGS workflow is iterative and has multiple
data-synchronization points. Hence, MapReduce representative should be carefully selected
out of all available implementations described in Subsection 4.2.1. We chose Apache Spark
1.6.0, which is currently a major representative of a BD programming model and execution
engine. Moreover, Spark was developed particularly to overcome significant performance
penalties during iterative jobs and frequent data accesses by using in-memory datasets, and
natively supports iterative pattern.
Execution models: Spark vs. MPI
Figure 4.2 depicts the stages that belong to the final implementation of the workflow in
Spark. The procedures executed in the Spark driver process are identified using letters (from
A to D), while numbers (1 to 6) refer to tasks that are computed distributively in the Spark
executors. The most relevant design and implementation details are described in the following
paragraphs.
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Figure 4.2: Execution model of the cloudified EnKF-HGS. Dashed lines indicate that the
operations are executed over a distributed dataset.
Ensemble preparation stage
A. Data distribution
The first step is to load the necessary auxiliary files that every executor will need to
properly run its data partition. For instance, this includes the kernel binaries. Spark
guarantees that these files will be available for the worker nodes in their current working
directory.
B. Input matrix composition
Input data is read in the driver process in order to initialize the base model consisting
of two main matrices, M1 and M2, in which each column c1,r and c2r corresponds to an
instantiation, r, of the model. Additional data structures are created and initialized
and the parameters of the simulation are obtained.
C. Column distribution
Both matrices are distributed by columns in order to build the realization set, R. Each
realization r is composed of the corresponding columns from both matrices, C1,N and
C2,N . Figure 4.3 depicts the realization data distribution process, which yields the
distributed dataset that will be transformed in the following stages and iterations.
The rationale behind distributing the workload this way is that each realization can
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<r1, {C1,1, C2,1}>
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Figure 4.3: Column distribution procedure. Both matrices are split column-wise, and
realizations are built with the corresponding columns from both matrices.
be simulated independently from the others, without any further communication.
Additionally, we forced each partition to hold the data for a single realization in order
to induce fine-grained parallelism.
Iterative ensemble simulation
1. Data pre-processing (GROK)
After realizations are distributed, the GROK kernel writes the realization input data to
local files. HGS will read these files in order to conduct the simulation of the model.
2. Model simulation (HGS)
With the input files from GROK, HGS simulates the model and writes its output for
subsequent analysis. In steps 1 and 2 we must ensure that both binaries will be executed
in the same node to exploit data locality. To achieve this, we run GROK and HGS in
the same map function, which is an indivisible task in Spark. Thus, they act as an
inner pipeline within the workflow.
3. Distributed post-processing
The post-processing stage is partially distributed. First, the output from each HGS
execution is read in each executor in order to create an updated realization set, R′. With
this information we create a distributed matrix M ′1 and conduct several distributed
operations to avoid gathering the whole matrix in the driver.
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4. Data analysis
Further operations with auxiliary matrices are executed in the driver in order to filter
and randomize the input for the following iteration. The goal of this stage is to minimise
the size of the dataset that needs to be collected in the driver prior to the model update.
Note that to achieve this, significant data shuﬄes must be executed.
D. Model aggregation
Since not every stage of the analysis could be distributed, there is a step, in which we
aggregate the final matrix that will be used to compute an update matrix. This matrix
is distributed afterwards, so that we can update the realizations without gathering the
whole dataset in a single node.
5. Data update and caching
The distributed update matrix is used to update every realization in parallel. The
resulting realization set is persisted to the local storage of the nodes as a fault-tolerance
measure and the following iteration starts.
Output management
6. Output persistence
After every iteration is executed, the output is stored to HDFS. This is executed in
parallel, as every partition is stored independently.
Considering the initial EnKF-HGS MPI implementation described in Subsection 3.4.2, now
we can compare in general terms both MPI- and Spark-based execution models. Regarding
the Spark’s nature, it can offer such considerable benefits as:
1. Distributed file system with failure and data replication management;
2. Set of tools and libraries for data analysis and management that will facilitate the use,
deployment, and maintenance of the parallelized workflow;
3. Unrestricted addition of nodes at runtime.
Overall, the Spark-based execution model took a full advantage of fault-tolerance, automatic
re-execution of failed tasks, and dynamic adaptation to resource pool size. However, con-
sidering the EnKF-HGS execution of two proprietary binaries GROK and HGS, the Spark
implementation is based on the current MPI model that might restrict the exploitation of
the Spark platform to its full extent. Also, it is worth to mention that the MPI-based model
benefits from more light-weight processes.
4.4.3 Evaluation
The goal of our evaluation was to assess the benefits and drawbacks of the application of the
techniques discussed in Section 4.4. We focused on absolute execution time and speed-up to
analyse the effects of memory and virtualization overheads of Spark and clouds, respectively.
In addition, we conducted further experiments to evaluate the influence of I/O saturation
on the application performance, which might occur due to a lack of high speed network
connection between distributed resources.
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4.4.3.1 Implementation and simulator configuration
Following the general comparison of the original MPI and Spark execution models, we propose
to compare in depth original and Spark implementations in a traditional cluster against two
types of cloud infrastructures: a private cloud running OpenNebula, and the AmazonEC2
public cloud. Hence, we will be able to evaluate the scalability, and analyze the behavior of
the platform and the infrastructure as the problem size increases.
A particularity of the kernel binaries is that they are pre-build black boxes. An effect
of this is that they rely on hard-coded input paths for the intermediate files they handle. This
constitutes a limitation, as we are forced to execute both binaries on the same machine to
ensure data locality per realization. To achieve this, we exploited Apache Spark’s partitioning
mechanisms to ensure that each full realization is computed on the same node in a pipelined
manner. As seen in Figure 4.4, the current workflow forms a collection of independent
pipelines that map to each realization with the proper input data. There is a possibility to
further optimize this but currently it is a promising approach that can be generalized to
many applications that make use of this filter.
4.4.3.2 Experimental setup
In order to assess the performance and scalability of the application, we selected three
different execution infrastructures: a cluster, a private cloud running OpenNebula, and a
virtual cluster on the AmazonEC2 public cloud. The specifications and limitations of these
testbeds are described as follows:
Testbed A: local cluster
This testbed comprised 8 worker nodes for the MPI platform and 8 worker nodes plus 1
additional driver node for the Spark platform (see Table 4.1). Each worker node holds 8GB of
RAM and two Intel Xeon E5405 @2.00GHz processors with four cores each. The driver node
was necessary to host the driver process of the Spark implementation, which required 7GB in
the largest experiment we conducted. This means that the container in charge of running
the driver would require 7GB plus a 10% memory overhead (as configured by default in the
platform), 512MB extra memory for heap space, and other overhead sources like serialization
buffers. Since Spark adds significant memory overhead to drivers and executors, we had to
add a larger node to bypass the memory constraints in the worker nodes. Consequently,
we added a node with an overall amount of 94GB of RAM and four Intel Xeon E7-4807
@1.87GHz processors with six cores each (see Table 4.2). The local cluster already had a
pre-installed network file system GlusterFS 3.7.11 (a scalable and production-ready network
file system [12]), which was necessary for the MPI implementation execution.
Platform Spark MPI
Node role driver worker worker
Type xlarge large large
Amount 1 8 8
Table 4.1: Cluster machine selection for the Spark and MPI platforms.
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Figure 4.4: Final Spark workflow for the cloudified EnKF-HGS.
Type Processor CPU
Cores
Memory Storage Network
Performance
large 2 x Intel Xeon E5405 @2.00GHz 8 8GB HDD
2 x 1000GB
Ethernet
1Gb/s
xlarge 4 x Intel Xeon E7-4807 @1.87GHz 24 94GB HDD
2 x 1000GB
Ethernet
1Gb/s
Table 4.2: Technical specifications of the selected machines (testbed A).
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Testbed B: private cloud
We relied on a public cloud running OpenNebula with the nodes configuration and hardware
configuration described in Table 4.3 and Table 4.4 respectively. Notice that the main difference
between this infrastructure and the cluster is the clock speed, which would benefit this testbed
in the evaluation. To build a virtual cluster, we spawned 8 (and 9 in the case of Spark) 8-core
VMs with 7.5GB of RAM each, the maximum available memory per VM. Notice that this
memory limitation is relevant, as there was no workaround to fit the driver safely in the
largest experiments. For the network file system, we deployed the latest version (3.7.14) of
GlusterFS on 3 additional storage nodes, which were organized in a distributed volume with
no data-replication in order to maximize the storage performance. On the computing nodes
side, we exploited the FUSE-based Gluster Native Client for highly concurrent access to the
file system.
Platform Spark MPI
Node role driver worker worker storage
Type large large large medium
Amount 1 8 8 3
Table 4.3: Private cloud VM selection for the Spark and MPI platforms.
Type Processor vCPU
Cores
Memory Storage Network
Performance
large 2 x Intel Xeon L5420 @2.50GHz 8 7.4GB HDD
500GB
Ethernet
1Gb/s
medium Intel Xeon L5420 @2.50GHz 4 3.5GB HDD
500GB
Ethernet
1Gb/s
Table 4.4: Technical specifications of the selected VMs (testbed B).
Testbed C: public cloud
We selected c4.2xlarge instances as workers due to their balance between number of cores
and amount of memory and a r3.xlarge instance with larger memory to hold the driver. The
virtual cluster for Spark consisted of 16 workers (128 cores in total), an m3.medium master,
and the additional dedicated VM for the driver. MPI ran on a virtual cluster built with
16 identical workers, plus 3 additional c4.large storage nodes running GlusterFS with the
configuration similar to the previous testbed. Each storage node was provisioned with a
5GB general purpose SSD brick. Table 4.5 shows a summary of the selected instances and
their assigned roles in both the Spark and MPI execution platforms. In addition, Table 4.6
describes the hardware characteristics published by the provider [11].
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Platform Spark MPI
Node role master driver worker worker storage
Type m3.medium r3.xlarge c4.2xlarge c4.2xlarge c4.large
Amount 1 1 16 16 3
Table 4.5: AmazonEC2 instance selection for the virtual clusters running the Spark and MPI
platforms.
Type Processor(∗) vCPU
Cores
Memory
(GiB)
Storage
(GB)
Network
Performance
m3.medium Intel Xeon E5-2670 v2 @2.5GHz
Intel Xeon E5-2670 @2.6GHz
1 3.75 SSD Moderate
r3.xlarge Intel Xeon E5-2670 v2 @2.5GHz 4 30.5 SSD Moderate
c4.2xlarge Intel Xeon E5-2666 v3 @2.9GHz 8 15 EBS High
c4.large Intel Xeon E5-2666 v3 @2.9GHz 2 3.75 EBS Moderate
(∗) More than one item is listed if VMs can be indistinctively launched on different physical processors.
Table 4.6: Technical specifications of the selected public cloud instances (testbed C), as
provided by the AmazonEC2 documentation.
4.4.3.3 I/O saturation per infrastructure
Before evaluating the scalability of two implementations and comparing their performance, it
is important to measure the effect of concurrent access to a network file system on execution
time of the overall application. As described in Subsection 3.4.2, the forward propagation
phase of the EnKF-HGS workflow runs an ensemble of concurrent HGS model realizations,
which use a file-based data exchange mechanism via a network storage. It differs from the
Spark implementation, where each execution runs on local data by design. In order to measure
this, we had to guarantee that the number of I/O operations was identical for every instance
of the GROK and HGS kernels. Since both kernel binaries are pre-built black-boxes, we
modified the EnKF-HGS to compute one model realization N times, where N is the number
of ensemble members. Thus, instead of computing N different model realizations, which most
likely would result in a different number of the I/O operations for each individual realization,
we ensured that each instance of the simulator performed the same I/O operations by making
each input identical.
We have measured the relation between the number of concurrent processes (i.e.,
GROK and HGS kernels) that are using the network file system and the execution time in
three testbeds presented above. Additionally, for the testbed C, we repeated the experiment
with the Elastic File System (EFS), which is a native network file system for AmazonEC2
environment. For the experiment’s execution, we modified EnKF-HGS to run 1 to 64 MPI
processes, where each process was provided with one CPU core. Figures 4.5, 4.6, 4.7, and
4.8 show the impact of concurrent accesses to network storage on the execution time of the
kernel binaries (GROK and HGS separately). Surprisingly, even in experiment 1, which
is conducted in the Testbed A, in an “MPI-friendly” environment, the performance of the
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I/O intensive kernel (GROK) drops 5 times in case of 64 concurrently running instances of
the kernel. The results of experiments 2, 3, and 4 illustrate that in cloud environment the
situation is even more dramatic. Because a similar performance drop happens not only for
the I/O intensive kernel but also for the compute intensive one. From these experiments, we
can clearly see that typical MPI-based application assumptions, i.e., an availability of a high
performance network file system and a low-latency broadband network connection, should be
seriously taken into consideration. Because a violation of these assumptions might lead to a
tremendous drop of an application performance. In this experiment, we artificially equalized
the number of the concurrent I/O operations, which resulted in a large performance drop.
For a realistic ensemble, consisting of individual model realizations, the computations most
likely would not last the same, which in turn would reduce the number of concurrent I/O
operations, consequently, reducing the saturation.
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Figure 4.5: Experiment 1. Relative execution time of concurrent (a) GROK and (b) HGS
kernels running on local cluster with GlusterFS.
The following experiments will illustrate the performance and scalability of two
implementations in the presented testbeds.
4.4.3.4 Performance analysis: cluster
The objective of these experiments is to detect the effects the execution models have on
the performance of the workflow execution. We analysed the MPI-based implementation of
EnKF-HGS, and its data-centric version built in Spark, both running in the local cluster
formerly described.
We allocated Spark executors with one core in order to fairly compare scalability
against single-core MPI processes. We experimented with increasing number of realizations
and executors. We measured the absolute execution time for a single execution (including the
job launch time required by Spark) and computed the speed-up. The results for this execution
on a local cluster are shown in Figure 4.9, in which experiments (a) and (c) correspond
to MPI, while experiments (b) and (d) correspond to Spark. Remarkably, Spark yields
better execution times for every experiment, and its speed-up is better the larger is the
experiment for a given number of workers. This is the result of storing data on a local storage
instead of a network one. However, the speed-up in Spark for the largest experiment (i.e.,
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Figure 4.6: Experiment 2. Relative execution time of concurrent (a) GROK and (b) HGS
kernels running on OpenNebula with GlusterFS.
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Figure 4.7: Experiment 3. Relative execution time of concurrent (a) GROK and (b) HGS
kernels running on AmazonEC2 with GlusterFS.
64 realizations on 64 executors) is lower than in the MPI case. In this case, the problem is
that the 64 executors cannot be scheduled at once due to their large memory requirements.
The main conclusion from this experiment is that, while the BD-inspired approach shows
outstanding performance results, the memory overhead of the execution framework hurts
scalability because less parallel executors can be allocated in the same infrastructure. As
a result, the slimmer MPI processes seem more suitable for large scale execution of this
workflow. Another interesting aspect is related to the post-processing stage of the workflow
and its effect on the overall execution time. At some point, with the growing number of the
parallel executors, the post-processing computation becomes shorter in time than the data
transferring time. As a result, the post-processing stage might affect the overall execution
time, when there is a greater number of parallel executors.
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Figure 4.8: Experiment 4. Relative execution time of concurrent (a) GROK and (b) HGS
kernels running on AmazonEC2 with EFS.
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Figure 4.9: Execution time and speed-up for the MPI and Spark implementations, running
on a local cluster.
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4.4.3.5 Performance analysis: private cloud
After analysing the programming models, we focused on the underlying computing models
to assess their impact on performance. Hence, we conducted further experiments on the
OpenNebula private cloud with the Spark and MPI implementations.
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Figure 4.10: Execution time and speed-up for the MPI and Spark implementations, running
on a private OpenNebula cloud.
Besides the cluster results shown in the experiments (Figure 4.9), Figure 4.10 reflects
the same metrics for the experiments conducted in OpenNebula for a single execution. Spark
benefits most from BD-oriented environments like Clouds, while keeping an overall evolution of
speed-up similar in relative terms. However, we can also see that in OpenNebula Spark results
are much more extreme with lower execution times and smaller speed-ups. Interestingly, MPI
also shows a similar behaviour with lower execution times and degraded speed-ups. These
results could be associated with the larger frequency of the physical processors of the virtual
cluster, which yields faster executions, and the lower memory per core ratio, which hurts
scalability.
With respect to the results for Spark, there are two remarkable exceptions. The first
exception is related to the 64-realization execution with 64 workers. This experiment failed
because the container corresponding to the driver violated the limit of the system’s memory.
Hence, this result is not included. The other exception is associated with the experiment of
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32 realizations with 32 workers. Its result is identical to the experiment of 16 realizations
with 16 workers. We noticed that this happened because the heartbeat of several executors
was missed in the driver. Consequently, that caused the executors’ assigned task to time-out.
Under these circumstances, Spark considers that the worker is dead. Hence, it reschedules
the task in a different node. Since there are no more resources to launch a new container,
it has to wait for an executor to finish, and then launch the former tasks. Considering the
synchronization point after the concurrent computation of the realizations, task rescheduling
leads to the doubled execution time, which corresponds to the time obtained for 16 executors.
4.4.3.6 Performance analysis: public cloud
Given the resource limitations in our private infrastructures, we moved both execution
paradigms to the AmazonEC2 public cloud to test further scaling. We incrementally increased
the size of the virtual cluster and conducted experiments until one of the implementations
showed significant scalability issues that made further increases in problem size or number of
workers impractical. Our goal was to determine which paradigm showed the most limitations
to support large-scale executions.
We considered the set-up described above enough to run 64 realizations smoothly in
both MPI and Spark. We attempted 128 realizations to check whether we could exploit the
whole cores in the system with the Spark implementation.
Figure 4.11 shows the results coherent with the fast speed-up degradation shown in
OpenNebula, when driver and executor memory sizes increase to the point, in which all the
realizations cannot be computed in parallel (i.e., memory per core increased beyond 2GB).
The major problem is not a performance degradation. It is rather a case of not being able to
run the experiment because a job will not simply finish when there is not enough memory to
host the driver or executor container, or their related overheads. The former experiments
clearly indicate that the Spark implementation will not scale due to its memory requirements
when running on the Spark stack. This is also problematic if cost is taken into consideration,
as it would be required to select machines with larger memory per core ratio. Thus, it will
be more expensive. On the other hand, the MPI-based workflow does not show either an
outstanding performance or speed-up. It is able to scale further with less resources and in a
stabler manner.
We also found that Spark has limited capabilities to establish simultaneous connections
among many nodes. Our first approach to make data integration was to use memory
mechanisms instead of files. However, it requested to create an all-to-all communication
pattern. Even if this pattern is straightforward and efficient in MPI, we were unable to scale
this approach up to 256 nodes in Spark. That happened because the Spark underlying RPC
system failed due to the impossibility of creating enough connections.
4.4.3.7 Results of the enhanced methodology application to EnKF-HGS
Overall, BD programming models (i.e., Hadoop and Spark) and infrastructures (i.e., clouds)
might be used to improve the efficiency and scalability of some types of scientific applications,
specifically simulators relying on parameter-sweep and partitionable domains, and kernel-
based workflows comprising many, loosely-coupled tasks. The detailed evaluation of the
original workflow and Spark implementations in different infrastructures (i.e., a cluster and
clouds) indicates that the BD techniques are still far from disrupting scientific applications.
Specifically, this statement is relevant to the vast set of complex workflows with major
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Figure 4.11: Execution time and speed-up for the MPI and Spark implementations, running
on a virtual cluster on the AmazonEC2 cloud.
synchronization and resource requirements, when the scale increases. This experience and
the current state of the literature is summarized in Tab. 4.7 and detailed as follows.
Among different MapReduce implementations described in Subsection 4.2.1, we used
Spark as it is specifically designed for iterative processes and provides such competitive
advantages as fault-tolerance, automatic re-execution of failed tasks, and dynamic adaptation
to resource pool size. Regardless of its advantages, the Spark-based iterative workflow was
not able to scale properly, mainly due to the significant memory overhead introduced by the
execution environment. We believe that an extensive memory consumption was due to the
deep component stack and its dependence on the JVM [73]. The additional resources in the
memory stack are needed to mitigate the requirements of new workloads and support of the
emerging in-memory and caching mechanisms coming from data-aware computing.
Regarding workflow development and deployment, we experienced a considerable
reduction of time on building a Spark-based solution and deploying it on AmazonEC2.
Without any user-related or software compatibility issues, the solution was tailored to meet
all the experiment requirements. Moreover, Spark with its underlying resource manager
and distributed file system substantially facilitated data distribution and task management.
We only had to consider the design of the workflow and some specific implementation
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Big data paradigm HPC paradigm
Pros
Fault-tolerance by design Low resource consumption
Transparent data locality Efficient communication
Job and task scheduling at platform level Generalist and tailorable processes
Cons
Low control of resource management Limited parallel abstraction
Significant memory overhead No native provenance or replication
Poor integration with kernels Steep learning curve
Key-value only
Deep software and communication stack
Table 4.7: Summary of the main features detected during the evaluation and literature review
for the BD and the HPC paradigms.
particularities of the language and the available functionalities. The data-centric nature
of Spark allowed us to exploit the parallelism of the workflow and get good experimental
results as shown in Subsection 4.4.3. Due to the scale of our experiments, we could not detect
network issues in MPI. However, we found that I/O management could become a bottleneck.
At small scale, Spark showed a competitive advantage in distributing data and getting access
to it locally.
The advantages described above could benefit scientists, who want to focus on the
problem, rather than on the computational elements of the work. Although, these benefits
come at the cost of large amounts of memory overhead. To cope with this drawback, it would
be required to select machines with larger memory per core ratio. However, the cost will
become more expensive.
Another issue worth mentioning is the infrastructure’s size. It is common for small-
and medium-sized research groups to have limited infrastructures. Hence, we consider our
infrastructure to be representative of the capabilities of many small- and medium-sized
research groups in science and data analysis. Even though it was not a large-scale evaluation
due to the limited infrastructure size, it was still sufficient to detect major scalability issues
and contrast it with larger experiments in the public cloud.
It is also important to mention that the original workflow relies upon two third-party
kernels, which could be considered as black-boxes with unknown data schemes and pro-
prietary code. Hence, the Spark implementation is based on the current MPI version of
the workflow that might restrict the exploitation of the Spark platform to its full extent.
In general, we proved the viability of the enhanced methodology based on the results obtained.
Though it is still far from being a universal solution to a vast set of complex workflows due
to its limitations described above.
4.5 Summary
In this chapter, we evaluated a trend of combining the traditional high performance computing
(HPC) with big data (BD) analytics paradigm [108]. Following that trend, we investigated
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whether it is relevant to the scientific applications, especially those with many loosely-coupled
tasks [43], or heterogeneous tasks with few interdependences [138]. Moreover, we overviewed
the cloudification methodology proposed by Caíno-Lores et al. [33]. This methodology is
directed at migrating the parameter-based scientific simulations to cloud environment and
scaling them up. The critical step of this methodology is the identification of an independent
variable for the entire simulation. Regarding the complexity of scientific simulations described
in 3.3.3, we suggested to enhance the original cloudification methodology by enlarging
its application to a greater number of applications, where it is not possible to identify
an independent variable for the entire application. In order to evaluate the enhanced
cloudification methodology, we applied it to the original EnKF-HGS application, which is
an MPI implementation of a data assimilation process via the ensemble Kalman filter. In
general, we proved the viability of the enhanced cloudification methodology based on the
results obtained. However, it is still far from being considered as a universal solution due to
its limitations.
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Chapter 5
Service-oriented cloudification
methodology
5.1 Introduction
According to Buyya et al. [32], computing was significantly transformed over the last half
century. In 1969, in the UCLA press release announcing the birth of the Internet, Leonard
Kleinrock [100] was quoted as saying: “As of now, computer networks are still in their infancy.
But as they grow up and become more sophisticated, we will probably see the spread of
computer utilities, which, like present electric and telephone utilities, will service individual
homes and offices across the country”. Basically, Leonard Kleinrock articulated the vision
of computing as the 5th utility after water, electricity, gas, and telephony. Like the four
existing utilities, the computing utility provides a general community with the basic level
of computing services regardless where they are hosted or how delivered. To make this
vision possible, several computing paradigms, i.e., cluster, grid, and cloud computing, have
been proposed. Each aforementioned paradigm is presented in more detail in Sections 2.1
and 2.2. Overall, there is a set of characteristics that could specify every paradigm. This
set covers such important concepts as resource availability, resource provisioning, scheduling,
load balancing, and monitoring. For instance, in clusters, resources are located in a single
administrative domain with a single management policy. While, in grids, resources are
geographically distributed across multiple domains with distinct management policies and
goals. Considering the scheduling concept, in clusters, schedulers are responsible for the
entire system and directed at enhancing the system performance. Whereas, resource brokers
– schedulers for distributed data-intensive applications on grids – focus on enhancing the
performance of geographically distributed applications by matching available resources to the
user’s request. Cloud computing possesses all these characteristics with its special attributes
and capabilities presented in Section 2.2, i.e., potentially unlimited scalability, on-demand
resource provisioning, and multitenant environment. Considering the dynamic nature of cloud
computing, there is a recurring and growing concern about building reliable mechanisms for
the aforementioned concepts, i.e., resource availability, resource provisioning, scheduling, load
balancing, and monitoring. Especially, it is the case when cloud services can be turned oﬄine
due to power conservation policies, unexpected power outages or possible denial of service
attacks.
The service-oriented computing (SOC) paradigm arose as a response to the afore-
mentioned concern. According to Papazoglou et al. [128], SOC is a computing paradigm
that utilizes services as fundamental elements to support rapid, low-cost development of
distributed applications in heterogeneous environments. SOC provides a semantically rich and
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flexible computational model and relies upon service-oriented architecture (SOA) to develop,
use, and combine interoperable services. The design principles of SOA require services to be
self-contained, loosely-coupled, platform-independent, dynamically discoverable, invokable,
and composable [70]. Basically, SOA splits software development in three independent but
collaborative abstractions, i.e., a service requestor, a service broker, a service developer [154].
The service developer simply builds services. The responsibility of the service broker is to
publish or market available services. While the service requestor is responsible for finding
available resources through service brokers and using the developed services. Overall, this
allows software developers to build a complex application consisting of easily customizable
modules through interfaces with clearer semantics [82]. According to Channabasavaiah et
al. [37], organizations could gain distinct benefits from deploying SOA, specifically:
1. Continuous business-process improvement due to service characteristics, i.e.,
coarse granularity, modularity, loose coupling, platform independence.
2. Leveraging existing assets means that a service can be constructed by using already
existing components, applications. Using a service will only require users to know its
interface and name.
3. Faster time-to-market means that time to build and deploy new services diminishes
drastically, when existing services and components are reused.
4. Risk mitigation is gained due to the reduced possibility of failures in a new service if
it is based on leveraging the existing components.
5. Reduced cost of application development and integration.
Even though SOA is a promising concept, which can bring considerable benefits, the mi-
gration of traditional vertically-integrated applications to SOA presents a number of chal-
lenges ranging from purely technical issues to adoptability constraints. According to Mah-
mood [111], the greatest challenge of migrating applications to SOA is associated with
its inherent characteristics. Considering the coarse granularity of SOA services, it may
become difficult to test and validate all combinations of service components under every
possible condition. Even though loose coupling makes a service distributed and fault-
tolerant, it also leads to a new level of complexity. The most common implementation
of SOA is by using web services to exchange messages over the Internet. Taking into
account SOA requirement for interoperability, the current implementation might raise a
critical concern associated with the integration of services in a heterogeneous environment.
Considering all the advantages presented above, service-oriented computing paradigm could
provide an alternative way to create an architecture of a scientific application that reflects
components’ autonomy, granularity, and heterogeneity. When combined with clouds, it can
surely be regarded as a possible alternative execution environment for traditional HPC-based
scientific applications. However, it is also important to take into account potential challenges,
which come from the nature of scientific applications and fundamental differences in such
concepts as resource availability and provisioning, workload management, scheduling, load
balancing, and monitoring for cloud computing and HPC environments.
5.2 State of the Art
Scientific software development can be substantially influenced by two areas: cloud computing
presented in Section 2.2 and service-oriented computing (SOC) introduced in the previous
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section. SOC provides a solid computational model, which enables the academia to reuse
existing data- and compute-intensive applications, develop new ones, and combine them into
interoperable services. While cloud computing promises to provision scientists with unlimited
computing resources (e.g., hardware, software, networking, storage) as a service. However,
it could be challenging to migrate traditional scientific applications to clouds as presented
in Chapter 3. These challenges come from the nature of scientific applications as well as
the fundamental differences of cloud computing and HPC environments. The challenges
of migrating scientific applications to clouds include architectural differences, software and
hardware incompatibilities, tight coupling, and dependencies on external libraries. While
fundamental differences of cloud computing and HPC environments are associated with
resource availability and provisioning, workload management, scheduling, load balancing, and
monitoring. Specifically, in this section, we cover various academic mechanisms and industry
solutions directed at overcoming these differences.
According to Daniel J. Abadi [14], one of the cloud computing advantages is elasticity
and scalability of computing resources. For instance, unlimited number of computational
resources can be allocated to a scientific simulator on the fly to handle an increased demand
in computational power. However, getting and managing additional resources is not as
simple as it might be expected. The challenge here is that scientific applications shall be
able to manage additional resources provisioned on demand. For example, in a traditional
cluster environment, there is a resource management system consisting of a resource manager
and a job scheduler, which manages the workload by preventing jobs from competing for
limited computing resources. Traditionally, the job scheduler communicates with the resource
manager on workload queues and makes scheduling decisions based on resource availability.
When migrated to clouds, the scientific application might need an additional system to
manage resource availability and provisioning.
Computing resource management is a vast research area, which has been investigated
from different perspectives. There is a wide range of scientific works that created models and
mechanisms to deal with resource provisioning, utilization, and job scheduling. We have only
selected few studies related to the topic of resource management. For instance, Van et al. [119]
presented a virtual resource management solution for service hosting providers that automates
dynamic provisioning and placement of virtual machines and supports heterogeneous hosted
applications and workloads. Considering the fixed size of virtual resources provided, Lim et
al. [104] investigated a problem of building an effective controller of resource provisioning for
dynamic applications hosted in clouds. They recommended the proportional thresholding
approach to control resource provisioning by using a dynamic target range, which adjusts
according to the number of accumulated virtual machine instances.
Niu et al. [121] introduced an alternative solution for academic, research, or business
organizations, which use fixed capacity clusters, to use and dynamically resize a cloud-based
cluster with a familiar batch scheduling interface. They proposed a semi-elastic cluster (SEC)
computing model. The model allows organizations to maintain a set of cloud instances,
schedule jobs within the current capacity, flexibly adjust the capacity level according to the
application workload, responsiveness requirement or service provider charges. The advantage
of the SEC model is an integration of dynamic cluster size scaling with a common HPC batch
job scheduling strategy. Niu et al. proved the feasibility of the SEC model by integrating
it with SLURM, an open-source resource management solution for Linux-based clusters.
According to Yoo et al. [174], SLURM (Simple Linux Utility for Resource Management) is a
solution for cluster management and job scheduling. The SLURM Workload Manager [6]
is used by many of the TOP500 supercomputers (e.g., IBM BlueGene/L, IBM Purple) and
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academic communities [9]. It has such characteristics as simplicity (easy to understand the
source code and modify it with optional plugins), open source (free and available under the
GNU General Public License), portability (initially written for Linux but also portable to
other systems e.g., FreeBSD, NetBSD, OS X, Solaris), scalability (initially designed for clusters
with 1’000 nodes), fault tolerance (handling failures without terminating workloads), security
and user-friendliness. Overall, SLURM is a flexible industry solution widely used in academia
to investigate challenges associated with resource provisioning, workload management, and
scheduling.
The problem of load balancing in clouds has also been widely studied. In cloud
environment, load balancing research area is directed at finding mechanisms to enhance
the overall performance by efficiently distributing workload across available cloud nodes.
Proper load balancing in clouds can help to optimally use available resources, avoid under- or
over-provisioning of resources to jobs, and reduce response time. According to Al Nuaimi et
al. [16], existing load balancing mechanisms can be classified as static or dynamic algorithms.
Among the available static load balancing algorithms, it is worth starting with the
round robin. Firstly, this algorithm was introduced by John Nagle [116] for fair queuing
of packet switches with infinite storage. The round robin algorithm uses only the network
parameters of incoming traffic for traffic allocation without taking into consideration infor-
mation from other components, e.g., the current load of an application, server. In general,
the round robin algorithm pairs an incoming request to a specific server, virtual machine
(VM) by cycling through the list of available servers, VMs capable of handling the request.
Radojević et al. [136] suggested the Central Load Balancing Decision Module algorithm
(CLBDM), which aims to improve the round robin. The goal of the CLBDM is to moni-
tor all components of the computer system and automatically administer traffic allocation.
CLBDM monitors client sessions including all the requests sent and received, calculates the
connection time between the client and server, if the connection time exceeds the threshold,
terminates the connection, and forwards the task to another server. Overall, CLBDM acts
as an automated administrator. Several static load balancing mechanisms were developed
according to the ant colony optimization (ACO), which applies models of ants’ collective
intelligence to various combinatorial optimization and control problems. According to Sim et
al. [147], in network routing and load balancing, ACO is typically implemented as a small
program, which represents an artificial ant. Migrating from node to node, the program
communicates the shortest path to resources, updates routing information, and records the
number of ants/incoming traffic that pass the node. Overall, static algorithms can produce
reliable results in homogeneous and stable environments and assign tasks to nodes according
to the node ability to process new requests.
Dynamic algorithms are more flexible than static ones and, hence, better suitable for
heterogeneous and dynamic environments. For instance, the Index Name Server algorithm
(INS) proposed by Wu et al. [171] is directed at minimizing data duplication and redundancy
on a cloud storage. Due to extensive coverage and domains of cloud computing-based
architecture, it is common that the number of files stored multiplies, when the number of
nodes increases. Consequently, that could lead to a heavy workload and waste of hardware
resources. INS calculates the optimum selection point by assessing many parameters (e.g.,
hash code of the block data, transition quality) and workload of the connection (availability
to handle additional nodes). Whereas Wang et al. [165] proposed the Load Balance Min-
Min (LBMM) scheduling algorithm, which takes as a foundation the Min-Min scheduling
algorithm directed at minimizing the completion time of all tasks. The LBMM goal is to split
a task into some number of subtasks and distribute them among service managers that will
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assign subtasks to suitable service nodes of the shortest execution time. In general, dynamic
algorithms assign tasks according to network bandwidth and various node attributes, which
are gathered and calculated in real time. Because dynamic algorithms require constant node
monitoring, they are more accurate but harder to implement.
Another important research area is monitoring, which is essential for efficient manage-
ment of large-scale cloud resources. Monitoring of physical and virtual resources can help to
identify and solve issues associated with resource availability, virtual machine’s capacity to
handle a workload, and other quality requirements. Monitoring can be defined as a process,
which identifies the root cause of an event by collecting the required information at the lowest
cost in order to determine the state of a system [62]. Fatema et al. [62] examined existing
monitoring systems and classified them into two categories: general purpose tools (e.g.,
Nagios, Collectd, Zabbix) and cloud specific monitoring tools (e.g., Amazon Cloud Watch,
Azure Watch, Nimsoft). They proposed to evaluate the efficiency of these tools according
to the desirable cloud monitoring capabilities, i.e., scalability, portability, non-intrusiveness,
robustness, multi-tenancy, interoperability, customizability, extensibility, shared resource
monitoring, usability, and affordability. In general, Fatema et al. [62] emphasized that general
purpose monitoring tools can be efficiently used in cloud environment, however, at the same
time, they may not suit well for the full cloud operational management, including resource and
application monitoring. Cloud specific monitoring tools are mainly designed for monitoring in
cloud environment, hence, they can better address the desirable cloud monitoring capabilities.
Interesting observation from Fatema et al. [62] is that cloud specific monitoring tools are
mainly commercial and vendor-dependent, consequently, they are less portable and affordable
in comparison with open source general purpose monitoring tools.
Overall, every aforementioned challenge is well studied. There are distinct academic
mechanisms and well functioning industry solutions to all of them. However, when we apply
some suitable solutions to one computing system, the system’s complexity increases drastically.
Kephart and Chess [98] addressed this complexity issue by presenting an autonomic model
capable of dealing with large, complex, heterogeneous cloud-based systems. According to
Kephart et al. [98], autonomic system comprises four distinct concepts:
1. Self-configuration means that systems configure themselves automatically by follow-
ing high level policies.
2. Self-optimization means that systems continuously evolve and improve its perfor-
mance and efficiency.
3. Self-healing means that systems are able to detect, diagnose, and solve problems
resulting from bugs or failures.
4. Self-protection means that systems are self-protecting from malicious attacks and
able to prevent and mitigate internal risks.
The autonomic model proposed by Kephart et al. [98] continuously executes four phases,
i.e., monitoring, analysis, planning, and execution. That allows the system to learn and
continuously improve its performance. In theory, this model addresses well all the challenges
mentioned above, adds a new level of abstraction to the system and, consequently, copes with
the complexity problem. Although, there is not much evidence of this approach being widely
implemented in current commercial solutions. Weingärtner et al. [168] addressed this issue by
proposing an autonomic distributed management framework, which can implement all four
phases of the autonomic model by using cloud orchestration platform CloudStack (an open
source cloud operating system). This framework was designed to act on the cluster level for
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different purposes, i.e., migration of VMs to reduce networking overhead, balance of workload
among hosts of a cluster, SLAs management or as a VM consolidation tool. The framework
natively integrated with CloudStack has proved its feasibility by showing promising results dur-
ing test cases. There is one inherent limitation, i.e., it was initially designed to be only a part
of CloudStack. Because it is very platform-specific, its further integration with other cloud op-
erating systems – e.g., Helion Eucalyptus, OpenStack, OpenNebula, Amazon EC2 – is limited.
Therefore, in the following section, we will propose a methodology, which can address the issue
of cloud orchestration and allow us to migrate traditional HPC-based scientific applications,
i.e., Monte Carlo simulations, to clouds managed by various cloud operating systems – e.g.,
OpenStack, CloudStack, OpenNebula, or Amazon EC2.
5.3 Cloudification methodology for Monte Carlo simu-
lations
As discussed in Subsection 3.3.2, there are four main simulation problem types, three of which
(i.e., equation-based, agent-based, and multiscale simulations) are deeply studied in terms of
execution in both HPC and cloud environments. These three types of simulations are most
commonly used and well adopted by the academic community. The forth type of simulations
– Monte Carlo – is far less trivial to implement as not every system can be simulated by
this method. Moreover, it introduces an extremely high demand for computing power when
combined with an expensive and long-running individual sampling procedure. It is even more
the case when the Monte Carlo method is implemented in an iterative framework like the
ensemble Kalman filter. Considering cloud computing potential discussed in Section 2.2,
we introduce a CPU resource utilization-optimized cloudification methodology for iterative
Monte Carlo simulations.
5.3.1 Methodology description
One of the most popular computing paradigms for cloud environment is the service-oriented
computing (SOC) introduced in Section 5.1 that heavily relies on service-oriented architecture
(SOA) principles. SOC requires a workflow to be composed of invocations of self-contained,
loosely-coupled, and potentially replaceable services. Hence, the application could be main-
tained and upgraded with less effort. Moreover, this also allows the application to better scale
horizontally if multiple invocations of the same service are performed in parallel. However, in
some cases, the end user might restrain the pool size of available computing resources in order
to balance between the application execution time and operational expenses. Then there
are two available options – either to run several service invocations sequentially or enable
resource oversubscription. The former option might result in a poor resource utilization if the
number of sequential invocations is assigned incorrectly for each individual resource. While
the latter will most certainly result in an unpredictably degraded performance of the whole
application.
By the definition, Monte Carlo simulations run a large number of identical but com-
pletely independent processes. We can see the Monte Carlo sampling processes as independent
invocations of the same core service, which is called with different input parameters. The key
idea of this methodology is to allow an external scheduling service to set an optimal number of
invocations to perform on each individual computing resource. This methodology will allow us
72
to optimize resource utilization and, respectively, improve the overall application performance,
i.e., execution time. Similarly to the big data inspired cloudification methodology described
in Section 4.3, this methodology also consists of two main steps: the analysis of an original
application and the actual cloudification of that application. These steps are presented in
more detail below:
1. Application analysis: at this step an expert should analyze the Monte Carlo simula-
tion workflow, and carefully examine the individual sampling procedure. The cloudified
application would show a noticeable performance gain in terms of the execution time if
and only if two important conditions presented below are fulfilled:
(a) Execution time of every individual sampling process ti varies with different input
parameters provided;
(b) The average execution time tavg of individual sampling processes is much greater
than the cloudification overhead tov, which comes from the paradigm change. This
condition is noted as tavg » tov.
2. Cloudification: If and only if these two conditions are fulfilled, the application is
considered as suitable for cloudification. The cloudification step can be split into three
following substeps:
(a) Workflow decomposition, this operation separates the individual sampling
procedure from the simulation workflow and encapsulates it into an independent
service, i.e., individual sampling service. Consequently, the procedure is executed
on different computing resources though the service invocation, while the main
workflow only retrieves the execution results of the individual sampling service.
(b) Scheduling algorithm selection, an expert should select a suitable scheduling
algorithm based on additional information about the individual sampling procedure,
e.g., process execution time, priority, additional conditions.
(c) Simulation, this operation runs the simulation workflow. When the individual
sampling procedure should be executed, the individual sampling service is called
instead. It runs the procedure and returns the results back to the main workflow,
which resumes its execution.
Figure 5.1 depicts the application of the cloudification methodology to an abstract Monte Carlo
simulation. The workflow starts with an abstract initialization service, where the input data
is read and global data structures are initialized. Then the prephase service generates input
parameters for individual sampling processes. After that, the scheduling service distributes
all executions of the individual sampling service over available computing resources. When all
sampling service instances finish their execution, the results are aggregated in the postphase
service and postprocessed. The next step is very specific for iterative workflows. It is the
analysis service, where the current iteration results are evaluated, then either the process
starts again or the execution stops with the termination service.
In order to apply the cloudification methodology to a concrete iterative Monte Carlo
simulator, i.e., EnKF-HGS, there is a number of additional requirements, which should be
satisfied. In particular, the execution environment should have such features:
1. Easy and straightforward access to an external scheduling service;
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Figure 5.1: Overview of the service-oriented cloudification methodology applied to an abstract
Monte Carlo simulation. Dashed boxes and arrows indicate optional stages and transitions,
which may not be necessary for every Monte Carlo simulation.
2. Available encapsulation mechanism, which would enable a quick organization of a
subworkflow into a self-contained service;
3. Simple procedure to expand and shrink the pool of computing resources.
For instance, a platform, which can provide the EnKF-HGS simulator with the aforementioned
features, is the CLAUDE-building platform described in the following subsection.
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5.3.2 CLAUDE-building platform
We present a lightweight, modular, and highly extensible platform for building cloud-based
computing-oriented services (CLAUDEs). The platform allows the user to construct highly
configurable computing-oriented cloud services, which are able to individually address each
requirement listed above.
5.3.2.1 Motivation
Considering all the advantages of cloud computing presented in Section 2.2, there is an
immense potential for the scientific community in migrating traditional HPC-based scientific
applications to clouds. Clouds can be considerably cheaper than supercomputers, more
reliable than grid computing, and much easier to scale than clusters. Taking into account
SOC distinct benefits presented in Section 5.1, the potential value of migration of a traditional
scientific application to clouds combined with an application of the SOC principles can be
remarkably high. Numerous studies presented in Section 5.2 have examined this question by
targeting various aspects and characteristics of clouds. Different solid solutions have been
elaborated and suggested to solve specific cloud tasks, i.e., resource availability, resource
provisioning, scheduling, load balancing, and monitoring. However, it is worth mentioning
that these solutions can be considerably different and often incompatible. Moreover, a
scientist or researcher who applies these solutions to a specific computing system, may face
several challenges, specifically:
1. What solution(s) to choose when many of them have an overlap in features?
2. How to make the solutions compatible?
3. How to cope with an increasing computing system’s complexity?
4. How to reduce a possibility of system’s failure when integrating external solutions?
To deal with these concerns, we propose a CLAUDE-building platform, which will serve
similarly to the autonomic distributed framework suggested by Weingärtner et al. [168].
The clear advantages of the CLAUDE-building platform are its compatibility with different
cloud operating systems, e.g., OpenStack, OpenNebula, Amazon EC2, as well as modularity,
extensibility, and relatively easy integration with external solutions.
5.3.2.2 Platform description
Two core principles of the platform are: (i) modularity and (ii) extensibility. This means that
the resulting service should consist of multiple small and self-contained modules with clear
and not overlapping functionality rather than be a single monolithic piece of complex software.
In the context of CLAUDE-building platform, we call these modules – service applications,
which communicate with each other over communication protocols. Respecting the platform
core principles allows us to build extensible and highly configurable SOC-oriented cloud
services by modifying and/or reusing existing service applications.
Abstract service application
Abstract service application is an essential building block of the CLAUDE-building platform,
which lays a foundation for all service applications. For instance, an internal organization
of a simple service application may be realized through the state pattern implementation.
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In this pattern, each state would represent a particular piece of application logic, while
state transitions would be triggered by either incoming/outgoing protocol commands or
internal application’s events. At the higher level, a service application represents a loosely-
coupled and self-contained piece of service logic that can communicate with other applications
over communication protocols. At the lower level, it comprises multiple core elements:
(i) application layer, (ii) system layer, and (iii) messaging gateway.
Messaging 
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System layer
Messaging 
gateway
Application layer
System layer
Messaging
Figure 5.2: Application communication model.
Figure 5.2 illustrates a general application communication model. In this model,
all internal application logic lays at the application layer, while all communication and
message routing logic is at the system layer. The messaging gateway represents a unified
communication interface between two layers.
A more detailed view of the system layer is presented in Figure 5.3. There we can
distinguish multiple lower level components (e.g., channel endpoint, system router, endpoint
proxy). However, their presentation is beyond the scope of this thesis.
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Figure 5.3: Detailed application communication model.
Abstract communication protocol
Abstract communication protocol is the second essential building block of the CLAUDE-
building platform. It aims to provide a foundation for developing standardized communication
channels between two or more service applications. The resulting communication protocol
may implement one of three available communication patterns: (i) One-to-One, (ii) One-to-
Many, (iii) Many-to-One, or a combination of them. From the architectural point of view, a
communication protocol consist of three core elements: (i) channel, (ii) channel endpoint,
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and an optional (iii) endpoint proxy that may contain partial protocol handling logic in order
to automate handling of certain protocol commands at the system layer (see Figure 5.3).
Discovery group
Discovery group is a special CLAUDE-building platform concept that helps to combine service
applications by a certain application aspect (e.g., type of application). It aims to group a set
of service applications in order to automatically propagate updates of a changing application’s
parameter within the group. There are three types of parties defined in a discovery group:
(i) spectators – applications, which desire to receive group’s updates, (ii) members – appli-
cations, which hold the changing parameter, and (iii) server – an application, which maps
spectators and members and propagates parameter updates. Additionally, a discovery group
performs as an application discovery service, which facilitates the discovery of application’s
information unknown beforehand (e.g., service application IP address).
CLAUDE discovery protocol (CLAUDE-DSCVRY protocol)
CLAUDE-DSCVRY protocol was developed to operate as a standardized communication
channel for the aforementioned discovery group parties. It inherits features of the parameters
propagation from One-to-Many abstract communication protocol and features of the parame-
ters monitoring from Many-to-One abstract communication protocol. From the conceptual
point of view, CLAUDE-DSCVRY protocol implements a publish-subscribe messaging pattern
with an intermediary information collection point and an integrated hearbeating mechanism.
The goals of CLAUDE-DSCVRY protocol are:
1. To allow service members to join a server’s discovery group;
2. To allow service spectators to subscribe on updates of a server’s discovery group;
3. To automatically detect and propagate any availability or internal parameter changes
of members in a server’s discovery group;
4. To have a built-in authentication mechanism for the discovery group access control
using Simple Authentication and Security Layer (SASL) [115].
Overall, CLAUDE-DSCVRY protocol allows service developers to concentrate more on the
actual functionality of the service rather than on necessary but routine features like data
propagation mechanism or security layer implementation.
5.3.2.3 The CLAUDE-0 architecture
As a proof of concept, we have designed and implemented a cloud-based computing-oriented
service called CLAUDE-0 by using building blocks of the CLAUDE-building platform described
above. This service allows us to cloudify the EnKF-HGS simulator using the previously
presented cloudification methodology. Following the platform principles and general SOA
guidelines, we defined a set of service applications in such a way that each application
encapsulates only a specific part of the service logic. Thus, it enables modifications or
replacement of any application without making changes to others. In order to do that, first,
we derived a set of service functionality and reliability requirements:
Requirement 1: The end user should be able to control the computing resource pool size.
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Requirement 2: The end user should be able to submit software input, request software
execution, and then retrieve software output.
Requirement 3: The end user should be able to monitor software execution progress.
Requirement 4: The service should automatically distribute and schedule software for
execution.
Requirement 5: The service should automatically detect any software execution failures
and perform re-execution if necessary.
Requirement 6: The service should automatically detect any service application failures
and be able to recover from them.
Requirement 7: The service should automatically deny an unauthorized access to service
applications.
In order to fulfill these requirements, we relied on core platform building blocks, i.e., abstract
service application, abstract One-to-One communication protocol, discovery group, and
CLAUDE-DSCVRY protocol. Using these primitives, we developed seven service applications
and connected them with six application layer communication protocols (see Figure 5.4):
Client application is the end user interface to interact with a service. Through client
application, user performs available operations, e.g., requests software execution, mon-
itors running software, controls resource pool size. At the application layer, client
application interacts with job manager application over CLI-TO-JM protocol and
resource controller application over CLI-TO-RC protocol.
Resource controller application controls the pool of computing resources. It can expand
or/and shrink the resource pool by spawning or/and terminating VMs through an
Amazon EC2 endpoint. At the application layer, resource controller application interacts
with client application over CLI-TO-JM protocol and pushes configuration commands
to resource daemon application over RC-TO-RD protocol.
Job manager application keeps track of all user requests for software execution and
persists changes of the software execution status. In terms of communication with other
applications, at the application layer, job manager application interacts with client
application over CLI-TO-JM protocol and job scheduler over JM-TO-JS protocol.
Also, job manager application receives updates of the software execution status from
resource daemon application over RD-TO-JM protocol.
Job scheduler application is responsible for scheduling software execution on available
computing resources. At the application layer, job scheduler application receives new
software execution requests from job manager application over JM-TO-JS protocol,
and pushes the actual execution commands to resource daemon application over JS-
TO-RD protocol.
Resource daemon application runs the software and monitors its execution status. At
the application layer, resource daemon application receives configuration commands
from resource controller application over RC-TO-RD protocol and software execu-
tion commands from job scheduler application over JS-TO-RD protocol and reports
the software execution status updates to job manager application over RD-TO-JM
protocol.
Resource monitor application is a registry for available computing resources. It keeps
track of running resource daemon applications and reports any status changes.
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Figure 5.4: CLAUDE-0 applications and their interconnection over the application layer
communication protocols. Arrowheads show the connection initialization direction, while
dashed lines indicate currently not implemented protocols.
Application monitor application is a registry for service applications. It monitors resource
monitor, job scheduler, job manager, and resource controller applications and reports
any status changes.
At the system layer, we organized applications into two individual discovery groups by using
CLAUDE-DSCVRY protocol. The first discovery group is named application discovery group.
Its members and the server form the CLAUDE-0 core. The second discovery group is named
resource discovery group. Its members form the pool of computing resources. Two discovery
groups and applications that compose them are presented in Table 5.1, while Figure 5.5
illustrates the interconnection of applications.
Such organization of service applications allows us to fulfill all seven functionality and
reliability requirements presented above, in particular:
Requirement 1: The end user monitors running VMs by receiving status updates from re-
source monitor application over CLAUDE-DSCVRY protocol. While, resource controller
application gives full control over resources through CLI-TO-RC protocol.
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Spectators Members Server
Dscvry Group 1
Client Job manager Application monitor
Job manager Job scheduler
Job scheduler Resource controller
Resource controller Resource monitor
Dscvry Group 2
Client Resource daemon Resource monitor
Job scheduler
Resource controller
Table 5.1: CLAUDE-0 discovery groups and their comprising applications. Dscvry Group 1
corresponds to application discovery group, while Dscvry Group 2 corresponds to resource
discovery group.
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Figure 5.5: CLAUDE-0 applications and their interconnection over the CLAUDE-DSCVRY
protocol. Arrowheads show the connection initialization direction.
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Requirement 2 and 3: Job manager application and CLI-TO-JM protocol give full control
over the software execution life cycle as well as enable the execution history retrieval
through run/terminate/monitor operations.
Requirement 4: Job scheduler application is responsible for scheduling and distributing
software execution over JS-TO-RD protocol. It also automatically receives status
updates of the available resources from resource monitor application over the CLAUDE-
DSCVRY protocol.
Requirement 5: Job manager application receives software execution status changes from
resource daemon application over RD-TO-JM protocol. It also receives resource daemon
application status changes from resource monitor application over CLAUDE-DSCVRY
protocol. In case of a failure, job manager application is able to reschedule either the
failed software or the software, which was running on the failed resource.
Requirement 6: Application monitor application reports any status changes of service
applications over CLAUDE-DSCVRY protocol. In case of a service application failure,
all other applications will be informed automatically and can react accordingly.
Requirement 7: CLAUDE-DSCVRY protocol has a built-in authentication mechanism
through SASL. This allows the user to implement very quickly any desired authorization
/ authentication system.
In the end, CLAUDE-0 covers key computing environment concepts like monitoring, schedul-
ing, resource provisioning, persistence, fault-tolerance, protocol design, and distributed
communication. The modular service design and replaceability of service applications allows
us to enhance or simply experiment with each of the concepts separately. Overall, it provides
a perfect testbed environment for further research activities.
5.3.2.4 Implementation and deployment
As described in Subsection 2.2.1, cloud computing offers SaaS as a major service delivery model.
SaaS may provision applications that use a web browser or predefined application program
interfaces (APIs) as their main communication interface. CLAUDE-0 also implements a
typical provisioning model for applications delivered as SaaS. Overall, CLAUDE-0 is an easily
migratable SaaS-based service, which is compatible with a wide range of cloud platforms
(e.g., Amazon EC2, OpenNebula, OpenStack). Moreover, CLAUDE-0 allows its users to
benefit from the features of cloud environment for ordinary, non-interactive, computation-
intensive applications commonly used in the high performance computing domain. Both
CLAUDE-building platform and CLAUDE-0 are implemented in Python and rely on ZeroMQ
framework as a communication medium for scalable and high performance distributed
messaging. Basically, to deploy CLAUDE-0 we need a physical or virtual machine for the
installation of the CLAUDE-0 core, access to a cloud data storage that supports the Amazon
S3 protocol for input/output data storage, and access to a cloud resource pool through
an Amazon EC2 endpoint (see Figure 5.6). Moreover, it allows the end user to minimize
and adjust both the execution time by exploiting parallel execution (e.g., for Monte Carlo
applications) and the amount of consumed resources, consequently, the final costs.
From the user’s perspective, CLAUDE-0 has been specifically designed in a very
user-friendly way. By using CLAUDE-0, the user can easily access and launch the software
without any prior knowledge how to run applications on clouds. Once the CLAUDE-0 core is
installed and configured, an operating system (OS) image for the virtual machine (VM) shall
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Figure 5.6: CLAUDE-0 deployment model.
be prepared. Then the required software and resource daemon application shall be installed.
After the OS image shall be uploaded to the cloud repository. The uploading process may
slightly differ from one cloud platform to another. Although, most popular providers (e.g.,
Amazon EC2, OpenNebula, OpenStack) have step-by-step tutorials explaining the entire
process. Additionally, the user is expected to provide the CLAUDE-0 core with a Python
script that defines software execution parameters and input/output locations. When all these
steps are completed, the system is ready for execution. To minimize necessary changes of the
original application source codes, CLAUDE-0 provides the user with a considerable advantage
– a set of communication drivers, which implement communication operations in the cloud.
The CLAUDE-0 drivers interact with the CLAUDE-0 core through the same application
layer communication protocols as client application. Therefore, CLAUDE-0 makes it easy to
port an existing application, which was not designed for a cloud environment, to clouds.
5.4 Application to EnKF-HGS
Following the service-oriented cloudification methodology described in Section 5.3 and using
CLAUDE-0 presented in Subsection 5.3.2, we proved its viability by applying it to the original
EnKF-HGS simulator. As described in Section 3.4, EnKF-HGS combines an iterative Monte
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Carlo method with an integrated hydrological modelling software HydroGeoSphere. This
combination allows the simulator to continuously improve the deviating numerical model
through a data assimilation process. In order to deal with an extremely high demand for
computing power, original EnKF-HGS implementation uses the Message Passing Interface
(MPI) framework for the workload distribution.
5.4.1 Simulator analysis
EnKF-HGS implements the data assimilation process through the ensemble Kalman filter,
which is an implementation of the Monte Carlo method. In this case, individual sampling
processes of the general Monte Carlo method correspond to the ensemble members (i.e.,
individual model realizations) of the ensemble Kalman filter. Starting with the analysis step
of the methodology, there are two conditions, which should be fulfilled in order to consider
the application suitable for the methodology.
The first condition of the methodology requires the execution time of every individual
model realization ti to vary when provided with different input parameters. In order to
verify whether the EnKF-HGS simulator fulfills this condition, we executed it with an input
model and the following parameters: 144 method iterations, 100 individual model realization.
Figure 5.7 presents the results of the execution and shows the maximal, average, and minimal
execution times on each iteration. We can clearly see the variation of execution times, thus,
we consider the condition to be fulfilled.
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Figure 5.7: Variation of the execution time of individual model realizations.
The second condition of the methodology requires the average execution time tavg
of individual model realizations to be much greater than the cloudification overhead tov.
Otherwise, the benefits of the methodology will be neglected by the accumulated overhead.
This condition heavily depends on the performance of the external scheduler, which in our case
is CLAUDE-0, and much less on the simulation workflow itself. At this moment, CLAUDE-0
cannot show an outstanding scheduling performance as it is only in a proof of concept state.
However, its extensibility and modular architecture would allow the user to improve the
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necessary components without affecting the whole service. We discuss this in more detail in
Subsection 5.4.3.
5.4.2 Cloudification procedure
Execution models: CLAUDE vs. MPI
In order to port EnKF-HGS to clouds, the CLAUDE-0 driver was integrated into the program
source code and all the direct execution calls of HGS were replaced with the CLAUDE-0-
based counterparts. This cloudification procedure changes the initial MPI execution model
of EnKF-HGS. However, before looking at the final execution model, it is important to
understand the general CLAUDE-0 execution logic. Figure 5.8 depicts interactions between
CLAUDE-0 components presented in Subsection 5.3.2. The CLAUDE-0 components are
identified with Roman numerals (from I to IV), while a number (1) refers to the user’s
software executed in the cloud.
SOFTWARE EXECUTION
EnKF-HGS / GROK / HGS1
I
1
II
IVIII III
I
COMPUTING RESOURCE SERVICE COMPONENTS
CLAUDE-0 core and data storageII
CLAUDE-0 resource daemonIII
CLAUDE-0 clientI
CLAUDE-0 driverIV
Figure 5.8: CLAUDE-0 components invocations.
Execution request
I. Request submission
Through client application, the user sends a software execution request to the CLAUDE-
0 core.
II. Scheduling
When CLAUDE-0 core receives the software execution request, it finds an available
computing resource according to the internal scheduling policy and forwards the request
to the computing resource.
Software execution
III. Execution preparation
Resource daemon application receives the execution request, prepares the execution
environment, downloads the input, and then launches the requested software.
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1. Software execution
One of the three available software binaries is executed, i.e., EnKF-HGS, GROK, or
HGS, on the previously created input directory.
IV. Subworkflow execution
In case of EnKF-HGS, the CLAUDE-0 driver is called for a subworkflow execution. The
driver interacts with the CLAUDE-0 core similarly to client application. The execution
continues from stage II. Scheduling of the Execution request block. While the
driver waits for the execution termination signal in order to continue the execution of
EnKF-HGS.
III. Clean up
When the software execution is finished, resource daemon application cleans up the
execution environment, uploads the output, and sends a signal to the CLAUDE-0 core.
Results retrieval
II. Status update
The CLAUDE-0 core receives the execution termination signal from resource daemon
application and forwards it to the originator of the execution request. (In case of
EnKF-HGS subworkflow execution, the originator of the request is the CLAUDE-0
communication driver.)
I. Execution results
The user receives the execution termination signal through client application.
The cloudified EnKF-HGS separates the main EnKF-HGS simulation loop from the HGS
instances, which run on remote computing resources. For this purpose, the CLAUDE-
0 driver transmits the relevant input for each HGS model realisation to the cloud data
storage, and requests the CLAUDE-0 core to execute corresponding simulations on available
cloud computation resources. When all the simulations are completed, the CLAUDE-0
driver retrieves the relevant output from the cloud data storage. Then data is returned to
EnKF-HGS, which continues the data assimilation loop.
Figure 5.9 depicts the final execution model of the cloudified EnKF-HGS. The impor-
tant ENKF-HGS workflow steps are identified with numbers (1 to 3), the auxiliary steps are
identified with letters (A to B), while CLAUDE-0 driver invocations are identified with a
Roman numeral (IV).
Ensemble Kalman filter simulation
A. Initialization / Data distribution
The first step is to read input files, initialize global data structures, and generate
realizations specific files in separate directories. This step combines the initialization
and data distribution steps of the original workflow.
IV. Model simulation (GROK & HGS)
Instead of running an ensemble of model simulations, CLAUDE-0 driver requests the
CLAUDE-0 core to execute them on available computing resources and waits for the
results.
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Figure 5.9: Execution models of cloudified a) EnKF-HGS and b) HydroGeoSphere.
IV. Ensemble simulation completed
When all individual simulation results are retrieved, EnKF-HGS workflow execution
continues.
3. Distributed post-processing
Filtering phase of the ensemble Kalman Filter workflow is executed similarly to the
original EnKF-HGS workflow.
B. Termination / Aggregation
After all iterations are completed, the output is written to the disk and the program
terminates. This step is similar to the one in the original EnKF-HGS workflow.
Hydrogeosphere simulation
A. Initialization
Individual model simulation does not need any additional initialization. All relevant
input files are already extracted to the working directory.
1. Data pre-processing (GROK)
This step is identical to the corresponding step of the original workflow. GROK is
executed in order to generate HGS-specific input files.
2. Model simulation (HGS)
This step is identical to the corresponding step of the original workflow. HGS reads the
output of GROK, runs the model, and writes the model output.
B. Termination
Individual model simulation does not need any additional termination or clean up.
This service-oriented execution model allows us to dynamically adjust the amount of computing
resources to momentary workload conditions. Moreover, one can benefit from an external
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scheduling component for better resource utilization. Additionally, this leads to minimization
of the network input/output (I/O) operation because all intermediate data files are locally
stored on the computing resource.
5.4.3 Evaluation
The EnKF-HGS simulator combines a Monte Carlo simulation method with an iterative
process. As a result, the simulated model is continuously improved. In every iteration,
two essential phases can be identified: (i) simulation of an ensemble (i.e., a set) of model
realisations (referred to as the forward propagation phase), and (ii) an update, or feedback,
phase for state vectors (and optionally parameters) (referred to as the filtering phase).
The forward propagation phase computes all individual model realisations of the ensemble.
Computing a single model realisation requires executing two proprietary binaries, i.e., GROK
and HGS. GROK is a pre-processor of HGS, which prepares the input files for HGS. The
runtime of each HGS realisation strongly depends on input parameters and model complexity.
Normally, HGS is a comparably long-running and compute-intensive process due to a high
non-linearity of the hydrological processes that are simulated. Moreover, due to a large
number of parallel model realisations in the forward propagation phase, the main demand
for computing power in the EnKF-HGS workflow comes from the execution of HGS. In the
cloudified version of the EnKF-HGS simulator, the forward propagation phase is, therefore,
distributed over multiple cloud computing resources. On the other hand, the filtering phase
remains centralized. The focus of this analysis is to evaluate the performance of both
implementations (i.e., original and cloudified). First, we will assess the execution model
performance of the original implementation. Then we will evaluate two essential phases
mentioned above. We will present and discuss the execution results of the forward propagation
and filtering phases. Then we will evaluate the cloudified implementation and overview the
execution models’ specifics, i.e., cloudification overhead and scheduling aspects. In the end,
we will present the overall results of the methodology application to EnKF-HGS.
5.4.3.1 Experimental setup
In order to compare the performance of two implementations, we executed both versions
of EnKF-HGS on a private cloud operated by OpenNebula. In the experiment, the model
performs 144 iterations with an ensemble of 100 model realisations. Since all realisations are
independent HGS instances, a set of 4 experiments with varying numbers of CPU cores was
conducted: (a) 10, (b) 20, (c) 50, and (d) 100. In each experiment, one single CPU core was
assigned per HGS instance. In the original MPI-based implementation of EnKF-HGS, this
resulted in 10, 5, 2, and 1 HGS execution per CPU core, for (a), (b), (c), and (d) respectively.
In the cloudified version of EnKF-HGS, CLAUDE-0 adaptively distributed the execution of
the HGS instances over available computing resources for every iteration, by using the Round
Robin algorithm, which improves resource utilization. The specifications of the testbed are
described below.
Testbed: private cloud
For the MPI platform, we relied on (a) 2, (b) 3, (c) 7, and (d) 13 worker nodes. While for the
CLAUDE-0 platform, we relied on two types of worker nodes (i) worker-1, and (ii) worker-2.
One instance of the worker-1 node was dedicated to the EnKF-HGS core execution. While
(a) 2, (b) 3, (c) 7, (d) 13 instances of worker-2 nodes were dedicated to the HGS simulator
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execution as explained in Subsection 5.4.2. Regarding the network storage, each platform
required a different type of a network storage. For the MPI platform, we deployed the latest
version (3.7.14) of GlusterFS on 3 additional storage nodes as the application required a
POSIX-compliant file system. The nodes were organized in a distributed volume with no
data replication in order to maximize the storage performance. On the computing nodes’
side, we exploited the FUSE-based Gluster Native Client for a highly concurrent access to
the file system. While for the CLAUDE-0 platform, we deployed an S3-complaint Riak CS
solution [1] on one additional storage node. Table 5.2 shows a summary of the selected
nodes and their assigned roles in both CLAUDE-0 and MPI execution platforms. In addition,
Table 5.3 describes the hardware characteristics of these nodes.
Platform CLAUDE-0 MPI
Node role worker-1 worker-2 storage worker storage
Type small large medium large medium
Amount 1 2/3/7/13 1 2/3/7/13 3
Table 5.2: Private cloud machine selection for the CLAUDE-0 and MPI platforms.
Type Processor vCPU
Cores
Memory Storage Network
Performance
small Intel Xeon L5420 @2.50GHz 1 2.5GB HDD
500GB
Ethernet
1Gb/s
medium Intel Xeon L5420 @2.50GHz 4 3.5GB HDD
500GB
Ethernet
1Gb/s
large 2 x Intel Xeon L5420 @2.50GHz 8 7.4GB HDD
500GB
Ethernet
1Gb/s
Table 5.3: Technical specifications of the selected machines.
5.4.3.2 Performance analysis of the original implementation
As discussed before, the original EnKF-HGS was designed for execution in a traditional cluster
environment, which normally provides: (i) a low latency broadband network connection and
(ii) access to a high performance network file system. Violation of these assumptions might
lead to a dramatic performance drop as it was illustrated in Subsection 4.4.3. The second
important aspect of the MPI implementation is the statically assigned number of model
realisations per MPI process. This is a typical design choice for an MPI-based application due
to a lack of load balancing, e.g., through a built-in job-stealing mechanism. In an ensemble
with individual simulations of heterogeneous duration, EnKF-HGS might result in a relatively
poor performance. This happens because some MPI processes might finish all assigned
simulations sooner than others, while EnKF-HGS shall wait for all individual realisations to
finish before starting the filtering phase. Therefore, the CPU idle time during the forward
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propagation phase was measured. Figure 5.10 shows the relative CPU idle time per iteration
for the four experiments (a), (b), (c), and (d) described above. Heterogeneous execution
time of realizations is additionally amplified by the I/O saturation problem described in
Subsection 4.4.3 and has the following average results: (a) 8.87%, (b) 23.84%, (c) 23.09%,
and (d) 20.37% of idle time for one or more CPU cores. Considering these numbers, it is
evident that the statically assigned number of model realisations per MPI process results in
a non-optimal utilization of CPU resources.
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Figure 5.10: Relative CPU idle time per iteration.
5.4.3.3 Performance analysis of the forward propagation phase
In this experiment, only the duration of the forward propagation phase is considered. Fig-
ure 5.11 illustrates the computation time ratio between two implementations against the
iteration step. In the original implementation, this time is defined as the elapsed time from
the beginning of the forward propagation phase to the end of the longest running MPI process.
However, in the cloudified version, it is a time interval between the beginning of the forward
propagation phase and the end of the last finishing HGS instance. It is worth mentioning that
the data transmission and cloud scheduling times shall also be considered in the cloudified
version. The execution time of the forward propagation phase for two implementations is
comparable. A small difference of 4-15% in favour of the original MPI-based approach can
be observed in the experiments (c) and (d).
5.4.3.4 Performance analysis of the filtering phase
In contrast to the forward propagation phase, the filtering phase was not distributed, as it
requires significantly less computing power and, thus, much shorter execution times. EnKF-
HGS performs filtering on initially allocated system resources. In the original implementation,
it includes the entire resource pool ranging from 10 to 100 CPU cores. In the cloudified
version, only one CPU core is initially provided to the filtering step (see Table 5.2). The
relative execution time ratios of the filtering phase of two implementations are shown in
Figure 5.12. Surprisingly, in the experiment (d), the filtering phase running on 100 CPU cores
is 20% slower than on a single CPU core. This difference in performance is a result of the
network connection of a virtual cluster in the cloud environment. A regular physical cluster
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Figure 5.11: Relative computation time of the forward propagation phase for two different
execution approaches.
normally guarantees high throughput and low latency connection. On a cloud, physical
machines can be geographically distributed, hence, they might be connected with links of
lower capacity and higher latency. In our experiments, cloud workers were connected with a
regular 1 GbE-T Ethernet connection, which is considered slow from the point of view of a
regular cluster environment. As a result, the data transmission time between multiple MPI
processes surpassed the benefit of parallel computation. Therefore, the regular MPI-based
EnKF-HGS setup is less suited for cloud computations with heterogeneous or low capacity
resources.
5.4.3.5 Performance analysis of the cloudified version
The forward propagation phase in the cloudified EnKF-HGS accommodates three individual,
time-consuming processes: (i) input/output (I/O) data transmission, (ii) scheduling, and
(iii) HGS execution. In the initial four experiments, the duration of every process was
measured. Moreover, we separated the worker initialization time (i.e., worker overhead) from
the actual simulation time. Figure 5.13 shows the relative duration of all these processes.
The time spikes in the simulation phase correspond to long-running realisations. Figure 5.14
shows the absolute execution time of the nonsimulation processes. Considering these two
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Figure 5.12: Relative computation time of the filtering phase for two execution approaches.
figures, the I/O data transmission time is almost constant for the full ensemble execution as
well as for the number of available CPU cores. The total nonsimulation time slightly decreases
with the growing number of available CPU cores but it is almost constant for a fixed amount
of computing resources. The scheduling time grows with the number of available CPU cores,
however, it is also almost constant for a fixed amount of computing resources. In practice,
this allows parallel execution of complex hydrogeological models with long-running individual
realizations in cloud environment, keeping a relatively constant duration of nonsimulation
processes. While CLAUDE-0 is still in a proof of concept state, it can already indicate the
benefits of the service-oriented execution approach with external scheduling and enhanced
data locality techniques. By using an I/O-optimized implementation and a high performance
scheduler, the total nonsimulation time can be significantly reduced. At the moment, the
total nonsimulation time corresponds to 40% to 80% of the overall execution time for the
given experiment.
5.4.3.6 Results of the methodology application to EnKF-HGS
Considering the features of cloud computing, i.e., on-demand resource provisioning and
potentially unlimited scalability, there is a high potential for running compute-intensive
simulations on clouds as there will not be any financial and personal overhead for acquiring and
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Figure 5.13: Processes involved in the forward propagation phase of the cloudified simulator.
maintaining the required computational infrastructure. The primary goal of this cloudification
methodology is to make an iterative Monte Carlo simulation benefit from the optimal resource
utilization and, hence, improve the overall application performance. To apply the cloudification
methodology to a typical iterative Monte Carlo simulation, we have decided to migrate the
cluster-based EnKF-HGS data assimilation system to clouds with minimal changes in the
original simulator source code and a linkage to pre-existing management tools for a cloud-based
execution. The implementation changes were relatively straightforward because the EnKF-
HGS simulator implements a Monte Carlo-based data assimilation approach. Considering
the definition of the Monte Carlo simulation method described in Subsection 3.3.2, every
process is completely independent. Hence, the ensemble of model realizations can easily be
distributed among available CPUs and nodes in a cloud infrastructure. Therefore, it provides
an ideal environment for such tasks.
The performance of the EnKF-HGS simulator clearly shows that the cloudified im-
plementation produces an affordable overhead with respect to data transfer and execution
times. Considering cloud execution, the easily migratable cloud-based service CLAUDE-0 was
developed to distribute the subworkflows over available cloud resources. With CLAUDE-0, we
obtained a successfully cloudified version of EnKF-HGS, which executes comparatively well
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Figure 5.14: Absolute time of the nonsimulation processes.
and has a predictable service-related overhead. CLAUDE-0 provides us with such advantages
as:
1. Access to external services for automatic job distribution, efficient job scheduling and
optimal utilization of computational resources;
2. A well integrated data storage service.
Overall, CLAUDE-0 facilitates the EnKF-HGS application performance, eases the application
development process, and lowers the demands for the target infrastructure. It is worth
mentioning that for the proof of concept, the simulator was executed with a relatively simple
model setup. This setup has considerably smaller problem size and execution time than a
real-world EnKF-HGS simulation. With a real-world input model, the number of model
grid cells could substantially increase the size of data packages, which shall be transferred
in clouds. Consequently, that will lead to a longer data transmission time. However, at the
same time, the simulation time for more complex real-world models will be considerably
higher than for a simple model we used. Overall, it means that the ratio of data transfer
to simulation execution time remains comparable with the increased complexity of input
model.
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5.5 Summary
In this chapter, we presented a vision of computing as the 5th utility, which provides a
broad community of users – i.e., individuals, households, enterprises – with a basic level
of computing services regardless of location or delivery means. A number of computing
paradigms, i.e., supercomputers, clusters, grids, clouds, could deliver this vision. Even though
each paradigm is different, all of them could be characterized through such important aspects
as resource availability, resource provisioning, scheduling, load balancing, and monitoring.
The service-oriented computing (SOC) has been introduced as a paradigm, which considers the
dynamic nature of clouds and facilitates the development of reliable mechanisms to efficiently
realize the aforementioned aspects. Altogether clouds and SOC were regarded as alternative
paradigms for scientific community to gain potentially unlimited amount of resources on the
fly, build and reuse applications with interoperable, loosely-coupled components. Considering
potential challenges in migrating traditional scientific applications to clouds, we overviewed
numerous studies. In Subsection 5.2, we presented various academic and industry solutions
targeted at different aspects of the cloud computing environment – i.e., resource availability,
resource provisioning, scheduling, load balancing, and monitoring. In Section 5.3, we proposed
a methodology, which facilitates the migration of a specific type of scientific applications –
iterative Monte Carlo simulations – to clouds. Moreover, we suggested a platform, which
could provide a scientific application with an access to an external scheduling service, a
reliable mechanism to organize application components into self-contained and independent
services and an ability to resize the pool of computing resources. By using the primitives of
the platform, we built CLAUDE-0, which is a lightweight and cloud platform-independent,
modular and highly extensible computing-oriented service. In Subsection 5.4, we successfully
applied the cloudification methodology to a typical iterative Monte Carlo simulator, i.e.
EnKF-HGS, with the help of CLAUDE-0.
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Chapter 6
Case study: hydrological real-time
data acquisition and management in
the clouds
6.1 Introduction
According to George Johnson [91], all science is computer science. Researchers from different
disciplines consider computation as the third paradigm of scientific investigation, together
with theory and experimentation. Because it could significantly contribute and enable further
scientific advancements in various fields. Apart from being a research domain, computer
science has a strong connection with diverse research disciplines, i.e., biology, physics, geology,
hydrology, social and economic sciences. Computer technologies become indispensable when
there is a need to model, design, simulate or/and build any complex system, e.g., from a
hydrological environmental system to a skyscraper. Due to the high complexity of these
systems, there is a number of challenges and difficulties, – e.g., real-time data collection and
management, integration and orchestration of external heterogeneous services, modeling and
deployment of simulations, retrieval of dynamic simulation predictions – which researchers
solve by relying on specialized supporting software and high compute power. These difficulties
are very common in the hydrological domain. For instance, hydrological environmental
systems are highly heterogeneous in terms of physical characteristics and parameters. While
simulating them, they heavily rely on complex multiscale non-linear processes and matrix
operations. Furthermore, to provide good quality and accurate predictions, the computer-
aided models of these hydrological systems integrate and process huge amounts of real-time
data gathered from geographically distributed sensors. Often, it is also critical to tackle these
hydrological computations in a timely manner.
Therefore, in collaboration with various universities and institutions, specifically:
1. Institute of Bio- and Geosciences (IBG-3): Agrosphere, Forschungszentrum Jülich
GmbH;
2. Centre for High Performance Scientific Computing in Terrestrial Systems (HPSC-
TerrSys), Geoverbund ABC/J;
3. Centre for Hydrogeology and Geothermics (CHYN) of University of Neuchâtel;
4. Communication and Distributed Systems (CDS) group of University of Bern;
5. Department of Earth and Environmental Sciences of University of Waterloo;
6. Aquanty Inc.
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we developed a conceptual framework, which helps to solve problems associated with the
complexity of dynamic hydrological and hydrogeological systems. This framework consists of
two essential parts. The first part is a cheap, reliable, and portable solution for environmental
data acquisition from remote locations, i.e., wireless mesh network (WMN) equipped with
sensors. A real-time simulation platform deployed in clouds provides the second cornerstone
of our conceptual framework.
6.2 Conceptual framework for cloud-based hydrologi-
cal modeling and data assimilation
Our conceptual framework for cloud-based hydrological modeling and data assimilation offers
two principal functionalities, i.e., (i) access to real-time measurement data, (ii) dynamic
stochastic simulations, which are continuously improved by using the data assimilation
approach. The first functionality comprises acquisition, transmission, and storage of mea-
surement data in a hydrological database. While the second functionality is the stochastic
real-time predictions of hydrological variables by the EnKF-HGS simulator presented in
Section 3.4 and cloudified in Sections 4.4 and 5.4.
6.2.1 Data acquisition through wireless mesh networks
In Switzerland 80% of drinking water is taken from ground sources close to rivers. Because
groundwater abstraction could substantially affect the water balance in river catchments,
it is important to consider critical parameters of the river dynamics and the interactions
of the river-aquifer system. A perfect example is the pre-alpine Emme river catchment
(about 200 km2) in the Emmental valley, where the groundwater is abstracted to provide
Bern with roughly 45% of its drinking water. In fact, during low flow periods, groundwater
abstraction often causes the river to dry up. The stream water levels in the upper Emme are
strongly affected by seasonality and are highly sensitive to dry periods. The efficiency and
sustainability of the Emme water supply management is directly interconnected with the
amount of water pumped from the aquifer.
To optimize the pumping rates in a dynamic environment, a quantitative approach
of the system simulation is required. Data assimilation can complete the optimization
task by continuously incorporating real-time measurement data into the model simulation
and correcting potential model biases or inaccuracies. The key components of the data
assimilation systems are a communication network that provides field observations in real
time; a data storage infrastructure; and numerical models that predict, for example, how
groundwater abstraction schemes may affect the river baseflow. Regarding these simulations,
the pumping rates can be regulated in an optimal way, thus providing a sustainable water
supply management. The key goal of this case study is to build and deploy a cheap, reliable,
and portable infrastructure for real-time data acquisition and collection.
6.2.1.1 Architecture and deployment
Climatic or hydrological systems are driven by highly dynamic forcing functions. Quantitative
numerical frameworks such as simulation models are powerful tools to understand how these
functions control the systems’ response. However, models are always imperfect descriptions of
reality and, therefore, model calculations increasingly deviate from the real physical conditions
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of the simulated environmental system. To alleviate theses biases, the data assimilation
technique could be used to integrate the field data into the modeling framework. In this
case, constant monitoring of the concerned geographical area is required. The technology
should provide high performance even in case of harsh meteorological conditions (snow, low
temperatures, fog, strong winds, etc.), other location and infrastructure related limitations
(high altitude, lack of access to the power grid), and limited accessibility (resulting in long
access delays and inducing significant installation/maintenance costs).
In order to comply with the imposed requirements, a portable and robust data
acquisition system was specified. Figure 6.1 presents its architectural overview, consisting
of two components. Its major component is a Wireless Sensor Network for environmental
monitoring while a cloud-based data collection gateway serves as an interface for accessing
the collected data.
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Figure 6.1: Architecture of the proposed data acquisition system.
6.2.1.2 Wireless mesh network
In principle, there are two types of communication networks, either wired or wireless. To
distinguish the wired communication network option from the wireless one, it is important to
take into account such limitations:
1. The cost of building a vast and complex wired infrastructure is considerably high.
2. The wired infrastructure is not portable.
3. It is technically difficult to place the wired infrastructure in the remote locations.
4. Any harsh meteorological conditions (snow, low temperatures, fog, strong winds, etc.)
could cause substantial power problems.
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An alternative could be to use one of the wireless communication technologies, e.g., GSM/UMTS,
bluetooth, the radio-based or satellite communication. Each wireless communication technol-
ogy has its advantages and drawbacks but all of them are considerably portable. In case of
vast measuring networks, the major limitation of the GSM/UMTS connection is associated
with additional charges for every SIM card. Moreover, from an environmental or research
perspective there are important remote locations, which have poor or non-existent coverage
(e.g., highly elevated regions in Swiss Alps). In contrast to the GSM/UMTS connection,
bluetooth technology is relatively cheap. However, its coverage is significantly limited to
the maximum range of 100 meters. Within this study the satellite communication is not a
feasible option due to the high installation cost. All the aforementioned technologies have
substantial drawbacks. Considering the recent progress in the domain of low power wireless
devices, the most relevant and cheap option for this study is wireless mesh network (WMN).
Wireless mesh network is an alternative communication scheme for last-mile broadband
Internet access that can provide cheap Internet connectivity delivered to end users at the
last mile, an easily deployable multi-hop wireless bridge between distant bases in no-direct
line of sight scenarios or a wireless back-haul connecting sensors of different purposes such as
environmental monitoring or smart-home applications. Moreover, it has such advantages as a
good reliability, scalability, and low upfront investments. However, wireless mesh network also
has drawbacks such as numerous hardware and software challenges to be properly deployed.
One of the challenges is a proper selection of hardware to operate under a specific power
consumption regime [22], e.g., in case when a node is solar powered, it has to harvest and
store enough energy during the day-light operation to work uninterruptedly at night. With an
acceptable signal, there will be a high throughput and satisfactory performance of ciphering
and packet forwarding from the node setup. Moreover, other network adapters will be
able to accommodate traffic coming from wireless interfaces. Environmental monitoring
pilot projects deployed in remote and mountainous regions [89, 170] and backup backbones
installed in urban areas illustrate that wireless mesh networks perfectly integrate into the
existing AAA (Authentication, Authorization, Accounting) [21, 144], monitoring and cloud
infrastructure schemes of Swiss universities. For the purpose of this work, the existing Wi-Fi
based backhauls are used to transport information from environmental sensors to Internet
storage facilities in real time.
For the purpose of this work, portable stations were deployed in the Emme river
catchment. All the deployed stations serve as the WMN nodes, allowing real-time data
communication. The IEEE 802.11 specifications were chosen to serve as a basic link component.
For the setup of a wireless mesh network, every node is supposed to act as a relay for multi-
hop data forwarding. A robust TCP/IP-based WMN was developed to allow multi-hop
communication among all wireless stations. There were four major reasons for that:
1. Careful selection of installation procedures;
2. Appropriate choice of hardware components, e.g., wireless cards, directional antennas
of high gain, motherboards, batteries, solar panel;
3. Channel allocation schemes;
4. Auto-configuration mechanisms, which include dynamic routing protocols, e.g., Opti-
mized Link State Routing (OLSR) and IEEE 802.11s.1
1In some cases, we provide redundant connectivity to improve performance of our network, i.e., when a
link fails, our dynamic routing mechanisms switch to backup connections.
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Moreover, some nodes act as environmental stations, gathering information about system
states (i.e., temperature, water level, and pressure) at specific geographical locations through
tailored sensors (e.g., thermometers, barometers), attached to the universal serial bus (USB)
or serial ports.
6.2.1.3 Hardware platform
From the hardware perspective, every node uses the Alix3d2 motherboards with two on-board
mini-pci slots. The Linux-based ADAM system, which was developed by the Communication
and Distributed Systems research group of the University of Bern, serves as the operating
system. The key advantages of using the Alix boards are low price, small size, limited
power consumption, and an i386-compatible processor on-board. Regardless the Alix3d2
motherboards’ little computational capacity (500 MHz CPU, 256 MB RAM), it is still capable
of running a general purpose operating system such as Linux, which is able to perform
TCP/IP mesh networking and environmental monitoring. To install Winstron DNMA-92
IEEE 802.11abgn adapters, the mini-pci bus and up to two antennas (including MIMO ones)
were used. When required, a directional antenna can support long-distance connections, while
an omni-directional one provides a short-distance communication.
The Alix motherboard requires only 15 W upon a standard operation. Considering
such low power requirements, the boards could be solar powered when the electric power grid
is not available. To maintain the 24-hour uninterruptible operation, the solar powered stations
are equipped with batteries, which are charged during the day-light operation to provide
energy at night. Due to the small size, Alix boards can be placed in special purpose enclosures,
which protect electronic devices from dangerous environmental factors, e.g., precipitation,
humidity. When a station requires many (i.e., ≥ 2) Wi-Fi interfaces, a few motherboards
could be accumulated into a single enclosure, only various boxes of different size are required.
Furthermore, from the administration perspective, the wireless mesh network is easily
expandable due to the installed OLSR and IEEE 802.11s. The installation of new nodes
requires little attention or technical expertise.
6.2.1.4 Environmental monitoring and data collection
In addition to the hardware platform, the data collection software was developed for the
purpose of environmental monitoring. Our studies reveal great similarities between envi-
ronmental and system/network monitoring provided by Zabbix, Nagios, or SNMP aimed at
tracking the status of system/network components. The system/network monitoring is based
upon a periodical query of the status of a certain unit. The received time-based information (t,
value) is transmitted to a central database and stored as the time-based relation for the future
use for network administration, management, or planning. The environmental monitoring
works the same way as it also requires periodical information about the environmental system
state2 (i.e., periodical measurements through sensors). All the received data shall be stored,
for example, in a hydrogeological database. In this case, the hydrogeological modeler accesses
the database to get the required information and provides hydrogeological forecasting of the
system state in the near future.
We integrated Zabbix [4] with our mesh network. Zabbix fully implements our
requirements. First of all, it is a client-server infrastructure for remote monitoring that uses
TCP/IP for the client-server communication. As a long lasting project in the open source
2“System state” should be understood as in physics, i.e., temperature, pressure, precipitation rate, etc.
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community, it serves a large number of users. Moreover, it is extensively tested and well
documented software. Considering all these advantages, it serves well to quickly configure all
the necessary operations required by hydrogeomonitoring.
From the implementation perspective, a Zabbix agent is installed on every node in
the network. It responds to monitoring queries initiated by the Zabbix server, which in
our case resides on the Data Collection Gateway. Normally, the Zabbix server reads out
predefined parameters (e.g., traffic on interfaces). It also supports user-defined commands
to monitor user-specific hardware components. To support every currently deployed sensor,
drivers as remote commands are implemented. Every node in the network possesses drivers to
all deployed sensors. When a sensor is physically installed on a given node, the Zabbix server
is configured to collect environmental information from the specific resource, e.g., node, bus
(i.e., USB, serial port), through a specific driver (remote command). To control the Zabbix
server, there are an advanced back-end web interface and a rich logging system. This allows
us to periodically check environmental sensors and transport readings to the gateway. For
future use, the data are stored in the environmental database.
6.2.2 Data assimilation with EnKF-HGS
Data assimilation within the cloud-based modelling system is done via EnKF-HGS. Over-
all, the cloud-based data assimilation platform consists of several components: (i) a user
interface; (ii) the EnKF-HGS hydrological simulator; (iii) an execution environment. The
first component provides a user with an interface to orchestrate the cloud-based simulation
platform and operate on the input/output data. The second component is represented by
the highly sophisticated hydrological simulator EnKF-HGS described in Section 3.4. While
the third component is defined by one of the aforementined cloudification methodologies.
The methodology should be carefully selected based on the main objective the user aims to
accomplish and the use case.
Cloudification methodology selection
First, we underline the main objectives of the aforementioned methodologies. When the
researcher aims to improve the scalability in parameter-based scientific simulations, then
the big data inspired cloudification methodology described in Section 4.3 is definitely rec-
ommended. Because its key goal is to achieve virtually unlimited scalability of CPU- and
memory-intensive scientific simulators and gain benefits provided by the big data paradigm,
i.e., performance improvement by imposing data-locality through a MapReduce framework.
In case the researcher intends to experiment and find the most suitable solution for the
specific scientific application that will allow to optimize the utilization of resources, then we
recommend the service-oriented cloudification methodology described in Section 5.3. Because
it is directed at optimizing CPU resource utilization, while balancing between the application
execution time and operational expenses.
In Table 6.1, we summarize key characteristics of the methodologies under a certain
number of parameters. These characteristics could serve as benchmarks for the evaluation of
a specific use case.
In general, the methodologies are mutually exclusive. Considering the research goal
and use case, the user is expected to choose one over the other.
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Big data inspired cloudification
methodology
Service-oriented cloudification
methodology
Fault-tolerance Big data platforms are fault-
tolerant by design. This
cloudification methodology is
suitable in case a researcher prefers
to use a built-in fault-tolerance
mechanism.
In case a researcher aims
to experiment and find the
most suitable fault-tolerance
technique for the specific scientific
application, then the service-
oriented methodology is more
appropriate.
Resource
management
Big data inspired methodology
relies on Apache Spark as
an execution engine with its
underlying resource manager. The
user has limited control over job
and task scheduling, which are
fully managed by the resource
manager.
In this methodology, job and
task management policies could be
customized by the user. While the
resource management can be either
automatic or manual.
Modularity The architecture of the cloudified
application is restricted to the
master-slave execution pattern.
With service-oriented methodology,
the application has no predefined
execution pattern. The user is
expected to implement one, e.g.,
client-server-worker.
Development
time
This methodology is based on
a successful industry solution,
i.e., Apache Spark. Cloudifying
a scientific application with
Spark will definitely require
reduced development time, without
worrying about other users or
software compatibility issues.
Because this methodology relies on
SOA principles, it facilitates the
development by leveraging existing
assets, e.g., already developed
components, services.
Integration
with external
heterogeneous
services
For the reason that work
distribution and task management
are automatic in the Spark-based
implementation, intermediate
invocations of external services
might be inefficient.
In view of the fact that the user
has control over work distribution
and task management policies, it
can be relatively easy to execute
invocations of external services.
Versatility This methodology is MapReduce
framework dependent. That might
potentially restrict the selection
of appropriate programming
languages and available libraries.
This methodology is platform-
independent. It only specifies the
required communication channels,
which link language-independent
components.
Table 6.1: Summary of the key characteristics of two cloudification methodologies.
6.3 Summary
In this chapter, we presented the conceptual framework for cloud-based hydrological mod-
eling and data assimilation. This framework helps to solve a number of challenges and
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difficulties associated with modeling, designing, simulating and/or building complex dynamic
hydrological systems. The framework offers two key functionalities, i.e., real-time data acqui-
sition and cloud-based environmental modeling using the data assimilation approach. Both
functionalities of the conceptual framework have been successfully tested and implemented
through a wireless mesh network infrastructure and the cloudified EnKF-HGS simulator.
Figure 6.2 illustrates the overall architecture of the proposed conceptual framework, all its
components, their current and potential interconnections as well as the possibility to improve
the framework applicability with a feedback mechanism.
Cloud data 
storage
Data 
assimilation 
framework
Feedback
Data
Initialization,
Monitoring
Sensor
data
User
Sensor Sensor
Sensor Sensor
Sensor network
Pump
Pump
PumpPump
Management 
system
Data 
collection 
gateway
Figure 6.2: Architecture of the proposed conceptual framework. Dashed lines indicate
currently not implemented connections.
First, we designed and deployed a sensing mesh network in the valley of the river Emme.
It continuously provided us with field observations during one-year period. All the data
were uninterruptedly transmitted through the Zabbix infrastructure to the data collection
gateway. Second, we have successfully cloudified the data assimilation platform under two
different methodologies presented in Sections 4.4 and 5.4. Considering the research goal
and specificities of the use case, the researcher has a possibility to choose a cloud execution
environment, which suits best. Additionally, assessment and control of the data assimilation
platform can be achieved through the user interface, which is easy-to-use for researchers with
different computer skills. Next, we envision to implement a stable connection between the data
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collection gateway and the data assimilation platform, so that the real-time measurement data
could be automatically provided for the EnKF-HGS simulations. When integrated altogether,
the framework will provide a researcher with considerable advantages in dynamic regulation
of water supply management systems. To improve the framework applicability to hydrological
systems, we propose to implement a feedback mechanism, which will provide pumps with
optimal pumping rates successfully generated based on the EnKF-HGS simulations.
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Chapter 7
Conclusion
7.1 Summary of contributions
In this thesis, we identified the problem of migrating cluster-based scientific simulators to
clouds, when these applications have such specific characteristics:
1. They implement the iterative Monte Carlo method.
2. They continuously require higher computing power.
3. They were built without incorporating new technologies – i.e., clouds, big data, service-
oriented technologies.
4. Their adaptation to new technologies is substantially impeded by dependencies on
external proprietary services.
To tackle this problem, we elaborated two cloudification solutions, tested them by using the
hydrological simulator, and integrated our solutions into one conceptual framework.
Contribution 1 - enhancing the “big data inspired cloudification methodology”
The original cloudification methodology proposed by Caíno-Lores et al. [33] showed outstand-
ing results in migrating scientific simulators to big data infrastructures. Hence, we proposed
to enhance it by extending it to a wider range of applications, i.e., scientific simulators with
the aforementioned characteristics that cannot be defined as suitable following the initial
cloudification procedure.
Contribution 2 - service-oriented cloudification methodology and computing-
oriented cloud services
Considering the dependency of the EnKF-HGS simulator on two proprietary simulation
kernels, we proposed to build a cloudification methodology, which does not require substantial
modifications of the original code of the scientific simulator. To facilitate the migration
of the EnKF-HGS simulator to clouds, we developed a platform for building cloud-based
computing-oriented services (CLAUDEs). The platform allows the researcher to quickly
encapsulate parts of simulation logic into self-contained services and concentrate only on the
required aspects of the cloud-based execution, e.g., job scheduling, CPU resource utilization.
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Contribution 3 - practical application of the cloudification methodologies and a
conceptual framework for hydrological data acquisition and management
We applied the aforementioned cloudification solutions to the EnKF-HGS simulator. Based
on the research objective and a specific use case, the researcher is expected to choose one
methodology over the other. Then we developed the conceptual framework consisting of
two functional parts – i.e., the real-time data acquisition infrastructure and the cloudified
EnKF-HGS simulator.
7.2 Future directions
This thesis opens several interesting research perspectives, which can further enhance the
cloudification methodologies presented in Chapters 4 and 5 and the conceptual framework
introduced in Chapter 6.
Big data inspired cloudification methodology
From the big data paradigm perspective, we conclude that in order to gain big data benefits,
significant modifications to the original scientific simulator code may be required. Hence,
we propose to work towards a hybrid approach directed at converging benefits of slim MPI
processes with small memory overhead and encapsulated data parallelism of the big data
paradigm.
From the infrastructure perspective, we identified the memory limitation of the Spark-
based implementation in case it requires significant amount of memory for processing, caching,
and exploiting in-memory solutions for enhanced performance. Hence, we propose to test
other MapReduce implementations presented in Subsection 4.2.1, analyze the results, and
identify the reason behind the heavy memory consumption.
Service-oriented cloudification methodology
The key goal of the service-oriented cloudification methodology is to optimize CPU resource
utilization. Because we have not yet evaluated all the potential trade-offs of the cloudification
methodology, we propose to build a cost-efficiency model directed at balancing operational
expenses and application performance.
The cloudification methodology substantially relies on the platform for building cloud-
based computing-oriented services (CLAUDEs). We identify the necessity for considerable
stress testing of the CLAUDE-building platform. For the next version of CLAUDE-0, we
plan to implement actual data persistence and component fault tolerance mechanisms. Also,
the potential benefit of replacing CLAUDE-0 components with other existing technologies
and protocols shall be evaluated. Additionally, an alternative data distribution scheme shall
be designed in order to reduce the severe data transmission overhead.
Considering the cloudification methodology goal of the CPU resource utilization
optimization, we foresee considerable benefits in developing a novel mechanism by using
recent technological advances in lightweight containerization technologies – i.e., Docker.
This mechanism could substantially improve the distribution of computational tasks and
job scheduling by means of the live container migration feature. The mechanism would
tentatively work by combining the lightweight containerization currently available in Docker
and the methods provided by the traditional VM-based virtualization. In this context, we
propose to investigate these additional points more thoroughly.
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Conceptual framework for cloud-based hydrological modeling and data assimila-
tion
To improve the framework applicability to hydrological systems, we propose to implement a
stable connection between the data collection gateway and the data assimilation platform.
Such connection will automatically provide the platform with real-time measurement data
required for simulations. Another possible improvement is to implement a feedback mechanism,
which will enable the integration of the cloud-based data assimilation platform with existing
water supply management systems.
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