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Introduction 
De nombreuses theories raatheraatiques ont ete utilisees 
pour decrire les modeles de recherche de 1'information s theories 
basees sur les ensembles, sur les graphes, sur les probabilites, 
sur la classification, sur la linguistique, etc... 
Les premieres approches formelles des problemes de recher-
che de 1'information datent d'environ vingt ans. Cependant, les 
mises en oeuvre reussies dans des milieux operationnels sont rela— 
tivement recentes. 
Dans une premiere partie nous allons presenter rapidement 
les idees de base des premiers modeles puis, dans un second temps, 
nous decrirons plus en detail les principaux modeles etudies de 
nos jours. 
I Ilistorique 
La theorie de Spark Jones, basee sur la linguistique, sup-
pose que les mots refletant le contenu d'un document sont ceux qui 
apparaissent frequemment. Contrairement a cette hypothese, d1autres 
cherclieurs pensent que les ternies rares sont les plus importants. 
Cette theorie, basee sur une liypothese contestee, n'est donc guere 
valable et ne peut etre que de peu d1utilite. Ainsi, 11 experience 
reste la seule fa$on d'approcher le probleme de maniere linguistique. 
Une autre approche est donnee par la theorie de 1'infor-
mation de Shannon. Selon ce dernier, les termes representatifs d'un 
document doivent equifrequents. Par contre, selon Zunde et Slaniecka, 
la distribution de ces termes doit etre geometrique. L8. encore les 
avis difierent et on a voulu se baser sur 11 experience pour trancher. 
Finalement les deux hypothesps ont ete abandonnees, 1es resultats 
des experiences ne concordant pas avec la theorie. 
En fait, ce qui semble manquer le plus a ces premieres 
theories est la connaissance de la fonction qu'execute le systeme 
pour faire sa recherche. Recemment, de nombreuses theories essayant 
d'y remedier ont ete developpees. Ce sont en particulier les theories 
de modeles structures dont les premiers travaux sont dus a Mooers, 
Faithorne et Hillman.La preoccupation principale est de savoir si 
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on peut appliquer ou non 1'algebre de Boole a la recherche de 
1' information. Hillman, en s 1 inspirant de -Faithorne, a construit, 
une theorie topologique non booieenne s il suppose qu.e certains 
documents ne peuvent etre decrits ni par A ni par non A. 
Le modele stucture de Soergel a pour but de representer 
la structure logique des termes d'index et de relier les documents 
entre eux. Soergel considerait que son modele pouvait eonstituer 
un preulable pour un modele fonctionnel mais son idee n'a pas ete 
developpee par la suite. 
Un modele simple presente par Bookstein et Cooper identi-
fie les aspects de structure les plus importants. II est. base sur 
tin ensemble de termes d'index, un ensemble de formulations de 
recherche et une fonction d'appariement qui ordonne partiellement 
les documents en reponse a une formulation de recherche. Cette 
idee d'ordre est nouvelle et constitue une etape dans la formula-. 
tion des moddles de recherclie. 
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II Etude de ^ uelques modeles 
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l) Les niodeles exisemblistes. 
Le choix d'un modele ensembliste pour representer uo systeme 
de recherche de 1'information est justifie par le fait que chaque 
recherche de documents se traite avec des ensembles : 1'ensensble des 
descripteurs et 1' ense.N-b 1 e des documents • En i.a.it, les donnees f on™1 
dan:entales de la recherche sont fournies, dans cette theorie, par les 
relations entre 1'ensemble des descripteurs d'un sujet et 1'ensemble 
des docwents correspondants, 
Four commencer, nous nous placerons dans le cas le plus 
siffiple constitue : 
- d'un ensemble R de questions ou demandes d'informations 
— d'un ensemble D de documents que nous choisissons 
statique, c'est-a-dire qu'il ne varie pas au cours 
du temps. 
Cn utilise alors pour repr^senter les operations de recher— 
D che une application T : R—»2 appelee fonction de recherche. A chaque 
eleirent r de II correspond par T un element, note T(r) , qui appartient 
a 1' eiisemble de tous les sous-ensembles de D. 
JlotUlbtnKl 
Representation de 1'ai plication T 
Afin d'etudier les proprietes de cette application, nous 
allons definir des relations d'ordre. 
— Relation d'ordre dans 1'ensemble des questions R : 
Cbaque qnestion est forculee en choisissant des descripteurs 
c'est—a—dire 6n selectionnant un sous—ensemble de 1'ensemble R. La 
relation d1ordre ^  etablie pour les questions est donc fondee sur 
la relation d'inclusion des sous-ensembles de R. 
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— Relation d1 ordre dans 1'enseznble des documents D : 
Cette relation est la relation d'inclusion des sous-ensembles » 
de D. 
La fonction de recherche T qui verifie la propriete 
r,s e R r^ s •*=> T(r)cT(s) 
est une fonction inclusive. Cn dit alors ixue le systeme de recherche 
de 11information est inclusif. 
* Soit S un sous—enseaible ordonne de R et soit r,s des elements 
de S. Cn definit alors lu. limite superieure de r et s, notee rvs (se 
lit r union s) et la limite inferieure, notee r .\ s (se lit r intersec-
tion s). S est un treillis defini par (s,»\,v) et les operations union 
et intersection sont equivalentes respectiyement a 1'union ensembliste 
et a 1'intersection ensembliste des sous—ensembles correspondants. 
Consme la fonction de recherche T envoie les elements de S sur les ele— 
ments de 2® et que les sous—enser. bles de D forment un treillis, nous 
avons pour chaque paire d'ensembles de documents A,B £ 2^ : 
AAB = lim inf (A,B) = AHB 
AVB = lim sup (A,B) = AUB 
ConSiderons maintenant les nouvelles questions r A, s et rvs, definies 
precedenurent, formees en combinv!,nt des elements inclus dans les ques— 
tions precedentes. rvs est plus specifique que r ou s seul et par 
consequent, puis^ue le systeme est inclusif, on trouvera moins de 
documents qu'avec r seul ou s seul. De men;e, puisque r*s est une 
question plus generale on doit trouver plus de documents qu'avec r 
ou s seule. Cette situation se represente graphiquement par i 
w 
r MS 
F V S IF1"* 
f y * « . r o . £  \ T A S  
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On peut maintenant donner une autre definition d'une fonction 
inclusive : 
T est une fonction de recherche inclusive si et seulenient si 
r ,s € R T(rVs) C. T(r) A T(S) C T(r) A T(s) (& 
T(r K s) o T(r) v T(s) 5 T(r) U T(s) 
Cette propriete peut etre illustree par la figure suivante 
ttfM) 
(l\U Ji 
r¥i 
T: K, 
r*4 
rtvrf M 
ReilkJ 
A 
T(A) 
Tlrwx) fll*3 Jt 
Dans la plupart des systemes de recherche, les documents 
physiques ne sont pas les images directes de la fonction de recherche, 
Le systetne agit sur des descriptions de documents, par exemple des 
motsMJles* De plus, 1'ensenble de.s documents peut etre different de 
tcutes les questions possibles. Cn definit alors une fonction X de 
1'ensemble des docunients D dans 1'ensemble des descriptions possibles 
des documerits. X est appelee fonction classification et fait corres— 
pondre a cha<,ue element d de D une valeur X(d) appelee description 
de d. X permet de definir une relation d1 equivalence sur D par 1 
un element donne d^ est equivalent 0, d^ si et seulement si 
X(d ) = X(d ) * «I 
Un syst6me complet de recherche peut donc etre etabli a 
partir d'un langage de reclierclie R et d'un ensemble de doeuraents D 
c tous deux munis des- fonctions X : D »C et 1' : R »2 . ( C designe 
1'enseir.ble des descriptions possibles des documents ) 
La fonction de recherche T : R >2^ est alors definie par : 
T(r) = {d : X(d) e. F(r)} 
Ce modele peut etre illustre par le schema suivant : 
2> 
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Dans certaines conditions, pour un systeme base sur la classification, 
1'inegalite @ devient une egalite. Dans un systeme de recherche 
base sur la classification ou R = C et ou T(r) = ^ d : r < X(d)^ 
on a, chaque fois que rvs existe : 
T(rVs) = T(r) A T(s) = T(r) H T(s) 
Si de plus R est un treillis et T une (l,l) application 
de R dans 2^ alors : 
T(r AS) = T(r) U T(S) 
En general, on considere un vocabulaire fini de descripteurs 
et on prend 1'ensemble R identique a C. On peut alors definir deux 
fonctions de recherche : 
Tx(r) = j d : r = X(d)} 
Tg(r) = ^  d : r c. x(d) j 
Dans la pratique, T^ n'est pas une fonction tres satisfaisante car 
pour1 deux questions similaires (differant par exemple d'un seul terme) 
on trouvera deux ensembles differents. Tg est une fonction inclusive. 
Jusqu'ici, les identificateurs d'information utilises etaient 
des proprietes positives, c'est-a-dire qu'un identificateur etait 
attribue a un document lorsque celui-ci possedait la propriete 
correspondante. Dans de nombreux systemes il est pratique d'operer 
avec des identificateurs d'information negatifs. Par exemple A signi— 
fie non rouge si A designe la propriete 'de couleur rouge1 . 
Cn a alors deux cas : 
— Soit la propriete negative est consideree independante de toute 
autre propriete existante c'est-a-dire qu'une propriete intitulee 
non rouge n'est pas le complement de la propriete rouge iaais une 
autre propriete. 
- Soit la propriete negutive est consideree etre le complemenfc 
logi< ue c'est—a—dire les doeuir.ents sont indexes soit avec 1'identi— 
ficateur positif soit avec le negatif. 
Considerons maintenant une collection de documents dans 
un systeme evolutif ou de nouveaux documents sont continuellement 
ajoutes et les vieux effaces. Le modele theorique ensembliste ne peut 
s'appliquer a ce systenie que localeuient et teinporairement pour cer— 
taines sous—sections de la collection pour lesquelles aucun change— 
ment recent n'aura ete enregistre. 
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Dans cette situation, il existe pour chaque ensemble de documents A 
deux complements : 
- A* , uppele le pseudo—complement, defini comiae le plus grand 
enseisble de docurcents qui ne contient aucun A. A* est donc constitue 
de tous les documents connus pour etre non A mais ne contient aucun 
des articles non indexes car ils peuvent etre des A. 
-*1A, appele le complenent Brouwerien, defini comme le plus petit 
ensemble de documents contenant tous les non A. Get ensemble contient 
tous les documents non indexes cur certains d'entre eux peuvent etre 
des non A. 
Le double pseudo—cociplement J?* est le plus petit ensemble 
de documents contenant tous les A. Le double complement Brouwerien 
1"iA est le plus grand ensemble ne contenant que les A. 
Cette difference de complement est illustree par la figure suivante : 
IH* A 
LZ rWn / 
y 
On peut utiliser les deux algebres definies par ces comple— 
ments comrue modele de systeme de recherche. De par la definition des 
coTplements, 1'algebre du pseudo-complement sera utilisee lorsque l'on 
riesire un rappel eleve tandis que l'algebre Brouwerienne le sera pour 
une grande precision. L'imprecision de 1'ensenble retrouve peut etre 
mesuree par la difference des complements : 
imprecision de A = I?* - 11A 
Ainsi, toutes les operations comprenant les coznplements 
d'ensemble peuvent avoir deux versions differentes. Par exemple, la 
difference symetrique de deux ensenibles, qui ctesure la distance entre 
eux prend les deux formes suivantes : 
(A + B)* = (A n B*) U (A* H B) 
1(A + B) = (A n IB) u (IA n B) 
(A -t B) represente le plus grand ense;:ible de documents appartenant 
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a un ensemble mais pas a 1'autr-e tandis que "\(A + B) represente le 
plus petit ensemble de documents appartenant a un ensemble mais pas 
a 11 autre. Ces deux types de difference syir.etrique peuvent etre 
representees par le schema suivant : 
u (A"na) (A n i&V u (IA n B} 
On a aussi eu 11idae d'utiliser comme modele de recherche 
un espace topologique d1ouverts superpose sur la structure d'ensem— 
bles du debut. On definit alors d^s voisinages et les documents sont 
attribues aux voisinages pour lesijuels ils paraissent les plus proches. 
Chaque voisinage d'un terme (ou d'un document) est interprete comme 
ensemble de ternies (ou de documents) similtiires ou mutuel 1 ement perti 
nerits et la collection des voisinages, pour un espace topologique T, 
est supposee fournir une representation des relations de pertinence 
entre les elements de T. Les voisinages eux-meme sont definis pour 
ciiaque element corcnie des ouverts contenant 1' eleiaent donne. Cn utilise 
1!algebre des fermes d'un espace topologique pour des recherches de 
haute precision et 1'algebre des ouverts ou des voisinages de docuinents 
pour des recherches avec un rappel eleve. Dans le premier cas on 
utilise 1'algebre Brouwerienne, dans le second celle du pseudo-
complement. 
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2) Le modele vectoriel. 
Un docu5;ent est identifie par ud ensemble de mots-cles 
ou proprietes. Nous pouvons donc le representer par un. vecteuz 
propriete V de dimension t, le ieme elemeut v^ representant le 
poids de la ieme propriete. Un poids egal a zero signifie que la 
propriete i n'est pas applicable au document represente par ce vec-
teur. Un element positif indique que la propriete est applicable 
avec un peids egal a cet element. Dans de nombreuses applicationS, 
seuls les vecteurs-propriete binaires sont autorises : les poids ne 
peuvent alors prendre que les valeurs 0 ou 1, 
Dans ce modele trois fonctions de vecteurs sont importantes : 
t 
£. v somme des poids de.toutes les proprietes incluses i 
dans v. Pour des vecteurs binaires, cette somme est 
egale au nombre de proprietes differentes de zero 
note N . v 
fc v.w. produit scalaire des vecteurs v et w. 
Pour des vecteurs binaires, ce produit represente le 
noiabre d'appariement de proprietes (c' est-a-dire les 
proprietes qui sont au meme rang dans v et w) diffe— 
rentes de zero, note N 
7 
W 
p. £ vT longueur du vecteur V. 
Pour- ddterminer la similitude de deux vecteurs-propriete il existe 
plusieurs mesures de correlation. La pretciere est le produit scalaire 
habituel s 
r = S.Y.V. vw u-f 1 1 
L*inconvenient de cette raesure est qu'elle ne tient pas compte de 
la frequence des proprietes apparaissant dans l'un des vecteurs pas 
plus que du nombre total de proprietes differentes de zero. Le fait 
qu.'uue propriute scit absente dans les deux vecteurs est pris en 
consideration dansla mesure suivante : 
t t 
r = v.w. + V.W. VW 1 1 1*4 11 
v\ representant le complement de v^. 
En fait, cette mesure ne peut s'appliquer sans ambigulte qu1aux vec— 
teurs binaires (v^ = 0 »> v^ = l). 
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La mesure suivamte : 
t 
21 V. w, X 1 
r vw f t t t <2- V. + £ ¥. - Z.V.W. i t- 4 i t*-1 i i 
attribuee a Tanimoto est normalisee, c1est-a-dire que sa gamme de 
valeurs varie de 0 a 1. 
La similitude peut aussi etre mesuree par le cosimis de 11angle com-
pris entre les vecteurs v et w soit : 
1 v w 
•  M  X I  t s A 
r w 
Jlr2 tv2 X Ul 1 1 
Une autre mesure definie pour des vecteurs binaires a ete suggeree 
par Jiaron et Kuhns. Elle suppose 11 independance statistique des 
vecteurs et s'ecrit : 
t t t ^ 
( V w ) ( Z- V w ) - ( P v W ) (t- v.w >  ^ X 1 1 1 %(4 X X * r ^  X X 
r VTV 6 _ _ ~ _ t 
( ) ( f- v.w. ) + ( .2. V W ) (£. V w ) tc *1 X X X X te4 X X is^  X X 
En ternr.es de frequence d'items, cette formule s' ecrit : 
N N_ _ N -N-VW VW — VW vw 
w N N-„ + N _N-vw vw wy vw 
Considerons maintenant deux documents specifiques i et j 
parmi tous les documents de la collection. L1ensemble des proprietes 
peut etre divise en quatre parties : , le nombre de proprietes 
attribuees a la fois a i et a i : N.le nombre attribue au document J ij 
i mais pas a j ; N_ , le nombre attribue a j mais pas a i et enfin 
N_._, le nombre de proprietes qui ne sont attribuees ni a i ni a j. 
II est clair que si t est le nombre total de proprietes on a : 
t = N. . + N._ + N„. + N ij iJ 
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De plus ; 
N. = N.. + N._ 1 *3 
N. « N. . + N_. J 13 x3 
Le fait que les proprietes soient statistiquement independantes se 
traduit en termes de frequence par : 
N.N. 1 3 
N. . 
t 
XJne val eur importante pour la suite est la valeur £•• definie par : 
9 
NiNi s JJ — ——— 'i x3 t 
Pour construire une mesure de correlation basee sur 11attribution 
d*une propriete donnee on peut utiliser le critere suivant : 
1- La mesure de correlation r. » entre les documents i et j ^ 3 
doit etre 0 quand = 0 et doit varier comme pour un nombre 
? « 
fi xe de proprietes t et un nombre de documents n. 
2- L» correlation maximuia r „ doit avoir lieu lorsque le vecteur-
propriete identifiant le document i est contenu dans le vecteur-
propriete assigne a j. Cette correlation maximum est obtenue lorsque 
N._ = 0 ou N_ . = 0 ou N._ = N_. = 0. 13 
3- La correlation minimum doit avoir lieu lorsque le vecteur-
propriete identifiant le document i est inclus dans le complement 
de celui attribue a 3 ou inversement ou lorsqu'un vecteur-propriete 
est le complement de 1'autre. Formellement ceci se traduit par 
N. : = 0 ou N__ = 0 ou N. . = N-- = 0. !.) 1J x3 1J 
De nombreuses mesures de correlation ont ete utilisees 
experimentalement sur plusieurs collections de documents. Sur 11 en— 
semble, cependant, il apparait que les differences de performance 
resultant de 1'utilisution de mesures de correlation differentes sont 
de second ordre par rapport aux differences dues aux nombreux types 
de procedures d'analyse. 
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3) Le modele matriciel 
Considerons un ensemble D de n doeuments et un ensemble iL 
de t attributs ou proprietes utilises pour identifier ces documents. 
Un docunient D^ peut etre represente par un vecteur-propriete 
Di "" Wl,ai2' * " ' ,ait^ 
ou a. . represente le poids ou degre d'importance de la propriete A. 1 j 3 
dans D^ . On peut ainsi caracteriser 1'ensemble complet des documents 
par une matrice C propriete-document de dimension n x t. 
- AL 
/' 3>. 
<L «. 41 4L 
C = 
°i-i *Ji. lt-
l \ * « * X »•* « 
Chaque ligne represente un enregistrement D^ et chaque c.olonne cor-
respond a 11attribution d'une propriete particuliere aux documents 
de 1'ensemble. Lorsqu'une propriete n'est pas attribuee a un docu— 
ment on prend comme poids correspondant C. 
Considerons maintenant une operation de recherche. Si une 
question Q est representee par un vecteur-propriete de dimension t 
6 = (ij > • • • • >1.^ ) 
oit est le poids de la propriete dans la question, on calcule 
une mesure de similitude r^ entre la question 0 et le document D^ par 
r.(D,Q. ) = .2- a. .q. ' 1 J 
On utilise aussi des fonctions similaires a celles definies dans la 
methode vectorielle decrite precedemir.ent : 
la fonction cosinus : 
b 
a. .q . 
r! (e,D.) = -— i ' 1 ri z c 7 
J A  i r  A a i t  1 J 1J 
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ou la fonction : 
rV(Q,D.) 
— a. ,q . 
t fc . t i 2 <2 < Z- q . 4 a. . - £- q .a. . •r1 ^ J 1J j=1^J 1J 
^•ais, ces formules supposent que les vecteurs-propriete sont ortho— 
gonaux ce qui n'est pas toujours le cas en pratique. On envisage 
alors une matrice T de similitude propriete dont le terme general 
t^. represente le coefficient de similitude entre la ieme et la jeme 
propriete. De ineme, on peut calculer des coefficients de similitude 
v. . entre les documents D. et D.. On obtient ainsi une matrice V de iJ i J 
diciension n x n. 
En general, on utilise des mesures symetriques (v^j = et on 
suppose que tous les elements de la diagonale sont egaux. Ainsi,seu-
ii ( n-1} o lement —--—-- des n™ elements de V representent des proprietes 
independantes. 
T -
A. A, 
A, u 
W 
b : . 
/ 
V-
9 D. 1 1 
3>, 
v 
\T-. 
/ 
En notation vectorielle, 11 equation l»] s'ecrit : 
r = Cq 
En considerant les similitudes de propriete et de documents, 11equa— 
tion de recherche devient : 
r = VCTq 
Les matrices de similitude T et V refletent un premier ordre de 
similitude entre les paires d1attributs et les paires de documents 
respectivement. Des similitudes d1ordre plus eleve entre des triplets, 
des quadruplets,etc...,peuvent etre aussi utilisees mais, en principe 
1'utilite pratique doit diminuer rapidement lorsque 11ordre de 
6imilitude augmente. 
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4) Le modele probabiliste. 
l)'un point de vue theoritiue, oji peut exprimer la tache 
de base de la reeherche par trois parametres principaux : 
P(per) probabilite de pertinence 
a^ parametr.e de perte associe a la recherche d' enre— 
gistrements non pertinents ou etrangers. 
a-g parametre de perte associe au fait de ne pas trou— 
ver un enregistrement pertinent. 
Le fait de trouver un terme etranger cause une perte de (l — P(per))a^ 
tandis que le rejet d'un terme pertinent produit une perte dfi 
P(per)a^. La perte totale est donc minimisee si la recherche d'un 
document ne se fait que lorsque 
P(per)a2 > (l - P^per)^ 
c'est—a—dire lorsque la fonction g definie par : 
P(per) a^ 
1 - P(per) a9 
est positive ou nulle. 
Cependant, cette regle est peu utilisable en pratique car les pro-
prietes de pertinence ne peuvent pas etre separees des autres para— 
metres du systeme. On definit alors des probabilites conditionnelles : 
P(x^/wj) probabilite pour que 11enregistrement 
contenant soit pertinent pour une 
question donnee» 
P(x^/w^) probabilite pour que cet enregistrement 
ne soit pas pertinent. 
D1apres la fornule de Bayes, la fonction de rechercke P(w./x) pour 
le terme x s'ecrit : 
P(x/w )p(w ) 
P(wA /x) i = 1 , 2 
P(x) 
t 
o'u P(x) = p(x/w. )P(w. ) 
Si Jes deux parajnetres de perte prennent la valeur 1 (a. = u, = l) 
alors la recherche est efficace lorsque 
P(wj/x) > p(w^/x) 
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PO^/x) 
c1 est-a-dire lorsque g(x) 1 
P<w2/x) 
En pratique, les probabilites P(x/w^) doivent etre determinees en 
deux temps. II faut d'abord faire le calcul d*occurenee pour chaque 
terme pris separement puis specifier les interactions entre termes. 
Gonsiderons d'abord le cas simple ou les teraes sont independants. 
Cn a alors : 
P (x/w^) = P^Xj/w^P^/w^).. p(*n/»j) 
On peut se restreindre au cas ou les vecteurs d'information. sont 
binaires c'est-a-dire x. = 1 si le ieme terme est present x. = 0 i l 
sinon* L'equation devient alors : 
P(x/w ) = X Pi1 (1 ^ PJ1 ~ 1 111 A 
" xi 1 - xi 
*(*/*{,) - TT q. (1 - q.) ^ i:4 1 A 
ou P. = P^Xj^ = l/xr^) 
qi = P(Xi = ^W2^ 
La fonction g s'ecrit alors : 
«« , P. 1 - P. i P(w,J 
g(x) js. log——— + (1 - x )log( ~)f + lag 
•-l l »i 1 1 - r(»2> 
H reste a determiner les probabil.ites d'occurence de chaque terme 
x^ separement. Pour cela, considerons une collection echantillon de 
N eiaregistrements ou R enregistrements sont pertinents pour question 2» 
On a alors pour un terroe x^ le tableau suivant : 
. W1 W2 
x i  - 1  r. I n. I 
/ - r. I n. X 
x. = 0 I R - r. I N - n. l - R + r. l M - n. I 
R N - R 
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On peut donc ecrire : 
r n. - r. p _ _i_ q = i i_ 
1 R 1 N - R 
La fonction de recherche g(x) devient alors : 
ri /R - r. 
Pk) 4 1 " Pi <-g(x) - log + f- log + 5- xAog - • 
P(*,,) " 1 - »i " . ni " ri /N - n. - R T r. 
' X 1 
D1 apreS le premier terme, on ajoute pour chauue X^  UE poida propor— 
tionnel a 
ri /R - r. i L. = 
ni ~ ri /n - n^ - R + r^ 
L^ est appele la lirsite de pertinence du terme xj.  
Pour utiliser un tel modele, il faut avoir une information 
suffisante sur les probabilites d'occurence des termes. Malheureuse-
ment, cette information est rareaent connue a priori . On utilise 
alors des distributions theoriques de probabilites en supposant que 
Ies donnaes reelles suivent le modele theorique. Une des plus connues 
6t des plus utilisees est la distribution de Poisson qui est assez 
facile a traiter mathematiquement. 
Si p occurences d'un terme sont reparties dans des textes 
de longueurs approximativement egales, la probabilite P(lc) pour 
qu'un texte contienne k fois ce terme est : 
F(k) - i- (E)k e-p/a 
k! " 
ou ^  represente a la fois la moyenne et Ia variance de la distribu— En 
tion. p est donc proportionnel a la variance. Ceci a ete utilise 
dans plusieurs des premiers modeles automatiques d*indexation en 
notant que les mots de specialite capables de representer le conte— 
nu de I'information ont tendance a etre groupes dans peu de docu-
ments tandis que les mots qui ne sont pas de specialite presentent 
des caracteristiques d1occurence plus uniformes. 
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On peut etendre le modele de Poisson en supposant que sa distri-
bution reflete; n- n seulement l'occurence d.es mots courants mais 
aussi ceux de specialite. Si il n'existe que deux classes de per-
tinence (un document est soit pertinent, soit non pertinent) on 
suppose que deux distributions de Poisson caracterisent les oecu-
rences des mots de specialite, la premiere representant les temies 
pertinents, 1'autre les non pertinents. Si Tl et (l - TQ repiresentent 
les probabilites pour qu'un docur.ent appartienne aux classes 1 et 
2 respectivement, et etant les moyennes de distributions de 
^oisson respectives, la probabilite pour qu'un mot de speci&lite 
donne soit k fois present dans un document est i 
e X e 
P(k) = ^  + (1 -li) 
k! k! 
La fonction de decisiou g s'ecrit alors : 
g(x) , (A)K (-JL-) 
\ 1 -"R" 
Bien que le modele double rle Toisson ne soit pas parfait (la sepa— 
ration des enregistrements en deux classes homogenes est irrealisa— 
ble en pratique), 1'idee a ete reprise dans de nombreux modeles. 
Soit deux populations distinctes d'objets A et B identi— 
fiees respectivenent dans un environnement de recherche d'information 
par les enregistremehts pertinents et les non pertinents par rapport 
a une demande quelconque d'information. On calcule alors le coeffi— 
cient de similitude Z question-enregistrement pour chaque eleiaent 
de A et de B pour cette question. Le rendement du systeme est 
obtenu en niesurant les diiferences entre les fonctions densite de 
prob^bilite respectives f (.Z) . 
articles pertinents 
articles non pertinents 
Une distribution typit.ue pour les coeificients de Similitude est 
montree dans la figure suivante : 
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Fonctions densite de probabilite pour les enregistrements 
pertinents (B) et les enregistrements non pertinents (A). 
0n definit une valeur de coupure Z = C. La proportion d'objets B 
pour lesHuels Z^C est representee par 1'aire comprise entre la 
courbe f(1/Q) et la partie a droite de la coupure. II en est de merae 
pour les objets A. 
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5) Le modele de Swets. 
Swets considere que le processus de reclierche a deux 
etapes * en reponse a une question, le systeme calcule pour 
chaque document la valeur d'une fonction d1appariement» Le syste-
me selectionne ensuite les documents correspondant aux valeurs les 
plus elevees de la fonction ou aux valeurs plus grandes qu'un cer-
tain seuil. Le modele est tres semblable au modele de Bookstein et 
Cooper mais la difference reside dans 1'interpretation de la valeur 
seuil. Pour Swets, cette valeur est fixee a priori, avant que la 
recherche ne coromence tandis que pour Bookstein et Cooper cette 
valeur est fixee par 1'utilisateur selon les resultats obtenus 
c'est-a-dire qu1elle est fixee a posteriori. 
Le modele de Swets depend d^hypotheses sur la nature des 
diatributions de la fonction d1 apparienient dans les documents perti-
nents et non pertinents. La forme la plus simple du modele de Swets 
suppose que ces distributions sont noraales et de variances egales. 
Avec cette hypothese, lorsque I'on trace la courbe de recherche 
dans des axes appropries on doit obtenir une droite a 45 degres. 
Maisy lorsque Swets testa son modele il decouvrit que l'on obtenait 
une ligne droite mais qu'elle n'etait pas toujo.uns a 45 degres. II 
decida alors d'adopter un modele plus general pour lequel les dis-
tributions sont toujours supposees normales mais sont de variances 
differentes. Ce modele donne une ligne droite mais, 11angle est 
quelconque (lfangle est relie au ratio des variances). 
Heine a suggere que la theorie de Swets soit vue sous deux 
aspects : une forme faible liee aux moyennes des questions et une 
forrce forte liee aux questions individuelles. Cette suggestion est 
interessante car elle concorde avec les donnees experimentales de 
Swets qui montrent des variations plus grandes de la pente de la 
droite quand elle est tracee pour des questions individuelles. On 
peut expliquer ceci par 1 e fait i^ue les variations de la pente 
sont liees a la taille de 11echantillun des questions et que la 
moyenne des questions serait une droite a 45 degr6s. 
6) Le modele de dimension N (extension de la methode indirecte de Goffman) 
% 
Dans les modeles de recherche traditionnels, on utilise 
les fonctions booleennes et on suppose que les documents sont in-
dependants les uns des autres. Cependant, Goffman a clairement mon-
tre que les documents sont interdependants. Le raodele suivant se 
propose d* elargir la raetliode indirecte de Goffman en utilisant d1 autres 
mojens que les termes d'index pour refleter le eontenu des documents. 
On definit une distance entre les documents basee sur les proprietes 
des documents eux-meme. L'utilisation des termes d'index comme mesu-
re de la proximite entre deux documents X, et X. peut etre represen— 
* tl 
tee par le segment compris entre X. et X.. Ajoutons maintenant une  ^ J 
seconde mesure de telle sorte que deux mesures soient utilisees pour 
determiner la proximite des documents. En utilisant la formule 
euclidienne de la distance, nous obtenons $ 
D(}C.,X.) - - X.)2 • ( - Y. )2 
ou X. — X. est la premiere mesure et Y. — Y. la seconde. 0 i 3 1 
En general, il peut y avoir N mesures et la.distance s*exprime alors 
par : 
KX^ X.) - 7(X. - X.)A + (Y. - YJ)" + ....•(»,- N.)2 
On suppose que les mesures sont lineairement independantes et mutuel— 
leoent orthogonales creant un systeme de reference orthonorme dans ^ 
1'espace euclidien de dimension N. 
Cette fonction etant basee sur les proprietes des documents calcule 
donc la proximite entre deux documents a partir du calcul de la 
distance euclidienne. 
Une experience basee sur quatre mesures de proximite des 
documents : les termes d'index, les journaux dans lesquels le docu-
ment apparait, les auteurs, les citations, a montre que les meilleu-
res mesures de proximite etaient celles basees svtr les auteurs et 
les auteurS plus les journaux. 
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7) Les modeles en graphe ou en arbre. 
Le modele ensemblisie n'est applicable que lorsqu'aucune 
structure n' est attribuee aux ensembles de documents. Mais, en 
pratique, on impose souvent des relations entre les documents et 
les modeles resultants prennent 1'une des deux formes suivantes i 
— gj )i(i seul type de relation est defini entre les documents ou 
proprietes (relation d'ordre hierarchique ou de similitude semaji-
tique) alors la structure en arbre est la plus adequate pour r.epre-
senter les- documents et leurs relations. Les documents ou proprietes 
sont les noeuds de 1'arbre tandis que les relations sont representees 
par les branches. 
- Si on a plusieurs relations differentes, un ensemble de references 
croisees est superpose a la structure d'origine en arbre et 1 rai*bfe 
est alors transforme en graphe. 
U5 A. 
-its 60 
uTi' 
* OiJU* Af» 
AR&A£5 
\ 
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En general, les operations de recherche sont bien plus difficiles 
a realiser avec les modeles de graphe qu'aVec le ciodele vectoriel. 
Pour cette raison, 1'experience avec le modele graphe na jamais 
ete beaucoup etendue et en particulier n'a jomais ete realisee 
avec des graphes de grande taille du type de ceux que l'on tronve 
en pratique. 
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8) Modele utilisant 1'age du docttment. 
» 
La plupart des methodes sont hasees sur un algorithme de 
recherche ne tenant compte que des similitudes entre questions et 
documents. Le modele suivant tient conpte de deux variables : la 
sirailitude question—docujnent et 11 age du document au moment de la 
demande. En effet, le vieillissement de la litterature n'est pas 
negligeabie pour deux raisons : soit 1'information devient moins 
precise ou moins pertinente avec 11 augmentation d'age du docunient, 
soit elle est toujours valable mais 1'utilisateur prefere des 
documents plus recents qui ont tendance a faire une synthese des 
informations plus anciennes. Les utilisateurs, en jugeant certains 
documents pertinents definissent une probabilite sur les ages de 
1'ensemble des documents. On dira alors que le vieillissement est 
positif (respectivement nSgatif) lorsque l'age moyen des documents 
pertinents est plus- petit (respectivement plus grand) que l'age 
moyen de tous les documents. Ainsi, 1'optique est de considerer que 
le vieillissement est une entite dynamique observable, defini de 
fa,Qon formelle par les distributions de probabilites,. qui varie 
d'une recherche a 1'autre et d'un utilisateur a 1'autre. La per— 
tinence des documents n'etant percue que par 1'utilisateur lui-meme 
11 existence et le signe du vieillisseiaent font partie du profil de 
recherche de 1'utilisateur au meme titre que les mots-eles. 
a) Les distributions de base. 
Le procede de recherche attribue deux nombres a 
chaque docur.ent de lu collection. Le premier est le poids 'sojet1 
note x, base sur le degre de correspondance entre les nots-cles du 
document et ceux de la question. Le second, appele poids 1 age.' , 
note t, est 1'age du document au moment de la question. 
Cn prendra par. la suite la eomrention suivunte .: 
i attache a une variable relie cet article a 1'ensemble des documents 
pertinents lorsque i = 1 et a 1' ensei^ble des documents non pertinents 
Lprsque i = 2. 
On suppose que les variables , associees aux valeurs de 
x, ont des fonctions de probabilite de la forne : 
F4(X) = (2TI<r)""*exp(-(x - F^)"/2<R) X « >•» >+-C 
= E(X^) est 1'esperance, <TT" = V(X^) est la variance. 
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Pour les variables associees a 1'ensemble des valeurs de t on 
approxime les foncfcions de probabilite par s 
g^(t) = exp tsL0,4«oC (l) 
Si de plus 1' age des docuraents que 11 on veut retrouver doit etre 
compris entre 0 et A, 11equation (l) devient, apres normalisation s 
x depassant un certain seuil x^ puis on extrait de cet ensemble 
tous les documents qui ont des valeurs de t inferieures o. un certain 
seui1 t . c 
- La methode du poids bivariunt 
ce qui signifie que z est une fonction de x et de t. Cn choisit z 
sous la forme lineaire z = ^x + X^t, etant des constantes et 
on retrouve les documents pour lesquels z>z . c 
Cette methode parait sujette a extension et on imagine 
facjleinent une methode generale de reclierche a partir de n differents 
tviies d'attributs de documents x. ,x... .. ...x chacun mesurant ou v * 1 '2. n 
caracterisant la pertinence du document pour une question donnee. 
On choisierait alors entre deux methodes : une avec une valeur seuil 
et une sequence de sous-ensembles, 1'autre avec un poids multi— 
variable de la forme z - Xx, + >,xn + ... + A x attribue a chauue 1 1 4-2 n 
document et une valeur seuil z^. De nombreuses variables peuvent 
etre utiliseos : le poids linguistique, 1'age de document, sa 
langue, sa provenance, sa forme litteraire ... 
(^ / (1 - exj) (—T^A)  ) exp (-Ijt) A > C t £.CO,Al 
0" t C.0 ,AJ 
b) Les methodes de recherche. 
Deux methodes existent : 
— La methode du sous—ensemble 
0n retrouve d'abord tous les docuinents ayant des valeurs 
Cn attribue a chaque document un poids bivari^nt z = z(x,t) 
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9) Les modeles bases sur la theorie des sous-ensembles flous. 
Les modeles mathematiques decrits jusqu'a present etaient 
bases sur une logique a deux valeurs : un rnot—ele appartient ou 
n'appartient pas a la description d'un document, un document est 
soit pertinent soit non pertinent pour une question donnee, etc.  . 
En termes ensemblistes, ceci se traduit par le fait que la fonction 
carq,cteristique d'un ensemble ne peut prendre que les deux valeurs 
0 ou 1. La theorie des sous-enseinbl.es flous, introduite par L. A. Zadeh, 
est une generalisation de la theorie ensembliste traditionnelle : la 
fonction caracteristique est remplacee par la fonction d'appartenance 
q«i est une fonction continue, prenant toutes les valeurs comprises 
entre 0 et 1. Cette theorie est donc basee sur une logique multiva-
lu6e avec une continuite de valeurs dans 1'intervalle [0,ll . Une 
d^firiition plus precise d'un sous-ensemble flou s'enonce de la fagon 
suivante : 
Soit X = {xj un ensemble. 
Un sous—ensemble flou A de X est 1'ensemble des paires 
ordonnees (xr^(x)), ou x c X et ou ^ (x) est le degre-
d'appartenance de x a A, etant la fonction d1appar-
tenance ->Co,i3). 
Foriaellement : 
A = {(x,j*A(x)) / x c X} 
Ori petit alors definir un sjsteme de recherche d' information comiae 
etant un quadruplet : 
I * <D,Q,T,t> 
oa S est un ensemble de documents de. cardinal n 
Q est u.n ensemble de questions de cardinal m 
est une application de la forr e : V: L>— 2° 
Pour une question q C Q, la reponse du systeme sera 1'ensemble 
A = t(q) c D. 
On definit alors une relation binaire floue R a partir des triplets 
ordonnes <x,t ,^R(x,t)> ouxcDUO, t C T, ^ (x^t) etant une 
fonction allant de 1'ensemble des paires ordonnees (x,t) dans 
1'intervalle tO,l] qui definit le degre d'importauce du terme t £ T 
dans le modele de recherche de x, x c D U Q. 
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E = { <fx,t,rR(x,t)> /x^DUO, t&T} 
Nous pouvons alors definir les souslensembles flous correspondaats 
a des documents particuliers et aux recherches x £- D U note R^ : 
= {ct,^R (t) = rE(x,t)> / t fe T } R x X 
Un ensemble flou de niveau «< sera un ensemble flou de la forrae : 
R*W "{^fR ,t'TB (T)> /T£ T'I*R (t)'-i V ' I X (E<) 1 X X 
Pour o(= 0, nous avons ^ x^o() = 
a) Modele de recherche utilisant la notion de thesaurus flou. 
L* expression thesaurus flou designe un ensemble 
de termes T qui verifie les conditions suivantes : 
— II existe sur cet enserable T une relation de similitude S 
q.ui est une relation floue determinee par la fonction d'ap— 
partenance rg : T*T —>[.0,13 et qui verifie : 
V t 6 T ^s(t,t) = 1 
V t , t* e T ^s(t,f) = ps(t' ,t) 
V t , t' , t" C T |As(t,t") ^  max J min CJ^ s(t,t') , ^(t1 ,t" 
— II existe un ensemble non vide T^ C T appele ensemble de 
descripteurs elementaires et une relation synonyme 
S c T*T verifiant : 
r 
V t , t' e Td t,t* & S^ <-=-> ^s{t,t') > 
V t , t' Td t ^ t' <ft,t'> 4 
V t e T - Td 3f tT tel que <t,t*> C S^ 
S est par definition une relation d1equivalence. 
— II existe sur 11ensemble des descripteurs elementaires T^ 
une relation G_ (&) de generalisation des descripteurs de 
d 
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niveau ^  definie par : 
t G (f>) t' , t ^  t' , |$<X <£=> t a une signification 
d 
semantique plus generale que t' et *t,t•> €- S^. 
Cette relation est non reflexive, antisyraetrique et transitive. 
Nous allons iaaintenant etudier le modele de recherche. II est etabli 
en plusieurs etapes : 
- Determiner 11 ensemble flou 
- Eliminer de j 1' ensemble des paires ordonnees 
(t,)> ^ ; t' 6 T - Trf ; t» e T^ 5 t* 
ou est le domaine de 11 ensemble flou defini par 
»"*«) -V/3n'x(,f,<t' \M(t)>eR*(-o> 
Le sous-ensemble flou ainsi nodifie est note Rx(of) °" 
r -  (Kw(t,)'K(„(t")) -t,£T" I-'t"£ T-
- Eliminer de 1' ensemble flou 1' ensemble des paires ordonnees 
G T d ( p > 5  t ' , t "  
L' ensemble flou ainsi modifie est note • L1 ensemble flou 
R"^j correspondant a x D UP est son modele de recherche. 
Sur I1ensemble des documents et demandes d1information, nous defi-
nissons la relation G^(o() de modele par : 
Vx,y C DU P y G0(K) x <s=> tt£u) C. R»(<<) 
r 
ou ^y(o() ®iEnifie que 11 ensemble flou Rx(»() est un sous-
ensemble de lensemble flou R^.^j de niveau <x c1 est—a—dire 
"*(»<) ^  r"jM Vtc f>(M)(t) ~rit;w(t) 
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f orme q = t+ N"t + (t A t) + (t V t) 
ou t est un element de T, + est mis pour 'ou', N pour la 'negation', 
S pour la 1reunion1 et Vpour 11intersection1. 
La fonction d'appariement t est definie par les etapes suivantes s 
.Sj : Si la question est le descripteur t 
f ^ x(t) si t. SUPP(x) 
y(q,x) = 4 si ^t^.t^, ,tkj c. SUPP(x) 
et t R t. pour i = l,2,-...,k 
t 0 sinon 
.Sg : Si q est une question 
^(Nq,x) = 1 - t(q,x) 
,S„ t Si p et q sont des questions o 
+ (p K q,x) = min(t(p,x) , t(q,x)) 
t (p V q,x) = max(t(p,x) ,t(q,x)) 
.S^ : Si q est une question quelconque alors t(q,x) est obtenue 
par des calculs bases sur les etapes S,, S , S . A £ 3 
Les regles definies ci-dessus ne sont pas uniques : d'autres fonctions 
peuvent etre determinees. 
Pour la question q, la reponse du sjsteme de recherche est 
un sous—ensemble flou de X dont la fonction d'appartenance est 
donnee par : 
(<l) 
Autrement dit : 
[*f(t,)(x) (S»x) P°ur x 6. 
f (q) = -\(x»t(q,x))J 
^f(q)(x), degre d'appartenance de 1'enregistrement x dans la reponse 
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De par sa definition GQ(e<) est reflexive, antisymetrique et. transi-
tive. Elle induit donc un ordre sur 1'ensemble des documents et 
demandes d'information. 
La reponse du systeme de recherche dlinformatidn a la 
demande d'information p 6 P est l'ensemble des documents A ^ lVCp) C. D 
de la forme : 
t(p) ={d |d,G0W p , d E D} 
Airisi, la reponse du systeme de recherche a la deiaande d'information 
p P est 1' ensemble des documents d C D qui sont en G^ relation 
avefc la demande d'information donnee d. 
b) Modele de recherche en arbre. 
De rneme que precedemment, nous considerons qu'un 
systeme de recherche est un quadruplet ^ D,£,T,f'> . 
Soit T un ensemble fini de descripteurs (card T = m) et 
R une relation d'ordre, appelee relation de generalisation, sur cet 
ensemble T. 
Si t.. R t^ , on dit que le descripteur t. est plus gen6ral i j * 
que le descripteur t. ou que t. est plus speoifique que t^. 3' 3 E'enser:ble T des descripteurs avec sa relation de genera-
lisatian G peut etre represente jiar un graphe base sur les contrain— 
tes suivantes : 
- Les descripteurs de T sont les noeuds (ou sommets). 
- Chaque branche (t.,t.) de G correspond a une relation t. R t.  1 J 1 3 
L& branche (t.,t.) a pour origine le noeud t. et pour fin 1 J 1 
1e noeud t. . 3 # - Par souci de simplicite, les branches generees par transiti-
vite ne sont pas representees ( exemple : on ne represente 
pas t. R t. lorsqu'on a deja t. R t, et t, R t. ) . 1 J ' 1 K K j 
Nous allons maintenant definir la notion de support d'un 
sous-ensemble flou, notion qui est utile par la suite. 
Le support d'un ensemble flou A de X est un sous-ensemble non flou 
note SUPPtA) et defini par : 
SUPP(A) =^x : ^(x) >o} 
Dans ce modele nous supposons que les questions sont des combinai— 
sans booleennes de destiripteurs c'est-a—dire qu'elles sont de la 
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trouvee f (q) peut etre considere conune le degre de pertinence du 
contenu de 11enregistrement x pour la question q. Si pour une 
question q (q) (XA) > ff (q) (xj^ 011 Peut dire <lue 1'enregistrement 
x. est plus pertinent que 1'enregistrement x. pour la question q. i 3 
Les valeurs de pertinence definissent ainsi un ordre sur les 
enregistrements de SXJPP(f(q)). 
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Conclusion 
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Conclusion 
Le nombre important de modeles existant ne permet pas 
de les presenter tous. Ainsi, tous les modeles bases sur la 
classification des documents (hypothese de mise en ordre des 
docum e n t s ,  h y p o t h e s e  d e  ran g e m e n t  d e a  p r o b a b i l i t e s , c e u x  
bases sur 1'indexation automatique ainsi que la recherche inter— 
active n'ont pas ete traites volontairement. De meme, tous les 
problemes de rendement ou d'efficacite d'un modele ainsi que 
leur mesure ont ete ignores. 
Le probleme de recherche de 11information est vaste. 
De nombreuses recherches ont deja ete menees et de nombreuses 
sont en cours. La plupart des mSthodes utilisees actuellement 
ont une base commune : 1'indexation des documents par une liste 
de raots-cles. Bien que cette theorie ne s'ayere pas satisfaisante 
sur tous les points elle semble pourtant la plus adaptee au 
probleme de recherche de l'information. Le modele ideal n'est pas 
encore decouvert et la recherche documentaire a encore un grand 
avenir devant elle. 
/ 
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