Abstract. Partitioning a multi-dimensional data set (array) into rectangular regions subject to some constraints (error measures) is an important problem arising from applications in parallel computing, databases, VLSI design, and so on. In this paper, we consider two most common types of partitioning used in practice: the Arbitrary partitioning and (p × p) partitioning, and study their relationships under three widely used error metrics: Max-Sum, Sum-SVar, and Sum-SLift.
Introduction
Partitioning a multi-dimensional data set into rectangular regions (tiles) subject to some constraints is an important problem arising from various applications in parallel computing, databases, load balancing, and VLSI designs. For example, in VLSI chip design, it is essential to lower the total power consumption for a given chip, which can be considered as a two-dimensional array where each cell stores the square of required voltage at that position and the total power consumption is proportional to the sum of all cell values. Unfortunately, supplying each position with a different voltage requires plotting large amount of lines as well as much overhead in voltage shifting devices. One practical solution to this problem is to partition the input chip into a few "voltage islands" [9, 18] . Within each island, all cells are supplied with the same voltage, which is the highest voltage needed by any cell in it. Obviously, this increases the total power consumption. Given a limit in the power consumption, the goal is then to partition the input chip into smallest number of voltage islands without exceeding the power limit.
In general, given a way to evaluate a partitioning, called its error (e.g, the increase in power consumption in the previous example), the partitioning problem asks for the smallest partitioning whose error is smaller than some error threshold δ. In this paper, we study the relations between two most common types of partitioning under different error metrics.
Preliminaries and problem definition
We follow the definitions and terminologies of previous papers, especially from [13] . Let A be an n × m array, and A(c) or A [i] [j] the value of element at cell c ∈ A or at position (i, j), for 1 ≤ i ≤ n and 1 ≤ j ≤ m. A tile of A is a rectangular subarray of A. Note that a tile can also be viewed as an array itself.
A partitioning R of array A is a set of disjoint tiles R = {R 1 , . . . , R k } that cover A; k = |R| is the size of this partitioning.
There are three common types of partitioning schemes: (i) Arbitrary; (ii) Hierarchical, where the partitioning can be obtained by recursively cutting current subarray into two new ones by a horizontal or vertical line (like a quadtree); and (iii) (p × p), a partitioning of size p 2 resulted from p horizontal and p vertical cutting lines
1 . The rectangle tiling problem asks for the smallest partitioning R * of a given array A so that some error measure is below a given threshold; κ x (A, δ) = |R * | denote the size of such an optimal partitioning, where x ='a', 'h', or 'p', corresponding to Arbitrary, Hierarchical, or (p × p) partitionings. The error measure is defined both for each tile in a partitioning and for the entire partitioning. This paper considers the following three error metrics: (1) Max-Sum: where the error for a tile R is defined as E(R) = c∈R R(c), and the error for a partitioning R, E(R), is the maximum error of any of tile in R. (2) Sum-SVar:
is the mean of all elements in R, and
, where ρ(R) is the maximum value of elements in R, and E(R) = R ∈ RE(R). The Max-Sum and Sum-SVar metrics are wildly used (e.g, construct the so-called Voptimal histograms or equi-depth high dimensional histograms for summarizing database contents [15] ). The Sum-SLift metric is the metric used in the VLSI chip design example at the beginning.
A (p × p)-partitioning of A can also be regarded as a p × p array M , called a reduced array, such that each cell of M is a tile (subarray) of A. Abusing the notation slightly, we use M to refer to both the (p × p)-partitioning and the corresponding reduced array. Any partitioning S over M induces a partitioning I(S) over A. The induced error of S is simply E(S) = E(I(S)), and the optimal induced partitioning of M w.r.t. δ is the smallest partitioning of M with induce error at most δ; let κ x (M |A, δ) denote the size of this optimal induced partitioning.
Related work
The rectangular tiling problem and its variants have a rich history [1, 4, 5, 11, 12] . But the more formal and theoretical studies of exact and approximation algorithms for them are mostly recent [3, 7, 8, 10, 13, 14, 16, 17] . For one dimensional arrays, the problem is well solved and there are efficient algorithm for most error metrics [8] . For dimension higher than one, however, the tiling problem is NP-hard for both Arbitrary and (p × p) partitioning under most common error metrics [6, 7, 13] . In fact, even approximating them within some constant factor is NP-hard [7, 13] .
The optimal Hierarchical partitioning, on the other hand, can be computed exactly by a dynamic programming approach [13] . However, under Sum-SVar and Sum-SLift metrics, the algorithm requires O(n 5 κ 2 ) time and O(n 4 κ) space for an n × n input array A, where κ is the size of the optimal solution. If approximation is allowed, it takesÕ(n 3.2 κ 2 ) time to compute a partitioning of at most 9κ tiles within the same error bound δ (i.e, an 9-approximation of κ h (A, δ)) by a neat divide and rounding technique. The same technique can be applied recursively to reduce the time complexity to O(n 2+ε κ 2 ) but at a cost of increasing the approximation factor to O(1/ε 2 ). For (p × p)-partitioning, Muthukrishnan and Suel [14] present a simple randomized algorithm to compute, for an n × n array A and an error threshold δ, a double-sided approximation in time (i)Õ(n 2 + κ 3 log n) under Max-Sum error metric and (ii) O(n 2 + (n + κ 2 )κ log n) under Sum-SVar and Sum-SLift metrics, where the optimal (p × p)-partitioning with error at most δ has size κ × κ. A double-sided (α, β)-approximation of κ p (A, δ) means that the algorithm outputs a partitioning R of size p × p such that E(R) ≤ αδ and p ≤ βκ.
For Arbitrary partitioning, it follows from results for rectilinear BSP [2] that any Arbitrary partitioning R 1 of a two-dimensional array A can be refined into a Hierarchical partitioning R 2 of size at most 2|R 1 |−1. As long as the error metric is super-additive, which roughly means that refining a partitioning also decreases its total error, we have
This framework provides so far the best approximation algorithms for Arbitrary partitioning under metrics Sum-SVar and Sum-SLift. For metric Max-Sum, the problem is better understood [3, 10] .
Given that there is no simple and practical algorithm for approximating Arbitrary partitioning other than under Max-Sum metric, Wu et al. used the following heuristics for the chip design problem [18] : first, construct a (p × p)-partitioning M of input array A with E(M ) ≤ δ. Next, compute the optimal hierarchical partitioning for the reduced array M using dynamic programming. This Two-step algorithm is very simple, and greatly reduced the time and space requirement in practice, as M is generally very small (less than 100 × 100, while A is usually 100K × 100K in chip designs). However, although each step has a guarantee, it is not clear whether the optimal solution over the reduced array M indeed approximates the optimal solution of the original array A.
Our results

Given that
, in this paper, we focus on relations between the Arbitrary partitioning and (p × p)-partitioning under three common error metrics: Max-Sum, Sum-SVar, and Sum-SLift. First, observe that
under any error metric. It is easy to construct an example showing that this bound is also asymptotically tight in worst case.
The main results of this paper focus on the following question: given an array A, let κ = κ a (A, δ) and a (p × p) partitioning M with E(M ) ≤ δ, what is the relation between κ = κ a (A, δ) and κ a (M |A, δ)? In Section 2, we show that for error metric Max-Sum, κ a (M |A, δ) 4-approximates κ, i.e, κ ≤ κ a (M |A, δ) ≤ 4κ.
(The results can in fact be extended for higher dimensional arrays. ) This implies that performing a (p × p) partitioning does not destroy the optimal structure for κ a (A, δ) much. For metrics Sum-SVar and Sum-SLift, however, there are examples where M is an (Ω(κ)×Ω(κ)) partitioning, but κ a (M |A, δ) ≥ cκ 2 for some constant c > 0.
On the other hand, although κ a (M |A, δ) does not approximate κ a (A, δ) within a constant factor under metric Sum-SVar, it turns out that if we also relax the error threshold δ, then one can achieve a double-sided approximation for A from M . More specifically, we show in Section 3 that M produces an (2, 7)-approximation of κ a (A, δ), i.e, κ a (A, 2δ) ≤ κ a (M |A, 2δ) ≤ 7κ a (A, δ). Unfortunately, such result does not hold for Sum-SLift metric, which we prove by a counter-example.
We remark that the above results imply that the two-step algorithm [18] approximates κ = κ a (A, δ) in a double-sided manner under metric Sum-SVar. The running time is near-quadratic when κ is small (which is usually the case in practice). Although the algorithm has double-sided approximation, it is simple to implement and more efficient for small κ, say, when κ = o(n 0.64 ), than previous best known algorithms [13] . Unfortunately, under metric Sum-SLift, the two-step algorithm can generate Ω(κ 2 ) tiles in worst case, no matter how much extra error we allow.
Can (p × p)-partitioning Approximate Arbitrary
Partitioning?
Given an n × n array A, if we first perform a (p × p) partitioning M of A while keeping the error below δ, can we still recover the optimal structure for κ a (A, δ), either exactly or approximately, from this reduced array M ? In other words, how does κ a (A, δ) and κ a (M |A, δ) relate? In what follows, we sometimes omit 'a from κ a when it is clear that it refers to Arbitrary partitioning.
Error metric Max-Sum
Given an array A, let W = c∈A A(c) be the sum of all elements in A. Easy to see that κ(A, δ) ≥ 
where A X is the set of cells from A covered by X. Using this value assignment, the total weight of M is the same as that of A, i.e, X∈M M (X) = W ; and for any partitioning S of M , we have that the induced error E(S) for A is the same as E(S) for M . This, together with Lemma 1, implies the following result:
Error metric Sum-SVar and Sum-SLift
The nice relationship under error metric Max-Sum does not exist for metrics Sum-SVar and Sum-SLift. Below we describe one counter example for metric Sum-SVar. The same example also works for metric Sum-SLift. The optimal partitioning of A w.r.t. δ = r 2 x/(x + 2) has k tiles (thick segments). In (c), one (Θ(k)×Θ(k))-partitioning M of A such that E(M ) = δ. In (d), thick segments bound those tiles containing dark cells from the optimal induced partitioning of M with error at most δ.
Consider the array A in Figure 1 (a) with c = r/4 and y = cx/2(c − 1). It can be shown that if the error threshold δ = r 2 x/(x + 2), then the optimal partitioning for A is shown in (b), where k = κ(A, δ) = 3c/2. On the other hand, consider the (Θ(k)×Θ(k)) partitioning M as shown in Figure 1 (c) . Straightforward calculation shows that E(M ) = δ. Furthermore, call a tile dark if it contains any dark cell. We claim that the minimum number of dark tiles for any induced partitioning of M with error at most δ is shown in Figure 1 (d) (details removed due to lack of space). As there are Θ(k 2 ) number of them, we conclude that:
Lemma 3. Under metrics Sum-SVar and Sum-SLift, there exists an (Ω(k)×Ω(k)) partitioning M of A, so that E(M ) ≤ δ, but κ(M |A, δ) = Θ(κ 2 (A, δ)).
Double-sided Approximations Under Sum-SVar
Previous section shows that under metric Max-Sum, one can perform a (p × p)-partitioning safely: the optimal partitioning for the resulting reduced array is a constant-factor approximation of the original optimal partitioning. However, under metrics Sum-SVar and Sum-SLift, the optimal induced partitioning may have size Ω(k 2 ) while the optimal partitioning of the original array is of size O(k). The next natural question is: if we also relax the error requirement, is there a partitioning from the reduced array of size O(k)? More precisely, given a reduced array M of A with E(M ) ≤ δ, is there a partitioning R of M such that |R| = O(κ (A, δ) ) and the induced error in A E(R) ≤ cδ for some constant c.
It turns out that for error metric Sum-SLift, the same example from previous section shows that there is no such constant. In fact, no matter how much extra error we allow, the optimal induced partitioning may have size Ω(k 2 ). This is not true for error metric Sum-SVar (details omitted in this extended abstract).
In what follows, we show that for any reduced array M of A with E(M ) ≤ δ, one can compute a double-sided (α, β)-approximation for κ(A, E) with α = 2 and β = 7: i.e, κ(A, 2δ) ≤ κ(M |A, 2δ) ≤ 7κ(A, δ). We modify X into P in (b) (bounded by thick solid segments) (c) The shaded tile R is from P 3 . Its corresponding R s has seven cells of M from the same row, while R o has six tiles of same width, each of which is the intersection of R and some tile from X .
First, given any partitioning X of A, we modify it into a partitioning P of M as follows (Figure 2 ): For any cell in M , if it contains the corner of some tile from X , we add it as a tile into the set P 1 (empty tiles in Figure 2 (b) ). Next, for every tile R ∈ X , add the largest tile of M completely contained in the interior of R, if it exists, into the set P 2 (the light-colored one in Figure 2  (b) ). Now the only cells of M left uncovered are those that intersect boundaries of tiles from X . Each boundary edge is possibly broken into several pieces, some already covered by tiles from P 1 and P 2 . For each maximal uncovered piece, we add the corresponding tile of M intersecting it into P 3 (dark colored in Figure 2 (b)); a tile R from P 3 is thus either a 1 × |R| or a |R| × 1 subarray of M . Tiles from P 1 , P 2 , and P 3 are disjoint, and P = P 1 ∪ P 2 ∪ P 3 . In the remaining of this section, we first show that E(P) ≤ E(X ) + E(M ). We then bound the size of P by 7|X |. Hence if X is the optimal partitioning of A w.r.t. δ, P then provides a (2, 7)-approximation of it.
Upper bound E(P)
Proof. Easy to verify that the claim is the same as
First, observe that if we change every element R[j][j] by some arbitrary constant c, then the left and right terms of the above inequality remains the same. As such, we can now assume that µ = 0, which in turn implies that
The last line follows from the fact that
The lemma then follows.
To bound E(P) = E(P 1 ) + E(P 2 ) + E(P 3 ), we need the following observation, called the super-additive property in [13] , which holds for all three metrics we consider.
Observation 1 ( [13] ) Given any two disjoint tiles H and G, let T be the tile obtained by merging H and G, then E(T ) ≥ E(H) + E(G).
The above property implies that given any two sets of tiles R 1 and R 2 , if R 2 is (a subset of) some refinement of R 1 , i.e., for any R ∈ R 2 , there exists some R ∈ R 1 such that R ⊆ R , then we have E(R 2 ) ≤ E(R 1 ). Now consider any tile R ∈ P 3 : R is either a |R| × 1 or a 1 × |R| subarray of M . Assume that it is the first case (Figure 2 (c) ). Then it intersects a set of boundary edges from X , all of which cut through R horizontally, as it contains no vertex of X . Let R s = R s (R) denote the set of cells from M covered by R, and R o = R o (R) the set of intersections between R and tiles from X (Figure 2 (c) ). By Observation 1,
(the case where R intersects vertical boundaries of X is symmetric). It then follows from Lemma 4 that
(1)
Lemma 5. Given a reduced array M of A and some partitioning X of A, let P be the corresponding modified partitioning over M as described earlier.
We have that E(P) ≤ E(X ) + E(M ).
Proof. Recall that P = P 1 P 2 P 3 . Let M i be the set of cells from M covered by P i , for i = 1, 2, and 3; M i 's are disjoint, and their union form the set of cells in M . For E(P 1 ), observe that E(P 1 ) = C∈M1 E(C) since each tile in P 1 is a single cell in M (thus in M 1 ). To bound E(P 2 ) and E(P 3 ), let X 3 be the intersections of tiles from X with tiles from P 3 ; X 3 is the collection of R o 's (as introduced above) for all R ∈ P 3 . Furthermore, tiles from P 2 X 3 provide a subset of some refinement of X . As such, by Observation 1, we have that E(P 2 )+E(X 3 ) ≤ E(X ). It then follows from Eqn (1) that
Upper bound κ(M |A, 2δ)
We now bound the size of P. First, easy to see that |P 1 | is bounded by the number of vertices in X , a trivial bound of which is 4|X | as each tile may produce four vertices. However, since each vertex is shared by at least two tiles in X , we can improve it to |P 1 | ≤ 2|X |. Second, by definition, each tile in X can produce at most one tile in P 2 . Hence |P 2 | ≤ |X |. Finally, we bound the size of P 3 as follows: recall that tiles from P 3 are disjoint subarrays of some row or column of M . We classify these tiles into row-tiles and column-tiles, respectively, depending on whether they cover horizontal or vertical boundary edges of tiles from X . Consider any row of M and count the number of row-tiles within this row. Note that the neighbors of such tiles within the same row are necessary tiles from P 1 . In particular, if there are s vertex-covering tiles in this row, there are at most s − 1 row-tiles. Hence the total number of row-tiles is at most |P 1 | − 1. Similarly, the total number of column-tiles is at most
Now if X is the optimal partitioning of A w.r.t. error δ and if E(M ) ≤ δ, then there exists a partitioning P of M such that E(P) ≤ 2δ and |P| ≤ 7 · κ(A, δ). Putting everything together, we conclude with our main theorem:
Sum-SVar metric, the optimal induced partitioning of M with error at most 2δ
Corollary 1. Given an n × n array A and an error threshold δ, under SumSVar metric, the Two-step algorithm from [18] can compute a (2, 7)-approximation of κ h (A, δ), thus a (2, 14)-approximation of k = κ a (A, δ) in O(n 2 + k 7 ) time and O(n 2 + k 5 ) space.
We remark that we can remove the double-sided approximation by computing a (p × p) partitioning w.r.t. error δ/2 in the first step, at the cost of increasing the running time to O(n 2 + κ 7 a (A, δ/2)). This gives rise to a 14-approximation of κ a (A, δ). Furthermore, the n 2 term in time and space comes from storing the input array as well as weights for some subarrays (details omitted here). So the constant hidden is very small. In comparison, the algorithm from [13] 9-approximates κ h (A, δ), thus 18-approximates κ a (A, δ) in O(n 3.2 κ 2 ) time. The two-step algorithm outperforms it in efficiency when κ = o(n 0.64 ) and is much simper.
Conclusion and Discussion
Our results on relation between Arbitrary and (p × p) partitioning imply that there is no theoretical guarantee for the Two-step algorithm under Sum-SLift error metric, although it performs well in practice [18] . How to develop simple and efficient approximation algorithms under Sum-SLift metric is one important future research direction. We also remark that it is natural to extend the array partitioning problem to dimensions higher than two. However, while approximation algorithms for multi-dimensional arrays exist for (p×p) partitioning [14] , for Arbitrary partitioning, such algorithm is only available under Max-Sum metric [3] . One main reason is because in three dimensions and higher, the nice result on the size of rectilinear BSP trees no longer holds. It is thus an interesting open problem to develop different frameworks (other than using BSP) for approximating Arbitrary partitioning under these metrics that can be extended to higher dimensions.
