We present a two-step approach to modeling the transmembrane spanning helical bundles of integral membrane proteins using only sparse distance constraints, such as those derived from chemical crosslinking, dipolar EPR and FRET experiments. In Step 1, using an algorithm, we developed, the conformational space of membrane protein folds matching a set of distance constraints is explored to provide initial structures for local conformational searches. In Step 2, these structures refined against a custom penalty function that incorporates both measures derived from statistical analysis of solved membrane protein structures and distance constraints obtained from experiments. We begin by describing the statistical analysis of the solved membrane protein structures from which the theoretical portion of the penalty function was derived. We then describe the penalty function, and, using a set of six test cases, demonstrate that it is capable of distinguishing helical bundles that are close to the native bundle from those that are far from the native bundle. Finally, using a set of only 27 distance constraints extracted from the literature, we show that our method successfully recovers the structure of dark-adapted rhodopsin to within 3.2 Å of the crystal structure.
Integral membrane proteins are essential components of the cell membrane that participate in many important cellular processes such as energy transduction, cell signaling, mediation of senses such as vision, cell intoxication, and pathogenesis, and immune recognition. Their significance is emphasized by the fact that approximately one-third of the proteins encoded for by a typical genome are membrane proteins (Buchan et al. 2002) . Furthermore, at least 70% of current pharmaceuticals are thought to act on membrane proteins (Wilson and Bergsma 2000) . Despite their obvious importance, to date, the structures of fewer than 75 integral membrane proteins have been solved (see White 2003 and references therein) , and this number includes redundant structures across species. This is a vast contrast to the over 25,000 soluble proteins whose structures have been solved using X-ray crystallography and NMR. Reasons for the slow progress in the structural analysis of membrane proteins include the instability of membrane proteins in environments lacking phospholipids, their tendency to aggregate and precipitate, and protein abundance, expression, and purification issues. These characteristics highlight why the application of standard structure determination methods to membrane proteins is nontrivial.
Given the nature of the difficulties in generating highresolution structural data from methods such as X-ray crystallography and NMR, it is unlikely that these experimental techniques will yield a significant increase in the number of solved membrane protein structures in the near future. As an alternative approach, the focus here is on modeling transmembrane proteins using a set of sparse distance constraints, thus leveraging the many recent advances in techniques for measuring distances within a protein. Such methods include chemical cross-linking combined with mass spectrometry (Bennett et al. 2000; Rappsilber et al. 2000; Young et al. 2000; Back et al. 2002; Taverner et al. 2002; Dihazi and Sinz 2003; Kruppa et al. 2003; Novak 2003; Schilling et al. 2003) , site-directed spin labeling combined with electron paramagnetic resonance (SDSL-EPR) (Rabenstein and Shin 1995; Farrens et al. 1996; Hustedt et al. 1997; McHaourab et al. 1997; Steinhoff et al. 1997; Hustedt and Beth 1999; Altenbach et al. 2001; Borbat et al. 2001; Liu et al. 2001; Persson et al. 2001; Radzwill et al. 2001; Brown et al. 2002; Perozo et al. 2002; Hubbell et al. 2003) , disulfide bond formation mapping (Cai et al. 1999 (Cai et al. , 2001 Yu et al. 1999) , and fluorescence resonance energy transfer (FRET) (Matyus 1992; Hillisch et al. 2001; Klostermeier and Millar 2001; Parkhurst et al. 2001; Rye 2001; Szollosi et al. 2002; Sekar and Periasamy 2003) . These methods produce lowto-moderate resolution structural data that can be used in conjunction with computational predictions, such as structural rules derived from helix-helix interactions in known structures (Bowie 1997 (Bowie , 1999 , to determine a transmembrane protein structure to moderate resolution.
The modeling challenge of constructing a transmembrane helical bundle that is consistent with a set of low-to-moderate resolution experimental constraints can be simplified by considering some of the relative characteristics of a transmembrane protein. The low dielectric environment of a lipid bilayer favors the formation of regular secondary structural elements (SSE), such as helices and ␤-sheets, by increasing the strength of hydrogen bonds (White and Wimley 1999; Kim and Cross 2002) . The thermodynamic disadvantages of transferring nonhydrogen bonded peptides from a water to a lipid environment (+5 kcal/mole per Hbond; Engelman et al. 1986 ) imply that transmembrane proteins fold and assemble in a multistage process (Jacobs and White 1989; Popot and Engelman 1990) . We assume the two-stage model (Popot and Engelman 1990) , and describe the construction of transmembrane protein models as two separate tasks: (1) defining the transmembrane SSEs, and (2) determining their relative orientations or packing.
Although not a solved problem, transmembrane spanning SSEs can be accurately predicted from sequence information using widely accepted methods such as sliding-window hydrophobicity analysis (Rose 1978; Jayasinghe et al. 2001a,b) . However, subsequent prediction of the association of these helices into the final transmembrane protein fold is not well established. Structural constraints imposed by the lipid bilayer on transmembrane SSEs do limit the number of possible membrane protein folds (White and Wimley 1998) , and several ab initio and potential based computational approaches for predicting interhelical packing have been proposed (Bowie 1997 (Bowie , 1999 Nikiforovich et al. 2001; Dobbs et al. 2002; Fleishman and Ben-Tal 2002; Vaidehi et al. 2002; Kim et al. 2003) .
Several of these approaches incorporate experimental data into their models. For example, Nikiforovich et al. (2001) use the similarity between the X-ray structures of bacteriorhodopsin and rhodopsin to estimate helix packing in the membrane plane. Specifically, the intersections between the helical axes and the membrane plane are fixed at values derived from the two X-ray structures. Vaidehi et al. (2002) orient each helical axis of the helical bundle according to the 7.5 Å electron density map of rhodopsin. Herzyk and Hubbard (1995) developed an automated approach to modeling seven helix transmembrane receptors using a combination of data from electron microscopy, neutron diffraction, mutagenesis, chemical cross-linking, site-directed spin labeling, disulfide mapping, FTIR difference spectroscopy, solid-state 13 C NMR, semiempirical calculations on ligand-protein interaction, multiple sequence alignment, and hydrophobicity. Using a potential function designed to constrain model structures to satisfying these data, they built a model structure of bacteriorhodopsin that was within 1.87 Å RMSD of the structure determined by electron microscopy. By combining several types of data, they have laid the groundwork for developing scoring functions that constrain helical bundles using experimental data. In this work, we take a similar approach; however, rather than using data taken from a variety of experiments, we develop a function based solely on distance constraints and data mined from structures in the PDB.
In this article, we describe a two-step approach to modeling the transmembrane spanning, helical bundles of integral membrane proteins using sparse distance constraints. Because many of the known membrane protein structures are all ␣-helical, we limit our discussion to modeling helical bundles. The method is as follows:
Step 1. Search the conformational space of membrane protein folds to find those matching a given set of distance constraints (Faulon et al. 2003) ;
Step 2. Refine the helical bundles from Step 1 using a Monte Carlo simulated annealing protocol designed for local minimization of a custom penalty function referred to as Bundler.
The Bundler function scores a helical bundle based on its consistency with the structural features of known transmembrane bundles as well as with distance constraints from experimental methods such as chemical cross-linking, NMR, FRET, and EPR. In the following sections the Bundler penalty function is described in detail and validated across a set of six known transmembrane protein structures to show that it is capable of distinguishing between structures close to and far from the native structure. We also demonstrate that our two-step approach can recover the transmembrane helical bundle of the dark-adapted rhodopsin structure (1f88) to within 3.2 Å RMSD of the native structure using only 27 experimental distance constraints gathered from the literature.
Results
We begin this section by presenting a statistical analysis of a set of nonredundant helical transmembrane proteins. This is followed by a description of the penalty function, referred to as Bundler, and validation of the penalty function as a tool to differentiate near native helical bundles from those far from the native bundle is then described. Using a set of six membrane proteins crystal structures the penalty function is validated by showing that helical bundles with lower RMSD from the X-ray structure score lower than those with higher RMSD. Last, we demonstrate the method on the structure of dark-adapted rhodopsin using a set of distance constraints taken from the literature.
Statistical analysis of membrane protein structures
The set of 14 membrane proteins listed in Table 1 , with all-␣-helical transmembrane domains, was examined to extract statistical information about their helix packing distances, angles, and number of nearest neighbors. Because the structure of the individual helices comprising the helical bundle is not likely to be known, we assumed that in most cases the bundle will initially be modeled using idealized helices and concluded that collecting statistics on an idealized set of the 14 transmembrane proteins would result in the most useful statistical parameters for the scoring function. Idealized representations of the 14 proteins were constructed by superimposing perfect ␣-helical structures of the appropriate lengths onto the helices in the transmembrane domains. The C␣ level RMSD between the individual idealized helices and their corresponding helices from the PDB structure ranged from 0.56 Å (1PRC, 17 aa) to 4.07 Å (1QLAC, 35 aa), while across all helices of the transmembrane domain, the C␣ level RMSDs ranged from 1.15 Å (1FQY, 136 aa) to 2.37 Å (1QLAC, 160 aa).
Statistics collected on the 14 idealized representative structures are listed in Table 2 . Means and standard deviations were calculated for the distances between the centers of mass for consecutive helices (␦ COM,cons ), distances between the centers of mass for all helical pairs (␦ COM ), the minimum approach distance of the helical axes for consecutive helices (␦ min,cons ), the minimum approach distance of all helix axial pairs (␦ min ), the packing angle of helical axes ( pack ), and the number of helical neighbors (n neigh ) with a minimum pairwise approach distance less than 15 Å. Note that in Table 2 , N indicates the sample size.
Fleishman and Ben-Tal have suggested that short loops, less than 20 amino acids, play an important role in determining the packing of helices in membrane protein structures (Fleishman and Ben-Tal 2002) . Hence, in addition to experimentally determined distances, we include distances generated by correlating loop lengths to helix-end to helixend distances. Using our set of 14 helical membrane proteins, we correlated the helix-end to helix-end distances with the number of amino acids in the loop connecting the two helices (Fig. 1) . Across the span of loop lengths, this correlation is quite low (R 2 ‫ס‬ 0.4). However, dividing this sample into a group with loops containing seven or fewer amino acids (R 2 ‫ס‬ 0.8) and loops with eight or more amino acids (R 2 ‫ס‬ 0.2) allowed us to develop a set of guidelines for deriving helix-end to helix-end distance constraints given the number of amino acids in the loop. The least squares line through the points with seven or fewer amino acids is, where D is the helix-end to helix-end distances and x is the number of amino acids. Using a 95% confidence interval around this least squares line and the minimum and maximum distances for loops with eight or more amino acids, we obtain the following upper (UB) and lower (LB) bounds for distance constraints between helix ends: # AA Յ 7 ͭ LB = 0.7x + 2.9 UB = 1.6x + 6.9
(1) All statistics were calculated on the set of proteins listed in Table 1 with the exception of the packing density, pack , which was calculated on the proteins listed in Herzyk and Hubbard (Herzyk and Hubbard 1995) .
Penalty function
The Bundler penalty function incorporates distance constraints determined via experimental methods such as chemical crosslinking, dipolar EPR, FRET, and NMR. Bundler assesses a possible helical bundle and assigns it a score reflecting, in part, its degree of consistency with a set of experimental distance constraints. Given a large enough experimental distance constraint set, such a function would require no additional considerations; however, measuring distances in membrane proteins is difficult, so it is likely that only a sparse number of distance constraints will be available. Moreover, it is expected that the available distances will not be error free. Therefore, to improve its viability, Bundler also includes penalties for violating a set of helix packing parameters determined by the analysis of a set of membrane protein structures from the PDB. Note that although after the first step of the overall modeling procedure only helical bundles satisfying the distance constraints remain, it is still necessary to include a distance constraints penalty to avoid allowing the bundle to deviate far from experimental results in favor of the structure survey-based constraints. The total penalty, P, is thus the sum of a distance constraint penalty and the structure-based penalties:
Distance constraints penalty (P dist )
Distance constraints provide moderate resolution structural information and are a crucial component in our modeling of helical membrane proteins (Faulon et al. 2003) . Bundler penalizes structures that violate distance constraints according to a "soft" square well potential defined as Figure 1 . Correlation of helix-end to helix-end distance with number of amino acids in the loop. Statistics are for the 36 helix-end to helix-end distances extracted from the set of 14 nonredundant structures given in Table 1. where l ij and u ij are the lower and upper limits on the distance between atoms i and j, respectively; d ij is the distance between atoms i and j in the current bundle; and k dist is a force constant and was set to 500.
Structure-based penalties
The structure-based piece of the scoring function consists of penalties for helical bundles with packing angles, packing distances, and/or packing densities outside the ranges determined from analysis of a nonredundant set of helical transmembrane protein structures. It also incorporates a van der Waals repulsive potential, a "compactness" penalty for having too few neighboring helices, and a penalty for unlikely side-chain interactions. Summing these terms gives the total structure-based penalty:
P structure = P packing distance + P packing angle + P packing density + P vdw + P contacts + P side-chain preference .
Below, we describe each of the terms of equation 4 in detail.
Packing distance penalty (P pdist )
The mean distance between the centers of mass of consecutive helices, as derived from the set of 14 nonredundant helical transmembrane protein structures (Table 1) , is 12.8 ± 5.3 Å, while the mean distance between consecutive helical line segments is 10.7 ± 5.2 Å. A packing distance penalty is applied if either the centers of mass of the consecutive helices or the minimum distance between the two helical axes falls outside 1.5 standard deviations of their respective mean. The packing distance penalty is defined as a soft square well potential,
where ␦ and s ␦ are the mean and standard deviation of the interhelical distance, respectively; ␦ ij is the distance between the centers of mass of helix i and helix j in the current structure; and k ␦ is a force constant, which we set at 50. The packing distance term is summed over the set of distinct helical pairs.
Packing density penalty (P pdens )
Packing density is defined as the ratio of atomic volume to solvent accessible volume (Richards 1974) . Because average protein packing density does not vary significantly with secondary structure class (Chothia 1975) , we increased our sample size for calculating packing density statistics by analyzing a nonredundant set of 28 ␣-helical and/or ␤-strandcontaining membrane proteins (Table 3 ) from which the mean backbone packing density was 37.1 ± 2.5. Structures with a packing density greater than 1.5 standard deviations away from the mean are penalized using a soft square well potential,
where and s are the mean and standard deviation of the packing density, respectively; and k is a force constant, which we set at 500.
Packing angle penalty (P angle )
The helix packing angle score penalizes structures in which the angle between the helical axes of consecutive pairs of 
where l = − 1.5s and u = + 1.5s ,
where and s are the mean and standard deviation of the packing angles, respectively; and ij is the angle between helix i and helix j. The force constant is equal to 5. The packing angle penalty is summed over the set of consecutive helical pairs.
van der Waals repulsion (P vdw )
To avoid overlapping helices, we include a van der Waals potential. Because our helix bundling is done at the C␤ level of atomic detail, we use only the van der Waals repulsive function (Brünger et al. 1998 )
to prevent interhelical clashes. Here, s is a predetermined van der Waals scaling factor and was set to 1; r ij is the distance between C␤ atoms i and j; R ij is the distance at which atoms i and j begin to repel each other; and k vdw is a weighting constant and is set at 5. This piece of the penalty function is summed over the set of all pairs of C␤ atoms, and for computing efficiency, we consider only C␤-C␤ clashes.
Contact penalty (P contact )
Our analysis of the 14 membrane proteins listed in Table 1 revealed that the helices are usually in contact with at least two neighbor helices. To guarantee that this is the case in our candidate helical bundles, we apply a simple linear penalty to any structure containing a helix that is not in contact with at least two neighbors and define a contact penalty as:
Here, c < 2 is the number of helices with a center of mass that is less than ␦(COM) − 1.5 ␦(COM) of the center of mass of the specified helix and k contact ‫ס‬ 500. A contact penalty score is calculated for each helix in the bundle.
Side-chain interaction preference penalty (P sc )
The amino acids in membrane proteins show a preference for which amino acids they interact with on neighboring helices (Adamian and Liang 2001; Nikiforovich et al. 2001; Adamian et al. 2003) . To evaluate this characteristic in our candidate helical bundles, we incorporate the membrane helical interfacial pairwise (MHIP) amino acid interaction propensity matrix of Adamian and Liang (Adamian and Liang 2001) into our penalty function. The entries of this matrix have been adjusted to reflect penalties for low propensity pair interactions rather than bonuses for favored pair interactions by subtracting the propensity score for each amino acid pair from the value of the highest propensity pair ( Table 4 ). Note that the penalty for the strongest interacting pairs, such as CYS-GLN, which have an MHIP ‫ס‬ 6.0, is now 0.0, while the penalty on the weakest interacting pairs, such as ARG-SER with an MHIP ‫ס‬ 0.0, is now 6.0, the largest value in Table 4 . The side-chain propensity penalty is simply the sum of the pairwise propensity over all sidechain pairs, for which the C␤ atoms are within 4.9 Å of each other,
where P ij is the interaction penalty of amino acids i and j, and d ij is the distance between the two C␤ atoms.
Total score
The total score is the sum of the individual components, which are summed over the appropriate set of pairwise interactions. Let m be the number of helices, n the number of amino acids, ⍀ the set of amino acids among which distances have been measured, ⌫ the set of m(m − 1)/2 distinct helical pairs, and ⌳ the set of n(n − 1)/2 distinct C␤ pairs. Then, the Bundler penalty can be written as:
Scoring function validation
Given the small sample size of transmembrane helical bundles from which to draw a picture of the "average" transmembrane helical bundle, we did not necessarily expect Bundler to identify the native structure as the least penalized bundle. Rather, we expected to be able to coarsely group bundles in such a way that their penalty would identify how near or far a given model bundle is from the native bundle, and that these groupings would be dependent on the class of membrane protein from which a helical bundle is a member. This is a reasonable expectation when one considers that the minimum score structure represents the average bundle across a diverse set of transmembrane helices. As a result, we placed only modest demands on the Bundler penalty function. Our principal requirement is that it can be calibrated in such a way that the score of near-native structures clearly differentiates them from structures that are not likely to be native bundles.
To determine whether or not Bundler is capable of distinguishing the known helical bundle from a set of helical bundles close to the PDB structure, we analyzed the helical bundles of six known membrane proteins. Helical bundles were extracted as is (i.e., any distortions from ideality were maintained) from the PDB files, and only those portions of the transmembrane helices completely embedded in the membrane were considered. For example, the two short helices, [76] [77] [78] [79] [80] [81] [82] [83] [84] [85] [86] of Aquaporin (1fqy.pdb) only partially insert into the membrane and thus were excluded. For each structure, we derived a set of C␣ to C␣ distances corresponding to pairs of amino acids (K-K, K-D, K-E, K-C, and C-C) that could potentially be obtained via chemical cross-linking using commercially available chemical cross-linkers and then added a 4 Å error to each distance. Five hundred bundles were generated for each test case by running a Monte Carlo simulated annealing algorithm at 500 K, a temperature high enough to generate a set of structures with an RMSD spectrum of several angstroms. Specifically, we considered the following six helical bundles (PDB identifier, number of helices and number of distance constraints, respectively, are given in parentheses): bacteriorhodopsin (1c3w, 7, 60), halorhodopsin (1e12, 7, 9), rhodopsin (1f88, 7, 38), aquaporin-1 (1fqy, 6, 17), sensory rhodopsin (1jgj, 7, 18), and a subunit of fumarate reductase flavoprotein (1qlaC, 5, 58). Figure 2 displays the results for all six test cases as plots of the Bundler function value versus distance from the known structure measured using the RMSD across the C␣ atoms (C␣-RMSD). The scatter plots show the results for a representative case of 500 structures generated as outlined above for each of the test proteins. In all cases, the helical bundle from the PDB file has the lowest Bundler penalty. Moreover, the general trend is that bundles closer in C␣-RMSD to the known structure have lower Bundler penalty scores than those farther from the known structure. In the case of aquaporin, while the known structure had the lowest penalty, the correlation between distance from the known structure and penalty was not as strong. This lack of correlation for aquaporin may be due to the fact that we are including only the transmembrane helices that span the membrane and omitting two short helices that are only partially inserted into the membrane, which most impacts the contacts penalty portion of the Bundler score: Omission of the two short helices removes neighbors within the cutoff distance from several helices that increases the contacts penalty.
To further test the robustness of Bundler at predicting native like helical bundles, we generated 10 sets, using different random number streams, of 500 structures for each of the six test proteins. These structures were then grouped into 2 Å bins and the mean and standard deviation of the penalty Penalties are the membrane helical interfacial pairwise contact propensities from Adamian and Liang (2001) for which each propensity has been subtracted from the highest propensity to yield a penalty for preferred side chains not interacting.
was calculated within each bin (Fig. 2) . Overall, the structures with lower Bundler scores correspond to structures closer to the target or native structure. Thus, it is reasonable to expect that the models with the lowest Bundler scores represent structures within a few Angstroms of their corresponding native bundle. The variation in penalty within Bundler penalty as a function of RMSD from the X-ray structure for six integral membrane proteins. Sets of 500 structures were generated using a Monte Carlo simulated annealing algorithm at a single high temperature as described in the text. Scatter plots show the results for a typical single set of 500 structures. Bar charts show the mean and standard error of 10 sets of 500 structures each generated with different random number streams. The number of helices and the number of distances are provided in the inset of each scatter plot.
each group is small, suggesting that the trend is not due to the presence of a few very low penalty structures and a few very high penalty structures. We can thus be confident that a bundle with a higher Bundler score is not close to the native-like bundle and the bundles with the lowest Bundler penalty represent the most native-like bundles among the set of possible models. Excluding aquaporin, these results also provide sufficient evidence that an upper bound on the Bundler penalty can be set and used to pick a subset of models for further refinement. For example, model bundles with a Bundler penalty of less than 2000, or more conservatively 3000, are good candidates for further refinement by penalty function minimization.
Two-step approach to modeling transmembrane helical bundles using sparse distance constraints to build the rhodopsin helical bundle
The overall goal of this work was to develop a technique for building the transmembrane helical bundles of integral membrane proteins given a sparse set of distance constraints. In this section, we demonstrate a two-step approach to modeling transmembrane helical bundles. This method combines our previous work on searching the conformational space of membrane protein bundles satisfying a set of distance constraints (Faulon et al. 2003) with Monte Carlo simulated annealing (MCSA) of the empirical scoring function described in the previous sections. The method is designed to provide a computationally efficient means of searching the conformational space of the helical bundle by first searching the global space of all possible helical bundles to find those satisfying a given set of distance constraints and then searching the local conformational space of each of these candidate models. Each step is detailed in the Materials and Methods section. The method is demonstrated using the seven transmembrane helices from the rhodopsin crystal structure 1f88.pdb, and a set of 27 distances constraints compiled from various experiments, reported in the literature, and summarized by Yeagle et al. (2001) . These included dipolar EPR distances Yang et al. 1996; Albert et al. 1997; Galasco et al. 2000) , disulfide mapping distances (Yu et al. 1995 (Yu et al. , 1999 Sheikh et al. 1996; Cai et al. 1997 Cai et al. , 1999 and distances from electron cryo-microscopy (Unger and Schertler 1995; Yeagle et al. 2001) . These distance constraints are given in Table 5 and have an average error of ±3.75 Å.
Because the published EPR dipolar distances are between nitroxide spin labels, they do not directly correspond to distances between helical axes. To better represent these distances, we determined the error associated with interpreting spin-spin distances as C␣-C␣ distances by comparing the two measures in proteins for which distances have been measured by EPR and a crystal structure is also available.
We used a total of 16 measures for this analysis including six from rhodopsin (1F88; Farrens et al. 1996; Yang et al. 1996; Palcewski et al. 2000) , four from human carbonic anhydrase II (Hakansson et al. 1992; Persson et al. 2001) , four from T4-lysozyme (3LZM; Matsumura et al. 1989; McHaourab et al. 1997) , and one each from maltose-binding protein liganded form (1MDP; Sharff et al. 1995; Hall et al. 1997 ) and maltose-binding protein unliganded form (1DMB; Sharff et al. 1993) . From this analysis, we determined the difference between spin-spin distances and C␣-C␣ distances to be 4.3 ± 1.8 Å. We used this distance to adjust the lower and upper limits of the reported distances to better represent the internitroxide distances as helix backbone distances. We use the reported distance plus 6 Å as an upper bound and either the minimum of the reported distance minus 6 Å and 4 Å as a lower bound. For the disulfide mapping distances, we use a C␣ to C␣ distance of 5.68 Å, which corresponds to two C␤ to S␥ bonds (1.82 Å) and one S␥ to S␥ bond (2.04 Å), plus or minus the reported error.
In a recent article (Faulon et al. 2003) , we described a method for searching the conformation space of a set of transmembrane helices for bundles matching a given set of distance constraints. Applying this method to the seven rhodopsin helices using the 27 distance constraints given in Table 5 reduced the approximately 7.0 × 10 11 possible seven-helix configurations to only 87 helical bundles with C␣-RMSDs ranging from 4.3 Å to 9.5 Å (Faulon et al. 2003) . Thus, given only 27 distance constraints from a variety of experimental methods with differing levels of error, we were able to extract a reasonable number of structures suitable for further refinement from an overwhelmingly large data set of possible helix bundles.
We refined each of these 87 structures using the Monte Carlo simulated annealing (MCSA) protocol described in the Materials and Methods section. The local conformation space of each helical bundle was searched for the structure with the minimum Bundler penalty function value. Because our goal is only to search the local conformational space of each bundle in a way that allows uphill moves over small barriers within a larger penalty function minima, we use a starting temperature of 30 and a geometric cooling schedule with the cooling constant set at 0.9 (i.e, T i ‫ס‬ 0.9T i−1 ). A temperature cycle was terminated after either a total of 1000 structures were generated or after 100 structures were accepted, whichever occurred first. The MCSA simulations were run for 34 temperature steps.
The least penalized structure in this cluster has a penalty of 3.3 and a C␣-RMSD from the known structure of 4.1 Å. Compared to the scores of the decoy structures tabulated in Figure 2 , the Bundler penalty on this structure is much lower than those of the lowest RMSD helix assemblies. This indicates that models with Bundler penalties in the range of 1000 to 2000 should have properties most similar to those of an "average" membrane protein helical bundle, while satisfying a set of experimental distance constraints. Among the 87 refined bundles, several have minimized penalties around 1000. The least penalized bundle among these has a Bundler score of 1003.3 and a C␣-RMSD of 3.2 Å (Fig. 3) . This result again provides evidence that simply minimizing an empirical structure-based penalty function may not produce the ultimate best structure. Minimization drives the structure toward an "average" structure, which is not the most native-like structure for a particular protein. It is therefore essential to calibrate the function to a particular family of structures. Our results show that for seven helix bundles, the most native-like structures have Bundler penalties between approximately 1000 and 2000, which provides a better stopping criterion for our MCSA refinement protocol. For example, we could anneal the structure using a faster cooling schedule, until reaching a penalty of 2000 and then slow the cooling to more thoroughly sample conformations with Bundler scores between 1000 and 2000. The search will ultimately be stopped when the Bundler penalty drops below 1000.
Discussion
Due to the difficulties of using the standard structure determination methods for structural modeling of transmembrane proteins, it is important to develop methods using more easily obtainable, but lower resolution, data. With this in mind, we have developed a method for using sparse distance constraints to model the transmembrane spanning domain. Development of such a method is particularly timely and important given the progress in using methods such as chemical cross-linking, dipolar EPR, and FRET for providing distance constraints.
We have presented a two-step approach to modeling transmembrane helical bundles and demonstrated its effectiveness by accurately modeling the transmembrane helical bundle of dark-adapted rhodopsin. In the first step, the set of all possible helical bundles is generated and filtered to find the set of bundles that satisfy the set of distance constraints using a previously reported algorithm (Faulon et al. 2003) . In Step 2, the structures from Step 1 are refined using a Monte Carlo simulated annealing protocol to minimize a Helices A, B, C, D, E, F, G correspond to residues 33-65, 70-101, 105-140, 149-173, 199-226, 245-278, and 284-309, respectively. a Reported distance ranges were adjusted to account for the error involved in using spin-spin distances as C␣-C␣ distances as described in the text. b C␣-C␣ distances from disulfide mapping were set to 5.68 Å ± (reported error) as described in the text. c C␣-C␣ distances correspond to distances measured from the top, middle, and bottom of consecutive helices as described by Yeagle et al. (2001) .
scoring function that penalizes helical arrangements that violate distance constraints and that violate constraints derived from a statistical analysis of solved membrane protein structures from the PDB. Using a set of 27 experimental distance constraints extracted from the literature, we modeled the helical bundle of dark-adapted bovine rhodopsin to within 3.2 Å of the X-ray structure. A major component of this work was the development and validation of a penalty function designed to discriminate near-native helical bundles from those far from the native structure and thus build transmembrane helical bundles that are consistent with both experimental distance constraints and other helical bundles from known structures. Because the majority of known transmembrane protein structures are seven helix bundles, it is not surprising that the Bundler penalty function works very well for this class of membrane proteins (Fig. 2) . However, we have also illustrated that Bundler can be useful for modeling other classes of helical bundles (e.g., aquaporin, fumarate reductase flavoprotein).
In the case of aquaporin, the correlation between the RMSD from the crystal structure and the Bundler score is less pronounced than for the other validation cases. Inspection of Bundler's components revealed that the relatively higher scores are due to larger contacts penalties resulting from a reduction in the number of neighboring helices within the cutoff distance, presumably caused by removal of the two partially inserted helices. Moreover, there is a high side-chain interaction preference penalty and a high helix packing angle penalty for some of the lower RMSD bundles. This again is likely due to the removal of the partially inserted helices, which in this case is likely to have removed favorable side-chain interactions and reduced the overall helix packing, allowing nontypical helix tilt angles.
Clearly, a structure-based penalty function for helical membrane bundles is a work in progress that will continually be updated as more structures become available. In addition to refinements of the penalty as the database of solved membrane protein structures grows, we are also investigating the value of increasing the level of molecular detail by either representing each side-chain atom explicitly or using a reduced side-chain representation such as that described by Herzyk and Hubbard (1993) . Additionally, the penalty function force constants are based on the assumption that the variance of a component scales with its importance as a predictor and as such are somewhat arbitrary. Refinement of these parameters against, for example, our databases of decoy structures may also improve the penalty function. We are also exploring ways to include, either explicitly or implicitly, ligands such as retinal. Increased structural detail will impact the packing parameters of the helical bundle by enhancing the level of detail of side-chain van der Waals interactions and by increasing the accuracy of packing density calculations. The inclusion of ligands such as retinal may be necessary to more accurately predict helix-helix interactions that are unlike those of an average bundle. For example, in helix bundles containing a ligand, additional van der Waals interactions between helix atoms and the ligand may be necessary to force the associated helices of the bundle outside the range of allowed distances or angles derived from idealized versions of solved structures without ligands.
Moreover, our results in using this method to recover the structure of rhodopsin prompt questions as to whether similar results could be obtained using fewer distances and how the accuracy of a helical bundle generally varies with number of distance. In response, we note that the determination of accuracy solely as a function of the number of distances is nontrivial. Previously, we showed that the number of possible helical bundles simultaneously satisfying a set of distance constraints varies with the number of distances, the error on these distances, and the radius of the associated distance graph or, in other words, the way in which the distances are distributed among and connect the helices (Faulon et al. 2003) . This result likely carries over to the accuracy of modeling membrane proteins using Bundler; however, we have not yet carried out the extensive analysis required to confirm this assumption. For now, it suffices to say that only a modest number of distances are needed to build accurate models of transmembrane helical bundles using the approach outlined here.
It remains to be seen whether or not a truly general function useful for refining helix bundles with a range of secondary structural elements can be developed. Although it is likely that the form of the penalty function presented in this article utilizes many necessary structural components, the Comparison of the predicted helical bundle (black) to the X-ray structure (1F88.pdb) helical bundle (gray). The C␣-RMSD between the two structures is 3.2 Å. As is clearly visible the helices are correctly arranged, and most of the deviation is due to differences in helical tilt angles.
determination of a broader range of structures with a varying number of transmembrane secondary structural elements may result in separate sets of statistical parameters that depend on the number of these elements. Regardless of such future findings, the approach proposed here is general, and Bundler is easily adaptable to new statistics based parameterization.
Materials and methods

Representation of the helical bundle
For the test cases used in this study, the helices were obtained using the helix definitions provided in the PDB file. All side chain atoms beyond the C␤ were removed (i.e., we represent the helix in its native form at the C␤ level of detail). Helices are treated as rigid bodies with the helical axis defined as the line segment between the unweighted centers of mass of the last four residues of the C and N termini.
Assembly of membrane protein data set
The membrane proteins used in this work were selected from the list of solved structures generously provided by Professor Stephen H. White at the University of California, Irvine (http://blanco. biomol.uci.edu/Membrane_Proteins_xtal.html). Proteins without definable backbone atom positions were not used (e.g., 2PPS, 1FE1). Monomers, if they form a compact folding unit, were used. An exception was made for small monomers that pack together to form a helical bundle; in those cases, the entire bundle was used (e.g., 1BL8). If the structure of a single protein was solved more than once, we selected the structure of the highest resolution, and if the structure was solved for multiple species, the structure for the species with the highest resolution was chosen. Heteromultimeric complexes were parsed to remove all but the transmembrane bundle subunits (e.g., 1EZVC). Helices that only partially span the membrane were removed from the final bundle structures (e.g., 1FQY).
Determination of force constants
The variance in the measured properties of transmembrane protein bundles is a good indicator of the importance of a given property in predicting the fold of a helical bundle. We use the variance from our analysis of a set of nonredundant structures to guide our choices of force constants in the Bundler penalty function. Those measures having the smallest variances as a percentage of the mean were assumed to be better descriptors of a helical bundle, and were assigned a force constant of 500. The largest variance measure, the packing angle, is assigned a force constant of 5, and the remaining force constants were given intermediate values.
We have recently shown the importance of distance constraints in exploring the conformational space of helical bundles and in reducing the number of candidate structures for local conformational search to a reasonable number (Faulon et al. 2003) . To accurately represent this importance in Bundler, we set the force constant for experimental distance constraints to the highest value of 500.
Conformational search under a set of distance constraints
Details of our procedure for exploring the conformational space of membrane protein folds matching distance constraints are provided in Faulon et al. 2003 and are summarized in the methods section. Briefly, the procedure generates an exhaustive set of helix bundles within a specified RMSD by positioning the helices such that distance constraints are satisfied. The data required by Step 1 are a set of individual helices in PDB format that we assume has been modeled and optimized and a set of distances.
Step 1 results in a set of all possible helical bundles matching the distances such that the bundles in the set differ from one another by some user defined RMSD. These helical arrangements are described at an atomistic level suitable for further refinement by local conformational search (Step 2).
Monte Carlo simulated annealing
In Step 2 of our procedure for building an optimized helical bundle, we refine a subset of the structures from the conformational search Step 1 using the Bundler penalty function developed in this article and a Monte Carlo simulated annealing (MCSA) protocol to search the local conformational space of the bundle.
Helical bundle
A helical bundle is defined as any arrangement of the helices in Cartesian coordinate space. The helix z-axis (zЈ in Fig. 4 ) is defined as the line segment connecting the average coordinates of the N and C termini for each helix (Fig. 4) . Each helix has six degrees of freedom, consisting of translations in the global (x, y, z) axis system and rotations in the (xЈ, yЈ, zЈ) axis system (Fig. 4) , giving a systemwide total of 6n degrees of freedom, where n is the number of helices.
Monte Carlo sampling
Starting from the last accepted arrangement, a new helical bundle is generated by randomly selecting one of the secondary structural elements (SSEs) and randomizing its position by either translation in the global axis system (x, y, z) or rotation in the local axis system (xЈ, yЈ, zЈ) (Fig. 4) . Similar to those used by Herzyk and Hubbard (1995) , four moves are possible (Fig. 4): (1) translation along the z, (2) two consecutive translations along the x and y, (3) rotation around zЈ, or (4) two consecutive rotations around xЈ and yЈ. The size of this move is chosen randomly within some user defined limits. If the Bundler penalty of the new structure is lower than that of the current lowest scoring structure, then that structure is accepted as the current structure. Otherwise, the Boltzmann probability factor, p, is calculated as e −⌬P/T , where ⌬P is the difference in total penalty between the least penalized structure and the newly generated structure and T is the temperature, which in this case is simply a parameter for controlling the probability of a given helical bundle (Kirkpatrick et al. 1983 ). Then p is compared to a random number, r, from a uniform [0,1] distribution. If p < r, the new configuration is accepted as the new best structure; otherwise, the new bundle is rejected (Metropolis et al. 1958) .
Cooling schedule
The cooling schedule used for the refinements of Step 2 started at T ‫ס‬ 30, and was reduced at each new temperature cycle according to a geometric temperature schedule with the temperature reduction factor set to 0.95 (i.e., T i ‫ס‬ 0.95T i−1 ). Thirty-four temperature cycles were completed, and each temperature cycle terminated after either 1000 Monte Carlo steps were completed or after 100 candidate structures were accepted.
Structural analysis and data processing
Membrane protein statistics were calculated using in-house software. RMSD calculations and various manipulations of PDB files were performed using the Multiscale Modeling Tools in Structural Biology (MMTSB) toolset (Feig et al. 2001 ). Molecular visualization and renderings were obtained using VMD (Humphrey et al. 1996) . All analysis of the penalty data was done using programs written in MATLAB 6.5 (The Math Works Inc.).
