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and Fader [2]は, アクセスログデータの購買履歴や閲覧
回数から各ユーザーがコンバージョンを起こす確率を推





















の 4つに分類し, 最長 6ページ目までのアクセスパター
ンによって閲覧顧客がどのクラスに属するかを判別する.
情報検索の分野で広く用いられている『サポート』と『コ






本論文は, 以下のように構成されている. 第 2 節では
分析の対象となるアクセスログデータの概要について述
べ, 第 3節で閲覧顧客の判別アルゴリズムを開発する. 第













1月～6月の 6ヶ月間である. 以降, この 6ヶ月間をデー
タ期間と呼ぶ. データ内容としては, リクエスト URL3,
UNIX時間4, リファラ URL5, ユーザ ID, セッション ID
等が与えられている.
シビラサイトは 86 ページから構成され, 分析の便宜
上, 内容を基にこれらのページを 16の大カテゴリに分類
し, P00から P15で表す. 次いで重要と思われる中カテ
ゴリを導入し, 最終的に 30クラスに細分化した. 表 2.1
に,これら 30クラスをまとめて置く.トップページは, イ
ンデックス (P00)である. シビラ導入 (P04)は, 購入手





























































ページ (P11), 入力内容確認ページ (P12), 送信完了ペー
ジ (P13)は含まれないことを注意して置く. また, 表 2.2
によれば, C3 顧客と C4 顧客の 1セッション当たり平均
PV数はそれぞれ 6.6と 6.8であり, これに基づいて最大
6PVまでに判別を終えることとする. 判別は, 連続する
3PVの履歴を基本単位とし, これを 1～3, 2～4, 3～5, 4








= [p1(T, j), p2(T, j), p3(T, j)],(3.1)
j = 1, · · · , K(T )
と書く. ここで T = 1, 2, 3, 4であり, K(T )は 3PVで可




= {p(T, 1), p(T, 2), · · · , p(T,K(T ))}(3.2)




= [c1(T ), c2(T ), c3(T )](3.3)
と書く. p(T, j), c(T )において,m = 2, 3に対し, (T+m−
1) 番目の閲覧ページが存在しない場合には pm(T, j) =
cm(T ) = φとする.
δ{S} を命題 S が真のとき 1, それ以外は 0の値をとる






















で与える. Suppi(T, j)は T～(T + 2)PV間において, Ci
顧客のうち p(T, j)を実現した顧客の割合であり, この値
が高い場合, p(T, j)が Ci 顧客の特性を示す可能性があ
る. しかし, Suppi(T, j)は Ci 顧客内部における p(T, j)
の実現頻度のみを問題にしており, 全顧客集合を対象と
した場合, p(T, j)の実現に関し, 他の顧客クラスに対す
る Ci 顧客の重要性を保障するものではない. この観点
から顧客クラス間の相対的重要度を指標化したものが
Confi(T, j) で, p(T, j) を実現した全顧客のうち Ci 顧
客の占める割合を示す. p(T, j)が Ci の特性を表わすた
めには, Suppi(T, j)と Confi(T, j)が共に高い値を持つ
必要がある. すなわち, αT , βT をパラメータとするとき,
Suppi(T, j)  αT , Confi(T, j)  βT を満たす p(T, j)を
T～(T + 2)PV間における Ci の特性パターンとし, T～
(T + 2)PV間における Ci の特性パターン集合を
CPi:T (αT , βT )
def
=(3.7)
{p(T, j) | Suppi(T, j)  αT , Confi(T, j)  βT }
と定義する. 後の議論の便宜上, Ci の特性パターン集合
の内, Ci にのみ現れる特性パターンの集合を
UCP i:T (αT , βT )
def
=(3.8)








い場合を考えてみる. 表 3.1 は p(T, j)(j = 1, 2, 3, 4)
の 4 つのアクセスパターンについて, ni(T, j) を集計
したものであり, 表 3.2, 表 3.3 は表 3.1 を基に算出
された Suppi(T, j), Confi(T, j) の値である. ここで,
(αT , βT ) = (0.5, 0.5)とする.
表 3.1: アクセスパターン抽出の例
表 3.2: 表 3.1から算出されたサポート
表 3.3: 表 3.1から算出されたコンフィデンス
C1 における p(T, 1) について見ると, C1 顧客は他の
アクセスパターンに比べて p(T, 1)を起こす確率が高い
(Supp1(T, 1) = 0.50)が, C2顧客の方が p(T, 1)を起こす
確率が高い (Conf2(T, 1) = 0.41 > 0.27 = Conf1(T, 1)).
よって, p(T, 1)はC1固有のアクセスパターンとは言えな
い. C2 の p(T, 4)に着目すると, C2 顧客は他のクラスの
顧客に比べ, p(T, 4)を起こす確率が高い (Conf2(T, 4) =
0.53) 一方, C2 自身の他のアクセスパターンに比べて
それ程傑出した値であるとは言えず, 実際, C2 顧客は
p(T, 4) よりも p(T, 1) を起こす確率がより高い値を示
している (Supp2(T, 4) = 0.29 < 0.44 = Supp2(T, 1)).
よって, p(T, 2)は C2 顧客に固有のアクセスパターンで
あるとは言えない. C4 顧客の p(T, 3)を考えると, 他の
アクセスパターンに比べて p(T, 3)を起こす確率が高く
(Supp4(T, 3) = 0.53), 且つ他の顧客クラスと比べても
p(T, 3)を起こす確率が高い (Conf4(T, 3) = 0.62). よっ
て, p(T, 3)は C4 顧客固有のアクセスパターンであると
判断される.
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以上の議論より, Suppi(T, j)  αT , Confi(T, j)  βT
を満たすアクセスパターンを抽出することで,特性パター
ンを得ることができる.後の議論の便宜上, CPi:T (αT , βT )
を抽出するアルゴリズムを以下にまとめて置く.
Algorithm 1 特性パターンの抽出
[入力] T,Ci(i = 1, 2, 3, 4), αT , βT
[出力] CP i:T (αT , βT ) (i = 1, 2, 3, 4)
[1] i← 1
[2] P(T )を (3.2)に基づいて抽出する
[3] LOOP: ni(T, j) を算出し, (3.5), (3.6) を用い
て Suppi(T, j), Confi(T, j) を計算する (j =
1, 2, · · · , K(T ))
[4] (3.7)に従って CPi:T (αT , βT )を抽出する
[5] → (4  i← i+ 1)/LOOP








し, これを 1～3, 2～4, 3～5, 4～6という具合にずらし,
最大 4回の判別で C1 から C4 へ向けて所属する顧客ク
ラスを篩にかけるように特定する. すなわち, T = 1時点
では, 白紙の状態から各顧客が C1, C2, C3 の何れの顧
客クラスに属するのかを判別する. コンバージョンは 目
的ページ (P11) ⇒ 入力内容確認ページ (P12) ⇒ 送信完
了ページ (P13) というアクセスパターンで定義されてお
り, その実現には少なくとも 3PVを必要とする. 最初に
目的ページ (P11)にアクセスする顧客は実質的に存在せ
ず, T = 1時点で C4 を実現してしまう顧客は皆無であ
る.従って, C4であるか否かの判断は, T = 2時点以降に
持ち越されていることに注意して置く. 次いで, ある顧客
cが時点 T で Ci に属すると判断されているとき, T + 1
時点以降に Ci に留まるかそれより上の顧客クラスに移




記法の便宜上, T～(T +2)PV間の 3ページが全て記録
されたアクセスパターンの集合をRECT , T～(T +2)PV
間の 3ページが全て記録されていないアクセスパターン
の集合をEMP T ,料金表ページ (P0402)を含むアクセス
パターンの集合を PRICET ,目的ページ (P11)を含むア
クセスパターンの集合を OBJT , 送信完了ページ (P13)
を含むアクセスパターンの集合を CONV T と定義する.




















{c(T )|∃m ∈ M, cm(T ) = P13}
である. アルゴリズムは, 以下の各ステップで閲覧顧客
cの T～(T + 2)PV間のアクセスパターン c(T )に対し,
ページ欠損の有無 (すなわち c(T ) ∈ RECT か否か)を調
べることから始まる. で判別終了を表わす.
Algorithm 2 顧客クラス判別
STEP 1 (T = 1)：
分析対象データに現れる閲覧顧客の集合を C とし, 全
ての c ∈ C について判別を行う.
Case I：c(1) ∈ REC1 の場合
i) c(1) ∈
⋃3
i=1 CPi:1(α1, β1)ならば ii)へ; そうでない
場合は iii)へ





iii) c(1) ∈ OBJ1 ならば c ∈ C3 ; そうでない場合は
iv)へ
iv) c(1) ∈ CONV 1ならば入力ミスと見なし, 以後この
cを考察の対象から排除する ; そうでない場合は,
学習データから得られるこのアクセスパターンの閲
覧顧客数の比に基づいて, C1, C2, C3に振り分ける

Case II：c(1) /∈ REC1 の場合
i) c(1) ∈ OBJ1 ならば c ∈ C3 ; そうでない場合は
ii)へ
ii) c(1) ∈ CONV 1ならば入力ミスと見なし, 以後この
cを考察の対象から排除する ; そうでない場合は,
学習データから得られるこのアクセスパターンの閲
覧顧客数の比に基づいて, C1, C2, C3に振り分ける

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STEP 2 (T = 2, 3, 4)：
c ∈ CUS(T )
def




c(T ) ∈ CONV T 且つ 1  τ  T − 1を満たすある τ
について c(τ ) ∈ OBJτ ならば判別アルゴリズムの誤り
(C4顧客の見逃し)として処置し, 以後この cを考察の対
象から排除する ; c(T ) ∈ EMPT ならば, (T − 1) 時
点における判別結果に基づいて cの属する顧客クラスを
確定する ; 上記の何れにも該当しない場合は, 以下を
i = 1, 2, 3について繰り返す
Case I：c(T ) ∈ RECT (c ∈ Ci)の場合
i) c(T ) ∈
⋃4
r=i CPr:T (αT , βT )ならば ii)へ ; そうでな
い場合は iii)へ





iii) c(T ) ∈ OBJT ならば c ∈ C3 ; そうでない場合は
iv)へ
iv) c(T ) ∈ CONV T ならば入力ミスと見なし, 以後こ
の cを考察の対象から排除する ; そうでない場合
は, 学習データから得られるこのアクセスパターン
の閲覧顧客数の比に基づいて, Cr (i  r  4)に振
り分ける 
Case II：c(T ) /∈ RECT (c ∈ Ci)の場合
i) c(T ) ∈ OBJT ならば c ∈ C3 ; そうでない場合は
ii)へ
ii) c(T ) ∈ CONV T ならば入力ミスと見なし, 以後こ
の cを考察の対象から排除する ; そうでない場合
は学習データから得られるこのアクセスパターンの
閲覧顧客数の比に基づいて, Cr (i  r  4)に振り
分ける 






メータ集合 (α∗T , β
∗
T )を特定する方法を論じる.
あるパラメータ集合 (αT , βT )に対し, 前節で述べた判
別アルゴリズムを学習データに適用したとき, Ci である
と判別された顧客の内, 実際は Cj であった顧客数を xij
図 3.1: STEP 1のフローチャート
図 3.2: STEP 2のフローチャート













Precisioni(αT , βT )
def
= xii/Xi ,
Recallj(αT , βT )
def
= xjj/Yj
と定義する. Xi は Ci と判別された顧客数を表わ
し, Yj は実際に Cj に属する顧客数である. 従って,
Precisioni(αT , βT ) は, Ci であると判別された顧客
の内, 実際に Ci に属する顧客の占める割合であり,
Recallj(αT , βT ) は, Cj 顧客の内, 正しく Cj と判別さ
れた顧客の占める割合を表す.
表 3.5は, C1 ∪C2と C3 ∪C4の集合について表 3.4を
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表 3.4: 判別結果の集計表
書き改めたものである. 実際は重要顧客 C3 ∪ C4 である
のに誤って非重要顧客 C1 ∪C2と判断した場合を Type I
Error(第１種の過誤), 重要顧客 C3 ∪C4と判断したが実
際は非重要顧客C1∪C2であった場合をType II Error(第
２種の過誤)と定義する. 顧客判別に基づいて商品プロ
表 3.5: Type I Error と Type II Error
モーションを行うとする場合, Type I Error は『本来,
得ることのできたはずの収益を取り逃がしてしまう機会
損失』に繋がり, Type II Error は『プロモーションを
展開するための投資に対する利益効果の低減』を意味す
る. Precisionは費用対効果と正の相関があり, Recallは
機会損失と負の相関がある. よって, Precisionと Recall
を正しく把握することは, マーケティングにおける投資
効果を測る上で重要である (Mizuno, Saji, Sumita and
Suzuki [4]を参照のこと).
パラメータ αT , βT (T = 1, 2, 3, 4) が与えられた
とき, Algorithm 1～2 を実行し, Precision1(αT , βT ),
Precision4(αT , βT )を計算することができる. 最適パラ
メータ (α∗T , β
∗
T ) を特定するに際しては, T = 1 時点に
おいては, C1 と判断した顧客が実際は重要顧客であっ
た際の機会損失を最小にすることを目的とする. よって,





T 段階 (T = 2, 3, 4)では, C3 ∪ C4 と判別された顧客か
らコンバージョンを起こす確率の高い C4 顧客を抽出し
重点的にプロモーションを展開することが必要であり,









上げる 3段階方式で格子探索を行う. 以下に, 学習データ
から最適パラメータ集合 (α∗T , β
∗
T ) を特定するアルゴリ
ズムを Algorithm 3.としてまとめる. 値 vから値 wまで
刻み幅 cで格子探索することを [v, w](c)によって表す.
Algorithm 3 最適パラメータ特定
第 1段階：αT , βT (T = 1, 2, 3, 4)に関して [0.1, 0.9](0.1)
の全ての組合せについて計算を実行する. T = 1のとき,
Precision1(α1, β1)を最大にする (α˜1, β˜1), T = 2, 3, 4の
とき, Precision4(αT , βT )を最大にする (α˜T , β˜T )を特定
する.
第 2 段階：f˜ = α˜T , β˜T (T = 1, 2, 3, 4) のそれぞ
れについて, [f˜ − 0.1, f˜ + 0.1](0.01) で発生するあら
ゆる組合せに対し, 計算を実行する. T = 1 のとき,
Precision1(α1, β1) を最大にする (α̂1, β
∗
1), T = 2, 3, 4




第 3段階：β∗T (T = 1, 2, 3, 4)を除き, α̂T (T = 1, 2, 3, 4)
について, [α̂T − 0.01, α̂T + 0.01](0.001) で発生するあ







1 ), T = 2, 3, 4の









学習データに対して Algorithm 1～3 を実行し, 最適
パラメータ集合 (α∗T , β
∗
T )(T = 1, 2, 3, 4)を得る. それら
の最適値を用いて, テストデータに対して Algorithm 2
を T = 1, 2, 3, 4 について実行した結果を表 4.1 にまと
める. ここで『Original』の行は, テストデータ中, コン
バージョンを 6PV以内に達成した 10人を除く全顧客数
3,731人に占める Ci 顧客の割合である.
もし全ての顧客を Ci と判断すると, その顧客クラス














C3 (36.11%)と C4 (5.21%)は, 一見して低く思える. し
かし, 612人 (C3)と 826人 (C4)という判別顧客数に対
し, 221人 (C3)と 43人 (C4)を正しく判別している. し
かも, Recall値から分かるように, それぞれのクラスに
属する人数 350人 (C3)と 104人 (C4)の内, 63.14%(C3)
と 41.35%(C4)が正しく拾い出されている. これらの数





アルゴリズムが C4と判断した同じ人数N = 826人の顧
客を無作為に抽出したとき, それに含まれる正しい C4顧
客数をK とすれば, K はN = 826, θ = C4の『Original
』の値 = 0.0279の二項分布に従う. ここで N は十分大
きいため正規近似し, それを標準化することで K  43
となる確率を求めると, その値は 0.00001となる. この事
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