Abstract-Continuous phase modulation (CPM) has gained increasing attention due to its favorable trade-off between power and bandwidth efficiency. Multi-h CPM appeared as a generalization of single-h schemes so as to decrease further the need for bandwidth expansion over the wireless channel. Despite the interesting characteristics of CPM, the decoding of the received signal is particularly difficult in a multi-path wireless environment with no diversity. To provide some level of diversity, several authors have proposed to combine CPM with Space-Time Block Coding (STBC). A new family of codes for CPM, based on L 2 -orthogonality was recently introduced in [8]. These full rate codes achieve full diversity and a low decoding complexity.
I. INTRODUCTION
Continuous Phase Modulation has gained increasing attention in satellite communications as in terrestrial wireless links, due to it's good power efficiency. It was shown by [1] , [2] , [3] , that it's performance can be increased by changing the modulation phase codes maintaining the inherent continuity of the phase, i.e. the bandwidth efficiency increases by smoothing the phase in time for all combinations of symbols in an M-ary CPFSK scheme, allowing the change of phase to be proportional to the slope of the linear phase [6] . The minimum phase change per symbol interval is given by (M − 1)hπ. In single-h systems, the value of h is fixed, Miyakawa et al. [4] were the first to propose a method with cyclic use of different modulation indices. Later Anderson et al. [5] generalized the method described by Miyakawa et al. [4] , showing that by properly choosing the cyclic modulation indices, it is possible to delay the merge of neighboring paths leading to coding gain and to increase of the minimum euclidean distance.
Despite the robustness of the CPM schemes, it is difficult and almost impossible to determine the transmitted signal for a receiver when the wireless channel attenuation is high and the receiver doesn't benefit from any form of diversity. It has been shown in the past that by using multiple antennas and multiple copies of the transmit sequence on every antenna together with space-time coding techniques, the receivers can increase the capacity and the robustness of the transmission through the wireless channel. Since the pioneering work of Alamouti [7] and the well-known result of Tarokh et al. [12] obtaining a rank criterion for full diversity, Space-Time Coding (STC) became a growing field of research. Wang and Xia [13] were among the first to apply this idea to CPM by constructing trellis codes, but the expansion of those schemes to multiple antennas is structurally tedious. Ahmadi and Rao, [14] developed a multih scheme based on Space-Time Trellis Codes (STTC) which achieves full diversity, with a decoding scheme based on the cross correlation terms as a classical ML multi-h decoder.
In this paper we generalize the scheme that we developed for single-h schemes [11] , [10] , [9] , [8] . Where, we coined and generalize the concept of L 2 -orthogonality for CPM. It has been shown that L 2 -orthogonality can be used with any CPM scheme with any number of antennas, generalizing the orthogonality of linear modulations. The mapping of the data symbols can be done by means of parallel sequences on each transmit antenna with a linear correction function as with linear Parallel codes (linPC) or by introducing an offset on the alphabet as with (offPC). These codes achieve full diversity. The M-ary multi-h MIMO system consists of L t transmit antennas and L r received antennas described as:
II. THE SYSTEM MODEL
where r(t, d) is the L r ×1 received signal vector and s(t, d) is the L t ×1 transmit signal. The channel matrix H has dimension L r × L t and it's elements h m,n describe the propagation on the channel between the mth transmit and nth receive antennas. The channel coefficients are supposed to be Rayleigh distributed and constant over the duration of a frame. The thermal noise n(t) = n 1 (t), . . . , n Lr (t) at every receive antenna is assumed to be complex additive white Gaussian (AWGN) of zero mean and power spectral density N0 2 . In the transmitter ( fig. 1) , the elements of the data symbol
, with M even, are the input of the space-time multih CPM encoder, these are mapped as in [8] , [9] to get L t transmitted symbol sequences. The baseband multi-h signal, in it's more general form [1] is written as
where E s is the normalized energy per symbol. The information-carrying phase function φ(t, d) is defined by:
and the modulation indices h 1 , . . . , h H , cycle in time with period H as:
as only one modulation index can be used at each symbol interval, so h 1 , h 2 , . . . , h H , and the values of each h i are assumed to be the quotient between two relative prime integers h i = 2m i /p, with common denominator p. The index values are restricted to multiples of 1/p and must be h i < 1 for bandwidth reasons. The phase continuity is ensured by the phase pulse q(t), defined as a continuous function by:
withq(t) continuous andq(0) = 0,q(γT ) = 1/2. By convention, q(t) is causal and it's final value is normalized to 1 2 after γ symbol intervals. The phase shaping pulse with γ = 1 is called full-response pulse, while those with γ > 1 are partial-response pulses. Each data symbol d k from the data symbol vector d is assigned to a shifted version of the phase pulse q(t−(i−1)T ). The phase pulses and hence the assigned data symbols are only active for an interval of 0 ≤ t < γT . Otherwise, they are constant or inactive as defined in [8] . The symbol index for every antenna is given by t/T where 2 is the ceiling function. The function φ(t, d) is uniquely defined at every time instant 'k' by the symbol d k , and can be expressed as
The equation (6) shows the modulated signal over the kth interval and can be specified once the phase state
and the most recent γ symbols are known. Therefore, the nature of the phase evolution can be described by a finite-state machine, where each state is represented by a γ-dimensional vector.
Space-Time Block codes (STBC), normally take place at the data symbol level, with orthogonal codes being obtained by constructing orthogonal matrices D from data symbols so that according to [12] we need DD H = I. The condition is true at all points in time within a Space-Time block and are therefore called pointwise orthogonal.
To design L2-orthogonal blocks we should define the transmit signal vector s(t,d) blockwise, where the blocks have a length of L B T , defined for The L 2 -orthogonal STC blocks are based on the
where the following condition is fulfilled in each block:
allowing every transmitted signal through different antennas to be independent of each other by the sole design of orthogonal waveforms. A data independent phase correction function c m,k (t) is introduced at each antenna fed by the antenna dependent data sequence
The phase continuity is ensured by an antenna dependent phase memory:
where c m,k (T ) − c m,k (0) is the phase offset caused by the correction function. Setting up the frame index to 1, i.e.
The L2-orthogonal condition can be divided in two different conditions. First, since all the antennas transmit at the same energy, the auto-correlation coefficients can be canceled since they are equal to 1 (diagonal elements), and secondly, the cross-correlation coefficients between antennas m and m' have to be zero, so
To ease the design, two assumptions are introduced,
where the former implies that the correction functions for any antenna m in different time slots k and k are the same, and the latter, implies that the transmitted sequences at each different antenna, are equal.
Considering c m,k only to be defined for the symbol k i.e. (k − 1)T < t < kT , we can construct it as [8] 
for m = 1, . . . , L t and the transmitted signal takes the form of
as described in [8] , where the data symbols transmitted on time slot k are equal for the L t transmit antennas and so
IV. DECODING
The receiver structure of a multi-h CPM scheme is similar to that of single-h CPM schemes [6] , [15] , [16] . Besides, the receiver has a-priory knowledge of the sequence of the modulation indices employed at the transmitter. Assuming coherent demodulation, the proposed detector is composed of a bank of matched filters equal to the number of correction functions. With this, the decoding effort is reduced by detecting sequences with elements modulated with the same instantaneous frequency [5] , i.e., as in [9] , the decoding effort is reduced to that of single-h systems, without the need to change the state trellis, as occurs in a conventional multi-h CPM decoder. For convenience, we assume only one receive antenna, L r = 1, but extension to multiple antennas can be designed along the same lines as in [9] , [8] , [10] .
The signal demodulation, for simplicity, assumes two transmit antennas L t = 2 as well as two modulation indices h H = [h 1 , h 2 ]. A full response scheme is implemented i.e. the value of γ is fixed to 1. The received sequence r(t, d), is supposed to be perfectly synchronized and can be viewed as the superposition of all the transmit sequences instead of L t independent multi-h sequences with multiple instantaneous frequency deviations [5] .
Since the phase function φ(t, d) is a continuous function, considering a binary case, the two paths leaving at time t 0 differ at time t = t 0 + 1 but they inevitably merge at the time t = t 0 + 2 for a single-h scheme [5] . The aim in multi-h phase modulation, is to delay the first merge of the different paths of sequences or codewords, which should yield a larger minimum Euclidean distance between codewords. If the pulse q(t) has duration of L B T , then the first inevitable merge occurs at t = (k + 2)T for a 2-h scheme. The merge occurs at t = (H + 1)T , for a scheme using H different values of h i , changing cyclically inside of a block. In Figure 3 , we can see that the paths merge at the time t = 3 for multi-h signals with modulation indices h k = , Efficient decoding approaches for multi-h signals [5] , [6] , [17] , [18] , rely on the computation of the correlations between the received signal and the reference signals, taking into account the cross correlation terms for all the possible samples N s between cycles of the modulation indices [17] where, since the h k values ensure a finite-state trellis, the values of φ k are assumed to be also finite. Then the classical correlation based multi-h detector can be expressed blockwise as in [18] 
The decoder becomes impractical since there are pM (LtLB Ns+γ−1) matched filters to apply of length N s L B T employed pM γ−1 times, pM LB−1 states and M LBLT symbols to decode with N s samples each. Since the complexity grows exponentially with the number of antennas, the implementation becomes extremely complex for real systems. Since the multi-h decoders are similar to those of single-h systems [6] , [15] , [16] , we develop a method similar to the one detailed in [8] , [9] , which decreases the decoding complexity from exponential to linear and achieves full rate codes. Taking into account the orthogonality offered by the L2-orthogonal design, the cross correlation terms are canceled out from (12) , and each stream from every antenna can be decoded blockwise as
(13) A simplified expression with L t CPM signals to be decoded with complexity growing linearly with the number of transmit antennas is obtained. Indeed, only one CPM signal per antenna has to be decoded: We obtain a single inner-block trellis by expressing the signal as a product of a data dependent factor and a factor only depending on the correction function from eq. (11). Then we define a modified received signal as:
The metric to compute the symbol-wise distances at time slot l is given by
where the phase drift per block is always an integer (0 . .
The accumulated phase memory for multi-h, θ k is defined over the same set of rational numbers, for every symbol inside of the block, i.e. γ θ = {0, 1/p, . . . , (p − 1)/p} at the beginning and at the end of each symbol per block, giving different states at the end and beginning of next block. Nevertheless, our interest is to exploit the orthogonality and the diversity conditions due to the code design instead of calculating the phase transitions due to different values of h k , which would lead to a more complex and impractical decoder. A simplified expression for a classical multi-h decoder [5] is given by
where
since the correction functions for any antenna and two different time slots are equal, we can calculate the correlations symbol by symbol inside each block, and take decisions at symbol level. It results in a block independent trellis of conventional multi-h CPM signals where Θ(k) = Θ (k) for the inter and inner-block trellises which can be merged into one trellis, as a generalization of [8] , [9] . With this scheme by choosing h H ≤ L B we get rid of either short or long term errors or both [6] , since we ensure that the length of the block won't be larger than the cycle shift of the modulation indices i.e. the minimum distance is calculated over all cycled shifts of the h i values per block. Hence our detector based on the correlations give us an expression which maximizes the minimum distance as
The simplified detector can now be represented as in [8] , depicted in figure 4d Decoder In this section we evaluate the performance of the proposed decoder and the L 2 -orthogonal codes by means of simulations. More precisely we have studied the influence of different modulation indices on the piecewise minimum euclidean distance. The CPM parameters used in our simulations are, 1REC phase smoothing function q(t) defined by 1 2γT in the interval 0 ≤ t < γT and 0 otherwise, with γ = 1, alphabet size M = 4 and frame length L f = 130, which means that L F = 65 with a block size of L B = 2. The number of transmit antennas was taken as L t = 1, 2, 3 and the number of modulation indices H = 2. The channel is a slow fading channel and frequency flat. The channel coefficients are supposed to be Rayleigh distributed random variables and only one received antenna was utilized in our simulations.
In Figure 5 we can check that with the multi-h system the performance increases with the number of antennas and achieves full diversity. The blue line with triangle marks in the top of the figure 5, gives us the BER for a single antenna with multi-h uncoded signal. The green and red curves, with square and circle marks respectively, correspond to L 2 -orthogonal coded multi-h signals. These signals were generated with an alphabet of size M = 4 and p = 12, leading to a trellis containing pM = 48 states. Hence, we had evaluated 192 paths per symbol and 192L T paths per block, which is valid for all the curves on the figure, i.e. for 1 to 3 transmit antennas. In a normal multi-h scheme, it would be needed to evaluate pM M LT paths, which implies that for 3 antennas we would have to evaluate 12,288 paths per block. In the figure 6, we can reckon the influence of the number of antennas and the modulation indices. Moreover, we have tested some of the optimal modulation indices values reported in literature for L t = 1, 2, 3 antennas and values of p = 12, 15, 16 having for every simulation trellises of size {48, 60, 192} and {48L t , 60L t , 192L T } paths per block for all values of L t . We can observe that we get full diversity for every pair of codes for more than 2 antennas. Furthermore, we can observe that for L t = 2 and L T = 3 the value of p = 12 performs better than for p = 15 or p = 16}, since the number of paths per symbol is smaller and increases with the values of p but not in a significant way.
VI. CONCLUSION
In this paper we have presented a generalization of L 2 -orthogonal STC for multi-h CPM schemes by using upgraded parallel codes. We have shown that the properties of the STBC code are sufficient to get full diversity by the construction of orthogonal waveforms. We have shown that the inner trellis is equivalent to the inter-trellis so that, by choosing properly the modulation indices and taking H ≤ L B , we get the largest minimum distance in a block, i.e. performing the maximization of the minimum distances become a sufficient condition such that two neighboring paths don't merge in the inner trellis, or in the inter-trellis.
We were able to use the simplified implementation developed in [10] , [8] , [9] , with complexity increasing linearly with the number of antennas and to get rid of the cross correlation terms. We have exploited the advantages of the L 2 -orthogonal STC model, as well as the advantages of the multi-h CPM systems. 
