Abstract
Introduction
Nowadays, flow visualization has to deal with highly complex data sets. To manage this complexity, the extraction of topological features has gained major interest in the visualization community. However, approaches from vector field topology do not apply well to unsteady vector fields because the meaning of stream lines in time-dependent flows is limited. Here, the features are mainly related to the Lagrangian viewpoint. This has lead to the concept of Lagrangian Coherent Structures (LCS) which define regions of coherent flow behavior. As the name implies, these structures are advected in the flow. Thus, there is zero flux across these structures.
A common way to find LCS is to compute the Lyapunov Exponent (LE) and find its ridges [Lia66] . The LE characterizes the rate of separation of infinitesimally close trajectories. While the LE is computed for infinite time, we have to deal with data sets of finite time in practice. This has lead to the notion of Finite Time Lyapunov Exponents (FTLE), where the LE is computed over fixed time intervals [Hal01] . Also in this paper, we focus on finite-time data sets.
It has been shown, that the ridges of FTLE fields approximate LCS [Hal01] . However, FTLE ridges are not exact material structures and therefore deviate from LCS, as we analyze in section 4 using a number of counterexamples.
In this paper, we develop a modification of the FTLE method in order to find separating structures that are guaranteed material structures. Analogously to the FTLE method, we compute a scalar field that describes LCS, which we call Material Separation Field (MSF). Using this scalar field, we introduce an appropriate definition for separating structures, which leads to material structures. We achieve the material separation by incorporating all available time steps to compute the scalar field. With our method, we have zero flux across separating structures and path lines always have constant MSF values. Therefore, separating structures found in one time step can easily be integrated to other time steps. The main contributions of this paper are:
• We analyze the fact that FTLE ridges are not exact material structures and show the relevance of this problem on different examples.
• We introduce a modification of the FTLE method which is guaranteed to produce separating structures that are material structures. Our MSF method is novel and produces material structures that separate regions of coherent flow behavior.
• We apply our method to three different test data sets and discuss the differences to FTLE methods.
Related Work
The extraction and visualization of Lagrangian Coherent Structures (LCS) has attracted scientists in CFD and visualization for almost a decade. 
Notation
In this section, we want to characterize our input data and clear the notation used throughout this paper.
Given is an n-dimensional (n = 2, 3) time dependent vector field v(x,t) over the space-time domainD = D × [ts,te] where D ⊂ IR n is a compact and closed set acting as the spatial domain of v and [ts,te] is the time interval on which v is given. Furthermore, let δD be the boundary of D. Then the boundary of the space-time domain is
We use the notation λ i (M) and e i (M) for the i-th eigenvalue and corresponding eigenvector of a matrix M, and λmax(M) for its maximal eigenvalue. Furthermore, let M * be the transposed of M.
The flow map φ T t (x) = φ(x,t, T ) of v is defined as the location of a particle seeded at (x,t) after a path line integration of v over a time interval T . Given the spatial gradient
of φ, the FTLE is computed as follows:
In order to simplify some concepts, we can interpret the n-dimensional unsteady vector field v as a steady (n + 1)-dimensional vector field
(The bar denotes thatp is a (n + 1)-dimensional vector field inD.) It is known that path lines of v correspond to stream lines ofp [TWHS05] . Forp we define the (n + 1)-dimensional flow map Figure 2a gives an illustration for n = 2.
The fieldp segments the boundary of the space-time domain δD into areas of inflow and outflow:
Obviously, D×{ts} ⊆ δD in and D×{te} ⊆ δDout . Figure 2b gives an illustration.
FTLE Ridges are not Material Lines
Experience has shown that ridges of FTLE coincide in many cases well with material structures. However, in general they are not exact material structures, no matter which ridge definition of a scalar field we use. Unless very long integration times are used, FTLE ridges can deviate considerably from material structures. To show this, we now present three examples where the FTLE ridges significantly differ from material structures. We start with two synthetic data sets, before we analyze the flow in a real data set.
Vanishing Ridges
Let (x 0 ,t 0 ) ∈D be a point on a ridge of FTLE(x,t, T ).
There is only a certain part ofD which has influence on
If the ridge is a material structure, then the complete path line φ(x 0 ,t 0 , T ) for any T must be on the ridge. We construct a simple counterexample where this is not the case. We define a flow field w as
Note that w is obtained by a linear blending of an arbitrary vector field v and the zero vector field 0 in the time interval [t 0 + T,t 0 + T + ε] for a certain positive blending time ε. Then (x 0 ,t 0 ) is an extremal point of the FTLE of w as well since v and w coincide in a sufficiently large neighborhood of (x 0 ,t 0 ). Letφw be the flow map of w and let (x 1 ,t 1 ) =φw(x 0 ,t 0 , 2T + ε) be a point on the path line of w starting from (x 0 ,t 0 ). Since w(x,t) = 0 in a sufficiently large neighborhood of (x 1 ,t 1 ), no measure will detect it as part of a ridge. Hence, the ridge from w cannot include the path line starting from (x 0 ,t 0 ). Figure 3 gives an illustration. Over time, the FTLE values on the path line decrease, until they reach zero at t = 2T + ε. Therefore, the FTLE ridge terminates before the path line leavesD. In contrast, our method produces separating structures that include the full path lines.
Cylinder Flow
For the cylinder flow dataset (described in section 6.2), we computed the cross flux at some of its FTLE ridges. We selected a few local maxima of FTLE and extracted the associated height ridges using the parallel vectors method [PS08] . The FTLE field and the selected ridges are shown in figure 4. We use the common heat map technique discussed in section 5.3 for the visualization of the fields. For the FTLE computation we used backward integration of T = 80, where the data set has a total time span of 480. As we found the ridges to be distinct and clearly visible, we assume that T is long enough.
At a set of sample points per height ridge the flux per unit length was then computed by taking the velocity component orthogonal to the height ridge and subtracting the speed of the moving ridge in this orthogonal direction. The motion of the ridge was estimated by extracting height ridges from FTLE fields computed at a few earlier and later points in time (and verifying independence of the temporal sampling rate). Following Shadden et al. [SLM05] , we divided this flux rate by the local velocity magnitude. This results in the percentages plotted in figure 5, which show relatively high values for the cross flux, ranging from -40 to over 10 percent. In figure 6 we extracted particles on one ridge and integrated them in the vector field for T = 32 and T = −32. The figure shows that the particles clearly deviate from the ridge and therefore cross it.
By applying this flux computation also to the "double gyre" field (see section 6.1), we were able to confirm Shadden's value of about 0.05% for the (rather long) integration time T = 30, while for T = 3 we obtained similar cross flux percentages as for the cylinder flow example.
Material Separation Fields
We now describe our method, which produces separating material structures. The key idea is to define a modification of FTLE fields called "Material Separation Fields" (MSF) such that every point on a path line has the same MSF value, i.e., 
Parameterization of Path Lines
Since we need only one point per path line as representative, we search for subsetsP ofD with the property that every stream line ofp intersectsP in exactly one point. Then the MSF only has to be computed onP and from there simply be advected to every location ofD. We call the definition of P the parameterization of path lines.
Parameterization is a well-studied concept for curves and surfaces, meaning to find an injective map from a subset of IR 2 /IR 3 to a curve/surface. This map allows a unique addressing of every curve/surface point. Fortunately, for path lines there is a simple solution for the parameterization. Since the last component ofp is 1, it is guaranteed that the integration ofp starting from any point (x,t) ∈D will leavē D in a unique point on δD for both forward and backward direction. This gives two simple solutions: both δD in and δDout can act as the domain of the path line parameterization. Based on this we can even define a parameterization which is based on an arbitrary time slice t = const as
(7) has the special casesPt s = δD in andPt e = δDout. Figure 7 illustrates the path line parameterization of a 1D vector field u(x,t) for which we consider the 2D path line fieldp(x,t) = (u(x,t), 1) T . Figure 1 shows a parameterization in a practical example.
Defining MSF
Given a point (x,t) ∈D, we integratep until we leaveD in a point (xout ,tout) under forward and (x in ,t in ) under backward integration (in the implementation we also stop if one of the particles needed for the gradient computation leavesD): with (x in ,t in ) ∈ δD in and (xout ,tout) ∈ δDout . Note that ts ≤ t in ≤ tout ≤ te. Figure 8a gives an illustration.
In order to compute MSF(x,t), we consider the whole path line from (x in ,t in ) to (xout ,tout). We define
Therefore, ∆ M (x,t) expresses the gradient of the flow map from t in to tout at point (x in ,t in ). Note that ∆ M (x,t) = ∆ M (φ(x,t, T),t + T ) for any T with t in ≤ t + T ≤ tout , meaning ∆ M stays constant along a given path line.
Now we can compute the forward MSF as
and
In a similar way we can define the backward MSF:
There is a simple relation between µ i and ν i :
Therefore, MSF f = −MSF b . Because of this equivalence, we only use the forward MSF in the rest of this paper.
As can be seen from equations 10 and 11, the MSF is computed in a similar way to the FTLE (compare to equation 3). The FTLE uses a fixed integration time T . In contrast, we incorporate all available time steps from t in to tout . This means, that the forward and backward integration times can differ for different points. However, their sum always equals tout − t in . Because ∆ M is constant along a given path line, the MSF is also constant along that path line.
Given the parameterization of path lines as described in section 5.1, we now have a simple and efficient way to compute the MSF for all points (x,t) ∈D. We only need to compute the MSF on any parameterizationPt. The MSF values for other points (x,t) can then be found by looking up the intersection of the corresponding path line withPt. Therefore, the MSF ofD can be regarded as a time-morph of the MSF ofPt along the vector field.
Time Period of Interest
Another consequence of constant MSF values along path lines is that our results represent mixtures of structures from forward and backward integration (called unstable and stable manifolds in [SLM05] ). Both types of structures can cross and overlap each other. Such crossings are well illustrated in figure 9a and 11. The corresponding data sets are described in section 6. While this effect results from the material separation property, we still need a way to distinguish unstable and stable manifolds for practical use. We also would like to incorporate a way to analyze short term behavior that is decoupled from the temporal extent of the data set.
In order to address these issues, we provide an optional visualization technique. Commonly, heat maps are used for the visualization of FTLE fields. In this paper, we normalized the field values and mapped them to the color range shown figure 10a. For an alternative visualization, we introduce a time period of interest (POI) which represents a certain timeframe the user is interested in. The user provides three time stamps:
• tc: defines the current time frame, where the MSF should be computed, 
Finally, we compute the value σ = MSF/MSF poi , which describes the portion of separation that exists within the POI. Note that we need the term tout −t in (instead of t poi e −t poi s ) in equation 15 in order to put these two quantities in relation.
For the alternative visualization, we map MSF values to pixel intensity and σ to the saturation of red (see figure 10b) . Therefore, structures with strong separating behavior within the POI appear red, while structures with separation outside the POI appear gray and desaturated. This way, we can highlight stable manifolds using t The field values are normalized and mapped to the color range shown figure 10.
Appropriate Separating Structures
The fact that the MSF is constant along path lines does not guarantee material separation yet. In addition, we have to use an appropriate extraction of separating structures. However, all ridge definitions we are aware of fail to extract material structures as ridges. We propose a simple definition of MSF separating structures which guarantees material separation.
Instead of a central ridge line, we regard level sets of the MSF as separating structures, that is
where k is a user defined constant. Per default, we choose k such that
saddle points inside sc(t) area enclosed by sc(t)
is maximal. This formulation is motivated by the observation that in the discrete setting ridges are composed of a sequence of alternating saddles and maxima. Therefore, these level sets surround MSF maxima tightly and enclose regions with ridge-like behavior. Because high MSF values mark separating flow behavior, the level sets represent volumetric regions (instead of lines) that separate different flow behavior. Note that a similar view point has been taken in the field of vortex extraction, where both line structures (vortex core lines) and volumetric regions are well excepted approaches for vortex characterization. In a similar way, we propose a region approach for the separating structures. In the context of steadystate flow, the approach of representing separation behavior with regions was also described in [CMLZ08] .
Because MSF values are constant along path lines and level sets define the subspaces of points with constant MSF values, the level sets stay on path lines. Therefore, our separating structures are material structures.
Alternatively, we could consider the regions inside the level sets sr(t) = {x : MSF(x,t) > k} as separating structures. Again, these regions stay on path lines and are deformed by the vector field. Computing them can be done by a simple thresholding of the MSF.
Given a suitable threshold k, our separating structures tightly enclose the ridges of the MSF. Therefore, they describe ridge-like regions, in which the flow is mostly parallel to the enclosed ridge. Still, our separating structures are elongated like ridges and separate the flow on both sides of the structure. Our formulation of separating structures as volumetric regions represents an alternative to the notion of ridges that represents flow separation, but also leads to material structures as well as the segmentation of ridge-like flow behavior.
Our definition of separating structures means that they are connected by path lines. In particular, this holds for separating structures on δD in and δDout (see figure 8b) . Thus, if we are interested in the separating structures ofD, we only need to compute the separating structures on any parameterizationPt (like δD in or δDout ) and advect them in the vector field like material structures. The parameterization and constant MSF of the path lines guarantees that all separating structures are found.
Examples
We implemented and tested the MSF method on a 3.2 GHz four core PC. All data sets were sampled on a regular 3D grid representing space-time. We used a fourth-order RungeKutta scheme and trilinear interpolation for the integration of path lines. The integration was carried out on the GPU (GeForce GTX 260) using CUDA. We computed the gradient of the flow map using finite differencing of neighboring particles as described in [SLM05] . The computation time mainly depends on the number of output pixels and the integration steps for each path line. Therefore, it also depends on the total time span of the data set. Corresponding to other FTLE visualization papers, we mapped the scalar field values to color hue, where blue means low value and red means high value. In the following, we present our results using three examples.
Double Gyre
Our next example is the double gyre data set, which was introduced in [SLM05] . It is computed using the following functions:
The vector field at point (x, y) at time t is given by:
We used the parameters A = 0.1, ω = 2π 10 and ε = 0.25. First, we consider the time span t = [0, 10], consisting of one full period of the double gyre motion. We sampled space-time with a 200 × 100 × 100 grid. Figure 11a shows the resulting MSF at different points in time. Figure 11b shows the corresponding separating structures. The threshold k of the level set is determined by the maximum of f (k) displayed in figure 13a . We refer to the accompanying video for an animation of the full sequence. The computation time for one picture was approximately 15 seconds. The black and red crosses mark particles that are seeded by hand and Both separating structures from forward and backward integration are visible. At t = 0 only structures from forward integration are extracted. As t grows, separating structures from backward integration develop and cross the forward structures. Particles at these crossings flow into both saddle regions on the top edge under forward integration and on the bottom edge under backward integration. If we enlarge the time span of the data sets, the separating structures become more complex and cross each other more often. Figure 12 shows an MSF of the double gyre data set with two periods.
Cylinder Flow
In the third example, we analyzed a data set of a flow around a circular cylinder that was simulated on an irregular grid. This grid was uniformly resampled onto a regular grid with dimension 560 × 160 × 61. The time span of the data set is t = [0, 480]. figure 13b . Again, the black and red crosses mark the position of five particles that are advected in the flow. In contrast to the FTLE ridges in figure 4 , the particles do not cross the separating structures and stay on them.
In figure 14 , we show different path line parameterizations. The MSF on the inflow boundary δD in and outflow boundary δD in is shown in figure 14a and 14c . Note that the shape of these boundaries is particularly simple in this data set, because throughout the time span, the left and right boundaries have only inflow and outflow components, respectively. In figure 14c we build a parameterizationPt based on the time slice t = 240 and completing it with the appropriate parts of δD in and δDout to get a complete path line parameterization, as described in section 5.1. All three parameterizations are crossed by all path lines in the domain. Five of them are shown in figure 14. Note that they cross separating structures in all parameterizations. Therefore, they are material structures.
Discussion
We have analyzed that, in general, FTLE ridges are not material structures. At first sight, this is a contradiction to the results of Shadden et al. [SLM05] , who found FTLE ridges to approximate material structures well. Shadden et al. also have shown that for T → ∞ FTLE ridges become exact material lines, which on the other hand becomes equivalent to the infinite-time LE. In fact, our results for the double gyre with rather long integration time confirm the results of Shadden et al. However, for shorter integration times, the approximation error of FTLE becomes larger. In practice, we have to face the fact that we have data sets of limited time spans. Because FTLE is computed using constant integration times, FTLE methods rely on relatively short integration times in practical applications. With the cylinder data set we have shown that in such cases the approximation error can become substantial and the flux across FTLE ridges cannot be ignored. In contrast, we have shown that particles advected in the flow stay on separating structures of the MSF and these have zero cross flux. In conclusion, we agree with the result of Shadden et al. However, we found that the error for shorter integration times can become more substantial in practice.
Our method represents a modification of the FTLE method. While FTLE analyzes flow separation over a given time span, the MSF method incorporates the whole temporal extent of the data set and extracts true material structures as separating structures. Since at any time step t, the MSF is computed both from forward and backward integration of path lines, our results contain mixtures of unstable and stable manifolds. In section 5.3 we have presented an optional visualization technique to still differentiate between these structures. At the initial time steps, the separating structures from forward integration are dominant. Over the course of time, these structures compress and corresponding particles converge to the boundary. At the initial time steps, the particles on separating structures from backward integration are very close to the boundary. In subsequent time steps they diverge from the boundary while the structures expand.
An advantage of our method is that the topology of the MSF is preserved over time. Hence, MSF separating structures consistently bound regions of coherent flow behavior throughout time. In contrast, FTLE values on a given path line are not constant. Thus, the topology of FTLE fields and ridges vary over time. Furthermore, for divergence-free vector fields the volume of MSF separating structures is invariant. The double gyre example (figure 11b) demonstrates this behavior.
With our method, the MSF value of any point (x,t) inD can be found by computing the MSF values of a parameterizationP as introduced in section 5.1 in preprocess and integrating a particle from (x,t) toP. This technique could be used for the rapid computation of MSF, which could serve for real-time exploration applications. However, the MSF values ofP are computed at discrete samples. This can lead to artifacts caused by the insufficient resolution of computed MSF values. For instance, the folding of separating structures at the border of the double gyre example is hidden by a limited resolution of the sampled MSF.
Conclusion
We presented a novel technique called MSF based on a modification of the FTLE method. The main advantage of MSF separating structures over FTLE ridges is that they are material structures. Therefore, MSF values are constant along path lines. With MSF we can compute exact LCS of unsteady vector fields with finite time. We introduced a parameterization of path lines. Based on this parameterization and the invariance of MSF on path lines, we introduced a simple way to compute MSF values at every point in space-time. We proposed a definition for MSF separating structures that yields material structures. Hence, they consistently bound regions of coherent flow and have invariant topology.
For future work, we plan to build an interactive MSF exploration tool that computes the MSF in real time. In this context, we have to address the issue of the possibly insufficient sampling ofP. One way to solve this problem could be adaptive sampling of MSF. Another way would involve MSF on multiple parameterizations based on different time slices that reduce sampling artifacts. Our concept of MSF is not restricted to 2D data sets. In the future, we also want to cover the 3D case and apply our method to 3D data sets.
