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Abstract
We consider the following singularly perturbed nonlinear elliptic problem
ε2u− u+ f (u)= 0, u> 0 in , u= 0 on 
where the nonlinearity f is of subcritical growth and  is a bounded domain in Rn. Under certain
conditions of f, there exists a mountain pass solution uε for above problem and the solution
uε exhibits a spike layer as ε → 0. To see the location of the spike layer for small ε > 0,
some additional assumptions, certain nondegeneracy for a limiting problem or monotonicity
of f (t)/t, have been assumed. In this paper, we characterize the location of the spike layer
without such additional assumptions for n3.
© 2005 Elsevier Inc. All rights reserved.
1. Introduction
Let  be a bounded domain in Rn with  ∈ C2. We are interested in the following
singularly perturbed nonlinear elliptic problem on 
ε2u− u+ f (u) = 0, u > 0 in , u = 0 on . (1)
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A solution of (1) corresponds to a critical point of a functional ε(u) = 12
∫
 ε
2|∇u|2+
u2 dx− ∫ F(u) dx on H 1,20 (). Here, F(t) = ∫ t0 f (s) ds. The following equation will
correspond to a limiting equation to Eq. (1) as ε → 0;
u− u+ f (u) = 0, u > 0 in Rn and lim|x|→∞ u(x) = 0. (2)
We assume that a function f : R → R satisﬁes the following conditions:
(f1) f ∈ C(R,R), f (t) = 0 for t0 and limt→0 f (t)/t = 0;
(f2) there exists p ∈
(
1, n+2
n−2
)
such that lim supt→∞ f (t)/tp < ∞;
(f3) for F(t) ≡ ∫ t0 f (s) ds, there exists  > 2 such that 0 < F(t) < f (t)t for t > 0.
Under conditions (f1)–(f3), there exists a mountain pass solution vε of (1) which is
positive on . Then, we can deduce from comparison principles that for a maxi-
mum point xε of vε, there exist constants C, c > 0, independent of ε > 0 satisfying
vε(x)C exp
(
− cdist(x,xε)
ε
)
, x ∈ . Thus, vε exhibits a spike layer as ε → 0. Then, a
natural concern is the location of the maximum points xε of the solution vε for small
ε > 0. In a striking paper [12], Ni and Wei proved that
lim
ε→0 dist(xε, ) = maxx∈ dist(x, ) (3)
under the following additional conditions
(f1′) f ∈ C0,1(R,R);
(f4) f (t)/t is non-decreasing on (0,∞);
(f5) for a least energy solution U of (2), if V −V +f ′(U)V = 0 and V ∈ H 1,2(Rn),
then, V = a1 Ux1 + · · · + an
U
xn
for some a1, . . . , an.
In an interesting paper [5], del Pino and Felmer showed that the asymptotic behaviour
(3) can be obtained in a simple manner even without conditions (f1′) and (f5). Their
approach in [5] depends strongly on the monotonicity condition (f4). In this paper,
developing further the approach in [5], we will prove the asymptotic behaviour (3) in
the case of n3 without condition (f4). Thus, we need just conditions (f1)–(f3) to
show the asymptotic behaviour (3). One of basic ideas in [5] is to consider a pass
tu, t ∈ (0,∞) for each u ∈ H 1,20 (); a function g(t) = ε(tu) has only maximum
critical points on (0,∞) when (f4) holds. We can say that a pass {tu|t ∈ [0,∞)} is
made by deforming the range of u. A main idea or a different view point with [5] in
this paper is to deform the domain of u instead of the range of u.
This paper is organized as follows. In Section 2, deﬁning some necessary terms, we
state our main result. Then, we prepare some preliminary results for the proof of the
main result in Section 3. Lastly, in Section 4, we prove our main result.
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2. Statement of a main result
For u ∈ C∞0 (), we deﬁne ‖u‖ε ≡
(∫
 ε
2|∇u|2 + u2 dx)1/2 , and for v ∈ C∞0 (Rn),
‖u‖ = (∫Rn |∇v|2 + v2 dx)1/2. Let Hε() be a completion of C∞0 () with respect to
a norm ‖ · ‖ε. For u ∈ Hε(), we deﬁne
ε(u) = 1
2
∫

ε2|∇u|2 + u2 dx −
∫

F(u) dx
and for u ∈ H 1,20 (Rn),
(u) = 1
2
∫
Rn
|∇u|2 + u2 dx −
∫
Rn
F (u) dx.
In a classical paper [3], Berestycki and Lions proved that there exists a least energy
solution U ∈ C2(Rn) of (2) such that U(x) = U(|x|),
|DU(x)|C exp(−c|x|), x ∈ Rn (4)
for some C,  > 0 and any ||2, Furthermore, they proved that any solution U of
(2) satisﬁes the following Pohozaev identity
n− 2
2
∫
Rn
|∇U |2 dx + n
2
∫
Rn
U2 − n
∫
Rn
F (U) dx = 0. (5)
We deﬁne L the set of a least energy solution U of (2) satisfying U(0) = maxx∈Rn U(x).
It is well known [6] that any U ∈ L is radially symmetric and ∇U(x) · x < 0 for
|x| > 0 if f is Lipschitz continuous.
Theorem 2.1. Assume that f satisﬁes the conditions (f1), (f2) and f(3). Then, for sufﬁ-
ciently small ε > 0, there exists a mountain pass solution uε of (1) such that for some
constant C, c > 0 and xε ∈  with maxx∈ uε(x) = uε(xε), uε(x)C exp
(
− c|x−xε |
ε
)
.
Furthermore, if n3,
lim
ε→0 dist(xε, ) = maxx∈ dist(x, )
and for a transformed function wε(x) = uε(ε(x − xε)) and any εm > 0 with limm→∞
εm = 0, a sequence {wεm}m converges, up to a subsequence, uniformly to a least
energy solution U ∈ L of (2).
Remark 2.1. For N = 1, we can easily prove the result in Theorem 2.1 under more
weak conditions as in [2] and [9]. More precisely, if f satisﬁes (f1) and there exists
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T > 0 satisfying T < f (T ), T 22 = F(T ) and t
2
2 > F(t), t ∈ (0, T ), then for sufﬁciently
small ε > 0, there exists a mountain pass solution uε of (1) with  = (−a, a) such that
uε(x) = uε(−x), u′ε(t) < 0 for t ∈ (0, a), uε(0) = maxt∈(−a,a) uε(t), limε→0 uε(0) =
T , and uε(t)C exp(−c |t |ε ) for some C, c > 0, independent of ε > 0. We should note
that although f satisﬁes above condition, there can be many other solutions depending
on the behaviour of f on (T ,∞); on the other hand, if  = R, there exists a unique
solution of (1) (see [9]).
For N = 2, our approach in this paper for the proof of Theorem 2.1 does not work
well since for certain domain deformations {y(x, s)}s∈R in the following (9), a path
Ws ≡ uε(y(·, s)) in H 1,20 () is not a ﬁne approximating mountain path
if N = 2.
Remark 2.2. For the limiting problem (2), Berestychi and Lions proved in [3] the
existence of a least energy solution under conditions (f1), (f2) and the following con-
dition:
(f3′) for some T > 0, ∫ T0 f (s) ds > T 22 .
The condition (f3′) is also a necessary condition for the existence of a solution to
(2) when N2. The author believes that the result of Theorem 2.1 holds under more
weak conditions (f1)–(f3′). On the other hand, we should note that in the follow-
ing proof on the characterization of a concentration point of a mountain pass solu-
tion uε in Theorem 2.1, we just use condition (f1) and (f2) and the boundedness of{
ε−N
∫
 ε
2|∇uε|2 + (uε)2 dx
}
ε
. Thus, if we show the existence of a mountain pass so-
lution uε and the boundedness of
{
ε−N
∫
 ε
2|∇uε|2 + (uε)2 dx
}
ε
, we can characterize
a concentration point of a mountain pass solution as in Theorem 2.1 under condi-
tions (f1) and (f2) following the scheme in this paper. If  is star-shaped, it follows
from Pohozaev identity that
{
ε−N
∫
 ε
2|∇uε|2 + (uε)2 dx
}
ε
is bounded if their energies
{ε−Nε(uε)}ε is bounded; for the mountain pass solutions, their energies are bounded.
Recently, for the following equation:
ε2u− V (x)u+ f (u) = 0, u > 0 in Rn and lim|x|→∞ u(x) = 0. (6)
Jeanjean and Tanaka [10] proved the existence of a locally least energy solution concen-
trating around an isolated set of local minimum points of V when infx∈Rn V (x) > 0,
(f1), (f2) and a slightly weaker condition ((f3) or certain asymptotically linear con-
dition) than (f3) are satisﬁed. The author believes that we can show an existence of
a mountain pass solution uε of (1) and boundedness of {ε−Nε(uε)}ε under similar
conditions as in [10] following their approach.
3. Preliminary
The following result is standard if f is Lipschitz continuous:
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Proposition 3.1. Assume that (f1)–(f3) hold. Let L the set of least energy solutions of
(2) which have maximum value at 0. Then, L is compact in H 1,2(Rn). Furthermore,
for any  ∈ (0, 1), there exists a constant C > 0 such that for any U ∈ L, U(x) +
|∇U |C exp(−|x|), x ∈ Rn.
Proof. From(5), we see that for any U ∈ L,
(U) = 1
n
∫
Rn
|∇U |2 dx.
Thus it follows that {‖∇u‖L2 | u ∈ L} is bounded. From conditions (f1) and (f2), we
see that for any  > 0, there exists C > 0 satisfying F(t)t2 + Ct 2nn−2 , t > 0.
Thus, by Sobolev imbedding and (5), there exists C > 0 such that for all U ∈ L,
n− 2
2
∫
Rn
|∇U |2 dx + n
2
∫
Rn
U2 dx n
4
∫
Rn
U2 dx + C.
This implies that L is bounded in L2(Rn). Thus, L is bounded in H 1,2(Rn). The bound-
edness of {‖U‖L∞|U ∈ L} follows from a bootstrap arguments or Proposition 3.5 in
[4]. From the maximum principle, we see that {U(0)|U ∈ L} is bounded away from 0.
We claim that lim|x|→∞ U(x) = 0 uniformly for U ∈ L. To the contrary, we assume
that there exist {Ul}∞l=1 ⊂ L and {xl}∞l=1 satisfying |xl | l and lim inf l→∞ Ul(xl) > 0.
We deﬁne Vl(x) ≡ Ul(x+xl). From the boundedness of L in H 1,2(Rn) and elliptic esti-
mates(refer [7]), there exist solutions U∗, V ∗ of (2) and l(m) > 0 with limm→∞ l(m) =
∞ such that for each bounded set D ⊂ Rn, Ul(m) and Vl(m) converge to solutions U∗
and V ∗, respectively, in C1(D) as m → ∞. Note from (5) that (P ) = 1
n
∫
Rn |∇P |2 dx
for P = Ul, U∗, V ∗. Thus, we deduce that lim infm→∞ (Ul(m))2(U) for U ∈ L.
This contradicts that (Ul(m)) = (U) for U ∈ L. Thus, for some c ∈ C([0,∞) with
limr→∞ c(r) = 0, it holds that for any U ∈ L,
U − U + c(|x|)U0 in Rn.
For any  ∈ (0, 1), there exists R > 0 such that for W(x) ≡ exp(−|x|),
W −W + c(|x|)W0 in {x ∈ Rn| |x| > R}.
By the comparison principle and uniform boundedness of {‖U‖L∞| U ∈ L}, there
exists C > 0 such that for any U ∈ L and x ∈ Rn,
U(x)CW(x) = C exp(−|x|).
The required estimate for |∇U(x)| comes from elliptic estimates (refer [7]). 
262 J. Byeon / J. Differential Equations 217 (2005) 257–281
For R,D > 0, we consider the following exterior boundary value problem
u− u+ f (u) = 0, u > 0 in Rn \ B(0, R),
lim|x|→∞ u(x) = 0, u = D on B(0, R). (7)
Proposition 3.2. We assume that f satisﬁes (f1) and (f2). Fix R0 > 0 and assume
that R > R0. Then, if D2RN−1 > 0 is sufﬁciently small, problem (7) has a radially
symmetric solution u ∈ C2 satisfying du(r)
dr
0, rR.
Proof. Let
HD ≡ {v ∈ H 1,2(Rn \ B(0, R))|v(x) = v(|x|), v(x) = D for |x| = D}
and deﬁne a functional  on HD by
(v) = 1
2
∫
Rn\B(0,R)
|∇v|2 + v2 dx −
∫
Rn\B(0,R)
F (u) dx,
where F(t) = ∫ t0 f (s) ds. Note that a solution of (7) corresponds to a critical point of
 on HD . For each d > 0, we deﬁne
Bd =
{
v ∈ HD
∣∣∣∣
∫
Rn\B(0,R)
|∇v|2 + v2 dx < d2
}
.
From (f1) and (f2), it follows that for some C > 0, F (t) t2/4 + Ct2N/(N−2). Thus,
we see that v ∈ HD,
(v) 1
4
∫
Rn\B(0,R)
|∇v|2 + v2 dx − C
∫
Rn\B(0,R)
v2N/(N−2) dx.
For v ∈ HD, we deﬁne v˜(x) = D if |x|R, v˜(x) = v(x) if |x|R. Then, we see
that v˜ ∈ H 1,2(Rn). Thus, by Sobolev inequalities, there exists C′ > 0 such that for
v ∈ HD, ∫
Rn\B(0,R)
v2N/(N−2) dx 
∫
Rn
v˜2N/(N−2) dx
 C′
(∫
Rn
|∇v˜|2 dx
)N/(N−2)
= C′
(∫
Rn\B(0,R)
|∇v|2 dx
)N/(N−2)
.
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Then, we see that
(v)
(
1
4
− CC′
(∫
Rn\B(0,R)
|∇v|2 + v2 dx
)2/(N−2))∫
Rn\B(0,R)
|∇v|2 + v2 dx.
This implies that for sufﬁciently small d > 0,
inf
{
(v)|
∫
Rn\B(0,R)
|∇v|2 + v2 dx = d2, v ∈ HD
}
>
d2
5
.
On the other hand, denoting D ≡ D exp(−(|x| − R)), we see that D ∈ HD and
∫
Rn\B(0,R)
|∇D|2 + (D)2 dx = D2RN−1
N−1∑
i=0
(N − 1)!
2i (N − 1− i)!R
−i . (8)
Since F(t) = o(t2) as t → 0, it follows from (8) that for sufﬁciently small D > 0,
∫
Rn\B(0,R)
F (D) dxD2RN−1.
This implies that for sufﬁciently small d > 0, D ∈ Bd and (D) < d2/5 if
D2RN−1 is sufﬁciently small. Then, it follows that infv∈Bd (v) < infv∈Bd (v).
Then, it is standard to see that there exists a minimizer u ∈ Bd of infv∈Bd (v) which
corresponds to a solution of (7). Since the radially symmetric solution u satisﬁes an
ordinary differential equation, it follows that u ∈ C2. To see du(r)
dr
0, we note that
u2(r)− u2(R) =
∫ r
R
2u′(s)u(s) dsR−n+1
∫ ∞
R
(|u′|2 + u2)sn−1 ds d
2
Rn−1
.
Thus, for rR, u2(r)D2 + d2
Rn−1 . By (f1), t − f (t)0 for t2D2 + d
2
Rn−1 if d and
D are sufﬁciently small. Suppose that du(r0)
dr
> 0 for some r0R. We deﬁne
u0(r) =
{
u(r) for r ∈ [R, r0],
min{u(r), u(r0)} for rr0.
Then, we see that ‖u0‖ < ‖u‖ and (u0) < (u) if D and d are sufﬁciently small.
This contradicts that u is a minimizer of  in Bd . Thus, we conclude that du(r)dr 0 if
D and d are sufﬁciently small. This proves the claim. 
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For t > 0, a map x → x
t
is a conformal map on Rn, which had been used for
obtaining the Pohozaev identity (5). For each t > 0, we deﬁne a corresponding map
on a ball B(0, R) as follows:
y(x, t) = x
t + |x|
R
(1− t) . (9)
The map have been constructed with the solution of the following logistic law equation
dp(x, s)
ds
= p(x, s)(R − |p(x, s)|), p(x, 0) = x ∈ B(0, R).
For each t ∈ (0,∞), y(·, t) is a diffeomorphism from B(0, R) onto B(0, R). Moreover,
it holds that
lim
t→0 y(x, t) = R
x
|x| locally uniformly on B(0, R) \ {0},
y(x, 1) = x
and
lim
t→∞ y(x, t) = 0 uniformly on each compact subset of B(0, R).
For any u ∈ H 1,20 (B(0, R)), we deﬁne
ut (x) = u(y(x, t)), x ∈ B(0, R), t ∈ (0,∞).
We denote
T = T (t, y, R) = (t − 1) |y|
R
+ 1, aij = aij (t, y, R) = T − 1
T
yiyj
|y|2 .
The identity n× n-matrix is denoted by I . Then, through some calculation, we obtain
the following estimates
Proposition 3.3. It follows that for A = (aij )ni,j=1,
dx =
(
t
T
)n
| det(I − A)| dy, (10)
∣∣∣∣dTdt
∣∣∣∣  |y|R , d
2T
dt2
= 0 (11)
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and
|∇ut (x)|2 = 1
t2T 4
n∑
i=1
(
T 2 + 2(T − 1)y
2
i
|y|2 +
(T − 1)2y2i
T 2|y|2
)(
u
yi
)2
. (12)
Moreover, for each a > 1 and b ∈ (1, R], there exists some C > 0 such that
max|t |a,|y|b |T (t, y, R)− 1|Cab/R, min1/a t,|y|R T (t, y, R)1/a, (13)
max|y|b | det(I − A)− 1|Ca
n|t − 1|, (14)
max
1/a ta,|y|b
∣∣∣∣ ddt det(I − A)
∣∣∣∣ Can+1 bR , (15)
max
1/a ta,|y|b
∣∣∣∣ d2dt2 det(I − A)
∣∣∣∣ Can+2 b2R2 (16)
and
max
1/a ta,|y|b
∣∣∣∣∣T 2 + 2(T − 1)y
2
i
|y|2 +
(T − 1)2y2i
T 2|y|2 − 1
∣∣∣∣∣ Ca4b2/R2. (17)
Proof. We note that
xi
yj
= t
(
ij
(t − 1) |y|
R
+ 1 −
t−1
R
yiyj
|y|
((t − 1) |y|
R
+ 1)2
)
= t
T
(
ij − T − 1
T
yiyj
|y|2
)
.
Then, we see directly identities (10), (11) and (12). The estimates (13) is obvious. The
estimates (17) are deduced easily from (13). Note that
det(I − A) = 1+ T − 1
T
H1
({
yiyj
|y|2
}
i,j
)
+ · · · +
(
T − 1
T
)n
Hn
({
yiyj
|y|2
}
i,j
)
,
where Hk is a homogeneous polynomial of order k for k = 1, . . . , n. Note that T −1 =
(t − 1) |y|
R
. Then, (14), (15) and (16) come from (11) and (13). 
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4. Proof of the main theorem
We deﬁne ε = {x ∈ Rn|εx ∈ }. Then problem (1) is equivalent to
u− u+ f (u) = 0, u > 0 in ε, u = 0 on ε. (18)
For u ∈ H 1,20 (ε), we deﬁne
‖u‖ε ≡
(∫
ε
|∇u|2 + u2 dx
)1/2
and ε(u) = 12‖u‖
2
ε −
∫
ε
F (u) dx
where F(t) = ∫ t0 f (s) ds. Let D > 0 be the maximal inscribing radius of , that is,
D = sup{r > 0 | B(x, r) ⊂  for some x ∈ }.
We may assume that B(0,D) ⊂ . For ED and u ∈ H 1,20 (B(0, E/ε)), we deﬁne
Eε (u) =
1
2
∫
B(0,E/ε)
|∇u|2 + u2 dx −
∫
B(0,E/ε)
F (u) dx.
From (f1) and (f2), there exists  > 0 such that
ε(u) 13‖u‖2ε for ‖u‖ε, (19)
and
Eε (u)
1
3
∫
B(0,E/ε)
|∇u|2 + u2 dx for
∫
B(0,E/ε)
|∇u|2 + u2 dx2. (20)
From (f1), we can take  > 0 such that
ε(u)2/5 for ‖u‖ε (21)
and
Eε (u)2/5 for
∫
B(0,E/ε)
|∇u|2 + u2 dx2. (22)
We ﬁx a U ∈ L which is radially symmetric, and ﬁnd ε ∈ C∞0 (Rn) satisfying
ε(x)


= 1, 0 |x|D/ε − 1,
∈ (0, 1), D/ε − 1 < |x| < D/ε,
= 0, |x|D/ε
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and
|∇ε| + |∇2ε|8.
Then, we deﬁne
Wε ≡ εU and Wtε(x) ≡ Wε(y(x, t)),
where y(x, t) = x/
(
t + ε|x|
D
(1− t)
)
. Then, we see that for ε, t > 0, W tε ∈ H 1,20
(B(0,D/ε)) ⊂ H 1,20 (ε) and ε(W tε) = Dε (Wtε). Denoting
T = (t − 1) ε|y|
D
+ 1, A =
(
T − 1
T
yiyj
|y|2
)
and Bε = B(0,D/ε)
we deduce from Proposition 3.3 that
∫
Bε
|∇Wtε |2 dx = tn−2
n∑
i=1
∫
Bε
∣∣∣∣Wεyi
∣∣∣∣
2 ∣∣∣∣∣T 2 + 2(T − 1)y
2
i
|y|2 +
(T − 1)2y2i
T 2|y|2
∣∣∣∣∣
×| det(I − A)|
T n+4
dy, (23)
∫
Bε
|Wtε |2 dx = tn
∫
Bε
|Wε|2 | det(I − A)|
T n
dy (24)
and
∫
Bε
F (Wtε) dx = tn
∫
Bε
F (Wε)
| det(I − A)|
T n
dy. (25)
From Proposition 3.3 and exponential decay of U, we deduce that if a > 1 is ﬁxed,
lim
ε→0
∫
B(0,D/ε)
|∇Wtε |2 dx = tn−2
∫
Rn
|∇U |2 dx,
lim
ε→0
∫
B(0,D/ε)
|Wtε |2 dx = tn
∫
Rn
U2 dx,
lim
ε→0
∫
B(0,D/ε)
F (Wtε) dx = tn
∫
Rn
F (U) dx
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uniformly for t ∈ (1/a, a). Then, it follows from Pohozaev identity (5) that
lim
ε→0ε(W
t
ε) = lim
ε→0
D
ε (W
t
ε) =
(
tn−2
2
− n− 2
2n
tn
)∫
Rn
|∇U |2 dx (26)
uniformly for t ∈ (1/a, a). Thus, there exist constants ε0 > 0, t0 ∈ (0, 1), t1 > 1 such
that for any εε0,
‖Wt0ε ‖ε < , ε(W t1ε ) = Dε (Wt1ε ) − 1. (27)
For ED, we ﬁnd Z ∈ H 1,20 (B(0, E/ε)) satisfying Z(x) = Z(|x|),Eε (Z) < 0 and
deﬁne
cε = inf
∈ε
max
t∈[0,1]ε((t)) and c
E
ε = inf
∈Eε
max
t∈[0,1]
E
ε ((t)), (28)
where
ε = { ∈ C([0, 1] : H 1,20 (ε)|(0) = 1, (1) = Wt1ε }
and
Eε = { ∈ C([0, 1] : H 1,20 (B(0, E/ε))|(0) = 1, (1) = Z}.
By a standard manner, we see that the functionals ε and Eε satisfy the Palais–
Smale condition in H 1,20 (ε) and H
1,2
0 (B(0, E/ε), respectively. From the mountain
pass lemma (refer [1] and [14]), we deduce that the mountain pass levels cε and cEε
are critical values of ε and Eε , respectively. Obviously, cεcDε . From (21) and (22),
it follows that for any s ∈ [0, 1],
ε(sW
t0
ε ) = Eε (sWt0ε )2/5. (29)
Now we deﬁne a continuous curve ε : [0, 1] → H 1,20 (B(0,D/ε)) by
ε(t) =
{
2tW t0ε , t ∈ [0, 1/2],
W
(2−2t)t0+(2t−1)t1
ε , t ∈ [1/2, 1].
Then, it follows that for t ∈ [0, 12 ],
Eε (ε(t))2/5
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and that
max
t∈[0,1]
E
ε (ε(t))2/3.
Moreover, we see from (26) that for some tε > 0 with limε→0 tε = 1,
Eε (ε(tε)) = max
t∈[0,1] 
E
ε (ε(t)).
Thus we see that for εε0,
cεDε (ε(tε)).
Let uEε be a critical point of Eε . Then, uEε satisﬁes the following equation
u− u+ f (u) = 0, u > 0 in B(0, E/ε), u = 0 on B(0, E/ε). (30)
Then, from Proposition 3.1, we deduce the following:
Proposition 4.1. For any  ∈ (0, 1), there exists a constant C > 0 satisfying
ε(Wε)(U)+ C exp
(
−2D
ε
)
.
Proof. We deduce from (f1) and decay properties of Proposition 3.1 that for any
 ∈ (0, 1), there exists a constant C > 0 satisfying
∫
{x∈Rn| D/ε−1<|x|<D/ε}
|∇W|2 + (W)2 + |F(W)| dx exp
(
−2D
ε
)
.
Note that from (f1), 12U2(x)− F(U(x)) > 0 for |x|D/ε − 1 if ε > 0 is sufﬁciently
small. Thus, we see that for any  ∈ (0, 1), there exists a constant C > 0 satisfying
ε(Wε)
=
∫
{x∈Rn| |x|<D/ε−1}
1
2
|∇U |2 + 1
2
U2 − F(U) dx + C exp
(
−2D
ε
)
(U)+ C exp
(
−2D
ε
)
.
This proves the claim. 
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Proposition 4.2. For each  ∈ (0, 1) and a least energy solution U ∈ L of (2), there
exists a constant C > 0 satisfying
cε(U)+ C exp
(
−2D
ε
)
.
Moreover, for a global maximum point xε ∈ ε of uε, it follows that for each  ∈ (0, 1),
there exists some constant C > 0 satisfying
uε(x)+ |∇uε(x)|C exp
(
−D
ε
dist(x, xε)
)
, x ∈ ε,
and that for εm > 0 with limm→∞ εm = 0, a transformed solution wεm(y) ≡ uεm(εm(y+
xεm)) converges, up to a subsequence, uniformly to a least energy solution U ∈ L of
(2) in C1—sense as m → ∞.
Proof. Obviously, it follows that
cε max
t∈[0,1]ε(
t
ε).
From the construction of tε, we see that
max
t∈[0,1] ε(
t
ε) = max
t∈[t0,t1]
ε(W
t
ε).
From Proposition 3.1, we see that for any  ∈ (0, 1), there exists a constant C > 0
satisfying∣∣∣∣dε(W tε)dt
∣∣∣∣
t=1
=
∣∣∣∣
∫
∇Wε · ∇
(
x · ∇WεD − ε|x|
D
)
+ (Wε − f (Wε))
(
x · ∇WεD − ε|x|
D
)∣∣∣∣
=
∣∣∣∣∣
∫
B(0, D
ε
)
(
− Wε +Wε − f (Wε)
)(
x · ∇WεD − ε|x|
D
)
dx
∣∣∣∣∣
=
∣∣∣∣∣
∫
{x∈Rn|D
ε
−1<x<D
ε
}
(
− Wε +Wε − f (Wε)
)(
x · ∇WεD − ε|x|
D
)
dx
∣∣∣∣∣
D
ε
∫
{x∈Rn|D
ε
−1<x<D
ε
}
∣∣∣εU + 2∇ε∇U − εf (U)+ f (Wε)∣∣∣|∇Wε| dx
C exp
(
−2D
ε
)
. (31)
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Moreover, through some calculations, the exponential decay of U and Proposition 3.3,
we deduce that for sufﬁciently small  > 0,
lim
ε→0
d2ε(W tε)
dt2
= (n− 2)(n− 3)
2
tn−4
∫
Rn
|∇U |2 dx + n(n− 1)
2
tn−2
∫
Rn
U2 dx
−n(n− 1)tn−2
∫
Rn
F (U) dx
uniformly on (1− , 1+ ). Then, from (5), we see that if  > 0 is sufﬁciently small,
lim
ε→0
d2ε(W tε)
dt2
 − n− 2
2
∫
Rn
|∇U |2 dx (32)
uniformly on (1− , 1+ ). This and statements in the beginning of the proof of the
Main Theorem imply that there exist tε ∈ R and C > 0 satisfying
max
t∈[0,1] ε(
t
ε) = ε(W tεε ) and |tε − 1|C exp
(
−2D
ε
)
. (33)
From (31) and (33), we deduce by the Taylor expansion that for some C′ > 0,
|ε(W tεε )− ε(W 1ε )|C′ exp
(
−4D
ε
)
. (34)
Combining Proposition 4.1 and (34), we conclude that for some C > 0,
cε max
t∈[0,1] ε(
t
ε)(U)+ C exp
(
−2D
ε
)
. (35)
Note from (f3) that for some C > 0, ‖uε‖2εCcε. By the Sobolev imbedding and
bootstrap arguments, we deduce that a set {‖uε‖L∞}ε<1 is bounded. By the elliptic
estimates ([7]), we see that {‖uε‖C1,}ε<1 is bounded for some  ∈ (0, 1). Thus, all
other results in this proposition can be proved by the standard manner. 
Furthermore, we obtain the following lower estimate.
Proposition 4.3. For each  > 1 and a least energy solution U ∈ L of (2), there exists
a constant C > 0, independent of Z in the deﬁnition of Eε and cEε satisfying
cEε (U)+ C exp
(
−2E
ε
)
.
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Proof. Let uEε be a critical point of Eε corresponding to the critical level cEε . Via the
rearrangement arguments we can assume that uEε (x) = uEε (|x|) and uEε is nonincreasing.
It is standard to see from (f3) that
{∫
B(0,E/ε)
|∇uEε |2 + (uEε )2 dx
}
ε<1
is bounded. Then, since uEε is nonincreasing, it follows that limx→∞ uEε (x) = 0 uni-
formly for ε < 1. Then, by the comparison principle, we see that for any  ∈ (0, 1),
there exists a constant C > 0 satisfying
uEε (x)C exp(−|x|), x ∈ B(0, E/ε). (36)
Then, we see from the elliptic estimates (refer [7]) that for any  ∈ (0, 1), there exists
C′ > 0 satisfying
∣∣∣∣duEε (E/ε)dr
∣∣∣∣ C′ exp(−E/ε). (37)
We may assume that uEε converges weakly to some U in H 1,2(Rn) as ε → 0. Then,
we deduce from Proposition 4.2 and above estimates that U is a least energy solution
U ∈ L of (2) and uEε converges uniformly to U as ε → 0. For  ∈ (0, 1) and C > 0,
we deﬁne
	ε(x) = C
(
exp(−|x|(1+ ))− exp
(
−E
ε
(1+ )
))
.
Then we see that
	ε − 	ε +
f (uEε )
uEε
	ε
=
(
(1+ )2 − (n− 1)(1+ )
r
− 1+ f (u
E
ε )
uEε
)
C exp(−(1+ )|x|)
+
(
1− f (u
E
ε )
uEε
)
C exp
(
−E
ε
(1+ )
)
.
By (36), there exists r0 > 0, independent of small ε > 0 such that
	ε − 	ε +
f (uEε )
uEε
	ε0 for r0 |x| < E/ε.
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We take C > 0 such that uEε (r0)C	ε(r0) for ε < 1. Then, by the comparison
principle, we see that uEε (r)C	ε(r) for r ∈ (r0,D/ε). In particular, we see that
uEε (E/ε − 1)C	ε(E/ε − 1) = C exp
(
−E
ε
(1+ )
)
(exp(1+ )− 1).
Thus, for any  ∈ (0, 1), there exist c, C > 0 such that
c exp
(
−E
ε
(1+ )
)
uε(E/ε − 1)C exp
(
−E
ε
(1− )
)
. (38)
Then, from Proposition 3.2, we see that for sufﬁciently small ε > 0, there exists a
radially symmetric solution Vε of
u− u+ f (u) = 0 on Rn \ B(0, E/ε − 1),
u(E/ε − 1 = uEε (E/ε − 1) and limx→∞ u(x) = 0.
Then, from the comparison principle and the decay property (38), we deduce that for
any  ∈ (0, 1), there exists C > 0 satisfying
|Vε(r)| +
∣∣∣∣dVε(r)dr
∣∣∣∣ C exp(−r) for rE/ε − 1. (39)
Deﬁne
wε(x) ≡
{
uEε (x) for |x|E/ε − 1,
Vε(x) for |x|E/ε − 1,
and wtε(x) ≡ wε(xt ). Since the least energy solution U is a mountain pass solution of(2) (see [8]) and wε converges uniformly to U, it follows that
max
t∈(0,∞)
(wtε)(U).
We deﬁne
uEε,t (x) =
{
uEε
(x
t
)
for t > 0, x ∈ B(0, tE/ε),
0 for t > 0, x ∈ Rn \ B(0, tE/ε).
274 J. Byeon / J. Differential Equations 217 (2005) 257–281
From (5) and a change of variables, we see that as ε → 0,
(uEε,t )
= t
n−2
2
∫
B(0,E/ε)
|∇uEε |2 dx +
tn
2
∫
B(0,E/ε)
|uEε |2 − 2F(uEε ) dx
→ t
n−2
2
∫
Rn
|∇U |2 dx + t
n
2
∫
Rn
U2 − 2F(U) dx
=
(
tn−2
2
− (n− 2)t
n
2n
)∫
Rn
|∇U |2 dx (40)
uniformly for t ∈ (0,∞). We take sε > 0 satisfying
(uEε,sε ) = maxt∈(0,∞)(u
E
ε,t ).
Then, it is easy to see that limε→0 sε = 1. Then, by (5), we see that as ε → 0,
d2(uEε,t )
dt2
= (n− 2)(n− 3) t
n−4
2
∫
B(0,E/ε)
|∇uEε |2 dx
+n(n− 1) t
n−2
2
∫
B(0,E/ε)
|uEε |2 dx − n(n− 1)tn−2
∫
B(0,E/ε)
F (uEε ) dx
→ (n− 2)(n− 3) t
n−4
2
∫
Rn
|∇U |2 dx + n(n− 1) t
n−2
2
∫
Rn
U2 − 2F(U) dx
= n− 2
2
∫
Rn
|∇U |2 dx
(
(n− 3)tn−4 − (n− 1)tn−2
)
.
Thus, there exist C > 0, t ′ ∈ (0, 1) and ε0 > 0 such that
d2(uEε,t )
dt2
< −C for εε0 and t ∈ (1− t ′, 1+ t ′). (41)
Let 
N−1 be the volume of SN−1. Then we see that
d(uEε,t )
dt
∣∣∣
t=1
= −
∫
B(0,ε)
∇uEε · ∇(x · ∇uEε )+ uEε (x · ∇uEε )− f (uEε )(x · ∇uEε ) dx
= −
N−1
(
E
ε
)N (
duEε (E/ε)
dr
)2
.
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Then, by (37), we see that for any  ∈ (0, 1), there exists C > 0 satisfying
∣∣∣∣∣d(u
E
ε,t )
dt
∣∣∣∣∣
t=1
C exp(−2E/ε). (42)
From (40), (41) and (42), we deduce that there exists D > 0 satisfying
|1− sε|D exp(−2E/ε). (43)
Note that
(uEε,sε ) = (uEε,1)+
d(uEε,t )
dt
∣∣∣∣∣
t=1
(sε − 1)+O(|sε − 1|2).
Thus, we see that for some C′ > 0,
(uEε,t )(uEε )+ C′ exp(−3E/ε), t ∈ (0,∞). (44)
For t > 0, we deﬁne Utε(x) ≡ Uε(xt ) and e(v) = 12 |∇v|2 + 12v2 − F(v). Then we see
that
(uEε,t )
= (wtε)+
∫
B(0,tE/ε)\B(0,t (E/ε−1))
e(uEε,t ) dx −
∫
Rn\B(0,t (E/ε−1))
e(Utε) dx
≡ A(t)+ B(t)− C(t).
We take t (ε) > 0 so that A(t(ε)) = maxt∈(0,∞) A(t). Since U is a mountain pass
solution (see [8]), it follows that
A(t(ε))(U). (45)
Since wε converges to a least energy solution U of (2), it follows that limε→0 t (ε) = 1.
By (39) and a similar manner as in (44), we deduce that for any  ∈ (0, 1), there
exists C > 0 satisfying |t (ε)− 1|C exp(−2E/ε). Moreover, from (38) and (39), we
deduce that for any  ∈ (0, 1), there exists C > 0 satisfying
|B ′(1)− C′(1)|C exp(−2E/ε).
This implies that for some C > 0,
|(B(t (ε))− C(t (ε)))− (B(t (1))− C(t (1)))| C exp(−3E/ε). (46)
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Note that ∫
B(0,E/ε)\B(0,E/ε−1)
uεu
E
ε − (uEε )2 + f (uEε )uEε dx = 0
and ∫
Rn\B(0,E/ε−1)
UεUε − (Uε)2 + f (Uε)Uε dx = 0.
Since limt→0 F(t)/t2 = limt→0 f (t)/t = 0, it follows from integration by parts that
for any  ∈ (0, 1),
B(1) = 1− 
2
∫
B(0,E/ε)\B(0,E/ε−1)
|∇uEε |2 + (uEε )2 − f (uEε )uε dx
+
2
∫
B(0,E/ε)\B(0,E/ε−1)
|∇uEε |2 + (uEε )2 dx
+
∫
B(0,E/ε)\B(0,E/ε−1)
1− 
2
f (uEε )u
E
ε − F(uEε ) dx
 −1− 
2
(E/ε − 1)n−1uEε (E/ε − 1)
duEε (E/ε − 1)
dr
if ε > 0 is sufﬁciently small. By a similar manner, we deduce that for any  ∈ (0, 1),
C(1) − 1+ 
2
(E/ε − 1)n−1Uε(E/ε − 1) dUε(E/ε − 1)
dr
if ε > 0 is sufﬁciently small. Thus, we see that for any  > 0,
B(1)− C(1)

(
E
ε
− 1
)n−1
uε
(
E
ε
− 1
)(
1+ 
2
dUε(
E
ε
− 1)
dr
− 1− 
2
duEε
(
E
ε
− 1)
dr
)
(47)
if ε > 0 is sufﬁciently small. We deﬁne
U˜ε(r) ≡ Uε(r + E/ε − 1)/uEε (E/ε − 1)
and
u˜Eε (r) ≡ uEε (r + E/ε − 1)/uEε (E/ε − 1).
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Then, we see that
d2U˜ε
dr2
+ n− 1
r + E
ε
− 1
dU˜ε
dr
− U˜ε + 1
uEε (
E
ε
− 1) f
(
uEε
(
E
ε
− 1
)
U˜ε
)
= 0, r > 0
and
d2u˜Eε
dr2
+ n− 1
r + E
ε
− 1
du˜Eε
dr
− u˜Eε +
1
uEε (
E
ε
− 1) f
(
uEε
(
E
ε
− 1
)
u˜Eε
)
= 0, r ∈ (0, 1).
Since lims→0 f (s)s = 0, it is standard to show from Proposition 3.2 that U˜ε converges
locally uniformly on [0,∞) in C1—sense to a positive function V1 satisfying
d2V1
dr2
(r)− V1(r) = 0, r ∈ (0,∞), V1(0) = 1, V1(r)1.
Likewise, u˜Eε converges uniformly on [0, 1] in C1—sense to a positive function V2
satisfying
d2V2
dr2
(r)− V2(r) = 0, r ∈ (0, 1), V2(0) = 1, V2(1) = 0.
It is obvious that
dV1(0)
dt
− dV2(0)
dt
> 0.
This implies that for some C > 0,
dUε(E/ε − 1)
dr
− du
E
ε (E/ε − 1)
dr
CuEε (E/ε − 1)
if ε > 0 is sufﬁciently large. Then, taking sufﬁciently small  > 0, we see from (46)
and (47) that there exists C > 0 satisfying
B(1)− C(1)C(E/ε − 1)n−1(uEε (E/ε − 1))2.
Then we see from (38) and (46) that for any  > 1, there exists a constant C > 0
satisfying
B(t (ε))− C(t (ε))C exp
(
−2E
ε
)
.
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Combining this with (44) and (45), we deduce that for any small  > 1, there exists
a constant C > 0 satisfying
(uEε )(U)+ C exp
(
−2E
ε
)
.
This completes the proof. 
Completion of the main theorem: Let uε be a solution of (18) with ε(uε) = cε
and xε ∈ ε a maximum point of uε. Let dε ≡ dist(εxε, ). Then, it follows from
Proposition 4.2 that for any  ∈ (0, 1), there exists C > 0 satisfying |∇uε(x)| +
uε(x)C exp(−|x−xε|), and that uε(·+xε) converges, up to a subsequence, uniformly
to a least energy solution U ∈ L. Then, since {|uε|C1,}ε is bounded and U(x) > 0 for
x ∈ Rn and U ∈ L, it follows that
lim
ε→0 dist(xε, ε) = ∞.
For 1 > 2 > 0 and C > 0, we ﬁnd 	ε ∈ C∞0 (Rn) such that
	ε(x) =


1 if |x − xε| dε + 2
ε
,
0 if |x − xε| dε + 1
ε
,
0	ε(x)1, |∇	ε|Cε and |∇2	ε|Cε2. Let ˜ε = B
(
0, dε+1
ε
)
∩ε. Then, there
exists 3 ∈ (0, 1) satisfying |˜ε| = |B
(
0, dε+3
ε
)
|. We take 2 > 0 so that 3 <
2 < 1. From the decay estimate of uε, there exists some C′ > 0,
|ε(uε)− ε(uε	ε)|C′ exp
(
−2
ε
(dε + 2)
)
. (48)
We deﬁne zε = uε	ε and ztε(x) = zε(y(x, t)) with
y(x, t) = x/
(
t + ε|x|
dε + 1
(1− t)
)
.
Since zε − zε + f (zε) = 0 in ε ∩ B
(
0, dε+2
ε
)
, it follows that
dε(ztε)
dt
∣∣∣
t=1
=
∫
B
(
0, dε+1
ε
)
∩ε
∇zε · ∇
(
x · ∇zε ε|x| − dε − 1
dε + 1
)
dx
+
∫
B
(
0, dε+1
ε
)
∩ε
(
zε − f (zε)
) (
x · ∇zε ε|x| − dε − 1
dε + 1
)
dx
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=
∫

(
B
(
0, dε+2
ε
)
∩ε
) zε

x · ∇zε ε|x| − dε − 1
dε + 1
d
+
∫
B
(
0, dε+1
ε
)
∩ε\B
(
0, dε+2
ε
) ∇zε · ∇
(
x · ∇zε ε|x| − dε − 1
dε + 1
)
dx
+
∫
B
(
0, dε+1
ε
)
∩ε\B
(
0, dε+2
ε
) (zε − f (zε))
(
x · ∇zε ε|x| − dε − 1
dε + 1
)
dx,
where  and d are the outward normal and the volume element on 
(
B
(
0, dε+2
ε
)
∩ ε
)
, respectively. From the W 2,p estimate, Theorem 9.13 in [7], and the decay
estimates of uε, we deduce that for any  ∈ (0, 1), there exists some C > 0 satisfying
∣∣∣∣dε(ztε)dt
∣∣∣∣
t=1
C exp
(
−2
ε
(dε + 3)
)
.
Moreover, as in the beginning of the proof of Proposition 4.2, there exist sufﬁciently
small  > 0 such that
lim
ε→0
d2ε(ztε)
dt2
 − n− 2
2
∫
Rn
|∇U |2 dx for t ∈ (1− , 1+ ).
Thus, also as in the beginning of the proof of Proposition 4.2, we deduce that for small
 > 0,
|ε(zε)− max
t∈[1−,1+]ε(z
t
ε)|C exp
(
−4
ε
(dε + 3)
)
.
We deﬁne a continuous curve ε(t) : [0, 1] → H 1,20 (ε) by
ε(t) =
{
2tzt0ε , t ∈ [0, 1/2],
z
(2−2t)t0+(2t−1)t1
ε , t ∈ [1/2, 1].
Here, t0 ∈ (0, 1) and t1 > 1 are deﬁned in 27. Then, from (19), (21), (27) and the
uniform convergence of uε(· + xε) to U, we see that for sufﬁciently small ε > 0,
max
t∈[0,1] ε(ε(t)) = maxt∈[1/2,1] ε(ε(t)) = maxt∈[t0,t1] ε(z
t
ε) = max
t∈[1−,1+] ε(z
t
ε).
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Thus, it follows that
max
t∈[0,1] ε(ε(t))ε(zε)+ C exp
(
−4
ε
(dε + 3)
)
.
We let Stε the Schwartz symmetrization of ε(t) for each t > 0. Then, Stε ∈ H 1,20 (B(0,
dε+3
ε
)) and S0ε = 0, dε+3ε (S1ε ) < 0. By the rearrangement argument, we see that
max
t∈[0,1] ε(ε(t)) maxt∈[0,1] 
dε+3
ε (S
t
ε)c
dε+3
ε ,
where cdε+3ε is a mountain pass level deﬁned in (28). Thus we conclude from (48)
that for any 1 > 1 > 2, there exist C1, C2, C3 > 0 satisfying
ε(uε)  ε(zε)− C1 exp
(
−2
ε
(dε + 2)
)
 (U)+ C2 exp
(
−21
ε
(dε + 3)
)
−C1 exp
(
−2
ε
(dε + 2)
)
− C3 exp
(
−42
ε
(dε + 3)
)
.
Thus, it follows that for any  > 0, there exists C > 0 satisfying
ε(uε)(U)+ C exp
(
− 2
ε
(dε + )
)
.
Then, by Proposition 3.3, we conclude that limε→0 dε = D. This completes the proof
of the Main Theorem.
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