Multiple-scattered waves usually are not useful for creating deterministic images of the interior of elastic media. However, in many applications, one is not so much interested in making a deterministic image as in detecting changes in the medium. Cases in point are volcano monitoring and measuring the change in hydrocarbon reservoirs during enhanced recovery operations. Coda wave interferometry is a technique wherein changes in multiple-scattered waves are used as a diagnostic for minute changes in the medium. This technique was developed previously for scalar waves; however, the application of this technique in geophysics, nondestructive testing, and other applications where elastic waves are used, requires the extension of the existing formulation of coda wave interferometry to include conversions between P and S waves. Here, a simple model for the equilibration between P and S waves incorporates into the theory of coda wave interferometry the mode conversions that are inherent to multiply scattered elastic waves.
I. INTRODUCTION
Imaging techniques, as used in seismic imaging ͓1͔, nondestructive testing ͓2͔, radar applications, and medical imaging ͓3͔, usually rely on a single-scattering approximation. In many practical applications waves are strongly scattered, and deterministic imaging is not feasible. Often, however, the primary goal is not to form an image of the interior of a medium, but to detect changes in the medium instead.
Speckle pattern interferometry ͓4 -7͔ uses the change in the spatial speckle pattern of interfering multiply scattered waves to retrieve the average change in the scatterer locations as a result of changes in the medium. This technique has been used to monitor Brownian motion in colloidal suspensions ͓8͔, the passage of ultrasound through a strongly scattering medium ͓9͔, and the properties of Taylor-Couette flow ͓10͔. Speckle pattern interferometry requires the measurement of the intensity of the wave field over a certain region of space. Although this is straightforward when light waves are used, spatial sampling is a problem in situations where the wave field or its intensity can be measured only at a limited number of locations.
When only a limited number of detectors of the wave field are in place, one can use the temporal fluctuations of the transient multiple-scattered waves. The idea is to exploit the change in the multiple-scattered waves generated by a transient incident wave as a diagnostic of the change in the medium. The term ''coda'' is used to denote the relatively latearriving multiply scattered waves; this term comes from music where it denotes the closing passage of the piece. The technique to extract the change in the medium from the change in the multiple scattered waves is called ''coda wave interferometry'' ͓11͔ because the multiple-scattering medium acts as an interferometer.
Coda wave interferometry can potentially be used in nondestructive testing of materials to detect the formation of cracks, but it also has applications for monitoring changes in hydrocarbon and hydrological reservoirs, and for the monitoring of dams and volcanoes. In such applications, the number of receivers is often limited, so that the temporal speckle pattern of the multiple-scattered waves is the primary tool to detect changes in the medium.
Because for these applications the medium is elastic, the theory developed for coda wave interferometry of scalar waves ͓11͔ is not applicable. A number of seismological studies have been carried out to infer a change in the seismic velocity from coda waves ͓12-16͔. In an elastic medium there is not a single wave velocity because such a medium supports both P and S waves, each with a distinct velocity. In strongly scattering elastic media, conversions between P and S waves are in general as strong as the scattering of these waves. Since a multiply scattered wave has traveled over part of its trajectory as a P wave and part of its trajectory as an S wave, it is not obvious how often an elastic wave at a given time has been scattered and what the effective velocity of propagation is. Aki and Chouet ͓17͔ assume that the coda waves are dominated by S waves.
Here, I extend the theory of coda wave interferometry ͓11͔ for scalar waves to the more complex application of elastic waves. Section II treats multiple scattering of vector waves, and the influence of changes in the medium on these waves. To account for the partitioning of propagation between P and S waves, I introduce a simple model for the propagation of elastic waves in Secs. III and IV. The information on the spatial distribution and directionality of the waves is discarded in this model, which results in a simple description of the partitioning of P-and S-wave energies. With this model, I infer the change in the coda waves due to a change in the scatterer locations ͑Sec. V͒ and the propagation velocity ͑Sec. VI͒.
A trajectory is defined as a sequence of scatterers through which the wave has traveled over time. At each scatterer, conversions between P and S waves can occur. The sum over trajectories also enumerates all the possible combinations of modes of propagation as P and S waves between consecutive scatterers that are encountered. The wave field in Eq. ͑1͒ is the wave field for the unperturbed medium; this is called the unperturbed wave field. Let us assume that, when the medium is perturbed, the dominant action of this perturbation is to change the travel time along each trajectory, and that the change in the ͑vector͒ amplitude can be ignored. Denoting the travel time perturbation for the propagation along trajectory T by T , we can therefore write the perturbed wave field as
Suppose that one has measured the i component of the unperturbed and perturbed wave fields. We characterize the change in the wave field using the time-windowed correlation function, defined as
where t denotes the center of a time window of length 2t w and t s the lag time for the correlation. The cross correlation is given by
The double sum over all trajectories can be written as
The terms in the first sum add coherently, while the terms in the second sum add incoherently. For this reason the contribution of the trajectories T TЈ can be neglected; hence
In the following we consider a shift time t s that is close to the mean travel time perturbation. For small values of (t s Ϫ T ) a second order Taylor expansion of A Ti (tЈϩt s Ϫ T ) gives
͑6͒
This expression can be written as
͑7͒
with the dominant frequency defined as 2 ϵϪ
Analogous to Eq. ͑3͒, the zero-lag time-windowed autocorrelation of the unperturbed wave is defined as
with a similar definition for C pp (t,t w ) (0) for the perturbed waves. Using a similar reasoning as used in deriving expression ͑5͒ gives
A dimensionless measure of the change of the wave field is given by the time-windowed correlation coefficient defined as
͑11͒
With the expressions ͑7͒ and ͑10͒, this function is approximately given by
͑12͒
In this expression, ͗¯͘ (t,t w ) denotes the average over all trajectories that arrive in the time window (tϪt w ,tϩt w ) with a weight factor that is given by A Ti 2 . This means that in this work averages are taken with a weight factor that is given by the energy of each multiple-scattered wave.
The time shifted cross correlation attains its maximum when
and the value of the time shifted cross correlation at its maximum satisfies
with the variance of the perturbation of the arrival times in the employed time window. This means that the time shifted cross correlation of the unperturbed and the perturbed waves gives the mean and variance of the travel time perturbation in the employed time window.
III. A SIMPLE EQUILIBRATION MODEL FOR P AND S WAVES
The mean and variance of the arrival times of seismic waves for a given perturbation of the medium is the result of the change in the propagation of both P and S waves because each trajectory consists of a combination of paths between scatterers along which the wave travels as a P or S wave. To make further progress, it is necessary to account for the partitioning of elastic wave energy into P and S energy.
The partitioning of P-wave energy to S-wave energy has been studied by counting the number of P and S modes ͓18͔, from the evolution equations for P-and S-wave energy ͓19͔, from radiative transfer theory ͓20,21͔, and from seismological observations ͓22͔. The temporal evolution of the P-and S-wave energies in an elastic medium can be studied with a hierarchy of different methods. In radiative transfer theory ͓20,23-27͔, the spatial distributions of the intensity and the direction of propagation are treated as independent parameters. When the transition to diffusive wave propagation is made, the direction of energy propagation is related to the gradient of the intensity ͓21,28͔.
As an alternative I use in this section an even simpler model to account for the equilibration of P and S waves where the information regarding the spatial distribution and direction of the waves is discarded. In this model, the waves move around as balls. A ball is either in a P state, or in the S 1 and S 2 states that represent the two polarizations of S waves. The balls are a metaphor for units of energy. However, the balls should not be confused with the quanta of elastic wave propagation ͑phonons͒; they are nothing but a tool for keeping track of the distribution of energy among the different wave modes. The balls in the P state travel with the P-wave velocity v P , while the balls in the S states travel with the S-wave velocity v S . After each ball has propagated over a distance a, with a certain probability it can convert to a ball of another state. The model is similar to a Monte Carlo description of multiple scattering ͓29,30͔, but spatial and directional information about the propagation of the waves is discarded. This allows for an analytical solution rather than a numerical solution based on a Monte Carlo technique.
The probabilities of these transitions are shown in Fig. 1 .
The probability that a P ball converts to each of the S states is denoted by p PS . This means that the probability at each collision that a P ball continues as a P ball is equal to 1 Ϫ2 p PS . The probability that an S ball is converted into a P ball at a scatterer is denoted by p SP . There is a probability p SS that an S ball is converted to an S ball of the other type. It follows from Fig. 1 that the probability that an S ball is not converted to a ball of another type is 1Ϫ p SP Ϫ p SS . Suppose that in the system there are N P balls in the P state and N S 1 and N S 2 balls in the S 1 and S 2 states, respectively. The transition probabilities can be used to derive differential equations for the number of balls in each state. As an example, consider the number of balls in the P state. There are N P balls in this state. In a time interval dt, each ball travels a distance v P dt and encounters v P dt/a scatterers. As indicated in Fig. 1 , the probability that a ball in the P state is converted to each of the S states upon encountering a scatterer is p PS . This means that in a time interval dt the total reduction of the P balls due to conversion to S states is given by Ϫ2 p PS N P v P dt/a. The number of P balls increases due to the conversion of S balls to P balls. By the same reasoning the number of balls in the P state thus increases in the same interval as p SP (N S 1 ϩN S 2 )v S dt/a. The total change in the number of balls in the P state is therefore given by
The same reasoning can be applied to the balls in each of the S states; this gives the following system of differential equations:
The average distance between scatterers is a, but this distance is not the mean free path. In the following, we take the limit that a and the transition probabilities p PS , p SP , and p SS go to zero; this limit describes the continuous conversion between different wave types that occurs in a strongly inhomogeneous elastic medium. It follows from Fig. 1 that, when a ball in the P state encounters a scatterer, the probability that it is not converted to one of the S states is given by 1 Ϫ2 p PS . Since p PS is assumed to be small, this means that the probability that a P ball is not converted to another state when it propagates over a distance l is given by (1 Ϫ2p PS ) l/a . By definition, this probability is equal to 1/e when the ball has propagated over the mean free path l P ; hence (1Ϫ2 p PS ) l P /a ϭ1/e. For the balls in each S state, the probability that the ball is not converted at a scatterer is given by 1Ϫp SP Ϫp SS . Using the same reasoning as for the balls in the P state, the mean free path of each S state is given by
From these expressions, the mean free paths remain finite when the limits a→0, p IJ →0 are taken as long as the ratio defined in expressions ͑16͒ and ͑17͒ remains finite. Note that the system of differential equations ͑15͒ depends only on the ratios p IJ /a. The system ͑15͒ has three different solutions, each with a characteristic decay time. Adding the three equations ͑15͒ gives
This expression states that the number of balls is constant in time; this is a consequence of the fact that the probabilities in Fig. 1 are chosen in such a way that balls are neither created nor destroyed when they encounter a scatterer. The identification of balls with units of energy means that for this system the total energy is conserved. The total number of balls N S in an S state is the sum of the balls in the two S states:
Using this relation in the first line of the system ͑15͒, and adding the last two lines of that system, gives the following system of equations that governs the partition between the total numbers of balls in the P and S states:
It follows from this expression that, in equilibrium, the ratio of the number of balls in the P state to the total number of balls in the S states is given by
The ratio of the number of balls, and hence the ratio of the Pand S-wave energies depends on the ratio p SP /p PS of the transition probabilities. Aki ͓31͔ gives a simple derivation based on reciprocity that explains why these probabilities are different. These transition probabilities are defined in expression ͑15͒, where they multiply terms such as v P N P . When N P denotes the P-wave energy, then v P N P describes the energy flux of P waves. In scattering theory the scattering cross section is defined by the change in the energy flux. Therefore, the ratio p SP /p PS is defined by the ratio of the scattering cross sections for PS scattering and SP scattering, respectively, which is given by ͓30͔
The factor 2 in the middle term is due to the fact that the transition probability in Eq. ͑15͒ is defined for each S-wave polarization separately whereas the cross section SP is defined for the total S-wave energy.
Inserting the ratio ͑22͒ in ͑21͒ and identifying the number of balls with energy, the following conditions follow for the equilibrium value of the P-and S-wave energy ͓18 -21͔:
For a Poisson medium, where v P ϭ)v S , this ratio is given by (E P /E S ) eq Ϸ0.096, which indicates that the S-wave energy is much larger than the P-wave energy. There are three reasons for this. First, there are two S states compared to only one P state. Second, the P waves propagate faster than do the S waves, so the probability per unit time that a P wave is converted to an S wave is much larger than that of the reverse conversion. Third, the transition probability for the conversion from P to S is larger than from S to P; see expression ͑22͒. Expressions ͑20͒ and ͑18͒ provide the time it takes for the number of balls to equilibrate between the P state and the S states. Equation ͑18͒ implies that N P ϩN S ϭN, where N is the total number of balls. Using this relation to eliminate N S from the first expression of Eq. ͑20͒ gives
Using Eqs. ͑16͒ and ͑22͒, this means that the time PS for the equilibration of P and S energy is given by
Trégourès and van Tiggelen ͓21͔ derived the same expression from the diffusion equation. The equilibration among the two S states can be found by taking the difference of the last two lines of the system ͑15͒; this gives
Note that the equilibration of the S states depends not only on the transition probability p SS for the conversion between the S states, but also on the probability p SP for the conversion between the P state and the S states. This is because conversions such as S 1 → P→S 2 also contribute to the equili-bration of the S states. With relations ͑16͒ and ͑17͒, it follows that the equilibration time SS for the S states is given by
The model presented here does not account for the spatial variations in the ratio of the P-and S-wave energies. When this ratio has significant spatial variations the model cannot be expected to be accurate. Therefore the model is used in the following to describe the properties of the wave field after an equilibrium between the P-and S-wave propagation has been reached.
IV. PARTITIONING OF P AND S PROPAGATION
The analogy in Sec. III of balls that are distributed among different modes serves here as a simple model for the propagation of P and S waves in an elastic medium by identifying the propagation of balls in the P and S modes with the P-and S-wave energies, respectively. It is shown in Sec. II that in coda wave interferometry one measures averages of the propagation properties of the wave field with the squared amplitude of the waves, and hence the energy, as weight factor. This means that, according to expression ͑23͒, once the P and S waves have equilibrated the ratio of the time t P spent traveling as a P wave to the time t S that the wave traveled as an S wave is given by
This expression should be interpreted as an energy-weighted average after equilibration of the P-and S-wave energies. The total travel time is given by t P ϩt S ϭt. With Eq. ͑28͒ this gives
The meandering distance traveled as a P wave is given by L P ϭv P t P and the corresponding distance for the S waves is L S ϭv S t S , so that
The total length of the wandering path is given by LϭL S ϩL P , so that
This means that after the P and S waves have equilibrated they propagate on average with an effective velocity v eff that is given by
͑32͒
For a Poisson medium v eff Ϸ1.064v S , so that the effective velocity is close to the S velocity. The number of scatterers encountered is given by n ϭL S /l S ϩL P /l P ; therefore from Eqs. ͑29͒ and ͑30͒ it follows that
͑33͒
Writing the number of scatterers as
this gives for the effective mean free path
͑35͒

V. PERTURBING THE SCATTERER LOCATIONS
In this section, I derive the influence of random perturbations of the scatterer locations on the time-windowed correlation function. The perturbations of the components of the scatterer locations are assumed to be independent with zero mean and variance ␦ 2 . Since the resulting mean travel time perturbation vanishes, the change in the correlation function is determined by the variance 2 of the arrival times. This quantity can be retrieved from the data with expression ͑14͒. The elastic waves that propagate through the medium consist of both P and S waves; therefore, it is necessary to account for the possibility that the incoming and outgoing waves at a given scatterer are of different type. In the Appendix, I show that when the incoming wave at a given scatterer has velocity v in and the outgoing wave a velocity v out , the variance in the arrival time due to the perturbation of a single scatterer location is given by 2 ϭ2␦
where is the scattering angle of the trajectory as defined in Fig. 2 .
This expression is valid for a perturbation of the location of one scatterer only. As shown in Fig. 3 for a given scatterer, there are four possibilities for the incoming and outgoing wave types because both the incoming and outgoing waves can be either a P or S wave. This means that expression ͑36͒ must be averaged, over these four types of incoming and outgoing waves, using the energy of the waves as weight factors. Applying this weighting to the relative occurrence of P and S trajectories gives a weight 2(v P /v S ) 3 to an S-wave trajectory relative to a P-wave trajectory. An S trajectory thus has a weight v S 3 /(v S 3 ϩ2v P 3 ) while a P trajectory has a weight 2v P 3 /(v S 3 ϩ2v P 3 ). This gives the following weighting for products of the relative occurrences of pairs of incoming and outgoing trajectories shown in Fig. 3 :
These weight factors are used to average Eq. ͑36͒ over the four combinations of incoming and outgoing waves. For n scatterers along a trajectory, the variance 2 is multiplied by n because the perturbations of the scatterer location are assumed to be independent. This gives for the variance in the arrival time 2 ϭ2n␦
͑38͒
In this expression ͗cos SP ͘ is the average of the cosine of the scattering angle for S to P scattering over all scattering angles because the multitude of paths that visit a given scatterer sample all possible scattering angles. From reciprocity, ͗cos SP ͘ϭ͗cos PS ͘.
Expression ͑33͒ relates the average number of scatterers encountered to the travel time along the trajectory, taking conversions between P and S waves into account. Using this result to eliminate n from Eq. ͑38͒, the variance of the travel time is given by 2 ϭ
with the velocity v * given by
and the transport mean free path given by
͑41͒
with the effective mean free path l eff given by Eq. ͑35͒. Equation ͑39͒ is identical to the expression for the travel time variance for scalar waves ͓11,32͔. This means that the change in the arrival time ͑or phase͒ caused by perturbations in scatterer locations has the same functional form for both elastic and scalar waves, despite the recurrent conversions between P and S waves. Note that these expressions are based on the presence of two S polarizations. For a two- 
͑43͒
Note that the velocity v * is close to the S velocity, and that the transport mean free path depends most strongly on the scattering angle for S waves because when the P and S waves have equilibrated the S waves are much more prolific. In fact, the error is not large when one replaces v * by the S velocity and ignores in expression ͑43͒ the contributions of the scattering angles PP and PS that involve the P wave.
By inserting Eq. ͑39͒ in Eq. ͑14͒ we can relate the variance in the scatterer displacement to the time-windowed correlation function:
VI. A VELOCITY PERTURBATION
The change in the coda waves can be caused by a perturbation in the average velocity of the medium. Here, I derive the effect of constant perturbations of the P and S velocities on the time-windowed correlation of the coda waves. The relative perturbations of the P and S velocities are denoted by
For the equilibration model for P and S waves of Sec. IV, along each trajectory, the wave spends on average a time t S as an S wave and a time t P as a P wave. The unperturbed travel time is given by
If we assume that the relative velocity perturbations are much smaller than unity, the average change in the arrival time, to first order in ␥ P and ␥ S , is given by
Using expression ͑30͒ gives
The relative change in the effective velocity is related to the mean travel time perturbation by
͑49͒
Coda wave interferometry thus constrains the weighted average of the P-and S-velocity perturbation given by expression ͑49͒. For a Poisson medium
so that coda wave interferometry for elastic waves depends much more strongly on the relative perturbation of the S-wave velocity than on that of the P-wave velocity.
VII. CONCLUSION
The treatment of coda wave interferometry as formulated for scalar waves extends to that of elastic waves, which are subject to the conversion between P and S waves. The resulting expressions for the time-windowed correlation function of the multiple-scattered waves due to changes of the medium are identical to those previous derived for scalar waves. Coda wave interferometry for elastic waves differs from that for scalar waves only in that it depends on a weighted average of the propagation and scattering properties of P and S waves. In practice, elastic coda wave interferometry is predominantly influenced by the propagation and scattering of S waves because these waves dominate over the P waves after multiple scattering. Therefore this technique is most sensitive to changes in the propagation characteristics of S waves ͓17͔.
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APPENDIX: THE EFFECT OF THE PERTURBATION OF ONE SCATTERER LOCATION ON THE TRAVEL TIME
Consider the situation shown in Fig. 2 wherein the location of scatterer i is perturbed, while the locations of the scatterers iϪ1 and iϩ1 that the wave encounters before and after meeting scatterer i, respectively, are unperturbed. The incoming wave travels from scatterer iϪ1 to scatterer i with velocity v in in the direction n in and the outgoing wave from scatterer i to iϩ1 travels with velocity v out in the direction n out . The location of scatterer i is denoted by r (i) . The three components of this vector are perturbed independently with zero mean and variance ␦. 
