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Abstract 
 
We have developed a novel method based on vector electromagnetic theory and 
Schelkunoff’s principles, to calculate the spectral and angular distributions of transition 
radiation (TR) and diffraction radiation (DR) produced by a charged particle interacting with 
an arbitrary metallic target. The vector method predicts the polarization and spectral-angular 
distributions of the radiation at an arbitrary distance from the source, i.e. in both the near and 
far fields, and in any direction of observation. The radiation fields of TR and DR calculated 
with the commonly used scalar Huygens model are shown to be limiting forms of those 
predicted by the vector theory and the regime of validity of the scalar theory is explicitly 
shown.  Calculations of TR and DR done using the vector model are compared to results 
available in the literature for various limiting cases and for cases of more general interest. 
Our theory has important applications in the design of TR and DR diagnostics, particularly 
those that utilize coherent TR and DR to infer the longitudinal bunch size and shape.  A new 
technique to determine the bunch length using the angular distribution of coherent TR or DR 
is proposed. 
 
Introduction  
 
Optical transition radiation (OTR) from metallic targets is widely used for the 
measurement of transverse size, divergence and energy of electron and proton beams [1-5]. 
Recently the use of diffraction radiation for similar diagnostic purposes has been 
demonstrated [6-10].   Most accelerators and beam radiation devices produce incoherent TR 
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and DR, e.g. at optical wavelengths which are usually much shorter than the bunch 
dimensions.  Incoherent TR has the interesting property that when the radiating foil is large, 
i.e. the radiation parameter / 2 aγλ π   the size of the radiator, the angular distribution (AD) 
of the radiation is independent of the frequency of the emitted photon out to the plasma 
frequency of the radiating material.  However, when / 2 aγλ π ≥ , TR can be considered, by 
application of Babinet’s principle [6,11]  to be a form of diffraction radiation and in this case 
the far field AD of the radiation is frequency dependent. Similarly, in the case of DR from an 
aperture, the AD is frequency dependent even when the radiating surfaces can be considered 
to be large [11].  As a result, for long wavelengths and/or at high energies, the far field 
angular distributions of DR and TR are both functions of the observed wavelength.   
Coherent transition and diffraction radiation (CTR/CDR) are produced at 
wavelengths near and longer than the longitudinal bunch size.  In the coherent regime, the 
spectral – angular density of the radiation has the well known form:  
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where the first term on the RHS of the equation is the single charge spectral-angular density,  
N  is the number of charges in the bunch  and  ST  and   SL   are the transverse and 
longitudinal form factors of the bunch, respectively.  In most cases the transverse form factor 
ST ,  which depends on the transverse size and divergence of the beam, is close to unity and it 
is the longitudinal form factor SL  that primarily determines the radiation production. This 
term is the squared Fourier transform of the longitudinal bunch distribution which, in 
principle, can be determined from the frequency spectrum of the radiation, provided some 
technique for retrieving the phase of the frequencies components can be developed.   
The coherent spectrum be measured directly [12] or indirectly by means of 
autocorrelation interferometry [13,14]. RF LINACs commonly produce micro bunches with 
pulse durations (Δt) in the picosecond regime. In this case it is necessary to measure the 
spectrum in the FIR to mm wave band. For shorter bunches (Δt ~ 300 fs), e.g. those produced 
by laser-plasma interactions, the spectral content of the pulse extends to the THz regime.  
Both CTR and CDR in these wavelength bands have both been used to infer the longitudinal 
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bunch size and attempts have been made to determine the temporal profile of the beam 
[14,15].  Because of the long wavelengths involved, the radiation factor γλ can easily exceed 
the size of the target used to generate the radiation even for beams with low to moderate 
energies.  In this case, the finite size of the radiator introduces a frequency dependence into 
the spectral angular density of a single electron, i.e. the first term on the RHS of Eq.(1). This 
must be taken into account in order to correctly deduce the longitudinal bunch form factor 
from the measured spectrum. 
 The effect of the finite size of the radiator and the finite aperture of the detector or 
the transfer optics on the spectrum of CTR and CDR has been previously analyzed [15,16].  
The main effects are a low frequency cutoff in the spectra of both TR and DR and, in the case 
of DR, an additional high frequency cutoff produced by the aperture, e.g. the slit width. 
Attempts to account for the low frequency loss have been made with limited success (cf. 
[17]). 
 Additionally, in all previous studies with the exception of one [16] the measurements 
are assumed to be made in the far field or wave zone, i.e. taken at 2R γ λ>> , a distance much 
larger than the coherence length of the radiation. At long wavelengths, the range of the actual 
measurements frequently violates this condition, i.e. measurements are commonly made in 
the near field or pre wave zone.  In the near field  the single electron spectral angular 
distribution has an additional frequency dependence, which depends on the distance to the 
source. This dependence must also be taken into account in the analysis of the spectral data.  
Also previous studies have considered only a few ideal source/radiator shapes, i.e. circular or 
rectangular apertures or foils (TR) and rectangular slits (DR) and the results are only 
applicable to high beam energies and/or normal incidence.  
We call special attention to the case of off normal incidence.  In all other analyses of 
TR and DR, to our knowledge, the effect of the inclination of the foil plays a minor role in 
the evaluation of the radiation field (see e.g. Ref. [6]).  This is the direct result of the 
approximation used in the calculations, namely that the electron’s fields, which are 
considered to be the source fields on the radiator, are taken to be purely transverse (i.e. 
radial) to the velocity of the particle.  The scalar transverse component of the field of the 
electron is then integrated over the radiator surface (Huygens scalar field formulation) and 
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used to calculate the radiation field at some distance from the source, either directly [18] or 
through intervening apertures or optics [19]. 
   In this approximation the longitudinal component of the field, which is smaller than 
the transverse field by the Lorentz factor γ , is not taken into account.  In addition, the vector 
nature of the radiation field is obscured, in the sense that the polarization of the radiation is, a 
priori, assumed to follow that of the electron, i.e. the source field. While these assumptions 
are approximately correct for high energy beams and/or normal incidence, they are generally 
invalid. They are particularly inapplicable for low energies and large inclination angles, large 
energies and small inclination angles and for small, ( r γλ≤ ) and/or asymmetric foils.  In 
these cases the transverse and longitudinal components of the field of the electron, are 
significant and must be taken into account in order to correctly predict the spectral angular 
distribution and polarization of the radiation.  
 In this paper we will develop a method based on electromagnetic theory which does 
not make any assumptions about the nature of the source field or the radiation field. The 
method can accurately calculate the spectral angular energy density of both DR and TR from 
an arbitrary metallic target or an aperture of arbitrary shape, in both the near and far fields, 
for any energy and inclination angle of the radiator.  Such an approach provides the correct 
specular-angular distribution and polarization of the radiation fields which are not properly 
calculated in theories based on the scalar Huygens formulation. These results are essential to 
the design of diagnostics based on TR and DR, particularly those utilizing coherent TR and 
DR, to measure longitudinal bunch properties. 
Our theoretical approach is based on Love's field equivalence theorem and one of 
Schelkunoff's field equivalence principles [20-22] which can be considered as the vector 
electromagnetic generalizations of Huygens's principle. The model uses only the spectral 
Fourier transform of the field of the electron, i.e. no spatial – wave number transforms are 
taken.  We have used this method to calculate the angular distributions of TR and DR, i.e. for 
infinite and finite screens in various limiting cases where the distributions are theoretically 
well known, as well as in more general cases. We first show that the solutions for the far field 
and near field (pre wave zone) accurately match the available theoretical calculations using 
the scalar Huygens theory in the regime where this approach is applicable, i.e. high energy or 
normal incidence; second, we give an estimate of accuracy of our method in the near field 
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zone; third, we theoretically compare the Huygens scalar and the vector solutions and 
demonstrate when the Huygens solution is valid; fourth, we apply the method to calculate the 
AD to situations where the Huygens scalar method is inapplicable; and finally, we will show 
that it may be possible use the AD of coherent TR and DR to infer the beam bunch length.   
 For completeness we mention a recent conference paper [23] which calculates TR 
using a vector diffraction approach developed by [24].  The latter applies Love's and 
Schelkunoff’s principles to the diffraction of electromagnetic waves.   We note, however, 
that [23] is a very preliminary analysis and is valid only in the limit of high electron energy.  
In comparison, our approach is complete, quite general and applies Schelkunoff’s principles 
in a unique way to compute TR and DR from an arbitrary radiator. 
 
Theory  
 
Coordinate systems 
 
In this work we use both Cartesian coordinates ( , ,x y z ), with unity vector triad 
( )i, j,k   traditional  spherical coordinates ( , ,r θ ϕ ) with unity vector triad ( , , )re e eθ ϕG G G , where   
sin cosx r θ ϕ= , sin siny r θ ϕ= , cosz r θ=  and cylindrical coordinates ( , , zρ ϕ ), 
( , , )ze e eρ ϕ
G G G  with cosx ρ ϕ= , siny ρ ϕ= . We designate the ( ,x z ) plane as the horizontal 
plane and the plane, which is parallel to and free to rotate around the y  axis, as  the vertical 
plane (see Figure 1).  We  also utilize additional spherical  coordinates, similar to the globe's 
latitude and longitude ( ,h vθ θ ) with unity vector diad ( , )h ve eG G , where hθ  is  the horizontal  
angle of observation in the vertical plane which measured from the  axis  z  to the  axis x  
(see Figure 1) and vθ  is  the observation angle in the vertical plane  measured from the 
horizontal plane (x,z)  to the  y axis. We describe the distribution of the intensity of radiation 
as a function of hθ  at given vθ   as a  “horizontal scan”,  and  the  distribution of intensity as a 
function of vθ  at given hθ  as a “vertical  scan”. In most of the cases described below we 
assume that an electron with velocity V
G
  ( /V cβ =G G , where c  is the speed of light in vacuum) 
is incident on or emerges from the flat surface of an ideal conducting foil at the point 
 6
0x y z= = = . The orientation of the surface of the conductor is characterized by the unit 
normal vector Sn
G .   
 
Previous Calculations of TR from an infinite conducting screen 
 
At normal incidence, zV V= , 0xV = , 0yV = , and  0Sxn = , 0Syn = , 1Szn = , the 
spectral angular intensity of transition radiation TR produced by the electron (forward and 
backward TR) is given by the familiar form [25]: 
 
2 2 2 2
2 2 2 2
sin
(1 cos )
d W eI I
d d cθ
β θ
ω π β θ= = =Ω −       (2) 
 
where W  is the radiated energy, dω  is the frequency band, sind d dθ θ ϕΩ =  is the solid 
angle, e  is the charge, and γ  is the Lorentz-factor. This radiation is symmetric about the z 
axis and the radiation field has a component in the eθ
G  direction ( E E eθ θ=
G G  ) only. At 
2 2 2 2 1sin ( 1)θ γ β γ− − −= = −  the intensity has maximum 2 2 2max / 4I e cγ π= . We use this value 
of the intensity as a normalization factor and refer to it as a unit of normal TR (NTR).  
 In other calculations of TR from an inclined conducting foil [26] the author has 
chosen a "tilted" trajectory angle for the electron, i.e. sinxV V ψ= , 0yV = , coszV V ψ= , 
0Sxn = ,  0Syn = ,  1Szn = , and the distributions of parallel and normal  components of 
intensity are:   
 
2 2 2 2
2 2
cos (sin cos sin )eI
c B
β ψ θ β ϕ ψ
π
−=&       (3) 
2 2 2 2
2 2
cos ( cos sin sin )eI
c B
β ψ β θ ϕ ψ
π⊥ =       (4) 
 
where [ ] [ ]1 (sin cos sin cos cos ) 1 (sin cos sin cos cos )B β θ ϕ ψ θ ψ β θ ϕ ψ θ ψ= − − ⋅ − + . 
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Here the parallel and normal polarization are related to the plane of incidence, i.e. the (x,z) 
plane as above. Horizontal and vertical scans are calculated using the coordinate 
transformations:   cos cos cosh vθ θ θ= , sin sin / sinhϕ θ θ= , cos sin cos / sinh vϕ θ θ θ= .  
Eqs. (3) and (4) can also be derived from the well known formulae of Pafomov [27] 
which are written in Cartesian coordinates ( , ,x y z ), where the direction of the radiation is 
given by the unity vector (cos ,cos ,cos )x y zθ θ θ . Pafomov's formulae can also be written in 
terms of the angles vθ , hθ  using the transformations: cos cos sinx v hθ θ θ= , cos siny hθ θ= , 
cos cos cosz v hθ θ θ= .   
 
Method of Images Applied to Inclined Foils 
 
Transition radiation produced by an electron incident on or emerging from a tilted, 
flat, infinite perfect conductor can be calculated accurately and straight forwardly using the 
method of images. Traditionally, TR is described in terms of radiation produced by the rapid 
stop or start of electron and its image charge [28].  In our paper we apply the image method 
to describe the production of TR from an inclined infinite foil but without requiring the 
stopping and rapid acceleration of the electron. In our picture the electron always moves 
forward with a constant velocity. However, the electron’s positive image can abruptly change 
its direction of propagation, i.e. it “bounces” from the flat surfaces of the media (see Figure 
2). 
 There are three stages of interaction of the electron with the conducting layer: (1) 
incidence of the electron on the first vacuum-metal interface, (2) motion of the electron 
inside the conductor and (3) emergence of the electron from the second interface. In the first 
stage the image charge moves in the direction of specular reflection with respect to the 
electron’s direction. In the second stage the image moves with the electron in the same 
direction thus nullifying the field of the electron. In the third stage the image again moves in 
the direction of specular reflection with respect to the electron’s direction. Since the velocity 
of the electron is constant it does not radiate. Rather, it is the image charge that radiates since 
its velocity changes discontinuously, first from the specular to the forward direction and then 
from the forward to the specular direction. In the Fraunhofer zone (far field), the radiation of 
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a charged particle that sharply changes its direction of propagation is given by the well 
known Bremsstrahlung formula which, in the long wave approximation [29], is given by: 
 
22 2
2 1
2
2 14 1 1
n nd W eI
d d c n n
β β
ω π β β
× ×= = −Ω − ⋅ − ⋅
G GG G
G GG G           (5) 
 
where 1 1 /V cβ =
G G
, 2 2 /V cβ =
G G
 and  1 2,V V
G G
 are the velocities of the image charge before and after 
the bounce. For backward transition radiation (BTR) 1 2 ( )S Sn nβ β β= − ⋅
G G GG G  and 2β β=
G G
. For 
forward transition radiation (FTR) 1β β=
G G
 and 2 2 ( )S Sn nβ β β= − ⋅
G G GG G . 
In the case of an electron moving parallel to the z axis ( 0xV = , 0yV = , zV V= ) and a 
foil tilted in the horizontal plane ( sinSxn ψ=  , 0Syn = , cosSzn ψ= ), it follows from Eq.(1.5) 
that the  horizontal and vertical components of the intensity of TR are given by 
 
22 2 2
2
sin( 2 ) s
4 1 cos cos( 2 ) 1 cos cos
h h h
h
v h v h
d W ineI
d d c
θ ψ θβ
ω π β θ θ ψ β θ θ
⎛ ⎞−= = +⎜ ⎟Ω + − −⎝ ⎠
   (6) 
22 2 2 2
2
sin cos( 2 ) cos
4 1 cos cos( 2 ) 1 cos cos
v v h h
v
v h v h
d W eI
d d c
β θ θ ψ θ
ω π β θ θ ψ β θ θ
⎛ ⎞−= = +⎜ ⎟Ω + − −⎝ ⎠
  (7) 
 
where ,h vI  are the horizontal (parallel to he
G ) and vertical (parallel to veG ) polarization 
components.  These equations are useful if a polarizer is used in the experiment. Formulae 
(5), and consequently (6), (7) are the benchmark solutions for TR from an infinite, flat 
metallic surface, i.e. they will be used to verify other models and approaches, including the 
method we present below.  
 
Vector Theory for TR and DR from an Arbitrary Conducting Screen 
 
Formulae ((3)-(7)) all describe both forward and backward transition radiation from a 
perfectly reflecting, infinite, flat, tilted foil observed in the Fraunhofer zone equally well. 
However, if the radiator has structure (i.e. holes, finite size, contours, etc.) with characteristic 
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dimension / 2 cosL βγλ π ψ≈ , then the radiation is different from TR from a flat, infinite foil 
and can be described as diffraction radiation  (DR) [3].   
  We now present a general vector approach to the calculation of DR for an arbitrarily 
shaped screen inclined at an arbitrary angle with respect to the velocity vector of an electron 
with arbitrary energy. Our goal is to produce theory which can serve as a benchmark for the 
calculation of DR from a finite radiator, just as the image model provides for TR from an 
infinite radiator.  As above, we first assume that the electron moves along axes z  ( zV V= , 
0xV = , 0yV = ) . In cylindrical coordinates , , zρ ϕ  the Fourier components of the electric and 
magnetic fields of an electron moving in vacuum are 
 
1 0( , , , ) ( ) ( ) exp( )e z e
e iE z e K e K ik z
V ρ
ρ ϕ ω ρ ρπ
⎛ ⎞α= α − α⎜ ⎟γ⎝ ⎠
G G G     (8) 
1
βeα( , , , ) ( ) exp( )e eB z e K ik zVϕ
ρ ϕ ω ρπ= α
G G       (9) 
 
where 0 ( )K ρα  and 1( )K ρα  are the zero and first order MacDonald functions, /Vωα = γ  
and /ek Vω= .  
 In the Weissacker Williams approximation or the method of virtual photons [29,30], 
the Fourier components of the field of a relativistic electron are interpreted as plane 
electromagnetic waves each with a purely radial (transverse) electric field and a 
perpendicular, circular magnetic field of the same magnitude. This is a good approximation 
for high energy.  However, in our model we assume that the electron has an arbitrary energy. 
Hence the Fourier components of the fields of the electron are not purely transverse and thus 
cannot be considered to be virtual photons in the traditional sense. We can, nevertheless, 
refer to the Fourier components of the field of an electron with arbitrary energy as waves 
with frequency ω  and wave number ek  propagating along the axis z with phase velocity V ,  
but we note that these waves are not electromagnetic waves because electric field has a 
longitudinal component  ezE   which increases as the energy of the electron decreases. 
Moreover, the ratio of the magnetic to the electric field of these waves, /e erB Eϕ β∼  
decreases as the energy decreases. 
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We now consider how one of these waves interacts with a perfectly conducting 
boundary. The Cartesian components of the electric field (8) are: 
 
1( ) cos exp( )e x e
eE K ik z
V
ρ ϕπ
α= α      (10) 
1( )sin exp( )e y e
eE K ik z
V
ρ ϕπ
α= α      (11) 
0 ( ) exp( )e z e
i eE K ik z
V
ρπ
α= − αγ      (12) 
 
Assume that electron is incident on or emerges from the surface of a perfect 
conductor and induces the radiation of electromagnetic wave from the surface. The surface 
S  can have an arbitrary shape characterized by the unit vector function ( , , )S S S Sn x y z
G  which 
is locally normal to the surface, at point ( , , )S S Sx y z  and is directed into the vacuum. Since the 
fields inside conductor are zero the boundary conditions for the tangential component of the 
fields on the surface are given by 
( ) 0S e Sn E E× + =
G GG        (13)
 4( )S e S en B B jc
π× + =G G GG        (14) 
where SE
G
, SB
G
 are the fields of the radiated electromagnetic wave and ej
G
 is an induced 
surface electric current which is necessary to satisfy the boundary condition. From Eqs. (13) 
and (14) it follows that the tangential component of the electric field of the radiated wave is 
exactly defined by the electric field of the electron 
 
 S S S en E n E× = − ×
G GG G  ,       (15) 
 
whereas the magnetic component 
 
 4S S e S en B j n Bc
π× = − ×G GGG G        (16) 
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has an uncertainty  due to the uncertainty of the surface current ej
G
.  Note that the magnetic 
field of the radiated electromagnetic wave is dictated by the electric field of this wave rather 
than by the magnetic field of the electron, eB
G
.   
  We assume that the radiated wave propagates from the surface into a vacuum. On the 
surface the distribution of the tangential component of the electric field of this wave is given 
by (15), but the distribution of the tangential component of the magnetic field is unknown 
because ej
G
 is not known.  Fortunately, the radiation from a surface with a known distribution 
of electric but unknown distribution of magnetic field can be calculated using Schelkunoff's 
field equivalence principles. Here we follow the formulation of Love's theorem and 
Schelkunoff's principles as given in [20].  
 According to Love's field equivalence theorem the further propagation of the primary 
electromagnetic wave which is incident on an imaginary surface is equivalent to the 
termination of this wave on this surface and the radiation of a secondary wave by a virtual 
surface magnetic current given by  
( )
4Vm S S
cj n Eπ= ×
GG G    (17) 
 and a virtual electric current given by  
( )
4Ve S S
cj n Bπ= ×
GG G .  (18) 
Both of these currents radiate downstream only. This formulation solves the so called 
‘backward wave’ problem of Huygens’ scalar model which produces both forward and 
backward radiation from an arbitrary surface. 
 Schelkunoff modified Love’s theorem by introducing another virtual ideally 
reflecting surface adjacent to and upstream of Love’s virtual electric and magnetic current 
sheet.  If the Schelkunoff surface is an ideal electric conductor then the image electric current 
induced on this surface is opposite to the virtual electric current Vej
G
 and the total radiating 
electric current is zero. At the same time the image magnetic current is equal to the virtual 
magnetic current Vmj
G
 and the total radiating magnetic current doubles (see page 38 of [20]).  
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In practice this means that it is enough to know the distribution of the electric field of the 
electromagnetic wave on the surface in order to calculate the further propagation of this 
wave. 
We now apply Schelkunoff’s formulation directly to calculate transition and 
diffraction radiation from perfectly conducting surfaces.  From Eq. 15, the source electric 
field on the surface is just the negative of the electric field of the electron whose components 
are given by Eqs. (10), (11), (12).  The radiating electric and magnetic fields are then 
calculable in terms of the magnetic vector potential knowing the magnetic surface current 
Vmj
G
 defined above in Eq. (17). The vector potential and the radiation fields at point R
G
 are 
then given by 
 
exp( )2 S
Vm
SS
ikRA j dS
c R
= ∫G G       (19) 
( )E A= − ∇× GG ,  2( ( ) )iB A k A
k
= ∇ ∇ ⋅ +G GG     (20) 
 
where S SR R r= −
G G  is the distance from dS  to the point RG , SrG  is radius vector of dS  and SE
G
 
is a complex vector which includes the phase ek z  of the field of the electron.  
 In the far zone ( SR R≈ → ∞ , 1/ 1kR  ) the expressions (19) can be rewritten as 
 
exp( )ikRA A
R Ω
=G G  , 2 exp( )Vm S
S
A j ik r dS
cΩ
= ⋅∫ GG G G     (21) 
 
 where AΩ
G
is a slowly changing amplitude.  Hence (20) can be  reduced to  
 
( )E i k A= − ×G GG  , 1( )B k k E−= ×GG G      (22) 
 
where k R
G G&  is the vector wave number.   The electric field multiplied by R  is given by 
 
( ) ( ) exp( )( )ER i k A R i ikR k AΩ= − × = − ×
G GG GG
      (23) 
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and the polarization component normal to the observation plane which is characterized by the 
normal unity vector rn
G  is  
 
( ) ( ( ))r rE R n n ER⊥ = ⋅
G GG G           (24) 
 
The total and the polarization components of the spectrum angular energy density of the 
radiation are given by 
 
2
( ) ( )d WI c ER ER
d dω
∗= = ⋅Ω
G G
 , 
2
( ) ( )d WI c E R E R
d dω
∗⊥
⊥ ⊥ ⊥= = ⋅Ω
G G
 , I I I⊥= −&  (25) 
 
Quasi Spherical Wave Approximation 
 
At a finite distance R  the radiation fields and the Poynting vector, which describes 
the energy flux, can be calculated using (19) and (20).  Here we immediately confront the 
practical problem that the computation involving vector differential operators is very time 
consuming and possibly inaccurate and unstable.  However, in many cases the distance to the 
observation point R  is moderate in the sense that the wave front is almost spherical, but the 
angular distribution of intensity is very different from the distribution at infinity (i.e. the far 
field distribution). In this case to simplify the calculations we can use expressions (19) and 
(22) to calculate the radiation fields. Formula (19) gives an exact solution for the magnetic 
vector potential and formula (22) gives an approximate, quasi spherical solution for the 
fields. The question is how much does the approximate solution (22) deviate from the exact 
one (20). To answer this question we assume that R  is large enough so that the deviation of 
the approximate solution from the exact solution is small. In this approximation using (19) , 
(22) and 
 ( )r rE n n E⊥ = ⋅
G GG G ,       (26) 
 
the spectrum of the energy flux and of its polarization components passing through the 
elementary area ds of a sphere with radius R  are given by 
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dWJ cE E
d dsω
∗= = ⋅G G  , J cE E∗⊥ ⊥ ⊥= ⋅
G G
 , J J J⊥= −&     (27) 
 
Evidently the limit of solution (27) at R → ∞  matches the exact solution (25) when the 
substitution 2ds R d= Ω  is made.  
The deviation of the approximate solution (27) from the unknown exact solution can 
be found by estimating the terms neglected in (22) in comparison with (20). Using local 
Cartesian coordinates ( ˆ ˆ ˆx,y, z ) with ( ˆ Rz
G& , ˆk zG & ) and the origin at the observation point RG , 
the approximate components of the electric field (22) at the point R
G
 can be presented as  
 
ˆ ˆx yE ikA= , ˆ ˆy xE ikA= − , ˆ 0zE =      (28) 
 
Here ˆ ˆ ˆ, ,x y zA  are the exact components of the vector potential (19). These components can be 
presented in the form ˆ ˆ ˆ ˆˆ ˆ, , , , exp( )x y z x y zA A ikR=  , where ˆ ˆ ˆ, ,x y zA  are  slowly varying functions of 
coordinates. In this case the approximate intensity can be written as 
 
2 222 2
ˆ ˆ ˆ ˆx y x yJ c E E k c A A⎡ ⎤⎡ ⎤= + = +⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦  .     (29) 
 
At the same time taking into account that ˆ/ /z R∂ ∂ = ∂ ∂  Eq. (20) yields the exact components 
of the field: 
ˆ ˆˆ ˆ
ˆ ˆ exp( )ˆ ˆˆ
y yz z
x y
A AA AikA ikR
y z y R
⎛ ⎞∂ ∂∂ ∂= − = − + −⎜ ⎟⎜ ⎟∂ ∂ ∂ ∂⎝ ⎠
E       
ˆ ˆˆ ˆ
ˆ ˆ exp( )ˆ ˆˆ
x xz z
y x
A AA AikA ikR
z x x R
⎛ ⎞∂ ∂∂ ∂= − = − +⎜ ⎟∂ ∂ ∂ ∂⎝ ⎠
E     
ˆ ˆˆ ˆ
ˆ exp( )ˆ ˆ ˆ ˆ
y yx x
z
A AA A ikR
x y x y
⎛ ⎞∂ ∂∂ ∂= − = −⎜ ⎟⎜ ⎟∂ ∂ ∂ ∂⎝ ⎠
 
E .        (30) 
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The exact intensity can be written as 
22 2
ˆ ˆ ˆE x y zJ c J Jδ⎡ ⎤= + + = +⎢ ⎥⎣ ⎦E E E . Using the complex 
number inequality ( ) ( ) ( )i i i ia a a a∗ ∗⋅ ≤ ⋅∑ ∑ ∑ , the deviation of the approximate solution  
from the exact solution (30) can be estimated: 
 
2 22 2 2 2
ˆ ˆˆ ˆ ˆ ˆ
ˆ ˆ ˆ ˆ
y yx x z z
A AA A A AJ c
R R x y x y
δ
⎡ ⎤∂ ∂∂ ∂ ∂ ∂⎢ ⎥≤ + + + + +∂ ∂ ∂ ∂ ∂ ∂⎢ ⎥⎣ ⎦
    
 .  (31) 
 A further approximation of Jδ  can be made by replacing all components , ,x y zA  with 
1 1/ 2 1/ 2
, ,x y zA k c J A
− −= ≥   (see Eq. (29)). If we define the relative deviation /D J Jδ≡ , then 
the maximum estimate of D is  
 
22 2
max 2 2
1
ˆ ˆ2
J J JD
k J R x y
⎡ ⎤⎛ ⎞∂ ∂ ∂⎛ ⎞ ⎛ ⎞= + +⎢ ⎥⎜ ⎟⎜ ⎟ ⎜ ⎟∂ ∂ ∂⎝ ⎠ ⎝ ⎠⎢ ⎥⎝ ⎠⎣ ⎦
 .   (32) 
 
Note that the first term in Eq. (32) is the estimate of the terms  2 2k R− −∼  which are neglected 
in far zone approximation. Indeed, if 20J J R
−=  then the / R∂ ∂  term is 2 22k R− − . The 
derivatives are estimated numerically as  
 
[ ]/ ( , , ) ( , , ) /h v h vJ R J R R J R Rθ θ δ θ θ δ∂ ∂ ≈ + −      (33) 
 
          [ ]1ˆ( / ) ( , , ) ( , , ) /h h v h v hJ x R J R J Rθ δθ θ θ θ δθ−∂ ∂ ≈ + −  (34) 
 
[ ]1ˆ( / ) ( , , ) ( , , ) /h v v h v vJ y R J R J Rθ θ δθ θ θ δθ−∂ ∂ ≈ + −     (35) 
 
where ,h vθ θ  are the angular coordinate of observation point and Rδ , hδθ , vδθ  are the small 
but finite variations of the angular coordinates. The integral RMS deviation is given by  
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1/ 2
1 2
max h vRMSD D d dθ θ−
ΔΩ
⎛ ⎞= ΔΩ⎜ ⎟⎝ ⎠∫       (36) 
 
where ΔΩ  is the total solid angle of observation.  
 Depending on the wavelength observed, the position of a detector used to measure 
the radiated energy can be in the far field or in the near field zone.  The estimate (36) is very 
useful because it helps to estimate the error in the calculation of the distribution of radiation 
for a given detector distance. In addition, a small value of the RMSD guarantees that the 
detector is placed in a radiation zone which has a well established spherical or quasi spherical 
wave front and flux of energy. 
 
Comparison of Vector and Scalar Huygens Models  
 
Huygens principle is usually used in diffraction problems to calculate the distortion of 
the intensity of a ray at small deflection angles that is introduced by an obstacle. It is 
assumed that the ray can be described as a monochromatic scalar wave characterized by 
amplitude 0u  and the wave vector 0k
G
. Assume that there is a surface S  which intersects the 
primary wave. According to the "simple" original formulation of the scalar Huygens 
principle [31] the surface cancels propagation of the primary wave and the forward 
propagation of the wave is described as a radiation of secondary waves from the surface. The 
amplitude U  of the secondary wave at the point R
G
 can be found as 
 
0
exp( )cos
2
S
SS
ikRikU u dS
Rπ= − Ψ∫       (37) 
 
where 0u  is a complex amplitude of the primary-source field on the surface, 
1
0 0cos ( )Sk n k
−Ψ = ⋅ GG , and SnG is a unity vector normal to the surface. In the case of an 
electromagnetic wave it is assumed as a "zero" approximation that each field component of 
the primary wave produces the corresponding field component of the secondary wave. 
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If the primary wave is the Fourier component of the field of the electron moving 
along the z axis, then it is assumed that the secondary radiation is produced by the field 
adjacent to the solid part of the foil. The polarization components of the intensity are 
assumed to be the intensities of primary scalar waves produced by the corresponding 
polarized components 0 x e xu u E= = −  and 0 y e yu u E= = −  of the electric field of the electron. 
In the virtual photons approximation the longitudinal component of the field is entirely 
neglected, i.e. it is heuristically set equal to zero: 0 0z e zu u E= = − = .  Alternatively, if the 
magnetic field is used, 0 x exu u B= = ± and 0 y e yu u B= = ±  and the longitudinal component of 
the magnetic field of the electron is zeroed, i.e. e zB =0.    The virtual photon approximation is 
usually identified with the scalar Huygens model and we shall continue to refer to them in 
equivalent terms. 
The scalar Huygens model is attractive from a computational point of view. 
Unfortunately there are limitations in applicability of this model. Firstly it is not clear how to 
take into account the longitudinal component of the electric field of the electron and secondly 
how the polarization of the source field is related to the polarization of the radiation field. 
These limitations can be better understood if one compares the fields derived by the scalar, 
Eq. (37) and vector, Eqs. (19), (22), models.  
We can rewrite the vector formula for the radiated electric field as  
 
( ) ( )S SE n k F F k n= ⋅ − ⋅
G GG G GG G       (38) 
 
where e zE  of electron is included and where 
 
exp( )
2
S
S
SS
ikRiF E dS
Rπ= − ∫
G G
      (39) 
 
is of the same form as Eq. (37).  From (38) it follows that in the vector model each 
component of the radiation field is composed of all of the components of the source field. In 
contrast, i.e. in the scalar Huygens model, each component of the source field produces the 
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same corresponding component of the radiating field. The question is there a case when the 
scalar model reproduces the accurate vector solution.  
 To answer this question, we compare the results of the vector and scalar models for 
the cases of normal incidence and inclined incidence on a flat infinite conductor in light of 
Eqs. (38) and (39).  At normal incidence Sn z=G G  the components of the radiated field , ,x y zE  
calculated using the vector model are given by 
 
x x zE F k= −  , y y zE F k= −  ,  z x x y yE k F k F= +      (40) 
 
It is immediately obvious that the corresponding components of the electric field calculated 
from the scalar model ( cf. Eq. (37) ) do not match those of the vector model. Also it is clear  
from (39) and (40) that the component SzE does not participate in radiation, thus making it 
reasonable to zero the longitudinal field as is done in scalar Huygens model. The intensity 
VJ  of the radiation computed from vector model can be written as: 
 
2( )V S x y y xJ J c F k F k= − −       (41) 
where 
222 2
S x yJ ck F ck F= +       (42) 
 
is the intensity produced by the scalar approach. Thus the scalar intensity differs from the 
vector intensity by the term 2( )VS x y y xJ c F k F kΔ = − . Note that this term equals zero in the 
case of an azimuthally symmetric field with an arbitrary radial distribution, a purely radial 
polarization and  centroid on the zG  axis (the direction of incident particle).  This is the case 
of TR or DR from azimuthally symmetric target such as a disc with a concentric circular hole 
and/or circular annuli.   Thus if the calculation of the spectral- angular distribution of TR or 
DR  is done  based on the electric field of particle,  then the  intensity calculated from the 
scalar model exactly equals that of the vector model at all observation angles and all energies 
of the electron.  In this case, however, there is a problem with the determining the 
polarization ( E
G
 is not normal to k
G
).  On the other hand, if in the magnetic field is used to 
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calculate the intensity using the scalar model, then there is no problem with the polarization 
( E k⊥ GG ), but the intensity has to be heuristically divided by 2β  in order to match the 
prediction of the vector model. 
Now if the foil is inclined, i.e. S x zn n n= +G G G ,  the situation is changed. At small angles 
of observation ,x y zk k k k≈   the components of the radiating field are given by: 
 
( )x x z z xE k n F n F= −  ,  y z yE kn F= −  ,   0zE =    (43) 
 
where sinxn = Ψ , coszn = Ψ . In this case the SzE  component always participates in 
radiation (see Eq. (39)).  As we can see from Eq. (43),  this component affects the radiation 
along with the SxE component. Therefore the intensity obtained from the scalar model never 
matches that of the vector model unless 0SzE ≡ , i.e.  the limit of high energy of the electron. 
In this limit the scalar model intensity matches the vector one, i.e. 
 
2 2 2 2( ) cosV S x yJ J ck F F= = + Ψ  .    (44) 
 
However, the problem remains that there is no way to correctly calculate the polarization 
components of the intensity using the scalar Huygens approach, especially in the case of an 
arbitrary radiator and/or non relativistic energy of the electron.  
 
 Computational Considerations 
 
Our computational implementation of the vector and scalar models used to calculate 
of TR or DR achieves high speed and accuracy by implementing an azimuthally symmetric 
mesh with a singularity in the center conforming to the singularity of the field of the electron.  
The Fourier component of the electric field of the electron is azimuthally symmetric function 
with singularity at   0ρ → ,  11( ) ( )E Kρ αρ ρ −∼ ∼ ; hence the  density of energy flux grows 
to  infinity 2 2E ρ −∼ . In the code the integration of the field over the surface of interface is 
done in cylindrical coordinates , , zρ ϕ  using an azimuthally symmetric mesh ,d dϕ ρ  with 
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angular cell 2 /d Nϕϕ π= , where Nϕ  is an integer . The radial mesh is adjusted in a way to 
keep the area of the cell 2dS d d dρ ρ ϕ ρ ϕ= ∼ . This is done in order to equalize the energy 
flux 2E dS  through the cells as much as possible and to minimize the number of "empty" 
cells with very small energy.  Accordingly the radial mesh is generated as  1(1 )
N
N dρ ρ ϕ= +  
where 1ρ  is  the minimum radius.  As the result, this mesh allows an accurate integration 
with a reasonable number of cells (e.g. if 150Nϕ =  and 0.001 10αρ≤ ≤   then 220N ≈ , and 
43.3 10N Nϕ⋅ ⋅∼  cells)  which makes it very practical to calculate TR, DR for any situation. 
Note that the "homogeneous", non adjusted mesh of the same accuracy would require 
810∼ cells which make calculation absolutely impractical and barely stable.  
 
Results  
 
In this section we present calculations of TR and DR using the models and formulae 
described above for various cases in order to elucidate their similarities and differences. All 
the calculations referred to as the "vector model" are done by the same code "Vector" which 
incorporates Equations (10), (11), (12), (15), (17), (19), (22), (26) and (27). Different cases 
are calculated by specifying all the relevant parameters including the geometry of the radiator 
and the distance to the observation point. The calculations referred to as the Huygens or scalar 
model are calculated similarly by another code "Scalar" which is based on Equations (10), 
(11),  and (37).   
Figure 3a. shows a comparison of the solution (Eq. (3) and (4))  with the solution 
obtained with the image charge model (Eqs. (6) and (7)). The Figure shows a horizontal hθ  
scan, taken at 0vθ = , of the total (unpolarized) TR intensity generated by a low energy 
electron ( 5)γ = incident on a perfect conducting foil oriented at 45 degrees with respect to the 
velocity of the electron.  Since the Pafomov formula uses a tilted trajectory and the image 
charge model uses a tilted foil, we have transformed the image model curve by reflecting it 
about zero degrees and shifting it by the appropriate angle (45 degrees) in order to more 
easily compare the results. Figure 3b shows a polar plot of the image charge solution, the 
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electron velocity direction and the foil for reference purposes. Figures 3a and 3b clearly show 
that forward and backward TR from flat foil is mirror symmetric about the plane of foil. 
Figure 4 shows comparison of the corresponding vertical scans of TR calculated using 
the two methods presented above.  Figures 3a. and 4 show excellent agreement between the 
two models.   
Figures 5 and 6 compare horizontal and vertical scans for the image charge, vector and 
scalar models for the same parameters as Figures 3 and 4.  The agreement between the vector 
and the image models is excellent. But the scalar Huygens solution is quite different in 
amplitude from the vector and image model solutions; the differences are more pronounced in 
the case of the horizontal scan in comparison to the vertical scan.    
 Figures 7 and 8 compare the horizontal and vertical scans (respectively) for the image, 
vector and scalar models in the somewhat extreme case of a high energy particle ( γ = 500 ) 
incident at near grazing incidence  (ψ = 89.5 degrees). Again the image and vector horizontal 
scan solutions match perfectly but the scalar Huygens solution has a different distribution 
than the two other models.  The vertical distributions for vector and the image model also 
agree perfectly while the Huygens solution is a little lower in amplitude than the other 
solutions. Note that the relative difference between the Huygens and the vector vertical scans 
are about the same for all angles.  These Figures also demonstrate the accuracy and stability 
of the code used in this extreme case.   
We now compare our vector theory calculations of TR done in the near field to those 
of Verzilov [32] for an infinite conducting screen at normal incidence.  Verzilov uses the 
standard method of virtual photons which assumes that only the transverse component of the 
electric field need be used as source terms for calculation of the radiation fields.  This is the 
usual high energy approximation used in most all calculations of TR.  What is different about 
Verzilov’s work is that he determines the radiation at an arbitrary distance from the source. 
Thus the radiation intensity is determined in the near field (pre wave zone) as well as the far 
field. Moreover, he identifies the relevant parameter, i.e. the vacuum coherence or 
“formation” length, as the distance where the near field solution differs from the usual 
Fraunhofer solution for TR. He further shows that the angular distribution of TR is a strong 
function of the ratio 22 /( )R Lπ γ λ= , the distance to the source in units of the vacuum 
coherence length.  The experimental verification of the frequency dependence of the AD of 
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TR in the pre wave zone, albeit in the incoherent regime  (i.e. c tλ Δ ) has been presented 
by Castellano, et. al. [33]. 
Figure 9. presents Verzilov’s solutions  for TR  [32] and our vector calculations for 
various distances from the source measured in terms of the parameter R.  Following [32] the 
amplitudes are presented in normalized units 2 2 2/ 4e c NTRγ π = ⋅   (see page 6 for the 
definition of  NTR).   As is clear from Figure 9 the Verzilov’s and our vector model 
calculations agree perfectly. Note that Verzilov does not discuss the accuracy of his 
approximation. Our calculations of RMSD for all distributions presented in Figure 9 are: 
92.31 10−⋅ , 73.15 10−⋅ , 57.4 10−⋅  for the distance parameter R = 10, 1 and 0.1 respectively.  
Down to the smallest distance the wave has a well established spherical front. 
We  now compare the result of vector theory and scalar Huygens theory for the case of 
a finite screen in both the wave and pre wave zones.  Both Shulga, et. al. [34] and Xiang, et. 
al [35] have used scalar Huygens approach to calculate TR for a finite disk.  We will compare 
our vector theory results to those of Xiang, et. al. because their results are in a clear form 
which simplifies the comparison. 
  Xiang, et.al. have calculated the effect of finite target size on the AD of TR from a 
circular disk observed in the wave zone (Figure 2 ref. [35])  and DR from circular aperture in 
an infinite metallic screen observed in the pre wave zone (Figure 9 ref [35]). As we have 
previously shown [36], from Babinet’s principle DR from the aperture is directly related to 
TR from the complementary screen, i.e. a finite circular disk and can be employed to calculate 
the later. The calculations of [35] are performed using the method of virtual photons and an 
expansion of the phase in terms of the distance between the target and the observation point. 
The first term in the expansion is retained for the wave zone and the first two terms are 
retained for the pre wave zone. Since both of the calculations are done for normal incidence 
of an electron passing through the center of the disk or aperture, the radiator is azimuthally 
symmetric with respect to the field of the electron.  Therefore, the analysis provided above in 
the Section: Comparison of Vector and Scalar Huygens Models following Eq. (42) , indicates 
that theoretically there should be no differences between the vector and scalar Huygens 
calculations.  
In Figure 10 and 11 we present a direct comparison of the ADs calculated from vector 
theory with those of Xiang, et. al. for wave zone TR (Figure 2 [35] ) and pre wave zone DR 
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(Figure 9 [35]). The comparisons show that the exact vector calculations closely agree with 
the Huygens calculations although there are some small quantitative differences which are 
more pronounced for the far field (Figure 10) in comparison to the near field (Figure 11). The 
discrepancies are most likely the result of the approximations used in [35] in the expansion of 
the phase term. The RMSDs for distributions presented in Figure 11 are: 74 10−⋅ , 78.7 10−⋅ , 
62.04 10−⋅  for the distance parameters  7, 3 and 1,  respectively. 
 Finally we compare our vector theory to the heuristic method devised by Naumenko 
[37] to calculate DR from a finite target. Naumenko points our that the radiation field can be 
deduced from an integral of the current density on the surface of any target accounting for 
phase differences at each point on the surface. He presents an unproven, heuristic 
representation of the current density and uses this to calculate the radiation.  To test his 
formulation, he shows that his solution matches known solutions for near and far field TR 
[32] as well as far field DR [38] in the appropriate limits.  He then applies his method to the 
calculation of DR in both the near and far fields of a finite disk and a rectangular radiator 
which is inclined with respect to the direction of the electron.     
  In Figure 12 we compare our vector theory with Naumenko’s calculations of DR from 
finite sized disk ( radius a = 0.5 γλ) , inclined at  45 degrees,  for a particle with  Lorentz 
factor γ = 1000  observed at  λ = 0.001mm, as a function of the distance from the source in 
units of 2/( )R L γ λ= . Following [36] the amplitudes are measured in normalized units 
2 2 2/ 4e c NTRγ π= ⋅  . Note that there are some small deviations between the two  solutions for 
higher values of R. The RMSDs are: 71.25 10−⋅ , 61.51 10−⋅ , 64.12 10−⋅ , 51.66 10−⋅ in 
descending order of R. Again, the spherical wave approximation is very good.   
 Figure 13 compares the calculations of Naumenko  for a square target with dimension 
p measured in units of /a p γλ= , with those calculated using the vector model.  The 
calculations using both methods are very close for all cases.  
 
New Method for Measuring Bunch Length 
 
With the exact vector method in hand we can use it to provide or test the calculation of 
the spectral angular density of TR or DR for any situation.  We now apply the vector method 
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to the calculation of coherent radiation from an inclined finite foil with diameter D = 50mm, 
beam energy E = 100 MeV and an incidence angle Ψ = 45 degrees. The chosen observation 
distance L = 0.5m and the frequency range of the calculation is 20-2000 GHz.  These are 
typical experimental parameters of interest for using CTR for the measurement of the bunch 
length of a picosecond micro-pulse. 
  Figure 14 shows the horizontal angular distributions at 0vθ =  of the radiation 
( , )hJ θ ω  calculated for nine different frequencies in the range of 25 to 1000 GHz. These are a 
few representative samples of the total "spectrum" of 123 distributions ( ( , )hJ θ ω ) in the 
frequency band from 25 to 1000 GHz used in the calculations described below. For the 8 
sample frequencies which lie in the band of 25 to 800 GHz shown in Figure 14 the RMSDs 
are respectively: 24.52 10−⋅ , 22.03 10−⋅ ,  37.35 10−⋅ ,  32.1 10−⋅ , 49.32 10−⋅ , 45.27 10−⋅ , 
42.43 10−⋅  and  41.34 10−⋅ .  Note that the accuracy of spherical approximation increases with 
the frequency. One can see that within solid angle of observation, i.e. 0 to 0.2 mrad, the 
frequency dependence of AD can be described as a low frequency cut off due to the finite size 
of radiator. Also note that the ADs are complex functions of angle and frequency, which 
should be taken into account in any method used to measure the spectrum of radiation  and 
consequently determine the bunch form factor.  
Figure 15 presents the longitudinal bunch form factors, ( , )L LS σ ω  of single Gaussian 
longitudinal charge distributions with half amplitude widths: 1, 1.5 and 2 ps, respectively. 
Figure 15 shows the effective high frequency cutoffs on the frequency spectrum due to the 
finite bunch length.  These spectrums are relevant to the AD calculations that follow. 
Figure 16. shows the angular distributions corresponding to each bunch length, where 
each broad band AD is computed from the integral  
  
2
1
( , ) ( , ) ( , )L h h L L
dW J S d
d
ω
ω
σ θ θ ω σ ω ω=Ω ∫                 (45) 
 
using single Gaussian form factors and frequency dependent angular distribution functions 
( , )hJ θ ω .  Figure 16. shows that bunch lengths differing by 0.5 ps are easily distinguishable.   
These results indicate that it may be possible to use the broad band AD alone to determine the 
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rms bunch width, eliminating the need and complexity involved in measurement of the 
spectrum of the radiation. We have taken a simple form for the pulse, i.e. a Gaussian, for 
illustration, but any assumed shape could be assumed.  The point is that the resulting 
integration shown above in Eq. (45), produces an angular distribution which is sensitive to the 
bunch form factor and accordingly to the bunch length and longitudinal distribution. 
 In an actual experiment the detector response ( )D ω  and the transmission loss ( )T ω  
due to intervening optical components e.g. the observation window and possibly air 
absorption, may affect the broad band angular distribution calculated using Eq. (45). These 
effects must be either mitigated by proper design of the experiment or measured and taken 
into account.  In the latter case, the integrand of Eq. (45) can be modified to include them, i.e. 
 
2
1
( , ) ( , ) ( , ) ( ) ( )L h h L L
dW J S D T d
d
ω
ω
σ θ θ ω σ ω ω ω ω=Ω ∫  .   (46) 
 
 Recent experimental data shows that the rms bunch lengths measured with this new 
technique assuming a single Gaussian form factor agree well with those obtained using 
independent measurements [39]. In our preliminary experiment the detector response was 
reasonably flat over the frequency range of interest and the transmission losses were small. 
Therefore Eq. (45) was adequate to fit the data (i.e. a 6 % overall rms deviation between 
measured and fitted AD curves) and provided rms bunch widths that were within 10% of 
independent measurements. The AD may also be sensitive to the detailed distribution of the 
pulse and thus is a possible diagnostic of the longitudinal bunch shape.  However, further 
validating experimental data need to be taken and a comparative analysis of fits to the data for 
various model distributions must be done. These will be presented in a future publication. 
 
Conclusions  
 
In order to correctly calculate the spectrum and angular distribution of transition or 
diffraction radiation for inclined, finite targets it is important to have a method which makes 
no assumptions about the energy and inclination of the target where the longitudinal 
component of the electron’s field may play a role. We have developed a very general vector 
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approach which is applicable to any conducting surface, i.e. finite, arbitrarily curved or 
shaped surface oriented at any inclination angle with respect to the velocity of the particle.  
We have tested our vector method with that of the image charge model which is the most 
fundamental and accurate solution for far field TR from an infinite, flat, perfectly conducting 
surface, i.e. Eq. (5). We derived analytical Formulae (6) and (7)) using the image model, in 
order to conveniently verify  other available solutions including our vector method.  
We have compared the AD of TR and DR calculated from our vector model with other 
available models for targets with various shapes and inclination angles. We have found the 
vector method gives accurate solutions in all known situations where calculations are 
available and the models can be directly compared.  
We have shown that the scalar Huygens model is inapplicable in particular TR and DR  
cases when the energy is low and/or the inclination angle is high i.e. the case of near grazing 
incidence. In such cases there are noticeable differences between the Huygens solution and 
correct solutions provided by our vector model, method of image and Pafomov’s formula.  
 Furthermore, we have applied our vector method to calculate the angular energy 
distribution of coherent TR for finite radiators observed at a moderate distance  from the 
source, i.e. 2R γ λ< , a case of experimental interest for the determination of the bunch length 
using CTR and CDR. We have shown theoretically that the broad band AD of energy 
(intensity integrated over the frequency band relevant to the pulse duration) is sensitive to the 
rms bunch length and may be used to measure this quantity.  Recent preliminary experimental 
data support this finding. 
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Figure  Captions   
 
Fig 1 
Coordinate system used to calculate TR and DR from an inclined foil. 
 
Fig 2 
Schematic of conducting foil, directions of the incoming charge,  the image charge and 
directions of TR generated, using the method of images. 
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Fig 3a 
Horizontal scan hθ  at 0vθ =  ( 5γ = , 045ψ = ) of unpolarized intensity of TR. Solid line - 
Pafomov formula, dashed line - image model, dotted – transformed image line.    
 
Fig 3b  
Horizontal polar plot at 0vθ =  of image solution, showing the orientation of the foil and 
direction of the electron. 
 
Fig 4 
Vertical  scan vθ  ( 5γ = , 045ψ = ) of unpolarized intensity of TR;  solid line: Pafomov 
formula at / 4hθ π=  (forward radiation) and at 3 / 4hθ π=  (backward); dotted line: image 
charge model calculation  at 0hθ =  (forward radiation) and at / 2hθ π= −  (backward).   
 
Fig. 5 
Comparison of horizontal scans of intensity of TR from an infinite screen inclined at angle 
45Ψ =  degrees  for an electron with Lorentz factor 5γ = , computed from image charge-
solid, scalar Huygens-dash and vector-dots models. 
 
Fig. 6 
Comparison of vertical scans of intensity of TR from an infinite screen inclined at angle 
45Ψ =  degrees  for an electron with Lorentz factor 5γ = , computed from image charge-
solid, scalar Huygens-dash and vector-dots models. In all cases 0, / 2hθ π= − . 
 
Fig. 7 
Comparison of horizontal scans of intensity of TR from an infinite screen inclined at angle 
89.5Ψ =  degrees (near grazing incidence) for an electron with Lorentz factor 500γ = , 
computed from image charge-solid, scalar Huygens-dash and vector-dots models. 
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Fig. 8 
Comparison of vertical scans of intensity of TR from an infinite screen inclined at angle 
89.5Ψ =  degrees for an electron with Lorentz factor 500γ = , computed from image charge-
solid, scalar Huygens-dash and vector-dots models. In all cases 00, 1hθ = − . 
 
Fig. 9 
Comparison of calculation of TR from an infinite screen calculated in [32] and by vector 
theory for various distances from the source, measured in terms of the dimensionless 
parameter 22 /( )R Lπ γ λ= , the ratio of the distance to the coherence length. 
 
Fig. 10 
Comparison of TR from a circular disk at normal incidence using the scalar Huygens 
formulation of [35] with vector theory for various values of the ratio of b,  the radius of the 
disk,  to γλ. 
 
Fig. 11. 
Comparison of DR from a circular hole with radius a = γλ  in an infinite metallic screen 
using the scalar Huygens formulation of [35] with vector theory for various distances L to the 
source measured in terms of  the ratio 2/R L γ λ= . 
 
Fig. 12 
Comparison of the calculation of DR from [36] and vector theory for an inclined (at 45 
degrees) finite circular disk with radius  0.5a γλ= , for an electron with Lorentz factor γ = 
1000 and observed wavelength  λ = 0.001mm, for various distances to the source measured 
in terms of  2/( )R L γ λ= . 
 
Fig. 13 
Comparison of the calculation of far field DR from [36] and the vector theory for an inclined 
(at 45 degrees) finite square plate with linear dimension p p×  measured in units  of   
 31
/a p γλ= ,  Lorentz factor γ = 1000 and observed wavelength  λ = 0.001mm, for various 
values of   a . 
 
Fig. 14 
Angular distributions of single electron DR for various frequencies in the range of 25 to 800 
GHz  for a 100 MeV beam, 50 mm disk, inclination angle of 45 degrees at distance of 0.5 
meters from the source. 
 
Fig. 15 
Single Gaussian bunch spectra (longitudinal form factor) for various FWHMs: 1, 1.5 and 2 
picoseconds. 
 
Fig. 16  
Angular distributions of Coherent TR from a 50 mm disk calculated from vector theory and a 
single Gaussian longitudinal beam distribution with full widths of 1, 1.5 and 2 picoseconds. 
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FIGURE  2 
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FIGURE 3 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4
0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
0.20.40.60.81.01.21.4
0.2
0.4
0.6
0.8
1.0
1.2
1.4
0.0000
0.7854
1.5708
2.3562
3.1416
3.9270
4.7124
5.4978
n
β
foil
(b)
 
 
Angle [rad]
-3.140 -2.355 -1.570 -0.785 0.000 0.785 1.570 2.355 3.140
In
te
ns
ity
 [N
TR
]
0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
1.6
(a)
 35
 
 
 
 
 
 
FIGURE 4 
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FIGURE  5 
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FIGURE  6  
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FIGURE  7 
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FIGURE  8 
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FIGURE  9  
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FIGURE 10 
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FIGURE 11 
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FIGURE 12 
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FIGURE 13 
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FIGURE  14 
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FIGURE  15 
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FIGURE  16 
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