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ABSTRACT 
A classical result concerning majorization is: given two nonnegative integer se- 
quences a and b such that a majorizes b, a rearrangement of b can be obtained from 
a by a sequence of unit transformations. A recent result says that a degree sequence 
is a threshold sequence (degree sequence of a threshold graph) if and only if it is 
not strictly majorized by any degree sequence. Motivated by this, we define the ma- 
jorization gap of a degree sequence to be the minimum number of successive reverse 
unit transformations required to transform it into a threshold sequence. We derive a 
formula for the majorization gap by establishing a lower bound for it and exhibiting 
reverse unit transformations achieving the bound. We also discuss the relationship 
between the majorization gap and the threshold gap (introduced elsewhere), and 
show that they are equal. The degree sequences having the maximum majorization 
gap for a fixed number of edges or vertices are characterized. 
1. INTRODUCTION 
Let a = (al . . . . .  a , )  and b = (bl . . . . .  bn) be integer sequences of length 
n. Denote the ith largest component of a (b) by a[i ] (b[i]). We say that a 
major i zes  b, denoted by a ~ b, if 
k k 
~--~a[,] > ~b[ i ] ,  k= 1 . . . . .  n, 
i=1 i=1 
*E-m~l: arikat i~mpi-sb, mpg. de. 
E-marl: peled@math.uic, edu. 
LINEAR ALGEBRA AND 1TS APPLICATIONS 199:179-211 (1994) 179 
Q Elsevier Science, Inc., 1994 
655 Avenue of the Americas, New York, NY 10010 0024-3795/94/$7.00 
180 SRINIVASA R. ARIKATI AND URI N. PELED 
with equality for k = n. The majorization is strict, denoted by a >- b, if at 
least one of the inequalities is strict. If ai > aj + 2 for some i and j ,  we say 
that c = a - ui + uj is obtained from a by a unit transformation from i to 
j, where ui is the ith unit vector. We also say that a is obtained from c by 
a reverse unit transformation from j to i. Clearly a ~ c. A classical result 
[11, 14] is that if a ~ b, then some rearrangement of the components of b 
can be obtained from a by a finite number of successive unit transformations. 
A threshold graph is a simple graph G with the property that there 
is a hyperplane separating the characteristic vectors of the independent sets 
of vertices of G from the characteristic vectors of the nonindependent sets, 
Several characterizations of the threshold graphs are known; see, for example, 
[2, 6]. 
A threshold sequence is the degree sequence of a threshold graph. One 
of the characterizations of threshold sequences i that the degree sequence 
has a unique realization as a labeled graph [8]. Another characterization is 
that they are the extreme points of the convex hull of all degree sequences 
of length n and their rearrangements [13, 15]. A third characterization is 
that they are not strictly majorized by any degree sequence [15]. Thus every 
degree sequence can be transformed into a threshold sequence by successive 
reverse unit transformations. 
Motivated by the above results, we propose a measure of the nonthresh- 
oldness of a degree sequence. The rnajorization gap of a degree sequence 
d, denoted by R(d), is defined as the minimum number of successive reverse 
unit transformations required to transform d into a threshold sequence. By 
definition R(d) = 0 if and only if d is a threshold sequence. We prove a for- 
mula for R(d) in Section 3. It is fairly simple to show that the formula gives a 
lower bound for R(d), and we exhibit successive reverse unit transformations 
that achieve this bound. 
Hammer et al. [8] introduced the threshold gap of a degree sequence d 
and showed that it is half of the minimum Ll-distance between d and any 
threshold sequence of the same length. They also characterized the threshold 
sequences that achieve the threshold gap. We prove in Section 4 that the 
majorization gap and the threshold gap are equal. Furthermore, any thresh- 
old sequence that achieves the majorization gap also achieves the threshold 
gap. 
The problem of characterizing the degree sequences with maximum ma- 
jorization gap is discussed in Section 5. For a fixed number of edges, R(d) 
is maximized precisely when d is the degree sequence of a matching plus 
isolated vertices. For a fixed number n of vertices, we exhibit all the degree 
sequences that maximize R(d), and they turn out to be almost n/2-regular. 
Section 6 discusses the difference gap--the bipartite analog of the ma- 
jorization gap---and gives a formula for it. Section 7 concludes with some 
other related problems. 
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Throughout his paper, we represent degree sequences by corrected Fer- 
rers diagrams. This and other related notions are the topic of Section 2. 
2. PREL IMINARIES 
A sequence of integers d = (dl . . . . .  dn) such that n - 1 >_ dl > " "  > d, > 0 
is called a proper  sequenee,  after [8]. The cor reeted  con jugate  sequenee 
[1] of a proper sequence d is the sequence d' = (d~ . . . . .  d',) given by 
d~ = I{i : i  < k and di > k -  1}r + I{i : i  > k and di > k}[ 
(d' need not be proper, but it is "almost" proper; see Lemma 12). The cor- 
rected conjugate sequence may be represented by a cor rec ted  Fet ters  dia- 
g ram as follows. The corrected Ferrers diagram of a proper sequence d is a 
(0, 1, ,)-valued n x n matrix C = C(d) whose main diagonal contains ,'s and 
the other n - 1 entries of whose ith row contain exactly di l's, left-justified. 
Then d~ is the number of l's in the kth column of C(d). 
EXAMPLE 1. Let d = (2,2,2,2,2). See Figure 1. Then d' = (4,4,2,0,0). 
A reverse unit transformation on a proper sequence d is represented on 
C(d) by a transfer of the last 1 of a row to the end of a higher row. We 
make sure that the former row is the lowest among all rows with the same 
number of l's, and similarly the latter row is highest. This prevents any row 
from becoming shorter than the next row, and thus the resulting sequence is 
proper. 
For any sequence d = (dl . . . . .  dn) let Sk(d) denote the kth partial sum 
k d of d, i.e., Sk(d) = ~-~i=1 i. 
* 1 1 0 0 
1 * 1 0 0 
1 1 * 0 0 
1 1 0 * 0 
1 1 0 0 * 
FIG. 1. The corrected Ferrers diagram C(d) of the proper sequence d = 
(2, 2, 2, 2, 2). The corrected conjugate sequence is d' --= (4, 4, 2, 0, 0). 
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A sequence d = (dl . . . . .  d,,) is called a degree sequence if there exists 
a (simple) graph G = (V, E) on the vertex set V = {1, 2 . . . . .  n} such that 
deg(i) = di for all i. G is said to be a real izat ion of d. 
For a proper sequence d of length n, the following are equivalent (see 
[12, 7, 3, 1] for details): 
(1) d is a degree sequence; 
(2) S, (d) is even and d satisfies the ErdSs-Gallai inequalities 
Sk(d) < k(k - 1) + ~ min(di, k), 
i=k+l 
k=l ,2  . . . . .  n; 
(3) Sn(d) is even and Sk(d) < Sk(d') for k = 1, 2 . . . . .  n; 
(4) (d2 - 1, da - 1 . . . . .  d,l,+l - 1, d&+2 . . . . .  d,,) is also a degree sequence. 
We shall be using the characterization (3) extensively. Note that for a 
proper sequence d, S,,(d) = S,(d'). 
A particularly useful characterization of threshold sequences is the follow- 
ing. 
THEOREM 2. [8] A proper degree sequence d is threshold if and only if 
d = d', i.e., C(d) is symmetric. 
For positive integers n, we define 
D, = {d = (dl . . . . .  dn) : d is proper and Sk(d) _< Sk(d') for k = 1 . . . . .  n}. 
Thus d is a proper degree sequence of length n if and only if d c Dn and 
Sn(d) is even. 
The motivation for the current work is the following two theorems, already 
mentioned in Section 1. 
THEOREM 3. [11, 14] If a and b are integer sequences such that a ~ b, 
then some rearrangement of b can be obtained from a by a finite sequence 
(possibly empty) of unit transformations'. 
THEOREM 4. [15] A degree sequence d is a threshold sequence if and only 
if d is not strictly majorized by any degree sequence. 
Theorem 4 states that 
(1) every nonthreshold degree sequence is strictly majorized by some 
threshold sequence; 
(2) threshold sequences are majorized only by their own rearrangements. 
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Further, Theorems 3 and 4 imply that if a degree sequence d is not threshold, 
then there exists a threshold sequence such that (a rearrangement of) e can 
be obtained from d by successive reverse unit transformations. We are thus 
led to the definition of the majorization gap R(d)  as in the Introduction. In 
order to find an explicit expression for it, we use the following notation. 
For a proper sequence d = (dl . . . . .  dn), define 
6i(d) = (d~ - di) +, i = 1 . . . . .  n, 
where x + = max(x, 0), and 
8 (d) = ~ 6~ (d). 
i=1 
Our first main result is a formula for the majorization gap, to be proved 
in the next section: 
THEOREM 5. For  any  proper  degree sequence d, 
8(d) 
R(d)  = - -  
2 
EXAMPLE 6. Let d = (2,2,2,2,2). Then d' = (4, 4, 2, 0, 0) and 3(d) = 4. The 
theorem asserts that R(d)  ---- 2. A reverse unit transformation from 5 to 1 
transforms d into f = (3, 2, 2, 2, 1), and a reverse unit transformation from 
4 to 1 transforms f into e = (4, 2, 2, 1, 1). Since e = e', e is a threshold 
sequence. 
In the rest of this section we discuss some preliminary results. 
For any two sequences a = (al . . . . .  a,) and b = (bl . . . . .  b, ) ,  define 
8i(a, b) = (ai - bi) +, i = 1 . . . . .  n, 
and 
~(a, b) = E ~i(a, b). 
i= I  
I f  a and b are integer sequences, a ~ b, aa > " .  > a , ,  and b l  > " ' "  > bn,  
define U(a, b) to be the minimum number of successive unit transformations 
required to transform a into b. Observe that under these conditions the fol- 
lowing are equivalent: (i) a = b; (ii) 8(a, b) : 0; (iii) U(a, b) = O. 
LEMMA 7. Let  a = (al . . . . .  an) and b = (bl . . . . .  b , )  be integer  sequences 
such  that  a ~ b, al > .." > an, and bl  > " "  > bn. Then U(a, b) = ~(a, b). 
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Pro@ It is easy to see that if a 7 a b and c is obtained from a by a unit 
transformation, then 6(a, b )+ l  > ~(c, b) > 6(a, b) - l .  Thus U(a, b) > 3(a, b). 
Mso, as given on p. 135 of [14], if a 7~ b, we can always perform a unit 
transformation on a to obtain a c such that c N b and ~(c, b) = ~(a, b) - 1. 
Thus U(a, b) < ~(a, b). • 
It is easy to check that for integer x, 
(x+l)+ x+={1 x>_O,,  (x_ l )+  x += {-1 ,  x>_ l ,  
0, otherwise, 0, otherwise, 
2, x>_O, 1 -2 ,  x>2,  
(x+2)+-x+= 1, x=- l ,  (x -2 )+-x+= - i ,  x= l ,  
0, otherwise, 0, otherwise. 
(1) 
We use these facts to prove the following lemma. 
LEMMA 8. Let d = (dl . . . . .  d,,) be a proper sequence, and assume that e 
is obtained from d by a reverse unit transformation. Then 
8(d) - 9, < 3(e) < 3(d) + 2. 
Proof. Represent d by its corrected Ferrers diagram and assume that 
e = d -up  +u~. Let 
[d,~ + 1 if dr < n" - 1, 
o- = dr + 2 if  d~ _> 7r - 1, 
dp if dp < p, 
r= dp + l i fdp>_p .  
Thus the transfer is from row p, column r of C(d) to row ~r, column cr, and 
consequently rr 7~ a and p 5~ r. See Figure 2. 
We have four cases. 
Case 1: ~r ~- r and p 5a a. Since e = d-up+u~, for 1 < i < n we have ei = d/ 
except for e,~ = d~ + 1, ep = dp-1 ,  and e~ = d~ except for e~, = d" + 1, e'~ = d'~-1. 
Then 3~(e) = (e~r -e~)  + = (d~-dr  - 1) +, and 6~(e) = (e" -e~)  + = 
(d" - do + 1) +. Hence 
~n(e) -8 ,~(d)= [ -1  i fd~-dr  > 1, 
0 otherwise, / 
1 i fd ;  -d~ >_ 0, 
8o (e) - 8~ (d) = 0 otherwise. 
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~" O" 
P 
0 
I 
1 . . . .  t 
F~G. 2. Illustrating a transfer from p to Jr. Solid lines represent l's and possibly ,*'s. 
Similarly, 
¢ i i fdp -dp>_0,  
~p(e) - 8p(d) = 0 otherwise, 
8~(d)= { -1  i fd ' , -d , ->  1, 83 (e) 
0 otherwise. 
Case 2: rc ~ r and p = a. Here, ~ (e) - 6r (d) and 8~ (e) - 8~ (d) are as in 
case 1. Also 8p(e) = (e'p - ep) + = (d'p - dp + 2) +. Hence 
2 
3p(e) -~p(d)= 1 
0 
i fd~-dp>O,  
if d'p - dp = -1 ,  
otherwise. 
Case 3: re = r and p ~ o'. Here 6p(e) - gp(d) and 8~(e) - go(d) are as in 
case 1. Since 6r(e) = (e~r -e~)  + = (d~r -d r  -2 )  +, we obtain 
8r (e ) -S r (d )= { 
-2 i fd~-dr  _>2, 
-1  i fd~ -dr  = 1, 
0 otherwise. 
Case 4: Jr = v and p = or. We now have ~jr(e) - /~r(d)  as in case 3, and 
3p (e) - 6p (d) as in case 2. 
To complete the proof, note that 3i(e) = 8i(d) except for i 6 {rr, p, a, r}. 
For future reference, we make the following observations from the proof 
of Lemma 8. Necessary and sufficient conditions for 6(e) = 8(d) - 2 in 
cases 1,2,3 are: 
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q P 
q - - * - - 1 0  
P 0 * 
FIG. 3. Illustrating part 1 of Lemma 10. 
Part 1: 
Part 2: 
! ! (1) I f r r  ¢ r, p :/= or, then (a) d ' -  d~>__ 1, (b) dp-  do< O, (c) d~-  do< O, 
(d) d'~- d~_> 1. 
(2) I f rr  ¢ r, p = c~, then (a) d '~-  d r> 1, (b) d~-  dp< -2 ,  (e) d' T -  d~>_ 1. 
! ! (3) I f r r=r ,p¢o ,  then(a)  d ' -d~>2, (b )dp-dp<0, (e )d~-do<0.  
LEMMA 9. Let d be a proper  sequenee. For 1 <_ i , j  < n, i f  di < j -  1, then 
1 < i .  
Proof. The proof is simple. II 
LEMMA 10. Let d E D,,, and let p be the largest index i such that di < d~. 
Then p < n. Further: 
! (1) Assume cti' , < p - 1, and let q = d'p. Then dq = p - 1 and d q < p - 2. 
t (2) Assume d;~ >_ p, and let q = d;, + 1. Then dq = p and dq <_ p - 1. 
Proof. Since S, - l (d)  _< S,,-l(d') and Sn(d) = S,(d') ,  we have d,, > d~,, 
so p < n by definition of p. The fact that p < n justifies our mentioning of 
column p + 1 (of C) below. In both cases q is the position of the last 1 in 
column p, so Cq,, = 1. The assumption on p implies dlp+l < d~,+, <_ d v < d;,. 
Hence G+l  < @' implying that Cq,p+~ :/= 1. 
See Figure 3. 
If  d'p _ p - 1, then p > q and Cq.p+l =fi *. It follows that Cq,p+l = O, 
and therefore (since Cqq =,  and Cqp = 1) dq = p - 1. Also @ < d;, = q 
gives Cpq = 0, and again C(q, q) =,  implies d~t < p - 2. 
In this ease, apply Lemma 9 with i = p and j -  1 = d;,. Then j = 
d!p + 1 =- q and d~t < p as required. In our case p < q. See Figure 4. 
We have seen that Cq,p+z ¢ 1, but Cqp = 1, so dq > p. I fq  > p+l ,  then 
Cq,p+l = 0 and dq = p, as required. I fq  = p+l ,  then C,n, = Cp+L1, = 1 
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P q 
P * 0 
q - - 1  * 
FIG. 4. Illustrating part 2 of Lemma 10. 
and Cqq = *. On the other hand, Cq,q+ 1 must be 0 if it exists, for 
otherwise Cp,p+ 1 would be 1, contradicting d'q < p. Thus again dq -= p. 
LEMMA 11. Let d E Dn, and let p be as in Lemma 10. For r = 1 . . . . .  p- l ,  
dr > p implies dr < d' r. 
Proof. Assume to the contrary that dr > d' r. Let t = dr q- 1 > p (since 
dr > r, t is the position of the last 1 in row r. See Figure 5.) 
By construction C~ = 1, and by assumption Ctr = 0, SO d~ > r and 
dt < r - 1. But then d~ > dr, contradicting the definition of p. • 
LEMMA 12. Let d be a proper sequence. I f  there exists a k such 
that d' k < dk+l, then 
r p 
r - - * - - l O  
P * 
t 0 * 
FIG. 5. Illustrating the proof of Lemma 11. 
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(1) d~=k- l ,d~+ l=k;  
(2) k is unique. 
Proof. Part 1: I f  d~ < k - 1 or d~ > k, then d~+~ < d~, since the l's of  
C(d) are left-justified. Hence d~ = k - 1. Then again by this reason and the 
assumption that d~ < d'k+ 1, we obtain d~+ 1 = k. 
Part 2: The same property of C(d) implies that the conditions d~ = i - 1 
and d~+ 1 ---- i are possible for at most one i. • 
For a proper sequence d, define 
m = max{k :dk > k -  1}. 
The parameter m plays an important role throughout our discussion. It is the 
size of  the largest subsquare of C(d) that has one corner at position (1,1) and 
is full (contains no O's). 
LEMMA 13. (1) Let d ~ D,, and let C(e) be obtained from C (d) by deleting 
the last 1 in row i, where 1 < i < m and 
(a ) / f i  < m, then di > di+~; 
(b) if i = m, then dm> m. 
Then e ~ D,. Further, if d~ > di, then 3(e) > 5(d). 
(2) Let d ~ Dn, and let C(e) be obtained from C(d) by adding a 1 to the end 
of column i, where 1 < i < m and 
(a ) / f i  > 1, then d~ < d~_l; 
(b ) / f i  = m, then dm >_ m. 
Then e c Dn. Further, if d~ > di, then 8(e) > 8(d). 
Proof. (1): The assumptions on i guarantee that e is a proper sequence. 
The column of the 1 that is removed is j = 1 + di > m. This implies that 
e ~ D, .  Further, if d~ >_ di, then Cji -- 1, and thus ~ > i. But the assumptions 
on i imply dj' = i. Therefore, by Equation (1), 
8(e) - 6(d) --= (d~ - d~ + 1) + - (d~ - dO + + (dj' - 4 - 1)+ - (dj' - a~) + = 1 + O. 
(2) is similar. • 
LEMMA 14. Let d ~ D, with d~ > 0 and m = 2. Then 8(d) < n - 2, with 
equality if  and only if dl = d2. 
Proof. Note that the condition d~ > 0 implies n > 2. Using d2 < dl < 
n -  1, d~ = 1, d2 > 1, and di = 1, d~ = 2, for i = 3 . . . . .  d2 + 1, we obtain 
8(d) = ~ (d~ - di) + 
i=1 
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= (n  - -  1 - -  d~)  + + (d2  - 1 ) (2  - 1)  
< (n - l -dz )++d2-1  
=n-1 -d2+d2-1  
~n- -2 ,  
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3. THE MAJORIZATION GAP 
We need the next three lemmas to prove Theorem 5. 
LEMMA 15. Let d ~ D,. Assume that dn > O, dl < d'l, and let p be the 
largest i such that di < d~. Let q be such that dq > cl'q and either (a) q < n 
or (b) q = n, d~ > 2. Then 
Sk(d) < Sk(d') - 1, for  k = p . . . . .  q - 1. 
Proof. Since d E Dn, Sk(d) < Sk(d'). Assume if possible that Sk(d) > 
Sk (d') - 1 for some k satisfying p < k < q - 1. When q < n we have 
(assumption on p) 
(assumption on q) 
(assumption on p) 
(dl < d~ =:~ d', = 0, dn > O) 
Sk(d) > Sk(d') - 1, 
di > d~, 
dq >dq +1,  
d, 
dn>d~n-4-1. 
i=k+l  . . . . .  q - l ,  
i=q+l  . . . . .  n - l ,  
Adding all these inequalities, we obtain a contradiction, Sn (d) > S, (d') + 1. 
When q = n, the inequality for dq drops, but by assumption the inequality 
for dn can be strengthened by 1, and the same contradiction is obtained. • 
LEMMA 16. Let d E D,, assume that dl < d' 1, d~ > O, and let p be as in 
Lemma 15. Then 
Sk(d) <Sk(d ' ) - l ,  k=p . . . . .  n -1 .  
Proof. We have Sk(d) < Sk(d'), since d ~ Dn. I f  Sk(d) = Sk(d'), then 
there exists an i, k < i < n, such that di < d~, since dn > d' n and Sn(d) = 
S, (d'). But then i > p, contradicting the definition of p. • 
LEMMA 17. Under the assumptions of  Lemma 16: 
(1) i f  dp < p - 1, then S~(d) < Sk(d') - l fo rk  = 1 . . . . .  d~ - 1; 
(2) i f  dp > p, then Sk(d) < Sk(d') - l fo rk  = 1 . . . . .  p - 1. 
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Pro@ Part 1: Let  q = d'p < p-  1. By Lemma 10, dq = p-  1 and 
I I I dq < p - 2, so dq > dq. I f  di < d i for i = 2 . . . . .  q - 1, then the assumption 
dl < d] implies Sk(d) < Sk(d') - 1 for k = 1 . . . . .  q - 1, as required. So 
assume that there exists an i, 2 < i < q - 1, such that di > d~, and let r be 
the smallest such i. 
Since r < q, dr > dq = p - 1. But the fact that dr > d' r and Lemma 11 
imply dr < p - 1. Therefore  dr = p - 1. 
We assert that di > d[ for i = r . . . . .  q. Indeed,  for such i, p - 1 = dr >__ 
d i >_ dq = p - 1, so di = p - 1. This implies, by the construct ion of  C, that for 
i = r . . . . .  q - 1, d~ > q - 1 > i, and therefore d~ >_ d~+ 1 by Lemma 12. Hence  
d' r >_d'r+ 1 >- - .  > d'q_ 1 > d~,. Thusfor i  =r  . . . . .  q,d; <_d' r <dr  =p-1  =di ,  
proving the assertion. 
Now for k -- 1 . . . . .  r - 1, the facts dl  < d'  1 and di <_ d~ for i = 2 . . . . .  k 
imply that Sk(d) < Sk(d') - 1. Also, for k = r . . . . .  q - 1, i f  Sk(d) = Sk(d'), 
then Sk+l(d) > Sk+l(d') as d/,+l > d~+ 1 by the assertion. But this contradicts 
d 6 D,~. Hence  again Sk(d) < Sk(d') -- 1. 
Part 2: Let  q = d;) + 1 > p + 1. F rom Lemma 10, dq = p. Since p < q, 
d v > dq = p. Thus dl  > de > . - '  >_ dp >_ p. Using Lemma 11, we obtain 
di <_ d~ for i = 1 . . . . .  p - 1. This and the assumption dl < d'~ complete  the 
proof. • 
Proof of Theorem 5. F rom Lemma 8 we have R(d) > [~(d)/2~, as a 
reverse unit transformation can decrease ~ (d) by at most 2. We show that if 
(d) > 0, we can always construct a proper  sequence such that 
(1) e is obtained from d by a reverse unit transformation, 
(2) e is a degree sequence,  and 
(3) 8(e) = ~(d) - 2. 
It then follows that 8(d) is even and R(d) = 6(d)/2. 
To show that e is a degree sequence we shall use the characterization (3) 
given in Section 2, i.e., 
Sn(e) is even and Sk(e) < Sk(e') for k = 1 . . . . .  n. 
To show that 3 (e) = ~ (d) - 2 we shall use the observation made after the 
proof  of  Lemma 8. 
Without  loss of  generality, we may assume that d,  > 0, for if d ,  = 0, then 
we work with c = (dl . . . . .  dn-1). We may also assume that d l<  d], for if 
d l  = d' 1 (= n - 1), then we work with c = (d2 - 1, d3 - 1 . . . . .  dn - 1). We 
distinguish two cases. 
Case 1: There exists an i > 1 such that di < d~. Let  p be the largest such 
i. The  basic idea is to transfer the i at the end of co lumn p to the end of 
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row 1. Let s = dl  + 2 be the destination column for the moving 1. We have 
two subcases now. 
Subease 1: dp < p - 1. Then q = dp is the source row for the moving 
1. Also dq = p - 1 by Lemma 10, and hence p is the source column for the 
moving 1. Define e = d - Uq + Ul. Then for i = 1 . . . . .  n, (a) ei = di except 
for el = dl + 1 and eq = dq - 1, and (b) e~ = d~ except for ep = dp - 1 and 
e' s = 1. We first prove that e is a degree sequence. Since Ss(e') = Sn(e), it 
suffices to prove Sk(e) < Sk(e') for k = 1 . . . . .  s - 1. This is done as follows: 
Sk(e) = Sk(d) + 1 <_ Sk(d') = Sk(e') for k = 1 . . . . .  q - 1 (by Lemma 17), 
Sk(e)=Sk(d)<Sk(d ' )=Sk(e ' )  fo rk=q . . . . .  p - l ,  
Sk(e) = Sk(d) < Sk(d') - 1 = Sk(e') for k = p . . . . .  s - 1 (by Lemma 16). 
To show that ~(e) = ~(d) - 2, note that (p, r, :r, or) = (q, p, 1, s), where p, 
r, rr, a are as defined in the proof of Lemma 8. By assumption p # 1. Also 
0 < dn < d v < d;~ implies p < s - 1, and q < p. Hence q < s - 1, giving q # s. 
Now the necessary and sufficient conditions for 6 (e) = ~ (d) - 2 are verified 
as follows: (a) d] - d~ > 1 by assumption; (b) d'q - dq < 0, as dq = p - 1 and 
d'q <p-2byLemma 10; (c) d~-ds  < 0, asd~ >__dn > 1 andd~ =0;  and 
(d) d;~ -dp  > 1 by definition of p. 
Subease 2: dp > p. From Lemmas 16 and 17 we have 
Sk(d) < Sk(d'), k= l  . . . . .  n -  1. (2) 
Let q = d~+l  be the source row for the moving 1, and define e as in subcase 1. 
We first show that Sk(e) <_ Sk(e') for k = 1 . . . . .  s - 1. By Lemma 10, dq = p 
andd'q <p-1 .  Note thats - l=d l+ l<d~ <n- l .  Wehave:  
Sk(e)=Sk(d)+l  <Sk(d ' )=Sk(e ' )  fo rk=l  . . . . .  p -1  [by (2)], 
Sp(e) = Sp_ l (e )+e p < Sp_l(e')q-e p = Sp(e') (since ep = dp < dp - 1 = ep), 
Sk (e )=Sk(d)+l<Sk(d ' ) - l=Sk(e ' )  fo rk=p+l  . . . . .  q -1  
(by Lemma 15), 
Sk(e) = Sk(d) < Sk(d') - 1 = Sk(e') for k = q . . . . .  s - 1 [by (2)]. 
To show that 8(e) -= 8(d) - 2, observe that again (p, r, Jr, a )  = (q, p, 1, s). 
I f  q # s, then (a), (c), and (d) are as in subcase 1, and (b) d'q - dq < 0 
by Lemma 10. I f  q = s, then d~ -d l  > 1 and dp - dp > 1 as before, and 
d'q - dq <_ -2  since dq = p > 2 and dq =d~ =0.  
Case 2: i = 1 /s  the only index with the property di < d~. Then dn --= 1, 
for dn > 2 implies d~ = n - 1 = d~ > dl > de, contradicting the assumption 
of the case. 
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We assert hat d' 1 > dl + 2. Indeed, we shall show that d' 1 = dl + 1 implies 
that Sn(d) is odd, contradicting the assumption that d is a degree sequence. 
We have 
d'~ =d l  +1,  
d~<di ,  i=2  . . . . .  n - i ,  
a'0 =d, ,  - l=0 .  
By adding we obtain S,,(d') < Sn(d) = S,(d'). Thus all the inequalities above 
are in fact equalities, i.e., d~ = d~ for i = 2 . . . . .  n - 1. Therefore the sequence 
c = (db d2 . . . . .  dn-~, 0) has a symmetric orrected Fcrrers diagram. This 
implies that Sn (c) is even, which in turn implies that S,, (d) is odd. This proves 
the assertion. 
Let s =d l  +2,  and define e = d -un  +u l .  Then for i = 1 . . . . .  n, el = d~, 
except for el = dl + 1 and en = dn - 1 = 0, and e i = d~ except for e '  1 = d '  1 - 1 
and e; = 1. 
To show that e is a degree sequence, set q = s (< n - 1), p = 1 and apply 
Lemma 15. Then for k = 1 . . . . .  s -1 ,  Sk(e) = Sk(d)+ 1 < Sk(d ' ) -  1 = Sk(e'). 
Clearly, for k = s . . . . .  n, Sk(e) <_ Sk(e'). 
It remains to verify the necessary and sufficient conditions for 3(e) = 
6(d) - 2. Note that here (p, r, n, a)  = (n, 1, 1, s). Observe that s # n by the 
assertion. Now (a) d' 1 - dl _> 2 by the assertion; (b) d~, - dn = -1  < 0; and 
(e) d; = -ds  <_ -d, ,  < O. [] 
4. THE MAJORIZATION GAP AND THE THRESHOLD GAP 
In this section we study the connection between the majorization gap and the 
threshold gap, introduced by Hammer et al. in [8]. Specifically we show that 
both gaps are equal and every threshold sequence achieving the majorization 
gap also achieves the threshold gap. 
We first review some results of [8]. For a proper sequence d, define a 
new sequence A = (A1 . . . . .  An), where Ak = d~ - dk. Recall the definition 
of m from Section 2. Hammer, Ibaraki and Simeone [8] proved the following 
result. 
17t 
LEMMA 18. For any proper sequence d, Sn(A)  = 0 and ~i=1 IAi = 
~'i~m+l IAi]. 
We remark that Lemma 18 is especially transparent with the terminology of 
corrected Ferrers diagrams: both sides of the first equation equal ~i,j(Cij - 
Cji), and both sides of the second equation equal ½ ~ff4,j ICij - Cjil, where 
C = C(d). 
l m The thresho ld  gap of d is defined by t(d) = ~ Y~i=l [Ai]. 
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Hammer et al. [8] measured the distance between vectors of length n 
using the norm 
1 " 
Ilxll = ~ Y~. Ixil, 
which is one-half the Ll-norm. One of their results is that the threshold gap 
of d is the shortest distance from d to any threshold sequence: 
THEOREM 19 ([8]) For any proper degree sequence d, t(d) = rain IId-c[I, 
where the minimum is taken over all proper threshold sequences c of  the same 
length as d. 
It turns out that the threshold gap coincides with the majorization gap: 
THEOREM 20. For any proper degree sequence d, 
t(d) = R(d). 
Proof. Let A = {i : 1 < i < m, A i > 0}, A' = {i : 1 < i < m, A i < 0}, 
and B = {i : m + 1 < i < n, Ai > 0}. Define or+ = Y~i~a Ai, a_ = Y~i~A' Ai, 
fl+ = Y~i~B Ai. It follows from Lemma 18 that or_ = -f l+. Now 
t(d) = ~ JAil 
i=l 
1 
= ~(~+ - u_) 
1 
= ~ (~+ + ~+) 
i 
1 
: (d ; -d , )  
i~AUB 
1 n 
= - ~(d ;  - d , )  + 
2 i=1 
1 
= -~(d) 
-= R(d) (by Theorem 5). 
Another main result of Hammer et al. [8] is a characterization of the 
threshold sequences that achieve t(d). For a proper sequence d, define the se- 
quences d+ = (dl + . . . . .  dn+), where d~- = max{dk, d~}, and d-  = (d~ . . . . .  d~), 
where d~- = min(dk, d~). Note that d + and d -  are threshold sequences by 
Theorem 2. 
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THEOREM 21. [8] Let d be a proper degree sequence and c a proper 
threshold sequence of the same length. Then lid - c [ I  = t(d) if and only if 
d-  <c<d +. 
The following result states that "all threshold sequences achieving R(d) also 
achieve t(d). Recall that if a ~ b, U(a, b) denotes the minimum number of 
successive unit transformations required to transform a into b. 
THEOREM 22. Let d be a proper degree sequence and e a proper threshold 
sequence such that e ~ d and U(e, d) = R(d). Then lie - dll = t(d). 
Proof. It suffices to prove lie-dll = R(d) by virtue of Theorem 20. Since 
e ~ d, we have Sn(e) = Sn(d), and so 
(ei -d i )  = ~_~ (di - ei). (3) 
e i >d  i e i <d i 
We then have, where n is the length of d and e, 
1 
~_~ lei - di l l i e -  dll = ~ i=1 
1 1 
= ~ Z(e i -dO+2e~< (d i -e i )  
ei>di  i di 
= Z (ei - di) [by (3)] 
e i >d i 
n 
= ~-~(e i  - -  d i )  + 
i=1 
= ~ (e, d) 
= U(e, d) (by Lemma 7) 
= R(d). 
REMARK 23. The assumptions that e is threshold, lie - dll = t(d), and 
Sn (d) = Sn (e) do not imply that e ~ d. For example, consider d = (6, 6, 4, 4, 
3,3, 1, 1) and e = (7 ,6 ,4 ,3 ,3 ,2 ,2 ,  1). 
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5. MAXIMUM MAJORIZATION GAP 
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The problem of characterizing the degree sequences with maximum majoriza- 
tion gap is discussed in this section. We show that for a fixed number of edges 
and a variable number  of vertices, R(d) is maximized precisely when d is the 
degree sequence of a matching plus isolated vertices. For a fixed number n of 
vertices and a variable number of edges, we exhibit all the degree sequences 
that maximize R(d), and they turn out to be almost n/2-regular. 
As is customary, we denote the constant sequence (a, a . . . . .  a) of length 
n by a", the sequence (a, b . . . . .  b) by ab n-i, etc. 
THEOREM 24. Let d be a proper degree sequence with a fixed sum 2q > O. 
Then 
R(d) < q - 1. 
Furthermore, equality holds if and only if d is of the form d = 12q0 r. 
Proof. We have 
8(d)  = - d , )  + 
/>_i 
= (d~ - dl) + + E(d~ - di) + 
i>2 
< d'l - dl + E d~ (since d~ > dl and d,, d~ > 0). 
i>_2 
I f  dl > 2, then 8(d) < ~~i>_l d~ - 2 = 2q - 2. I f  dl = 1, then d = 12q0 r, and 
so 8 (d) = 2q - 2. 
Conversely, let d satisfy E i>_ l (d~ - d i )  + -~ 2q  - 9~. Assume if possible 
dl > 1. Then 
(d~ - dl) + = d~ - dl, 
2 <d l ,  
(d~ - di) + < d~, i > 2. 
Adding these inequalities, we obtain 2q = 2q; hence all the above inequalities 
hold as equalities. Therefore for i > 2, if d~ > 0 then di = 0. But this fails for 
i=2 ,  asd~ >d l=2.  • 
In the rest of this section we consider the majorization gap of the degree 
sequences of a fixed length n. We shall make use of the following functions: 
f (n)  = L~-~J r~ l ,  
I f (n )  - 1 
g(n) = /f(n ) 
i fn  -- 3 mod 4, 
otherwise. 
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We reproduce the definition of D, for convenience. For positive integers n, 
D,, = {d = (dl . . . . .  dn) : d is proper, Sk(d) 5_ Sk(d') for k = 1 . . . . .  hi. 
THEOREM 25. Let d be a proper degree sequence of length n. Then 6(d) < 
g(n). Further, for  n >_ 5, equality holds if and only if 
for  n ~ 3 rood 4 d = [~3"  or d = k~J" ;  
fo rn=3mod4 d = "+1 (m~!) -1~- -  or el_ = ( .~)n -1  n- -3  
or  o r  d= "+lV ' 
k 2 / " 
To prove Theorem 25, we find it convenient to prove the following theorem: 
THEOREM 26. For d ~ Dn, 8(d) < f (n). Further, for  n > 5, equality holds 
if and on ly / fd  = [(n - 1)/2] n or d =- L(n - 1)/2] n. 
We need several results to prove these theorems. First, some simple facts 
about the functions f (n )  and g(n): 
(1) f (n  - 1) <_f(n) for n > 1 ; f (n  - 1) <f (n )  for n > 3; 
(2) f (n )  > n - 2 for n > 2, with striet inequality for n > 5; 
(3) g (n -1 )  <g(n)  fo rn>_4;g(n)>_n+l  fo rn_>7.  
Next, three lemmas about corrected Ferrers diagrams. 
LEMMA 27. Let 0 # d ~ D,. Put s = dl + 1, p = d'~, q = d'p + 1, r = d.~. 
Thus s > m > p > 1 and q > m > r > 1. Assume that the following hold (See 
Figure 6): 
(1) s > m + 1, and if equality holds, then p < m; 
(2) q < s; 
(3) r < p - r. 
Then: 
(1) there exists a sequence e e D,, such that el = d l -1  and ~(e) > 3(d)+2; 
(2) there exists a sequence f ~ D,~ such that 
(a) (i)f~ = dl - 1 or (ii) f l  = dl andf~' = 1; 
(b) 60 c) > 3(d) + 1; 
(c) s,Q c) and Sn(d) have the same parity. 
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FIG. 6. Illustrating Lemma 27. 
Proof. We begin by proving statement 1. First note that p < m < q and 
r < p. Secondly, we may assume that the first r columns of C(d) are full, i.e., 
d I =n- l ,  i=  1 . . . . .  r, (4) 
for otherwise we can fill column 1, then 2, and so on up to r (by adding l's 
at the end of these columns) without going out of Dn, and increase (~(d) at 
each step, by Lemma 13. 
Counting in two ways the number of l's in rows 1 . . . . .  s and columns 
r + 1 . . . . .  p of C(d), we obtain 
p 
Z d~ = (p - r)(q - 1) + (di - r). 
i=r+l i=q+l 
(5) 
Since d ~ Dn, we have Sp(d) <_ Sp(d'). This implies, by (4) and (5), 
_P =r(n- r)(q 1) ± -1 )<r (n -1)+ ~ d~ 1)+ - - + (di- p(s F), 
i=r q-1 i=q+l 
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s d Therefore  p(s - q) < r (n - 1 - q) + r + ff-~i=q+l( i - r)  < r (n  - 1 - q) + p + 
Y~=q+l(di  - r), and it follows that 
£ (p - r ) (s  - q) < r (n  - l - s) + p + (di - r). 
i=q+l 
(6) 
! ! t i By Le Inma 12, dr+ 1 ~ dr+ 2 > . . .  >__ d'p, for if  d; <di+ 1 for some r < i < p, 
then q - 1 < d~ < d~+ 1 = i < p < q, a contradict ion. Also di = s - l for 
i=r+l  . . . . .  p, andd ' r+ 1<s-2 .  Hence  
di >d I, i=r+l  . . . . .  p. (7) 
Again by Lemma 12, d'q+ 1 >_ d~¢+2 >. . .  > d;, for if d; < d;+ 1 for some q < 
i < s, then d~+ 1 = i > q > rn, a contradict ion.  Therefore for i = q + 1 . . . . . .  s, 
we have di < dq+l < p - 1 and d~ >_ d'; = p. Hence  
d~ >d~,  i=q+l  . . . . . .  s. (8) 
Using (4), (7), and (8), we have 
~(d) = r (n  - s )  + z_~ (d~ - + (d~ - dO.  
i=p+l i=q+l 
(9) 
Define a sequence e such that C(e) is obta ined from C(d)  by making the first 
p columns full and delet ing the sth column, i.e., 
, In -1  for i = 1 . . . . .  p, 
e i = 0 for i = s, 
I d~ otherwise. 
It is easy to check (using s >_ m + 1) that e c D.  by Lemma 13. Further ,  
s-1 
a(e)  = Y -~(e l  - e , )  + 
/=1 
q s--1 
(a; -  a0 + + (a ; - ; )  
i=p+l i=q+l 
, £ 
=r(n -s )+(p- r ) (n -s )+p+ E (d ; -d , )+ + (d ; -p )  
i=p+l i=q+l 
(as d~ = p) 
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q 
= r(n - s) + (p - r)(n - s) + p + E (d~ - di) + 
i=p+l 
i=q+l i=q+l 
=8(d)+(p- r ) (n -s )+p-  ~ (p -d i )  [by (9)] 
i=q+l 
= 8(d) + (p - r ) (n  - s )  + p - ~ (19 - r )  + ~ (di - r )  
i=q+l i=q+l 
= 8(d) + (p - r ) (n  - s )  +p - ( s -q ) (p  - r) + ~ (d~ - r )  
i=q+l 
> 8(d) + (p - r)(n - s) - r(n - 1 - s) [by (6)] 
= 6(d) + (p - r ) (n -s )  - r (n -s )  +r  
>8(d)+r  (as r<p- r ) .  
So 6(e) > 8(d) + 2. This proves statement 1. 
We now prove statement 2. If Sn(e) has the same parity as S,(d) [before 
the achievement of (4)], thenf  = e has the required properties. If the parities 
differ, takef  = e+ul .  In this case Cff) can be obtained from C(d) by making 
the first p columns full and deleting all the l's except he first 1 in the sth 
column, So f ~ D,, by Lemma 13. The other required properties of e fol- 
low from S,(f)  = S,(e) + 1, 81(f) --- ~l(e) - 1, and 8i0 c) = Si(e ) for i = 2, 
. , . ,n .  [] 
Lemma 28 relaxes one of the assumptions of Lemma 27. 
LEMMA 28. Under the conditions of  Lemma 27 except r < p - r: 
(1) there exists a sequence  ~ Dn such that el = dl - 1 and 6(e) > 6(d) + 1; 
(2) there exists a sequence f c Dn such that 
(a) (i)fl = dl - 1 or (ii) f l  = d~ andS'  = 1; 
(b) in case (i) above, 8(f)  > 3(d) + 1; in case (ii) above, 3(f)  > $(d); 
(c) S,~(f) and S,(d) have the same parity. 
Proof. If r < p - r, then the results follow from Lemma 27, so assume 
r > p - r. As in the proof of Lemma 27, we may assume that (4) holds. We 
also deduce equation (9) as before. Define a sequence such that C(e) is 
obtained from C(d) by deleting the sth column. Then e ~ D, by Lemma 13, 
s-1 
8(e)  = ~--~(e~ - e , )  + 
i=1 
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F~G. 7. 
0 O* 
Illustrating Lemma 29. 
q s--1 
=r(n+ l -s )+ E (d;-di) ++ E (d;-di) 
i=p+l  i=q+l  
= r (n  - s) + r + ~ (d~ - d,) "I" + (d~ - d~) - d; + ds 
i=p-I-I i=q+l  
= 8(d) + r - p + r [by (9) and the definition of p and r] 
> ~(d) (as r > p - r).  
This proves statement 1. To prove statement 2, de f ine f  from e as in the proof 
of Lemma 27. • 
Lemma 29 is a variation of Lemma 27. 
LEMMA 29. Let 0 # d ~ D,,. Put s = da + 1, p = d~, r = d,. Assume that 
s = m + 1 and p = m (see Figure 7). 
Then 
(1) i f  m > 3, then there exists a sequence e c Dn such that el = dl - 1 
and 3(e) > 3(d) + 1; 
(2) i f  m > 4, then there exists a sequence f c D~ such that 
(a) (i) f l  = dl - 1 or (ii) f l  = d~ and f~ = 1; 
(b) aO c) > 3(d) + 1; 
(e) S~ ( f )  and Sn (d) have the same parity. 
Pro(~ We begin by proving statement 1. First, observe that m < n - 1, 
because m = n - 1 and p = m would imply Sin(d) > Sm(d'), contradicting 
d ~ Dn. Secondly, assume without loss of generality that (4) holds as in the 
proof of Lemma 27. Define a sequence e such that C(e) is obtained from 
C(d) by making the first rn - 1 columns full, if necessary, and deleting the 
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co lumn s = m + 1, i.e., 
, In -1  for i = 1 . . . . .  m- l ,  
e l :  0 fo r i  =m+l ,  
I d~ otherwise. 
Then e ~ D~ by Lemma 13. Using the facts d~ = n - 1 for i = 1 . . . . .  r, 
t di = m,  d~ = m -1  fo r i=r+l  . . . . .  m, dm+ 1 = m,  d, ,+l  =r <m-1  (by 
definit ion of m and r), we obtain 
8(d)  = r (n  - l - m)  + m - r < (m -1 ) (n  - l - m)  + m - r. 
Also, 
3(e) = (m-  1 ) [n -  1 - (m-  1)] = (m-  1 ) (n -  1 -  m) +m-  1. 
It is now clear that if r > 1, then 3 (e) > 3 (d). I f  r = 1, the same conclusion 
holds, since m - 1 > 1 and n - 1 - m > 0. This proves statement 1. 
We now prove statement 2. I f  Sn(d)  before the achievement of (4) and 
S~ (e) have the same parity, thenf  = e has the required properties. Otherwise 
take f  = e +Um+l .  Once again, CO c) can be obtained from C(d)  by making 
the first m-  1 columns full and delet ing all the l's except the first 1 in 
co lumn m + 1. There fore f  ~ D~ by Lemma 13. Further, 3( f )  = 8(e) - 1, as 
31Q c) = 81(e) - -  1, and ~i(f) = ~i(e) for i = 2 . . . . .  m. Hence 
8( f )  = (m-  1 ) (n -  l -m)  +m-  2. 
Now it is clear that if r > 2, then 8(f )  > 3(d). I f  r = 2, the same conclusion 
holds since m - 1 > r (because m > 4) and n - 1 - m > 0. Finally, if r = 1, 
then the conclusion holds again, since 
8( f )  = (m - 2 ) (n  - 1 - m)  + n - 1 -  m + m - 2 
> (m-2) (n - l -m)+m-1  (asn-2>m)  
> n - l - m + m - 1  (asm>4andn- l -m>O)  
= 8 (d).  
We are now ready to prove Theorems 25 and 26. 
Proof  o f  Theorem 26. The statement is true for n = 1, so assume n > 2. 
I fdn  = 0, then by induct ion on n, 8(d)  <f (n -  1) <f(n) ,  andf (n -  1) <f (n )  
for n > 3. We may therefore assume that dn > 0, and consequent ly  m > 2. 
I f  m = 2, then 8(d)  < n - 2 by Lemma 14, and hence 3(d) <f(n) .  Equal i ty 
holds if and only if d l  = d2 and n -2  =f (n ) ,  which implies n < 4. Hence  we 
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may assume m > 3. Put s =d l  + 1, p = ct~, q = @ + 1, r = d~, and observe 
as before that p < m < q and m _< s. 
PROPOSITION. I f  s >_ m + 1, then there exists" a sequence c D,, such 
that el = dl - 1 and ~(e) > 8(d). Consequently we may assume that s = m. 
To prove the proposition, first assume that q > s. Define a sequence 
such that C(e) is obtained from C(d) by making the first p columns full and 
deleting the sth column. Then e c D,, and 3(e) > 6(d) by Lemma 13. Now 
assmneq <s .  Thenr=d~ <dq+l <p- l ,  andhencer  <p.  I f s>m+lor  
p < m, then the required sequence  exists by Lemma 28. If s = m + 1 and 
p = m, then the required sequence  exists by Lemma 29. 
This proves the proposition, and we may assume that s = m. Further, we 
may assmne that the first m - 1 columns of d are full, for otherwise we make 
them fil l  without leaving D,,, thereby increasing 3(d) by Lemma 13. Then 
d = (m - 1)", 
8(d) = (m-  1)[n - 1 - (m-  1)], 
and 3(d) reaches a maximum when 
{~ !,  n odd, m-l= ,, ,, (10) -1 ,~,  neven .  
Therefore 
- -  , n odd, 
~(d) < 
- -  T~ I1 ~(~ - 1), n even. 
This means that 3(d) <f(n) .  Further, for n > 5, equality holds if and only if 
d = (m - 1)", where m - 1 is given by equation (10), i.e., if and only if 
d= or d= . 
Proof of  Theorem 25. We use the notation 
E,, = {d ~D~ :S~(d) even}, 
i.e., E,~ (d) is the set of all proper degree sequences of length n. Since En _c D,,, 
we have 3(d) <f(n)  by Theorem 26. For n ~ 3 mod 4, f (n)  = g(n) and hence 
3(d) < g(n). The cases of equality for d E Dn are when d = [(n - 1)/27 n 
or d = [ (n -1 ) /2 J " .  Since these d belong to E,~ when n ~ 3rood4,  all 
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the conclusions of Theorem 25 are established in this case. However, for n - 
3 rood 4, f (n)  = [ (n -  1)/2] 2 is odd, whereas 8(d) is even by Theorem 5, since 
d is a degree sequence. Therefore 8(d) <f(n)  - 1 = g(n) for n ~ 3 rood 4. 
It remains to track down the cases of equality for n = 3 mod 4. Thus from 
now on, we assume that n ~ 3 rood 4, n > 7, and 8(d) = g(n). I f  dn = 0, 
then 8(d) < g(n - 1) < g(n), contradicting our assumption, so we may assume 
that dn > 0, and therefore m > 2. Also m = 2 implies, by Lemma 14, that 
3(d) < n - 2 < g(n), again contradicting our assumption, so we assume that 
m >_ 3. Put s = da + 1. 
PROPOSITION. I f  s > m + 2, then there exists a sequence f ~ E,, such 
that 8( f )  > 8(d), contradicting 8(d) = g(n). Consequently we may assume 
that s = m or s = m + 1. 
We prove the proposition by showing that, when s > m + 2, 
(1) ifd~ = 1, then there exists an f  6 En such that 8(f) > 8(d); 
(2) if d~ > 2, then there exists an f ~ E, such that 80 c) > 8(d), and if 
equality holds, then f l  = dl (so that f and d have the same s) and 
f~' = 1. 
Case 1: d~ - 1. The basic idea is to work with the sequence (dl - 
1, d2 . . . . .  d~) and introduce a 1 at the end of the first row if the parity be- 
comes odd. Put t = s - 1, p = d;, q = dp + 1. Then p < m _5< q. Assume 
that q > t. Define a sequence f such that C(f )  is obtained from C(d) by 
deleting the last 1 in column s - 1 and the 1 in column s. Then f ~ En and 
~0 c) > 8(d) by Lemma 13. Therefore we may assume q < t. Put r --= dr. See 
Figure 8. 
Subease 1.1: t > m + 1 or p < m. Define a sequence c such that C(c) is 
obtained from C(d) by deleting the last 1 in the first row. Note that c 6 D, 
by Lemma 13 and, further, c satisfies all the hypotheses of Lemma 28. By the 
latter, there exists a sequence g ~ Dn such that 8(g) > 8(c )+ 1. The required 
sequence f is defined by 
evo . ,  
f = ~ + 1,g2 . . . . .  gn), S,(g)  odd. 
To see this, recall that C(g) is obtained from C(c) in the proof of Lemma 28 
by making the first p columns full and deleting the tth column (if r < p - r), 
or by making the first r columns full and deleting the tth column ( i fr  > p- r ) .  
Note that when Sn(g) is odd, C( f )  could be obtained from C(c) by making 
the appropriate columns full and then deleting all but the first 1 in column t. 
Therefore f ~ Dn in this case by Lemma 13. Clearly f c Dn also holds 
when Sn(g) is even. Further, SnO c) is even in both cases. Thus f 6 E,. 
I Y t  m m 
r p 
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m t s 
- ]-00 
0 
FIG. 8. Illustrating ease 1 of the proposition in the proof of Theorem 25. 
From the construction of c andf  it is clear that S(c) = 3(d) + 1 and 3(f)  >_ 
S(g) - 1. Therefore 3(f)  > 3(g) - 1 > 3(c) = 3(d) + 1. 
Subease  1 .2 :  t = m + 1 and p = m. This case is similar to subcase 1.1, 
except that here we use Lemma 9,9 instead of Lemma 28. 
Case 2 :2  < d i. < m. Put p = d~ and q = d;, + 1. If q >__ s, then we may 
remove the last two l's in the s-th column without leaving E,, and thereby 
increase S(d) by Lemma 13. We therefore assume that q < s. Then the 
required f exists by Lemma 28. 
This completes the proof of the proposition and hence we may assume 
thats=mors=m+l .  
It is convenient here to define a new function. Let oe > 6 be a fixed integer 
such that a - 2 mod 4. For  0 < k < or, define 
{k(c~ - k), k even, 
ha(k)= k(ot k ) -  l, k odd, 
i . e . ,  
Note that the maximum of h~,(k) occurs at k = a /2  - 1, or/2, or/2 + 1, and 
the maximum is (~2 _ 4)/4. 
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PROPOSITION. I f  s = m or s = m + 1, then 8(d) < hn- l (m - 1), with 
equality i f  and only i f  
d = (m - 1)" fo r  m odd, 
d = (m - 1 )n - l (m - 2) or d = m(m - 1) "-1 fi~r m even. 
To prove the proposition, consider first the case that s = m. I f  co lumns 
1 . . . . .  m - 1 are made full in that order, then d stays in D,, and 3(d) increases 
at each step by Lemma 13. For  odd m, the result ing d = (m - 1) n "also belongs 
to En, and so it is the only sequence of E,, satisfying s = m that maximizes 
~(d). The maximum in this case equals (m-  1 ) [n -  1 -  (m-  1)] = h, , _~(m-  i).  
For  even m, the above d does not belong to E,,, and so the only sequence 
of E ,  satisfying s = m that maximizes 6(d) is the previous sequence in the 
fil l ing-up process, namely d = (m - 1 )" - l (m - 2). The maximum in this case 
equals (m - 1)In - 1 - (m - 1)] - 1 = h, , - l (m - 1). 
Now consider the ease that s = m + 1. We assert that if d" _> 2, then there 
ex is ts f  6 E,, such that aO c) > ~(d), and consequent ly we may assume that 
d~ = 1. To prove the assertion we distinguish two cases. 
Case 1 :2  < d~ < m. Put p = d.~, r = d ,  q = d;, + 1. We may assnme 
that q < s, for otherwise we may remove the last two l's in the sth co lumn 
of d without leaving E,,, thereby increasing 8(d) by Lemma 13. Thus q = m. 
I f  r < p - r, then the required f exists by Lemma 27, so we assume that 
r > p - r. Using d~ >_ m and d, = m for i = 1 . . . . .  r, d~ = m - 1 and d~ = m 
for i = r+ 1 . . . . .  p, d~ = di = m - 1 for i = p + 1 . . . . .  m, d~,,+ 1 = p, d,,,+l = r, 
and d~ = 0 for i = m + 2 . . . . .  n, we obtain 
r 
a(d)  = - d , )  +p - (11)  
i= l  
Let f  be a sequence such that C( f )  is obtained from C(d) by (a) deleting the 
sth co lumn and (b) adding a 1 at the end of the (r + 1)st co lumn if p is odd. 
Then f 6 En by Lemma 13 and 
r 
3(f)  > E[d ; -  (d~-  1)] 
i=1  
r 
= (< - d , )  + r 
i=1  
> 8(d) [by (11) and r > p - r]. 
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Fro. 9. 
I l l  S 
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d;+l l l  
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n l  
Illustrating a special ease in the proof of Theorem 25. 
Case 2: d~ = m. I fm >_ 4, then the requ i red f  exists by Lemma 29. Now 
assume the special ease m = 3. Then d = 332~/2-21"-~/; - l  with d~ >_ 2 (see 
Figure 9). 
I f  d~ = 2, then S,,(d) = n + 6 is odd, since n = 3 rood 4, contradicting 
d ~ E,,. Therefore d~ > 3. Hence 3(d) = (n -4 )  ++(d~-3)  ++(2-  
3) ++(3-2)  + = n+d~-6  _< 2n-7 ,  and wri t ingn = 4k+3,  we have 
6(d) _< 8k -  1 < 4k 2 +4k = (2k+ 1) 2 -  1 = g(n), contradicting the assumption 
3(d) = g(n). 
This completes the proof of the assertion, and consequently we may as- 
sume that d~. = 1. 
If m is odd, then make the first m - 1 columns of C(d) full and delete 
the last 1 in the first row without leaving E,,, thereby increasing 6(d) by 
Lemma 13. Therefore m may be assumed to be even. Then it is easy to 
check as before that d = m(m - 1) '~ 1 is the only sequence in E,, satisfying 
s =m + 1 and d~ = 1 that maximizes 3(d), and 3(d) = h,,_l(m - 1). 
This proves the proposition, and so ~(d) _< h , , - l (m-  1). The function 
hn- l (m-  l) reaches its maximum when 
m - l =  n-1 _1 ,  o r  m-1  n -1  ' -g-  - '2 ' o r  m - l =  +1.  
The maximum is [(n - 1)/2] 2 - 1 = g(n). By the previous proposition it is 
achieved only by the following sequences d: 
when m-  1 = ,~-__! _ I (m odd): 
2 
when m - 1 = ~!  (m even): 
whenm- l= ~2+1 (modd):  
a = 
d (4 )  "-1 ,,~3 or d ,,+1 
~ • 
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This section considers the bipartite analog of the majorization gap. A graph 
G = (V, E) with V = {1 . . . . .  n} is said to be a d i f ference graph (also known 
as a chain graph) if there exist real nmnbers ai, a2, • •., an and a positive real 
number T such that 
(1) lail < T for i = 1,2 . . . . .  n; 
(2) distinct vertices i and j  are adjacent if and only if lai -a j l  >~ Z. 
Such a difference graph is bipartite, with the bipartition V = X u Y, where 
X = {i : ai ~ 0}, Y = {i : ai < 0}. Several characterizations of difference graphs 
and polyhedral properties of their degree sequences are reported in [10]. In 
particular, they are bipartite analogs of threshold graphs in the following sense: 
If all the edges between the vertices of X are added to a difference graph to 
make X a clique, the resulting graph is a threshold graph; conversely, every 
threshold graph can be obtained in this way. 
A pair of integer sequences d = (dl, d2 . . . . .  dp) and f = (fl, f2 . . . . .  fq), 
where p+q = n, is called a b ipart i te  (respectively, a d i f ference)  sequence  if 
there exists a bipartite (a difference) graph on the vertex set V = {1, 2 . . . . .  n} 
with bipartition {1, 2 . . . . .  p} to {p + 1 . . . . .  n} such that deg(i) = di for i = 
1 . . . . .  p and deg(i) =3~-p for i = p + 1 . . . . .  n. 
If  0rx,f2 . . . . .  f~) is a nonnegative integer sequence, its conjugate se- 
quence  is the sequence (f1*,f2* . . . .  ), where 
= I{i >_k/I 
The following theorem is known as the Gale-Ryser theorem [5, 16]. It 
is perhaps the earliest result that relates degree sequences and majorization. 
See [4, 17, 1, 14] for further details. This theorem is the bipartite analog of 
the result that a proper sequence d is a degree sequence if and only if S,, (d) 
is even and S~(d) < Sk(d') for all k. 
THEOREM 30. Let d = (dl ,d2 . . . . .  dp) and f = (f l , f2 . . . . .  fq) be a pair 
of  nonnegative integer sequences, where p >_-fl > f2 > " > fq. Then (d , f )  is 
a bipartite sequence i f  and only i f  
(dl, . . . . .  4 )  . . . . .  f ; ) .  
The following result is the bipartite analog of the result that a proper 
sequence d is a threshold sequence if and only if d = d'. 
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THEOREM 31. [10] Let d = (dl,d2 . . . . .  dT,) and f = Q[1,f2 . . . . .  fq) be a 
pair of nonnegative integer sequences, where p > f ,  >_ fa >- "'" >- fq and 
dl >_ d2 >_ ... >_ d v. Then (d, f )  is a difference sequence if and only if 
(da, el2 . . . . .  4,) = ( f~, f ;  . . . . .  f~;). 
The following result is the bipartite analog of the result that a degree 
sequence d is threshold if and only if there does not exist a degree sequence 
e such that d -< e. 
THEOREM 32. [10] A bipartite sequence (d, f )  is a difference sequence if 
and only if there does not exist a bipartite sequence (e,f)  such that d -< e. 
Motivated by Theorem 32, we propose the following definition: the differ- 
enee gap of a bipartite sequence (d, f ) ,  denoted by R(d, f ) ,  is the minimum 
number of successive reverse unit transformations required to transform d
into a sequence such that (e,f)  is a difference sequence. In analogy with 
Theorem 5, we have the following result: 
THEOREM 33. Let (d , f )  be a bipartite .sequence, where d = (dl . . . . .  (~,), 
f = (fl . . . . .  fq), and cl~ >_ el2 >_... >_ c~,, p >f l  >__f2 >__'" >-fl" Then 
R(d , f )  = 3(f*, d), 
where f*  = (f~,f.f . . . . .  f~;). 
Proof. By Theorem 30, we have d 4 f* .  By Theorem 31, equality holds 
if and only if (d,f)  is a difference sequence. Therefore R(d , f )  is the number 
of reverse unit transformations required to transform d into f*. This is the 
same as U(f*, d), which equals ~(f*, d) by Lemma 7. • 
7. RELATED RESULTS 
In this section we consider graphs whose degree sequences have a majoriza- 
tion gap of 1. Although we cannot characterize them, we show that they are 
both bithreshold and cobithreshold, as defined below. 
Let G = (V, E) be a graph, and let i,j, k ~ V such that deg(k) > deg(i)+2, 
(i,j) ¢ E, (k,j) E E. Then the operation of dropping from G the edge (k,j) 
and adding the edge (i,j) is called a just rotation from k to i [15] (see 
Figure 10). 
Define an unjust rotation to be the reverse operation: Let G = (V, E) 
be a graph, and let i,j, k ~ V such that deg(k) > deg(i), (i,j) ~ E, (k,j) ~ E. 
Then the operation of dropping from G the edge (i,j) and adding the edge 
(k,j) is an unjust rotation from i to k. Note that a just rotation performs a unit 
transformation on the degree sequence of the graph, and an unjust rotation 
performs a reverse unit transformation. The converse is also true: 
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j k j 
deg(k) > deg(i) + 2 deg(k) > deg(i) 
FIG. 10. Illustrating a just rotation from k to i. A solid line represents the 
presence of an edge, and a dashed line its absence. 
LEMMA 34. [15] Let d be the degree sequence of a graph G, and assume 
that d is obtained from another degree sequence by a reverse unit trans- 
formation. Then there exist a graph H with degree sequence and an unjust 
rotation that transforms H into G. 
LEMMA 35. (1) I f  a graph G is obtained from a graph H by an unjust 
rotation, then G (the complementary graph of G) can also be obtained from 
H by an unjust rotation. 
(2) Similarly for a just rotation. 
Proof. Follows from the definitions. • 
The following theorem says that a degree sequence and its complementary 
degree sequence have the same majorization gap, as expected. 
THEOREM 36. Let d = (dl . . . . .  d,) be a degree sequence with dx >_ .." >_ 
dn, and let d = (-dl . . . . .  -dn) be the complementary degree sequence, where 
di = n - 1 - d,,+l-i. Then 
R(d) = R(d). 
Proof. C(d) is obtained from C(d) by changing l's into O's and O's into 
I's, and reversing the order of the rows and columns. It follows that d[ = 
n - 1 - d'n+l_ i. It is then easy to prove that 8(d) = 8(d). Hence R(d) = R(d) 
by Theorem 5. • 
It is "also possible to prove Theorem 36 using Lemmas 34 and 35 and 
the fact that the complement of a threshold graph is a threshold graph. The 
details are omitted. 
We define below (edge) unions and intersections only for graphs with the 
same vertex set. 
A graph G = (V, E) is called bithreshold if G is the intersection of 
two threshold graphs T1 and T2 such that every independent set of G is 
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also independent in T1 or T2. The complement of a bithreshold graph is a 
eobithreshold graph: G is cobithreshold if G is the union of two threshold 
graphs T1 and 7"2 such that every clique of G is also a clique in Ti or T2. 
See [9] for more details. 
A degree sequence d is called a bithreshold (a eobithreshold) sequence 
if there exists a bithreshold (a eobithreshold) graph with degree sequence d. 
If G = (V,E) is a graph and w ff V is a new vertex, we denote by 
G + w the graph (V u {w}, E) obtained by adding w as an isolated vertex, 
and by G o w the graph (V U {w}, E U {wv : v e V}) obtained by adding w 
as a dominating vertex. When W A V = 0, we also extend the ÷ notation by 
G + W ---- G + ~w~w w. 
The following characterization f threshold graphs is well known. 
TttEOREM 37. [2] A graph is a threshold graph if  and only if  it can be 
obtained front the one-vertex graph by the operations + and o. 
THEOREM 38. Let a graph H be obtained from a threshold graph G by a 
just rotation. Then 
(1) H is cobithreshold; 
(2) H is bithreshold. 
Pro@ Let H be obtained from G by a just rotation from k to i. Let N(p) 
denote the neighborhood of a vertex p in G, i.e., 
N(p) = {q c V : (p,q) e E}. 
We also denote by Gs the subgraph of G induced by S c V. Define 
T1 = Gv-~j} +j,  
T.2 = (GN(j)uli}-Ik] o j )  + k + [V - N(j) - {i,j}]. 
It is clear that T1 and T2 are threshold (by Theorem 37) and that H = TI UTe. 
Let Q be a clique of H. I f j  ¢ Q, then Q is a clique of T1; otherwise Q is a 
clique of T2. Hence H is cobithreshold. This fact, Theorem 36 and Lemma 35 
imply that H is also eobithreshold, i.e., that H is bithreshold. • 
COROLLARY 39. Let d be a degree sequence with R(d) = 1. Then d is 
bithreshold and cobithreshold. 
Pro@ Let e be a threshold sequence obtained from d by a reverse unit 
transformation, and let H be the unique threshold graph with degree sequence 
e. By Lemma 34, some just rotation transforms H into a graph G with degree 
sequence d. G is bithreshold and cobithreshold by Theorem 38. • 
We thank the referee for useful comments'. 
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