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Experimentally testing quantum field theory concepts with spinor Bose
gases far from equilibrium
The number of parameters needed to specify the state of a many-body quantum
system grows exponentially with the number of its constituents. This fact makes
it computationally intractable to exactly describe dynamics and characterize the
state on a microscopic level. In this thesis, we employ quantum field theory concepts
for experimentally characterizing a spinor Bose gas far from equilibrium. First, we
introduce the relevant concepts, which provide efficient descriptions for emerging
macroscopic phenomena, in a formulation matching the capabilities of ultracold
atomic systems. For our experimental study we employ a 87Rb spinor Bose-Einstein
condensate in a quasi-one-dimensional trap geometry. We explore the phase diagram
as a function of the effective quadratic Zeeman shift by measuring the fluctuations in
the spin degree of freedom and identify three distinct phases. With this knowledge,
we study the instabilities which occur after an instantaneous quench across the
quantum phase transition separating the different phases. These instabilities allow
us to drive the system far from equilibrium in a highly controlled fashion. For long
times after the quench we observe universal dynamics associated with the emergence
of a non-thermal fixed point. The structure factor of the angular orientation of the
transversal spin features rescaling in time and space with universal exponents as
well as a universal scaling function. Using the experimental control, we probe the
insensitivity of this phenomenon to details of the initial condition. Spatially resolved
snapshots of the complex-valued transversal spin field allow for the extraction of one-
particle irreducible correlation functions, the building blocks of the quantum effective
action. We find a strong suppression of the 4-vertex at low momenta emerging in
the highly occupied regime. The introduced concepts together with the presented
experimental applicability give new means for studying many-body systems at all
stages of their evolution: from the initial instabilities and across transient phenomena
far from equilibrium to the eventual thermalization.

Experimentelle Untersuchung von quantenfeldtheoretischen Konzepten
mit spinbehafteten Bose Gasen fern des Gleichgewichts
Die Anzahl der Parameter, die zur Spezifizierung des Zustandes eines Quanten-
vielteilchensystems erforderlich sind, wa¨chst exponentiell mit der Anzahl seiner
Bestandteile. Dies macht es auf mikroskopischer Ebene zu rechenintensiv, die
Dynamik genau zu beschreiben sowie den Zustand zu charakterisieren. In dieser
Arbeit verwenden wir quantenfeldtheoretische Konzepte zur experimentellen Charak-
terisierung eines spinbehafteten Bose Gases fern des Gleichgewichts. In einer
Formulierung passend zu den experimentellen Mo¨glichkeiten fu¨hren wir zuna¨chst
die relevanten Konzepte ein. Diese erlauben effiziente Beschreibungen emergenter
makroskopischer Pha¨nomene. Fu¨r unsere experimentelle Studie benutzen wir ein
87Rb Bose-Einstein Kondensat mit Spinfreiheitsgrad in einer quasi-eindimensionalen
Fallengeometrie. Wir untersuchen das Phasendiagram als Funktion der effektiven
quadratischen Zeeman-Verschiebung, indem wir Fluktuationen im Spinfreiheitsgrad
messen und identifizieren drei unterschiedliche Phasen. Darauf basierend unter-
suchen wir die Instabilita¨ten nach einer schnellen Parametera¨nderung u¨ber den
Quantenphasenu¨bergang mit Impulsauflo¨sung. Diese Instabilita¨ten erlauben uns das
System kontrolliert fernab des Gleichgewichts zu pra¨parieren. Fu¨r lange Zeiten nach
dem Quench beobachten wir universelle Dynamik, welche mit dem Auftreten eines
nichtthermischen Fixpunktes assoziiert wird. Der Strukturfaktor der transversalen
Spinorientierung reskaliert in Zeit und Raum mit universellen Exponenten und einer
universellen Skalenfunktion. Mit Hilfe der experimentellen Kontrolle u¨berpru¨fen wir
die Insensitivita¨t des Pha¨nomens gegenu¨ber A¨nderungen der Anfangsbedingung. Aus
ra¨umlich aufgelo¨sten Schnappschu¨ssen des komplexwertigen transversalen Spinfeldes
extrahieren wir einteilchenirreduzibel Korrelationsfunktionen. Diese sind die Grund-
bausteine der quanteneffektiven Wirkung. Wir finden eine starke Unterdru¨ckung
des 4-Vertex fu¨r kleine Impulse im hochbesetzten Bereich. Zusammen mit der
demonstrierten experimentellen Anwendbarkeit bieten die vorgestellten Konzepte
neue Mo¨glichkeiten, um Vielteilchensystemen in allen Stufen ihrer Entwicklung zu
untersuchen: von anfa¨nglichen Instabilita¨ten, u¨ber transiente Pha¨nomene fernab des
Gleichgewichts bis hin zu der schlussendlichen Thermalisierung.
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Chapter 1
Introduction
Since the laws of quantum mechanics where postulated at the beginning of the
20th century, our understanding of fundamental processes described by quantum
mechanical laws has deepened continuously [1]. From first principles, a closed
quantum system is fully described by the Schro¨dinger equation and a Hamiltonian.
Together with an initial condition, these determine all dynamical processes on a
microscopic level. However, it is apparent that modelling this dynamics on the
microscopic level is a nearly impossible task when dealing with large systems as
complex as condensed matter materials, biological cells or our Universe [2]. This is
why there is a need for effective theories giving efficient descriptions in certain limits
[3].
Already in classical systems we observe that in the many-body limit macroscopic
phenomena can emerge from microscopic descriptions. The probably best known
example is hydrodynamics which gives quantitative predictions of the macroscopic
behaviour without needing to know about explicit details of the constituents of the
fluids. The idea is to write down equations, like the Navier-Stokes equation [4], which
contain just a few parameters as for example viscosity [5]. These equations describe
the dynamics of the fluid in terms of, e.g. , density and velocity fields – certainly only
possible when looking at large length scales compared to any microscopic scale. In a
general setting, solving the hydrodynamic equations is still hard, but it is in certain
limits possible to obtain insights into the macroscopic dynamics, even though one
has not solved a microscopic model including all details about the ∼ 1023 particles.
Exactly tracking how these macroscopic phenomena emerge from a given micro-
scopic theory is a hard problem. A general framework for describing the emergence
of macroscopic phenomena can be found in field theoretical descriptions [6, 7]. Here,
the renormalization group program gives a recipe for setting up a theory at a certain
length scale: rather then dealing with all length scales at once it takes them into
account in an iterative fashion [8, 9]. For including all effects of quantum-statistical
fluctuations one has to use quantum field theory (QFT), which gives efficient de-
scriptions for quantized fields. Its efficiency is rooted in the possibility to identify
the relevant degrees of freedom and to derive effective theories for their description.
Phenomena unique to quantum mechanics may lead to new forms of collective be-
haviour in many-body systems. For example, entanglement was found to allow for
thermalization of isolated many-body quantum systems [10].
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Nowadays, probing theoretical predictions becomes possible with highly controlled
experimental platforms. The big challenge is to access the relevant degrees of freedom
including the capability to monitor them space- and time-resolved. An active and
thriving field of research in this direction concerns heavy-ion collisions, for example at
the LHC or RHIC. Here, the phase shortly after these little-bangs1 where the quark-
gluon plasma forms [11] is described by hydrodynamic models [12]. The subsequent
transition to a thermalized state in the hadronized phase is already understood in
great detail and measured particle yields are in agreement with predictions to a high
precision [13]. These emergent phenomena are, however, not yet understood on all
spatial and temporal scales.
In this thesis, we present a new experimental approach for probing macroscopic
quantum phenomena. The approach is based on the highly controlled platform of
ultracold atomic systems. Employing a large number of atoms in an appropriate
trapping potential, the density can be increased such that the system can be mapped
to continuous fields which are described by QFT. Further, the controllability allows
for a spatially resolved readout of different observables, making the identification of
relevant degrees of freedom possible [14]. Based on the spatial resolution, correlation
functions of the relevant fields can be inferred. They provide an efficient way of
representing the information contained in a many-body system. Combined with
the experimental control this allows for characterizing the system. Especially for
far-from-equilibrium situations, ultracold atomic systems offer the advantage that
they may be probed at any time during the evolution and thus dynamical phenomena
can be studied. Indeed, the employed methods can be applied for probing systems
in stationary situations like thermal equilibrium as well. Thus, a characterization on
all stages of the evolution from the initial instabilities, across transient phenomena
far from equilibrium to the eventual thermalization is possible.
In the cosmological context it was discussed [15] that the described insensitivity
to microscopic details may lead to new non-thermal universal phenomena even out of
equilibrium. These universal phenomena feature transport of particles towards the
infrared and power-law-like momentum distribution functions which are distinct from
the thermal solutions [15, 16]. In this respect, ultracold atomic gases give unique
experimental possibilities: Spatial resolution allows for characterizing momentum
distributions and the direction of transport can be determined by probing the time
evolution [17–20].
If the concept of universality far from equilibrium proves to be successful, the next
step is to study the defining properties of the underlying universality classes. This
task may be tackled by the high degree of control on microscopic details offered by
ultracold atomic systems. Concretely, by engineering suitable Hamiltonians, one can
probe the sensitivity to symmetries of interactions and determine which microscopic
details are relevant respectively irrelevant. The knowledge of the fundamental
building blocks opens the perspective of doing quantum simulations as well as
quantum computations of problems which are theoretically hard to study [21].
1The name refers to the idea of simulating the processes that happened during the Big Bang,
which unfortunately cannot be repeated and studied.
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Structure of the thesis
In Chapter 2 we start by describing different phenomena which can occur in
many-body systems out of equilibrium. We present a scenario for thermalization of
isolated many-body systems and introduce the notion of universality. Furthermore
we motivate the need for an efficient way of extracting information from many-body
systems.
In Chapter 3 we present the quantum field theoretical concepts which are relevant
in the scope of this thesis. After introducing quantum fields, we introduce the
quantum effective action as the generating functional of one-particle irreducible
correlation functions. In the Wigner formalism we derive a full quantum evolution
equation for the particle number distribution. We review some basic results from
the renormalization group approach and the O(N)-model.
In Chapter 4 we discuss quantum simulation as well as quantum computation. For
this, we give a brief definition which allows us to put the experimental observations
into context.
In Chapter 5 we present the details of the experimental setup used in this thesis. The
hyperfine states of 87Rb constitute a spin-1 system and we present the corresponding
microscopic Hamiltonian describing the dynamics. Finally, we present schemes
for probing the dynamics experimentally and elaborate on the challenges of long
evolution times.
In Chapter 6 we present a study of the phase diagram of a spin-1 system with
ferromagnetic interactions. We compare our experimental study to predictions
obtained within mean-field theory.
In Chapter 7 we discuss how extreme conditions are prepared experimentally. For
this we introduce Bogoliubov theory as a tool to study the quadratic fluctuations
around a given mean-field ground state. This leads to predictions for the instabilities
after an instantaneous quench. We study these instabilities experimentally and show
that this allows us to bring the system out of equilibrium in a controlled way. We
conclude by discussing spin-waves as a different way to prepare interesting initial
conditions.
In Chapter 8 we report on the observation of universal dynamics in a spinor Bose
gas. After presenting the experimental parameters and concepts, we show a method
for extracting the angular orientation of the transversal spin. We define the scaling
regime and show the collapse of the experimental data onto a universal curve after
rescaling. The experimental control allows us to study the expected insensitivity of
the phenomenon to changes of the initial condition.
In Chapter 9 we show that the spin-lifetime is enhanced by optimizing the trapping
potentials. Combined with the readout of the complex valued transversal spin field
we are able to observe universal dynamics for up to 40 s.
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In Chapter 10 we identify the transversal spin field as the emergent relevant degree
of freedom. We show how to extract equal-time one-particle irreducible correlation
functions experimentally and discuss how the significance of higher order correlations
is verified. The momentum dependence of the 4-vertex is presented and we find a
suppression of the 4-vertex in the highly occupied momentum regime. Finally, we
investigate the time evolution of the vertices.
In Chapter 11 we conclude by summarizing the results, before in Chapter 12 we
present an outlook on ongoing efforts and future prospects including local control
and box-like trapping potentials.
In the Appendix we present details of Bogoliubov theory and supplementary plots
on the universal dynamics observed in chapter 8. Finally, we discuss what happens
when defining momentum conserving objects for correlation functions.
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Quantum field theory concepts for
ultracold gases
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Chapter 2
Efficient descriptions of
many-body systems
We start by giving the main motivation covering this thesis: finding efficient de-
scriptions for many-body systems. We examine this problem from two different
perspectives. First, we are interested in the description of quantum many-body
dynamics for systems out of equilibrium. For this we consider the general question
of thermalization in the context of isolated quantum dynamics and introduce the
notion of universality giving a new handle on the description of far-from-equilibrium
dynamics. The second topic is concerned with efficiently determining the information
content of a many-body system. Here, we introduce an encoding of information in
correlation functions.
2.1 Many-body systems out of equilibrium
For the dynamics of many-body systems far from equilibrium, very little is known
about possible general scenarios. Thus one is tempted to generalize or even adapt
successful concepts known from equilibrium physics [22]. Prominent examples are
mean-field theory, universality and renormalization group treatments. These will be
discussed in more detail throughout this thesis in the context of the experimental
results. Up to now there exists no general approach for generic quantum systems -
only for specific situations and systems results have been achieved.
Quantum quenches
The first task when studying many-body systems far from equilibrium is the prepara-
tion of an interesting initial condition. For this we use the fact that quantum systems
whose dynamics is described by a Hamiltonian H(λ1, . . . , λn), can feature different
ground states depending on the choice of the Hamiltonian parameters λ1, . . . , λn.
The qualitatively different ground state manifolds are separated by so-called quan-
tum phase transitions (QPT) [23]. QPTs are strictly defined for systems at zero
temperature such that the transition cannot be explained by thermal fluctuations -
the phenomenon instead arises from quantum fluctuations. Preparing a system at
T = 0 is experimentally impossible, however, characteristics of a quantum phase
9
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Figure 2.1: Thermalization scenario. We envision a generic isolated quantum
system which is prepared out of equilibrium (red area). Before eventually thermalizing,
the system may feature a so-called non-thermal fixed point which is characterized by
universal dynamics. The universal feature is independent of the microscopic details
and initial conditions as indicated by the three merging lines.
transition still manifest at T > 0 in the so-called quantum critical region [24]. For
studying QPTs experimentally, one has to be able to change at least one Hamiltonian
parameter in a controlled way. It turns out that the control offered by ultracold
atomic systems enables these studies which has been shown for various systems
[25–28].
Knowing the underlying phase diagram of a given system allows the implementa-
tion of quantum quenches [29]. To implement such a quantum quench, one prepares
the system at a fixed set of parameters in the corresponding ground state and
subsequently employs a rapid change of one (or few) parameters in the vicinity or
across a quantum phase transition. After the quench the wavefunction gets projected
onto the new eigenmodes of the Hamiltonian and therefore the system is out of
equilibrium. In the following, we discuss possible scenarios which can be encountered
after such a quench.
Thermalization of quantum systems
Isolated quantum many-body systems exhibit unitary time evolution following a
quench [30]. Even though the global system remains pure, these systems are believed
to thermalize in the long-time limit [10, 31, 32]. Thermalization is signalled by
local observables that become describable by a statistical ensemble. This is possible
as entropy can be generated in subsystems by the build-up of entanglement [33].
One exception from this paradigm are integrable systems which exhibit as many
conserved quantities as degrees of freedom [34, 35] and thus in principle do not
thermalize. However, in realistic scenarios there always exists a small integrability-
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breaking term eventually leading to thermalization. Transiently these system can
feature prethermalization [36]. Here, after a quench the system exhibits equipartition
of the new eigenmodes and dephasing leads to loss of coherences. This results
in a thermal-like state with a temperature that differs from the final equilibrium
temperature [37]. In this regime the system may be described by a generalized Gibbs
ensemble and revivals can occur given the integrability-breaking perturbation is small
enough. These phenomena have been observed experimentally in split 1D Bose gases
[38–40]. Also many-body localized systems [41–43] do not thermalize. In this case
all eigenstates get localized leading to the absence of transport [44].
The scenario which we consider is schematically depicted in Fig. 2.1. An isolated
quantum system is prepared far out of equilibrium. Before eventually thermalizing
the system may exhibit universal dynamics which is associated to the existence of
non-thermal fixed points [15]. In the vicinity of a non-thermal fixed point the system
features universal dynamics which is connected to an effective loss of detail about
microscopic parameters and the initial condition. The simple descriptions in terms of
universal scaling functions and exponents may allow for a classification of quantum
systems far from equilibrium (see [45, 46] for reviews).
The concept of universality
In this section we elaborate in more detail on the concept of universality which is a
central topic of this thesis. Universality refers to the observation that a large class
of systems can behave very similar independent of the details of the microscopic
description [47], which is already known in statistical physics [48]. It is a very
successful concept for systems close to equilibrium in the vicinity of a temperature
phase transition [49–51]. In the many-particle limit a system can get universal as
the correlation length diverges at a critical point and microscopic details become
irrelevant. In this regime the concept of universality is well understood for example
by the renormalization group approach [8]. Within the renormalization program one
identifies relevant, marginal and irrelevant operators and it turns out that systems
whose microscopic description just differ by irrelevant operators show the same
macroscopic phenomena. Only a few global parameters are then enough to describe
the systems and they may be grouped into universality classes. These are known
to depend on dimensionality and the relevant symmetry governing the microscopic
description.
Universality is signalled by the phenomenon of scaling. Scaling means that
certain observables become self-similar under the rescaling of a parameter. Scaling
close to a quantum phase transition can be probed experimentally by an adiabatic
preparation of the ground-state and the measurement of e.g. the correlation length
as a function of the distance to the critical point [52]. Further, one can probe this
feature dynamically using the so-called Kibble-Zurek mechanism [53–55]. Here, a
non-adiabatic but not infinitely fast quench across a quantum phase transition is
employed which creates topological defects as the system cannot follow the change of
the parameter. From empirical arguments one can deduce scaling laws of the defect
density as a function of the ramp speed. This was experimentally observed both
in the mean-field limit [56, 57] as well as in the quantum regime [58, 59]. In these
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experiments the system was probed at a fixed time after the quench and one finds
self-similarity of e.g. correlation functions for different ramp speeds.
Up to now we considered universality in a sense that one finds scaling in a
Hamiltonian parameter. However, it is possible to extend the concept to dynamical
phenomena where the time evolution may get universal and the scaling ”parameter”
is the evolution time itself. This is well known from phase ordering kinetics in
temperature-driven systems [60] where topological defects created by a quench across
a temperature phase transition dissolve in the course of the dynamics and thereby
lead to coarsening of equilibrium-like domains of the order parameter. For example
a typical domain size will scale as t1/z where z is the dynamical critical exponent
belonging to a certain phase.
In isolated quantum systems far from equilibrium the concept of universal dy-
namics is well studied numerically and has been found in examples as different
as the reheating process in inflationary universe cosmology [61, 62], the dynamics
of nuclear collision experiments described by quantum chromodynamics [63, 64],
or the post-quench dynamics in dilute quantum gases in non-relativistic quantum
field theory [65–69]. A rigorous analytical treatment is, however, missing, e.g. a
proper renormalization group treatment with time as parameter is still not fully
developed. Far from equilibrium universality is identified through the scaling of
the spatio-temporal evolution of the system, captured by universal exponents and
functions. The dynamics of an observable, for example the occupation number
distribution f(k, t), is described by
f(k, t) = tαfS
(
tβk
)
, (2.1)
with a scaling function fS and the universal exponents α, describing the amplitude
change, and β, describing the change of the typical length scale. From equilibrium it
is known that universal phenomena are connected to the existence of fixed points
in a renormalization group treatment. Transferring this concept to the far-from-
equilibrium scenario discussed here, the idea is that universality classes may be
connected to the existence of so-called non-thermal fixed points. In contrast to
close-to-equilibrium, the same system with the same microscopic parameters can
feature different non-thermal fixed points [70–72].
Universality far from equilibrium is believed to occur in systems in extreme
conditions - featuring either large couplings or high occupations. Here, we consider
initial instabilities producing large occupations for a certain range of momenta; in
numerical simulations this situation is often produced by employing a box-like initial
occupation up to a characteristic scale.
2.2 Efficiently extracting information from a many-
body quantum system
Here, we want to discuss the question how to handle the amount of information
“stored” in a many-body quantum system and how to efficiently extract the relevant
details.
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2.2. EFFICIENTLY EXTRACTING INFORMATION FROM A MANY-BODY
QUANTUM SYSTEM
Employing the formalism of quantum mechanics one is used to the density matrix
ρˆ being the object containing all information about the quantum many-body system.
From the density matrix the expectation values of every operator O can be deduced
as O = 〈O〉 = tr {ρˆO}. However, the size of the density matrix for a system with
f degrees of freedom and N particles scales as ∝ (fN)2. This exponential scaling
in the number of constituents impedes a complete characterization of the quantum
state in the many-body limit which is in the case of few qubit systems achieved by
tomography [73–75].
Here, we pursue a different idea based on correlation functions. We later introduce
the notion of quantum field theory and interpret the fluctuating field ψˆx describing
the system as a random variable drawn from an underlying probability distribution
characterizing the quantum system. By measuring the field ψˆx several times, one can
measure the full distribution function. This is an arduous quantity to interpret as it is
a high dimensional object. Indeed, the information about the system is equivalently
stored in the moments of the random variable, i.e. the correlation functions of the
field (see section 3.1). The complexity is encoded in the fact that one has to know all
orders of correlation functions 〈ψˆa1 · · · ψˆan〉 which is a multivariate problem as the
field ψˆa has a dependence on spatial and internal degrees of freedom. This seems to
be no simplification of the extraction, however, it turns out that there exist situations
where only a few degrees of freedom become relevant and only the lowest orders of the
correlation functions need to be extracted. Further, the reduction to experimentally
observable expectation values of the underlying quantum fields maps the problem
onto the ability to measure higher-order correlation functions in synthetic quantum
systems [44, 76–78].
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Chapter 3
An experimentalist’s view on
quantum field theory
In this chapter we want to motivate why quantum field theory can give (efficient)
theoretical descriptions for many-body systems realized by ultracold atomic gases.
For this we introduce and motivate a field notation in second quantization. This
formalism allows us to employ formulations for an arbitrary number of particles. At
the same time it provides an elegant way incorporating bosonic (fermionic) symmetries
via the corresponding commutation relation of the field operators. We elucidate
the relevant concepts, the underlying structure and the similarities to the quantum
mechanical description based on the density matrix from an experimentalist’s point of
view1. Further we introduce the quantum effective action as the generating functional
for one-particle irreducible correlation functions. We use the Wigner formalism to
deduce a full quantum evolution equation for two-point correlation functions. Finally,
we comment the notion of running couplings and the O(N)-model.
3.1 Quantum fields
Using quantum mechanics, the description of systems with many particles or even
systems with changing number of particles is a tedious task. Hence, we introduce in
this section the basic notion of quantum fields giving access to efficient descriptions
for these cases.
Basic notion of fields
Here, we deal with bosonic particles and therefore start by defining bosonic creation
and annihilation operators aˆ†p and aˆp which create and annihilate a particle in the
mode p, respectively [79]. This means they act on a Fock state |N1, . . . , Np, . . .〉 like
aˆ†p |N1, . . . , Np, . . .〉 =
√
Np + 1 |N1, . . . , Np + 1, . . .〉 (3.1)
1This is an overview of the concept necessary for this thesis. When possible we try to add
information and references for the interested reader. Technical parts are, however, impossible to
avoid.
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and
aˆp |N1, . . . , Np, . . .〉 =
√
Np |N1, . . . , Np − 1, . . .〉 . (3.2)
The Fock states are described by having Np particles in the mode p with mode
functions ϕp(~r), which are for example plain waves or modes of an external trapping
potential. The mode functions constitute a complete orthonormal basis set. For
bosons the operators fulfil the defining commutation relations[
aˆp, aˆ
†
k
]
= δpk and
[
aˆ(†)p , aˆ
(†)
k
]
= 0, (3.3)
with the Kronecker delta δpp = 1. For fermions the commutator is replaced by the
anticommutator.
We define the bosonic field operator ψˆ(~r) =
∑
p aˆpϕp(~r) which fulfils the commu-
tation relation[
ψˆ(~r), ψˆ†(~r′)
]
= δ(~r − ~r′) and
[
ψˆ(†)(~r), ψˆ(†)(~r′)
]
= 0 . (3.4)
This formulation of quantum physics in a field-quantized notation (or second-
quantized notation) is inherently many-body, as it can deal with an arbitrary number
of particles and modes in an efficient way and respects by definition the bosonic
(fermionic) exchange symmetry [80].
Many-body operators
Given this notation we have to find an expression for single- and two-particle operators
[81]. Generally, a one-particle operator O with matrix elements Opp′ is written in
second-quantized form as
Oˆ =
∫
d~r ψˆ†(~r)O(r)ψˆ(~r) ≡
∫
d~r
∑
pp′
aˆ†pϕ
∗
p(~r)Opp′ aˆp′ϕp′(~r) . (3.5)
We can extend this quite naturally to two-particle operators U by writing
Uˆ =
∫ ∫
d~rd ~r′ ψˆ†(~r)ψˆ†(~r′)U(r, r′)ψˆ(~r)ψˆ(~r′) . (3.6)
As an example we can take the operator describing the probability for finding a
particle at location ~r which is written as n(~r) =
∑
i δ(~r − ~ri) and find
nˆ(~r) = ψˆ†(~r)ψˆ(~r) . (3.7)
With that the operator for the total atom number reads Nˆ =
∫
dr ψˆ†(~r)ψˆ(~r).
Time evolution
Time evolution is described by the many-body Hamiltonian Hˆ which originates from
the Hamiltonian operator H as described in the preceding section; the specific form
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3.2. CORRELATION FUNCTIONS
for our system will be given explicitly later in chapter 5. In the so-called Schro¨dinger
picture we can deduce the evolution equation for the state
|ψ〉 = |x1 · · ·xN〉 = 1
N !
ψˆ†(x1) · · · ψˆ†(xN) |0〉 (3.8)
from the single-particle Schro¨dinger equation [82] and find
Hˆ |ψ〉 = i~∂t |ψ〉 . (3.9)
The field formulation offers a convenient description as the number of particles has
not to be specified for formulating the Schro¨dinger equation.
Instead of the state being time-dependent, the Heisenberg picture employs time-
dependent field operators. The Heisenberg equation of motion reads
∂tψˆ = i~
[
Hˆ, ψˆ
]
, (3.10)
where [·, ·] is the commutator. For time-independent Hamiltonians this leads to a
general solution
ψˆ(†)(t) = eiHˆtψˆ(†)(0)e−iHˆt , (3.11)
where one has to specify an initial condition ψˆ(0). Solving this equation in the many-
particle case for an interacting Hamiltonian is as hard as solving the Schro¨dinger
equation for the same number of particles. However, quantum field theory gives
efficient means for producing approximate solutions in some cases.
3.2 Correlation functions
A system in the pure state |ψ〉 is fully described by the density matrix ρˆ = |ψ〉 〈ψ|.
We want to present a different way of representing a quantum system, which is
more common in quantum field theoretical descriptions and is based on correlation
functions. The full information about a quantum system is equally contained in all
correlation functions of the type 〈ψˆa1 · · · ψˆan〉 = tr
{
ρˆ ψˆa1 · · · ψˆan
}
. As all operators
can be expressed in terms of the field (see. Eq. (3.5)), the correlation functions
can also be interpreted as the collection of the expectation values of all possible
observables.
One can view the fluctuating field ψˆ as a multivariate random variable. With
that the correlation functions are the multivariate cumulants of the this random
variable. In analogy to statistical descriptions, we introduce generating functionals
in the next section.
3.3 The quantum effective action - from micro-
scopic to macroscopic fields
In general, there exist different types of generating functionals. They all carry the
same information content and the best-suited functional depends on details of the
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calculation. We first introduce the generating functionals for the full correlation
functions Z [J ] and for the connected correlation functions E [J ]. Finally a Legendre
transform yields the quantum effective action Γ [φ], the generating functional of the
one-particle irreducible correlation functions.
Disconnected and connected correlation functions
To collect all correlation functions we define Z[J ] = tr
{
ρˆeJaOa
}
, where Einstein’s
sum convention, i.e. summing over repeated indices is used. It generates the full
correlation functions by
δnZ[J ]
δJa1 · · · δJan
∣∣∣∣
J=0
= 〈Oa1 · · · Oan〉 . (3.12)
where the so-called sources Ja correspond to the observable Oa and are time inde-
pendent. We indicate functional derivatives with respect to J by δ
δJ
.
The full correlation functions can be decomposed into a so-called connected and
disconnected part
〈Oa1 · · · Oan〉 = 〈Oa1 · · · Oan〉conn + 〈Oa1 · · · Oan〉dis . (3.13)
The disconnected part contains redundant information of lower order correlation
functions. Thus, we proceed by defining the generating functional of the connected
correlation functions E[J ] = logZ[J ]. Up to fourth order, the connected correlators
are given by
Oa =
δE
δJa
∣∣∣∣
J=0
= 〈Oa〉 , (3.14a)
Cab =
δ2E
δJaδJb
∣∣∣∣
J=0
= 〈OaOb〉 −OaOb , (3.14b)
Cabc =
δ3E
δJaδJbδJc
∣∣∣∣
J=0
= 〈OaObOc〉 − CabOc − CbcOa − CcaOb + 2OaObOc ,
(3.14c)
Cabcd =
δ4E
δJaδJbδJcδJd
∣∣∣∣
J=0
= 〈OaObOcOd〉 − CabcOd − CcbdOa − CcdaOb − CdabOc
− CabCcd − CacCdb − CadCbc − 6OaObOcOd
+ 2CabOcOd + 2CacOdOb + 2CadObOc + 2CbcOdOa + 2CbdOaOc + 2CcdOaOb .
(3.14d)
Here, we explicitly see that the disconnected part of order n can be rewritten in
sums of products of lower order correlation functions.
One-particle irreducible correlation functions
The names connected and disconnected can be understood in terms of the pictorial
representation as Feynman diagrams [83]. Connected correlation functions are
represented by a single diagram in which all points are connected (see Fig. 3.1).
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3.3. THE QUANTUM EFFECTIVE ACTION - FROM MICROSCOPIC TO
MACROSCOPIC FIELDS
y1 y2
y3 y5
y6y4
y1
y3
y2
y4
a) b) c)
Figure 3.1: Pictorial representation of correlation functions. a) Connected
two-point correlation functions are indicated by a coloured line and a grey circle.
b) Disconnected correlation function which can be written as 〈Oy1Oy2〉 〈Oy3Oy4〉. c)
Connected four-point correlator. It still contains information of two-point correlation
functions which can be detached to obtain the four-point one-particle irreducible
correlation function represented by the hatched circle.
Going even one step further it is possible to obtain the information only from tree-like
diagrams [84]. Tree-like means that the diagrams are just build-up out of lines, the
propagators represented by two-point functions, and effective interaction vertices.
The interaction vertices are represented by the so-called one-particle irreducible
correlation functions (short: 1PI correlation functions). Once one obtained the 1PI
correlators the calculation of every diagram is done by multiplication of propagators
and vertices. The complexity, though, is encoded in obtaining the 1PI vertices.
The 1PI correlation functions are obtained by their generating functional
Γ[O] = − logZ[J(O)] + Ja(O)Oa , (3.15)
which is the functional Legendre transformation of E[J ]. When doing this transfor-
mation explicitly one has to solve the equation O(J) = δE
δJ
to obtain J(O). The 1PI
correlators are given by
Γa =
δΓ
δOa
∣∣∣∣
O=〈O〉
= 0 , (3.16a)
Γab =
δ2Γ
δOaδOb
∣∣∣∣
O=〈O〉
=
( δ2E
δJδJ
∣∣∣∣
J=J(O)
)−1
ab
, (3.16b)
Γabc =
δ3Γ
δOaδObδOc
∣∣∣∣
O=〈O〉
= −Γaa′Γbb′Γcc′Ca′b′c′ , (3.16c)
Γabcd =
δ4Γ
δOaδObδOcδOd
∣∣∣∣
O=〈O〉
= −Γaa′Γbb′Γcc′Γdd′Ca′b′c′d′
+ Γaa′Γbb′Γcc′Γdd′ (Ca′b′eΓefCfc′d′ + Ca′c′eΓefCfb′d′ + Ca′d′eΓefCfc′b′) .
(3.16d)
Quantum effective action
There are two motivations for introducing the 1PI correlation functions: First, it
is a different way of sorting the information contained in the many-body system
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one wants to describe. Second, we introduced the generating functional of the 1PI
correlators which is called the quantum effective action. By performing the Legendre
transform Γ is no longer a functional of the sources but of the expectation value
Oa = 〈Oa〉, the so-called macroscopic field . Thus, it gives rise to an equation for
the macroscopic field Oa = 〈Oa〉 (see next section). The quantum effective action
includes the effects of all quantum-statistical fluctuations [85] (cf. Eq. (3.21)) and
with this may be viewed as the quantum analogue of the classical action.
3.4 Wigner formalism and the full quantum evo-
lution equation
Coming historically from a relativistic physics point-of-view, time and space are
treated on the same footing and the index x = (t, x0) collectively denotes these two.
So QFT is formulated in terms of correlation functions
〈ψˆx1ψˆx2 · · · ψˆxn〉 = tr
[
ρˆT ψˆx1ψˆx2 · · · ψˆxn
]
,
where in principle these correlators connect also different evolution times and T
ensures time-ordering. This is natural for example when describing the processes
happening in a heavy-ion collision. Here, two free particles starting at time t = −∞
interact at some instance in time and propagate afterwards as free particles again
until the time t = +∞. Experimentally, the times are of course finite but large
compared to any interaction timescale. From the point-of-view of an ultracold atom
experimentalist a formulation based on equal-time correlation functions is much more
natural. Usually the dynamics is recorded with single-time snapshots as destructive
imaging methods are employed [30]. This allows for the extraction of equal-time
correlation functions only.
Following the preceding reasoning, we now employ2 an alternative but equivalent
formulation of quantum field theory based on equal-time quantities [87]. Explicitly,
we consider a system which depends only on the two canonically conjugate fields
ψˆ, ψˆ†. For finding an efficient description of the generating functionals in the
equal-time formalism we employ the Wigner formalism. It is a representation of
quantum dynamics in phase space spanned by the coordinates ψ, ψ∗ [88]. Further
the symmetric ordering of the correlation functions is natural to the results obtained
in ultracold atomic systems. In this language every operator Oˆ
[
ψˆ, ψˆ†
]
is substituted
by its corresponding Weyl symbol OW obtained by the Wigner-Weyl transform.
Explicitly we obtain the Wigner functional Wt [ψ, ψ
∗] at some evolution time t which
is the Wigner-Weyl transform of the density matrix ρˆt
[
ψˆ, ψˆ†
]
:
Wt [ψ, ψ
∗] =
∫
DηDη∗ 〈ψx − ηx
2
| ρˆt
[
ψˆx, ψˆ
†
x
]
|ψx + ηx
2
〉 e−
∫
x[ψ∗xψx+
1
4
η∗xηx+
1
2
(ψ∗xηx−η∗xψx)] .
(3.17)
2This section has partial overlap with the Methods of [86].
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3.4. WIGNER FORMALISM AND THE FULL QUANTUM EVOLUTION
EQUATION
The complex integral measures Dη and Dη∗ are defined by
DηDη∗ =
∏
x
[
1
pi
dRe (ηx) dIm (ηx)
]
. (3.18)
From the definition we see that the Weyl symbol is like a “Fourier”-transform of
the matrix elements of the operator in the coherent state basis into phase space
coordinates3. The exponential factor in the fields and η’s comes from the fact that
the coherent states are an over-complete basis.
Wt is the field theoretic version of the Wigner distribution which is extensively
employed in quantum optics [89]. Here, we introduced the coherent state |ψ〉, which is
an eigenstate of the annihilation operator, i.e. ψˆ |ψ〉 = ψ |ψ〉. The Wigner functional
represents a quasi-probability distribution of the phase space variables and quantum
expectation values of operators can be obtained as the average of the corresponding
Weyl symbol weighted by the Wigner functional. The von-Neumann equation for
the density matrix i∂tρˆt =
[
Hˆ, ρˆt
]
directly translates into an evolution equation for
the Wigner functional. Thus, the time evolution can be obtained in the phase space
representation from the Weyl symbol HW of the Hamiltonian.
To obtain the time evolution of the equal time correlation functions we define
the generating functional Zt, constructed as
Zt[J, J
∗] = Tr
[
ρˆt e
∫
x(Jxψˆ
†
x+J
∗
x ψˆx)
]
=
∫
DψDψ∗Wt[ψ, ψ∗] e
∫
x(Jxψ
∗
x+J
∗
xψx) . (3.19)
Here, we directly see that Zt[J, J
∗] is constructed analogously to the moment generat-
ing functional in statistics. Zt generates symmetrically ordered equal-time correlation
functions of the two fields. The complex integral measures Dψ and Dψ∗ in Zt are
implicitly defined by Eq. (3.18). In the employed formalism the quantum effective
action Γt corresponding to Zt is given by
Γt [Ψ,Ψ
∗] = − logZt [J (Ψ,Ψ∗) , J∗ (Ψ,Ψ∗)] +
∫
x
[J∗ (Ψ,Ψ∗) Ψx + Ψ∗xJ (Ψ,Ψ
∗)]
(3.20)
where J ,J∗ implicitly depend on Ψ, Ψ∗ due to the Legendre transform and Ψ = 〈ψˆ〉 =
δZ
δJ∗ is the expectation value of the field. Going from Wt to Γt represents a change of
description from fluctuating (microscopic) fields ψ to averaged (macroscopic) fields
Ψ. This fact becomes even more visible in the identity
e−Γt[Ψ,Ψ
∗] =
∫
DψDψ∗Wt[ψ, ψ∗] e
∫
x[Jx(ψ
∗
x−Ψ∗x)+J∗x(ψx−Ψx)] , (3.21)
which directly follows from the construction of the quantum effective action in
Eq. (3.20). The equation explicitly includes an integral over the fluctuating phase
space variables. As already mentioned the quantum effective action plays the role
3This is not directly apparent as η and η∗ are complex variables and thus the i in the exponential
is missing. It can be recovered by transforming the integral to the real and the imaginary part of η.
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of the classical action for the quantum system including all quantum-statistical
fluctuations giving an equation for the average field Ψ with
δΓt
δΨ
= J∗ . (3.22)
The 1PI correlators Γα1,...,αnt (x1, . . . , xn) (cf. Eq. (3.16)) are obtained via
Γα1,...,αnt (x1, . . . , xn) =
δnΓt [Ψ,Ψ
∗]
δΨα1x1 · · · δΨαnxn
∣∣∣∣
〈ψ〉
. (3.23)
Here, αi denotes the presence/absence of a “*”.
The equal-time quantum effective action constructed here, represents the infor-
mation content of the quantum system for one instance in time. Only the knowledge
at all evolution times is equivalent to the knowledge of the quantum effective action
constructed from unequal-time correlation functions. It is important to note that if
ρˆt depends on no other degrees of freedom than ψˆ and ψˆ
†, the knowledge of Γt or
ρˆt is fully equivalent. Given the Hamiltonian Hˆ of the system, the von-Neumann
equation is then equivalent to an evolution equation for Γt, i.e.
i∂tρˆt =
[
Hˆ, ρˆt
]
⇔ i∂tΓt = LΓt . (3.24)
Here L [87] is a functional-differential operator that depends on the form of Hˆ. To
obtain evolution equations for the equal-time 1PI correlators Γα1,...,αnt (x1, . . . , xn)
one has to take functional derivatives of the evolution equation 3.24. This results in a
infinite set of evolution equations, where the time evolution of the correlators at given
order depends on higher order correlators. Usually one uses the term ”hierarchy” for
these specific type of set of equations4.
Now, we present a way to obtain an explicit form of this evolution equation for
the generating functional and with that an exact evolution equation for the particle
number distribution. For this we have to assume a microscopic Hamiltonian to
calculate L. Motivated by experimental observation reported on in chapter 10, we
consider a one-component non-relativistic Bose gas of particles with mass m and
interaction strength g, described by
Hˆ =
∫
x
[
1
2m
(
∇xψˆ†x
)(
∇xψˆx
)
+
g
2
ψˆ†xψˆ
†
xψˆxψˆx
]
. (3.25)
By calculating the corresponding Weyl symbol we derive L. Together with Eq. (3.23)
this translates into an evolution equation for the 1PI correlators. Assuming translation
invariance, we define, in analogy to usually obtained kinetic equations [90], a particle
number distribution
f(p) +
1
2
=
∫
x−y
e−ip(x−y)
1
2
〈
(
ψˆ†xψˆy + ψˆxψˆ
†
y
)
〉
conn
. (3.26)
4Here, we implicitly obtain a hierarchy which is a non-equilibrium, equal-time version of the
Schwinger-Dyson equations.
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3.5. RENORMALIZATION GROUP
This definition is equivalent to
f(p) + 1/2 = CΨ
∗Ψ
t (p) ≡
∫
x−y
e−ip(x−y)CΨ
∗Ψ
t (x, y) , (3.27)
where
CΨ
∗Ψ
t (x, y) =
(
ΓΨ
∗Ψ
t
)−1
(x, y) (3.28)
is the connected two-point correlator. In equilibrium, one refers to particles as
well-defined, most of the time freely propagating objects. Considering for example
quasi-particle excitations this is ambiguous far from equilibrium. Later, we observe
the emergence of a conserved quantity corresponding to summed distribution functions
which a posteriori justifies the concept of particles far from equilibrium.
Putting things together, the preceding definitions allow us to rewrite the evolution
equation for the 1PI correlators into an evolution equation for the particle number
distribution which takes a Boltzmann-type form
∂tfp = Cp
[
f,ΓΨ
∗Ψ∗ΨΨ
t
]
, (3.29)
with the collision integral Cp
[
f,Γ(4)
]
explicitly depending on the two-point functions
and the 4-vertices; it is given by
∂tC
Ψ∗Ψ
t (p) = g
∫
q,r,l
i
[
ΓΨ
∗Ψ∗ΨΨ
t (p, q,−r,−l)− ΓΨ
∗Ψ∗ΨΨ
t (l, r,−q,−p)
] × (3.30)
× CΨ∗Ψt (p)CΨ
∗Ψ
t (q)C
Ψ∗Ψ
t (r)C
Ψ∗Ψ
t (l) .
The evolution equation is formally exact and includes all quantum effects; it assumes
only spatially translation invariant and U(1) symmetric correlators. To make use of
the equation the 4-vertices ΓΨΨΨ
∗Ψ∗
pqrl have to be determined. There exist, however,
only approximate solutions for some limiting cases, e.g. thermal equilibrium [91].
3.5 Renormalization group
In physics one is often confronted with the question how macroscopic phenomena
emerge from the underlying microscopic physics. Interestingly, new phenomena can
emerge as in the macroscopic regime microscopic details are often washed out [9]. A
well-known example is hydrodynamics of classical fluids - especially the phenomenon
of turbulence. In terms of a theoretical description, it is a complicated problem as it
involves details from large scales, where the system is driven, down to small scales,
on which energy dissipation takes place due to viscosity.
The renormalization group of QFT gives a strategy for dealing with these problems
which include many length scales. Instead of considering all length scales, one
takes them into account separately, such that in a stepwise procedure a theory for
each length scale emerges. In this description the parameters of the theory can
become dependent on the length scale; that is the definition of a running coupling.
For comparison between theory and experiment this also implies that measured
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parameters have to be given together with the scale, e.g. the energy, at which they
are measured [80].
At so-called RG fixed points the theoretical descriptions get scale-invariant. An
example for such fixed points are equilibrium phase transitions. It was suggested
that non-thermal fixed points can be interpreted as fixed points of a generalized
RG treatment. One already employed a non-equilibrium setting by formulating
the known RG procedure on a Schwinger-Keldysh time path [92]. For obtaining a
better theoretical understanding, this should be generalized taking time as a flow
parameter into account [46, 93]. Being far from equilibrium permits new fixed point
solutions compared to thermal equilibrium as the fluctuation-dissipation relation can
be violated, which was already observed in numerical studies [94].
At this point, let us shortly comment on the idea behind the visualization of the
non-thermal fixed point scenario in Fig. 2.1. At the current stage, it is a schematic
drawing exactly taking up the idea of time being the flow parameter. Motivated by
equilibrium RG flows, the lines with arrows show the flow in time and the fixed point
is associated to the non-thermal fixed point. A visualization of the above mentioned
flow in time has already been achieved in numerical simulation [95].
3.6 The O(N)-model
In the context of analytical predictions of quantum field theoretical models the
so-called O(N)-model plays an important role as it allows for controlled expansions
in orders of 1/N , where N is the number of field components [84]. The Lagrangian
L of the O(N)-model for a real scalar field Φ is given by
L =
1
2
[
(∇Φ)2 − µ2Φ2]− 1
4!
λ
N
(
Φ2
)2
, (3.31)
with the mass µ and the interaction strength λ. The interaction term is explicitly
N -dependent to ensure the right scaling of this term compared to the mass term in
the limit N →∞. It is exactly this N -dependence which renders certain terms in a
perturbative expansion zero in the limit of large N and allows for resummation of
other terms.
The O(N)-model further allows for the prediction of scaling exponents for infrared
fixed points for highly occupied systems. From a vertex-resummed kinetic theory
one analytically finds β = 1/2 [68]. Further, particle number conservation in the
infrared implies α = dβ for the amplitude scaling exponent. Even a prediction for
the scaling function in the power-law regime is possible and one finds fS ∝ k−(d+1).
Compared to thermal equilibrium, the dimensionality d enters explicitly in the
momentum distribution exponents out-of-equilibrium [92]. These predictions have
been compared to numerical simulations employing different N [68, 90, 96, 97].
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Chapter 4
Quantum simulation and
computation
As already pointed out by Feynman [98], simulating quantum mechanics on a classical
computer is hard, especially for many particles. He proposed the use of quantum
systems themselves to simulate quantum mechanics. Here, the big advantage is that
the simulating entity already features quantum mechanical properties [99].
In chapter 2 we introduced topical questions concerning many-body systems in
and out of equilibrium. Not many general theoretical models for their descriptions
are at hand. Thus, we introduced a general framework, quantum field theory, for
tackling these questions. In experiments one can prepare interesting many-body
states in a highly controlled fashion and characterization allows for testing these
methods. This all fits in the context of quantum simulation and computation. To
put the experimental efforts into context, we are going to introduce what we mean
by quantum simulation and quantum computation.
For quantum simulation one distinguishes between digital and analog quantum
simulation. The important ingredients for both are the ability to prepare an initial
condition in a controlled fashion, the implementation of the desired time evolution
and employing an appropriate read-out to extract the relevant information. In digital
quantum simulation, schemes are used which are similar to the circuit model known
from standard computations [100]. It has been shown that with one-bit and two-bit
gates indeed a universal quantum simulator can be built [101].
The idea behind analog quantum simulation is to mimic or to emulate a system,
for which control parameters are not easy to access, with a system where the degree
of control is high. For this, one has to find a mapping between the Hamiltonian Hp
of the system which should be simulated and the simulator’s Hamiltonian Hmp (see
Fig. 4.1). One advantage of analog quantum simulation is the larger fault tolerance.
Qualitative features and their dependence on certain parameters may even be studied
if the dynamics which should be simulated is not implemented in all its details. This
is for example the case when simulating superconductivity with ultracold atoms in
optical lattices [102].
In [103], Horsman et al. give a detailed definition to discriminate between quantum
simulation and quantum (or physical) computation. For our purposes, Fig. 4.1
summarizes the definitions in a diagrammatic way and here, we shortly introduce the
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Figure 4.1: Simulation and computation. For the definition of simulation and
computation we distinguish between the physical and the abstract system. In the
case of a simulation the initial state p in the system which should be simulated is
mapped onto an initial state mp. The time evolution is implemented in the simulator
to achieve m′p. A simulation is verified by m
′
p and mp′ , where mp′ is the result from
the true dynamics in the physical system mapped onto a state of the simulator, being
approximately the same. In the case of a computation the controlled system plays
the role of the physical system. An abstract computation has to be mapped onto the
physical system. The computation is implemented by the appropriate time evolution
in the physical system and the result is mapped back to the abstract level on which
the computation is formulated. Figure adapted from [103].
definition step-by-step. As shown in Fig. 4.1, the first step is to distinguish between
the physical and the abstract system.
In the presented definition of a simulation, the system offering a high degree of
control takes the role of the abstract system in which the simulation takes place.
The abstract system can, in principle, also be a classical computer or an analytical
calculation. One has to find a mapping that maps the initial state p in the system
which should be simulated onto an initial state mp in the abstract system. The
time evolution is implemented in the simulator with the Hamiltonian Hˆmp to achieve
m′p, where Hˆmp has to be chosen such that the relevant physics of Hˆp is captured.
For verification, we have to give a criterion for a simulation being good. This is
achieved by mapping the result in the physical system p′ into the abstract system
onto mp′ . For practical reasons we call a simulation sufficiently good if |m′p−mp′ | < ;
the two results have to be compared by an appropriate distance measure which
depends on the details of systems. Verifying the simulation is a necessary condition
for performing the next step: a physical computation.
For a physical computation, the controlled system, which has prior performed the
simulation, takes the role of the physical system. It is important to note that in the
previous case the initial state p was a physical state whereas now it is an abstract
object which initiates the calculation. As a first step, this abstract object of the
computation has to be mapped onto the physical system. For this encoding step,
exact knowledge about the physical system is necessary and it is the encoding which
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determines how the computation is implemented by an appropriate time evolution
in the physical system. To obtain the result of the calculation, the state in the
computing system p′ is mapped back to the abstract level on which the computation
is formulated. This represents the decoding step which in principle does not need
to be the encoding reversed. With that the physical state is mapped back to an
abstract object – the final result of the calculation.
On the basis of the definition given in Fig. 4.1, we can put our experimental
observations into context. The observation of universal dynamics reported on in
chapter 8 is identified as a quantum simulation of dynamics far from equilibrium in
systems as different as the one-component Bose gas [68] and the quark-gluon-plasma
[104]. The simulation process in that case can be verified by the measurement of the
universal exponents. This verification allows us to interpret the extraction of the
quantum effective action in chapter 10 as a physical computation. The final mapping
onto the result m′p is achieved by the extraction of the 1PI correlation functions.
In summary, quantum simulations and computations are based on using quantum
systems such that all relevant features unique to quantum mechanics are incorporated.
In combination with an efficient readout and the controllability offered by ultracold
atomic systems, this allows us to study different phenomena far from equilibrium
experimentally. In particular, qualitative as well as quantitative tests of the presented
quantum field theoretical methods become possible.
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Part II
Experimental tools
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Chapter 5
Experimental platform
In this chapter we present details of the experimental platform used in this thesis.
First, we give a brief overview of the experimental apparatus and describe the cycle
leading to the production of Bose-Einstein condensates. We detail the trapping
potentials used and connect the internal states of 87Rb to the microscopic spin-1
Hamiltonian. This introduces the relevant internal and external degrees of freedom
whose interplay we will study experimentally. In addition to the experimental control
of the dynamics, the readout of the final quantum state is an equally important
aspect of quantum simulation and computation. Hence we present the employed
readout schemes. Finally, we discuss the experimental challenges resulting from the
long evolution times studied here.
5.1 Physical system
5.1.1 Producing a BEC
Nowadays the routine for producing BECs is standard in many laboratories around
the world. Here, we provide only a brief outline of the experimental sequence. A
detailed descriptions of the whole experimental apparatus can be found in [105–108].
In our experiments we use 87Rb which features two hyperfine manifolds F = 1, 2
in its electronic ground state [109]. These offer a large playground for studying
spinor physics with ferromagnetic as well as antiferromagnetic interactions [110].
The BEC is generated in an ultra-high vacuum glass cell giving large optical access
for manipulation and trapping (see Fig. 5.1a). We start with a three-dimensional
magneto optical trap (MOT) which loads atoms from a transversely cold atomic
beam generated from a two-dimensional MOT. After a short cycle of sub-Doppler
cooling we transfer the atoms to a magnetic time-orbiting potential (TOP) trap
[111], where we force evaporative cooling by lowering the amplitude of the magnetic
bias field. Not yet condensed, the atoms are loaded in a dipole trap consisting of
two crossed red-detuned laser beams generated from a Yb:YAG laser (1030 nm). By
lowering the laser power we perform a last step of evaporative cooling, producing a
BEC with ∼ 104 atoms and negligible thermal fraction. This routine takes ∼ 36 s
and sets the lower bound on the experimental cycle time. After the desired evolution
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Figure 5.1: Arrangement of optical traps and trapping frequencies. a) The
BEC is generated in an ultra-high vacuum glass cell. The atoms are loaded from the
magnetic trap into a crossed dipole trap consisting of the XDT beam and WG beam.
For the experiments the XDT beam is switched off adiabatically and the BEC (red
cloud) expands in the WG trap giving a quasi-one-dimensional trapping potential.
We apply a homogeneous magnetic offset field B pointing in z-direction, whereas
gravity g points in −z-direction. The coils (red) are used for control of the internal
states by applying microwave (mw) and radio-frequency (RF1 and RF2) magnetic
fields. b) Experimentally measured longitudinal and transversal trapping frequencies
in the WG as a function of the control voltage UWG. The fit (red line) is a square
root fit to the experimental data.
time we employ state-selective absorption imaging [108] of all eight levels in the two
hyperfine manifolds.
5.1.2 Quasi one-dimensional trap
The experiments described within this thesis are carried out in a quasi-one-dimensional
optical dipole trap (see also [107, 112] for details). After condensation, one beam
of the crossed dipole trap (XDT) is adiabatically switched off; we are left with
one single dipole beam, called waveguide (WG), with a trapping frequency ratio
of the longitudinal and transversal directions of ∼ 100. The absolute values of the
trapping frequencies can be tuned by changing the power of the laser beam which
is controlled by the set point voltage UWG of a control loop PID. In Fig. 5.1 the
experimentally measured longitudinal ω‖/2pi and the transversal ω⊥/2pi trapping
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Ω
Figure 5.2: Electronic ground state structure. a) Hyperfine manifolds in the
electronic ground state of 87Rb. The F = 1 hyperfine manifold is used as a spin-
1 system (grey box). The linear Zeeman effect splits the magnetic sublevels by
∼ 700 kHz/G. b) In the rotating frame of the linear Zeeman effect one is left with
the second-order Zeeman effect shifting the mF = 0 level by 72 Hz/G
2. This energy
shift is tuned by applying off-resonant microwave dressing with Rabi frequency
Ω and detuning δ to (F,mF ) = (2, 0) leading to an effective energy shift qeff, the
experimental control parameter for employing the quenches.
frequencies are shown as function of the control voltage. The fit (red line) reveals
the expected square-root behaviour of the trapping frequency as a function of the
laser power which is proportional to the voltage UWG. A change of the longitudinal
trapping frequency also shifts the position of the trap centre as the beam is slightly
tilted against gravity. The harmonic oscillator length a⊥ =
√
~/(mω⊥) in the ra-
dial direction for all employed laser powers is on the order of the density healing
length [113] and smaller than the typical size of spin excitations. This leads to
dynamics predominantly in the longitudinal direction and allows for imaging of the
atomic densities spatially resolved without averaging possible structures in the radial
direction.
Due to the harmonic confinement, the atomic densities are inhomogeneous. The
spin-spin interaction is density-dependent and thus the inhomogeneous density leads
to spatially dependent interaction parameters which is in principle disadvantageous.
In the post-analysis, we use the central ∼ 200µm of the cloud, where the density
only changes by approximately 10%. This corresponds to ∼ 40 times the size of a
typical spin excitation, giving access to a system which is large enough to observe
long time dynamics with minimal finite size effects.
5.2 Physical implementation of a spin-1
In this section we describe how a spin-1 is realized using 87Rb atoms and how we
control the dynamics.
In its electronic ground state 87Rb has two hyperfine manifolds with quantum
numbers F = 1, 2 (see Fig. 5.2a). The results in this thesis are carried out in
the F = 1 hyperfine manifold giving access to a “real” spin-1; “real” is meant in
distinction to pseudo-spin systems [107, 114] and effective spin-1 systems [115] which
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Figure 5.3: Spin-changing collisions. a) Two atoms in the magnetic sub states
m1 and m2 collide and produce two atoms in the states m
′
1 and m
′
2. Within the
approximations described in the main text the total angular momentum
∑
i=1,2mi is
conserved. b) Spin-changing collisions allow for redistribution of populations among
the different sub states
for example can be employed by using the F = 2 manifold. The two hyperfine
manifolds are energetically split by ∼ 6.8 GHz and by applying microwave (mw)
radiation we are able to transfer populations between the manifolds coherently. This
gives full controllability over the initial populations of the different levels and allows
for splitting populations.
Throughout the thesis we will use a shorthand notation for the sublevels: (F,mF).
The g-factors of F = 1 and F = 2 are nearly the same in magnitude, however, the
sign is different [109]. This is important for the hyperfine selective radiofrequency
(rf) rotations employed later. In Fig. 5.2a all eight energy levels are shown, where
the magnetic sublevels are energetically shifted due to the linear Zeeman effect in a
magnetic field B by p = 700 kHz/G×B. This energy shift leads to a rotation of the
spin around the z-axis with the Larmor frequency ωL = 2pi × p.
Intuitive picture of the interaction processes
Before further describing the effects of energy shifts induced by the magnetic field
we give an intuitive picture for the possible interaction processes.
In a BEC the collisions, even in the many-body limit, can be described by two-
body quantum scattering because of the diluteness of the gas [110]. We assume that
the particles only interact via s-wave scattering as described by the cold-collision
approximation. Further, we make use of the “spinor-gas” collision approximation,
i.e. we assume that the short-range potential is rotationally invariant and guarantees
the conservation of the total angular momentum of the colliding pair. Neglecting
dipolar relaxation we only have to take care about the internal angular momentum.
In practice this leads to a conservation of m1 +m2 where mj is the magnetic sub state
of the particle j (see Fig. 5.3a). A more detailed discussion of the approximations is
found in [110, 116].
The simplest interaction is the case of mj = m
′
j, i.e. no change of the magnetic
sub states. The three levels also give rise to spin-changing collisions (SCC). For
example, Fig. 5.3b shows the interaction of two atoms with m1 = m2 = 0 leading to
m′1 = +1 and m
′
2 = −1. This allows for redistribution among the different states
34
5.3. THEORETICAL BASIS FOR DESCRIBING SPIN-1 SYSTEMS
with conserved imbalance of the side modes, where we refer to the mF = ±1 states
as side modes. This process is similar to parametric down-conversion in optics and
in principle produces highly entangled states [117].
Effects of magnetic field shift
Having the process of spin-changing collision in mind, it is apparent that the linear
Zeeman effect only affects the dynamics for finite Fz magnetization (not employed
here) or magnetic field gradients. Thus, we give a description of the dynamics in the ro-
tating frame of the Larmor frequency. The resulting level scheme is shown in Fig. 5.2b,
where (1, 0) is energetically shifted with respect to (1,±1) by qB = 72 kHz/G2 ×B2.
This detuning prohibits spin-changing collision dynamics at the magnetic fields
employed in our experiments (B = 0.884 G) as the interaction strength is on the
order of 2 Hz. A convenient way for tuning q is so-called microwave dressing [118].
Applying off-resonant mw fields with Rabi frequency Ω and detuning δ leads to an
effective detuning qeff = qB + Ω
2/4δ. Thus, we use it as the experimental control
parameter for initiating dynamics. Infinitely fast quenches (on the order of all
relevant energy scales) are conveniently implemented by switching on or changing
the detuning of the mw fields.
In the following we will use the notation of qeff for the experimentally adjusted
value of the dressing. It is calculated using only the coupling of the microwave
to the (1, 0) → (2, 0) transition. Couplings of other levels and effects due to the
effective trapping potentials are not taken into account and potentially lead to a
shift of the absolute values. Therefore we always adjust qeff relative to a spectroscopy
measurement described later. For distinction, we will hereafter refer to the theoretical
value of the detuning simply as q.
5.3 Theoretical basis for describing spin-1 systems
In this section we first introduce some notations concerning spin-1 algebras which are
necessary for introducing the Hamiltonian. We discuss the order of magnitude of the
experimentally relevant parameters for the situation employed and its implications
for the stability of the setup. This section is based on [110, 116].
5.3.1 Spin operators
On the microscopic level we need three bosonic field operators for describing the
physical processes. These are labelled by the magnetic quantum numbers m ∈ (0,±1),
where ψˆ
(†)
m (~r) annihilates (generates) an excitation in the magnetic sub state m at
position ~r. They satisfy the commutation relation
[ψˆm(~r), ψˆ
†
m′(
~r′)] = δmm′δ(~r − ~r′) , (5.1)
[ψˆm(~r), ψˆm′(~r′)] = [ψˆ†m(~r), ψˆ
†
m′(
~r′)] = 0 , (5.2)
with δmm′ being the Kronecker delta. The bosonic fields, in our case, describe the
three magnetic sublevels m = 0,±1 of the F = 1 hyperfine manifold of 87Rb.
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The interaction Hamiltonian is conveniently formulated in the language of spins.
The group of all spin-1 operators has eight generators of which we, for simplicity,
only introduce the three spin operators Fˆx, Fˆy and Fˆz. They can be written as
Fˆi = ψˆ
†fiψˆ with ψˆ = (ψˆ+1, ψˆ0, ψˆ−1)T and the spin matrices fi (i = x, y, z)
fx =
1√
2
0 1 01 0 1
0 1 0
 , fy = i√
2
 0 1 0−1 0 1
0 −1 0
 , fz =
1 0 00 0 0
0 0 −1
 . (5.3)
With this we find
Fˆx =
1√
2
(
ψˆ†+1ψˆ0 + ψˆ
†
−1ψˆ0
)
+ h.c. , (5.4)
Fˆy =
i√
2
(
ψˆ†+1ψˆ0 − ψˆ†−1ψˆ0
)
+ h.c. , (5.5)
Fˆz = ψˆ
†
+1ψˆ+1 − ψˆ†−1ψˆ−1 , (5.6)
where h.c. is the Hermitian conjugate. Spin-changing collisions lead to dynamics
predominantly in the transversal spin plane and thus we introduce the transversal
spin
Fˆ⊥ = Fˆx + iFˆy =
√
2
(
ψˆ†0ψˆ+1 + ψˆ
†
−1ψˆ0
)
, (5.7)
which we will identify as the emergent relevant degree of freedom.
5.3.2 Microscopic Hamiltonian
The microscopic Hamiltonian is build up out of a non-interacting and an interacting
part. The non-interacting part includes a kinetic term and the trapping potential.
In a magnetic field, it additionally contains the linear and the quadratic Zeeman
effect. As discussed, for the description of the dynamics we will work in a rotating
frame of the linear Zeeman effect and we can combine the term of quadratic shift
with the microwave dressing by introducing the control parameter q. With this the
non-interacting part reads
Hˆ0/h =
∫
d~r ψˆ†
[
− ~∇
2
4pim
+ Vext + qf
2
z
]
ψˆ, (5.8)
where m is the atomic mass and Vext is the external trapping potential. The
interacting part consists of all terms obeying the described symmetries. With the
assumptions from section 5.2 it can be written as
Hˆint/h = 1
2
∫
d~r
[
c0 : nˆ
2(~r) : +c1 : ~ˆF
2(~r) :
]
, (5.9)
with nˆ =
∑
i=0,±1 nˆi =
∑
i=0,±1 ψˆ
†
i ψˆi and
~ˆF =
(
Fˆx, Fˆy, Fˆz
)T
. The interaction
constants c0 and c1 are given by
c0 =
g0 + 2g2
3h
, c1 =
g2 − g0
3h
(5.10)
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and can be related to the scattering lengths aF of the two scattering channels F = 0, 2
by gF = 4pi~
2
m
aF [110].
The microscopic Hamiltonian under the given assumption and neglecting dipole-
dipole interactions is then written as
Hˆ = Hˆ0 + Hˆint. (5.11)
Let us shortly discuss the different energy scales of the Hamiltonian. With the
scattering lengths [110] we find that c0 ' 200c1, i.e. the time scale associated with
density-density interactions is 200 times larger than the spin-spin interactions. The
dynamics leads to a highly excited spin degree of freedom whereas density excitations
are suppressed. We find that the typical energy scale of spin-dependent interactions
for the atom numbers employed is nc1 ' 2 Hz, where n is the total atom number
density.
5.4 Typical experimental sequence
Generally one can separate a quantum simulation into different tasks the experimen-
talist has to accomplish. Usually it consists of three main steps:
1. Preparation of the initial condition
2. Evolving the system under a certain Hamiltonian
3. Readout of the final state
In this section we shortly detail the experimental sequence.
Preparation of the initial condition
In the magnetic trap all high field seeking states are repelled. We do not additionally
pump the atoms into F = 2 and thus the BEC is initially created in the state (1,−1).
For preparing the polar state, i.e. all atoms in the state (1, 0), we use the microwave
coil (cf. Fig. 5.1) to couple two levels in different hyperfine manifolds. The coupling
is described by the Hamiltonian
Hˆmw/h = 1
pi
√
8
Ωmw
(
ψ†1,m1ψ2,m2 + h.c.
)
, (5.12)
where ψ†F,mF is the field creation operator of the hyperfine state (F,mF ). Hˆmw is the
generator of rotations exp
(
−iHˆmwt
)
of the corresponding two level system. We use
a pi-pulse, i.e. a pulse with length t such that Ωmwt = pi, to transfer the atoms from
the state (1,-1) to (2,0) and a second pulse to transfer the atoms from (2,0) to (1,0).
After the pulses, a strong magnetic field gradient is applied to repel residual
atoms in the side modes (1,±1) from the trap. After this we wait for 100 ms to allow
the magnetic field to stabilize to its set value.
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Quench
Following the preparation we initiate the dynamics by employing an instantaneous
quench of the detuning qeff by switching on the microwave dressing. We let the
system evolve under the Hamiltonian 5.11 for the desired evolution time tevo.
Readout
After the evolution time we readout the state by destructive absorption imaging.
For the readout of transversal spin components we use radio-frequency fields applied
with the rf-coils RF1 and RF2 (cf. Fig. 5.1). The rotations are described by the
Hamiltonian
HˆRF = ΩRF
2pi
[
cos (φRF) Fˆx + sin (φRF) Fˆy
]
, (5.13)
where φRF is the phase of the rf field and can be adjusted using an arbitrary
waveform generator. Tuning the rf-fields of the two coils ∼ 90◦ out of phase we
employ hyperfine-state selective rf rotations [119].
5.5 Probing the dynamics of a spinor BEC
The many degrees of freedom inherent to the spin-1 Bose gas make it challenging
to keep track of the dynamical processes. In this section we describe the different
schemes used in this thesis to probe these different degrees of freedom. All imaging
techniques are based on spatially resolved absorption imaging. We further employ
spin rotations and splitting mw pulses to simultaneously access different directions
of the spin degree of freedom.
5.5.1 Spatially resolved absorption imaging
In our experiments we employ high intensity absorption imaging [120] with a spa-
tial resolution of ∼ 1.1µm [114]. We use two 15µs light pulses resonant on the
F = 2→ F ′ = 3 transition of the D2 line. The first pulse images the F = 2 pop-
ulation, whereas the second pulse, accompanied by repumper light, images the
F = 1 populations. We use a short time of flight of ∼ 1 ms to reduce the densities
and achieve state-selectivity by applying a Stern-Gerlach magnetic field gradient
in z-direction, parallel to the magnetic field, while switching off the waveguide to
separate the different hyperfine states spatially. After the two imaging pulses we
record empty reference pictures to determine the light intensity without any atoms.
5.5.2 Accessing the spin degree of freedom
The described imaging sequence allows us to measure the populations of all eight
hyperfine states. This directly gives access to the spin in z-direction at position y
with
Fz(y) ≡ 〈Fˆz(y)〉y,y+∆y =
N+1(y)−N−1(y)
Ntot(y)
(5.14)
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Rotation Rotation 
Figure 5.4: Visualization of rf rotations on spin sphere. By changing the
phase of the rf field we employ rotations around different axes on the spin sphere
(see the Hamiltonian in Eq. (5.13)). The Stern-Gerlach splitting gives access to the
Fz-component of the spin. With pi/2 rf rotations we map the different transversal
spin projections (red) onto the z-axis.
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Figure 5.5: Imaging sequence and typical picture. a) Level scheme of F = 1
and F = 2 hyperfine manifold. The blue and red arrows indicate the employed
microwave pulses for storing the Fz and the Fx projection of the spin, respectively.
To extract information about additional observables we employ hyperfine selective
pi/2 spin rotations in the F = 1 manifold. b) Sequence for measuring the complex
valued field F⊥(y). c) Sample image acquired after 18 s evolution time with the
readout b). The atomic densities of the hyperfine states are indicated by the grey
shading. Green lines show the inferred spin projections Fx and Fy. d) Sequence for
the full spin readout.
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Here N±1(y) is the atom number in state mF = ±1 and Ntot(y) is the total atom
number. The bracket 〈·〉y,y+∆y indicates that the single realization measurement
result at position y is already the average over the number of atoms in the given
interval [y, y + ∆y], where ∆y is the pixel size. From now on we use the notation
Fi(y) for the single realization result and the used pixel size is indicated only when
necessary.
The transversal spin F⊥ is connected to coherences, i.e. densities and relative
phases of the magnetic sub states. We access the coherences by coupling the three
levels with rf magnetic fields resonant to the energy splitting of the linear Zeeman
effect. This effectively employs rotations in spin space around for example the x-axis;
relative phases of the rf fields for two coupling pulses lead to different rotation axes.
The rotations are visualized in Fig. 5.4.
Imaging one projection
First, we present the simplest readout for imaging just one transversal spin direction,
which we will call Fx. For this we apply after the desired evolution time a resonant
pi/2 rf-pulse to rotate one transversal spin projection onto the z-axis (first two
panels of Fig. 5.4). The direction of the readout pulse either defines the x-direction
(when starting from the polar) or is randomized already after “short” evolution
times (> 100 ms) due to magnetic field fluctuations. Therefore we image a different
projection in each experimental realization; this does not hamper a detection as we
assume the system/dynamics to be invariant under a rotation around the z-axis.
We calculate the x-projection from the atomic densities NF=1i measured after the
rotation by
Fx(y) =
NF=1+1 (y)−NF=1−1 (y)
NF=1tot (y)
. (5.15)
Imaging the complex valued transversal spin
During this thesis we developed a new readout technique which is capable of detecting
simultaneously multiple (even non-commuting) spin observables. Here we present the
pulse sequences employed and how the observables are obtained from the measured
densities. Details about the theoretical background, the connection to POVM’s, the
limits of the scheme and the experimental details can be found in [119] and the PhD
thesis of Philipp Kunkel [121].
Building on the scheme already presented, we have to implement another rf
rotation to obtain a second, orthogonal, spin direction. We first split the populations
of the F = 1 hyperfine manifold with three pi/2 mw-pulses and store the result
obtained for Fx in F = 2. A second pi/2 rf rotation around the x-axis maps the
y-projection of the transversal spin on the z-direction in F = 1 (third panel of
Fig. 5.4). We use a hyperfine selective rf rotation to not disturb the populations
stored in F = 2. This is implemented by using two rf-coils ∼ 90◦ out of phase which
produce a rotating magnetic field coupling only to the F = 1. The rotation in F = 2
is off-resonant because of the different signs of the g-factors. We read out the two
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agnetic Field G
radient
Figure 5.6: Compensation of magnetic field gradient. For compensating the
magnetic field gradient we observe the density in the three hyperfine states after 4 s
evolution time in the regime of q ≈ 1.5|nc1|. We optimize for the minimal asymmetry
of the ±1 components. The red box marks the compensated setting.
spin projections with
Fx(y) =
NF=2+2 (y)−NF=2−2 (y)
NF=2tot (y)
(5.16)
Fy(y) =
NF=1+1 (y)−NF=1−1 (y)
NF=1tot (y)
. (5.17)
We obtain a spatially resolved snapshot of the complex-valued field
F⊥(y) = Fx(y) + iFy(y)
.
Full spin readout
As a last step we add again the Fz-projection to obtain a full readout of the spin-
degree of freedom. This is achieved by storing the Fz projection in the states (2,±1)
by two variable mw-pulses coupling (1,±1)← (2,±2) prior to the first rf pulse. For
a pulse covering an angle of φrot the three projections are obtained with
Fx(y) =
1
cos(φrot/2)
NF=2+2 (y)−NF=2−2 (y)
NF=2corr (y)
, (5.18)
Fy(y) =
1
cos(φrot/2)
NF=1+1 (y)−NF=1−1 (y)
NF=1corr (y)
, (5.19)
Fz(y) =
1
sin2(φrot/2)
NF=2+1 (y)−NF=2−1 (y)
NF=2corr (y)
, (5.20)
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Figure 5.7: Stability of SCC spectroscopy. Spin changing collisions control
measurement over the course of two days. The summed fractional population
N+1/Ntot is plotted as a function of qeff.
with the corrected total atom numbers
NF=2corr (y) = N
F=2
+2 (y) +N
F=2
−2 (y) +N
F=2
0 (y) +
1
2
(
NF=2+1 (y) +N
F=2
−1 (y)
)
, (5.21)
NF=1corr (y) = N
F=1
+1 (y) +N
F=1
−1 (y) +N
F=1
0 (y) +
1
2
(
NF=2+1 (y) +N
F=2
−1 (y)
)
. (5.22)
We implement this imaging with φrot = pi/3.
5.6 Long-time stabilization
The slow dynamics resulting from the spin-spin interaction makes it necessary to
employ long evolution times > 2 s to observe dynamics beyond initial instabilities.
Thus, for gathering enough experimental realizations, to achieve statistically sig-
nificant results, a long time (∼ two weeks) stability is important. All these time
scales are experimentally challenging and require active stabilizations and control
measurements for compensating drifts on different time scales (hours to days).
First, we actively stabilize the magnetic field in the experimental chamber by a
magnetic flux gate to achieve magnetic field fluctuations below 0.1 mG [122]. Magnetic
field gradients along the z-direction are compensated by applying a constant current
to the rf-coil RF1. For this, we minimize the asymmetry of the demixing of the
(1,±1) states after 4 s evolution time (see Fig. 5.6). After setting the experimental
parameters this measurement is repeated every ∼ 5 h to ensure stability. The room
temperature of the laboratory is stabilized to ∼ 0.1◦C.
Further, the microwave power of the employed microwave dressing is stabilized by
a feed-back mechanism. We measure the Rabi frequency of the microwave dressing
implicitly by employing a spectroscopic measurement of the spin-changing collisions
every ∼ 5 h. We ensure the stability of the microwave dressing by observing the
right edge of a spectroscopic measurement which is detailed in the next chapter.
Fig. 5.7 shows this measurement over the course of two days. If the spectroscopic
measurement changes, we adjust the value of qeff accordingly.
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Chapter 6
Probing the phase diagram
We motivated in chapter 2 that quantum quenches are an efficient way for driving
systems far out of equilibrium. For employing those quenches, knowledge of the phase
diagram of the underlying system is essential as it allows anticipating the relevant
degrees of freedom and adjusting the corresponding parameters. Here, we discuss
the mean-field phase diagram for a homogenous system and show the ground states
of the Hamiltonian in this limit. To probe the phase diagram of the spin-1 system
experimentally, we prepare the polar state, i.e. all atoms in (1,0), for a large positive
detuning and quench the detuning qeff to different values by rapidly switching on
the microwave dressing. We let the system evolve for long evolution times (15 s)
and probe the result by employing the full spin readout. Finally, we compare to the
experimental results; the found degrees of freedom fit in the different regimes for
long evolution times to the ground state predictions.
6.1 Mean-field predictions
For obtaining a mean-field picture (see [116] for details) we expand the field operators
ψˆm(~r) =
∑
i
aˆmiϕmi(~r) , (6.1)
where φmi are basis functions of the spatial mode i of the magnetic quantum number
m and aˆmi are the associated annihilation operators. As we are dealing with a
homogeneous condensate we assume that all atoms occupy the spatial mode i = 0.
We define a normalized spinor ξm as ψm =
√
Nξm and a normalized spin density
~f =
∑
mm′ ξ
∗
mfmm′ξm′ . Inserting this in the microscopic Hamiltonian we find the
mean-field energy functional
 =
∑
m
qeffm
2|ξm|2 + 1
2
c0n+
1
2
c1n|~f |2. (6.2)
87Rb features repulsive density-density interaction, i. e. c0 > 0 and the F = 1
hyperfine manifold features ferromagnetic spin-spin interactions c1 < 0. In principle
antiferromagnetic interactions can be probed using the F = 2 hyperfine manifold
[110].
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Figure 6.1: Spin-1 mean-field phase diagram. For ferromagnetic interactions
(c1 < 0) three different regimes are found. The easy-axis ferromagnet (negative q),
the easy-plane ferromagnet and the polar phase. The latter two are separated by a
quantum phase transition at q = −2nc1.
From minimizing this energy functional we obtain the three different ground
states for the ferromagnetic case (see Fig. 6.1). For negative detunings q < 0 we
find the easy-axis ferromagnetic phase with a ground state spinor ξ = (1, 0, 0) or
ξ = (0, 0, 1). This state can, however, only be reached by preparing the system
with finite magnetization as the z-component of the spin is globally conserved by
the dynamics. Reminding ourself of the level scheme (Fig. 5.2b), for q < 0 the
behaviour is intuitively clear as the mF = ±1 levels are energetically lower than
mF = 0. Reversing this argument, we find that for a large positive detuning the
mean-field ground state is the polar state with ξ = (0, 1, 0). When the detuning q is
on the order of the interaction energy nc1 the system favours a magnetization in the
transversal direction. For 0 < q < 2nc1 one finds the easy-plane ferromagnetic phase
with the ground state spinor(
sin θ/
√
2, cos θ, sin θ/
√
2
)T
, (6.3)
where sin θ =
√
1/2 + q/(4nc1). In this regime the system favours occupation in
all three states and the negative sign of the interaction in front of the spin-spin
interaction term leads to a spin in the transversal plane as the ground state. All spin
directions in plane are equally likely as the Hamiltonian is invariant under rotations
around Fz and with that this symmetry gets spontaneously broken in the ground
state. The spin length is a smooth function of q and maximal at q = 0, where the
system features the so-called isotropic phase and the ground state is a fully elongated
spin in any direction of the spin sphere.
Up to now the discussion refers to a homogeneous condensate at T = 0. In
general, the spin and the density degree of freedom can have different condensation
temperatures [123]. In [124] a finite T phase diagram for the spin-1 system is
discussed. The authors find that the phase transition boundary to the easy-plane
ferromagnet is temperature-dependent. For temperatures above a certain threshold,
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Figure 6.2: Histograms of spin degree of freedom for different regimes. a)
Spectroscopic measurement of spin-changing collision resonance for the employed
parameters. Colours indicate the region in the phase diagram (see Fig. 6.1). b)
We show the histograms for the transversal spin (upper row) as well as for the z-
direction of the spin for different qeff. The histograms incorporate ∼ 50 experimental
realizations and all spatial points. In the easy-plane phase we find an elongated spin
in the transversal plane with well defined spin length. However, the easy-axis phase
features enhanced fluctuations in z-direction.
the easy-plane ferromagnetic phase is absent. This can be understood as the different
“density condensates” having no coherences any more.
6.2 Experimental study
Different to earlier studies [125], we probe the mean-field ground states by observing
the dynamics after a quench. Initially we prepare the polar state at a large positive
detuning and perform a quench by switching on the microwave dressing. For
qeff < 5 Hz we find a growth of the side mode populations (see chapter 7).
To properly adjust qeff, we make a spectroscopic measurement of the spin-changing
collision resonance [126] consisting of 4 s evolution at a fixed qeff starting from the
polar state and measuring the atom numbers in the side modes. Plotting the summed
relative side mode population N+1/Ntot (see Fig. 6.2a) as a function of qeff we find
a resonance-like feature. For all measurements shown in this thesis we adjust the
value of qeff relative to the right edge, which we identify as q = 2nc1, where the
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phase transition separating the polar and the easy-plane ferromagnetic phase takes
place. Indeed, there is an offset of qeff relative to “real” q which is determined in the
next chapter by probing the instabilities and comparing to Bogoliubov theory. This
means that values of qeff given in the following have always to be seen relative to the
corresponding spectroscopy.
Here, we employ the full spin readout after 15 s evolution time. This constitutes
a measurement of the system at long evolution times – both absolute and relative to
the spin-spin interaction time scale. With absolute we mean that for an ultracold
atomic system these long times demand for high stability of the employed parameters.
The spin-spin interaction is on the order of 2 Hz resulting in a typical time scale of
ts = 500 ms. Thus, we probe the system at ∼ 30 ts when evaluating the histograms.
We characterize the state after the evolution time by showing histograms of the
spin degree of freedom obtained from taking into account a central region of the
trap (∼ 150µm) and ∼ 50 experimental realizations. In Fig. 6.2b we show the
measured two-dimensional probability distributions of the spin in the transversal
plane (upper panel). We find structures qualitatively resembling the expectations
from the mean-field phase diagram. In the regime 2.5 Hz < qeff < 5 Hz, corresponding
to the easy-plane ferromagnetic phase, the histograms feature a ring-like shape. This
results from a well-defined spin length in the plane with small fluctuations of its
length. The fluctuations in the z-direction of the spin for large q are relatively small,
which can be expected for the easy-plane phase, but grow when going to smaller
q. Finally, for qeff < 2.5 Hz we still find finite fluctuations in plane but no ring-like
shape. However, the fluctuations in z-direction grow and get even larger than the
fluctuations in the transversal plane.
It is important to note that the system (presumably) has not equilibrated to the
final ground state of the system in the time regime probed within the experiment.
In contrast, we show, in the following chapter, that especially the transversal spin
degree of freedom is still highly excited in the phase degree of freedom even though
its transversal spin length resembles the mean-field ground state expectation.
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Chapter 7
Extreme conditions
In chapter 2 we discussed under what conditions we expect new features far from
equilibrium and especially when the system is expected to behave universal. Here,
we resume this discussion and describe how these conditions can be prepared experi-
mentally using the controllability offered by the implemented spin-1 system. First,
we give a brief introduction into Bogoliubov theory [127] with which we will identify
unstable momentum modes in the different regimes of the phase diagram depending
on the initial condition. We present experimental studies of these instabilities from
two different initial conditions and compare our findings to the theoretical predictions.
Finally, we show an implementation of a different initial condition, prepared near
the bottom of the mexican hat potential but highly excited in the phase degree of
freedom. This also results in an extreme condition giving access to new dynamics.
7.1 Bogoliubov theory for spin-1 systems
In this section we present the results known from Bogoliubov theory for the spin-1
system which will be essential to understand the initial unstable dynamics. We
provide a summary of the results obtained in [116, 128]. Bogoliubov theory aims to
describe the fluctuations around a given state derived in mean-field theory. Generally
the idea is to expand the bosonic fields as
ψˆm = ψm + δψˆm, (7.1)
where ψm is the mean-field result calculated in chapter 6 and δψˆm are the fluctuations.
This ansatz is put in the Hamiltonian and only terms at most quadratic in the
fluctuations are kept.
For the homogeneous case it is sensible to work in momentum space by Fourier
transforming the bosonic field operators as
ψˆm =
1√
L
∑
k
aˆk,me
i2piky. (7.2)
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Figure 7.1: Extreme condition. Placing the system at the unstable fixed point of
the mean-field energy potential leads to unstable momentum modes in the transversal
spin degree of freedom. The flat bottom along the Larmor phase φL degree of freedom
is reminiscent of the massless excitations of the aˆk,fz -mode (see Eq. (7.6)).
aˆk,m is the annihilation operator at momentum k in the mode m and L is the length
of the system. As we only discuss the one-dimensional case here, we use k = 1/λ as
the spatial momentum variable1 and y as the space coordinate.
The idea is now to insert relation 7.1 in the microscopic Hamiltonian and keep
only terms up to second order in the fluctuations. The highly occupied k = 0
mode is substituted by a c-number aˆ0,m =
√
Nξm. This procedure is appropriate
as long as the interaction is weak and with that the resulting quantum depletion∑
k 6=0,m aˆ
†
k,maˆk,m. The exact form of the Hamiltonian for the different mean-field
states can be found in [116].
For diagonalizing the obtained quadratic Hamiltonian we define new quasiparticle
operators
bˆk,i =
∑
m
u∗k,maˆk,m + v−k,maˆ
†
−k,m , (7.3)
where the index i is not necessarily connected to the hyperfine state but can also
indicate fluctuations in different spin directions. The mode functions uk,m and vk,m are
implicitly defined by diagonalizing the Hamiltonian. Further, the b’s have to satisfy
the bosonic commutation relation which leads to the restriction
∑
m |uk,m|2−|vk,m|2 =
1.
We are going to find two types of excitations: stable excitations around the
mean-field ground state and instabilities featuring exponential growth. The first type
has purely real eigenfrequencies, giving the energy of the excitations as a function
of the spatial momentum k. The instabilities are identified by a purely imaginary
dispersion relation; the time evolution, usually described by e−iωt, will then lead to
1Throughout this thesis the spatial momentum k = 1/λ has unit 1/length missing the usual 2pi,
such that the associated length scale can be read off as 1/k.
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Figure 7.2: Dispersion and mode functions in easy-plane phase. a) The
green diamonds show the Bogoliubov spectrum from equation 7.8 as a function of
momentum k/ksξ in units of q. We compare to a linear dispersion with speed of sound
cfz (red) and a quadratic dispersion (blue) with µ = q/2. b) Dimensionless mode
functions uk,fz (magenta) and vk,fz (green) as a function of k/k
s
ξ .
exponentially fast growth of the occupation of the corresponding modes. It helps
to think about placing the mean-field solution on the unstable fixed point of a
mexican-hat-like potential. For example for the polar state we will identify the axes
of the energy landscape to be Fx and Fy (see Fig. 7.1). The quadratic approximation
in the fluctuations corresponds to a solution which is only valid close to the unstable
fixed point where the negative quadratic part dominates. The fast initial dynamics
describe how the state “rolls” down into the valley. In the following chapters we
conclude that this picture also gives an intuition for the long time behaviour.
Here, we compare our experimental findings to Bogoliubov theory for the homo-
geneous system. Recently, it was shown that the character of the excitations and
the properties of the most unstable modes found do not change qualitatively in the
presence of a trapping potential in one spatial direction [129].
7.1.1 Spin modes for the easy-plane ferromagnet
Here, we first introduce the Bogoliubov modes about a spin in the transversal plane.
In the preceding chapter we already gave the mean-field ground state in the easy-
plane ferromagnetic phase as
(
sin θ/
√
2, cos θ, sin θ/
√
2
)T
. For ease of notation we
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introduce the following fluctuation operators
aˆk,d =
sin θ√
2
(aˆk,1 + aˆk,−1) + cos θaˆk,0 , (7.4)
aˆk,θ =
cos θ√
2
(aˆk,1 + aˆk,−1)− sin θaˆk,0 , (7.5)
aˆk,fz =
1√
2
(aˆk,1 − aˆk,−1) . (7.6)
Let us first discuss the fz mode aˆk,fz : We diagonalize the subpart of the Hamilto-
nian belonging to aˆk,fz by
uk,fz =
√
k + hq/2 + Ek,fz
2Ek,fz
, vk,fz =
√
k + hq/2− Ek,fz
2Ek,fz
, (7.7)
with the single particle energy k = ~2k2/2m. The Bogoliubov spectrum Ek,fz is
given by
~ωk,fz =
√
k (k + hq). (7.8)
In Fig. 7.2 we show the spectrum and the mode functions as a function of k in units
of the spin healing momentum ksξ =
√
2mhq/h. For low momenta k/ksξ < 1, the
dispersion is linear with a speed of sound cfz =
√
hq/(2m) and µ = hq/2. We further
see that uk,fz ≈ vk,fz in this regime which indicates that the excitations are phononic
phase excitations. Expanding the underlying fluctuation operator aˆk,fz for low k
and neglecting density fluctuations we find that these excitations are connected to
changes in the Larmor phase (see Appendix A). This corresponds to the Goldstone
mode along the rim of the mexican hat potential (see Fig. 7.1).
For the two remaining modes we define the following Bogoliubov operators
bˆ+k = uk11aˆk,d + uk12aˆk,θ + vk11aˆ
†
−k,d + vk12aˆ
†
−k,θ (7.9)
bˆ−k = uk21aˆk,d + uk22aˆk,θ + vk21aˆ
†
−k,d + vk22aˆ
†
−k,θ (7.10)
For the definitions of ukij and vkij see [128]. The ‘+’–branch is dominated by uk11 and
vk11. With that we find that bˆ
−
k features exactly the same structure as the Bogoliubov
result for a one-component Bose gas, here, however, with g = c0 + c1; it describes
the density fluctuations on top of the condensate. The ‘-’–branch is dominated by
uk22 and vk22. We find a gapped spectrum with gap ∆ =
√
4(nc1)2 − q2 and the
excitations are connected to fluctuations of the transversal spin length (see Appendix
A).
The gapped mode in the radial direction is reminiscent of the Higgs mode in a
mexican hat effective potential describing the fluctuations around the easy-plane
ground state. We have already seen in chapter 6 that the phase excitations are
energetically favoured. The histograms of F⊥ showed a structure resembling a circle
indicating reduced fluctuations in the radial directions and a highly excited phase
degree of freedom (see Fig. 6.2).
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Figure 7.3: Energy spectra for spin instabilities. We show the squared dis-
persion relation ω(k)2 as a function of k/kξ, with kξ =
√
2mhn|c1|/h, for the spin
instabilities expanding about the polar state a) and the antiferromagnetic state b).
Different values of q are colour-coded. In contrast to the transversal spin instability,
the demixing instability (shown in c) does not depend on q and features excitations
in Fz. The solid black line indicates ω(k) = 2pi × nc1 and the dashed line indicates
ω(k) = 0.
53
7.1.2 Instabilities from expanding about the polar and the
antiferromagnetic state
Up to now, we discussed stable configurations and thus the found spectra are real-
valued. However, if the state is not the ground state in the investigated phase, the
eigenfrequencies can become imaginary. This results from the negative curvature of
the energy landscape when prepared at an unstable fixed point. For purely imaginary
eigenfrequencies ωk = iγ this leads to unstable momentum modes. These will grow
exponentially in time ∝ exp (γt) resulting in high occupations of initially unoccupied
modes. This mechanism is used to drive the system far out of equilibrium.
Strictly speaking, Bogoliubov theory can only capture infinitesimally short times
of unstable evolution. However, it was shown that it can give good descriptions of
the observations made in experiment [130]. We proceed by introducing the relevant
instabilities after initializing the polar state and the antiferromagnetic state.
Polar state
Diagonalizing the Hamiltonian obtained from expanding about the polar state gives
the following two Bogoliubov modes:
bˆk,±1 = −
√
k + hq + hnc1 + Ek,±1
2Ek,±1
aˆk,±1 +
√
k + hq + hnc1 − Ek,±1
2Ek,±1
aˆ†−k,∓1 .
(7.11)
The associated dispersion relation reads
~ωk,±1 =
√
(k + hq) (k + hq + h2nc1). (7.12)
The two modes are degenerate and thus the sum and the difference of the two
operators also diagonalize the Hamiltonian. These modes describe excitations in the
transversal spin degree of freedom.
In Fig. 7.3a we show the square of the dispersion relation for different values of
q. We find negative values, indicating unstable momenta, for q < −2nc1 where the
polar state is not the mean-field ground state. The most unstable mode, defined by
the largest instability rate, is given by
kmu = 0 for − nc1 < q < −2nc1 , (7.13)
kmu =
√
2mh(q + nc1)
h
for q < −nc1 . (7.14)
The corresponding rate is bounded by the interaction energy hnc1.
Antiferromagnetic state
The antiferromagnetic state ξ = 1/
√
2 (1, 0, 1)T features two different instabilities.
Besides transversal spin excitations it also has dynamics in the Fz-component of the
spin.
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First we find one Bogoliubov mode describing transversal spin excitations
bˆk,0 = −
√
k − hq + hnc1 + Ek,0
2Ek,0
aˆk,0 +
√
k − hq + hnc1 − Ek,0
2Ek,0
aˆ†−k,0 (7.15)
with the corresponding dispersion relation
~ωk,0 =
√
(k − hq) (k − hq + h2nc1), (7.16)
which is shown for different q in Fig. 7.3b. We find unstable modes for q > 2nc1 and
the most unstable mode is given by
kmu = 0 for nc1 > q > 2nc1 , (7.17)
kmu = kmu =
√
2mh(q − n|c1|)
h
for q > nc1 . (7.18)
The q-dependence is similar to the polar state instability, however, it is mirrored at
q = 0.
We further find a mode whose dynamics we can easily study in the experiment.
It describes the demixing dynamics of the mF = ±1-components. The Bogoliubov
quasiparticle operator is given by
bˆk,−1 =
√
k + hnc1 + Ek,−1
2Ek,−1
aˆk,1 − aˆk,−1√
2
+
√
k + hnc1 + Ek,−1
2Ek,−1
aˆ†−k,1 − aˆ†−k,−1√
2
.
(7.19)
It features unstable momentum modes in the Fz projection of the spin and is
independent of q. The dispersion relation is given by
~ωk,−1 =
√
k (k + h2nc1) . (7.20)
From this we find the most unstable mode
kmu = kξ =
√
2mhn|c1|
h
. (7.21)
Physically, it results from the difference of the inter- and intraspecies scattering
lengths of mF = ±1. It is energetically favourable for the atoms to spatially separate
which is the underlying reason for the demixing dynamics.
The demixing instability in two-component gases was already studied experi-
mentally exploring phase transition physics [112] and numerical studies suggest the
possibility of finding coarsening dynamics in the long-time limit [67]. Our system
allows us to employ values of q with the demixing instability only and therefore may
give access to interesting two-component BEC physics.
In the experiment we measure particle numbers which we can associate with the
particle operators ai. Thus the Bogoliubov transformation has to be inverted to find
the particle operators in terms of the quasi-particles. For measuring the spin, it is
clear that the particle operator is linear in the quasi-particle operator featuring the
instability. However, in case of measuring the Fz-component as employed later for
the demixing it is not evident that Fˆz is linear in bˆk,−1. In Appendix A we show that
it is indeed true and explain why we expect also the correlation functions of Fz to
grow at kmu (see Eq. (7.21)).
55
0 0.5 1 1.5
100
101
102
Time (s)
0 0.5 1 1.5
100
101
102
Time (s)
Polar Antiferromagnet
q = −4 Hz
q = −3 Hz
q = −2 Hz
q = −1.5 Hz
q = −1 Hz
q = −0.5 Hz
q = 0 Hz
q = 0.5 Hz
q = 1 Hz
q = 1.5 Hz
q = 2 Hz
q = 3 Hz
q = 4 Hz
q = 5 Hz
q = −2 Hz
q = 2 Hz
q = 5 Hz
q = 7 Hz
q = 9 Hz
q = 12 Hz
a) b)
Figure 7.4: Exponential growth of summed spectra. We show the summed
structure factor for F⊥(y) as a function of evolution time for the polar a) and the
antiferromagnetic b) initial state. For comparability, the sums are normalized to
their initial value at t = 0 s. The data points show the expected exponential growth
for short times (< 1 s) and a saturation behaviour. We compare to the maximal
expected exponential growth ∝ exp(γmaxt) with γmax/2pi = nc1 (grey line).
7.2 Studying instabilities experimentally
For preparing the polar state we transfer the atoms via a microwave pi-pulse from
(1,−1), where the BEC is produced, to (2, 0). A second microwave pi-pulse from
(2, 0) to (1, 0) initializes the polar state. We clean the residual population in (1,±1)
by applying a strong magnetic field gradient repelling the atoms in mF 6= 0 from
the trap. In case of the antiferromagnetic state we further apply a pi/2 rf rotation
in F = 1 which leads to an equal population of (1,±1). After the preparation the
microwave dressing is switched on and the detuning is adjusted corresponding to the
desired value of qeff.
For the instabilities in the transversal spin we observe the dynamics by employing
the full spin readout, which gives us access to all three spin directions. The demixing
is observed with direct imaging of the Fz-projection without further rotations. We
calculate the structure factor S(k) for the observable Fi(y) by Fourier transforming
the spatial correlation function 2
G(∆y) = 〈 1
N
∑
y
Fi(y)Fi(y + ∆y)〉 , (7.22)
2We calculate the correlation function using the MATLAB function xcorr.m.
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where i ∈ {⊥, x, z} and 〈·〉 is the ensemble average; for this chapter we use ∼ 50
experimental realizations for averaging. The Fourier transform is performed with
respect to the coordinate ∆y giving spatial momenta k = 1/λ, where the smallest
momentum is kL = 1/2L with L ≈ 166µm being the system size. We normalize the
correlation function to the number of points N = 132. This results in a correlation
function going to zero for ∆y = L and thus facilitating the Fourier transform.
For the two measurements on the transversal spin instabilities, the right edge of
the spectroscopy measurement is at qeff = 6 Hz (see Fig. 6.2a for the spectroscopy).
Before going into detail about the momentum dependence of the instabilities, we
show the summed spectra as a function of evolution time for both the polar as well as
the antiferromagnetic state in Fig. 7.4. All values are normalized to the initial value
of the sum at t = 0 s. The semi-logarithmic plots indicate exponential growth of the
the summed spectra for short evolution times t < 1 s and a saturation behaviour for
t > 1 s.
Qualitatively, we find growth rates in the range of γ/2pi = nc1 with nc1 = 1.6 Hz
(grey line), which is expected from the Bogoliubov dispersion relation. The saturation
behaviour results from the finite number of atoms that can scatter into the empty
mode(s); the depletion of initially highly occupied modes leads to a breakdown of the
Bogoliubov approximation. For comparing the experimental data with the Bogoliubov
predictions in momentum space, we use times within the range of exponentiall growth.
Spin instabilities from the polar state
We now turn to a momentum resolved study of the unstable initial growth. First we an-
alyze the time evolution for a fixed detuning in Fig. 7.5. As expected from Eq. (7.14),
we find exponential growth peaked around the momentum kmu ≈ 0.04µm−1 for times
< 1 s. The fast growth is followed by a redistribution over a broad range of momenta,
where we still find occupations for evolution times ∼ 15 s.
To compare the momentum dependence of the dynamics with the homogeneous
theory we record spectra for different qeff. In Fig. 7.6 we show the spectra for F⊥ at
a fixed evolution time t = 700 ms. We find a most unstable mode which depends
on q, where for smaller q the spatial momentum k gets larger. Intuitively this can
be understood by a simple energy argument: As q gets smaller the mF = 0 state
is shifted up in energy relative to the mF = ±1 states. The accessible amount of
energy for the spin-changing collision process becomes larger and thus it is possible
to occupy higher momenta.
We compare the spectra in Fig. 7.6 (right panel) with the expectations from
Bogoliubov theory for nc1 = 1.6 Hz and find qualitative agreement for the most
unstable mode (grey solid line) as well as the range of unstable momenta (dashed
lines). Moreover, we find that qeff ≈ 2.8 Hz corresponds to the ”real” q = 0.
Though the experimental results fit well with the predictions from Bogoliubov
theory in general, there are some discrepancies that we are not yet able to explain
and that are open questions for potential future investigations. First, Bogoliubov
theory predicts constant growth rates for the most unstable modes for q < |nc1|.
Experimentally, however, we see that larger k’s grow slower than expected. Second,
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Figure 7.5: Structure factor as a function of time for polar state. Structure
factor as a function of the momentum k for qeff = 0.5 Hz and different evolution
times for the observables F⊥ (left panel). The right panel shows the same data
as a function of time t and k with colour-coded logarithmic amplitude. We find
an unstable growth peaked around kmu ≈ 0.04µm−1 for times < 1 s followed by a
redistribution and occupation of a broad range of momenta.
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Figure 7.6: Studying the q dependence of the instabilities. For a fixed evolu-
tion time t = 700 ms we show the spectra of F⊥ as a function of the momentum k for
different qeff. We find a q dependent most unstable mode growing in the transversal
spin direction. We compare the found spectra to the prediction from Eq. (7.12)
where the solid line indicates the most unstable mode (right panel). The dashed
lines indicate the minimal and maximal k which is unstable. We find qualitative
agreement.
the range of qeff < 0 Hz was just accessible after reducing the heating by lowering
the waveguide power.
The shown spectra and their agreement with theoretical predictions highlight the
experimental control over the momentum occupation numbers rendering the system
versatile for studying non-equilibrium dynamics.
Spin instabilities from the antiferromagnetic state
In this setting, we additionally investigated the instability in the transversal spin
with the antiferromagnetic initial state. In Fig. 7.7 we show the time evolution of the
spectrum of F⊥ at qeff = 5 Hz. We again find a pronounced peak at the momentum
kmu ≈ 0.04µm−1 and a broad range of occupied momenta beyond 1 s evolution time.
From Bogoliubov theory the spin instability is expected to be dependent on q and
we indeed find that the momentum of the most unstable mode gets larger with larger
qeff (see Fig. 7.8); this is consistent with the argument from before when considering
all atoms in the side modes. The comparison with the theoretical curve shows that
the behaviour is qualitatively captured, however, there is an offset possibly coming
from different mean field shifts.
59
0.02 0.04 0.06 0.08 0.1
10−4
10−3
10−2
10−1
S
(k
)
q e
ff
0.02 0.04 0.06 0.08 0.1
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
0.7
0.9
1.1
1.3
1.5
0.5
0
Time (s)
Momentum k (1/µm)Momentum k (1/µm)
Figure 7.7: Structure factor as a function of time for antiferromagnetic
state. At a fixed detuning qeff = 5 Hz we observe the dynamics in the transversal
spin for different times. We find a peaked growth around kmu ≈ 0.04µm−1 for times
t < 1 s. Left panel: Spectra in semi-logarithmic plot, times colour-coded Right panel:
Colour-coded logarithm of amplitude.
It was shown in [70, 71] that the antiferromagnetic state can be an interesting
initial condition producing larger Fz fluctuations and thus its control is a starting
point for possible future studies of different phases.
Demixing instability from the antiferromagnetic state
We probe the demixing instability by measuring the Fz projection only. For separately
analyzing the transversal spin instability we measure the Fx projection of the spin.
Here, we use a higher waveguide power which allows for less qeff featuring spin-
changing collisions. The corresponding spectroscopy measurement can be seen in
Fig. 7.9a.
We find that the Fz demixing instability is present for all qeff employed in the
experiment. The spectrum (shown in Fig. 7.9b) does not depend on q as demixing
arises from scattering length differences. For comparison, we give in Fig. 7.9c the
spectrum for the Fx component of the spin which highly depends on qeff in the same
manner as discussed in the previous section. Not only the most unstable mode
changes as a function of the momentum, but so does the instability rate. With
this measurement we show that the coupling of the two Bogoliubov modes used to
describe the dynamics is negligible.
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Figure 7.8: Momentum dependence of instability from antiferromagnetic
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lines) obtained from Bogoliubov theory and find qualitative agreement.
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Figure 7.9: Measurement of the demixing instability. a) Spin-changing collision
spectroscopy. b) Fz spectrum for 400 ms evolution time as a function of the spatial
momentum normalized to the most unstable mode momentum kξ. We find a growth
of momentum modes up to kξ which is independent of qeff around k/kξ = 1. c)
For comparison, we show the Fx spectrum whose momentum structure is strongly
dependent on qeff (compare to Fig. 7.8).
7.3 A different way to go extreme: Spin waves
Up to now, we employed instabilities to imprint excitations up to a certain length
scale for preparing the system out of equilibrium. As we have seen, the minimal
length scale of this process is limited, as the rate of the instabilities diminishes at
some point (see Fig. 7.6). The experimental control allows us to prepare initial states
with (nearly) arbitrary small length scales. One possible way, namely imprinting
spin waves, is presented in this section.
For this, we prepare a fully elongated spin in the Fx−Fy-plane by applying a pi/2
rf rotation to the atoms occupying mF = −1 (fully elongated in −z-direction). Spin
waves with a spatially modulated Larmor phase are generated by applying a weak
magnetic field gradient for a fixed time. The spatially varying magnetic field leads
to a linear dephasing of the spin in the Fx − Fy-plane. The wavelength is adjusted
either by the employed time or the strength of the gradient. The atomic clouds of
(1,±1) are also displaced with respect to each other because of the applied force and
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Figure 7.10: Single shot comparison of polar state and spin wave. Inferred
from the transversal spin F⊥ = |F⊥e−iφL| we show the transversal spin length |F⊥(x)|
(upper panel) and the Larmor phase φL for 24 s evolution time. The left and right
panel compare the polar state and the spin wave, respectively. The polar state
features a homogenous spin length and a smooth phase. In contrast, the spin wave
features strong excitations in the spin length and associated jumps in the Larmor
phase.
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Figure 7.11: Comparison of polar state and spin wave. We show the structure
factor S(k) after different evolution times for the polar state (green box) and the spin
wave (red box) as initial conditions. The red vertical line indicates the spin healing
momentum kξ. The lower panel in the green box and the upper panel in the red box
show the corresponding two-dimensional histograms of the transversal spin degree
of freedom. Even though both histograms resemble a circular structure, we find at
24 s different spectra for the polar state and for the initial spin wave. We further see
that the systems feature different types of spin excitations for long evolution times
although the dynamics take place at the same qeff.
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thus the gradient should only be made reasonable large. We furthermore switch off
the gradient slowly such that we observe no sloshing of the mF = ±1 components.
Experimentally, the smallest structure size accessible by the instabilities is on
the order of 1/kξ. With the gradient method we can go beyond this limit and
produce large phase gradients. The interaction dynamically leads to even larger
gradients which break up at a critical value and produce non-linear excitations in
the transversal spin degree of freedom. In Fig. 7.10 we show for a representative
single shot at 24 s evolution time the transversal spin length and the phase spatially
resolved (right panel). For comparison, we show one single shot for the polar state
(left panel) as initial condition. In contrast to the polar state, the spin wave features
non-linear excitations which are characterized by a dip in the spin length and a jump
of the Larmor phase.
We find that for wavelengths that are initially small enough, many of these
excitations are produced by the dynamics and they stay in the system even for
evolution times beyond 40 s. Together with the Bogoliubov dispersion relation
discussed in section 7.1.1 the excitations of the complex valued order parameter
F⊥ are suggestively similar to solitons [131]. However, the spin-1 system features
more degrees of freedom and one has to find the limits of this comparison, e.g. ,
experimentally by measuring the properties of single excitations and comparing them
to the expectations known for the one-component Bose gas.
In Fig. 7.11 we compare the two-dimensional histograms of the transversal spin
for the polar state (lower panel in green box) and the spin wave (upper panel in
red box) as initial conditions for the same qeff, which is again adjusted such that
q ≈ |nc1|. For the polar state, initially only having coherent state fluctuations around
zero spin, we observe the already discussed ring structure which results from a nearly
homogeneous spin length after 24 s evolution time. The initial histogram for the
spin wave resembles this structure but features different correlations. Further, we
find that already after short times (∼ 500 ms) the system features all kinds of spin
lengths resulting from defects in the transversal spin degree of freedom.
The corresponding spectra in Fig. 7.11 (upper panel in green box and lower
panel in red box) show that the correlations can not be inferred from the histogram.
Even though the histograms for the spin wave at 0 s and of the polar state at 24 s
essentially feature the same structure, the spectra are qualitatively different. We find
one single length scale, the wave length, dominating the spectra of the spin wave,
whereas we have a broad range of momenta occupied for the polar state.
In a numerical study [132], we found that the defects can lead to new scaling
phenomena not yet observed in the experiment. This type of preparation provides a
starting point for studying such dynamics and, combined with the different readout
schemes, allows for a detailed experimental examination of the internal structure of
these defects.
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Chapter 8
Observation of universal dynamics
in a spinor Bose gas far from
equilibrium
In the following chapter we are going to describe a series of experiments reporting
on the first experimental observation of universal dynamics far from equilibrium [18].
We detail the experimental parameters and the method for extracting the angular
orientation of the transversal spin from a measurement of a single spin projection.
We give a definition of universality far from equilibrium and with that identify the
scaling regime from the structure factor of the angular orientation. The experimental
control allows us to directly verify the robustness of the results to changes in the
initial condition. This chapter is based on [18], with some parts having substantial
overlap, others being borrowed verbatim.
The experimental observation of scaling entails direct applications. First, we
introduce a new experimental tool to classify systems far out of equilibrium. This
may lead in the future to the classification into universality classes. It is conjectured
that they may be not connected to universality classes already known [50] and
can even be qualitatively different. We will associate universal dynamics far from
equilibrium with the existence of a non-thermal fixed point. One system can feature
multiple non-thermal fixed points, which comes from the fact that out of equilibrium
new symmetries can dynamically emerge. Universal dynamics can give the means to
identify that two systems feature the same type of dynamics. This would allow the
implementation of quantum simulation in the system which is easier to control.
A different aspect is that universal dynamics is a scenario that quantum systems
can feature on the way towards thermal equilibrium. The general idea of that
scenario is schematically depicted in Fig. 8.1a. A system is initialized far out of
equilibrium and eventually may reach some (thermal) equilibrium or quasi-stationary
state. Transiently, it features universal dynamics indicating the emergence of a
non-thermal fixed point. In this regime the dynamics is critically slowed down as,
e.g. , the typical length scale shows a power law dependence on time. Furthermore,
the dynamics are insensitive to details of the initial condition, which is indicated by
the merging trajectories.
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Figure 8.1: The scenario of universal dynamics and the experimental pro-
cedure. a) A quantum system with a far-from-equilibrium initial condition evolves
dynamically in time. High occupation numbers can lead to universal dynamics
independent of the initial condition (merging of lines). This indicates the emergence
of a non-thermal fixed point. The dynamics is critically slowed down (power law
dependence on time) before the system eventually reaches a (thermal) equilibrium
or quasi-stationary state. Experimentally the system is probed at different stages
of this evolution (1-4). b) We prepare a polar condensate in (1, 0) having coherent
state fluctuations in the Fx − Fy-plane (left spin sphere). Microwave dressing tunes
spin-changing collisions in resonance leading to excitations in the transversal spin
plane (right sphere). This leads to spatial structures of the angular orientation of
the transversal spin. Figure taken and adapted from [18].
8.1 Experimental setup
In Fig. 8.1b we show the general scheme of the experiment. We prepare the initial
condition, here exemplarily the polar state. It is represented in the Fx − Fy − Fz
spin-sphere by a disc indicating the coherent state fluctuations in the Fx − Fy-
plane. We quench the detuning qeff by applying microwave dressing which allows for
spin-changing collisions populating the side modes. For short times, this leads to
excitations in the transversal spin plane and eventually to an elongated spin with
well defined spin length and highly excited phase degree of freedom (ring in right
sphere). In each experimental realization we acquire a spatially resolved snapshot
of one transversal spin projection (schematic green line). After many experimental
runs we analyse the data in terms of correlation functions. In this way we track the
dynamics over different evolution times.
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Figure 8.2: Spectroscopy and total atom number. a) Exemplary spin-changing
collision spectroscopy for the measurement settings employed. We adjust the detuning
to qeff = 5 Hz (blue vertical line) after the quench. This ensures the system to be in
the easy-plane ferromagnetic phase for all evolution times. b) Total atom number
(blue diamonds) as a function of evolution time. The red line indicates an exponential
decay with a 1/e time of 45 s.
Let us give a short overview of the experimental parameters used in this chapter.
We initially prepare an elongated condensate of ∼ 70.000 atoms which results
in an interaction energy n|c1| ≈ 2 Hz. We use the trapping configuration with
UWG = −2.9 V leading to (ω‖, ω⊥) ≈ 2pi × (2.1, 220) Hz. In Fig. 8.2a we show the
spectroscopy measurement for the employed settings. For dressing we use off-resonant
microwave radiation with resonant Rabi frequency Ω ≈ 2pi × 5.3 kHz and detuning
δ ≈ 2pi × 137 kHz; it is blue detuned with respect to the (1, 0) ↔ (2, 0) transition.
The vertical line marks the used value of qeff = 5 Hz which is chosen such that
q ≈ |nc1|. We quench the system into the easy-plane ferromagnetic phase and let it
evolve up to an evolution time tevo.
We probe the system for evolution times up to 15 s. The long evolution times
unavoidably lead to atom loss which we quantify in Fig. 8.2b. With an exponential
fit (red line) we estimate the 1/e-lifetime of the atom number to be approximate
45 s such that after 10 s about 20% of the atoms are lost from the trap. In principle
this also leads to a shift of the phase boundary between polar and easy-plane phase
where the shift is proportional to ∝ N2/5 within the Tomas-Fermi approximation
[115]. The adjustment to q ≈ n|c1| ensures that the system stays in the easy-plane
ferromagnetic phase for all evolution times. The atom number would have to change
by a factor of ∼ 4 before the system leaves the easy-plane ferromagnetic phase.
After the quench we find unstable momentum modes as described in the previous
chapter. We characterize them by looking at the structure factor of the x-projection
of the spin. In Fig. 8.3 we see that the structure factor is initially flat (black line)
but a fast-build up by more than two orders of magnitude of populations is found in
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Figure 8.3: Transversal spin structure factor. The transversal spin structure
factor for three different evolution times versus the spatial momentum in a double-
logarithmic plot. Initially the spectrum is flat. We find an exponentially fast
occupation of unstable momentum modes. Redistribution leads to an occupation
over a broad range of momenta even for evolution times beyond 5 s. Figure taken
and adapted from [18].
the first 500 ms. The growth features a most unstable mode slightly above k = 0
indicating the right choice of parameters (q ≈ n|c1|; cf. Fig. 7.3). For long evolution
times we find redistribution of the excitations among a broad range of momenta. This
redistribution is also visible in the obtained real-space snapshots. A representative
realization in each regime of the evolution is shown in Fig. 8.4.
8.2 Inferring the spin orientation
For this study we employ standard absorption imaging in the F = 1 manifold. A pi/2
spin rotation maps the observable Fx onto the spatially resolved atomic densities i.e.
Fx(y) =
N+1(y)−N−1(y)
N+1(y) +N0(y) +N−1(y)
. (8.1)
We probe the system at different evolution times and acquire ∼ 80−160 experimental
realizations for each time 1. Exemplary atomic densities (grey shading) together with
corresponding spin profiles (green lines) in the different regimes 1-4 (see Fig. 8.1)
are shown in Fig. 8.4. From all experimental realizations and all spatial points2
we infer the ensemble averaged probability distribution of the spin projection for a
given time (green histograms). We initially (1) find a narrow Gaussian distribution
corresponding to the prepared coherent spin state. The instability (2) produces
1We concentrated on some evolution times (integer times) for obtaining higher statistics.
2To account for the imaging resolution we bin three adjacent pixels.
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Figure 8.4: Characterization of transversal spin degree of freedom. After a
pi/2 rf rotation we detect the three atomic densities (1, 0,±1) (grey shading) and infer
the transversal spin projection Fx(y) spatially resolved (green lines). To characterize
the dynamics we probe the system for different evolution times. Here, we show four
different times associated with the regimes in Fig. 8.1a. The histograms (green) show
the distribution of the spin projection. We take into account ∼ 160 realizations and
all space points. Figure taken and adapted from [18].
all kinds of spin lengths featuring a spatial wave-like structure and a broadened
histogram. For regime (3) we find a double-peaked histogram resulting from a
spatially modulated signal on all length scales. A broad Gaussian peak around zero
spin is found for long times (4).
In the mexican hat picture this can be understood as preparing a wave packet at
the unstable fixed point. The negative curvature gives access to instabilities leading
to a spreading of the wave towards the bottom of the potential; it “rolls” down
from the hill to the valley. Finally, it settles on the rim with a well defined length
and large phase fluctuations since phase excitations do not cost any energy. This
aspect is further discussed and differently visualized in the next chapter employing a
different readout.
We associate the double-peaked histogram with a transversal spin which has a
length 〈|F⊥|〉 with small fluctuations σ2 and is (in the ensemble average) randomly
orientated. An exemplary distribution generated by hand is shown in the left panel
of Fig. 8.5. The projection (black dots right panel) resembles the double-peaked
structure found in the experiment. A fit (red line) allows us to infer the spin
length and its fluctuations. For this we use a probability distribution of the form
p(Fx) ∝
√
1/ (Fx/ 〈|F⊥|〉)2 and convolute it with a Gaussian with width σ. In this
example we plot for illustration the function with the spin length and the width used
to generate the two-dimensional distribution.
In Fig. 8.6a we show the histograms and the corresponding fits for all experimen-
tally measured evolution times. In all cases the fit resembles the experimental data.
We find a double-peaked structure for times between 1 s and 10 s. The extracted
spin length (Fig. 8.6b) shows a decay and after ∼ 12 s cannot be extracted reliably
any more. The fluctuations of the length show an increase for short times and settle
around a constant value. For large times the Gaussian peak shows larger fluctuations
than the initial condition. We associate the decay of the spin length with reduced
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Figure 8.5: Inferring the spin length from one projection. For a circular
shaped distribution (colour-coded in left panel) in the transversal spin plane the
measurement of one projection results in a double-peaked structure of the proba-
bility distribution of Fx (black markers right panel). The finite width of the peaks
comes from the fluctuations in radial direction. The length 〈|F⊥|〉 and its fluctua-
tions σ2 can still be estimated from a fit (red line) with a probability distribution
p(Fx) ∝
√
1/ (Fx/ 〈|F⊥|〉)2 convoluted with a Gaussian with width σ.
coherence properties of the spinor BEC due to heating of the atomic densities after
long evolution times.
The observation of reduced spin length fluctuations and highly excited phase
degree of freedom lead us to the conclusion that the angular orientation θ becomes the
relevant degree of freedom during the dynamics. Assuming a spatially homogeneous
spin length we extract θ(y, t) from the spin profiles and the employed fit as
θ(y, t) = arcsin(Fx(y)/ 〈|F⊥|〉) . (8.2)
Because of the finite spin length fluctuations, the measured spin projection |Fx(y)|
can become locally larger than 〈|F⊥|〉 which leads to |Fx(y)|/ 〈|F⊥|〉 > 1. As the
domain of arcsin(x) is (−1, 1), we use the maximal amplitude of Fx in the single
realization in case it is larger than 〈|F⊥|〉 − σ.
The time evolution of the fluctuations of the spin orientation is described in
terms of correlation functions of the scalar field θ(y, t). We evaluate the fluctuations
calculating the two-point correlation function C(y, y′; t) = 〈θ(y, t)θ(y′, t)〉 which is
the connected correlator as we find 〈θ(y, t)〉 ≈ 0. A momentum-resolved picture of
the dynamics allows us to distinguish the role of different length scales. Hence we
evaluate the structure factor, which is the Fourier transform of C(y, y′; t)
fθ(k, t) =
∫∫
dy dy¯ C(y, y + y¯; t) exp(−i 2piky¯) . (8.3)
The Fourier transform is performed with respect to the relative coordinate y¯ = y′− y
and averaged over y.
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Figure 8.6: Spin distributions for all evolution times. a) Transversal spin
distributions for all spatial points and∼ 80−160 experimental realizations for different
evolution times. The initially found narrow Gaussian distribution corresponds to
the prepared coherent spin state. The double-peaked distribution within the interval
of 2 s to 10 s results from excitations developing in the transversal spin. For long
evolution times, t > 12 s we again find a Gaussian distribution which is, however,
much broader than the initial condition. b) We extract the spin length and its rms
fluctuation as a function of evolution time by a fit and find a slow decay of the spin
length and nearly constant rms fluctuations. Figure taken and adapted from [18].
73
Length scale λ (µm)
S
tr
uc
tu
re
 f
ac
to
r 
f θ
(k
,t
)
R
es
ca
le
d 
am
pl
itu
de
 (
t/
t r
ef
)‒
α  f θ(k
,t
)
Rescaled momentum (t/tref)β k (1/µm)Spatial momentum k (1/µm)
 
10
−2
10
−1
10
0
a) b)
400 200 100 50
0.0025 0.005 0.01 0.02 0.04 0.0025 0.005 0.01 0.02 0.04
4 5 6 7 8 9 Scaling function fSTime (s)
0.0025 0.005 0.01 0.02 0.04
0.5
0.67
1
1.5
2
10
−2
10
−1
10
0
Figure 8.7: Rescaling in time and space. a) The angular structure factor fθ(k, t)
for different times (colour-coded circles) in the scaling regime between 4 s and 9 s as
a function of the spatial momentum k = 1/λ (only the infrared momenta are shown;
see Appendix B for all momenta) . Universal dynamics at a non-thermal fixed point
is indicated by a constant functional form and a shift to lower momenta with tβ and
higher amplitudes with tα (see inset). b) Rescaling with tref = 4.5 s according to
Eq. (8.4) with α = 0.33 and β = 0.54 leads to a collapse of the data onto a universal
function. The grey line indicates a fit with the empiric scaling function (see main
text) with ζ ≈ 2.6 and ks ≈ 1/133µm−1. The inset shows the rescaled data divided
by the fit. The symmetric scatter reveals the quality of the rescaling. Figure taken
and adapted from [18].
8.3 Observation of scaling
Far from equilibrium, the structure factor fθ is in general a time-evolving quantity
depending on the spatial momentum k. If the system is isolated, the unitary dynamics
is in principle fully determined by the system parameters and the initial condition.
However, at a non-thermal fixed point the dynamics of some macroscopic observables
can get independent of details and one finds universal dynamics according to the
scaling hypothesis
fθ(k, t) = t
αfS
(
tβk
)
, (8.4)
with universal scaling exponents α, β and scaling function fS. Instead of separately
depending on time and momentum, the structure factor becomes a function of the
product tβk only.
Fig. 8.7a shows fθ in the scaling regime between 4 s and 9 s (times colour-coded)
on a double-logarithmic scale. We observe a characteristic shift of the typical length
scale (bending point) towards lower momenta and an increase of the amplitude.
This behaviour, schematically shown in the inset, is expected at a non-thermal fixed
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point. After rescaling of the different times according to Eq. (8.4) with the amplitude
scaling exponent
α = 0.33± 0.08
and the momentum scaling exponent
β = 0.54± 0.06
we find a collapse of the data onto a universal curve; for this we plot the rescaled
distribution t−αfθ as a function of tβk. Fig. 8.7b shows the same data points as in
Fig. 8.7a with times normalized to the reference time tref = 4.5 s. We fit the rescaled
data to an empirical scaling function fS(k) ∝ 1/
(
1 + (k/ks)
ζ
)
[96] and find ζ ≈ 2.6
and ks ≈ 1/133µm−1. Usually scaling solutions are pure power laws having no
characteristic length scale. However, in systems with finite size at least one length
scale is always present. We see that we can reduce the non-equilibrium dynamics of
certain correlation functions in the scaling regime to a time-independent, so-called
fixed point distribution fS(k) and associated scaling exponents. It is this type of
rescaling which signals universal behaviour far out of equilibrium.
For finding the optimal values of α and β the summed squared relative distances
between all data points are minimized. We interpolate the rescaled results with cubic
splines to obtain a common k-grid for all evolution times. The 1 standard deviation
(1 s.d. ) error is estimated by employing a jackknife resampling analysis [133]. If
the scaling function is just a power law, the rescaling analysis cannot differentiate
between α and β. For the experimental data the plateau regime is small and thus
the rescaling analysis is much less constraining on α than on β. Thus we expect the
systematic uncertainty for α to be larger. The error on the structure factor is also
estimated by employing jackknife resampling and is on the order or below the size of
the data points in Fig. 8.7.
The positive sign of β indicates redistribution of excitations towards the infrared.
We find a conserved quantity (α ≈ β) and thus we interpret this redistribution as
a transport phenomenon. It is the defining feature of a non-thermal fixed point
[134, 135] and is in contrast to the transport into the ultraviolet in turbulent cascades
[17]. In Appendix B we show the same data as in Fig. 8.7 but for the whole
momentum range and find no rescaling for momenta larger than ∼ 0.04µm. This
is in accordance with the theoretical expectation that this type of transport is an
infrared phenomenon [68]. In principle one can find different dynamics, e.g. , a direct
cascade also featuring rescaling in the ultraviolet [132].
Characterization of the dynamics allows for comparison with analytical as well
as numerical expectations. If the concept of universality proves to be successful it
may allow for the definition of universality classes far from equilibrium. Numerical
simulations of the experimental system prove to be a hard, if not an unfeasible
task. The most promising ansatz are semi-classical methods based on the truncated
Wigner approximation (TWA) [88]. These, however, feature cut-off dependencies
when implemented with the experimentally employed cigar shaped trap geometry.
This is due to the rather low atom number compared to the number of spatial modes
needed for a description of the dynamics. We used a simplified simulation with a
strict one-dimensional homogenous setup and find indeed universal dynamics [132],
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however, with different universal exponents and qualitatively different characteristics.
The system features non-linear excitations in the spin degree of freedom, similar to
solitonic excitations in a one-component Bose gas. This leads to a different universal
phenomenon which, together with the experimental findings [18, 19], sheds new light
on the concept of universality classes far from equilibrium as it was not expected to
find universal dynamics in one spatial dimension.
We therefore want to compare to expectations for systems which may lie in the
conjectured universality classes defined by the scaling function fS and α = dβ for
given spatial dimension d. For the already discussed O(N)-model (see section 3.6)
a universal value of β ≈ 0.5 has been predicted. It was found to be insensitive
to the spatial dimension for d ≥ 2 [68, 136]. A recent numerical study revealed
that the dynamics describe the self-similar transport of excitations of the relative
phases between the components to lower wave numbers [97]. The scaling function
fS is known to depend on dimensionality [136] and has not yet been theoretically
estimated for d = 1. For d > 1 one finds ζ = d + 1 for the power law exponent.
Our setup may be interpreted as the first realization of an effective O(N)-model
examining the phenomenon of non-thermal fixed points in a quasi one-dimensional
situation. The effective N realized in the experiment may be studied with the help
of unequal-time correlation functions [137].
Assuming that universality classes, for a given spatial dimension d, are defined
by the scaling function fS and α = dβ, the presented experimental observation may
be seen as a quantum simulation of universal dynamics far from equilibrium. The
high degree of control allows for testing the conjectured insensitivity. The simulation
is verified by the comparison of the scaling exponents. This opens the way for a
precise characterization and quantum computations in this regime hard to access
theoretically.
8.4 Identifying the scaling regime
Up to now we did not further specify how we identified the scaling regime being
between 4 s and 9 s. To do so, we fit the scaling function fS to the structure factor
fθ for each time individually and extract the power-law exponent ζ. In Fig. 8.8a
we show the correlation function and the fit for 6 s of evolution time. A necessary
condition for being in the scaling regime is the emergence of a scaling function with,
in our case, a constant value of ζ. Plotting the fit results versus the evolution time
(Fig. 8.8b) we find a settling of ζ around ≈ 2.6 after 4 s, which indicates the beginning
of the scaling regime.
As a consistency check we analyze the typical length scale 1/ks. For reliably
extracting the typical length scale we fix the exponent ζ to 2.6 and refit the data.
The obtained results are shown in Fig. 8.8c as a function of evolution time. Up
to ∼ 9 s we find a growing length scale which saturates around 200µm for longer
times. In the scaling regime (grey shaded area) one expects the typical length scale
to change as a function of evolution time as ∝ tβ. We find reasonable agreement
with the result obtained from the rescaling analysis; a power law t0.54 is indicated by
the grey solid line in Fig. 8.8c.
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Figure 8.8: Extraction of the scaling function. a) Exemplary structure fac-
tor fθ(k, t) for 6 s evolution time (green diamonds). We fit the scaling function
fS(k) ∝ 1/
(
1 + (k/ks)
ζ
)
(blue line) and extract with that the power-law exponent ζ
in the infrared up to momenta ∼ 0.03µm−1. b) We plot the exponent ζ as a function
of evolution time and find a settling to a constant value of ζ ≈ 2.6. Blue diamond
indicates the result from a). The beginning of the scaling regime (grey shading)
is defined by the emergence of a constant value of ζ. The error bar is 1 s.d. of
the employed fit. c) Fixing the exponent ζ to 2.6 for refitting the data we extract
the length scale 1/ks as a function of time. The grey line indicates the expected
behaviour ∝ tβ with β = 0.54. Panel b) is taken and adapted from [18].
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Figure 8.9: Identification of the scaling regime. a) Occupation of zero mode
(k = 0) as a function of evolution time which is not visible in Fig. 8.7. We find an
increase of the occupation between 4 s and 9 s. The fast decrease after 9 s indicates the
end of the scaling regime. The evolution is found to be consistent with the extracted
amplitude scaling exponent α = 0.33 (black line). b) Summed structure factor for
all evolution times. The scaling phenomenon is explained by the emergence of a
conserved quantity and we indeed find an approximate conservation of
∑
k fθ(k, t) in
the scaling regime. Figure taken and adapted from [18].
Following Eq. (8.4) we expect that fθ(k = 0, t) ∝ tα, i.e. a growth of the zero
mode occupation in time. Between 4 s and 9 s we find this behaviour consistent with
α = 0.33 found from the rescaling analysis of the whole function (see Fig. 8.9a). The
corresponding power law growth is indicated by the black solid line. As explained,
we expect the emergence of a conserved quantity at the non-thermal fixed point. In
our case we find
∑
k fθ(k, t), plotted in Fig. 8.9b, to be the conserved quantity. In
accordance with the zero mode we also find a decrease of the summed spectrum after
9 s.
The phenomenon of scaling at a non-thermal fixed point is associated with the
transport of a conserved quantity implying α = β. In Fig. 8.9b we plot the summed
spectrum
∑
k fθ(k, t). In the scaling regime we find an approximate conservation,
the found values of α and β differ within the statistical error bar. A possible source
of error is the inference of the angular orientation. For the inference we assume that
the spin length is constant over the cloud and all experimental realizations. We
know, however, that the spin length has finite fluctuations.
8.5 Robustness – changing the initial conditions
The observed phenomena do not rely on fine tuning of parameters or initial conditions.
It is this robustness that gives the large potential of universal dynamics with regard
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Figure 8.10: Robustness of universal dynamics at a non-thermal fixed point.
a) We prepare three different initial conditions 1-3 (see main text for details of the
preparation). 1 and 2 feature spatial structure on different length scales. Left
panel: Exemplary experimental realization of the three densities (1; 0,±1) after pi/2
rf-rotation and the inferred transversal spin Fx(y) (coloured lines). Right panel:
Structure factor of Fx(y) showing different momentum dependences. b) Structure
factor of angular orientation fθ(k, t) for the three initial conditions 1-3 (triangles,
diamonds and circles) and the fit of the polar case (grey line). For rescaling we use
the mean of the results from the four initial conditions (vertical lines inset). The
inset shows the result of the rescaling routine. Figure taken and adapted from [18].
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to quantum simulation. In this section we show how we can probe this feature
experimentally employing the high control over the system.
In Fig. 8.10a we show the atomic densities after a pi/2 rf rotation and the structure
factor of the transversal spin Fx for three different initial conditions labelled by 1-3.
Initial condition 3 shows no spatial structure but already has a small population
in the side modes (1,±1) (≈ 10%) which is created by a short rf-pulse. This also
leads to a flat curve in momentum space (cf. black line in Fig. 8.3). We create initial
conditions with spatial modulations in two different ways. For initial condition 1
we first set the control parameter to q ≈ |nc1|+ 1 Hz. After 500 ms we quench qeff
to its final value q ≈ |nc1|. From Bogoliubov theory we know that the first quench
gives rise to a slightly smaller most unstable momentum mode which leads to higher
occupations of smaller modes. The external control allows us to produce initial
condition 2 similar to the spin waves. However, here we employ a pi/5 rf rotation of
the polar state to populate the side modes. We apply a magnetic field gradient of
≈ 0.2µG/µm for 100 ms before a second rf rotation is employed. The inhomogeneous
magnetic field leads to a spin wave with wavelength λ ≈ 80µm and a finite spin
length which is not expected starting from a rotated polar state. However, the spinor
phase (phase of mF = 0) evolves with the second-order Zeeman shift with q = 56 Hz
leading to a spin in the transversal plane.
In Appendix B we show the time evolution in the scaling regime for all three initial
conditions. We find universal dynamics for all of them with comparable exponents
(see Fig. 8.10b inset). In principle, universal dynamics allows the comparison of
dynamical phenomena on vastly different scales. To obtain the compatibility of
different systems with, e.g. , different length scales, one has to introduce an overall
time-independent scaling factor; this introduces no loss of generality [138]. Fig. 8.10b
shows data for all three initial conditions rescaled with the same scaling exponents,
which are the means over all initial conditions (vertical lines inset). With the
additional overall scaling factor we find that all initial conditions collapse to the same
universal curve represented by the fit of the scaling function to the data from the
polar state. This is the experimental manifestation of the robustness of the employed
dynamics.
8.6 Different experiments on universal dynamics
The experimental observation of universal dynamics has also been accomplished
recently in the group of Jo¨rg Schmiedmayer in Vienna [19]. For their studies they
employ a one-dimensional single component BEC of 87Rb confined with magnetic
potentials on an atomchip. They quench a not yet condensed gas by a sudden
removal of the high energy part of the thermal distribution and thus, implement a
cooling quench. In the experiments the momentum distribution is directly measured
by a time-of-flight technique. They observe in an intermediate regime of the time
evolution universal dynamics of the momentum distribution and find exponents of
α ≈ β ≈ 0.1. The distinct values of the scaling exponents indicate the existence
of different universality classes far from equilibrium. Further the observation is
qualitatively different in a sense that they observe solitonic defects.
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Prior to these results, long term dynamics of ferromagnetic BECs have been
studied in a two-dimensional setting in the group of Dan Stamper-Kurn in Berkeley.
After employing a similar quench as shown in this thesis they observed polar-core
vortices [26]. For long evolution times the system featured coarsening of transversal
spin domains but the system size was not large enough to resolve universal dynamics
reliably for long evolution times [125].
In the group of Chandra Raman in Atlanta, they employed quenches for a
sodium BEC with antiferromagnetic interactions and also expected to see coarsening
dynamics [139, 140]. However, as revealed by Fujimoto [141], the quench was not
“deep” enough and they did not observe the right order parameter.
This variety of experimental approaches and systems highlights the future possi-
bilities for studying universal dynamics for different universality classes. Especially
two-dimensional systems may be a fruitful platform for studying defect-driven dynam-
ics since different kinds of topological stable excitations are possible [69, 129, 142].
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Chapter 9
Towards Bose condensation far
from equilibrium
In this chapter, we present a combination of an optimized experimental setting and
a new view on the observed universal dynamics. First, we show that the reduction
of the trapping frequencies of the one-dimensional trap leads to spin coherence time
up to 50 s. Second, we use these long coherence times together with the new spin
readout to study the universal dynamics of the complex valued transversal spin field
F⊥. Its correspondence with a one-component Bose gas may allow to simulate Bose
condensation far from equilibrium with the employed spin-1 system.
9.1 Enhanced coherence times
The ground state in the easy-plane ferromagnetic phase is a spin in the transversal
plane. However, we found in the preceding chapter that the transversal spin length
decays for long evolution times following a quench to q ≈ |nc1|. Following [124]
one can deduce that the length of the ground state transversal spin is temperature
dependent and that the easy-plane ferromagnetic phase is absent for too high
temperatures. There are two possible sources of a non-zero spin temperature for
long evolution times. First, by the quench we inject energy into the system which is
in our case on the order of n|c1| ≈ 2 Hz. Assuming a critical density condensation
temperature of 50 nK, a lower bound on the critical temperature for a vanishing
easy-plane ferromagnetic phase would be ∼ 5 nK corresponding to ∼ 100 Hz which is
much larger than the quench energy1. Thus it cannot explain the loss of coherence
in the experiment. Secondly, there is heating of the atomic densities due to off-
resonant scattering of photons from the trapping light. Looking at the atomic
densities for long times, we find non-negligible thermal parts in accordance with the
anticipated heating. Motivated by this we reduce the light power of the trapping
potential leading to less scattering events and lower trapping frequencies. Here and
in the next chapter, we use a laser power corresponding to trapping frequencies of
(ω‖, ω⊥) ≈ 2pi × (1.6, 167) Hz.
1important number: 20 Hz/nK
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Figure 9.1: Influence of trapping potential on spin-changing collisions. Spin-
changing collision spectroscopy for different waveguide control voltages. The side
mode population N+1 is colour-coded. We find a constant value for the right edge
of the spectroscopy. The left edge is shifting with decreasing laser power to lower
values, giving access to dynamics deep in the easy-axis ferromagnet regime.
Change of spectroscopic measurement
We find that the intensity of the trapping light has a significant impact on the
spin-changing collision spectroscopy signal. Increasing the light intensity decreases
the range of negative q’s (left edge of the spectroscopic measurement) where we
observe dynamics. In Fig. 9.1 we plot the spectroscopic measurement for different
waveguide powers. We find a constant value for the right edge of the spectroscopy.
The left edge is shifting with decreasing laser power to lower values, giving access to
qeff deep in the easy-axis ferromagnet regime. In chapter 7, we already made use of
this fact to characterize the Bogoliubov excitations.
Transversal spin lifetime
A second result of varying the trapping potential is an increase of the transversal
spin life time. For studying the life time of the transversal spin we initialize the
polar state and quench the detuning to q ≈ |nc1|. In Fig. 9.2 we show the histograms
of the transversal spin degree of freedom. We find a spin length |F⊥| ∼ 0.7 up
to times ≈ 40 s (see Fig. 9.3) which is much longer than compared to the previous
results. The enhanced coherence times are directly correlated with the reduced
intensities. Fitting an exponential decay to the transversal spin length |F⊥| we find
a life time of ≈ 60 s (see also [143] for detailed study).
To visualize the increased life time of the spin length we evaluate the spin
distribution functions. In contrast to the histograms shown earlier, we subtract from
every experimental realization the phase at the centre of the sample. This results
in histograms being centred around one point such that the extension of the phase
along the circle in a single realization can be directly read off. We observe that
the extension gets smaller as a function of time which is explained by the phase
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Figure 9.2: Coherent spinor Bose gas beyond 30 s evolution time. Histograms
of the transversal spin degree of freedom for different evolution times. The probability
p(F⊥) is colour-coded. From every experimental realization we subtract the phase in
the middle of the cloud. The red ring indicates a spin with length |F⊥| = 0.7. The
initial polar state features small fluctuations around zero spin. Instabilities produce
all kinds of spin lengths for short times (< 2 s). After 5 s the spin length settles
around |F⊥| ∼ 0.7.
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getting more homogeneous over the system. The structure factors of the angular
orientation already showed this effect indicated by the transport of excitations
towards lower momenta, i.e. by the positive sign of β. The dynamics resembles a
type of condensation phenomena far from equilibrium of a complex valued field like
that of a one-component Bose gas [134].
9.2 Transversal spin as complex valued field
In the last chapter we compared the universal dynamics of the angular orientation to
the dynamics of an O(N)-model [68]. We conclude that the O(N)-model presumably
is in the same universality class as the spin-1 system initialized in the polar state
and quenched into the easy-plane ferromagnetic phase. For the O(N)-model, one
usually looks at the occupation number n(k) = ψˆ†(k)ψˆ(k), where ψˆ†(k) is the bosonic
creation operator for a particle in mode k. To make the analogy between the spin
system and O(N)-model more concrete, we consider an O(1)-model which is, in the
non-relativistic case, a one-component Bose gas described by the operators ψˆ† and ψˆ
and we assume an interaction strength g (see also discussion in section 3.4).
In the following we will argue on a mean field level, i.e. the operators ψˆ(†) get
substituted by complex numbers ψ(∗) =
√
N exp (∓iϕ) with N being the atom
number [144]. The mean field energy potential for a condensed Bose gas is a mexican
hat potential with its radial minimum being at
√
N (cf. Fig. 7.1). The excitations
in the radial direction have an energy gap µ = ng, with density n and interaction
strength g; the chemical potential µ is the energy cost for adding a particle to the
condensate. Thinking in terms of an experiment, the phase ϕ of the condensate
would be random in each experimental realization. Measuring the amplitude and the
phase of the condensate, in analogy to our measurements of F⊥, would result in a ring
shaped probability distribution similar to Fig. 9.2. The Goldstone mode is gapless
and describes phase excitations along the bottom of the mexican hat potential. With
Bogoliubov theory, one finds sound excitations with linear dispersion relation for
momenta smaller than the healing momentum kξ =
√
2mhng/h, where m is the
atomic mass. One can show that for the Bose gas the low momentum excitations are
squeezed in the density direction and enhanced in the phase degree of freedom. The
dispersion relation as well as mode functions (uk and vk) of the Bose gas Bogoliubov
excitations are similar to those for the spin-1 system when considering the Larmor
phase degree of freedom (cf. section 7.1.1); for identifying the two one has to replace
c1 by g.
Indeed, the spin-1 system features more degrees of freedom: it is in principle pos-
sible to reduce the spin length without reducing coherence, but exciting for example
quadrupoles [145]. Our comparisons are based on the experimental observation that
a constant spin transversal spin length is build-up dynamically. This is only possible
if the fluctuations in all other degrees of freedom (e.g. densities) get reduced. In the
quench scenario and the experimental configuration employed here the transversal
spin is the emergent relevant degree of freedom. We have already seen that we can
hinder this scenario by employing a different initial condition as for example the spin
wave in section 7.3.
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9.3. UNIVERSAL DYNAMICS OF THE TRANSVERSAL SPIN
9.3 Universal dynamics of the transversal spin
Spatially resolved snapshots of the complex valued field F⊥ [119] allow for the
extraction of correlation functions. Here, in analogy to n(k) of the O(N)-model
dynamics, we calculate the structure factor of F⊥. Following the Wiener-Khinchin
theorem [146], the structure factor is equivalent to the absolute value squared of the
Fourier transform of the field, i.e. ,
S(k) ≡ F ∗⊥(k)F⊥(k) (=ˆn(k)) . (9.1)
For defining the scaling regime we analyse the mean spin length 〈F⊥〉 as a function of
evolution times (see Fig. 9.3a). The length is found to be around ∼ 0.7 for evolution
times between 5 s and 40 s; after these times we find a decaying spin length as already
indicated in Fig. 9.2. We extract the scaling function as described in the preceding
chapter and show the fit results for ζ in 9.3b. We find that it settles to ζ ≈ 2 for
evolution times beyond 4 s. Together with the spin length this leads us to determine
the scaling regime being between 5 s and 35 s. Interestingly the exponent ζ changed
from 2.6 close to 2 which would be in accordance with the expectations for the
O(N)-model. This is not a feature of the transversal spin but correlates with the
change of the trapping potential and the reduced heating.
In Fig. 9.3c we show this structure factor for different evolution times, also
going beyond the scaling regime. We observe the characteristic shift towards lower
momenta (β > 0) as time evolves. The new trapping configuration allows us to
extend the observation time beyond 40 s. We find that after 40 s the system leaves
the scaling regime and loses its correspondence with the one-component Bose gas.
This is most-likely due to the still present but small decay of coherence and the finite
system size.
In this regime the usual rescaling analysis cannot reliably extract β as well as
α since there is no plateau in the distribution for times beyond 10 s. We therefore
restrict the analysis to α = β assuming the transport of a conserved quantity as
the underlying phenomenon. This analysis results in α = β = 0.45± 0.05 which is
close to the expected value of β = 1/2 [68]. Rescaling the data according to the
scaling hypothesis we find a reasonable collapse onto the universal scaling function
(green solid line; see Fig. 9.3d)). Later times (not shown in d) do not collapse as the
dynamics towards the infrared seems to stop possibly due to the finite size of the
system. Again we find no scaling for ultraviolet momenta with k > 0.06µm−1 which
is expected from numerical simulations of the O(N)-model [68]. The predicted direct
cascade transporting energy to the UV cannot be observed yet [68, 134, 135].
For testing a condensation of the spin degree of freedom, it would be necessary
to show the phenomenon for different system sizes [104]. We already implemented
a setup for local control with which we can create a box-like potential by shining
in two blue detuned walls. This opens the perspective of studying the system size
dependence by employing differently sized boxes.
The extended range of evolution times gives the possibility to check for prescaling
which is indicated by time-evolving scaling functions as well as exponents [129, 147].
Engineered initial conditions tailored such that the dynamics later get into the finite
size limit together with a finer time sampling could give access to time varying
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Figure 9.3: Universal dynamics of F⊥. a) The mean spin length 〈|F⊥|〉 extracted
from the histograms in Fig. 9.2. We find a constant spin length of ∼ 0.7 (red line)
up to ∼ 40 s defining the end of the scaling regime. The error bar is given by the
standard deviation of the spin length distribution. b) Fitted power law exponent
of the scaling function fS (error bar is 1 s.d. of the fit). After ∼ 5 s evolution time
we find a nearly constant value of ∼ 2. Red line indicates ζ = 2. c) We show the
structure factor of the complex valued transversal spin F⊥ on a double-logarithmic
scale for different evolution times up to 49 s. We observe the characteristic shift
towards lower momenta. For the longest times the shift towards the infrared stops.
Together with a) and b) this defines the range of the scaling regime. d) Data in the
scaling regime rescaled with α = β = 0.45; the analysis leads to a collapse of the
data onto the universal scaling function in the infrared up to a momentum scale of
≈ 0.04µm−1.
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exponents. Further, the long evolution times allow to study a possible thermalization
of the spin degree of freedom. It is still not clear what sets the timescales for this
process [125] and if it is experimental feasible to observe thermalization starting far
from equilibrium.
Finally, we want to emphasize that universal dynamics is a transient phenomenon.
Only as long as the fluctuations in all different degrees of freedom are suppressed
and the spin length stays constant, we can make the analogy to the one-component
Bose gas. It is a dynamical phenomenon which is possible far out of equilibrium,
where new symmetries and relevant degrees of freedom may emerge. In the next
chapter we will exactly detail this by extracting the quantum effective action and by
uncovering the conjectured running coupling in the highly occupied regime [15].
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Chapter 10
Extraction of the effective action
In this chapter we report on the experimental extraction of the quantum effective
action for a non-equilibrium many-body system. We employ a formalism of quantum
field theory based on equal-time correlation functions. It is this formalism that gives
us direct experimental access to the one-particle irreducible correlation functions
[83] which are the building blocks of a description of the non-equilibrium dynamics
based on the quantum effective action. Since estimators for higher order correlation
functions will always show non-vanishing amplitudes for a finite sample size, we
present a method to test statistical significance. We identify the complex valued
field F⊥ as the emerging relevant degree of freedom. We present an expansion
of the quantum effective action in the macroscopic field around the expectation
value of F⊥. The expansion coefficients in this formulation are the 1PI correlators.
Extraction of the 1PI correlators up to fourth order allows for the identification of a
dynamically generated weak coupling for low spatial momenta. This is in accordance
with expectations in the highly occupied regime already discussed in the context of
early-universe cosmology [15]. This chapter is based on [86], with some parts having
substantial overlap, others being borrowed verbatim.
10.1 Experimental concept
Before presenting the experimental results we first give an overview of the experimen-
tal concept and parameters. For this experiment we again use the F = 1 hyperfine
manifold to employ spin dynamics and combine it with the quasi one-dimensional
trapping potential with trapping frequencies of (ω‖, ω⊥) ≈ 2pi × (1.6, 167) Hz. This
leads to coherence times up to ∼ 50 s and allows us to study the transversal spin up
to 18 s with minimal loss of spin length due to decoherence.
Initially, we prepare the polar state with ∼ 100, 000 atoms and quench the
detuning to q ≈ |nc1|. We observe the dynamics using the Fx − Fy readout (see
section 5.5.2) giving us access to spatially resolved snapshots of the complex valued
transversal spin F⊥(y) which we infer from the spin components Fx and Fy measured
in F = 2 and F = 1, respectively (see Fig. 10.1). Combining all spatial points
and many realizations (up to ∼ 550) we obtain an ensemble averaged distribution
function of the transversal spin (right panel in Fig. 10.1) which indicates a nearly
constant spin length |F⊥| for 18 s of evolution time. Using the spatial information,
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Figure 10.1: Experimental concept for extracting equal time correlations.
The dynamics in the F = 1 hyperfine manifold is observed with the Fx − Fy readout.
From the six measured atomic densities (grey shading) we infer the transversal spin
components Fx(y) and Fy(y) spatially resolved. The ensemble averaged probability
distribution for 18 s resembles a circular form indicating the emergence of a constant
spin length. A single experimental realization (black dots, neighbouring points
connected by lines) at this time covers a phase range of approximately pi. The
coloured arrows indicate the transversal spin F⊥(y) at the positions y1, . . . , yn. Many
experimental realizations together with the spatial resolution allow us to calculate
estimators of higher order correlation functions. Two- and four-point correlation
functions are schematically shown. Figure taken and adapted from [86].
we show a representative single realization in this regime (black dots). Spatially
neighbouring points are connected by a line and the coloured arrows indicate the
transversal spin inferred at the points y1, . . . , y6. From this we conclude that the
phase degree of freedom is still highly excited in a sense that a single realization
spreads over up to half of the circle.
10.2 Emergence of relevant degree of freedom
Analyzing the probability distribution for all evolution times (see Fig. 10.2) we
observe that the system dynamically evolves towards a state with constant spin
length. Indeed, we find three distinct regimes: For short time < 1 s we find the
unstable growth of all spin lengths in any direction (red regime). The time evolution
resembles nicely the intuitive picture obtained from the mexican hat analogy in
chapter 7. This is followed by an intermediate regime (yellow regime) where the spin
excitations are redistributed. Compared to the fast initial dynamics, this is a slow
92
10.2. EMERGENCE OF RELEVANT DEGREE OF FREEDOM
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Figure 10.2: Identification of the emergent degree of freedom. We show the
probability distribution for all evolution times. The circle indicates |F⊥| = 0.7. In
the initial unstable regime (red) we find a growth of all spin lengths. The slower
intermediate regime (yellow) involves redistribution of spin excitations finally leading
to a distribution with nearly constant spin length and phase fluctuations (green).
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process . Finally after ∼ 9 s the system settles in the regime with nearly constant spin
length and highly excited phase degree of freedom (green regime). With this we in
fact find that the transversal spin field F⊥ is the emergent relevant degree of freedom
for the late time dynamics. It is the emergence of a nearly constant spin length with
small fluctuations which establishes a correspondence to the one-component Bose
gas.
10.3 Low energy effective theory
Here, we give an intuitive picture of the observed phenomenon in the context of
spontaneous symmetry breaking (SSB). SSB leads to the emergence of gapless modes
which have linear dispersion relation for small momenta. In the low energy regime it is
plausible that these degrees of freedom are relevant, in a sense that it is predominantly
possible to excite these modes.
At the employed value of q, the ground state is an elongated spin in the transversal
plane, breaking the rotational symmetry around the z-axis. In chapter 7 we already
identified the Larmor phase excitations of the transversal spin as being gapless,
which is exactly associated with this broken symmetry. Based on this fact, one can
write down a low energy effective field theory for this gapless degrees of freedom.
For this one integrates out the degrees of freedom with a gap. Indeed the density
excitations are gapless as well, however, the speed of sound, giving the linear slope,
is
√
c0/c1 ∼
√
200 times larger than for the Larmor phase excitations. The energy
put into the system by the quench is on the order of nc1 and thus the excitations in
this degree of freedom are suppressed.
In this respect the qualitatively different results found for the spin-wave initial
condition can be understood as injecting more energy into the system. This facilitates
excitations of other degrees of freedom, leading to different dynamical phenomena.
This can be visualized with the mexican hat potential. The energy of the local
minimum (the unstable fixed point) sets a scale for excitations of the spin length.
Thus, spin length excitations are possible for higher energy input.
Experimentally, the spatially resolved measurement together with many realiza-
tions allow for the extraction of correlation functions. From those we infer information
about the quantum effective action which is formulated in terms of 1PI correlators.
The measurement of the quantum effective action may be seen as a way to access
the low energy effective theory of the system in the employed far-from-equilibrium
situation.
10.4 Experimental extraction of higher order cor-
relation functions
Having identified F⊥ as the effective field relevant for the dynamics we now turn to
the extraction of its correlation functions. For an operator Oa the n-th order equal
time correlation function is defined as
〈Oa1 · · · Oan〉t = tr {ρˆtOa1 · · · Oan} . (10.1)
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FUNCTIONS
Evolution Time (s) Number of realizations
9 294
12 511
15 316
18 559
Table 10.1: Number of experimental realizations for the different evolution times.
The average is taken with respect to the density matrix ρˆt at a given time t. The
collective index a will be specified in the following, but may stand for, e.g. , space
coordinates. In fact we calculate estimators for these quantities which in the limit
of infinitely many realizations equal the correlations functions. Explicitly, from N
measurements we obtain a set of results
{
O
(i)
a |i = 1 . . . N
}
from which we calculate
the estimator
〈Oa1 · · · Oan〉t,est ≈
1
N
N∑
i=1
O(i)a1 . . . . O
(i)
an . (10.2)
From now on we use for ease of notation 〈·〉t instead of 〈·〉t,est as all shown data
points are obtained experimentally. In table 10.1 we give the number of realizations
used for the different evolution times to calculate the estimators.
One particle irreducible correlation functions
Let us motivate why we want to obtain one-particle irreducible correlation functions
from the estimated full correlators. Correlation functions are a way of extracting and
sorting the information obtained about a many-body quantum system. All types of
correlation functions bear the same amount of information and it depends on the
application which type should be used. Here, we access 1PI correlation functions
since they give us access to the quantum effective action.
As discussed, the quantum effective action is a functional depending on some
macroscopic field Φ1(y) and its complex conjugated field Φ2(y) = (Φ1(y))
∗
. The full
quantum effective action can then be written as
Γt[Φ] =
∞∑
n=1
1
n!
Γα1,...,αnt (y1, . . . , yn) Φ
α1(y1) · · ·Φαn(yn), (10.3)
where we implicitly sum over repeated indices, αj = 1, 2 and integrate over all
coordinates yj with j = 1, . . . , n. The macroscopic field Φ(y) is connected to the
expectation value of the transversal field 〈F⊥(y)〉. Indeed, Γt[Φ] gives an equation
for 〈F⊥(y)〉 by
δΓt[Φ]
δΦ(y)
∣∣∣∣
Φ(y)=〈F⊥(y)〉
= 0 , (10.4)
i.e. at the minimum of Γt the macroscopic field Φ equals 〈F⊥〉. Thus Eq. (10.3)
can be seen as an expansion around 〈F⊥(y)〉 = 0 in our case and Φ captures the
behaviour of Γt away from the minimum.
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Let us now shortly recap the steps which we take for obtaining the 1PI cor-
relators Γα1,...,αnt (y1, . . . , yn) from the measured full correlation functions such as
〈F⊥(y1)F ∗⊥(y2)〉t or 〈F ∗⊥(y1)F ∗⊥(y2)F⊥(y3)F⊥(y4)〉t (see Fig. 10.1). Following the pro-
cedure outlined in section 3.3 we subtract the disconnected parts from the full
correlators [76] to obtain the connected correlation functions
C
(2)
t (y1, y2) = 〈F⊥(y1)F ∗⊥(y2)〉t,c (10.5)
= 〈F⊥(y1)F ∗⊥(y2)〉t − 〈F⊥(y1)〉t 〈F ∗⊥(y2)〉t
and
C
(4)
t (y1, y2, y3, y4) = 〈F ∗⊥(y1)F ∗⊥(y2)F⊥(y3)F⊥(y4)〉t,c (10.6)
= 〈F ∗⊥(y1)F ∗⊥(y2)F⊥(y3)F⊥(y4)〉t (10.7)
− 〈F ∗⊥(y1)F ∗⊥(y2)F⊥(y3)F⊥(y4)〉t,disconnected .
See section 3.3 for all terms contained in the disconnected part. The subtracted
disconnected part just includes information from lower order correlation functions. We
calculate the connected correlation functions in position space. The scale dependence
of couplings in a renormalization group treatment is usually studied in momentum
space. This allows for a better separation of the role of different length scales. The
observation of translation invariance (see Fig. 10.4) facilitates performing a discrete
Fourier transform
C
(n)
t (p1, . . . , pn) = DFT
yj→pj
[
C
(n)
t (y1, . . . , yn)
]
(10.8)
≡
N∑
y1=1
· · ·
N∑
yn=1
e−i2piy1p1 · · · e−i2piynpnC(n)t (y1, . . . , yn), (10.9)
where pi ∈ [pL, 2pL, . . . , NpL], with pL = 1/L and L the size of the evaluation
region. This yields |C(n)t (p1, . . . , pn)| with momenta pj (j = 1, . . . , n). We evaluate
the absolute values here because a discrete Fourier transform always suffers from
problems defining a phase. This is only a numerical issue as the measurement of the
complex valued field in principle also incorporates the phase information. We discuss
the possible need for extracting the phase later when we elaborate on the full quantum
evolution equation. Within the momentum resolved picture, the macroscopic long
wavelength behaviour of the quantum system is encoded in the low-momentum or
“infrared” properties of the 1PI correlation functions.
Given a U(1)-symmetry, the only independent vertices are
Γ1...12...2t (y1, . . . , yn) ≡ Γ(n)t (y1, . . . , yn)
with n even and equally many field and conjugate field components. The transver-
sal spin resembles this symmetry because a global change of the Larmor phase,
i.e. F⊥(y)→ F⊥(y)eiϕ′ , does not change the Hamiltonian (5.11). Besides the U(1)-
symmetry, magnetic field fluctuations render correlation functions zero for n uneven.
The phase is initially undefined (starting in the polar state) and becomes randomized
during the course of the evolution time.
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The connected correlators are decomposed into their irreducible parts representing
the proper vertices. More precisely, we extract
Γ
(2)
t (p,−p) ≡ Γ(2)t (p) =
(
C
(2)
t
)−1
(p) (10.10)
from the inverse of the connected two-point correlator. The 1PI four-point correlation
function for our U(1)-symmetric case is given by
Γ
(4)
t (p1, p2, p3, p4) = −Γ(2)t (p1) Γ(2)t (p2) Γ(2)t (p3) Γ(2)t (p4)C(4)t (p1, p2, p3, p4) . (10.11)
From the pictorial representation of the correlation functions we can infer that
acting with the inverse two-point correlators on the connected four-point function
corresponds to removing the ‘external legs’ of the diagram (see Fig. 3.1 and Fig. 10.1).
Higher order correlators as multivariate cumulants
Calculating higher order correlation functions requires a careful data analysis. For-
mulated differently, we are facing the problem of calculating an estimator for a
multivariate cumulant for a sample with finite statistics. The multivariate random
variable in our case is the measured macroscopic field F
(∗)
⊥ (y), where multivariate
indicates the dimension > 1 of the random variable vector; in our case it is the
number of spatial points. We identify two major challenges which are detailed in
this section.
First, the calculation and the storage of higher order multivariate cumulants is
computationally expensive, because the size of the tensor grows as Nn where N
is the length of the random variable vector and n is the order of the correlation
function. As we are interested in the infrared modes in this thesis we bin nine
adjacent pixels of the recorded image before inferring the transversal spin. This
reduces the number of points to ∼ 20 and makes the computation up to n = 4 feasible
on a conventional computer in reasonable time. For the calculation we use the julia
package Cumulants.jl which is a very efficient implementation of an algorithm based
on tensor operations [148].
The second issue is that even in the case of multivariate Gaussian random
variables, estimators of higher order correlators (n > 2) will show non-vanishing
signals. Thus it is important to quantify the statistical significance of the experimental
data. First we calculate a statistical error by employing a bootstrapping method
[149]. Similar to the jackknife method, bootstrapping circumvents the problem
of implementing error propagation when mathematically complicated estimators
(here the cumulants) are used. This is achieved by a definition which relies on
repeating the calculation of the estimators for a new set of samples. Explicitly,
for a measured sample
{
O
(i)
a |i = 1, . . . , N
}
, one draws new samples, the bootstrap
samples,
{
O
(i∗)
a |i∗ ∈ {1, . . . , N}
}
, where the ∗ indicates the resampled set. The
subtlety is that the resampled set is drawn with replacement, i.e. , the index i∗ may
take the same number twice or even multiple times. From this generated sample we
can now calculate a result θ∗(b) for the given estimator. Repeating this procedure
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Figure 10.3: Bootstrap resampling. a) Experimentally extracted 1PI four-vertex
Γ
(4)
t=18 s(0, 0, p,−p) for p = 2pL as a function of the bootstrap samples. The error
bar is the statistical error inferred from bootstrapping. b) Statistical error of the
experimental data (circles) as a function of bootstrap samples. The error reduces
with the number of samples and slowly converges for sample size larger ∼ 5000. The
diamonds show the finite statistics bias of the drawn Gaussian data.
B times, called bootstrap samples, we infer the standard error sˆeB of the mean
θ¯∗ = 1/B
∑B
b=1 θ
∗(b) by calculating
sˆe2B =
1
(B − 1)
B∑
b=1
[
θ∗(b)− θ¯∗]2 . (10.12)
The appropriate number of bootstrap samples B has to be checked from case to
case. In Fig. 10.3 we plot the expectation values as well as the statistical error as a
function of the bootstrapping samples. We find that ∼ 1000 bootstrap samples give
a reasonable result. As the needed computational time is linear in the number of
bootstrap samples, the described amount of samples is indeed a limiting factor.
In principle, the observed fluctuations could just result from Gaussian fluctuations
since we use a set with finite statistics. Therefore we want to compare our results to
an expectation of a Gaussian model, which we set up with the help of the measured
data. We define a multivariate Gaussian distribution by using the two-point correlator
as the covariance matrix. From this, we draw new samples with the same size of
statistics but with Gaussian fluctuations. The data from this Gaussian model is
processed in exactly the same way as the experimental data; the result we call
finite statistics bias. Knowing the distribution allows us to repeat the procedure
of calculating the finite statistics bias with different data to reduce the statistical
error on the bias estimation to zero. In Fig. 10.3 we also show the calculated finite
statistics bias as a function of used samples and find convergence. We will show the
finite statistics bias in the following plots always as lower bounds and call points
which are in 1 s.d. above this value statistically significant.
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Figure 10.4: Structure of two-point correlator. Left panel: Two-point correlator
C
(2)
t=18 s(x1, x2) with colour-coded amplitude. Purple line indicates the direction of
x1 − x2 = const. Right panel: Fourier transformed two-point correlator with log
scale amplitude. We predominantly observe a signal when p1 + p2 = 0 (purple line)
which indicates a momentum conserving structure due to the translation invariance
in the left panel.
Additionally we want to give another way for judging the statistical significance
which is not primarily for quantitative purposes but can give qualitative insights.
The idea is to “normalize” the data to its covariance matrix [150] in the following
fashion
F ′⊥(y
′) =
∑
y
√
C−1yy′ (F⊥(y)− 〈F⊥(y)〉) . (10.13)
Here, Cyy′ = 〈F ∗⊥(y)F⊥(y′)〉C is the covariance matrix and the procedure leads to
C ′yy′ = 〈F ′∗⊥ (y)F ′⊥(y′)〉C = δyy′ . The method is called standardization if the true value
of the covariance matrix is known; in case of only having an estimator it is called
studentization. For a comparison this method is in particular capable of removing
a strong momentum dependence of the correlators which generates also strongly
momentum dependent finite statistics biases.
10.5 Structure of the 1PI vertex
After defining the relevant observables, we start by examining the structure of the
correlation functions. An n-point correlation function is in general an n-dimensional
object and with that hard to visualize for n > 2. Identifying symmetries helps to
ease visualization and also lets us learn something about the system’s dynamics.
Translational invariance, i.e. invariance of the observables under changing the space
coordinate like xi → x′i = xi + δx (i = 1, . . . , n), leads in momentum space to a
“momentum conserving” structure. This means we only find non-zero entries for an
n-point correlator when p1 + p2 + · · ·+ pn = 0.
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Connected two-point correlator
First we have look at the connected two-point correlator which can be displayed in two
dimensions. The left panel of Fig. 10.4 shows the two-point correlator C
(2)
t=18 s(x1, x2)
where the amplitude is colour-coded. The approximate homogeneity along the purple
line (x1 − x2 = 0) indicates translational invariance. In momentum space (right
panel: logarithm of amplitude) we predominantly find a signal on the momentum
conserving diagonal with p1 + p2 = 0 which is indicated by the purple line. We
attribute the cross structure to finite size effects in the Fourier transform.
Here, in contrast to the preceding chapters, we calculate the full two-dimensional
two-point correlator. In accordance with the spectra shown so far, we also find a
strong momentum dependence with maximal amplitude at p1 = p2 = 0. We will show
later that we indeed find universal dynamics consistent with the results presented
earlier.
1PI Four-point correlator
Having identified the momentum conserving structure of the two-point correlator we
directly analyse the four-point correlators in their 1PI form. We start by presenting in
Fig. 10.5 part of the full “tensor” for the experimental data as well as the associated
Gaussian model. In each square marked by the grey lines we fix two momenta p1
and p2 and vary p3 and p4. The amplitude of the correlator is colour-coded (see
colorbar on the right). We identify an overall momentum dependence. Within each
square the amplitudes increase with increasing momenta; the same holds in the big
square. The Gaussian model shows a qualitatively similar behaviour. This means
that the strongly momentum-dependent two-point correlator leads to a strongly
momentum-dependent finite statistics bias for the four-point 1PI correlator. Taking
a closer look at the squares with low (p/pL < 3) momenta p1 and p2 we further find
a prominent contribution on the momentum conserving diagonal.
For a more detailed analysis of the structure we show in Fig. 10.6a the central
square Γ
(4)
t=18s(0, 0, p3, p4). We find a momentum conserving structure identified by
a prominent signal on the diagonal p3 + p4 = 0. Further we observe a strongly
momentum dependent cross structure. For identifying its nature, we plot the same
slice for the Gaussian model. Even the Gaussian shows the strongly momentum
dependent cross structure but not the momentum conserving diagonal elements.
The experimental extraction of the 1PI four-point correlations requires sufficiently
many experimental realizations to ensure the statistical significance of the results. For
judging the statistical significance of the observed effects we divide the experimental
data by the Gaussian model at each momentum (see Fig. 10.6b). We find the
momentum conserving diagonal to be statistically significant. Still, there is a
reminiscent signal from the cross structure. In Fig. 10.6c we show different slices
by varying the momenta p1 and p2 to give an overview of the whole matrix. Only
low momenta show statistically significant diagonals; we attribute this to the high
oscillation frequencies which are harder to resolve with statistical significance for a
fixed amount of statistics.
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Figure 10.5: Full matrix of four-vertex. We show the full four-point 1PI matrix
in a two-dimensional plot by fixing the momenta p1 and p2 in each square (marked
by the grey horizontal and vertical lines) and showing the dependence on p3 and p4.
The upper panel shows the results for the experimental data and the lower panel is
the Gaussian model calculated from the experimentally obtained two-point function.
The grey diagonals indicate p1 + p2 + p3 + p4 = 0. Figure taken and adapted from
[86].
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Figure 10.6: Statistical significance of the four-point 1PI correlator in mo-
mentum space. a) 1PI four-vertex Γ
(4)
t=18s(0, 0, p3, p4) for experimental data (left
panel) as a function of the two momenta p3 and p4. For comparison we show the
same slice for the Gaussian model with same statistics (right panel). We normalize all
momenta to pL = 1/L, the momentum corresponding to the size L of the evaluation
region. b) For judging the statistical significance of the inferred signal we plot the
ratio of experimental data and Gaussian model. c) Γ
(4)
t=18s(p1, p2, p3, p4) for different
p1 and p2 (fixed in each grey square) divided by the Gaussian bias. An overall
momentum conserving structure is revealed by the signal being predominantly on the
momentum conserving diagonals p1 +p2 +p3 +p4 = 0. Diagonals indicate p3 +p4 = 0.
Figure taken and adapted from [86].
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10.6 Identification of running couplings
In the analyzed regime the system is still far from equilibrium. One can anticipate
that the quantum effective action is a time-evolving object as well. However, it
is insightful to look at Γt for fixed time t as this allows for a characterisation of
the state. This becomes also apparent thinking of thermal equilibrium, where the
quantum effective action is a powerful concept and the system does not evolve in
time.
1PI two-point correlator
From Eq. (10.10) one sees that the 1PI two-vertex is in our case the matrix inverse
of the connected two-point correlator. With this in mind we expect to find a strongly
momentum dependent signal in the infrared which stems from the high occupations.
In Fig. 10.7a we first show the momentum conserving diagonal Γ
(2)
t=18 s(p,−p). The
double-logarithmic scale allows for the identification of a power-law functional form
∝ p2. We find a momentum dependent amplitude over nearly two orders of magnitude
and observe a suppression in the infrared [18, 19] up to a characteristic momentum
set by the inverse of the length scale ls ∼ 30µm.
1PI four-point correlator
For the four-vertex we have different choices of momentum conserving diagonals.
We show three different ones in Fig. 10.7b-d. Statistical significance is only found
for over-all low momenta (cf. Fig. 10.6). We compare to the finite statistics bias
obtained from the Gaussian model which is indicated by the grey shaded region.
The complex order parameter allows us to distinguish between the case (0, 0, p,−p)
and (0, p, 0,−p). Further we show one diagonal with a fixed non-zero momentum,
namely (pL, 0, p− pL,−p), to stress that the observed phenomena are generic and
not restricted to diagonals with two momenta equal to zero.
In Fig. 10.8 we further show the same diagonals for different employed evolution
times. This allows to judge the influence of statistics (see table 10.1). The times with
lower statistics feature larger statistical errors and less difference to the Gaussian
model.
In the infrared, we observe a strongly reduced amplitude of the correlators. Every
reduction is always meant with respect to a constant 4-vertex which is expected in
the perturbative regime [151] usually recovered for momenta above a certain scale.
In this regime, the 4-vertex equals to the bare coupling of the microscopic theory.
The current amount of statistics does not allow us to resolve that regime. As already
discussed in section 3.5, this momentum-dependence indicates running couplings
which are defined as momentum dependent expansion coefficients of the quantum
effective action. This is in accordance with the fact that renormalization effects lead
to scale-dependent descriptions.
These observations demonstrate that the infrared regime exhibits a strongly
suppressed interaction vertex in this far-from-equilibrium situation. This was ex-
pected from analytical calculations and numerical simulations for the O(N)-model
[15, 68, 90, 136]. There are no analytical or numerical predictions applicable for a
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Figure 10.7: Momentum dependence of two- and four-point 1PI correlator.
Momentum conserving diagonals of two- and four-point 1PI correlator as a function
of the spatial momentum p on a double-logarithmic scale. a) Γ
(2)
t=18 s(p,−p) shows
a strong momentum dependence with a strong reduction in the infrared; the low
amplitudes correspond to the high occupations found in the infrared for the structure
factor (cf. Fig. 9.3). b)-d) Γ
(4)
t=18s(p1, p2, p3, p4) with two fixed momenta as indicated.
The complex-valued field allows the distinction between case b) and c). The upper
limit of the grey area is the result obtained from the Gaussian model with same
statistics. We find statistically significant data in the infrared. The correlators
feature a momentum dependence over almost two orders of magnitude indicating
the dramatic renormalization of the (running) couplings. All error bars shown are
1 s.d. calculated from bootstrap resampling. Figure taken and adapted from [86].
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Figure 10.8: Momentum conserving diagonals of 1PI four-point correlator
for all employed times. Same diagonals as shown in Fig. 10.7b-d but for different
times between 9 s and 18 s. The different employed statistic shows an effect on the
statistical error bar and the significance(see table 10.1 for statistics). Figure taken
and adapted from [86].
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comparison with our system. The analytical predictions for the O(N)-model [90] are
not applicable in one dimension and on the numerical side, the extraction of 1PI
correlation functions is not explored in great detail.
10.7 Time evolution of 1PI correlators
In section 3.4 we outlined a derivation of the full quantum evolution equation for
the distribution function. Our method in principle presents the means for explicitly
solving this equation experimentally. For this, one would have to measure the
effective action for all evolution times. This can be seen in the spirit of a quantum
computation defined in chapter 4.
In general, the solution of the time evolution is an unfeasible task, as the time
resolution that is necessary to resolve the relevant dynamics can be infinitesimally
small. However, we now show that in the vicinity of a non-thermal fixed point also
the dynamics of the 1PI correlators becomes universal and with that the dynamical
evolution of the quantum effective action. The simple description inherent to universal
dynamics allows us to resolve the evolution for a long time interval by measuring a
few evolution times only.
Full quantum evolution equation
In section 3.4 we detailed the derivation of an exact evolution equation for the
two-point function C
(2)
t (p) of the one-component Bose gas:
∂tC
(2)
t (p) = g
∫
q,r,l
i
[
Γ
(4)
t (p, q,−r,−l)− Γ(4)t (l, r,−q,−p)
]
× (10.14)
× C(2)t (p)C(2)t (q)C(2)t (r)C(2)t (l) .
Here, C
(2)
t (p) has the interpretation of an occupation number distribution. In the
theoretical model the total number
∫
p
C
(2)
t (p) is conserved because of the assumed
U(1)−symmetry. Experimentally the conservation corresponds to the equality of the
found universal exponents α and β.
Eq. (10.14) determines the time evolution of C
(2)
t (p) in a kinetic description in
the framework of quantum field theory. The numerical solution of such equations is
hard as they usually involve length scales over several orders of magnitude. This,
combined with the fact that the four vertex Γ
(4)
t is in general time-dependent, limits
the practical use. One has to find either approximate solutions for limiting cases
or directly determine parts of this equation experimentally. The latter approach is
pursued here.
Finally, let us comment on the structure of the integrand. The difference in
the collision integral may be interpreted as the imaginary part of the correlator.
Exploring the phases of the complex-valued correlators rather than (just) the absolute
value, which we have done so far, may lead to interesting insights in the future. For
instance, the correlation functions can oscillate in time which is possibly important
for the dynamics.
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Figure 10.9: Universal dynamics of building blocks of full quantum evolu-
tion equation. a) Time evolution of the distribution function (left panel) and the
1PI 4-vertex for the diagonal (0, 0, p,−p). We find a characteristic shift in time
towards the infrared. b) Same data as in a) but rescaled according to Eq. (10.17)
and 10.18. For the distribution we use α = β = 1/2; the 4-vertex is rescaled with
β = 1/2 and γ = 0. We fit the universal scaling function (see main text) up to
∼ 0.04µm−1 (red line). Figure taken and adapted from [86].
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Dynamics in the highly occupied regime
For the distribution function C(2)(p) we observed high occupation numbers and even
transport towards the infrared. In general, it is an open question how a system
dynamically counteracts an ever growing occupation due to the Bose-enhancement
from the high occupancies at low momenta. This scenario cannot be captured
by “standard” kinetic theory; “standard” means taking a Boltzmann-equation with
an interaction constant not depending on momentum. With our results we have
determined (parts of) the defining parameters Γ
(4)
t (p1, p2, p3, p4) of the presented
evolution equation. Indeed, Figs. 10.7, 10.9 and 10.10 show that the momentum-
dependent vertex Γ
(4)
t drops by almost two orders of magnitude as the occupancy
grows strongly towards lower momenta. The reduced effective interaction strength
diminishes the rate of change of the distribution C(2)(p) according to Eq. (10.14).
Expectations for scaling
The full quantum evolution equation is derived for a one-component Bose gas
assuming the described correspondence. Unfortunately, the current level of statistics
does not allow us to explicitly test this equation as the finite statistics bias dominates
when integrating (summing) the right hand side.
One can think of different ways to verify the evolution equation by testing relations
of the scaling exponents. The simplest ansatz is assuming a constant amplitude
scaling factor γ for all diagonals of the 4-vertex. By counting powers of time one
can deduce a value of γ = 1. It is important to note that it was shown in [90] that
the 4-vertex in different momentum regimes may exhibit different amplitude scaling
exponents and functional power laws1.
1Result transferred from unequal time formalism.
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The scaling as well can be checked for the collision integral Cp
[
C
(2)
t ,Γ
(4)
t
]
which is
the right hand side of Eq. (10.14). Inserting the scaling relation for the distribution
function we find
tηCS
[
C
(2)
t ,Γ
(4)
t
]
= Cp
[
C
(2)
t ,Γ
(4)
t
]
= ∂tC
(2)
t (p) (10.15)
= ∂tt
αCS(t
β2p) (10.16)
= tα−1g(tβ2p)
with a function g depending only on tβ2p. The amplitude scaling exponent of the
collision integral is then found to be η = α− 1.
Universal dynamics of 1PI four-vertices
Finally, we want to report on the observations concerning scaling of the experimentally
accessible parts. As expected in the employed regime, we find scaling for the two-point
correlator:
C
(2)
t = t
αCS(t
β2p) (10.17)
with CS ∝
(
1 + (p/pS)
ζ2
)−1
. The exponent is found by employing a rescaling analysis
which assumes α = β2. The analysis yields that β2 is in the error consistent with
the expected exponent 1/2 [18, 68] (see Fig. 10.9a left panel). Moreover, in our
experiment we find self-similar dynamics for the statistically accessible diagonals of
Γ
(4)
t according to
Γ
(4)
t (0, 0, p,−p) = tγΓS(0, 0, tβ4p,−tβ4p) (10.18)
with scaling exponents γ and β4. In Fig. 10.9 we show the time evolution (right panel
of a) and the rescaled data (right panel of b) with γ = 0 and β4 = 1/2 revealing
a scaling collapse onto the function ΓS ∝ 1 + (p/pS)ζ4 with ζ4 = 2.2. Intuitively
the scaling exponent β describes how fluctuations on different length scales are
connected in the universal regime. Thus, we anticipate that C
(2)
t and Γ
(4)
t have
the same momentum scaling exponents, i.e. β2 = β4. We use this assumption for
constraining the scaling analysis of Γ
(4)
t to find γ being consistent with 0.
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Chapter 11
Summary
In this thesis we have investigated the possibility of experimentally testing quantum
field theoretical concepts. To set the stage, we first introduced the relevant concepts
in Part I. We presented ideas for many-body systems that are well-known from
equilibrium and generalized to situations far from equilibrium. We proceeded by
giving an overview of QFT from an experimentalist’s point of view which aims to be
both intuitive and concise. To meet the capabilities of ultracold atom experiments,
we employed a formulation of QFT based only on equal-time correlation functions.
Within the Wigner formalism, we derived a full quantum evolution equation for
the particle number distribution. We concluded by introducing the concept of
renormalization and running couplings. In the end we gave our definitions of
quantum computation and quantum simulation to put the experimental studies into
context.
In Part II we presented the experimental platform used within this thesis: a
spinor Bose-Einstein condensate confined in a quasi-one-dimensional trap geometry.
We introduced the electronic groundstate hyperfine manifold in a magnetic field
and the possibilities for controlling the effective quadratic Zeeman shift which
is the experimental control parameter for employing quenches. The microscopic
Hamiltonian describing the dynamics is presented based on spin-1 matrices. Because
an appropriate readout of the relevant degrees of freedom is important for doing
quantum simulations, we discussed the experimental techniques for accessing the
transversal spin field in detail. Finally, we commented on the long time scales
employed, which are experimentally challenging.
Part III is concerned with the experimental results obtained during this thesis.
First we probed the phase diagram by using quenches from the polar state into the
different phases and by measuring the spin fluctuations for long evolution times. Based
on this measurements, we studied the instabilities occurring for short evolution times.
We found qualitative agreement between theoretical expectations from Bogoliubov
theory and experiment. The results verify a high degree of control for preparing
the system far from equilibrium. For long times after the quench we observed
universal dynamics in the angular orientation of the transversal spin. This dynamics
were indicated by rescaling of the correlation functions in momentum space with
universal exponents α = 0.33 and β = 0.54. We probed the expected insensitivity
to microscopic details by preparing different initial conditions. Using a new spin
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readout we investigated universal dynamics for the complex valued transversal spin
field up to 40 s. Enhanced coherence times after optimizing the trapping potentials
facilitated the long evolution times. Moreover, we discussed the similarities between
the transversal spin field and a one-component Bose gas which are reasonable given
the small fluctuations in density and spin length observed in the experiments. Finally
we reported on the extraction of the quantum effective action. Based on the notion of
low energy effective theories, the transversal spin field was identified as the emergent
relevant degree of freedom. We detailed the experimental procedure for extracting
one-particle irreducible correlation functions and presented methods for judging their
statistical significance. The structure of the 2- and 4-vertex is investigated and in
the infrared regime we find a strong suppression of the 4-vertex. We studied the
time evolution of the system and found universal dynamics also for the 4-vertex in
accordance with the derived full quantum evolution equation.
This thesis is just the starting point of further insightful experimental studies of
quantum field theory. In the following chapter, we present an outlook on various
experiments which we have already set up and performed first measurements as well
as some that may be accomplished in the near future.
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Chapter 12
Outlook and challenges
The experimental applicability shown in this thesis now opens up new paths not only
for detailed studies of the observed phenomena, but also for the exploration of new
features. In this concluding chapter we present some ideas for future investigations.
Universal dynamics of non-linear excitations
The observed universal phenomenon featured constant spin length in the transversal
spin plane and excitations in the Larmor phase. However, we already noted that
for specific initial conditions, i.e. a spin wave with short wavelength, we are able
to produce non-linear excitations in the transversal spin. Those were found to be
characterized by a reduction of spin length and a jump in the Larmor phase. In
numerical simulations we observed that these excitations can lead to new universal
phenomena with different scaling exponents [132]. Tuning the wavelength to change
the number of produced excitations, we, however, came across an unexpected be-
haviour: in the experiments the non-linear excitations tend to move towards the
edges of the harmonic trap, where they stop and decay. This raises the question of
the lifetime of these defects, especially employing homogeneous box-like trapping
potentials. Using arguments based on the similarity with solitonic excitations, a
system closer to a one-dimensional situation should exhibit longer lifetimes. Thus,
it would be advantageous to bring the system closer to being one-dimensional by
lowering the atom number or increasing the transversal trapping confinement.
Trapping potentials and local control
Throughout this thesis, we evaluated only the central region of the harmonic trapping
potential in order to reduce the change in atom number in the evaluation region.
It would be advantageous to directly employ a box-like trapping potential. In our
experiment, we have already implemented a setup containing an acusto-optical
deflector (AOD) which allows the reflection of light through the imaging objective
onto the atoms [152]. This gives the possibility to shine blue detuned light on
the edges of the harmonic trap effectively generating walls for a box-like trapping
potential. In this trapping potential, one can now investigate universal dynamics
and look for phenomena emerging when engineering different initial conditions, for
example featuring non-linear excitations.
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The AOD not only allows for creating a box-like potential but also for local
control of the spin degree of freedom: using light at the magic wavelength and
performing amplitude modulation with the Larmor frequency one can employ local
spin rotations [153]. This opens the possibility for creating new initial conditions.
Further, a controlled generation of non-linear excitations is feasible, paving a way
for a microscopic study of their inherent properties.
Statistical significance
A big challenge for future experiments is the amount of statistics necessary for reliably
estimating higher order correlation functions. Quantitative tests of predictions,
e.g. the full quantum evolution equation, will only be possible with a significantly
higher number of measurements. In our case, the factor preventing us from employing
more statistics is the cycle time of the experiment (about ∼ 35 s). Considering the
long evolution times, one might gain a factor of two by using an all optical setup
and thus having faster condensation. However, the more promising ansatz is to do
many experiments at once by using for example a one-dimensional lattice of tubes
or an array of waveguides created by an AOD. Finding creative and practicable
solutions like those is necessary for rendering correlation functions a valuable concept
for characterizing many-body systems.
Studying thermalization
In the beginning, we introduced universal dynamics as a transient phenomenon on the
way to thermalization. The achieved long evolution times in the experiment may give
access to a regime approaching thermal equilibrium. An ansatz for probing this might
be the observation that the fluctuation-dissipation theorem is broken in the vicinity
of a non-thermal fixed point [94]. So probing this relation can give insights whether
the system has already thermalized. However, this theorem is usually formulated
based on unequal time correlation functions hard to access experimentally. This
directly implies two challenges, one on the experimental and one on the theoretical
side: Experimentally, it would be of great interest to find general schemes measuring
unequal time correlation functions which would have also direct applications to other
problems as for example studying information scrambling [154]. On the theoretical
side a formulation of the fluctuation-dissipation theorem in terms of equal time
correlation functions would be desirable.
The quantum effective action might be a new tool in this direction as in thermal
equilibrium it is indeed connected to the microscopic Hamiltonian [91]. Together
with enhanced statistical significance this might enable a detailed study of the
thermalization process.
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Appendix A
Details on Bogoliubov theory
In this section we give an intuitive picture of the operators defined for studying the
Bogoliubov modes around the transversal spin in the easy-plane ferromagnetic phase.
Further we show how the Fˆz operator is expressed in the Bogoliubov operators found
in the demixing case.
A.1 Bogoliubov modes in the easy-plane ferromag-
netic phase
For an elegant description of the excitations around the easy-plane ferromagnetic
ground state we introduced in chapter 7 the following three operators
aˆk,d =
sin θ√
2
(aˆk,1 + aˆk,−1) + cos θaˆk,0 (A.1)
aˆk,θ =
cos θ√
2
(aˆk,1 + aˆk,−1)− sin θaˆk,0 (A.2)
aˆk,fz =
1√
2
(aˆk,1 − aˆk,−1) . (A.3)
Here, we want to argue in the classical field limit that the mode aˆk,θ is connected to
spin length excitations and the mode aˆk,fz is connected to Larmor phase excitations.
This is important for justifying the presented mexican hat picture.
In the classical field limit we replace the operators of the three hyperfine states
by c-numbers (see Eq. (6.3)):
aˆk,±1 →
√
N±1e−i(φ±1+δφ±1) =
sin θ√
2
e−i(φ±1+δφ±1) (A.4)
aˆk,0 →
√
N0e
−i(φ0+δφ0) = cos θe−i(φ0+δφ0) (A.5)
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where φi = 0 (i = 0,±1) for a spin pointing in x-direction and we introduced phase
fluctuations δφi (i = 0,±1). With this we find that
aˆk,θ → cos θ sin θ
2
(
e−iδφ+1 + e−iδφ−1 − 2e−iδφ0) (A.6)
' i cos θ sin θ
2
(δφ+1 + δφ−1 − 2δφ0) (A.7)
' i cos θ sin θ
2
δφS , (A.8)
where we used ex ' 1 + x assuming small phase fluctuations δφi (i = 0,±1) around
the ground state. The phase difference δφS = δφ+1 + δφ−1− 2δφ0 is the spinor phase
which changes the length of a spin in the transversal spin plane for fixed populations
[155]. We analogously find that
aˆk,fz →
sin θ
2
(
e−iδφ+1 − e−iδφ−1) (A.9)
' −i sin θ
2
(δφ+1 − δφ−1) (A.10)
' −i sin θ
2
δφL . (A.11)
So the aˆk,fz mode is connected to fluctuations of the Larmor phase δφL = δφ+1−δφ−1.
The found gapless dispersion relation for aˆk,fz and the gapped dispersion for aˆk,θ are
in accordance with the mexican hat picture.
A.2 Demixing instability
For the demixing instability we introduced the Bogoliubov quasi-particle operator
bˆk,−1 = uk,−
aˆk,1 − aˆk,−1√
2
+ vk,−
aˆ†−k,1 − aˆ†−k,−1√
2
(A.12)
with an most unstable momentum mode kmu =
√
2mhn|c1|
h
. In the presented experi-
mental study we measured the Fz operator which is expressed in the original particle
operator as Fˆz = aˆ
†
k,+1aˆk,+1− aˆ†k,−1aˆk,−1. For obtaining an expectation for its unstable
momentum modes we here express it in terms of the Bogoliubov operators.
It is necessary to introduce an additional, not yet discussed, Bogoliubov mode to
invert the transformation. It reads
bˆk,+1 = uk,+
aˆk,1 + aˆk,−1√
2
+ vk,+
aˆ†−k,1 + aˆ
†
−k,−1√
2
(A.13)
and describes density excitations in the two condensates in mF = ±1 (for all details
see [116]). Inverting the Bogoliubov transformation we find
aˆ†k,+1 =
1√
2
(
uk,+bˆ
†
k,+ − vk,+bˆ−k,+ + uk,−bˆ†k,− − vk,−bˆ−k,−
)
(A.14)
aˆ†k,−1 =
1√
2
(
uk,+bˆ
†
k,+ − vk,+bˆ−k,+ − uk,−bˆ†k,− + vk,−bˆ−k,−
)
. (A.15)
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Inserting these relations into the definition of Fˆz we obtain the final result:
Fˆz =
√
2
{(
u∗k,+uk,−bˆ
†
k,+bˆk,− + uk,+u
∗
k,−bˆ
†
k,−bˆk,+
)
(A.16)
+
(
v∗k,+vk,−bˆ
†
k,+bˆk,− + vk,+v
∗
k,−bˆ
†
k,−bˆk,+
)}
The mode bˆk,+ is not unstable and all occupation is in the condensate mode k = 0.
Thus we see that Fˆz is linear in the unstable mode bˆk,− and we expect the most
unstable mode growing in Fˆz to be kmu =
√
2mhn|c1|
h
.
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Appendix B
Additional plots on universal
dynamics
In this appendix we give supplementary plots to the observation of universal dynamics
in chapter 8. In Fig. B.1 we show the correlation functions fθ(k) in the scaling regime
for all momenta accessible in the experiment. We observe that the data collapses
only in the infrared up to momenta ∼ 0.04µm−1.
In Figures B.2, B.3 and B.4 we show the correlation functions fθ(k) for the three
different initial conditions. In contrast to Fig. 8.10, the optimal values found for
each initial condition are used for rescaling (see inset of Fig. 8.10).
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Figure B.1: Rescaled spectra for all momenta for polar initial condition.
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Figure B.2: Universal dynamics of initial condition 1.
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Figure B.3: Universal dynamics of initial condition 2.
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Figure B.4: Universal dynamics of initial condition 3.
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Appendix C
Reduction to momentum
conserving objects
In the main text we only show momentum conserving diagonals of the 1PI correlators.
In principle the identification of the momentum conserving structure yields a reduction
of the dimensionality of the objects by one. This means we can define new objects
Γ˜
(2)
t (p1) and Γ˜
(4)
t (p1, p2, p3) which are defined by (with d = 1)
Γ
(2)
t (p1, p2) ≡ (2pi) δ (p1 + p2) Γ˜(2)t (p1) (C.1)
Γ
(4)
t (p1, p2, p3, p4) ≡ (2pi) δ (p1 + p2 + p3 + p4) Γ˜(4)t (p1, p2, p3) . (C.2)
The δ-function becomes important when comparing results, especially scaling, for
systems with different volumes. For example looking at the momentum conserving
diagonal of Γ(2) we find
Γ
(2)
t (p,−p) = 2pi δ(0) Γ˜(2)t (p) = V Γ˜(2)t (p) . (C.3)
For rescaling of the correlators we have to take care as
Γ
(2)
t (p1, p2) = t
aΓ
(2)
S (t
βp1, t
βp2) (C.4)
= ta(2pi) δ
(
tβ(p1 + p2)
)
Γ˜S
(
tβp
)
(C.5)
= ta(2pi) t−βδ ((p1 + p2)) Γ˜S
(
tβp
)
(C.6)
(C.7)
with the scaling function carrying subscript S. It follows that
Γ˜t (p) = t
a−βΓ˜S
(
tβp
)
. (C.8)
We see that we cannot infer the “right” value for α from the scaling of the two-
dimensional object as its amplitude scales with a = α+ β 6= α. Here, we keep the
length of the evaluation region (“volume”) fixed and with that just plot the obtained
results. In this work we analyse only relative values between different momenta and
times, keeping everything else fixed.
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