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Seznam uporabljenih simbolov
V tem delu so uporabljeni naslednje velicˇine in simboli:
Velicˇina / oznaka Enota
Ime Simbol Ime Simbol
poraba energije W kilokalorija na minuto kcalmin−1
masa m kilogram kg
srcˇni utrip hr udarci na minuto bpm
srcˇni utrip v mirovanju hrr udarci na minuto bpm
teoreticˇni maksimalni srcˇni utrip hrtmax udarci na minuto bpm
poraba kisika V O2 mililitri na minuto mlmin
−1
viˇsina h centimeter cm
spol s
starost st leto
hitrost v metri na sekundo m s−1
opticˇni tok w piksli na sliko ppf
prostorski tok µ metri na sekundo m s−1
frekvenca f hertz Hz
Tabela 1: Velicˇine in simboli
Vektorji in matrike so zapisani s poudarjeno pisavo. Natancˇnejˇsi pomen sim-
bolov in njihovih indeksov je razviden iz ustreznih slik ali pa je pojasnjen v
spremljajocˇem besedilu, kjer je simbol uporabljen.
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Povzetek
Merjenje porabe energije je pomembno v sˇportni znanosti in medicini, sˇe po-
sebej, kadar zˇelimo oceniti obseg in intenzivnost fizicˇne aktivnosti. Vecˇinoma so
pristopi sˇe vedno odvisni od senzorjev ali markerjev, ki jih namesˇcˇamo neposredno
na telo. V tem delu predstavljamo nov pristop, ki uporablja popolnoma brezkon-
taktno, avtomatsko metodo, ki temelji na uporabi algoritmov racˇunalniˇskega vida
in cenenih, sˇiroko dostopnih slikovnih senzorjev. Pri tem se zanasˇamo na oceno
opticˇnega in prostorskega toka za izracˇun histogramov orientiranega opticˇnega
toka (HOOF), ki smo jih dopolnili s histogrami absolutnih tokovnih amplitud
(HAFA). Deskriptorje uporabljamo v regresijskem modelu, ki nam omogocˇa, da
ocenimo porabo energije in v manjˇsi meri srcˇni utrip. Nasˇa metoda je bila te-
stirana v laboratorijskem okolju in v realnih pogojih sˇportne tekme. Podlaga za
delo je obsezˇna sˇtudija, kjer smo preizkusili razlicˇne modalitete vizualnih podat-
kov (barvne in infrardecˇe kamere ter kamere na podlagi cˇas preleta), razlicˇne tipe
senzorjev ter razlicˇne kombinacije algoritmov v procesnem cevovodu, ki obsega
sledenje, modeliranje, napovedovanje in filtriranje rezultatov. Rezultati potrju-
jejo, da bi lahko energijsko porabo merili izkljucˇno na podlagi taksˇnega brezkon-
taktnega opazovanja. Majhen del rezultatov nasˇe sˇtudije je bil objavljen zˇe na
mednarodni konferenci iz podrocˇja racˇunalniˇskega vida, vecˇina rezultatov pa bo
poslana v objavo v obliki cˇlanka v primerni znanstveni reviji.
Kljucˇne besede: fizicˇna aktivnost, poraba energije, srcˇni utrip, opticˇni tok,




Measurement of energy expenditure is an important tool in sport science and
medicine, especially when trying to estimate the extent and intensity of physi-
cal activity. However, most approaches still rely on sensors or markers, placed
directly on the body. In this work, we present a novel approach, using a fully
contactless, automatic method, that relies on computer vision algorithms and wi-
dely available and inexpensive imaging sensors. We rely on the estimation of the
optical and scene flow to calculate Histograms of Oriented Optical Flow (HOOF)
descriptors, which we subsequently augment with the Histograms of Absolute
Flow Amplitude (HAFA). Descriptors are fed into regression model, which allows
us to estimate energy consumption, and by lesser extent, the heart rate. Our
method has been tested both in lab environment and in realistic conditions of
a sport match. This work is based on a comprehensive study, where we tested
different modalities of visual data (color and infrared cameras, time-of-flight ca-
meras), different sensor types, and different combinations of algorithms in the
processing pipeline, which consists of tracking, modeling, predicting and filtering
of the results. Results confirm that energy expenditure could be derived from pu-
rely contactless observations using our approach. Small subset of our study has
already been published at the international computer vision conference, however
the rest of the results will be submitted to the top-level scientific journal.
Key words: physical activity, energy expenditure, heart rate, optical flow, scene




Telesna aktivnost pomembno vpliva na zdravje ljudi, saj mnoge raziskave do-
kazujejo, da neaktivnost povecˇuje nagnjenost k obolevanju za kronicˇnimi bole-
znimi [1]. Neaktivnost najhitreje vpliva na debelost, ta pa posledicˇno povecˇuje
dejavnike tveganja za diabetes tipa 2 in kardio-vaskularne bolezni [2]. Pojavita
se lahko tudi osteoporoza in rak [1].
Z dovolj veliko telesno aktivnostjo povecˇamo nivo zdravstvene telesne pri-
pravljenosti in tako zmanjˇsamo zdravstvena tveganja [3]. Zdravstvena telesna
pripravljenost je tip telesne pripravljenosti. Predstavlja zmozˇnost opravljanja
fizicˇnih nalog brez dodatnega napora, ki bi povzrocˇil nepotrebno utrujenost [3].
Za tovrstno pripravljenost so pomembni kardio-respiratorna vzdrzˇljivost, miˇsicˇna
mocˇ in telesna sestava (razmerje med kolicˇino miˇsic, kosti in masˇcˇob). Te kompo-
nente se lahko med posamezniki mocˇno razlikujejo, saj so odvisne od fiziolosˇkih
parametrov, kot so spol, starost in velikost [3].
Za dobro telesno pripravljenost moramo opravljati fizicˇno aktivnost – gibanje
telesa, ki ga povzrocˇajo miˇsice [3]. Pri tem je zelo pomembna intenziteta aktiv-
nosti, ki se manifestira v porabi energije. Porabo lahko merimo v kilo-Joulih ali
kilo-kalorijah na cˇasovno enoto. Slednja se v literaturi bolj pogosto uporablja [3].
Pretvorba med enotama je:
1 kcal = 4,184 kJ (1.1)
Avtor v [1] navaja, da moramo za pozitivne zdravstvene ucˇinke porabiti naj-
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manj 1000 kcal na teden. Seveda bo vecˇja intenziteta fizicˇne aktivnosti pripomogla
k vecˇjim pozitivnim zdravstvenim ucˇinkom.
Telesna pripravljenost in aktivnost sta pomembni tudi v sˇportu. Ker morajo
sˇportniki premagati drugacˇne telesne napore za doseganje vrhunskih rezultatov,
tu govorimo o sˇportni telesni pripravljenosti [3]. Komponente sˇportne pripravlje-
nosti so nekoliko drugacˇne, saj so tu poleg komponent zdravstvene pripravljenosti
pomembne sˇe hitrost, mocˇ, koordinacija in reakcijski cˇas [3].
Z merjenjem porabe energije lahko predvidimo zahteve po kolicˇini energije za
posamezne sˇportne dejavnosti [4, 5]. S primerjavo energijske zahtevnosti sˇporta
in sˇportnikove telesne pripravljenosti lahko nato individualiziramo treninge in
povecˇamo njihovo ucˇinkovitost. Prav tako lahko predcˇasno ukrepamo pri preo-
bremenitvah, ki vodijo v miˇsicˇno utrujenost [6, 7].
1.1 Energija v cˇlovesˇkem telesu
Cˇlovesˇko telo lahko porabi energijo na tri razlicˇne nacˇine:
 bazalna metabolicˇna stopnja,
 termicˇni efekt hrane,
 poraba energije zaradi fizicˇne aktivnosti [8].
Bazalna metabolicˇna stopnja je porabljena energija v cˇasu mirovanja (zju-
traj, ko se zbudimo). Za povprecˇnega cˇloveka predstavlja okoli 60% dnevne
porabe energije [8]. Termicˇni efekt hrane predstavlja porabo energije, ki je po-
vezana s prebavo in shranjevanjem hrane. Predstavlja okoli 10% dnevne porabe
energije [8]. poraba energije zaradi fizicˇne aktivnosti predstavlja energijo, ki jo
potrosˇijo miˇsice.
Da miˇsice lahko s svojimi kontrakcijami spravijo telo v pogon, potrebujejo
njihove celice energijo, ki je shranjena v obliki molekulskih vezi adenozintrifos-
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fata (ATP) [9]. Z razgradnjo ATP, celice dobijo potrebno energijo za kontrakcije,
nato pa ponovno sintetizirajo ATP s pomocˇjo metabolizma iz amino kislin, oglji-
kovih hidratov in masˇcˇobnih kislin [9, 10]. ATP razgradnja in ponovna sinteza sta
termodinamicˇno ireverzibilni reakciji. Molekule ATP predstavljajo energijsko ka-
paciteto, zato omejitev sinteze ATP dejansko povzrocˇa omejitev porabe energije
in s tem zmogljivost sistema [6].
Za ponovno sintezo molekul ATP, lahko celice uporabljajo aerobni ali anae-
robni metabolizem [9]. Pri aerobnem metabolizmu formacija ATP poteka preko
glikolize in Krebsovega cikla, kjer se porablja kisik O2. Diagram aerobnega meta-
bolizma je predstavljen na sliki 1.1. Ta se pojavlja vecˇinoma pri ponavljajocˇih se
ritmicˇnih gibih in manj intenzivnih fizicˇnih aktivnostih, kot so kolesarjenje, daljˇsi
tek, ples, itd. [10]. Ker se aerobni procesi uporabljajo za dolgotrajne dejavnosti,
imajo visoko kapaciteto in nizko mocˇ [6]. Njihovo kapaciteto lahko merimo s
pomocˇjo zmogljivosti kardio-respiratornega sistema [10]. Vecˇja dobava kisika bo
posledicˇno omogocˇila vecˇ aerobnega metabolizma in proizvajanja molekul ATP.
Za kriterij aerobne kapacitete se je uveljavilo merjenje porabe kisika (V O2).
Anaerobni metabolizem se pojavi, ko primanjkuje kisika, za produkcijo mole-
kul ATP [10]. Formacija ATP poteka preko glikolize in fermentacije, kar pov-
zrocˇa nizko raven ATP, sintezo mlecˇne kisline in akumulacijo laktata v krvi. Dia-
gram anaerobnega metabolizma je predstavljen na sliki 1.1. Mlecˇna kislina zakisa
miˇsice, kar vodi v miˇsicˇno utrujenost [6]. Anaerobni procesi se pojavijo ob in-
tenzivnih aktivnostih, ki trajajo kratek cˇas (sprint, dviganje utezˇi...) [10]. Imajo
veliko mocˇ, vendar nizko kapaciteto [6].
1.2 Merjenje porabe energije
Zaradi kompleksne narave fizicˇne aktivnosti je merjenje porabe energije velik
metodolosˇki izziv [11]. Zhang et al. [11] pri tem izpostavlja, da je pomemben del














malo ATPMlecˇna kis. Laktat
Slika 1.1: Diagram aerobnega in anaerobnega metabolizma. Pri aerobnem meta-
bolizmu formacija ATP poteka preko glikolize in Krebsovega cikla, kjer se pora-
blja kisik [9]. Pri anaerobnem metabolizmu se ATP formirajo preko glikolize in
fermentacije.
porabo energije lahko dolocˇimo z merjenjem toplotnih izgub med subjektom
in kalorimetrom, saj se teoreticˇno vsa mehanicˇna energija v izoliranem sistemu
pretvori v toploto [8]. Tovrstno merjenje imenujemo direktna kalorimetrija [8].
Merilne naprave za direktno kalorimetrijo so izjemno drage in jih uporabljajo le vi-
soko specializirani laboratoriji [8]. Obstaja vecˇ tipov naprav, za vse pa je znacˇilno,
da gre za komore, ki zagotavljajo toplotno ravnovesje. Odzivni cˇasi so dokaj dolgi
in lahko trajajo do 30min, merilna napaka pa se giblje med 1%–2% [8].
Toplota v cˇlovesˇkem telesu nastaja zaradi aerobnega ali anaerobnega metabo-
lizma [9]. Ker ima anaerobni metabolizem nizko kapaciteto in traja kratek cˇas [6],
se je v sˇportu bolj uveljavilo merjenje aerobne kapacitete [9, 12]. Pri aerobnem
metabolizmu se za produkcijo toplote porablja kisik, zato lahko porabo energije
posredno merimo s porabo kisika (V O2) [9]. Tako merjenje imenujemo indirektna
kalorimetrija [8]. Merilne naprave so glede na direktno kalorimetrijo cenejˇse in
manj kompleksne. Vecˇinoma gre za naprave z masko, ki mora biti fiksirana na
nos in usta [8], zato niso primerne za sˇiroko uporabo ali izven-laboratorijske raz-
iskave. Z merilnimi napakami pod 3% in dokaj hitrimi odzivnimi cˇasi prekasˇajo
1.2 Merjenje porabe energije 9
metode direktne kalorimetrije [8].
Za potrebe terenskih raziskav se je razvila tretja skupina merilnih tehnik,
t.i. nekalorimetricˇne metode [8]. poraba energije nastaja zaradi gibanja telesa,
zato se nekalorimetricˇne metode osredotocˇajo na opazovanje kinematike in ostalih
fiziolosˇkih parametrov, ki sodelujejo pri fizicˇnih aktivnostih [8]. Sem sodijo me-
ritve srcˇnega utripa, elektromiografija, uporaba pedometrov in pospesˇkometrov
ter brezkontaktne metode.
1.2.1 Srcˇni utrip
Pri zmerni fizicˇni aktivnosti obstaja linearna povezava med srcˇnim utripom in
porabo kisika [13]. Kar pa tezˇko recˇemo za odnos do porabe energije, saj obstaja
velika varianca med posamezniki [8]. Ta je odvisna od fiziolosˇkih parametrov, kot
so spol, viˇsina, tezˇa in telesna pripravljenost. Prav tako na pravilno estimacijo
porabe energije iz srcˇnega utripa vplivajo emocije in okoljske spremembe [13].
Srcˇni utrip lahko zato uporabimo le v ozkem podrocˇju med 90 bpm in 150 bpm.
Vendar tudi tu lahko dobimo razlike na intervalu [−20 %, 25 %] glede na meritve
indirektnih metod [13].
Ker je srcˇni utrip zelo slab posrednik za estimacijo porabe energije, so razisko-
valci predlagali modele, ki uposˇtevajo dodatne fiziolosˇke parametre [14]. Najbolj
pogosto citirana modela, ki se uporabljata tudi za sˇiroko populacijo, sta Keyte-
lova modela [13]. Pri prvem modelu (1.2) moramo za izracˇun porabe energije W
[kcalmin−1] poznati spol s (1 mosˇki, 0 zˇenska), starost st [leto], tezˇo m [kg], srcˇni
utrip hr [bpm] in maksimalno porabo kisika merjenca V O2max [ml kg
−1min−1].
Korelacijski koeficient CORR tega modela glede na indirektno kalorimetrijo znasˇa
0,812 [14].
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W =−59,3954 + s (−36,3781 + 0,271 st+ 0,394 m
+ 0,404 v + 0,634 hr) + (1− s)
· (0,274 st+ 0,103 m+ 0,380 V O2max + 0,450 hr) (1.2)
Drugi Keytelov model (1.3) ne uposˇteva maksimalne porabe kisika V O2max,
ki nam pogosto manjka, in je zato manj tocˇen [13]. Njegov korelacijski koeficient
CORR znasˇa 0,632 [14].
W =s (−55,0969 + 0,6309 hr + 0,1988 m+ 0,2017 st)
+ (1− s) · (−20,4022 + 0,4472 hr − 0,1263 m+ 0,074 st) (1.3)
Charlot et al. [14] je z uporabo drugacˇnih parametrov izboljˇsala rezultate
glede na drugi Keytelov model. Model (1.4) je tako dosegel korelacijski koeficient
CORR = 0,657. Pri tem modelu moramo za izracˇun porabe energijeW [kcal h−1]
poznati srcˇni utrip hr [bpm], viˇsino h [cm], tezˇo m [kg], spol s (1 mosˇki, 2
zˇenski), srcˇni utrip v mirovanju hrr [bpm] in teoreticˇni maksimalni srcˇni utrip
hrtmax [bpm] [14]. Srcˇni utrip v mirovanju je definiran kot srednja vrednost
srcˇnega utripa zadnjih dveh minut pet minutnega mirovanja v lezˇecˇem polozˇaju.
Teoreticˇni maksimalni srcˇni utrip lahko izracˇunamo na vecˇ razlicˇnih nacˇinov.
Najbolj pogosto uporabljena enacˇba za izracˇun je (1.5), vendar pa obstajajo bolj
natancˇni modeli, kot je enacˇba (1.6) [15].
W =171,62 + 6,87 hr + 3,99 h+ 2,3 m
− 139,89 s− 4,26 hrr − 4,87 hrtmax (1.4)
hrtmax =220− st (1.5)
hrtmax =217− 0,85 st (1.6)
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Slaba lastnost modela (1.4) je, da porabo energije racˇunamo na urni interval
in ne na minutnega, kot je obicˇajno. Pri pretvorbi v minutni interval dobimo
priblizˇek, saj s tem uposˇtevamo konstantno vrednost porabe energije na intervalu
1 ure.
1.2.2 Senzorji gibanja
Za predikcijo porabe energije iz opazovanja kinematike se vecˇinoma uporabljajo
pedometri in pospesˇkometri [8]. Pedometri zaznajo premike z vsakim korakom,
vendar pa imajo probleme z obcˇutljivostjo. Ker z njimi ne moremo dolocˇiti dolzˇine
koraka, so zelo slabi prediktorji in se za tovrstna merjenja ne uporabljajo [8].
Merjenje s pospesˇkometri je lahko dokaj natancˇno, saj je pospesˇek sorazmeren
zunanjim silam in zato odrazˇa intenziteto gibanja [16]. Pri tem moramo paziti,
da namesto enoosnih pospesˇkometrov uporabimo triosne, ki dajejo zadovoljive
rezultate [8]. Pospesˇkometri se lahko uporabljajo tako za laboratorijske kot tudi
za terenske raziskave [17], vendar pa, kot pravi Zhang et al. [11], je njihova na-
tancˇnost vprasˇljiva. Faktorji, ki vplivajo na njihovo natancˇnost, so lokacija, nacˇin
pritrditve na telo in zunanje vibracije [16]. Priporocˇljivo je, da jih pritrdimo na
spodnji del hrbta, saj bomo le tako zajeli vecˇino premikov tezˇiˇscˇa telesa pri ak-
tivnostih. Za bolj natancˇne meritve bi morali pospesˇkometre pritrditi tudi na
druge dele telesa, sˇe posebej na okoncˇine [16]. To zmanjˇsuje njihovo prakticˇnost,
saj omejujejo gibanje sˇportnikov in s tem posredno vplivajo na rezultat. Po-
spesˇkometri imajo sˇe eno slabo lastnost. Njihova natancˇnost mocˇno upade, kadar
gibanje ni horizontalno s podlago, kar pomeni, da so neuporabni za hojo ali tek
v hrib, plezanje, itd. [16].
Za primer sˇtudije, ki uporablja kontaktne metode, lahko navedemo [18]. V
tem delu so avtorji dolocˇali porabo energije z regresijskimi modeli. Te so ucˇili na
vecˇdimenzionalnih vektorjih znacˇilk iz kontaktnih senzorjev.
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1.2.3 Brezkontaktne metode
Zaradi omejitev kontaktnih senzorjev, slabih lastnosti srcˇnega utripa in drage
indirektne kalorimetrije, ki se lahko uporablja samo v laboratoriju, so raziskovalci
razvili brezkontaktne metode estimacije porabe energije, kjer dominirajo metode
analize video posnetkov [4, 5, 19, 20, 21].
1.3 Prispevek dela
Nobena od brezkontaktnih metod estimacije energijske porabe ne izkoriˇscˇa polja
gibanja. To je najbolj optimalna resˇitev za sisteme racˇunalniˇskega vida, ki merijo
energijsko porabo, saj je povezana s kinematicˇnim gibanjem. Polja gibanja ne
moremo direktno meriti, zato uporabljamo njegovo aproksimacijo, opticˇni tok.
Uporaba opticˇnega toka je lahko zagotovo bolj natancˇna od do sedaj predlaganih
metod. Seveda tak pristop na podlagi natancˇnosti ne more nadomestiti indirektne
kalorimetrije, lahko pa nadomesti sˇiroko uporabljene kontaktne senzorje. Metoda
je v primerjavi s kontaktnimi senzorji tudi bolj prakticˇna, saj ti omejujejo gibanje
in s tem posredno vplivajo na rezultat.
Pri uporabi opticˇnega toka lahko veliko elementarnih problemov, kot sta pro-
blem rezˇe in paralaksa gibanja, resˇimo z vpeljavo skrbno izbranih deskriptor-
jev. Tako lahko metodo uporabimo pri razlicˇnih modalitetah. Energijsko porabo
lahko merimo iz razlicˇnih zornih kotov in z razlicˇnimi tipi kamer, kot so: RGB,
blizˇnje-infrardecˇe (NIR) in globinske kamere (RGB-D). Z uporabo deskriptorjev
lahko v postopek pridobivanja energijske porabe ucˇinkovito integriramo regresij-
ske modele s strojnim ucˇenjem, na podlagi podpornih vektorjev in parametricˇno
optimizacijo mrezˇnega iskanja.
Vsekakor opticˇni tok ni edini aproksimator polja gibanja. Koncept lahko
razsˇirimo na tridimenzionalni prostor z uporabo prostorskega toka. S slednjim
lahko mocˇno izboljˇsamo natancˇnost postopka, saj dobimo podatke v metricˇnih
enotah. Tudi deskriptorje, ki jih uporabljamo za vecˇjo robustnost opticˇnega toka,
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lahko razsˇirimo na vecˇ dimenzij in tako obdrzˇimo temeljni del postopka.
Kljub specificˇni uporabi predlagane metode za merjenje energijske porabe bi
lahko tako metodo uporabili tudi za druge principe gibanja. Koncept merjenja
s pomocˇjo opticˇnega toka nam omogocˇa, da opravljamo meritve z daljˇsih raz-
dalj, dokler nam opticˇni sistem zagotavlja stabilno sliko. Tako smo se za prikaz
posplosˇitve nasˇega sistema odlocˇili, da bomo preizkusili nasˇ sistem kot detek-
tor dihanja, saj dihanje, enako kot gibanje, predstavlja vrsto telesne aktivnosti.
Zaznavanje dihanja je podrobneje predstavljena v poglavju 1.5
V delu predstavljamo izcˇrpno sˇtudijo o pridobivanju energijske porabe iz po-
datkov 2D ali 3D slike, brez domnev ali zaznav postavitve skeleta. Preucˇili smo
vecˇ modalitet vhodnih podatkov (RGB, NIR in t.i. cˇas preleta, angl. “Time-
of-flight”), razlicˇne pozicije kamer, razlicˇne tehnologije za pridobivanje videopo-
snetkov (IP kamere, vgrajena platforma Raspberry Pi, Microsoft Kinect za Win-
dows V2) in razlicˇne kombinacije obdelovalnih elementov (deskriptorji HOOF in
HAFA, sledenje, filtriranje, glajenje). Poskusi so bili opravljeni v laboratoriju in
na terenu, med tekmami za squash.
V poglavju 2 predstavljamo metode, ki smo jih uporabili v postopku predikcije
dihanja in predikcije energijske porabe. V poglavju 4 opisujemo eksperimente in
njihove rezultate. Na koncu sledi sˇe diskusija, kjer ovrednotimo rezultate.
Manjˇsi del sˇtudije, ki jo predstavljamo v tem delu, je bil objavljen na medna-
rodni konferenci [22], vecˇji del pa bo v obliki cˇlanka poslan v objavo v primerno
znanstveno revijo s faktorjem vpliva.
1.4 Podobna dela
1.4.1 Subjektivna primerjava aktivnosti gibanja
Peker et al. [20] zagovarja staliˇscˇe, da je intenziteta aktivnosti pri opazovanju
video posnetkov subjektivna meritev. Pri opazovanju gibanja v video posnetkih
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bo vsaka oseba zaznala drugacˇno intenziteto. Vsekakor pa bodo vsi prepoznali
hojo kot nizko intenziteto, tek pa kot visoko intenziteto aktivnosti. Na podlagi
tega so zato v delu [20] predstavili izvedbo psihofizicˇnega protokola za primerjavo
meritev intenzitete aktivnosti s pomocˇjo subjektivne reference.
Subjektivni zlati standard so v [20] dolocˇili s 15 merjenci, ki so dolocˇali in-
tenziteto gibanja 294 video posnetkov dolzˇine 1,5 s z lestvico od najmanjˇse do
najvecˇje intenzitete 0–5. Na podlagi strinjanja o intenziteti gibanja med subjekti
so izracˇunali mediano in jo uporabili za zlati standard. Glede na standard so
avtorji [20] primerjali 9 razlicˇnih deskriptorjev, izpeljanih iz vektorjev gibanja.
Ugotovili so, da je pravilnost ocene odvisna od razdalje gibajocˇih se oseb od ka-
mere [20]. Prav tako na pravilnost vpliva tresenje kamere. Na podlagi primerjave
srednje napake med deskriptorji so ugotovili, da so deskriptorji gibanja MPEG-7
primerni za uporabo v tovrstni problematiki [20].
Fiziologija gibanja je v [20] popolnoma izkljucˇena. Tu gre zgolj za primerjave
med deskriptorji in grobo subjektivno oceno intenzitete aktivnosti, ki ne daje
nobenih oprijemljivih informacij. Predstavlja dobro usmeritev za uporabo de-
skriptorjev za namene ocene intenzitete aktivnosti. Ti naj bi temeljili na polju
gibanja, ki je tudi najtesneje povezan s fiziologijo. Prav tako opisuje zametke
problematike merjenja intenzitete aktivnosti, ko opisuje odvisnost estimacije od
razdalje oseb od kamere in njeno premikanje.
1.4.2 Predikcija tipov fizicˇne aktivnosti z video analizo
V sˇtudiji [19] so evaluirali avtomatski sistem za video analizo. S predikcijo tipov
fizicˇne aktivnosti so zˇeleli pokazati, da so dolocˇene metode racˇunalniˇskega vida,
kot je segmentacija slik, zaznavanje in sledenje igralcev z uporabo Kalmanovega
filtra, ravno tako primerne za dolocˇanje fizicˇne aktivnosti kot pospesˇkometri in
orodja za rocˇno oznacˇevanje.
Za eksperimente je Silva et al. [19] uporabil 8 kosˇarkarjev, ki so igrali
20−minutno igro. Kosˇarkarji so imeli okoli pasu pritrjen pospesˇkometer Acti-
1.4 Podobna dela 15
graph GT3X+, ki je sluzˇil kot zlati standard. Za rocˇno oznacˇevanje so uporabili
orodje SOPLAY, pri cˇemer so uporabili dva operaterja (SOPLAY 1 in SOPLAY
2) [19]. Video sistem (CAM) je bil sestavljen iz ene kamere DFK 31BG03.H, po-
vezane po standardu Gigabit Ethernet. Ta je bila pritrjena na strop igriˇscˇa. Upo-
rabili so sˇirokokotno lecˇo Computar T2Z1816CS z goriˇscˇnimi razdaljami 1,8mm–
3,6mm [19]. Snemali so z resolucijo 1024×768 in frekvenco 30 slik na sekundo. S
sledenjem igralcev v koordinatnem sistemu igriˇscˇa so dolocˇili njihove hitrosti [19].
Na podlagi tega so dolocˇili tri tipe fizicˇne aktivnosti, in sicer:
 lahka fizicˇna aktivnost (<0,9m s−1),
 hoja (0,9m s−1–1,8m s−1) in
 fizicˇna aktivnost velike intenzitete (>1,8m s−1).
Rezultati dela [19] so prikazani v tabeli 1.1. Raziskovalci so ugotovili, da
avtomatski sistem za video analizo deluje bolje od rocˇnega oznacˇevanja.
Metoda χ2 e [%]
SOPLAY 1 77,60 8,68
SOPLAY 2 93,10 9,60
CAM 36,40 5,32
Tabela 1.1: Rezultati rocˇnega anotiranja prvega operaterja (SOPLAY 1), rocˇnega
anotiranja drugega operaterja (SOPLAY 2) in avtomatskega sistema za video
analizo (CAM) iz [19]. Za metriko so uporabili χ2 in srednjo procentualno napako
(e). V tabeli so prikazani samo rezultati primerjave s podatki pospesˇkometra
GT3X. Najboljˇsa metoda je odebeljena.
Za razliko od dela v poglavju 1.4.1, v [19] zˇe uporabijo objektivne metode, ki ne
temeljijo na posameznikovi percepciji intenzivnosti fizicˇne aktivnosti. Avtorji so v
delu kategorizirali intenzitete aktivnosti v tri tipe glede na hitrost. V tem pogledu
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gre le za grobo oceno intenzitete. Temelji na premikanju masnega centra, saj ne
opazujejo celotnega telesa. Za bolj jasno evaluacijo v [19] manjkajo uveljavljeni
zlati standardi z indirektno metodo. Tu so zlati standard dolocˇili s pospesˇkometri,
ki imajo zˇe sami po sebi probleme pri oceni, kot smo opisali v 1.2.2.
1.4.3 Ocena energijske zahtevnosti igranja nogometa
V delu [5] so avtorji pokazali, da lahko z video analizo in fizikalnim modelom
ocenimo energijsko zahtevnost igranja nogometa. Nogomet vsebuje tako aerobne
kot anaerobne elemente porabe energije. Kot navaja Osgnach et al. [5], je obre-
menitev igralcev na tekmo okoli 70% maksimalne aerobne kapacitete (V O2max).
Ti na tekmo porabijo 1200 kcal–1500 kcal.
Cˇeprav so metode, s katerimi so ocenili porabo energije in obremenitev v
nogometu, zanesljive, ni bilo razvite sˇe nobene, ki bi merila trenutno porabo [5].
Taksˇna metoda bi bila bolj natancˇna, saj je energijski profil tega sˇporta bistveno
bolj razvejan kot standardne meritve konstantnega teka na tekalni stezi. Igralci
so 70% tekme v nizki intenziteti porabe energije (hitra hoja in lahkoten tek),
ostalo pa v visoki intenziteti, kamor spada sprint [5].
Osgnach et al. [5] zagovarja staliˇscˇe, da najvecˇji del metabolicˇne obremenitve
nastane pri pospesˇevanju in zaviranju, zato so razvili fizikalni model, s katerim
lahko dolocˇijo porabo energije glede na hitrost in pospesˇke [5]. Model predvideva,
da sta konstanten tek v hrib in sprint ekvivalentna, saj se telo v cˇasu sprinta nagne
za dolocˇen kot glede na tla.
Za izracˇun porabe energije igralca v 90min tekmi, so snemali 56 tekem, kjer
je sodelovalo 399 igralcev [5]. Pozicije igralcev v cˇasu tekme so dolocˇili s polav-
tomatskim sistemom SICS, ki uporablja sˇtiri 25Hz kamere. Merilna napaka je
bila 1,0%. Zmogljivost posameznega igralca so dolocˇili s tremi parametri, ki so
jih razdelili na posamezne kategorije [5]:
 hitrost (6 kategorij),
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 pospesˇek (8 kategorij) in
 metabolicˇna mocˇ (5 kategorij).
Avtorji so v [5] dolocˇili, da igralec na tekmo porabi 1107±119 kcal, kar ustreza
opazˇanju ostalih raziskovalcev. Ugotovili so, da je poraba energije pri razlicˇnih
hitrostih podobna, saj naj bi bila bolj odvisna od pospesˇevanja in zaviranja.
Ker so tu racˇunali porabo energije le iz teka, niso uposˇtevali drugih aktivnosti,
kot so skakanje, brcanje zˇoge, itd. Delo ne zajema nobene primerjave modela z
referencˇnimi podatki porabe energije, zato ne moremo z gotovostjo trditi o njegovi
pravilnosti. Metoda uporabe fizikalnega modela je omejena na tek, zato ga ne
moremo uporabiti za vrsto drugih aktivnosti.
1.4.4 Merjenje aktivnosti v tenisu
Tako kot nogomet je tudi tenis kompleksen sˇport, kjer se uporabljata anaerobni
in aerobni metabolizem [4]. Obremenitve so tu nekoliko manjˇse, saj dosegajo
ravni < 60%–70% V O2max. Tudi pri tenisu so ocene srednje vrednosti porabe
energije neprimerne, saj profil intenzitete fizicˇne aktivnosti ni konstanten. V
delu [4] so zato razvili metodo ocene porabe energije s pomocˇjo metabolicˇnih
modelov elementarnih aktivnosti.
Maksimalno aerobno kapaciteto igralcev (V O2max) so dolocˇili z inkremental-
nim testom na sobnem kolesu Monark 824 z 80 rpm in povecˇevanjem 20Wmin−1,
s cˇimer so dosegli izcˇrpanost pod 17min [4]. Za referencˇno dolocˇanje porabe kisika
(V O2) med testi so uporabili prenosni sistem za analizo plinov K4B2.
Profil tenisa so v [4] razdelili na 5 elementarnih aktivnosti: hoja, tek, se-
denje, udarci z loparjem in serviranje. S pomocˇjo merjenja porabe kisika, z li-
nearnim narasˇcˇanjem hitrosti hoje in teka ter linearnim narasˇcˇanjem frekvence
udarcev so dolocˇili linearne metabolicˇne modele za posamezno elementarno ak-
tivnost. Z njimi so racˇunali metabolicˇno mocˇ. Pri tem so uporabili 8 teniˇskih
igralcev [4]. Metabolicˇne modele so uporabili v poenostavljenih matematicˇnih
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modelih ASTRABIO za opisovanje porabe kisika, aerobne in anaerobne porabe
energije, glede na cˇas izvajanja elementarne aktivnosti.
Cˇas izvajanja posameznih aktivnosti so dolocˇili s snemanjem in video analizo
tekme z digitalno kamero Canon MVI 850i s sˇirokokotno lecˇo Canon A28 [4].
Kamera je bila postavljena tako, da je pokrivala igriˇscˇe do mrezˇe.
Z merjenjem 16 iger so dobili za oceno porabe aerobne energije korelacijski
koeficient CORR = 0,93 [4]. Srednja vrednost porabe kisika je za model znasˇala
51,7± 10,5% V O2max. Izmerjena srednja vrednost je bila 52,0± 9,1% V O2max.
Poleg tega so lahko v [4] posebej dolocˇili aerobno in anaerobno porabo energije.
Ugotovili so, da je bilo anaerobne porabe 30% celotne energije, v cˇasu serviranja
in udarcev z loparjem pa se je povecˇala na 95%.
Sama metodologija v [4] dokaj natancˇno dolocˇi porabo energije za posamezne
tipe aktivnosti. Prav tako z razlicˇnimi modeli omogocˇa predikcijo porabe kisika
ter anaerobne in aerobne porabe energije. Validacija modelov je trdna, saj so jih
avtorji primerjali s standardno indirektno kalorimetrijo. Kljub temu lahko v upo-
rabi metabolicˇnih modelov opazimo nekaj pomanjkljivosti. Razvoj metabolicˇnih
modelov ni trivialen in zahteva precej cˇasa. Prav tako je omejen na specificˇno
vrsto sˇporta, ki vsebuje elementarne aktivnosti. Te so s staliˇscˇa racˇunalniˇskega
vida tezˇje dolocˇljive in otezˇujejo razvoj avtomatskih metod, kjer ne potrebujemo
operaterjev.
1.4.5 Ocena porabe energije s senzorji Kinect
Nathan et al. [21] je poskusˇal oceniti porabo energije z Microsoft Xbox Kinect
V1. Gre za sistem zajemanja gibanja brez markerjev, kjer se uporablja globinska
kamera s strukturirano svetlobo [21]. Pridobivanje podatkov s tako napravo je
nevsiljivo, zato se merjenec lahko premika svobodno in naravno.
V [21] so napravo uporabili za snemanje skeletnega modela in modeliranja
porabe energije iz mehanicˇnega dela. Za eksperimente so uporabili 2 kameri
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Kinect v razmiku 60 ◦ glede na merjenca. 19 subjektov je opravljalo 4 razlicˇne vaje
najmanj 4 minute [21]. Med vajami so merjenci stoje mirovali, dokler se poraba
kisika ni umirila na zˇe prej kalibrirano stojno mirovno metabolicˇno stopnjo. Za
zlati standard so uporabili avtomatski sistem Cortex Metamax 3B za analizo
plina [21].
Iz premikov posameznih segmentov skeletnega modela so v [21] dolocˇili
razlicˇne znacˇilke. Med njimi so dolocˇili koncentricˇne in ekscentricˇne kontrak-
cije miˇsic za masni center, spodnje in zgornje okoncˇine ter faktor drzˇe. Ta je
predstavljal kolicˇino dela, ki ga porabi telo za ohranitev poze [21]. Za predikcijo
so uporabili Gaussovo regresijo (GPR), lokalno utezˇeno regresijo K-najblizˇji so-
sed (KNNR) in linearno regresijo (LINR). Rezultati modelov v obliki metrik so
prikazani v tabeli 1.2.
Model RMSE [kJ] e [%] CCC
GPR 8,384 35,64 0,879
KNNR 8,415 29,76 0,847
LINR 10,229 29,39 0,847
Tabela 1.2: Rezultati modela Gaussove regresije (GPR), modela lokalno utezˇene
regresije K-najblizˇjega soseda (KNNR) in modela linearne regresije (LINR) iz
dela [21]. Avtorji so za prikaz rezultatov uporabili koren srednje kvadratne napake
(RMSE), srednjo procentualno napako (e) in konkordancˇni korelacijski koeficient
(CCC). Najboljˇsi rezultati posamezne metrike in modela so odebeljeni. Najbolje
se je izkazal model GPR [21].
Avtorji [21] so ugotovili, da z njihovo metodo lahko dobro ocenijo porabo
energije le za aktivnosti visoke intenzitete, kot je skakanje. To omejuje uporabnost
take metode, saj so, odvisno od sˇporta, pomembne aktivnosti vseh intenzitet [5].
Prav tako je metoda omejena z opremo, saj moramo imeti senzorje, ki omogocˇajo
razpoznavanje skeleta. Za razliko od prejˇsnjih del, ki temeljijo na fizicˇnih in
metabolicˇnih modelih [5, 4], to metodo lahko apliciramo na razlicˇne sˇporte.
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1.5 Zaznavanje dihanja
Zaznavanje dihanja je zelo pomembna v medicini, saj je dihanje eno izmed osnov-
nih zˇivljenjskih funkcij. Seveda obstaja zˇe veliko literature in aplikacij na to
temo [23].
Velik poudarek pri spremljanju dihanja dajejo zaznavanju sindroma spalne
apneje [23]. Gre za pogosto in resno zdravstveno stanje [24], kjer prihaja do
krajˇsih zastojev dihanja [25]. Pojavljajo se cˇez celo nocˇ in zmanjˇsujejo kvaliteto
spanca. Pomanjkanje spanca vpliva na kvaliteto zˇivljenja in povecˇuje nagnjenost
k zdravstvenim tezˇavam [26]. Apneja lahko povzrocˇa depresijo in diabetes. Prav
tako je povezana s kardiovaskularnimi obolenji [27].
Obstajata dva tipa sindroma spalne apneje. Vzrok centralne spalne apneje
je okvara mozˇganskega centra za nadziranje dihanja [28]. Mozˇgani so nezmozˇni
generiranja signalov za ritmicˇno dihanje, kar povzrocˇi pomanjkanje respiratornega
gibanja prsnega kosˇa in abdomna. Obstruktivno spalno apnejo povzrocˇi kolaps
mehkega tkiva v grlu. Tkivo zapre dihalne poti, kar povzrocˇi premikanje prsnega
kosˇa in abdomna v nasprotni smeri.
Trenutni klinicˇni standard za diagnozo sindroma spalne apneje je polisomno-
graf (PSG) [29], kjer uporabljamo razlicˇne kontaktne senzorje za meritve razlicˇnih
fiziolosˇkih parametrov [30]. Ker so senzorji pritrjeni na pacienta, ga motijo med
spanjem. Kljub problemom kontaktnih senzorjev so tovrstne meritve dokaj na-
tancˇne in z nizko stopnjo napak. Najvecˇja tezˇava polisomnografske meritve je v
tem, da je zelo draga in ni primerna za dolgotrajno opazovanje pacientov.
Bolj dostopna alternativa za zaznavanje respiratornih motenj je pulzna oksi-
metrija [31]. Tu merimo ponavljajocˇe se fluktuacije v nasicˇenosti kisika v arterijah
(SpO2) [32]. Obstaja kar nekaj kazalnikov za predikcijo sindroma spalne apneje,
ki so opisani v [31, 33]. Najpogosteje se uporablja 4% zmanjˇsanje nasicˇenosti
glede na delovno tocˇko signala. Na podlagi raznih raziskav [34, 33, 31, 32] je
natancˇnost oksimetrije podobna natancˇnosti PSG, zato se lahko uporablja kot
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alternativa za diagnozo sindroma spalne apneje.
Po drugi strani danes obstaja zˇe kar nekaj brezkontaktnih metod na pod-
lagi racˇunalniˇskega vida, ki ne motijo spanca in posledicˇno ne ogrozˇajo rezulta-
tov. Vecˇinoma se uporabljajo infrardecˇe kamere s sledenjem premikanja prsnega
kosˇa [23]. Nekateri so poskusˇali tudi z globinskimi kamerami [17], kamerami s
cˇasom preleta [35] in razvojem namenskih senzorjev [27].
Za sledenje premikanja prsnega kosˇa se uporabljajo standardne metode za za-
znavanje gibanja. Razliko med slikami so uporabili v delu [36], opticˇni tok pa v
delu [37]. Ker je dihanje ciklicˇno gibanje in je nagnjeno k okluzijam, avtorji v
delu [38] zagovarjajo staliˇscˇe, da te metode niso primerne za to problematiko. V
delu [22] so avtorji pokazali, da lahko z uporabo namenskih deskriptorjev nare-
dimo bolj robusten opticˇni tok, s katerim smo sposobni zaznati dihanje.
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2 Metode
2.1 Geometrijski model kamere
Za geometrijski model kamere uporabimo perspektivni model, ki je predstavljen















Slika 2.1: Perspektivni model kamere.
Koordinatni sistem kamere (KSK) je postavljen tako, da opticˇna os sovpada z
Z osjo. Zaradi poenostavitve KSK sovpada z globalnim koordinatnim sistemom.
Srediˇscˇe KSK O se imenuje projekcijsko srediˇscˇe, skozi katerega se tocˇka prizora
p = [X Y Z]⊤ projicira na slikovno ravnino [39].
Slikovna ravnina (angl. Image plane) je ravnina Ω ⊂ R2, ki lezˇi na razdalji f
od projekcijskega srediˇscˇa O. Razdalja f se imenuje goriˇscˇna razdalja (angl. Focal
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length) [39]. Tocˇka c = [cx cy]
⊤ se nahaja na poziciji, kjer opticˇna os prebada
slikovno ravnino Ω. Imenuje se opticˇno srediˇscˇe slikovne ravnine (angl. Principal
point). Tocˇka q = [x y]⊤ se nahaja na poziciji, kjer daljica med projekcijskim
srediˇscˇem O in tocˇko prizora p prebada slikovno ravnino Ω [39]. Tocˇka je slika
prizora q = [x y]⊤, kjer sta x in y slikovni koordinati. Kadar je c = [0 0]⊤, lahko





2.1.1 Diskretna slikovna ravnina
Slikovne koordinate so v resnici diskretne, saj sliko sestavlja polje slikovnih ele-
mentov λ s sˇirino λu in dolzˇino λv [39]. V splosˇnem je enacˇba slikovnih koordinat
x in y v metricˇnih enotah (2.2), kjer sta u in v slikovni koordinati v pikslih. Tocˇka
c = [cu cv]
⊤ je opticˇno srediˇscˇe v pikslih.
x = λu(u− cu) (2.2a)
y = λv(v − cv) (2.2b)
Cˇe uporabimo homogene koordinate, lahko ob uposˇtevanju enacˇb (2.1) in (2.2)













Matrika Mint v enacˇbi (2.3) je intrinzicˇna matrika [39]. Predstavljena je z
enacˇbo (2.4) in vsebuje intrinzicˇne parametre kamere, kjer sta fu in fv dolocˇena




fu 0 cu 0
0 fv cv 0














Koordinatni sistem kamere lahko transliramo in rotiramo tako, da ne sovpada


















Slika 2.2: Koordinatni sistem kamere (KSK) in globalni koordinatni sistem
(GKS). KSK je predstavljen s cˇrnimi osmi. GKS je predstavljen z rdecˇimi osmi.
Koordinatna sistema med sabo ne sovpadata.
Translacijo koordinatnega sistema kamere lahko opiˇsemo z vektorjem t =
[tx ty tz]
⊤ [39].
Rotacijo koordinatnega sistema kamere lahko opiˇsemo z Eulerjevimi koti φ, θ
in ψ [40]. S kotom φ rotiramo okoli z osi (angl. Roll). Rotacija je predstavljena
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z enacˇbo (2.6). Kot θ predstavlja rotacijo okoli x osi (angl. Pitch). Rotacija je


















− sin(ψ) 0 cos(ψ)
⎤⎥⎥⎦ (2.8)
Kadar opravimo vse rotacije osi glede na fiksni globalni koordinatni sis-
tem po vrstnem redu Rψ, Rθ in Rφ, lahko rotacijsko matriko R opiˇsemo z
enacˇbo (2.9) [40].
R = RφRθRψ (2.9)
Translacijo t in rotacijo R lahko zdruzˇimo v matriko premika koordinatnega
sistema kamere glede na globalni koordinatni sistem, ki jo imenujemo ekstrinsicˇna







Z uposˇtevanjem premika kamere lahko enacˇbo (2.3) zapiˇsemo v obliko (2.11).
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Predpostavljamo, da poraba energije v cˇlovesˇkem telesu zaradi njegovega gibanja
prevladuje nad vsemi drugimi vzroki. Zato jo lahko izpeljemo z opazovanjem
kinematike [8] cˇlovesˇkega telesa, cˇe vse druge vzroke za porabo energije sˇtejemo
kot sˇum.
Po perspektivnem modelu kamere iz poglavja 2.1 naj bo delec z maso m
predstavljen kot tocˇka prizora p na sliki 2.3. Gibanje delca p lahko predstavimo z
vektorjem hitrosti v = [vX vY vZ ]
⊤, v ∈ V ⊂ R3, kjer so vX , vY in vZ hitrosti glede
na posamezno os in V vektorski prostor. Kadar imamo v prostoru vecˇ masnih
delcev, mnozˇico vektorjev hitrosti imenujemo polje hitrosti (angl. Velocity Field)
H : R3 → V , kjer velja p ↦→ v [39].
Relativno gibanje delca p glede na koordinatno izhodiˇscˇe kamere O lahko
opiˇsemo kot:
v = −T − ω × p, (2.13)










Slika 2.3: Predstavitev delca p v koordinatnem sistemu kamere. Delec je pred-
stavljen kot tocˇka prizora z vektorjem hitrosti v [39].







−TX − ωYZ + ωZY
−TY − ωZX + ωXZ
−TZ − ωXY + ωYX
⎤⎥⎥⎦ . (2.14)
Gibanje telesa v prostoru lahko opiˇsemo s poljem hitrosti H .
2.3 Opticˇni tok
Za namen razlage uposˇtevamo perspektivni model kamere iz poglavja 2.1 in model
gibanja iz poglavja 2.2. Dodatno uposˇtevamo, da se osvetlitev ne spreminja.
q je slika delca p na slikovni ravnini Ω. Delec in njegova slika sta predstavljena
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Slika 2.4: Pri preslikavi polja hitrosti H na slikovno ravnino Ω dobimo opticˇni
tok O. V koordinatnem sistemu kamere (KSK) ima gibajocˇi delec p s hitrostjo
v ∈ H sliko q s hitrostjo polja gibanja u ∈ G. V resnici lahko dobimo le
aproksimacijo vektorja polja gibanja u. Aproksimacija je vektor opticˇnega toka
w ∈ O.
Razsˇirjena oblika enacˇbe (2.15), kjer uposˇtevamo (2.14), je zapisana z
enacˇbo (2.16) [39]. Prvi cˇlen v posamezni enacˇbi predstavlja translatorni del,
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Kadar imamo na slikovni ravnini vecˇ slik delcev, mnozˇico vektorjev hitrosti u
imenujemo polje gibanja (angl. Motion Field) G : Ω → U , kjer velja q ↦→ u [39].
Polje gibanja G lahko razumemo kot projekcijo polja hitrosti H na slikovno
ravnino, zato ta predstavlja idealno rekonstrukcijo gibanja. V praksi do polja
gibanja ne moremo dostopati, zato se posluzˇujemo njegovih priblizˇkov.
Video posnetek je sestavljen iz sekvence slik, kar lahko opiˇsemo kot funkcijo
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osvetljenosti slikovnega elementa I(x, t), na poziciji x = [x y]⊤, ob cˇasu t [41].
Gibanje oseb opazimo kot premikanje pikslov skozi cˇas, pri cˇemer predpostavimo,
da osvetljenost posameznega piksla ostaja konstantna [39]. Stacionarnost osve-

















To lahko zapiˇsemo z vektorjem hitrosti slikovnega elementa w ∈ W ⊂ R2 v
kompaktnejˇso obliko
(∇I)⊤w + It = 0. (2.18)
Enacˇba (2.18) predstavlja omejitev opticˇnega toka [39]. Cˇe v enacˇbi (2.18) nor-
maliziramo prostorski gradient (∇I), v enacˇbi (2.19) opazimo, da lahko dolocˇimo
le hitrost, ki je vzporedna prostorskemu gradientu. Pojav je znan kot problem




∥∇I∥ = wn (2.19)
Problem rezˇe si lahko razlagamo na nacˇin opazovanja gibanja daljice na beli
podlagi skozi rezˇo tako, da ne vidimo koncev. Zaradi omejene vizualne infor-
macije lahko dolocˇimo hitrost le v pravokotni smeri na daljico [39]. Razlaga je
predstavljena na sliki 2.5.
Kadar imamo na slikovni ravnini vecˇ premikajocˇih slikovnih elementov, vek-
torsko polje hitrosti w imenujemo opticˇni tok (angl. Optical flow) O : Ω → W ,
kjer velja q ↦→ w [39]. Opticˇni tok je dobra aproksimacija polja gibanja v tocˇkah
visokega prostorskega gradienta svetlosti in konstantne osvetlitve.
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wn
w
Slika 2.5: Problem rezˇe. Ker skozi rezˇo ne vidimo koncev daljice, lahko dolocˇimo
le hitrost v pravokotni smeri na daljico wn [39].
2.3.1 Metode estimacije opticˇnega toka
Metode estimacije opticˇnega toka O v grobem delimo na diferencialne in uje-
malne metode [39]. Z diferencialnimi metodami racˇunamo opticˇni tok z uporabo
parcialnih diferencialnih enacˇb ali z uporabo minimizacijskih metod. Z metodami
dobimo gost opticˇni tok, kar pomeni, da je opticˇni tok dolocˇen za vsak slikovni
element [39]. Te metode zelo natancˇno opisujejo opticˇni tok in ne proizvajajo
vrednosti, ki lokalno odstopajo, zato je opticˇni tok gladek [42]. Glavna tezˇava
teh metod je, da so racˇunsko zelo zahtevne [39].
Pri ujemalnih metodah racˇunamo opticˇni tok le na znacˇilnih tocˇkah [39].
Zaradi uporabe znacˇilk so lahko te metode bolj efektivne, saj ne potrebujemo
dolocˇevanja korespondenc za vse piksle. Prav tako se lahko uporabijo za racˇunanje
opticˇnega toka v realnem cˇasu, saj niso racˇunsko zahtevne. Po [39] je njihova
najvecˇja tezˇava, da racˇunajo redek opticˇni tok, ki je dolocˇen le za slikovne ele-
mente, ki predstavljajo znacˇilne tocˇke. Prav tako delujejo dobro le pri majhnih
premikih, ker temeljijo na Taylorjevi aproksimaciji enacˇbe (2.18) [41].
V nadaljevanju predstavljamo diferencialno metodo Farneba¨ck.
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2.3.1.1 Algoritem Farneba¨ck
Algoritem temelji na estimaciji premika z razcˇlenjevanjem polinoma po
enacˇbi (2.20), kjer je A simetricˇna matrika, b vektor in c skalar [43].
f(x) ∼ x⊤Ax+ b⊤x+ c (2.20)
Ideja temelji na tem, da aproksimiramo okolico piksla s kvadraticˇnim po-
linomom, pri cˇemer zˇelimo najti premik piksla na poziciji x z minimizacijo
enacˇbe (2.23) in omejitvijo (2.24). A1(x) in b1(x) sta razcˇlenitvena koeficienta
za prvo sliko, A2(x) in b2(x) sta koeficienta za drugo sliko in w(∆x) je utezˇna











A(x)d(x) = ∆b(x) (2.24)






Evaluacija algoritma je bila narejena v [44]. Rezultati so povzeti v tabeli 2.1.
Algoritem so preverjali s procesorjem z 1 jedrom in frekvenco delovanja 2,5GHz.
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Out-Noc Out-All Avg-Noc Avg-All Gostota Cˇas izvajanja
47,59 % 54,00 % 17,3 px 25,3 px 100,00 % 1 s
Tabela 2.1: Evaluacija algoritma Farneba¨ck v KITTI Vision Benchmark 2012 [44].
Metrika Out-Noc predstavlja odstotek pikslov, ki tezˇijo k napakam v obmocˇju,
kjer ni prekrivanja. Out-all je odstotek pikslov, ki tezˇijo k napakam v celoti.
Avg-Noc je povprecˇna napaka disparitete v obmocˇjih neprekrivanja. Avg-All je
povprecˇna napaka disparitete v celoti. Gostota predstavlja odstotek pikslov, za
katere je metoda dolocˇila referenco [44].
2.4 Prostorski tok
Opticˇni tok O predstavlja aproksimacijo polja gibanja G, ta pa je projekcija
polja hitrosti H na slikovno ravnino Ω [39]. Cˇe pogledamo z druge perspektive,
je opticˇni tok O pravzaprav projekcija aproksimacije polja hitrosti H , ki jo po
analogiji lahko imenujemo prostorski tok (angl. Scene Flow) [45].
Za namen razlage uposˇtevamo enake omejitve kamere, masnega delca in
osvetlitve, kot v poglavju 2.3. Predpostavimo, da imamo v prostoru povrsˇino
f(x, y, z) = 0, na kateri imamo gibajocˇ tocˇkovni delec p = p(t). Na slikovni
ravnini Ω imamo njegovo sliko q [45]. Vizualni prikaz prizora lahko vidimo na
sliki 2.6.
Ker je slika projekcija delca na slikovno ravnino Ω, lahko zapiˇsemo q = q(p).
Hitrost slike dolocˇimo po enacˇbi (2.26), ki predstavlja enacˇbo vektorja opticˇnega










Cˇe predpostavimo, da imamo dovolj informacije o sistemu, da lahko dolocˇimo
inverzno funkcijo p = p(q, t), kjer je masni delec p projekcija slike q, lahko














Slika 2.6: Vizualni prikaz vektorja prostorskega toka w. V prostoru imamo
povrsˇino f , na kateri lezˇi gibajocˇi se tocˇkovni delec p [45]. Na slikovni ravnini Ω
imamo sliko delca q s prostorskim tokom w.
iz dveh delov. Prvi cˇlen je projekcija vektorja opticˇnega toka w na tangentno
ravnino povrsˇine f v tocˇki, kjer se nahaja delec p [45]. Drugi cˇlen je hitrost
















Kadar imamo v prostoru vecˇ med seboj neodvisnih premikajocˇih se masnih
delcev, vektorsko polje hitrosti µ imenujemo prostorski tok (angl. Scene Flow)
S :W × R→M, kjer velja
(w, Z˙) ↦→ µ (2.28)
Z˙ predstavlja hitrost spreminjanja globine [46].
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2.4.1 Metode estimacije prostorskega toka
Konvencionalne metode estimacije prostorskega toka so se razvile iz opticˇnega
toka in dodatne informacije o globini [46]. Slednjo lahko pridobimo s stereo
parom kamer ali z uporabo sistemov vecˇ kamer [47]. Vektor hitrosti prostorskega




, kjer sta (wx, wy)
komponenti vektorja opticˇnega toka w, d˙ pa cˇasovna sprememba disparitete [46].
Z razvojem kamer, ki temeljijo na principu merjenja cˇasa preleta (angl.
“Time-of-flight”, ToF) smo dobili cenovno dostopne in natancˇne sisteme, ki
omogocˇajo implementacijo hitrih algoritmov prostorskega toka [46, 47]. Ti




{ED(µ) + ER(µ)}. (2.29)
Podatkovni del minimizacijskega problema je oznacˇen z ED(µ), regulari-
zacijski del pa z ER(µ). Podatkovni del izracˇunamo po enacˇbi (2.32), kjer
uposˇtevamo konstantno osvetljenost po (2.30) in konsistentnost spreminjanja glo-
bine po enacˇbi (2.31). V slednji je Ψ cenilka. Obicˇajno je uporabljena L2 norma










Z(q +∆q)− Z(q)− Z˙(q))
)
(2.31)
ED = EKO + αEKG (2.32)
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V nadaljevanju predstavljamo globalno variacijsko metodo PD-Flow.
2.4.1.1 Algoritem PD-Flow
Algoritem spada pod globalne variacijske metode [47]. Za cenilko Ψ v (2.30)















kjer sta empiricˇno dolocˇena parametra µ0 = 75 in kµ = 1000. Za izracˇun
enacˇbe (2.32) uporabljajo hierarhicˇno metodo grajenja slikovne piramide [47].
Jaimez et al. v delu [47] predstavi nov regularizacijski del (2.35), kjer uposˇteva
sˇe geometrijo prizora s faktorjem r (2.36). Z njim uposˇteva, da lahko sosednji

































Evaluacija algoritma PD-Flow je prikazana v tabeli 2.2. V tabeli so zapisani
sˇe rezultati algoritma RGB-D flow, ki za cenilko Ψ ravno tako uporablja normo
L1 o [47]. Opazimo lahko, da se PD-Flow po metrikah bolje odnese. Najvecˇje
izboljˇsanje vidimo pri cˇasu izvajanja algoritma.
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Algoritem NRMS-V AAE Cˇas izvajanja [s] MAX-V [m]
PD-Flow 0,068 6,653 7,150 0,111
RGB-D flow 0,096 15,58 119,1 0,111
Tabela 2.2: Evaluacija algoritma PD-Flow in primerjava z algoritmom RGB-D
flow, ki uporablja enako cenilko Ψ [47]. Za metrike se uporabljata povprecˇna ko-
tna napaka (AAE) in normaliziran koren srednje kvadraticˇne napake magnitude
hitrosti (NRMS-V), kjer se najvecˇja magnituda (MAX-V) uporablja za normali-
zacijo [47]. Opazimo lahko, da se PD-Flow po metrikah bolje odnese. Najvecˇji
izboljˇsanje vidimo pri cˇasu izvajanja algoritma. Odebeljene vrednosti predsta-
vljajo najboljˇso vrednost.
2.5 Deskriptorji
Klasicˇne metode opticˇnega toka so obcˇutljive na sˇum, diskontinuitete gibanja in
spremembe v osvetljenosti objekta [42]. Pri novejˇsih metodah sˇe vedno obstaja
problem pravilne ocene amplitude gibanja zaradi pojava paralakse [48] – objekti,
ki so bolj oddaljeni od kamere imajo manjˇso jakost opticˇnega toka.
Ker je prostorski tok projekcija opticˇnega toka v prostor, ima podobne pro-
bleme kot opticˇni tok [46]. Vecˇja natancˇnost algoritma zahteva vecˇjo racˇunsko
zahtevnost, kar vodi v manjˇso ucˇinkovitost. Okluzija, ki se lahko pogosto po-
javi, krsˇi konsistentnost podatkov skozi cˇas in lahko vodi v napacˇno dolocˇitev
korespondenc [46]. Pri hitrem gibanju vecˇina algoritmov ne deluje, saj temeljijo
na predpostavki kratkih premikov na cˇasovno enoto. Zaradi sprememb osvetlitve
prizora postane ocena prostorskega toka neuporabna [46]. Prav tako lahko pride
do problemov, ko imamo pomanjkanje teksture, saj tezˇje izracˇunamo gradient.
Surova opticˇni in prostorski tok zaradi vrste problemov nista primerna za
opis gibanja, cˇeprav predstavljata najbolj naravno metodo ocene porabe ener-
gije. Tudi cˇe zagotovimo idealno okolje (kontinuiteta gibanja, konstantna osve-
tljenost, pocˇasno gibanje in dobra tekstura), imamo sˇe vedno tezˇavo s sˇumom
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zaradi senzorja CCD [41]. Ravno tako se ne moremo znebiti paralakse ali zagoto-
viti neodvisnosti od smeri po X osi koordinatnega sistema kamere [49]. Pri tem
moramo opozoriti, da se sˇtevilo slikovnih elementov, ki predstavljajo merjenca,
spreminja skozi cˇas. Vsa dejstva stremijo k tem, da moramo za pravilno merje-
nje porabe energije uporabiti deskriptorje, ki izboljˇsajo robustnost opticˇnega in
prostorskega toka [49].
2.5.1 Histogrami orientiranega opticˇnega toka
Ko se cˇlovek premika, se opticˇni tok temporalno spreminja. Lahko recˇemo, da
se spreminja karakteristicˇni profil opticˇnega toka [49]. Prva ideja za deskriptor
bi bila distribucija opticˇnega toka. Ker se profil spreminja zaradi paralakse,
potrebujemo deskriptor, ki je invarianten na skalo in smer gibanja [49].
Chaudhry et al. [49] predlaga uporabo histogramov orientiranega opticˇnega
toka (HOOF), kjer vsak vektor opticˇnega toka zlozˇimo v stolpec glede na njegov
kot, in ga utezˇimo z njegovo velikostjo.
Vektorju opticˇnega toka w = [wx wy]
⊤ dolocˇimo smer (2.38) in ampli-























Interval smeri (2.39) pomeni, da vektorju w dolocˇimo stolpec b, za katerega
velja 1 ≤ b ≤ NHOOF , pri cˇemer je NHOOF celotno sˇtevilo stolpcev histograma, na
podlagi smeri Θ [49]. Pri tem moramo za smer Θ uposˇtevati najmanjˇsi predznacˇen
kot med vektorjem w in koordinatno osjo x koordinatnega sistema slikovne rav-
nine Ω. Torej uposˇtevamo samo kote na intervalu (2.40), kote na intervalu (2.41)
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pa preslikamo na interval (2.40). Interval (2.40) razdelimo na NHOOF podinter-

















Vsak vektor w, ki lezˇi v podintervalu ali stolpcu b, bo prispeval svojo velikost




















Slika 2.7: Prikaz dolocˇitve HOOF histograma glede na kot vektorja opticˇnega
toka w. Slika prikazuje dolocˇitev za 6 stolpcev.
Preslikava intervala (2.41) v interval (2.40) omogocˇa neodvisnost histograma
vzdolzˇ x osi [49]. Z normiranjem histograma dobimo invariantnost na skalo [49].
Ker je vsak prispevek vektorja sorazmeren njegovi amplitudi, sˇumni vektorji ni-
majo vpliva na obliko histograma [49]. Posledicˇno lahko dolocˇimo histogram za
celotno sliko in zato ne potrebujemo segmentacije ali subtrakcije gibajocˇe se osebe
iz ozadja.
Edini parameter, ki ga moramo dolocˇiti za znacˇilke HOOF, je sˇtevilo stolpcev
histograma NHOOF . Chaudry et al. [49] pravi, da moramo za dobro delovanje
dolocˇiti najmanj 30 stolpcev.
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2.5.2 Histogrami absolutnih tokovnih amplitud
Deskriptor HOOF modelira smer gibanja, zato vsebuje le del informacije, ki jo po-
trebujemo za esetimacijo porabe energije. Ostalo informacijo vsebuje amplituda
gibanja, ki jo dobimo z amplitudo vektorja opticˇnega toka. Idejo deskriptorja
za modeliranje amplitude gibanja smo dobili v delu [50], kjer so avtorji za opis
gibanja uporabili histograme opticˇnega toka (HOF). Gre za histograme v dveh di-
menzijah, ki posebej kvantizirata amplitudo in smer opticˇnega toka v podregijah
slike.
Vektor opticˇnega toka w, ki je opredeljen v poglavju 2.5.1, ima amplitudo
dolocˇeno na intervalu (2.42).
[0,∞) (2.42)
Interval (2.42) lahko kvantiziramo po enacˇbi (2.43). Ta pomeni, da vektorju
w dolocˇimo stolpec b, za katerega velja 1 ≤ b ≤ NHAFA, pri cˇemer je NHAFA
celotno sˇtevilo stolpcev histograma na podlagi amplitude ∥w∥. S tako kvantiza-
cijo omejimo zgornjo mejo intervala (2.42) na parameter histograma NHAFA. Ko
tak histogram normiramo, ga imenujemo histogram absolutnih tokovnih amplitud
(HAFA). Dolocˇitev histograma HAFA je prikazana na sliki 2.8.
b− 1
NHAFA
≤ ∥w∥ < b
NHAFA
(2.43)
2.5.3 Razsˇiritev histogramov za uporabo s prostorskim tokom
Histograma HOOF in HAFA lahko uporabimo tudi za tridimenzionalni prostorski
tok µ. Enacˇbo amplitude (2.37) lahko zamenjamo z enacˇbo amplitude (2.44) za


































Slika 2.8: Prikaz dolocˇitve histograma HAFA glede na velikost vektorja opticˇnega
toka w. Slika prikazuje dolocˇitev za 3 stolpce.
Smer Θ dolocˇimo s preslikavo vektorja prostorskega toka µ na slikovno ravnino







Enacˇbe temeljijo na obrazcih za prehod iz kartezicˇnih koordinat (x, y, z) na
sfericˇne koordinate (r, φ, Θ) [51], pri cˇemer uposˇtevamo postavitev koordinatnega
sistema po perspektivnem modelu kamere iz poglavja 2.1. Slika 2.9 prikazuje
sfericˇne koordinate v koordinatnem sistemu kamere, kjer zaradi poenostavitve
slikovna ravnina poteka skozi koordinatno izhodiˇscˇe O. Za koordinato r velja






φ pa na intervalu [0, 2π).
S tako uporabljenimi enacˇbami za histograme izgubimo informacijo o smeri v
histogramu HOOF, saj kota φ ne uposˇtevamo. To je sprejemljivo, saj nam mora
histogram omogocˇati neodvisnost v smeri premikanja od leve proti desni [49].












Slika 2.9: Sfericˇne koordinate v koordinatnem sistemu kamere nam omogocˇajo
razsˇiritev histogramov za uporabo s prostorskim tokom.
2.6 Matematicˇni modeli
Deskriptorja HOOF in HAFA sta relativno nizko dimenzijski predstavitvi gibanja.
Njuna povezava s porabo energije ni znana. Da bi resˇili ta problem, moramo upo-
rabiti regresijsko modeliranje, s katerim napovedujemo trenutno porabo energije
za vsako sliko zaporedja.
Metode strojnega ucˇenja s podpornimi vektorji (SVM) se pogosto uporabljajo
za klasifikacijo in regresijo [52]. Njihova popularnost temelji na visoki uspesˇnosti
generalizacije brez potrebe po predhodnem znanju [53]. Njihova performanca
delovanja ni odvisna od sˇtevila znacˇilk, saj jih obicˇajno uporabljamo v primerih,
ko ima vhodni prostor znacˇilkWn veliko mocˇ n. Cilj teh metod je, da generiramo
matematicˇni model in ga uporabimo za predikcijo izhoda y [54].
2.6.1 Linearno locˇljiva ucˇna mnozˇica
Imamo ucˇne vzorce {xi, yi} ∈ Ul, kjer je xi ∈ Xl ⊂ Rn ∀i = 1, . . . , l vektor znacˇilk
oziroma deskriptor, in yi ∈ Ωl ⊂ R ∀i = 1, . . . , l oznake razredov objektov [53].
Za ponazoritev razlage naj bosta dva razreda yi ∈ {−1, 1}.
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Pri postopku s podpornimi vektorji v splosˇnem iˇscˇemo koeficiente
w ∈ W ⊂ Rm locˇilnih mej ali hiper-ravnin in prag b, ki razmejujejo prostor Rn
tako, da so enako oddaljeni od vzorcev x iz razlicˇnih razredov Ci ∀i = 1, . . . , p,
kot je prikazano na sliki 2.10 [53]. Pri tem velja omejitev




















Slika 2.10: Prikaz locˇevanja vzorcev na razrede s podpornimi vektorji. Na sliki je
prikazan primer locˇevanja na dva razreda.
Cˇe hiper-ravnina obstaja, pravimo, da je mnozˇica Ul linearno locˇljiva [53]. Ker
zˇelimo dolocˇiti locˇilno mejo s cˇim sˇirsˇim robom, moramo minimizrati ∥w∥2, saj je
razdalja med mejo in najblizˇjo tocˇko 1∥w∥ . To naredimo z vpeljavo Lagrangeovih













yiαi = 0, αi ≥ 0; i = 1, . . . , l (2.48)







Ucˇnim vzorcem, za katere so α0i > 0, pravimo podporni vektorji [53].
2.6.2 Linearno nelocˇljiva ucˇna mnozˇica
Pri linearno nelocˇljivi ucˇni mnozˇici Ul uvedemo dodaten vektor spremenljivk
ξ ∈ Λi in resˇujemo optimizacijski problem (2.50), kjer je C > 0 regularizacij-














) ≥ 1− ξi, ξi ≥ 0
(2.50)
2.6.3 Funkcije jedra
V primeru, ko ucˇnih vzorcev ne moremo razmejiti brez napak v linearno hiper-
ravnino, jih lahko preslikamo v vecˇ razsezˇni prostor z nelinearno preslikavo φ :
X ⊂ Rn → M ⊂ Rm, n < m, kjer lahko postanejo linearno separabilni [53, 55].
V enacˇbi (2.47) namesto x⊤i xj uporabimo φ(xi)
⊤φ(xj). Preslikovanja vzorcev v
m-razsezˇni prostor se lahko znebimo s t.i. ukano jedra (angl. Kernel trick), kjer
uporabimo implicitno preslikavo K : X × X → R [55]. V skladu z Mercerjevim
izrekom mora biti K(xi,xj) simetricˇna in pozitivna funkcija. Takrat obstaja
preslikava φ, tako da velja K(xi,xj) = φ(xi)
⊤φ(xj).
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2.6.3.1 Jedro radialnih baznih funkcij
Jedro radialnih baznih funkcij (RBF) ima naslednjo obliko z enim hiper-
parametrom γ [54]:





Avtorji v [54] zagovarjajo, da pri ucˇenju najprej poskusimo z jedrom RBF.
Prvi argument je, da to jedro ne vpliva na kompleksnost modela, saj moramo
izbrati le en dodaten parameter γ. Kot drugo, imamo z njim manj numericˇnih
tezˇav, saj se njegova vrednost giblje na intervalu (0, 1] [54].
2.6.4 Predprocesiranje
2.6.4.1 Skaliranje znacˇilk
Po [54] je skaliranje znacˇilk pred uporabo SVM zelo pomembno. S skaliranjem
se znebimo dejstva, da znacˇilke, definirane na vecˇjem intervalu, bolj vplivajo na
rezultat kot znacˇilke z manjˇsim intervalom. Prav tako se s skaliranjem znebimo
numericˇnih tezˇav med ucˇenjem. Avtorji [54] zato predlagajo skaliranje na inter-
valih [−1, 1] ali [0, 1].
2.6.4.2 Optimizacija parametrov SVM
Ker a priori ne poznamo najboljˇsih parametrov postopka SVM in hiper-
parametrov funkcij jedra, jih moramo optimizirati [54]. S tem zagotovimo naj-
boljˇse delovanje metode na nasˇih podatkih. Za optimizacijo lahko uporabljamo
mrezˇno iskanje s krizˇno validacijo. Pri mrezˇnem iskanju izracˇunamo predikcije za
kombinacijo parametrov in jih evaluiramo s krizˇno validacijo [54]. Izberemo tisto
kombinacijo parametrov, s katero smo dobili najboljˇso natancˇnost.
Dobro je, cˇe kombinacije parametrov izbiramo po eksponentni funkciji z
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osnovo 2, saj s tem zagotovimo sˇirok razpon iskanja [54]. Iskanje optimalnih
parametrov lahko pospesˇimo z uporabo grobega in finega iskanja. Z grobim iska-
njem omejimo obmocˇje iskanja za fino iskanje [54]. S finim iskanjem pa dejansko
optimiziramo parametre.
2.6.4.3 Optimizacija z mrezˇnim iskanjem ν-RBF
V mrezˇnem iskanju ν-RBF gre za klasicˇno mrezˇno iskanje z dodatno omejitvijo
sˇtevila podpornih vektorjev in filtriranjem rezultatov pri krizˇni korelaciji.
Tu uporabljamo 5-kratno krizˇno validacijo z regresijo ν-SVR in jedrom RBF,
kjer racˇunamo srednjo vrednost srednjih kvadraticˇnih napak eMSE posameznih
korelacij ter razmerje sˇtevila podpornih vektorjev fSV . Regresija ν-SVR je pred-
stavljena v poglavju 2.6.5.3.
Pri racˇunanju napake MSE uposˇtevamo filtrirane predikcije, ki jih filtriramo
z Gaussovim filtrom s standardnim odklonom σ. Vrednost parametra σ je enaka
vrednosti, ki jo uporabljamo za filtriranje koncˇnih rezultatov pri eksperimentira-
nju. Za pridobitev fSV naucˇimo model s parametri trenutne iteracije mrezˇnega
iskanja. Razmerje nato dobimo po enacˇbi (2.52), kjer je nSV sˇtevilo podpornih





Parametre {eiMSE;∀i = 1, . . . , N} N iteracij mrezˇnega iskanja sortiramo od
najmanjˇse do najvecˇje napake v mnozˇico {ejMSE; ∀j = 1, . . . , N}. Nato po vrsti
preverimo korespondencˇne {f jSV ;∀j = 1, . . . , N} tako, da jih primerjamo s para-
metrom νmax. Slednji predstavlja zgornjo omejitev sˇtevila podpornih vektorjev.
Najboljˇsi parametri izhajajo iz iteracije j, za katero velja
f jSV ≤ νmax. (2.53)
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2.6.5 Postopki SVM
2.6.5.1 Razvrsˇcˇevalnik C-SVC








z omejitvijo y⊤α = 0, 0 ≥ αi ≥ C, i = 1, . . . , l.
(2.54)
e je vektor enic. Q je pozitivna semidefinitna matrika s cˇleni Qij =
yiyjK(xi,xj), kjer je K(xi,xj) funkcija jedra. α so Lagrangeovi multiplikatorji
in C > 0 je regularizacijski parameter [52].
2.6.5.2 Regresija ϵ-SVR
Za uporabo SVM pri regresiji uvedemo dodatni vektor spremenljivk ξ+. Primarni





















) ≤ ξ+i − ϵ,
ξi, ξ
+
i ≥ 0, i = 1, . . . , l,
(2.55)
kjer je C > 0 regresijski parameter in ϵ > 0 parameter kriterijske funkcije. Z
njim dolocˇamo toleranco do napak.
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0 ≥ αi, α+i ≥ C, i = 1, . . . , l.
(2.56)
Q je matrika s z elementi Qij = KK(xi,xj).
2.6.5.3 Regresija ν-SVR
Pri regresiji ν-SVR uporabljamo dodatni parameter ν ∈ (0, 1], s katerim kontro-
liramo razmerje sˇtevila podpornih vektorjev. Ostali parametri so enaki kot pri






















) ≤ ξ+i − ϵ,
ξi, ξ
+
i ≥ 0, i = 1, . . . , l, ϵ ≥ 0.
(2.57)






(α−α+)⊤Q(α−α+) + y⊤ (αi − α+i )}
z omejitvijo e⊤
(
α−α+) = 0, e⊤ (α+α+) ≤ Cν,




Gibanje objektov v prostoru zaznamo kot cˇasovno spreminjanje slike. Ta la-
stnost nam omogocˇa izlusˇcˇiti koristne informacije, kot so identifikacija objektov
na podlagi karakteristike gibanja, dolocˇevanje njihove pozicije in ugotavljanje kaj
se v sceni dogaja [56]. Forsyth et al. [56] sledenje opiˇse kot postopek, s kate-
rim sklepamo o gibanju objektov glede na zaporedje slik. Problem sledenja v
racˇunalniˇskem vidu sˇe ni v celoti resˇljiv, saj obstaja veliko faktorjev, ki otezˇujejo
delo sledilnikov [57]. Med njih sodijo okluzija objekta, ki mu sledimo, razne
geometrijske deformacije in zamegljenost zaradi hitrega gibanja, cˇasovno spremi-
njanje osvetljenosti, sˇum iz ozadja ter variacije v skali.
Sledilnike delimo na dva pristopa: generativne in diskriminativne metode [57].
Pri generativnih metodah iˇscˇemo podrocˇja, ki so najbolj podobna modelu tarcˇe.
Diskriminativne metode predstavljajo binarni problem razvrsˇcˇanja, saj pri njih
zˇelimo dolocˇiti mejo med tarcˇo in ozadjem. Slednjo uporabljamo pri sledenju z
zaznavanjem, ki daje najboljˇse rezultate [57]. Glavna ideja takega sledenja je
sprotno ucˇenje razvrsˇcˇevalnika s trenutnim vzorcem tarcˇe. Sledi korak zaznave
tarcˇe na naslednji sliki zaporedja z razvrsˇcˇevalnikom in vizualno predstavitvijo
tarcˇe, ki smo se jo naucˇili skozi cˇas.
2.7.1 Zmanjˇsevanje merilne napake
Polozˇaja subjektov, ki jih opazujemo, ni mogocˇe omejiti zunaj skrbno urejene
laboratorijske postavitve, saj uporabljamo tokovna polja brez kakrsˇnekoli pred-
postavke o postavitvi skeleta in brez kakrsˇnihkoli dodatnih omejitev. V takem
primeru bi bila prevladujocˇa komponenta histogramov sˇum. Zato moramo uvesti
algoritem za sledenje, da lokaliziramo polozˇaj opazovanega subjekta v koordina-
tnem sistemu slike.
Z uporabo sledilnika dobimo realnejˇso sliko meritve, saj se znebimo sˇuma iz
ozadja (premikanja slikovnih elementov, ki niso del tarcˇe). Izognemo se napaki
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merjenja zaradi sˇuma senzorja CCD in premikanja drugih objektov. To so lahko
razni predmeti (zˇoge, loparji, itd.) ali druge osebe. Brezkontaktnemu merilnemu
instrumentu dodamo sˇirsˇo uporabno vrednost, saj ga drugacˇe ne bi mogli upora-
bljati pri ekipnih sˇportih in sˇportih z zˇogo.
Zaradi uporabe opticˇnega in prostorskega toka pri dolocˇanju modela gibanja
nam merilno napako povzrocˇa tudi premikanje kamere. S premikanjem kamere
povzrocˇimo relativno premikanje objektov glede na koordinatni sistem kamere,
cˇetudi so ti, glede na referencˇni koordinatni sistem, v prostoru pri miru. Tega
problema se lahko znebimo z uporabo sledilnika.
Predpostavimo, da imamo idealni sledilnik in enako definicijo ter omejitve ka-
mere, masnega delca, slike delca in osvetlitve kot v poglavju 2.3. Idealni sledilnik
v vsaki sliki zaporedja najde sliko delca q in posamezno sliko v zaporedju obrezˇe
tako, da je tezˇiˇscˇe tarcˇe vedno v centru obrezane slike. Ne glede na gibanje ka-
mere, bo pozicija slike delca q vedno v centru slikovne ravnine. Gibanje kamere
zato ne bo vplivalo na opticˇni tok O.
2.7.2 Sledilnik za opticˇni tok
Sledilnik temelji na delu [57], kjer izboljˇsajo originalni sledilnik KCF iz dela [58] z
uporabo barvnih znacˇilk. Sledilnik KCF sodi med metode sledenja z zaznavanjem.













Slika 2.11: Diagram sledilnika KCF.
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Korak ucˇenja. Na podrocˇju tarcˇe x velikosti M × N vsakemu slikov-
nemu elementu pripada vrednost Gaussove funkcije y. Ob cˇasu p poznamo
X p = {xj : j = 1, . . . , p} podrocˇij tarcˇe. Razvrsˇcˇevalnik ucˇimo z minimizacijo
funkcije (2.59), ki predstavlja utezˇeno srednjo kvadraticˇno napako cˇez podrocˇja
X p, pri cˇemer je vsako podrocˇje utezˇeno s konstanto βj ≥ 0. φ predstavlja nelie-
arno preslikavo v vecˇrazsezˇni prostor, za katero lahko uporabimo implicitno pre-
slikavo ali funkcijo jedra K. V sledilniku KCF se uporablja Gaussovo jedro (2.60)

















V enacˇbi (2.60) je F operator diskretne Fourierove transformacije (DFT).
Velike zacˇetnice spremenljivk predstavljajo njihove DFT. Tako je X = F{x}






Funkcijo (2.59) minimiziramo s koeficientom (2.61). Y p = F{yp} je DFT ga-
ussove funkcije in Upx = F{K(xpm,n, xp)} je DFT jedrne funkcijeK. γ je parameter
ucˇenja.




(1− γ)Ap−1D + γUpx (Upx + γ)
(2.61)
Naucˇeno vizualno podobo tarcˇe xˆp ob cˇasu p posodobimo z enacˇbo (2.62).
xˆp = (1− γ)xˆp−1 + γxp (2.62)
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Korak zaznave. Pri zaznavanju najprej izrezˇemo podrocˇje z velikosti M ×N
na novi sliki. Nato izracˇunamo rezultate zaznavanja po enacˇbi (2.63), kjer je
Uz = F {K (zm,n, xˆp)} DFT izhoda jedrne funkcije podrocˇja z.
yˆp+1 = F−1 {AUz} (2.63)
Pozicijo tarcˇe nato dobimo s tisto translacijo, ki maksimizira rezultat zaznave
yˆp+1.
2.7.3 Sledilnik za prostorski tok
Jedro sledilnika temelji na sledilniku KCF za opticˇni tok iz dela [59]. Pri tem upo-
rabljajo jedrno funkcijo (2.60). Model tarcˇe je predstavljen z vektorjem znacˇilk,
ki je sestavljen iz histograma orientiranih gradientov (HOG) barvne slike in hi-





Analiza skale Analiza oblike
Upravljanje z okluzijo Kalmanov filter
Slika 2.12: Diagram sledilnika DS-KCF. Diagram je povzet po [60].
V sledilniku DS-KCF najprej segmentirajo globinsko sliko na podrocˇja po-
dobne globine s pomocˇjo rojenja [60]. S tem pridobijo relevantne znacˇilke globin-
ske porazdelitve.
S pomocˇjo globinske porazdelitve izracˇunajo spremembe v skali, glede na
zacˇetno srednjo vrednost globine tarcˇe, in jih uporabijo za posodobitev modela
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tarcˇe. Ta poteka, ko dobijo novo oceno pozicije tarcˇe. Pri tem uporabljajo inter-
polacijo ali decimacijo v frekvencˇnem prostoru [60].
V istem cˇasu, ko sledilnik racˇuna spremembe v skali, se globinska porazdelitev
uporabi tudi za zaznavanje okluzij. Kadar sledilnik zazna, da je priˇslo do okluzije,
se model tarcˇe ne posodobi [60]. Pri dolocˇanju okluzije sledilnik uporablja Kal-
manov filter, s katerim sledi centru tarcˇe in objekta, ki povzrocˇa okluzijo. V [60]
uporabljajo linearni model konstantne hitrosti.
Na koncu sledijo popravki zaradi sprememb oblike objekta. Popravki temeljijo
na razmerju stranic zacˇetnega pravokotnika modela tarcˇe [60]. Sledilnik vedno
popravi model tarcˇe tako, da razmerje stranic ostaja konstantno.
2.8 Filtriranje in glajenje
Vhodne podatke obdelujemo bodisi z izracˇunom opticˇnega toka bodisi z
izracˇunom prostorskega toka za vsako sliko zaporedja slik, oziroma par slik.
Ocena porabe energije ni nikakor omejena med posameznimi slikami, zato vsebuje
veliko sˇuma. Smiselno je, da zagotovimo cˇasovno kontinuiteto ali s filtriranjem
ali z glajenjem rezultatov porabe energije.
Izbrani filtri izhajajo iz druzˇine filtrov tekocˇega povprecˇja, saj so ti najbolj
optimalni za zmanjˇsevanje sˇuma [61]. Splosˇna enacˇba filtra tekocˇega povprecˇja
je (2.64), kjer je x(i) i-ti vzorec vhodnega signala, y(i) i-ti vzorec izhodnega








Prvi filter, ki je bil testiran, je Kalmanov filter. Zaradi slabih rezultatov in
tezˇav pri modeliranju hitrih sprememb porabe energije, ki so v sˇtevilnih sˇportih
norma, smo presˇli na Gaussov filter (glajenje), kar je dalo zadovoljive rezultate.
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Ker pridobivamo rezultate v absolutnem realnem cˇasu, zamuda, ki jo povzrocˇa
Gaussovo glajenje, ni kriticˇna. Oba filtra sta podrobneje opisana v nadaljevanju.
2.8.1 Digitalni Kalmanov filter
Kalmanov filter je sestavljen iz modela gibanja, merilnega modela in algoritma,
s katerim izracˇunamo novo stanje modela gibanja [39].
2.8.1.1 Model gibanja
Gibanje modeliramo z vektorjem stanj x(k) na koraku k [39]. Vektor stanj je
predstavljen v enacˇbi (2.65). Za stanja si obicˇajno izberemo tiste spremenljivke




s1(k) s2(k) . . .
]⊤
(2.65)
Model gibanja je vektorska enacˇba (2.66), ki govori o razvoju modela gibanja
skozi diskretni cˇas k = 0, 1, . . . [39]. Diskretni cˇas oziroma koraki morajo biti
dovolj majhni, da zajamemo dinamiko sistema. A je matrika prehajanja stanj in
G matrika vhodnih parametrov s˜i ∀i = 1, 2, . . . v vektorju u(k) (2.67).
x(k) = Ax(k − 1) +Gu(k) (2.66)
u(k) =
[
s˜i(k) s˜i(k) . . .
]⊤
(2.67)
w(k − 1) predstavlja Gaussov sˇum N modela gibanja s srednjo vrednostjo 0
in kovariancˇno matriko Q, kot je prikazano v enacˇbi (2.68) [39].
w(k) ∼ N (0,Q) (2.68)
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Modeliranje sˇuma je ekvivalentno dolocˇevanju utezˇi uposˇtevanja modela v
Kalmanovem algoritmu. Vecˇji je sˇum, vecˇja je negotovost modela, zato bo njegov
vpliv na dolocˇitev novega stanja manjˇsi [39].
2.8.1.2 Merilni model
Pri Kalmanovemu filtriranju predvidevamo, da ob vsakem cˇasovnem trenutku
dobimo meritev stanja z(k), ki je, realno gledano, posˇumljena z Gaussovim
sˇumom [39]. Merilni model lahko predstavimo z vektorsko enacˇbo (2.69), kjer
je H merilna matrika in ν(k) vektor Gaussovega sˇuma N s srednjo vrednostjo 0
ter kovariancˇno matriko R (2.70).
z(k) =Hx(k) + ν(k) (2.69)
ν(k) ∼ N (0,R) (2.70)
Kot pri modelu gibanja tudi tu z modeliranjem sˇuma vnasˇamo dolocˇeno sto-
pnjo negotovosti, ki vpliva na uposˇtevanje modela pri izracˇunu novega stanja [39].
2.8.1.3 Algoritem
S Kalmanovim algoritmom zˇelimo cˇimbolj natancˇno dolocˇiti naslednjo oceno sta-
nja sistema xˆ(k + 1), pri cˇemer uporabimo trenutno meritev z(k) in trenutno
oceno stanja xˆ(k) [39].
Jedro algoritma Kalmanovega filtra temelji na izracˇunavanju kovariancˇne ma-
trike stanja P in matrike ojacˇanja filtra K [39]. Kovariancˇna matrika stanja
predstavlja oceno vnosa napake zaradi sˇumnih modelov. Predstavlja sˇum celo-
tnega sistema. Z ojacˇanjem dolocˇimo, kaj bolj vpliva na novo oceno stanja. To
je bodisi trenutna ocena stanja bodisi trenutna meritev.
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Algoritem lahko razdelimo na tri podrocˇja, in sicer: predikcijo, inovacijo in
korekcijo [39].
Predikcija V predikciji dolocˇimo trenutno oceno stanja xˆ−(k) po enacˇbi (2.71)
in a priori kovariancˇno matriko stanja P−(k) po enacˇbi (2.72).
xˆ−(k) = Axˆ(k − 1) +Gu(k) (2.71)
P−(k) = AP (k − 1)A⊤ +Q (2.72)
Inovacija V koraku inovacije izberemo trenutno meritev z(k) iz nabora me-
ritev. Merilno napako e dolocˇimo po enacˇbi (2.73), kjer drugi cˇlen predstavlja
oceno meritve. Kovarianco inovacije S izracˇunamo po (2.74). Gre za pomozˇno
matriko, ki jo uporabljamo za izracˇun ojacˇanja v naslednjem koraku.
e(k) = z(k)−Hxˆ−(k) (2.73)
S(k) =HP−(k)H⊤ +R (2.74)
Korekcija V zadnjem koraku najprej izracˇunamo ojacˇanje filtra K po
enacˇbi (2.75). Sledi dolocˇitev a posteriori ocene stanja xˆ(k) po (2.76) in a poste-
riori kovariancˇne matrike stanje P (k) po (2.77), kjer je I identiteta.
K(k) = P−(k)H⊤ / S(k) (2.75)
xˆ(k) = xˆ−(k) +K(k)e(k) (2.76)
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P (k) = (I −KH)P−(k) (2.77)
2.8.2 Gaussov filter








Primer filtra s standardnim odklonim σ = 5 je prikazan na sliki 2.13.
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Gaussovo jedro < = 5
Slika 2.13: Gaussovo jedro s standardnim odklonom σ = 5.
Gaussov filter je vrsta filtra tekocˇega povprecˇja, ki je zelo primeren za izlocˇanje
odvecˇnega sˇuma [61]. Ker je karakteriziran z impulznim odzivom, ki je simetricˇen
okoli nicˇelnega vzorca, gre za vrsto filtra z nicˇelno fazo. To pomeni, da je faza v
frekvencˇnem prostoru vedno 0 [61]. Ker imamo pri takih filtrih negativne indekse,
ga tezˇje uporabljamo.
58 Metode
Obicˇajno filtre uporabljamo v rekurzivni obliki, saj je racˇunanje hitrejˇse. Im-
pulzni odziv rekurzivnega filtra ni simetricˇen, zato ima nelinearno fazo [61]. To
pomanjkljivost lahko odpravimo z uporabo dvosmernega filtriranja.
Pri dvosmernem filtriranju najprej filtriramo iz leve proti desni in nato iz
desne proti levi [61]. Dobljena signala zdruzˇimo in dobimo pravilen rezultat.
2.9 Evaluacijske metrike
V predstavljenih enacˇbah je N sˇtevilo vzorcev, yˆi ∀i = 1, . . . , N so izmerjene
vrednosti in yi ∀i = 1, . . . , N so prave vrednosti. Spremenljivke s precˇno cˇrto







2.9.1 Koren srednje kvadraticˇne napake
Koren srednje kvadraticˇne napake (angl. Root Mean Square Error) (RMSE)






(yˆi − yi)2 (2.80)
Rezultati se gibljejo na intervalu eRMS ∈ [0,∞). Manjˇsa vrednost pomeni
boljˇsi rezultat [62].
2.9.2 Koren relativne kvadraticˇne napake
Koren relativne kvadraticˇne napake (angl. Relative Root Squared Error) (RRSE)
opiˇsemo z enacˇbo (2.80) [62]. y je srednja vrednost pravih vrednosti, ki jo
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izracˇunamo po enacˇbi (2.79).
eRRS =
√∑N
i=1 (yˆi − yi)2∑N
i=0 (y − yi)2
(2.81)
Rezultati se gibljejo na intervalu eRRS ∈ [0,∞). Manjˇsa vrednost pomeni
boljˇsi rezultat [62].
Enacˇbo si lahko razlagamo kot RMSE matematicˇnega modela, ki je norma-
liziran na RMSE najenostavnejˇsega matematicˇnega modela ali prediktorja [62].
Najenostavnejˇsi prediktor je tisti, ki nam na izhodu daje srednjo vrednost y.
2.9.3 Relativna absolutna napaka




i=1 |yˆi − yi|∑N
i=1 |y − yi|
(2.82)
Rezultati se gibljejo na intervalu eRAE ∈ [0,∞). Manjˇsa vrednost pomeni
boljˇsi rezultat [62].
2.9.4 Korelacijski koeficient



















N − 1 (2.83c)
Sy =
∑N
i=1 (yi − y)
N − 1 (2.83d)
60 Metode
Rezultati se gibljejo na intervalu eRAE ∈ [−1, 1] [62]. Vrednost −1 pomeni,
da so rezultati popolnoma korelirani s pravimi vrednostmi v nasprotni smeri.
Vrednost 0 pomeni, da ne obstaja nobena korelacija. Vrednost 1 pomeni, da
obstaja popolna korelacija.
2.9.5 Razmerje signal in sˇum
Razmerje signal - sˇum (angl. Signal to Noise Ratio) (SNR) je dolocˇeno z
enacˇbo (2.84), kjer je Ps mocˇ signala y in Pn mocˇ sˇuma n [63]. Signal z nizko
vsebnostjo sˇuma ima visok SNR, medtem ko nizek SNR pomeni veliko sˇuma v
signalu.


















2.9.6 Mera prekrivanja podrocˇja
Mera prekrivanja podrocˇja (angl. Region Overlap), ki je predstavljena z
enacˇbo 2.85, se vecˇinoma uporablja za sledilnike [64]. Λ predstavlja opis tarcˇe, Rt
je podrocˇje tarcˇe ob cˇasu t, N je sˇtevilo slik v zaporedju, G predstavlja referenco
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in T tarcˇo.
Λ = {Rt}Nt=1 ,









V tem poglavju so opisane implementacije nekaterih metod, ki smo jih opisali
v poglavju 2. Gre za tiste metode, kjer implementacija ni bila jasno razvidna
iz teoreticˇne podlage. Opisane so tudi metode, kjer teoreticˇne podlage nismo
podrobneje opisovali.
3.0.1 Opticˇni in prostorski tok
Na podlagi opisanih lastnosti metod opticˇnega toka v poglavju 2.3.1 smo se
odlocˇili, da bomo v tem delu uporabili diferencialno metodo. Kljub viˇsji racˇunski
zahtevnosti, ki ob danasˇnji tehnologiji ne predstavlja vecˇ takega problema, smo
zˇeleli racˇunati gost opticˇni tok. Z gostim opticˇnim tokom dobimo natancˇno apro-
ksimacijo polja gibanja za celotno telo. Prav tako nimamo problemov pri esti-
maciji porabe energije za hitre gibe, kot bi bilo to v primeru uporabe ujemalnih
metod. Ker je glavni namen uporaba in ne implementacija diferencialne metode,
smo se osredotocˇili na Farneba¨ck algoritem, ki je dostopen v knjizˇnici OpenCV
3.1.0.
Za opticˇni tok smo uporabili sledecˇe parametre: piramidna skala pyr scale =
0,5, sˇtevilo piramidnih slojev levels = 3, velikost okna povprecˇenja winsize =
15, sˇtevilo iteracij na vsakem piramidnem sloju iterations = 3, velikost okolice
slikovnih elementov poly n = 5 in Gaussov standardni odklon poly sigma = 1,2.
Z uporabo prostorskega toka lahko bolje opiˇsemo mehanicˇno delo kot pri upo-
rabi opticˇnega toka. Vsekakor potrebujemo dodatno informacijo, ki jo moramo
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pridobiti iz slikovnih podatkov. Za ta namen smo uporabili kamere na podlagi
cˇasa preleta (ToF), ki so vgrajene v poceni senzor Microsoft Kinect for Win-
dows V2 [65]. Z njim pridobivamo registrirane podatke RGB-D (rdecˇe, zelene,
modre in globinske). Za pridobitev prostorskega toka smo uporabili algoritem
PD-Flow. Njegova implementacija je javno dostopna [47]. Podrobneje je opisan
v poglavju 2.4.1.1.
3.0.2 Sledilniki
Pri izbiri sledilnikov smo se osredotocˇili na pogoje, ki jim morajo sledilniki v
najvecˇji meri zadostiti. Sledilnik mora dobro slediti osebam, ostali objekti niso
pomembni. Sledenje mora biti zanesljivo, saj je od njega odvisna merilna napaka.
Pri tem moramo uposˇtevati delovanje tudi v primerih, kadar tarcˇa izgine iz slike.
Sledenje mora delovati cˇim dlje cˇasa tako, da ne potrebujemo ponovne iniciali-
zacije. Inicializacijo sledilnika moramo opraviti samo na prvi sliki zaporedja, kar
pomeni, da mora sledilnik vsebovati indirektno ucˇenje (angl. offline training).
Zaradi uporabe sledilnika v merilnem instrumentu mora ta delovati cˇim hitreje.
Ker namen tega dela ni implementacija sledilnika, mora biti ta implementiran v
prosto dostopni izvorni kodi.
Pri uporabi opticˇnega toka smo najprej preizkusili sledilnik TLD avtorja Kalal
et al. [66]. Prosto dostopne so tri implementacije sledilnika, in sicer v knjizˇnici
ccv (CCV-TLD), v knjizˇnici OpenCV (OPENCV-TLD) in c++ izvorna koda
(NEBEHAY-TLD). Implementaciji iz knjizˇnic ccv in OpenCV se nekoliko razli-
kujeta od izvirnega dela [66], NEBEHAY-TLD pa je samo prepis Matlabove iz-
vorne kode. Ker ni nobena implementacija zadovoljivo delovala na testnih squash
posnetkih, smo poskusili sˇe s sledilnikoma KCF [57] in DLIB-CORR [67]. KCF
je implementiran v knjizˇnici OpenCV, DLIB-CORR pa v knjizˇnici Dlib [68].
Testiranje sledilnikov je opisano v poglavju 4.1.4, rezultati pa v poglavju 5.1.4.
Ugotovili smo, da najbolje deluje sledilnik KCF. Tega smo tudi uporabili v nasˇih
nadaljnjih eksperimentih.
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Pri uporabi prostorskega toka smo preizkusili in uporabili sledilnik DS-KCF
avtorja Hannuna et. al [60]. Sledilnik uporablja RGB in globinske slike.
Rezultat sledenja je pri obeh uporabljenih sledilnikih (KCF in DS-KCF) okvir
opazovanega subjekta. Notranjost okvirja uporabljamo za zapolnitev histogra-
mov v deskriptorjih, preostanek toka v prizoriˇscˇu zavrzˇemo. Algoritma sledenja
smo potrebovali za terenske teste, kjer polozˇaj igralca ni znan. Kljub skrbni izbiri
algoritmov je to najmanj robusten del nasˇega pristopa—cˇe sledilnik za posamezen
cˇasovni interval ne zazna igralca, manjkajo podatki na tem intervalu, razen cˇe
smo sledenje nadzorovali in odpravljali napake. Sledilnik ne zazna igralca kadar:
 Algoritem signalizira, da ni zaznal tarcˇe.
 Algoritem signalizira nizko zaupanje v rezultat (predvsem zaradi okluzij).
 Povrsˇina podrocˇja tarcˇe je 0.
 Vsi vektorji opticˇnega ali prostorskega toka so nicˇelni znotraj podrocˇja
tarcˇe.
Nasˇ pristop je dovolj modularen, da lahko enostavno zamenjamo algoritme
za sledenje. S kakrsˇnimi koli napredki na podrocˇju vizualnega sledenja se bo
zanesljivost nasˇe metode izboljˇsala.
3.0.3 Kalmanov filter












Za matriko vhodnih stanj G smo izbrali (3.3), s katero modeliramo neznane

















Za zacˇetno hitrost in pospesˇek smo izbrali vrednost 0, ker se nasˇi testi
vecˇinoma zacˇnejo v mirovanju.
Variance sˇuma modela gibanja, merilnega modela in kovariancˇne matrike sta-
nja smo dolocˇili z uporabo mrezˇnega iskanja, ki je opisan v poglavju 2.6.4.2. Pri
tem smo uporabili labele ucˇnih vzorcev vseh testov 1. sklopa eksperimentov za
referenco, njihove posˇumljene ocene pa za meritev. Varianca sˇuma merilnega
modela je znasˇala σ2z = 0,04, varianca sˇuma modela gibanja pa σ
2
x = 456,13.
Za kovariancˇno matriko predikcije smo uporabili varianco σ2P = 456,13. Kova-
riancˇno matriko modela gibanja smo dolocˇili po enacˇbi (3.6), kovariancˇna matrika
merilnega modela je bila dolocˇena z enacˇbo (3.7) in zacˇetna vrednost kovariancˇne
matrike stanja s (3.8).
Q = GG⊤σ2x (3.6)







Gaussov filter smo implementirali po enacˇbi (2.78). Za velikost jedra smo dolocˇili
3σ, pri cˇemer je standardni odklon σ parameter. Jedro smo nato sˇe normirali na
vsoto 1.
Za filtriranje podatkov smo uporabili modificirano Matlabovo funkcijo
nanconv, ki je podrobneje predstavljena v [69]. Namesto funkcije conv2 smo
v modifikaciji uporabili funkcijo conv.
3.0.5 Zdruzˇevanje slik iz dveh kamer Kinect
Zaradi ozkega vidnega polja kamer Kinect smo za pokritje celotne sˇirine igriˇscˇa
potrebovali dve kameri. Zaporedja slik smo pred nadaljnjo obdelavo morali
zdruzˇiti v eno zaporedje glede na opazovanega igralca. Zajem iz posame-
znih kamer ni bil sinhroniziran, zato smo pred zdruzˇevanjem sinhronizirali po-
snetka tako, da smo izbrali slike iz posameznega zaporedja z najbolj podobnimi
cˇasovnimi zˇigi. Cˇasovno sinhronizirana zaporedja slik smo nato poskusˇali zdruzˇiti
s tremi razlicˇnimi metodami: zdruzˇevanje z znacˇilkami, zdruzˇevanje s kontrolnimi
tocˇkami in prilagojeno zdruzˇevanje.
Cˇasovno sinhronizirana zaporedja slik smo naprej poskusˇali zdruzˇiti z metodo
panoramskega sˇivanja slik z uporabo znacˇilk, kot je opisano v delu [70]. Tu smo
namesto znacˇilk SIFT uporabili znacˇilke SURF. Zdruzˇevanje z znacˇilkami se ni
obneslo, zato smo metodo opustili. Primer neuspelega poskusa je prikazan na
sliki 3.1.
Zaporedja slik smo poskusˇali zdruzˇiti tudi z rocˇnim dolocˇanjem kontrolnih
tocˇk. Rezultat zdruzˇevanja s kontrolnimi tocˇkami je bil boljˇsi od zdruzˇevanja
z znacˇilkami, vendar sˇe vedno slab, zato smo tudi to metodo opustili. Primer
neuspelega poskusa je prikazan na sliki 3.2.
Zaradi nezadovoljivih rezultatov klasicˇnih metod zdruzˇevanja stereo slik smo
razvili metodo, ki je prilagojena za kamere Kinect. Iz kamer smo z uporabo
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(a) Ujemajocˇe se znacˇilke SURF (b) Rezultat zdruzˇevanja z znacˇilkami
Slika 3.1: Primer neuspelega poskusa zdruzˇevanja slik iz dveh kamer Kinect z
znacˇilkami SURF.
(a) Ujemajocˇe se kontrolne tocˇke (b) Rezultat zdruzˇevanja s kontrolnimi
tocˇkami
Slika 3.2: Primer neuspelega poskusa zdruzˇevanja slik iz dveh kamer Kinect s
kontrolnimi tocˇkami.
knjizˇnice libfreenect2 0.2 [71] pridobili intrinzicˇne parametre blizˇnje-infrardecˇega
senzorja (NIR), in sicer: slikovni koordinati goriˇscˇne razdalje fu in fv ter slikovni
koordinati opticˇnega srediˇscˇa slike (angl. principal point) cu in cv. Intrinzicˇne
parametre smo uporabili za dolocˇitev intrinzicˇne matrike Mint po enacˇbi (2.4).
Ker pravih ekstrinzicˇnih parametrov kamer nismo poznali, smo jih le ocenili z
metodo dolocˇevanja secˇiˇscˇa vidnih polj obeh kamer. Secˇiˇscˇe je prikazano kot rdecˇa
linija na sliki 3.3. S to metodo smo dolocˇili translacijski vektor t = [tx ty tz]
⊤ in
rotacijsko matriko R iz Eulerjevih kotov.
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S sledenjem igralca z algoritmom DS-KCF smo s pomocˇjo projekcijske ma-
trike (2.12) dolocˇili center tarcˇe v metricˇnih enotah za vsako sliko zaporedja leve
in desne kamere. Cˇe center tarcˇe ni vseboval podatkov globine, smo za center
izbrali najblizˇjo tocˇko z veljavno globino.
Prva slika zdruzˇenega zaporedja je bila slika kamere, kjer se igralec prvicˇ po-
javi. Nadaljnje slike smo izbirali med zaporedjema kamer, glede na pozicijo centra
tarcˇe s histerezo, ki je na sliki 3.3 prikazana z modrimi linijami. Pogled spreme-
nimo samo takrat, ko center tarcˇe precˇka linijo histereze na igriˇscˇu. Razdalja med
modrima cˇrtama je znasˇala 400mm.
Slika 3.3: Dolocˇanje secˇiˇscˇa vidnih polj leve in desne kamere Kinect. Na sliki
sta prikazani prvi sliki zaporedja leve in desne kamere Kinect 1. seta 2. igre
terenskega eksperimenta iz 2. faze. Oznacˇen je 4. igralec. Zelena barva koordi-
nat centra tarcˇe predstavlja izbrano kamero. Kamera z rumeno barvo ni izbrana.
Secˇiˇscˇe je rdecˇa linija. Modri liniji sta pragova za preklop med kamerama. Raz-
dalja med njima je 400mm.
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4 Eksperimenti
V tem poglavju predstavljamo eksperimente, ki smo jih izvedli v dveh razlicˇnih
okoljih: v fiziolosˇkem laboratoriju in na squash igriˇscˇu (terenski testi). Z njimi
smo naslovili porabo energije eem(t) kot osrednji fiziolosˇki parameter. Srcˇni
utrip hr(t) smo obravnavali kot sekundarni parameter, z razumevanjem, da slabo
odrazˇa dejansko porabo energije. Z eksperimenti zaznavanja dihanja smo zˇeleli
preizkusiti predlagano metodo za sˇirsˇo uporabo.
Pri vseh naslovljenih fiziolosˇkih parametrih smo s pomocˇjo strojnega ucˇenja
izvajali predikcijo cˇasovnih signalov eem(t) za porabo energije, hr(t) za srcˇni utrip
in dihanje(t) za dihanje. Predikcijo smo izvajali iz posamezne slike zaporedja
video posnetka. Pri tem smo najprej generirali sliko opticˇnega ali prostorskega
toka in nato dolocˇili podrocˇje, kjer se nahaja merjenec. Iz izbranega podrocˇja
smo izracˇunali vektorje znacˇilk x(t), te pa smo uporabili za predikcijo. Rezultat
je zelo enostaven, skoraj realno-cˇasoven model, ki ga lahko razsˇirimo s cˇasovnim
modeliranjem, cˇe bi se pojavila potreba.
Prvi del postopka je ucˇenje modela SVM/SVR, kot je prikazano na sliki 4.1.
Na ta nacˇin dobimo parametre regresijskega modela, ki jih nato uporabimo za
napovedovanje porabe energije iz testnih podatkov, kot je prikazano na sliki 4.2.
Eksperimente smo kronolosˇko razdelili na dve fazi. V 1. fazi smo analizirali
observabilnost izbranih fiziolosˇkih parametrov. Parameter je observabilen, cˇe
obstaja nenicˇelna (pozitivna) korelacija med nasˇo oceno parametra iz znacˇilk
gibanja in merjenih vrednosti, ki smo jih dobili iz zanesljivih metod pridobivanja












Slika 4.1: Shema generalnega postopka ucˇenja. Iz izbranega podrocˇja tarcˇe ge-
neriramo sliko toka in izracˇunamo vektorje znacˇilk x(t). Te nato uporabimo za
ucˇenje realno-cˇasovnih modelov, s katerimi izvajamo predikcijo fiziolosˇkih para-
metrov.
Podrocˇje tarcˇe







Predikcija (testiranje) Energijska poraba
Slika 4.2: Shema generalnega postopka predikcije. Vhodni podatki so testni
podatki.
ocenjevanja fiziolosˇkih parametrov.
4.1 Eksperimenti 1. faze
4.1.1 Optimizacija deskriptorjev HOOF
Parameter NHOOF smo dolocˇili na podlagi rezultatov iz poglavja 5.1.1. Za eva-
luacijo smo uporabili ucˇne vzorce hrbtne kamere preliminarnih laboratorijskih
testov. Ocenjevali smo samo porabo energije W . Pridobljene znacˇilke deskrip-
torjev smo normirali na intervalu [−1, 1] in jih uporabili za ucˇenje regresijskega
modela z metodo podpornih vektorjev ϵ-SVR in jedrom RBF. Metode so po-
drobneje predstavljene v poglavju 2.6. Za dolocˇitev optimalnih parametrov smo
uporabili optimizacijsko metodo mrezˇnega iskanja [54]. Rezultate smo filtrirali sˇe
s Kalmanovim filtrom, ki je predstavljen v 2.8.1.
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4.1.2 Optimizacija deskriptorjev HAFA
Parameter NHAFA smo dolocˇili na podlagi rezultatov 5.1.2. Za evaluacijo smo
uporabili enak eksperimentalni protokol kot za znacˇilke HOOF v poglavju 2.5.1, le
da smo jih tu normirali na intervalu [0, 1] in odstranili stolpec z amplitudami 0,5.
S tem smo odstranili sˇum, ki se je pojavil, ko ni bilo nobenega gibanja. Amplitudo
sˇuma smo dolocˇili kot maksimalno vrednost amplitude, ki sˇe ni predstavljala
gibanja.
4.1.3 Razsˇiritev deskriptorja HOOF
Deskriptorju HOOF smo pripeli deskriptor HAFA in tako dobili razsˇirjeni de-
skriptor HOOF-HAFA, ki po evaluaciji iz poglavja 5.1.3 v splosˇnem daje boljˇse
rezultate.
Pri evaluaciji deskriptorjev HOOF in HOOF-HAFA smo uporabili ucˇne vzorce
hrbtne kamere terenskih testov. Evaluirali smo za podatke srcˇnega utripa
hr. Srcˇni utrip smo za gradnjo modelov pretvorili v porabo energije W po
enacˇbi (1.4). Pridobljene znacˇilke smo normirali na intervalu [0,1] in jih upo-
rabili za ucˇenje regresijskega modela z metodo podpornih vektorjev ϵ-SVR in
jedrom RBF. Za dolocˇitev optimalnih parametrov smo uporabili optimizacijsko
metodo mrezˇnega iskanja [54]. Rezultate smo filtrirali sˇe s Gaussovim jedrom
(predstavljen v 2.8.2) z varianco σ = 16.
4.1.4 Testiranje sledilnikov za opticˇni tok
Sledilnike smo testirali na sekvencah slik handball1 in handball2 podatkovne baze
VOT2016 [72]. Primer posnetkov je viden na sliki 4.3. Sledila je sˇe hitra vizualna
ocena delovanja na kratkih izsekih video posnetka [73]. Primer posnetka je viden
na sliki 4.4.
Pri testiranju sekvenc slik podatkovne baze VOT2016 smo poenostavili roti-
rajocˇa se referencˇna podrocˇja zaznav na nerotirajocˇa se podrocˇja. Pri tem smo
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(a) 15. slika posnetka handball1. (b) 111. slika posnetka handball2.
Slika 4.3: Primer delovanja sledilnikov za handball posnetke. Referencˇni igralec,
ki mu morajo slediti, ima rumeno majico.
Slika 4.4: Uporaba squash posnetka za vizualno oceno delovanja sledilnikov.
Predstavljena je 41. slika posnetka [73], kjer smo preizkusˇali sledilnik KCF. Sle-
dili smo igralcu v svetlo modri majici. Modri okvir prikazuje podrocˇje, ki ga je
sledilnik zaznal.
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za zgornji levi kot T0(x, y) in spodnji desni kot T1(x, y) uporabili enacˇbo (4.1),

















Ker je za nasˇ sledilnik najbolj pomembno zanesljivo delovanje, smo izbrali
mero prekrivanja podrocˇja.
Video posnetek [73] smo za potrebe vizualne ocene delovanja na squash po-
snetkih razdelili na vecˇ kratkih izsekov. Pri tem smo uporabili le hrbtne posnetke
mirujocˇe kamere.
4.1.5 Laboratorijski eksperimenti na tekalni stezi
Prve eksperimente smo izvedli v laboratoriju za fiziologijo na Fakulteti za sˇport.
Merjenec je tekel na tekalni stezi ob prisotnosti operaterja—fiziologa, ki je dolocˇal
intenziteto in cˇas trajanja obremenitve. V sklopu testa faze 1 smo preucˇili mozˇno
uporabo RGB in blizˇnje-infrardecˇe kamere (NIR), da bi olajˇsali snemanje pri
slabih svetlobnih pogojih.
4.1.5.1 Pridobivanje podatkov
Fiziolosˇki parametri. Srcˇni utrip in porabo energije smo merili za izbra-
nega sˇportnika (starost: 26 let, viˇsina: 177 cm, tezˇa: 79,1 kg, V O2max:
3705mlmin−1). Zaradi doslednosti in lazˇje dekumentacije ga oznacˇimo kot
SUBJ0. porabo energije smo merili z indirektno kalorimetrijo, in sicer z “breath
by breath” Cosmed CPET Metabolic Cart [74]. Pri tem smo uporabili obra-
zno masko Hans Rudolph s predpisanim minimalnim VD (mrtvim prostorom).
Naklon tekalne steze je bil od 1,5% do 2%.
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Video posnetki. Tekalno stezo s SUBJ0 smo snemali iz dveh razlicˇnih zornih
kotov: hrbtni del in stranski del. Video posnetke smo cˇasovno sinhronizirali
glede na zacˇetno sliko meritev, vendar pa se zaradi uporabe kamer IP (Axis
207W) cˇasovne neusklajenosti do potankosti nismo mogli znebiti. Pridobili smo
posnetke barvnih slik posnetkov RGB in blizˇnje-infrardecˇe posnetke NIR hrbtnega
dela, ki so prikazani na sliki 4.5. Snemali smo v locˇljivosti 480× 640. Frekvenca
slik posnetkov RGB je bila 30 slik na sekundo, za posnetke NIR pa je frekvenca
znasˇala 25 slik na sekundo.
(a) Stranska slika RBG. (b) Hrbtna slika RGB. (c) Hrbtna slika NIR.
Slika 4.5: 150. slika posnetkov razlicˇnih tipov modalitet iz prve serije. Kljub
cˇasovni sinhronizaciji med posnetkoma se cˇasovni neusklajenosti nismo mogli po-
polnoma izogniti. Cˇasovni frekvenci kamer nista bili sinhronizirani.
Protokol meritve. Naredili smo dve seriji testov v razmiku 20 minut, pri cˇemer
smo prvo serijo testov uporabili za pridobitev ucˇnih vzorcev. Drugo serijo smo
uporabili za testne vzorce. Fiziolosˇke parametre smo vzorcˇili vsakih 5 s. V prvi
seriji smo naredili 8 testov, kjer so vsi trajali 2 minuti. Hitrost tekalne steze smo
pri vsakem testu povecˇali za 1 kmh−1. Prvi test je imel hitrost 6 kmh−1 zadnji
pa 13 kmh−1. V drugi seriji smo naredili 3 teste po 5 minut. Hitrosti tekalne
steze so bile 7 kmh−1, 10 kmh−1 in 13 kmh−1.
Procesiranje. Zaradi razlik pri frekvencah vzorcˇenja slik in fiziolosˇkih parame-
trov smo uporabili linearno interpolacijo na fiziolosˇkih parametrih za natancˇno
uskladitev obeh vrst podatkov. Za izbrano podrocˇje slike iz zaporedja posame-
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znega posnetka smo nato izracˇunali opticˇni tok. Primer dobljenega opticˇnega toka
je prikazan na sliki 4.6. Enote opticˇnega toka so ppf. Pomenijo sˇtevilo slikovnih
elementov na sliko (angl. Pixel per Frame).
(a) Originalna slika. (b) Slika opticˇnega toka.
Slika 4.6: Originalna 150. stranska slika in njen opticˇni tok. Gre za sliko iz 1.
serije testov. Na sliki b je legenda barvnega kodiranja v spodnjem levem kotu s
standardnim barvnim kodiranjem, ki je povzeto po [75]. Maksimalna amplituda
opticˇnega toka je na tej sliki znasˇala 17 ppf (pikslov na sliko).
Deskriptorje HOOF z NHOOF = 60 smo dobili iz opticˇnega toka. Primer lahko
vidimo na sliki 4.7.
Modele smo ucˇili z metodo podpornih vektorjev ϵ-SVR in jedrom RBF. Re-
gresijske parametre jedra smo optimizirali z metodo mrezˇnega iskanja, kjer smo
morali dolocˇiti parametra jedra C > 0 in γ ter parameter izgubne funkcije ϵ > 0.
Naucˇili smo 8 regresijskih modelov, ki smo jih razdelili na dve kategoriji: na
hr modele, ki napovedujejo srcˇni utrip, in modele eem, ki napovedujejo porabo
energije v kcalmin−1. Kategoriji sta nadalje razdeljeni glede na zorni kot kamere:
sv modeli za stransko kamero in bv modeli za hrbtno kamero.
Eksperimente smo razsˇirili z vpeljavo zakasnitve med referencˇnim fiziolosˇkim
parametrom in merjenim parametrom iz slik posnetka. Z eksperimenti, ki so
oznacˇeni z lag kratico, smo preverili predlagano cˇasovno zakasnitev med vzbuja-
njem in fiziolosˇkim odzivom.
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Kot [rad]
























Slika 4.7: Deskriptor HOOF za 150. sliko RGB iz prve serije. Izracˇunali smo ga
iz slike 4.6.
Generirali smo tudi dodatne modele, in sicer: crop, mixed, track in obremeni-
tvene modele. V modelih crop smo rocˇno dolocˇili podrocˇje tarcˇe. V modelihmixed
smo uporabili podatke razlicˇne modalitete zornega kota, kar nam je omogocˇilo
oceno vpliva kota kamere. Iz posnetkov obeh kamer smo izrezali podrocˇja tarcˇe
po principu modelov crop in jih spojili v en sam posnetek. V modelih track smo
uporabili sledilnik. Obremenitvene modele delimo na modele scale in proj.
Rezultate smo filtrirali s Kalmanovim filtrom. Za jasnejˇse razumevanje smo
oznacˇili postopek za testiranje vseh laboratorijskih modelov v fazi 1 kot P1OFL.












Slika 4.8: Shema napovedovanja P1OFL. Uporablja se za testiranje laboratorij-
skih eksperimentov 1. faze.
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4.1.5.2 Dolocˇitev dodatne zakasnitve
Na podlagi slike 4.9 smo dolocˇili dodatno zakasnitev spremembe hitrosti tekalne
steze. Z vpeljavo zakasnitve smo zˇeleli preveriti pravilnost sinhronizacije merje-
nih podatkov in kamere. Celoten odziv posameznega fiziolosˇkega parametra je
prikazan na sliki 4.10.
5Cas [s]





























Dolo5cevanje zakasnitve -ziolo5skega parametra
(a) Zakasnitev za porabo energije.
5Cas [s]















Dolo5cevanje zakasnitve -ziolo5skega parametra
(b) Zakasnitev za srcˇni utrip.
Slika 4.9: Prikaz dolocˇevanja dodatne zakasnitve. Na posameznem grafu so pri-
kazani vzorci fiziolosˇkega parametra. Rumena barva oznacˇuje vzorce pred spre-
membo hitrosti tekalne steze, modra pa vzorce po spremembi. Sprememba hitro-
sti tekalne steze je prikazana z rdecˇo stopnico. Zeleno obarvani vzorec se nahaja
ob trenutku, ko nastane fiziolosˇki odziv.
Zamik za srcˇni utrip je znasˇal 15 s. Za porabo energije smo izmerili 55 s
zamika. Izbrane parametre smo testirali z zakasnitvenimi modeli s kratico lag.
Zakasnitev smo dolocˇili kot cˇasovni interval od trenutka spremembe hitrosti
tekalne steze do trenutka, ko se je vrednost fiziolosˇkega parametra zacˇela mocˇneje
povecˇevati. Pri tem smo izbrali spremembo hitrosti med prvim in drugim testom,
saj je bil signal fiziolosˇkega parametra na tem obmocˇju najbolj ustaljen. Kadar je
povecˇevanju dokaj hitro sledil upad, smo smatrali, da do odziva sˇe ni priˇslo. Tak
primer je prikazan na sliki 4.9a), kjer prvemu povecˇevanju za spremembo hitrosti
tekalne steze sledi upad.
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Slika 4.10: Odziv srcˇnega utripa in izmerjene porabe energije na hitrost tekalne
steze.
4.1.5.3 Rocˇna dolocˇitev podrocˇja tarcˇe
Deskriptorji HOOF so v teoriji robustni na sˇum, saj ta zaradi majhnih amplitud
nima vpliva na obliko histograma. Vseeno se lahko pojavijo anomalije, ki povecˇajo
amplitudo sˇuma na raven vrednosti merjenca. Pri tem mislimo predvsem na
objekte in osebe v ozadju, ki se premikajo. Temu se lahko preprosto izognemo z
dolocˇanjem podrocˇja tarcˇe. Ker je bil prizor na posnetkih razmeroma enostaven
in ciklicˇno monoton, smo se za preizkus nasˇe hipoteze odlocˇili, da bomo podrocˇja
najprej dolocˇili rocˇno. Izbrali smo jih tako, da je bil merjenec ves cˇas posnetka v
izbranem podrocˇju. Izbrana podrocˇja za posamezne posnetke so predstavljena v
tabeli 4.1, pri cˇemer so h dolzˇina slike, w sˇirina slike in x ter y slikovni koordinati.
Vsi nadaljnji testi, razen tisti, pri katerih se uporablja sledilnik, temeljijo na
izrezanih posnetkih glede na ta podrocˇja.
4.1.5.4 Zdruzˇevanje posnetkov iz razlicˇnih zornih kotov
V dodatnih modelihmixed smo zdruzˇili posnetke kamer z razlicˇnim zornim kotom.
Zdruzˇeni posnetek je bil po vrstnem redu sestavljen iz posnetka stranske kamere
in posnetka hrbtne kamere. Pri tem smo uporabili izrezane posnetke glede na
4.1 Eksperimenti 1. faze 81
Podrocˇje
Serija Pogled Vrsta x y w h
1
hrbtni
RGB 228 43 207 437
NIR 32 10 167 329
stranski RGB 179 31 346 420
2
hrbtni
RGB 230 51 228 429
NIR 29 11 181 338
stranski RGB 182 33 351 423
Tabela 4.1: Rocˇno izbrana podrocˇja tarcˇe za posamezne posnetke. x in y sta
koordinati zgornjega levega kota podrocˇja. w in h sta sˇirina in dolzˇina podrocˇja.
rocˇno dolocˇena podrocˇja. Z zdruzˇenim posnetkom smo zˇeleli preveriti, ali ucˇenje
na posnetkih iz razlicˇnih zornih kotov bistveno izboljˇsa kvaliteto modelov.
4.1.5.5 Testi robustnosti
Opravili smo dve vrsti testov, in sicer: teste scale in teste proj. Pri testih scale
smo posnetke zmanjˇsali za 50%. S tem smo simulirali vecˇjo oddaljenost merjenca
od kamere in tako preverili teoreticˇno invariantnost deskriptorjev HOOF glede na
skalo.
Z vnasˇanjem projektivne transformacije v posnetke smo s testi proj preizkusˇali
robustnost celotnega postopka na deformacije slike, ki jo lahko vnasˇajo lecˇe ka-
mere, ali pa radikalno spreminjanje vidnega kota. Projektivno transformacijo
smo izvedli s pomocˇjo Matlabovih funkcij fitgeotrans in imwarp. Za vhodne
tocˇke smo izbrali robove posamezne slike zaporedja. Za izhodne tocˇke smo izbrali
vrednosti v tabeli 4.2, pri cˇemer so h dolzˇina slike, w sˇirina slike in x ter y slikovni
koordinati.
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Tabela 4.2: Tabela pozicij robov transformirane slike. h je dolzˇina slike, w sˇirina
slike in x ter y slikovni koordinati.
(a) Stranska slika (b) Hrbtna slika
Slika 4.11: Primer projektivne transformacije 150. slike posnetka iz prve se-
rije. Prikazani sta stranska in hrbtna transformirana slika. Transformirali smo
slike 4.5.
4.1.5.6 Sledenje merjencem
Obstaja veliko ekipnih sˇportov, kjer sodeluje vecˇ igralcev. Ker so vsi vidni na
vsaki sliki zaporedja posnetka, je nujno, da v nasˇ sistem uvedemo funkcionalnost
sledenja. S sledenjem na tekalni stezi smo preverili delovanje te funkcionalno-
sti. Rezultati, ki vsebujejo korak sledenja, imajo kratico tr. Primer sledenja je
prikazan na sliki 4.12.
Za sledenje smo uporabili sledilnik KCF, kot je implementiran v knjizˇnici
OpenCV. Izbiro sledilnika smo opredelili zˇe v poglavju 4.1.4. Pri sledenju smo
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Slika 4.12: Sledenje merjencu s KCF na stranski sliki. Prikazana je 150. slika
posnetka RGB iz druge serije. Zeleni okvir prikazuje podrocˇje, ki ga je zaznal
sledilnik.
uporabili privzete vrednosti, kot so specificirane v knjizˇnici OpenCV.
Sledilnik KCF smo inicializirali z rocˇnim obkrozˇevanjem podrocˇja tarcˇe na prvi
sliki vsakega posnetka. Podrocˇja tarcˇe, ki jih je izbral sledilnik, smo uporabili
za izrezovanje podrocˇij merjenca iz slik opticˇnega toka. Deskriptorje HOOF smo
izracˇunali le na izbranem podrocˇju.
4.1.5.7 Simulacija vibracij kamere
Kadar uporabljamo rocˇne kamere, pogosto pride do tresenja. Vibracije smo si-
mulirali z majhnimi nakljucˇnimi premiki in rotacijo posameznih slik iz video
zaporedja. Pri tem smo translacijo omejili na 4% velikosti slike. Rotacija je bila
omejena na 0,13 rad.
Translacijo in rotacijo smo filtrirali sˇe s Kalmanovim filtrom, da smo dobili
cˇasovno bolj realisticˇno simulacijo premikanja kamere. Za Kalmanov filter smo
uporabili enak model, kot je predstavljen v poglavju 2.8.1. Zacˇetne variance filtra
smo dolocˇili empiricˇno tako, da smo dobili cˇimbolj realisticˇno gibanje kamere,
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kot ga pricˇakujemo pri rocˇni kameri. Varianca sˇuma merilnega modela je znasˇala
σ2z = 1024, varianca sˇuma modela gibanja pa σ
2
x = 2. Za kovariancˇno matriko
predikcije smo uporabili varianco σ2P = 2.
Posnetke s simuliranim tresenjem kamere smo testirali z vkljucˇenim sledilni-
kom. Rezultati so anotirani s kratico sh. Primer delovanja sledilnika je prikazan
na sliki 4.13.
Slika 4.13: Sledenje merjencu na tresocˇem se posnetku. Prikazana je 82. slika
hrbtnega posnetka RGB iz prve serije. Zelen okvir prikazuje podrocˇje, ki ga je
zaznal sledilnik KCF.
4.1.6 Terenski eksperimenti – igra squash
Pri terenskih eksperimentih smo snemali igro squash z vgradno razvojno plat-
formo RaspberryPi in kamero RaspiCam, v resoluciji 1920 × 1080. Igralcema
smo merili srcˇni utrip s kontaktnimi senzorji. Prvega igralca z oznako SUBJ11
(starost: 45 let, velikost: 176 cm, tezˇa: 68 kg, spol: mosˇki, hrtmax: 179 bpm, hrr:
45 bpm) smo uporabili kot vir ucˇnih vzorcev. Drugega igralca z oznako SUBJ12
(starost: 17 let, viˇsina: 178 cm, tezˇa: 66 kg, spol: mosˇki, hrtmax: 203 bpm, hrr:
50 bpm) smo uporabili kot vir testnih vzorcev.
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4.1.6.1 Razsˇiritev deskriptorja HOOF
V terenskih testiranjih smo ugotovili, da uporaba deskriptorja HOOF v real-
nih okoliˇscˇinah ni zadovoljiva. Zato smo mu dodali deskriptor HAFA in dobili
razsˇirjeni deskriptor HOOF-HAFA. Primer deskriptorja je viden na sliki 4.14.
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Slika 4.14: Deskriptor HOOF-HAFA za 276. sliko iz zaporedja ucˇnih vzorcev.
Deskriptor ustreza sliki 4.15a.
4.1.6.2 Procesiranje
Izmerjen srcˇni utrip smo linearno interpolirali, da smo dobili podatke za vsako
sliko posnetka. Po cˇasovni osi smo ga filtrirali z Gaussovim filtrom s standardnim
odklonom 16, da zmanjˇsamo vpliv ucˇenja na sicer sˇumnih podatkih. Srcˇni utrip
je bil individualiziran na parametre ucˇnega igralca s pretvorbo v porabo energije
po enacˇbi (1.4). Rezultate smo nato z isto enacˇbo pretvorili nazaj v srcˇni utrip s
parametri testnega igralca. S tem smo omogocˇili ucˇenje na enem in testiranje na
drugem igralcu.
Za dolocˇitev podrocˇja posameznega igralca smo uporabili sledilnik KCF, ki
smo ga nadzorovano reinicializirali vsake 3 s, da smo zagotovili razumne sledilne
rezultate. Zaradi prevelike resolucije posnetkov smo morali za pravilno delova-
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nje sledilnika posnetke skalirati na 25% prvotne velikosti. Rezultate sledenja
smo nato transformirali nazaj na originalno resolucijo. Primer je prikazan na
sliki 4.15a)
(a) Slika sledenja. (b) Slika opticˇnega toka.
Slika 4.15: Slika rezultata sledenja in opticˇnega toka za igralca prve igre terenskih
eksperimentov. Sledili smo modremu igralcu, ki smo ga uporabili za ucˇne vzorce.
Zelen okvir na sliki a) prikazuje podrocˇje zaznave 276. slike posnetka. Ustrezni
opticˇni tok podrocˇja je prikazan na sliki b z legendo barvnega kodiranja v spo-
dnjem levem kotu. Na sliki uporabljamo standardno barvno kodiranje, povzeto
po [75]. Maksimalna amplituda opticˇnega toka je na tej sliki znasˇala 31 ppf.
Po dolocˇitvi opticˇnega toka (slika 4.15) smo uporabili deskriptorje HOOF-
HAFA, katerih znacˇilke smo skalirali na intervalu [−1, 1]. Ucˇili smo s postopkom
ϵ-SVR in jedrom RBF. Konsistetno z ucˇenjem smo Gaussov filter uporabili tudi
za filtriranje izhodov modela. Parameter jedra je bil σ = 16. Postopek za testi-
ranje vseh terenskih modelov faze 1 oznacˇujemo kot P1OFC. Shema postopka je















Slika 4.16: Predikcijska shema P1OFC. Uporabili smo jo za testiranje terenskih
modelov faze 1.
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4.1.7 Zaznavanje dihanja
Zaznavanje dihanja uporabljamo za medicinske namene, pri skrbi za starejˇse ali
pri nadzornih kamerah. Koncept opticˇnega merjenja nam omogocˇa, da aplikacijo
uporabimo iz daljˇsih razdalj, dokler nam opticˇni sistem to omogocˇa.
Obstaja zˇe kar nekaj aplikacij monitoringa pacientov s pomocˇjo racˇunalniˇskega
vida. Nasˇa glavna motivacija je bila testiranje predlagane metode na drugacˇnem
problemu.
4.1.7.1 Pridobivanje podatkov
Za testiranje zaznavanja dihanja smo posneli video mosˇkega merjenca, starosti 42
let z diagnozo spalne apneje. Snemanje se je zacˇelo ob 4:45 zjutraj, med spanjem
merjenca, in je trajalo 30min. Prostor smo osvetlili s 60W blizˇnje-infrardecˇim
osvetljevalnikom (NIR). Snemali smo z vgradno platformo RaspberryPi s kamero
RaspiCam (NIR verzija, brez filtra za blokiranje NIR). Frekvenca zajema je bila
25 slik na sekundo, ki pa smo jo zmanjˇsali na 10 v predprocesiranju videa. Ker je
dihanje pocˇasen proces, smo z zmanjˇsevanjem frekvence izboljˇsali razmerje signal-
sˇum v pridobljenem opticˇnem toku. Pri snemanju smo uporabili sˇirokokotni
objektiv M12 z goriˇscˇno razdaljo 1,8mm. Snemalna aparatura je bila oddaljena
priblizˇno 2m od opazovanega subjekta. Primer slike posnetka je prikazan na
sliki 4.17a.
4.1.7.2 Referencˇni podatki
Za pridobitev referencˇnih podatkov smo snemali zvok z zunanjim avdio modulom
USB za RaspberryPi. Mikrofon smo postavili v neposredno blizˇino merjenca.
Zvok smo sinhronizirali z video posnetkom. Zaznavanje dihanja so predstavljale
visoko amplitudo zvoka. Dobljene zaznave smo pregledali in potrdili, da ustrezajo
dejanskemu dihanju na avdio posnetku. Zaznavanje dihanja smo prevzorcˇili na
10Hz, da so bile skladne s frekvenco vzorcˇenja video posnetka.
88 Eksperimenti
(a) Slika dihanja NIR. (b) Opticˇni tok dihanja.
Angle [rad]



















Slika 4.17: Originalna slika dihanja NIR, njen opticˇni tok in histogram HOOF.
Prikazana je 500. slika ucˇnih vzorcev. Opticˇni tok ima legendo barvnega kodira-
nja v spodnjem levem kotu. Na sliki uporabljamo standardno barvno kodiranje,
povzeto po [75]. Maksimalna amplituda opticˇnega toka je na tej sliki znasˇala
1 ppf.
4.1.7.3 Procesiranje
Opazovali smo podrocˇje subjektovega hrbta. Subjekt je lezˇal obrnjen navzdol.
Podrocˇje je bilo veliko 384×512 slikovnih elementov in je pokrivalo priblizˇno 2/3
hrbta. To je bil edini del slike, ki smo ga uporabili.
Iz razmeroma dolgega posnetka smo izbrali dve zaporedji slik s trajanjem
5min. Prvo zaporedje smo uporabili za ucˇenje, drugo pa za testiranje. Pri upo-
rabi opticˇnega toka smo spremenili parameter velikosti okna na 64. Iz opticˇnega
toka smo izracˇunali histograme HOOF. Izhod modela smo dolocˇili tako, da so
imele referencˇne vrednosti z razredoma “diha” in “ne diha” vrednosti 1 oziroma
-1. Ucˇili smo z razvrsˇcˇevalnikom C-SVC in jedrom RBF, pri tem pa uporabili op-
timizacijo parametrov. Za dolocˇitev uspesˇnosti delovanja smo problem formulirali
kot problem binarnega razvrsˇcˇanja. Rezultatov nismo filtrirali.
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Podrocˇje








Slika 4.18: Diagram testiranja pri uporabi metode za zaznavanje dihanja.
4.2 Eksperimenti 2. faze
Za statisticˇno bolj oprijemljive rezultate smo v laboratorijskih in terenskih eks-
perimentih 2. faze uporabili 7 razlicˇnih merjencev (srednja vrednost ± SD: sta-
rost 16,29± 2,29 let, velikost 175,37± 11,60 cm, tezˇa 59,36± 12,08 kg, spol mosˇki,
hrmax 203,71± 2,29 bpm, V O2max 3144,00± 629,27mlmin−1 ). Oznake, ki jih
uporabljamo za posameznega merjenca skozi preostanek dela, so: SUBJ1, SUBJ2,
SUBJ4, SUBJ7, SUBJ8, SUBJ9, SUBJ10. Merjenca SUBJ4 smo uporabili samo
v laboratorijskih eksperimentih, ker pri terenskih eksperimentih ni bil prisoten.
Namesto njega smo v terenskih eksperimentih uporabili SUBJ10. Med laborato-
rijskimi in terenskimi eksperimenti je za merjenca SUBJ1 in SUBJ2 preteklo 43
dni, za merjenca SUBJ4 42 dni in za ostale 1 dan.
4.2.1 Mrezˇno iskanje ν-RBF
Med evaluacijo eksperimentov 1. faze smo ugotovili, da z regresijo ϵ-SVR pogosto
dobimo preobremenjene (angl. Overfitted) modele. Pri takih modelih je sˇtevilo
podpornih vektorjev zelo visoko. Lahko se zgodi, da postanejo vsi vektorji znacˇilk
podporni vektorji. Preobremenjeni modeli lahko dajejo solidne rezultate, vendar
pa so ti nerealisticˇni. Takoj, ko bi v tak model vnesli rahlo spremenjene podatke,
ne bi vecˇ delovali.
Zaradi tovrstnih problemov smo v nasˇem postopku regresijo ϵ-SVR zamenjali
z ν-SVR. Izkazalo se je, da tudi ta ne deluje, cˇeprav pri njej uporabljamo dodatni
parameter ν, s katerim v teoriji kontroliramo razmerje sˇtevila podpornih vektor-
jev, kot je opisano v poglavju 2.6.5.3. Chang et al. nam v delu [76] parameter
ν bolj natancˇno opiˇse kot spodnjo mejo razmerja sˇtevila podpornih vektorjev.
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Parameter ν v resnici ne predstavlja omejitve, s katero bi kaznovali prekomerno
ucˇenje modela. V ta namen smo razvili mrezˇno iskanje ν-RBF, ki je predstavljeno
v poglavju 2.6.4.3.
Razvito mrezˇno iskanje uporablja regresijo ν-SVR in jedro RBF, zato smo ju
uporabljali tudi za ucˇenje modelov. Celoten postopek krajˇse imenujemo ν-RBF.
Optimizacija parametrov Najprej smo optimizirali parameter νmax. Pred-
stavlja razlicˇico parametra νmax, s katerim dolocˇimo dejansko sˇtevilo podpornih
vektorjev. Za tovrstno optimizacijo smo ponovno naucˇili modele mixed iz 1. faze,
pri cˇemer smo za mrezˇno iskanje uporabili nov postopek. Modele smo nato upo-
rabili za testiranje na ucˇnih podatkih terenskih eksperimentov 1. faze. S takim
postopkom smo izlusˇcˇili slabe squash modele, ki bi otezˇevali pravilno evaluacijo
rezultatov pri optimizaciji.
Za optimizacijo smo uporabili deskriptor HOOF-HAFA in naslednje vrednosti
parametrov: zacˇetna vrednost ν = 0,1, skaliranje znacˇilk na intervalu [−1, 1] in
standardni odklon za Gaussov filter σ = 5. Za νmax smo uporabili 0,2, 0,5 in 0,8.
Pri evaluaciji smo uporabili rezultate verifikacije in ne validacije, kot obicˇajno.
Pri validaciji smo dobili slabe rezultate, iz katerih nismo mogli sklepati o izbiri
optimalnega parametra.
Primerjava z elementarnim postopkom 1. faze Z optimiziranim parame-
trom νmax = 0,5 smo ν-RBF preizkusili sˇe na elementarnih modelih, pri cˇemer
nismo uposˇtevali izrezovanja slik. Ostali parametri so enaki kot pri optimizaciji.
4.2.2 Optimizacija Gaussovega filtra
Pri optimizaciji Gaussovega filtra smo dolocˇili optimalni standardni odklon σ z
uporabo dveh metrik, in sicer: koren srednje kvadraticˇne napake (RMSE) in raz-
merje med signalom ter sˇumom (SNR). Pri metriki RMSE smo dolocˇili napako
med ucˇnimi vzorci in njihovo predikcijo. Pri metriki SNR smo za signal upora-
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bili referencˇne ucˇne vzorce. Za sˇum smo uporabili rezidualni ali preostali sˇum.
Dobili smo ga z odsˇtevanjem filtriranih vzorcev od referencˇnih. Metrika SNR
dolocˇa uspesˇnost izlocˇevanja sˇuma, metrika RMSE pa pravilnost dolocˇitve, kateri
podatki spadajo v signal in kateri v sˇum.
Teste smo izvajali na elementarnih eksperimentih 1. faze, brez uposˇtevanja
izrezovanja slik, pri cˇemer smo uporabili deskriptor HOOF-HAFA. Znacˇilke smo
skalirali na intervalu [0, 1], ker smo pri uporabi intervala [−1, 1] dobili opo-
zorila, naj raje uporabimo prvega. Za postopek ucˇenja smo izbrali ν-RBF z
νmax = 0,5 in σ = 1. Testirali smo naslednje standardne odklone Gaussovega fil-
tra: 1, 3, 5, 11, 21, 31 in 51.
4.2.3 Normalizacija deskriptorjev HAFA
V praksi se pokazˇe, da prvotni histogram HAFA ne deluje zadovoljivo pri upo-
rabi sledilnika. Podrocˇje tarcˇe skozi cˇas spreminja svojo velikost, to pa vpliva
na vrednosti stolpcev histograma HAFA. Ker te dobimo s presˇtevanjem slikovnih
elementov z enako amplitudo hitrosti, bo manjˇse podrocˇje posledicˇno zmanjˇsalo
celoten histogram. Pri histogramih HOOF tega problema nimamo, saj ima maj-
hen vpliv. Razlog ticˇi v racˇunanju vrednosti stolpcev histograma HOOF. Njihove
vrednosti dobimo s sesˇtevanjem amplitud in ne njihovim presˇtevanjem. Te so zato
pred normiranjem praviloma vecˇje.
Probleme sledilnika smo poskusˇali kompenzirati z uvedbo amplitudnega fak-
torja fA. Gre za razmerje med velikostjo podrocˇja igralca na terenskih testih in
velikostjo podrocˇja tarcˇe. Ta je bila v nasˇem primeru velikost merjenca na tekalni
stezi. Razmerje dobimo z razmerjem diagonal podrocˇij po enacˇbi (4.2), kjer sota
wl in hl sˇirina ter dolzˇina podrocˇja na tekalni stezi, ws in hs pa predstavljata











Velikost diagonale na laboratorijskih testih uporabljamo kot referenco, ker
je na teh posnetkih stabilna, saj se le malo spreminja. Koncept amplitudnega
faktorja smo preizkusili na enakem postopku, kot pri optimizaciji parametra
mrezˇnega iskanja ν-RBF. S takim postopkom smo izlusˇcˇili slabe modele squash,
ki bi otezˇevali pravilno evaluacijo rezultatov pri optimizaciji. Naucˇili smo modele
diag, kjer smo uporabili amplitudni faktor in referencˇne modele normal brez upo-
rabe faktorja za primerjavo. Diagonalo na tekalni stezi smo dolocˇili po sliki 4.19,
kjer smo za zgornji levi kot P0 in spodnji desni kot P1 izbrali vrednosti v tabeli 4.3.
Slika 4.19: Dolocˇitev amplitudnega faktorja. Amplitudni faktor fA smo dolocˇili




Tabela 4.3: Tabela izbranih tocˇk okvirja merjenca, s katerimi smo dolocˇili ampli-
tudni faktor. Tocˇka P0 je zgornji levi kot, tocˇka P1 pa spodnji levi kot modrega
okvirja na sliki 4.19
Pri testiranju smo uporabili parameter νmax = 0,5 in σ = 5. Za filtriranje
meritev srcˇnega utripa smo uporabili σ = 16, za rezultate pa optimalno vrednost
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σ = 5. Znacˇilke smo skalirali na intervalu [0, 1], ker smo pri uporabi intervala
[−1, 1] dobili opozorila, naj raje uporabimo prvega. Za modele z diagonalo
smo uporabili parameter diag = 381,266. Za evaluacijo rezultatov smo uporabili
predikcije testnih vzorcev z modeli z zakasnitvijo.
4.2.4 Laboratorijski eksperimenti
Merjenci so opravili obremenilni test po protokolu Nowatzky. To je stopnjevani
test na tekocˇi preprogi za merjenje maksimalne porabe kisika in oceno aerobne
kapacitete posameznika.
4.2.4.1 Pridobivanje podatkov
Fiziolosˇki parametri. Obremenilni test smo izvajali s pomocˇjo sistema za
direktno ergospirometrijo tipa “breath by breath” Cosmed K4B2 na tekalni stezi
HP Cosmos. Z obremenilnim testom smo pridobili podatke porabe energije sˇestih
razlicˇnih merjencev (SUBJ1, SUBJ2, SUBJ4, SUBJ7 SUBJ8 in SUBJ9). Vzorcˇili
smo s frekvenco 0,2Hz.
Video in globinski posnetki. Tekalno stezo smo snemali iz dveh razlicˇnih
zornih kotov: hrbtni del in stranski del. Kameri sta bili cˇasovno sinhronizirani
s pomocˇjo protokola NTP. Pri uporabi vecˇ senzorjev Kinect njihove frekvence
vzorcˇenja niso striktno enake, zato smo shranjevali tudi cˇasovne sˇtampiljke vsake
posamezne slike. Primer hrbtnega in stranskega posnetka je prikazan na sliki 4.20.
Snemali smo z dvema kamerama Microsoft Kinect za Windows V2 s pomocˇjo
knjizˇnice libfreenect2 0.2 [71]. Kameri sta bili od tekalne steze oddaljeni priblizˇno
2m. Od tal sta bili dvignjeni za priblizˇno 1,5m. Postavitev kamer je prikazana
na sliki 4.21. Pridobili smo barvne slike RGB in globinske slike DEPTH. Snemali
smo v locˇljivosti 512× 424. Frekvenca zajema slik je znasˇala 30 slik na sekundo.
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(a) Stranska slika. (b) Hrbtna slika.
Slika 4.20: Stranski in hrbtni posnetek iz kamere Kinect v laboratoriju. Sliki
sta bili registrirani na korespondecˇni globinski sliki 4.22. Cˇrni slikovni elementi
predstavljajo tocˇke, kjer globina ni bila pravilno zajeta. Zelen okvir je rezultat
sledenja s sledilnikom KCF.
(a) Stranski pogled. (b) Hrbtni pogled.
Slika 4.21: Stranski in hrbtni pogled postavitve kamer za laboratorijske teste
2. faze. Na sliki sta vidna podstavka, na katerih sta postavljeni kameri Kinect.
Kameri sta bili od tekalne steze oddaljeni priblizˇno 2m.
Protokol meritve. Test smo pricˇeli z minutnim mirovanjem na tekalni stezi.
Sledilo je tri minutno ogrevanje, s hitrostjo teka 5 kmh−1, pri naklonu preproge
0%. Nadaljevali smo s tri minutnim tekom, s hitrostjo 6 kmh−1. Po treh minutah
smo naklon tekocˇe preproge dvignili za 2% in ga nismo vecˇ spreminjali. Po
zadnji minuti, na tretji stopnji (hitrost 6 kmh−1, naklon 2%), se je hitrost teka
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(a) Stranska slika. (b) Hrbtna slika.
Slika 4.22: Stranska in hrbtna globinska slika laboratorijskih eksperimentov. Glo-
binski sliki sta korespondecˇni slikam RGB 4.20. Barvna skala prikazuje globino
v metrih. Cˇrni slikovni elementi predstavljajo tocˇke, kjer globina ni bila zajeta.
vsaki dve minuti povecˇala za 1 kmh−1. Test smo izvajali brez prekinitve do
pojava objektivnih oz. subjektivnih razlogov za prekinitev testa, ki jih je dolocˇil
zdravnik, ki je spremljal parametre merjencev.
4.2.4.2 Procesiranje
Fiziolosˇke parametre smo interpolirali z linearno interpolacijo. Modele smo ucˇili
po dveh postopkih. Prvi postopek, poimenovan P2OF, temelji na opticˇnem toku.













Slika 4.23: Predikcijska shema P2OF. Uporabljamo jo za testiranje modelov z
opticˇnim tokom v 2. fazi.
Merjencem smo v P2OF sledili s sledilnikom KCF, ki smo ga nadzorovano
reinicializirali vsako minuto. Za izbrano podrocˇje slike smo izracˇunali opticˇni
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tok. Primer dobljenega opticˇnega toka je prikazan na sliki 4.24. Sledilo je ge-
neriranje deskriptorjev HOOF-HAFA s parametri NHOOF = 60 in NHAFA = 60.
Deskriptorje HAFA smo normalizirali z vrednostmi amplitudnih faktorjev fA.
(a) Stranska slika. (b) Hrbtna slika.
Stolpci
















(c) Histogram stranske slike.
Stolpci


















(d) Histogram hrbtne slike.
Slika 4.24: Stranski in hrbtni opticˇni tok ter pripadajocˇa deskriptorja. Sliki a)
in b) sta opticˇna toka zaznave merjencev na sliki 4.20. V spodnjem levem kotu
posamezne slike sta legendi barvnega kodiranja. Na sliki uporabljamo standardno
barvno kodiranje, povzeto po [75]. Maksimalna amplituda opticˇnega toka je na
sliki a) znasˇala 6 ppf in na b) 6 ppf. Opticˇnima tokoma pripadata izracˇunana
histograma HOOF-HAFA.
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Procesiranje s prostorskim tokom je bilo podobno, postopek oznacˇujemo kot













Slika 4.25: Predikcijska shema P2SF. Uporabljamo jo za testiranje modelov s
prostorskim tokom v fazi 2.
Merjencem smo v P2SF sledili s sledilnikom DS-KCF, ki smo ga nadzoro-
vano reinicializirali vsako minuto. Izbranim podrocˇjem smo izracˇunali prostorski
tok. Primer dobljenega toka je prikazan na sliki 4.27. Sledilo je generiranje de-
skriptorjev HOOF-HAFA po postopku P2OF, le da deskriptorjev HAFA nismo
normalizirali. Zaradi narave prostorskega toka je ta zˇe v metricˇnih enotah.
(a) Stranska slika. (b) Hrbtna slika.
Slika 4.26: Prostorski tok za sliki 4.20. Slike smo pridobili s programom
Scene-Flow-Impair, avtorja [47], ki smo ga prilagodili za Kinect V2. Sliki sta
8-bitni sliki RGB. Amplitude hitrosti v posameznih oseh so normirane in nor-
malizirane na intervalu [0, 255]. Kanal B predstavlja komponento µx, kanal G
µy, ter kanal R µz prostorskega toka µ. Beli slikovni elementi so neveljavni (ne
vsebujejo podatka o globini).
Modele obeh postopkov (P2OF in P2SF) smo ucˇili s postopkom ν-RBF, kjer
smo za Gaussov filter uporabili σ = 5 in za najvecˇje sˇtevilo podpornih vektorjev
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(a) stranska slika (b) hrbtna slika
Stolpci

















(c) Histogram stranske slike.
Stolpci

















(d) Histogram hrbtne slike.
Slika 4.27: Projekcija prostorskih tokov na slikovno ravnino. Gre za prostorska
toka zaznave merjencev na sliki 4.20. V spodnjem levem kotu posamezne slike
sta legendi barvnega kodiranja. Na sliki uporabljamo standardno barvno kodi-
ranje, povzeto po [75]. Maksimalna amplituda prostorskega toka je na sliki a)
znasˇala 10,4m s−1 in na b) 9,4m s−1. Projekcijama prostorskega toka pripadata
izracˇunana histograma HOOF-HAFA.
νmax = 0,5 (50% podpornih vektorjev). Podobno kot v eksperimentih 1. faze
smo tudi tu naucˇili 6 osnovnih modelov, in sicer: modele eem, ki predvidevajo
porabo energije v kcalmin−1, modele sv za stransko kamero in modele bv za
hrbtno kamero.
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Rezultate smo filtrirali z Gaussovim jedrom σ = 5. Modele smo testirali po
treh razlicˇnih protokolih iz razlogov, ki jih izrecno navajamo.
Protokol 1. Za testne vzorce vzamemo vsak 3. vzorec fiziolosˇkega parametra
in slike iz posameznega posnetka. Ostale vzorce uporabimo pri ucˇenju. Rezul-
tate vseh 6 meritev povprecˇimo. Na ta nacˇin smo poskusˇali ucˇiti modele, ki so
neodvisni od cˇasovnega povecˇevanja utrujenosti.
Protokol 2. Za ucˇne vzorce izberemo prvih 70% vzorce in za testne naslednjih
30%. Rezultate vseh 6 meritev povprecˇimo.
Protokol 3. Uporabimo protokol 1, pri cˇemer ucˇimo na prvih sˇtirih merjencih
in testiramo na zadnjih dveh. Rezultatov ne povprecˇimo. Na ta nacˇin smo
proucˇili mozˇnost posplosˇitve naucˇenih modelov za uporabo na merjencih, ki niso
bili vkljucˇeni v ucˇenje.
4.2.5 Terenski eksperimenti
Sˇest igralcev je igralo tri tekme squash-a, po dva niza na tekmo. Tekme so trajale
16min, 14min in 11min. Uporabili smo procesiranje P2OF in P2SF z nadzoro-
vano reinicializacijo sledilnikov vsake 2 s. Delovanje sledilnikov lahko vidimo na
sliki 4.28. Pripadajocˇi opticˇni in prostorski tok sta prikazana na sliki 4.29. Na
sliki 4.30 sta prikazana pripadajocˇa histograma.
4.2.5.1 Pridobivanje podatkov.
Fiziolosˇki parametri. Fiziolosˇke parametre smo pridobili s pomocˇjo preno-
snega sistema za direktno ergospirometrijo tipa “breath by breath” Cosmed
K4B2. Sistem je prikazan na sliki 4.31. Frekvenca vzorcˇenja se je spreminjala, v
povprecˇju pa je znasˇala 0,5Hz. S testom smo pridobili podatke porabe energije
sˇestih razlicˇnih merjencev (SUBJ1, SUBJ2, SUBJ7, SUBJ8, SUBJ9 in SUBJ10).
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(a) Sledilnik KCF (b) Sledilnik DS-KCF
Slika 4.28: Predstavitev delovanja sledilnikov KCF in DS-KCF za terenske ekspe-
rimente. Za primerjavo sledilnikov sta prikazani 120. sliki leve kamere prvega niza
2. tekme. Na slikah je merjenec SUBJ9. Zelena okvirja prikazujeta detektirani
podrocˇji za posamezen sledilnik. Opazimo, da sta podrocˇji nekoliko razlicˇni.
Video posnetki. Igriˇscˇe smo snemali z dvema kamerama Microsoft Xbox Ki-
nect V2, ki sta bili oddaljeni ena od druge za priblizˇno 2m. Vsaka kamera je
pokrivala svojo polovico igriˇscˇa. Razdalja od tal je znasˇala priblizˇno 3m. Kameri
sta bili pozicionirani nad zasˇcˇitnim steklom. Taksˇna postavitev je preprecˇila ne-
posredni odboj laserske svetlobe, ki jo oddaja Kinect V2 od stekla, s katerim je
zasˇcˇiteno igriˇscˇe. Kot θ (rotacija okoli x osi) je bil priblizˇno 30◦ tako, da so kamere
pokrivale prvo polovico igriˇscˇa do linije serviranja. Postavitev kamer je prikazana
na sliki 4.32. Pridobili smo barvne slike RGB in globinske slike DEPTH. Snemali
smo v locˇljivosti 512× 424. Frekvenca zajema slik je znasˇala 30 slik na sekundo.
Kameri smo cˇasovno sinhronizirali s pomocˇjo protokola NTP.
Protokol meritve. Posamezno tekmo smo pricˇeli s 5 minutnim ogrevalnim te-
kom. Sledilo je igranje na dva niza do 10 dobljenih tocˇk z uposˇtevanjem dveh tocˇk
razlike. Med nizoma so igralci pocˇivali 2 minuti. V cˇasu ogrevanja in pocˇivanja
nismo zajemali video posnetkov. Niza posamezne igre smo zdruzˇili v en posnetek.
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(a) Opticˇni tok. (b) Projekcija prostor-
skega toka.
(c) Prostorski tok.
Slika 4.29: Opticˇni tok, prostorski tok in njegova projekcija na slikovno ravnino.
V spodnjem levem kotu opticˇnega toka in projekcije prostorskega toka sta legendi
barvnega kodiranja. Uporabljamo standardno barvno kodiranje, povzeto po [75].
Maksimalna amplituda opticˇnega toka na sliki a) je 10 ppf. Maksimalna ampli-
tuda projekcije prostorskega toka je 13,7m s−1. Sliko prostorskega toka b) smo
pridobili s programom Scene-Flow-Impair, avtorja [47], ki smo ga prilagodili za
kamero Kinect V2. Slika je 8-bitna RGB. Amplitude hitrosti v posameznih oseh
so normirane in normalizirane na intervalu [0, 255]. Kanal B predstavlja kompo-
nento µx, kanal G µy, ter kanal R µz prostorskega toka µ. Beli slikovni elementi
so neveljavni (ne vsebujejo podatka o globini).
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(a) Histogram opticˇnega toka.
Stolpci


















(b) Histogram prostorskega toka.
Slika 4.30: Histograma opticˇnega in projekcije prostorskega toka. Histogram za
opticˇni tok smo dobili iz slike 4.29a). Histogram projekcije prostorskega toka smo
dobili iz slike 4.29b
Slika 4.31: Prenosni sistem za direktno ergospirometrijo tipa “breath by breath”
Cosmed K4B2.
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Slika 4.32: Postavitev kamer Kinect pri terenskih testih 2. faze.
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5 Rezultati
Vse modele porabe energije in srcˇnega utripa smo validirali na predhodno opisa-
nih testnih vzorcih. Za primerjavo med razlicˇnimi modeli smo izbrali validacijske
metrike: korelacijski koeficient CORR, relativna absolutna napaka RAE in koren
relativne kvadratne napake RRSE [62]. Dodali smo tudi razmerje med sˇtevilom
podpornih vektorjev in sˇtevilom ucˇnih vzorcev fSV . Viˇsja vrednost CORR pred-
stavlja boljˇsi rezultat, z RAE, RRSE in fSV pa je ravno obratno.
Modele smo ovrednotili tudi z navzkrizˇnim testiranjem. Testiranje je bilo
opravljeno za stranski ali hrbtni pogled. Navzkrizˇni testi imajo v oklepajih
dolocˇen tip kamere, ki smo ga uporabili za vhodne podatke pri testiranju.
5.1 Eksperimenti 1. faze
5.1.1 Optimizacija deskriptorjev HOOF
Parameter NHOOF smo dolocˇili na podlagi rezultatov evaluacije v tabeli 5.1 in
grafov korelacije med referencˇnimi podatki ter predikcijo 5.1.
V tabeli 5.1 lahko vidimo, da se s povecˇevanjem sˇtevila stolpcev rezultati
bistveno ne razlikujejo. Najboljˇse rezultate nam sicer daje 120 stolpcev, vendar
pa smo za potrebe nasˇe metode uporabili NHOOF = 60, ki je ravno tako dal
zadovoljive rezultate. S takim sˇtevilom smo zagotovili dobro delovanje glede na
minimalno vrednost, sˇe vseeno pa ne gre za tako veliko sˇtevilo, ko bi do izraza
priˇsle amplitude sˇumnih vektorjev.
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NHOOF CORR RAE RRSE fSV
30 0,978 0,296 0,304 0,63
60 0,980 0,277 0,289 0,81
120 0,98 0,261 0,273 0,74
160 0,982 0,272 0,284 0,72
Tabela 5.1: Rezultati evaluacije modelov z razlicˇnim sˇtevilom stolpcev NHOOF
deskriptorja HOOF. Optimalni rezultati so odebeljeni. Kljub dobrim rezultatom
modela z NHOOF = 120 smo izbrali NHOOF = 60, ker nanj sˇum manj vpliva.
Prava vrednost W [kcal min!1]

















Korelacija za HOOF histogram
NHOOF = 30
(a) Korelacija NHOOF = 30.
Prava vrednost W [kcal min!1]






















Korelacija za HOOF histogram
NHOOF = 60
(b) Korelacija NHOOF = 60.
Prava vrednost W [kcal min!1]






















Korelacija za HOOF histogram
NHOOF = 120
(c) Korelacija NHOOF = 120.
Prava vrednost W [kcal min!1]






















Korelacija za HOOF histogram
NHOOF = 160
(d) Korelacija NHOOF = 160.
Slika 5.1: Grafi korelacij modelov z razlicˇnim sˇtevilom stolpcev NHOOF deskrip-
torja HOOF. Rezultati so zelo podobni.
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5.1.2 Optimizacija deskriptorjev HAFA
Parameter NHAFA smo dolocˇili na podlagi rezultatov evaluacije v tabeli 5.2 in
grafov korelacije med referencˇnimi podatki ter predikcijo 5.2.
NHAFA CORR RAE RRSE fSV
30 0,984 0,213 0,231 0,62
60 0,984 0,211 0,228 0,63
120 0,984 0,211 0,228 0,63
160 0,984 0,211 0,228 0,63
Tabela 5.2: Rezultati evaluacije modelov z razlicˇnim sˇtevilom stolpcev NHAFA
deskriptorja HAFA. Optimalni rezultati so odebeljeni.
V tabeli 5.2 lahko vidimo, da so rezultati prakticˇno enaki. Za nasˇo metodo smo
izbrali NHAFA = 60, kar v grobem predstavlja 60 razlicˇnih hitrosti z maksimalno
amplitudo 60 ppf.
5.1.3 Razsˇiritev deskriptorja HOOF
Deskriptor CORR RAE RRSE fSV
HOOF 0,992 0,336 0,317 0,82
HOOF-HAFA 0,991 0,157 0,205 0,90
Tabela 5.3: Rezultati evaluacije modelov z razlicˇnim deskriptorjem. Optimalni
rezultati so odebeljeni. Vidimo lahko, da se bolje obnese razsˇirjeni deskriptor
HOOF-HAFA, cˇeprav model uporablja vecˇ podpornih vektorjev.
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Prava vrednost W [kcal min!1]






















Korelacija za HAFA histogram
NHAFA = 30
(a) Korelacija NHAFA = 30.
Prava vrednost W [kcal min!1]






















Korelacija za HAFA histogram
NHAFA = 60
(b) Korelacija NHAFA = 60.
Prava vrednost W [kcal min!1]






















Korelacija za HAFA histogram
NHAFA = 120
(c) Korelacija NHAFA = 120.
Prava vrednost W [kcal min!1]






















Korelacija za HAFA histogram
NHAFA = 160
(d) Korelacija NHAFA = 160.
Slika 5.2: Grafi korelacij modelov z razlicˇnim sˇtevilom stolpcev NHAFA deskrip-
torja HAFA. Rezultati so zelo podobni.
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Prava vrednost sr5cnega utripa hr [bpm]
























Korelacija za model s HOOF deskriptorjem
NHOOF = 60
(a) Korelacija NHOOF = 60.
Prava vrednost sr5cnega utripa hr [bpm]
























Korelacija za model s HOOF-HAFA deskriptorjem
NHOOF = 60 NHAFA = 60
(b) Korelacija NHOOF = 60,
NHAFA = 60.
Slika 5.3: Primerjava grafov korelacij modelov z razlicˇnimi deskriptorji. Model a)
smo naucˇili z deskriptorjem HOOF. Model b) smo naucˇili z deskriptorjem HOOF-
HAFA. Posamezni vzorec je vseboval 120 znacˇilk. Pri primerjavi korelacije lahko
opazimo vidno razliko. Model b) dokazuje, da je razsˇirjeni deskriptor boljˇsi.
5.1.4 Sledilniki za opticˇni tok
Rezultati testiranja so prikazani v tabeli 5.4. Za izbrane sledilnike smo dolocˇili
povprecˇje prekrivanja podrocˇja za posamezen posnetek. V tretjem stolpcu je
predstavljeno povprecˇje prekrivanja glede na oba posnetka. Najboljˇsi rezultati
so odebeljeni. Po tabeli 5.4 se za posnetek handball1 najbolje izkazˇe sledilnik
DLIB-CORR. Za posnetek handball2 smo dobili najboljˇse rezultate pri sledilniku
OPENCV-TLD. V povprecˇju se najbolje izkazˇe sledilnik CORR.
Na sliki 5.4 lahko vidimo primer delovanja sledilnikov za oba posnetka. Refe-
rencˇni igralec, ki mu morajo slediti, ima rumeno majico. Za posnetek handball1
je predstavljena 15. slika, za posnetek handball2 pa 111. slika. Rezultati v
tabeli 5.4 skladajo z opazˇanji na sliki 5.4.
Cˇeprav smo objektivno dolocˇili, da se je najbolje izkazal sledilnik DLIB-
CORR, se je pri hitri vizualni oceni sledenja na izsekih posnetka [73] izkazalo,
da ima nekatere kriticˇne pomanjkljivosti v primerjavi s sledilnikom KCF. Pri-
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Sledilnik Φ(handball1) Φ(handball2) Φ
NEBEHAY-TLD 0,035 0,130 0,083
CCV-TLD 0,117 0 0,117
OPENCV-TLD 0,002 0,178 0,09
DLIB-CORR 0,214 0,160 0,187
KCF 0.161 0.166 0.164
Tabela 5.4: Povprecˇje prekrivanja podrocˇja za posamezen sledilnik in posnetek.
V tretjem stolpcu je predstavljeno povprecˇje prekrivanja glede na oba posnetka.
Najboljˇsi rezultati so odebeljeni. Po tabeli 5.4 se za posnetek handball1 naj-
bolje izkazˇe sledilnik DLIB-CORR. Za posnetek handball2 smo dobili najboljˇse
rezultate pri sledilniku OPENCV-TLD. V povprecˇju se najbolje izkazˇe sledilnik
DLIB-CORR.
(a) 15. slika posnetka handball1. (b) 111. slika posnetka handball2.
Slika 5.4: Primer delovanja sledilnikov za handball posnetke. Referencˇni igralec,
ki mu morajo slediti, ima rumeno majico.
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mer boljˇsega delovanja sledilnika KCF je slika 5.5, kjer sledimo modremu igralcu.
Na isti sliki posnetka je algoritem KCF nasˇel modrega igralca, medtem ko ga je
algoritem DLIB-CORR zamenjal z drugim igralcem.
Slika 5.5: Primer delovanja sledilnikov za posnetek squash. Gre za 41. sliko
posnetka [73], pri cˇemer smo uporabili algoritma KCF in DLIB-CORR. Sledilnika
sta morala slediti igralcu z modro majico.
Boljˇse delovanje KCF je razumljivo, saj prvi testi temeljijo na posnetkih ro-
kometa, drugi pa na squash-u, kjer gre za igro z bistveno drugacˇno dinamiko. Cˇe
pogledamo tabelo 5.4, ima KCF drugo najboljˇse povprecˇje, prav tako pa so si
rezultati posameznih posnetkov zelo podobni.
5.1.5 Observabilnost
Rezultate observabilnosti vidimo v tabeli 5.5. Validacijske metrike so povprecˇne
vrednosti modelov sv in bv, brez krizˇnega testiranja. Pearsonov korelacijski ko-
eficient smo povprecˇili s Fisherjevo z transformacijo. Tako poraba energije kot
srcˇni utrip imata visoko pozitivno korelacijo, kar pomeni, da sta oba parametra
observabilna. Modeli hr se po rezultatih CORR bolje ujemajo z referenco, ven-
dar moramo pri tem uposˇtevati tudi razmerje fSV , ki je tu vecˇje. Cˇe primerjamo
metrike napak, modeli eem prekasˇajo modele hr. S tem lahko potrdimo, da srcˇni
utrip ni dober fiziolosˇki parameter za dolocˇevanje fizicˇne aktivnosti. Najboljˇsi
rezultati predikcije porabe energije in srcˇnega utripa so prikazani na sliki 5.6.
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Model CORR RAE RRSE fSV
eem 0,86 0,46 0,53 0,54
hr 0,89 0,78 0,78 0,76
Tabela 5.5: Validacijske metrike testa observabilnosti. Gre za povprecˇne vredno-
sti modelov sv in bv. Pearsonov korelacijski koeficient (CORR) smo povprecˇili s
Fisherjevo z transformacijo.
5Cas [s]








































Slika 5.6: Najboljˇsi reultati predikcije porabe energije in srcˇnega utripa. Slika pri-
kazuje izhode modelov eem-sv(sv) in hr-sv(sv) ter izmerjene referencˇne vrednosti
porabe energije in srcˇnega utripa.
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5.1.6 Rocˇni izrez podrocˇja zanimanja
Tabela 5.6 prikazuje rezultate rocˇnega izreza podrocˇja zanimanja. Prikazani so
tudi rezultati observabilnosti za primerjavo. Validacijske metrike so povprecˇne
vrednosti modelov sv in bv, brez krizˇnega testiranja. Pearsonov korelacijski koe-
ficient smo povprecˇili s Fisherjevo z transformacijo. Rezultati modelov z rocˇnim
izrezovanjem so malenkost slabsˇi. Sˇe vseeno smo jih uporabili v nadaljnjih testih,
ker se z njimi teoreticˇno znebimo sˇuma ozadja.
Model CORR RAE RRSE fSV
eem-crop 0,86 0,47 0,55 0,59
eem 0,89 0,46 0,53 0,54
hr-crop 0,86 0,73 0,73 0,86
hr 0,89 0,78 0,78 0,76
Tabela 5.6: Validacijske metrike testov rocˇnega izreza. Gre za povprecˇne vre-
dnosti modelov sv in bv. Personov korelacijski koeficient CORR smo povprecˇili s
Fisherjevo z transformacijo.
5.1.7 Zorni kot kamere
Rezultati vpliva posameznega zornega kota kamere so vidni v tabeli 5.7. Slike
smo pred procesiranjem rocˇno izrezali tako, da smo dolocˇili obmocˇje tarcˇe, kjer
smo zaobjeli celoten subjekt glede na vse sekvence video posnetka. S tem smo
simulirali idealni sledilnik. Rezultate tako lazˇje primerjamo s terenskimi testi.
Cˇe primerjamo modele bv(bv) in sv(sv), dobimo pri slednjih boljˇse rezultate.
Slabsˇi rezultati hrbtne kamere bi lahko nakazovali na to, da je ta pogled manj
informativen. Pri opazovanju krizˇnih testov (testi s podatki razlicˇnega pogleda)
lahko vidimo, da dobimo pri vseh slabe rezultate. CORR je zelo nizek ali negati-
ven, metrike napak pa so zelo visoke. Glavna razlika mesˇanih modelov je opazna
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Model CORR RAE RRSE fSV
eem-bv(bv) 0,83 0,48 0,58 0,60
eem-bv(sv) −0,83 1,37 1,54 0,60
eem-sv(bv) −0,48 1,22 1,28 0,59
eem-sv(sv) 0,86 0,46 0,52 0,59
eem-mixed(bv) 0,84 0,57 0,63 0,62
eem-mixed(sv) 0,85 0,46 0,54 0,62
hr-bv(bv) 0,87 0,75 0,75 0,87
hr-bv(sv) −0,86 2,13 2,15 0,87
hr-sv(bv) 0,33 1,08 1,22 0,85
hr-sv(sv) 0,90 0,71 0,72 0,85
hr-mixed(bv) 0,88 0,60 0,62 0,74
hr-mixed(sv) 0,89 0,67 0,68 0,74
Tabela 5.7: Rezultati spremembe zornega kota kamere.
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sˇele s primerjavo modelov s krizˇnim testiranjem. Rezultati mesˇanih modelov so
veliko boljˇsi in nakazujejo na to, da lahko dobimo boljˇse rezultate, cˇe za ucˇenje
uporabimo podatke iz razlicˇnih zornih kotov.
Rezultati razlicˇne modalitete posnetkov slike so prikazani v tabeli 5.7. Tudi
tu smo posamezne slike sekvenc posnetkov rocˇno izrezali. V tabeli je prikazana
primerjava modelov ir in bv. Modelov sv tu ni, saj smo v spektru IR snemali
le iz hrbtne strani. Rezultati posnetkov IR so boljˇsi, kar se posebej opazi pri
modelih predikcije srcˇnega utripa. To lahko pripiˇsemo boljˇsemu kontrastu slike,
saj je uporabljeno svetilo IR osvetljevalo v glavnem samo igralca, ne pa tudi sˇirsˇe
okolice.
Model CORR RAE RRSE fSV
eem-bv(bv) 0,83 0,48 0,58 0,60
eem-ir(ir) 0,86 0,47 0,53 0,58
hr-bv(bv) 0,87 0,75 0,75 0,87
hr-ir(ir) 0,90 0,67 0,69 0,73
Tabela 5.8: Validacijske metrike za razlicˇne modalitete glede na modaliteto videa
(RGB ali IR).
5.1.8 Modeliranje dodatne zakasnitve
Modeli z dodatno zakasnitvijo so v tabeli 5.9 oznacˇeni z lag. Opazimo lahko, da so
vsi rezultati s zakasnitvijo, ne glede na ostale parametre, boljˇsi. Z modeli lag smo
potrdili predpostavko o zakasnitvi 55 s za porabo energije in 15 s za srcˇni utrip.
Ker smo z njimi resˇili probleme sinhronizacije, smo jih uporabili v nadaljnjih
raziskavah.
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Model CORR RAE RRSE fSV
eem-bv(bv) 0,83 0,48 0,58 0,60
eem-bv-lag(bv) 0,89 0,48 0,50 0,55
eem-ir(ir) 0,86 0,47 0,53 0,58
eem-ir-lag(ir) 0,90 0,45 0,45 0,54
eem-sv(sv) 0,86 0,46 0,52 0,59
eem-sv-lag(sv) 0,91 0,43 0,43 1,00
hr-bv(bv) 0,87 0,75 0,75 0,87
hr-bv-lag(bv) 0,91 0,72 0,72 0,86
hr-ir(ir) 0,90 0,67 0,69 0,73
hr-ir-lag(ir) 0,93 0,66 0,67 0,70
hr-sv(sv) 0,90 0,71 0,72 0,85
hr-sv-lag(sv) 0,92 0,69 0,70 0,92
Tabela 5.9: Primerjava rezultatov med modeli z dodatno zakasnitvijo in brez.
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Slika 5.7: Najboljˇsi rezultati predikcije porabe energije in srcˇnega utripa z
uposˇtevanjem dodatne zakasnitve. Slika prikazuje izhode modelov eem-ir-lag(ir)
in hr-ir-lag(ir) ter izmerjene vrednosti porabe energije in srcˇnega utripa.
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5.1.9 Testi robustnosti
Rezultati testov robustnosti so prikazani v tabelah 5.10 in 5.11. Opazimo lahko,
da dobimo pri uporabi posnetkov NIR slabsˇe rezultate glede na tabelo 5.9.
Model CORR RAE RRSE fSV
eem-bv-lag-proj(bv) 0,91 0,54 0,53 0,56
eem-ir-lag-proj(ir) 0,90 0,52 0,51 0,59
eem-sv-lag-proj(sv) 0,91 0,39 0,41 0,45
hr-bv-lag-proj(bv) 0,93 0,62 0,61 0,71
hr-ir-lag-proj(ir) 0,93 0,63 0,63 0,74
hr-sv-lag-proj(sv) 0,92 0,77 0,79 0,64
Tabela 5.10: Validacijske metrike rezultatov s projektivno transformacijo slik.
Model CORR RAE RRSE fSV
eem-bv-lag-scale(bv) 0,91 0,54 0,53 0,57
eem-ir-lag-scale(ir) 0,90 0,48 0,47 0,54
eem-sv-lag-scale(sv) 0,89 0,46 0,47 0,54
hr-bv-lag-scale(bv) 0,93 0,57 0,58 0,87
hr-ir-lag-scale(ir) 0,93 0,63 0,64 0,85
hr-sv-lag-scale(sv) 0,92 0,67 0,67 0,72
Tabela 5.11: Validacijske metrike rezultatov s skaliranjem slike.
5.1.10 Tekalna steza s sledenjem
Pri testiranju vpeljave sledilnika smo dobili rezultate v tabeli 5.12. Z vpeljavo
sledilnika smo dobili sˇe nekoliko boljˇse rezultate od tistih z rocˇnim izrezovanjem
(tabela 5.9). To lahko razlagamo s tem, da je z uporabo sledilnika dolocˇitev
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obmocˇja tarcˇe bolj optimalna, saj je obmocˇje dolocˇeno za vsako sliko posebej.
Zato so modeli bolj robustni na sˇum ozadja.
Model CORR RAE RRSE fSV
eem-bv-lag-tr(bv) 0,93 0,42 0,52 0,35
eem-bv-lag-sh(bv) 0,94 0,50 0,49 0,45
eem-ir-lag-tr(ir) 0,92 0,38 0,39 0,47
eem-ir-lag-sh(ir) 0,94 0,52 0,53 0,44
eem-sv-lag-tr(sv) 0,94 0,32 0,37 1,00
eem-sv-lag-sh(sv) 0,93 0,51 0,57 0,53
hr-bv-lag-tr(bv) 0,91 1,19 1,13 0,83
hr-bv-lag-sh(bv) 0,87 1,15 1,14 0,86
hr-ir-lag-tr(ir) 0,95 0,64 0,69 0,66
hr-ir-lag-sh(ir) 0,95 0,63 0,65 0,81
hr-sv-lag-tr(sv) 0,96 0,92 0,87 0,77
hr-sv-lag(sv) 0,95 0,89 0,87 0,69
Tabela 5.12: Rezultati tekalne steze s sledenjem. Pri modelih s koncˇnico sh smo
uporabili simulacijo vibracij. Modeli tr so brez vibracij.
Srednja absolutna razlika metrike RRSE v primeru modelov s sledenjem in
simulacijo vibracij je okoli 30%. Ti so slabsˇi, vendar sˇe vedno sprejemljivi, saj
sledilnik bolje stabilizira posnetek.
5.1.11 Terenski eksperimenti igre squash (srcˇni utrip)
Terenski rezultati igre squash z razlicˇnimi deskriptorji so predstavljeni v ta-
beli 5.13. Rezultati so slabi, ker v praksi srcˇni utrip le slabo odrazˇa fizicˇni napor
igralca, ucˇenje pa je zato zelo podvrzˇeno prenaucˇenju (angl. overfitting). Odziv
modelov lahko vidimo na sliki 5.8.
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Model CORR RAE RRSE fSV
hr-bv-lag-hoof(bv) 0,37 6,82 5,40 0,99
hr-bv-lag-hoofhafa(bv) 0,44 6,59 5,21 1,00
Tabela 5.13: Validacijske metrike terenskega testiranja, kjer je bil kot referencˇni
parameter uporabljen srcˇni utrip. Tu uporabljamo deskriptorje HOOF in HOOF-
HAFA. Modeli so neveljavni.
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Najbolj5si model za predikcijo sr5snega utripa
Slika 5.8: Odziv modela hr-bv-lag-hoofhafa(bv) za terenski eksperiment 1. faze.
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5.1.12 Eksperiment zaznavanja dihanja
Za zaznavanje dihanja, ki smo jo formulirali kot problem razvrsˇcˇanja v razrede,
smo uporabili standardne metrike za evaluacijo dvorazrednega problema. “Diha”
smo oznacˇili kot pozitivno vrednost, “ne diha” pa kot negativno. Dobili smo
sledecˇe rezultate: Razmerje napacˇno potrjenih FPR = 45,1%, razmerje pravilno
potrjenih TPR = 54,9%, razmerje napacˇno zavrnjenih FNR = 5,5%, razmerje
pravilno zavrnjenih TNR = 94,5%. Rezultati so prav tako prikazani s konti-






























Kontingen5cna matrika za detekcijo dihanja
Slika 5.9: Kontigencˇna matrika med ciljnim in izhodnim razredom za zaznavanje
dihanja. Razred 1 pomeni “diha”. Razred 0 pomeni “ne diha”.
5.2 Eksperimenti 2. faze
5.2.1 Optimizacija Gaussovega filtra
Rezultati povprecˇnih vrednosti uporabljenih metrik so vidni v tabeli 5.14. Za
pravilno razlago rezultatov moramo uposˇtevati tudi grafe metrik posameznih ek-
sperimentov, ki so prikazani na slikah 5.11, 5.12a in 5.13.
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Roc krivulja za detekcijo dihanja
Slika 5.10: Krivulja ROC za zaznavanje dihanja.








Tabela 5.14: Povprecˇne vrednosti metrik RMSE in SNR pri optimizaciji para-
metra σ Gaussovega filtra. Najmanjˇsi standardni odklon ima najmanjˇso napako,
vendar je tudi filtriranje majhno. Pri σ = 3 in σ = 5 so sˇe opazne razlike pri
filtriranju. Za viˇsje vrednosti ni vecˇ opazne razlike, vendar pa se napaka povecˇuje.
σ = 5 je tako optimalna vrednosti parametra.
Najmanjˇso napako dobimo, cˇe uporabimo σ = 1, vendar pa imamo pri tem
najmanjˇse filtriranje, zato so rezultati sˇe vedno lahko zelo sˇumni. Z viˇsanjem
parametra filtra se napaka po metriki RMSE povecˇuje, vendar ima vecˇji vpliv
razmerje SNR, saj je predstavljeno v logaritemski skali.
Cˇeprav pri uporabi σ = 51 dobimo najvecˇje filtriranje sˇuma, lahko na slikah
122 Rezultati
ID eksperimenta














RMSE graf za u5cne vzorce
<  = 1
<  = 3
<  = 5
(a) Graf RMSE ucˇnih vzorcev
ID eksperimenta















SNR -ltriranih predikcij u5cnih podatkov
<  = 1
<  = 3
<  = 5
(b) Graf SNR ucˇnih vzorcev
Slika 5.11: Grafa RMSE in SNR ucˇnih vzorcev za σ ∈ [1, 5]
grafov opazimo, da se obe metriki bistveno ne razlikujeta za vrednosti parame-
tra na intervalu [5, 51]. Kljub dobremu filtriranju zˇelimo zagotoviti cˇim manjˇso
napako med referencˇnim signalom in predikcijo, zato je logicˇna izbira cˇim manjˇsi
standardni odklon. Ker so na sliki 5.11 med σ = 3 in σ = 5 sˇe opazne razlike,
lahko zakljucˇimo, da je σ = 5 optimalna izbira parametra za nasˇ problem.
ID eksperimenta














RMSE graf za u5cne vzorce
<  = 5
<  = 11
<  = 21
(a) Graf RMSE ucˇnih vzorcev
ID eksperimenta















SNR -ltriranih predikcij u5cnih podatkov
<  = 5
<  = 11
<  = 21
(b) Graf SNR ucˇnih vzorcev
Slika 5.12: Grafa RMSE in SNR ucˇnih vzorcev za σ ∈ [5, 21].
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ID eksperimenta














RMSE graf za u5cne vzorce
<  = 21
<  = 31
<  = 51
(a) Graf RMSE ucˇnih vzorcev
ID eksperimenta















SNR -ltriranih predikcij u5cnih podatkov
<  = 21
<  = 31
<  = 51
(b) Graf SNR ucˇnih vzorcev
Slika 5.13: Grafa RMSE in SNR ucˇnih vzorcev za σ ∈ [21, 51].
5.2.2 Rezultati mrezˇnega iskanja ν-RBF
Rezultati optimizacije parametra νmax so predstavljeni v tabeli 5.15. Pri validaciji
ni opaznih sprememb med razlicˇnimi vrednostmi parametra νmax zaradi slabih
modelov, zato smo preverili verifikacijo. Pri verifikaciji lahko opazimo, da se
s povecˇevanjem parametra povecˇuje sˇtevilo podpornih vektorjev, vendar nSV
nikoli ne dosezˇe zˇelene vrednosti νmax. Kljub podoptimalnosti modelov z viˇsjimi
vrednostmi νmax dobimo boljˇse rezultate. Razlike med νmax = 0,5 in νmax = 0,8
so minimalne zato lahko zakljucˇimo, da potrebujemo za dobro delovanje vsaj
νmax = 0,5.
Model CORR RAE RRSE fSV
eem-bv-0.2(bv) 0,96 0,41 0,41 0,15
eem-bv-0.5(bv) 0,97 0,26 0,28 0,22
eem-bv-0.8(bv) 0,98 0,24 0,27 0,31
Tabela 5.15: Verifikacijske metrike pri optimizaciji parametra νmax postopka
mrezˇnega iskanja ν-RBF.
Tabela 5.16 predstavlja primerjavo med postopkom z uporabo ν-RBF in brez.
Metrike so povprecˇne vrednosti modalitet sv in bv, pri cˇemer nismo uposˇtevali
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rocˇnega izrezovanja slik. Pearsonov korelacijski koeficient (CORR) smo povprecˇili
s Fisherjevo z transformacijo. Rezultati nakazujejo, da lahko z uporabo ν-RBF
dobimo izboljˇsane rezultate.
Model CORR RAE RRSE fSV
eem 0,86 0,46 0,53 0,54
eem-nu 0,87 0,42 0,52 0,25
hr 0,89 0,78 0,78 0,76
hr-nu 0,90 0,72 0,71 0,24
Tabela 5.16: Validacijske metrike za primerjavlo med postopkom z ν-RBF in brez.
Gre za povprecˇne vrednosti modelov sv in bv. CORR smo povprecˇili s Fisherjevo
z transformacijo.
5.2.3 Normalizacija deskriptorja HAFA
V tabeli 5.17 dobimo slabe rezultate tako za model NORMAL kot tudi za mo-
del DIAG, kjer uposˇtevamo amplitudni faktor fA. Kljub temu so rezultati z
uposˇtevanjem diagonale boljˇsi, kar nakazuje tudi slika 5.14.
Model CORR RAE RRSE fSV
eem-bv-lag-normal(bv) −0,14 15,97 16,08 0,17
eem-bv-lag-diag(bv) =0,10 14,87 12,75 0,23
Tabela 5.17: Evaluacijske metrike pri primerjavi modelov NORMAL in DIAG,
kjer uposˇtevamo amplitudni faktor fA.
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Korelacija za NORMAL model
NHOOF = 60 NHAFA = 60 fA = 0
(a) Korelacija za model NORMAL.
Prava vrednost W [kcal min!1]





















Korelacija za DIAG model
NHOOF = 60 NHAFA = 60 fA = 381; 266
(b) Korelacija za model DIAG.
Slika 5.14: Grafa korelacij za modela NORMAL in DIAG. Kljub slabim rezulta-
tom obeh modelov, je model DIAG obcˇutno boljˇsi.
5.2.4 Laboratorijski eksperiementi
5.2.4.1 Odvisnost od akumulacije utrujenosti
V tabeli 5.18 je predstavljeno povprecˇje validacij merjencev za protokol 1. Pear-
sonov korelacijski koeficient CORR smo povprecˇili s Fisherjevo z transformacijo.
Vsi modeli imajo visoko korelacijo z referenco. Napake so majhne. Opazimo, da
dobimo boljˇse rezultate z uporabo prostorskega toka sf.
Model CORR RAE RRSE fSV
eem-bv-of(bv) 0,97 0,35 0,38 0,33
eem-sv-of(sv) 0,98 0,20 0,23 0,27
eem-bv-sf(bv) 0,97 0,26 0,30 0,33
eem-sv-sf(sv) 0,99 0,12 0,15 0,26
Tabela 5.18: Povprecˇje validacij merjencev za protokol 1 druge faze laboratorij-
skih eksperimentov. CORR smo povprecˇili s Fisherjevo z transformacijo.
V tabeli 5.19 predstavljamo povprecˇje rezultatov za protokol 2. Pearsonov
korelacijski koeficient CORR smo povprecˇili s Fisherjevo z transformacijo. Vsi
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modeli imajo pricˇakovano nizko korelacijo in veliko napak.
Model CORR RAE RRSE fSV
eem-bv-of(bv) =0,51 4,71 4,24 0,30
eem-sv-of(sv) −0,69 4,26 3,93 0,22
eem-bv-sf(bv) −0,51 4,89 4,59 0,35
eem-sv-sf(sv) =0,29 4,23 3,93 0,26
Tabela 5.19: Povprecˇje validacij merjencev za protokol 2 druge faze laboratorij-
skih eksperimentov. CORR smo povprecˇili s Fisherjevo z transformacijo.
Glede na rezultate v tabelah 5.18 in 5.19 se utrujenost akumulira skozi cˇas,
kar moramo uposˇtevati pri gradnji modelov.
5.2.4.2 Generalizacija modela
S protokolom 3 smo zˇeleli preveriti, cˇe lahko uporabimo generaliziran model za
predikcijo porabe energije na razlicˇnih merjencih. Rezultati so vidni v tabeli 5.20.
Zanimivo je, da dobimo najboljˇse rezultate za opticˇni tok in ne za prostorskega,
kot smo predlagali. Korelacije modelov z opticˇnim tokom of se blizˇajo vrednosti
1, vendar pa so metrike napak slabsˇe. Nakazujejo na to, da modeli le niso tako
zelo dobri. Vsekakor imamo podobne rezultate tako za SUBJ8 kot za SUBJ9, kar
naznanja dobro generalizacijo modela.
Najboljˇsi rezultati za opticˇni in prostorski tok so predstavljeni na sliki 5.15.
Odzivi modelov vsebujejo veliko sˇuma, zato bi lahko uporabili sˇirsˇe Gaussovo
jedro za filtriranje rezultatov. Najslabsˇo predikcijo dobimo za najvecˇjo fizicˇno
aktivnost.
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Model CORR RAE RRSE fSV
eem-bv-of-subj8(bv) 0,95 0,50 0,52 0,30
eem-bv-of-subj9(bv) 0,95 0,55 0,57 0,30
eem-sv-of-subj8(sv) 0,96 0,34 0,39 0,18
eem-sv-of-subj9(sv) 0,93 0,59 0,69 0,18
eem-bv-sf-subj8(bv) 0,79 0,58 0,63 0,33
eem-bv-sf-subj9(bv) 0,68 1,00 1,12 0,33
eem-sv-sf-subj8(sv) 0,14 1,16 1,29 0,22
eem-sv-sf-subj9(sv) 0,78 0,74 0,82 0,22
Tabela 5.20: Validacijske metrike za protokol 3 druge faze laboratorijskih ekspe-
rimentov.
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Najbolj5si model za predikcijo energijske porabe
Izmerjena energijska poraba
Predikcija energijske porabe
(a) Rezultati eem-sv-of-subj9(sv) z
opticˇnim tokom
5Cas [min]


























Najbolj5si model za predikcijo energijske porabe
Izmerjena energijska poraba
Predikcija energijske porabe
(b) Rezultati eem-sv-sf-subj9(sv) s pro-
storskim tokom
Slika 5.15: Odziv najboljˇsih modelov protokola 3 druge faze laboratorijskih eks-
perimentov. Rdecˇa krivulja predstavlja merjen parameter, zelena pa predikcijo.
Na sliki a) je najboljˇsi rezultat pri uporabi opticˇnega toka. Na sliki b) je najboljˇsi
rezultat pri uporabi prostorskega toka.
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5.2.5 Terenski eksperimenti
5.2.5.1 Odvisnost na akumulacijo utrujenosti
V tabeli 5.21 je predstavljeno povprecˇje validacij merjencev za protokol 1. Pear-
sonov korelacijski koeficient CORR smo povprecˇili s Fisherjevo z transformacijo.
Najboljˇse rezultate dobimo za prostorski tok sf. Korelacija je dokaj visoka, ampak
metrike napak nakazujejo, da model le ni tako dober.
Model CORR RAE RRSE fSV
eem-bv-of(bv) 0,54 0,94 0,91 0,48
eem-bv-sf(bv) 0,76 0,66 0,65 0,41
Tabela 5.21: Povprecˇje validacij merjencev za protokol 1 druge faze terenskih
eksperimentov. Pearsonov korelacijski koeficient (CORR) smo povprecˇili s Fi-
sherjevo z transformacijo.
V tabeli 5.22 predstavljamo povprecˇje rezultatov za protokol 2. Pearsonov
korelacijski koeficient (CORR) smo povprecˇili s Fisherjevo z transformacijo. Vsi
modeli imajo pricˇakovano nizko korelacijo in veliko napak. Skozi eksperiment se
je namrecˇ spreminjal fiziolosˇki proces v merjencih, zato so modeli, ki jih naucˇimo
na zgodnjih podatkih, neprimerni za predikcijo v poznejˇsem delu eksperimenta.
Model CORR RAE RRSE fSV
eem-bv-of(bv) −0,05 1,41 1,34 0,41
eem-bv-sf(bv) 0,00 1,77 1,66 0,41
Tabela 5.22: Povprecˇje validacij merjencev za protokol 2 druge faze terenskih
eksperimentov. Pearsonov korelacijski koeficient (CORR) smo povprecˇili s Fi-
sherjevo z transformacijo.
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5.2.5.2 Generalizacija modela
S protokolom 3 smo zˇeleli preveriti, cˇe lahko uporabimo generaliziran model za
predikcijo porabe energije na razlicˇnih merjencih. Rezultati so vidni v tabeli 5.23.
Tukaj dobimo najboljˇse rezultate pri uporabi prostorskega toka, kot smo predla-
gali tudi sami. Rezultati opticˇnega toka niso slabi. Najboljˇsi rezultati za opticˇni
in prostorski tok so predstavljeni na sliki 5.15.
Model CORR RAE RRSE fSV
eem-bv-of-subj8(bv) 0,02 1,27 1,17 0,29
eem-bv-of-subj9(bv) 0,02 1,29 1,13 0,29
eem-bv-sf-subj8(bv) 0,41 1,02 0,99 0,41
eem-bv-sf-subj9(bv) 0,72 0,89 0,83 0,41
Tabela 5.23: Validacijske metrike za protokol 3 druge faze terenskih eksperimen-
tov.
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Najbolj5si model za predikcijo energijske porabe
Izmerjena energijska poraba
Predikcija energijske porabe
(a) Rezultati eem-bv-of-subj9(bf) z
opticˇnim tokom
5Cas [min]


























Najbolj5si model za predikcijo energijske porabe
Izmerjena energijska poraba
Predikcija energijske porabe
(b) Rezultati flow eem-bv-sf-subj9(bv)
s prostorskim tokom
Slika 5.16: Odziv najboljˇsih modelov protokola 3 druge faze laboratorijskih eks-
perimentov. Rdecˇa krivulja predstavlja merjen parameter, zelena predikcijo. Na
sliki a) je najboljˇsi rezultat pri uporabi opticˇnega toka. Na sliki b) je najboljˇsi
rezultat pri uporabi prostorskega toka.
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Zakljucˇimo lahko, da je generaliziran model z uporabo prostorskega toka dokaj
dober. Kot lahko vidimo na sliki 5.17, imamo majhno odstopanje med nasˇim

























Totalna Energijska poraba Wtot [kcal]
Referenca
Prostorski tok
Slika 5.17: Totalna poraba energije Wtot za SUBJ8 in SUBJ9 pri uporabi genera-
liziranega modela.
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V tem delu smo raziskali novo brezkontaktno metodo za estimacijo fiziolosˇkih pa-
rametrov iz gibanja. Za dolocˇitev parametrov smo uporabljali algoritme opticˇnega
in prostorskega toka, ki smo jih kombinirali s kombinacijami deskriptorjev HOOF
in HAFA. S tem smo zagotovili robustnost algoritmov. Za predikcijo porabe ener-
gije in srcˇnega utripa smo uporabili regresijo SVM, pri tem pa smo razvili ν-RBF
postopek mrezˇnega iskanja za optimizacijo. Za izlocˇanje sˇuma iz ozadja in giba-
nja neopazovanih objektov smo uporabljali sledilnike ter Kalmanov in Gaussov
filter.
Rezultati kazˇejo na to, da so izbrani fiziolosˇki parametri observabilni. Pre-
dlagano metodo lahko uporabimo z razlicˇnimi sistemi za vizualno zaznavanje iz
razlicˇnih zornih kotov. Boljˇse rezultate lahko dobimo z uporabo posnetkov iz
vecˇ zornih kotov. Elementarni modeli iz prve faze eksperimentov niso primerni
za terensko uporabo. Pri ucˇenju modelov moramo biti pozorni na akumulacijo
utrujenosti. Za laboratorijske raziskave je bolje, cˇe uporabimo metode z opticˇnim
tokom. Na terenu dobimo najboljˇse rezultate z uporabo prostorskega toka.
Za dela [20, 19, 5] rezultatov ne moremo primerjati, ker v njih uporabljajo
subjektivne mere. Prav tako ne vsebujejo nobene primerjave z uveljavljeno refe-
renco indirektne kalorimetrije.
Cˇe primerjamo delo [4] z nasˇimi koncˇnimi generaliziranimi modeli s prostor-
skim tokom faze 2, dobimo boljˇse rezultate. V delu [4] je korelacijski koeficient




V [21] je konkordancˇni korelacijski koeficient CCC = 0,879, napaka pa
znasˇa RMSE = 2,004 kcal. Za nasˇe najboljˇse laboratorijske modele s prostor-
skim tokom faze 2 dobimo CCC = 0,989 in RMSE = 9,870 kcal. Za naj-
boljˇse terenske modele s prostorskim tokom faze 2 so metrike CCC = 0,983
in RMSE = 4,234 kcal. V obeh primerih dobimo boljˇse korelacije, vendar pa
so napake dosti vecˇje. Napako bi lahko izboljˇsali z vecˇanjem sˇtevila podpornih
vektorjev in dodatnim glajenjem izhodnih signalov.
Avtorji so v [18] uporabili podoben pristop kot mi, le da so namesto brez-
kontaktnih uporabili kontaktne senzorje. Z njihovim pristopom MCE so dobili
RMSE = 1,192MET za aktivnosti teka. V delu navajajo tudi metriko za senzor
BodyMedia. Gre za trenutno najboljˇsi komercialno dosegljiv kontaktni senzor za
estimacijo porabe energije. Njegova metrika je znasˇala RMSE = 2,458MET za
aktivnosti teka. V nasˇem primeru dobimo RMSE = 8,111MET za laboratorijske
modele s prostorskim tokom faze 2 in RMSE = 4,098MET za terenske modele
s prostorskim tokom faze 2. Rezultati so po izbranih metrikah dokaj slabi.
Kljub specificˇni uporabi predlagane metode za merjenje porabe energije, smo
pokazali, da lahko metodo uporabimo tudi za zaznavanje dihanja. Natancˇnost
nasˇega detektorja je 85%. Za primerjavo so avtorji v [37] dobili 84,2%. Za-
kljucˇimo lahko, da je nasˇa metoda z rahlimi modifikacijami primerna tudi za
sˇirsˇo uporabo.
Kljub obetavnim rezultatom metoda vsebuje sˇe kar nekaj problemov, ki jih
moramo resˇiti v prihodnje. Nimamo modela z uposˇtevanjem cˇasovne dinamike.
Globinske slike senzorja Kinect vsebujejo veliko sˇuma, ki bi ga mogli pred pro-
cesiranjem cˇimbolj odpraviti. Zdruzˇevanje slik iz dveh kamer Kinect ni idealno.
Potrebovali bi bolj avtomaticˇno metodo. V postopku bi lahko dodali nove naj-
boljˇse sledilnike. S tem bi pridobili sˇe vecˇjo natancˇnost sistema. Modele faze 2
bi morali dodatno optimizirati, da bi dobili manjˇsi sˇum na izhodu.
Nenazadnje velja omeniti sˇe problematiko razlike med merjenjem obremenitve
in napora. Zaradi prakticˇnih omejitev je edina sˇiroko razsˇirjena referencˇna meritev
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na podrocˇju sˇporta sˇe vedno posredna kalorimetrija, vendar ta meri dejanski odziv
telesa merjenca na zunanjo obremenitev. Odziv se lahko spreminja glede na
utrujenost, kot smo ugotovili tudi z nasˇimi eksperimenti. Nasˇa metoda dejansko
meri obremenitev, ki je objektivno vidna iz gibanja merjenca, kar je pomemben
podatek za sˇportno treniranje. Ne moremo pricˇakovati, da se bo popolnoma
ujemal s podatki, ki jih zajame posredna kalorimetrija. V vsakem primeru nasˇa
metoda omogocˇa bistveno vecˇjo cˇasovno locˇljivost od kalorimetricˇnih metod, kar
je lahko vir razlike med pridobljenimi podatki pri obeh vrstah metod. V prid tej
tezi govori tudi relativno visoka natancˇnost merjenja skupne obremenitve glede
na rezultate metrik, s katerimi smo ocenjevali cˇasovni potek meritve skozi cˇas.
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