Abstract: We present the fluid equations derived by Schunck following Grad's approach to solve the Boltzmann equation for near maxwellian distribution functions. We study the hyperbolic part of these systems usually referred to as 5, 8, 10, 13 and 16-moment approximation. We show that the hyperbolicity of the systems involving the heat flux as an independent variable always requires a limitation on the heat flux. This limitation fails in the auroral ionospheric zones for the terrestrial plasma.
Introduction.
The dynamical properties of particles in the earth ionosphere are described -in the fluid model -by the macroscopic state variables ( the particle density, the velocity, the temperature, the pressure tensor, the heat flux ...). The evolution equations of such variables are typically derived by taking the corresponding velocity moments of the Boltzmann equation.
Because of the form of the Boltzmann equation, the evolution of an m−th moment includes an (m + 1)−th moment contribution. Therefore an additionnal assumption has to be made in order to close such macroscopic systems. In the collision-dominated case, the distribution function remains nearly maxwellian and the well-known Euler or Navier-Stokes equations can be derived [1] . In a collisionless medium such as auroral space plasmas, the distribution function can depart from the maxwellian and more sophisticated models have to be considered. In section 2, we present Grad's method to obtain such models often referred to in the litterature as the 5, 8, 10, 13 and 16 moment approximations of the Boltzmann equation: The application of these systems to space plasmas have been developed by Schunck [2] . We also recall that the hyperbolicity is a necessary requirement for such systems to be "linearly well-possed".
Then, section 3 is devoted to the study of the hyperbolicity of the eight moment system. We show that its hyperbolicity requires a limitation of the heat flux value. Then we interpret this limitation in physical terms and we outline some difficulties related to this model.
In the original paper of Grad, it is shown that the higher order systems require sufficiently small heat flux values for the validity of the models and also for the hyperbolicity. In this paper, we get the exact upperbounds for the heat flux values such that the systems are hyperbolic. This condition leads naturally to an explicit limitation for the use of such models.
In section 4, we extend the results to the 13 and 16 moment approximations. In section 5, we show that in the context of ionospheric plasmas, the hyperbolicity condition fails at 5000 Km altitude for all species and all systems. The case of two coupled species of particles will be investigated in the second part of the present work [3] .
Derivation of the Grad systems.
In the kinetic theory of plasma physics, each species s of particles in the mixture is described by its own velocity distribution function f s (x, v, t) which obeys the Boltzmann equation:
where e s and m s are the charge and mass of the particles of the s-th species, E and B are the electric and magnetic fields. The right hand side δfs δt represents the rate of change of f s due to collisions and is given by an integral expression (of Boltzmann or Fokker-Planck type).
Moments of the Boltzmann equation.
Now, we drop the index s for the sake of simplicity and give the physical significance of the succesive moments of the distribution function:
• n = f (v)dv : density.
• u = v : drift velocity.
• w = v − u : random velocity.
is the thermal velocity .
• P = nm w ⊗ w : pressure tensor.
• p = nk b T : partial pressure, trace of the tensor P.
• τ = P − p.I : stress tensor.
• q = 1 2 nm w 2 .w : heat flow vector.
• µ = 1/2nm w 2 .w ⊗ w : higher order pressure tensor.
• Q = nm w ⊗ w ⊗ w : heat flow tensor.
where we denote by A the mean value 1 n A.f (v).dv of any physical observable A, I is the unit tensor, k b the Boltzmann constant and w 2 the squared modulus of the corresponding vector w. Since the definitions are given in terms of w, we first express the Boltzmann equation (2.1) for w. The change of variables f (x, v, t) =f (x, w, t) gives (after dropping the˜, see [2] ):
where
Multiplying Equation (2.2) by 1, mw, mw 2 /2, nmw ⊗ w, 1 2 nmw 2 w and integrating over the w space, we obtain respectively the equations of conservation of mass, momentum, energy, pressure tensor and heat flux:
3)
where A T denotes the transpose of the tensor A and Q : ∇u the contracted product of two tensors (see [4] ).
Closing the system.
We notice that the equation governing the p − th moment contains moments of order p + 1. In order to close the system, it is necessary to make another assumption. For the derivation of this assumption, we follow Grad's approach (see [5] and [6] ): We expand the distribution function in an orthogonal series of the form:
where f 0 is an appropriate zero-th order velocity distribution function ( see [7] ), the (a p ) p∈I N are related to the previously defined moments of the distribution function, and (M p , p ∈ IN) is a dense set of orthonormal velocity functions for the weight f 0 (v)dv. In pratice, the M p 's are polynomials of degree p and thus are uniquely determined as soon as f 0 is chosen. This 'ansatz' allows us to obtain an evolution system for the state variables (a p ) by the same procedure (by multiplying the Boltzmann equation by M p (w) and integrating over w). Moreover, we choose the zero-th order distribution function so that the series converges rapidly and that only a few coefficients are sufficient to describe the full distribution function.
In space plasmas, one generally uses a maxwellian function as zero-th order distribution. The associated M p 's are the Hermite polynomials. This choice is justified for plasmas in a state close to thermodynamical equilibrium. This is not clear in the case of collisonless plasmas such as space plasmas. However this assumption still seems to be physically reasonable in the case of the ionospheric plasma (see [2] , [8] ).
We now let a level of approximation N be fixed and truncate the series up to the N -th term. This enables us to calculate the other moments thanks to the formula:
For each level of approximation N , we consider the set of variables associated to the corresponding distribution function according to the expansion (2.8). Moreover, for a given level of approximation, we can compute the Boltzmann (or Fokker Planck) collision integral and express the associated collisions terms. These expressions have been given by Schunck and can be found in [2] . In this paper, we restrict ourselves to the transport equation in a collisionless zone. We shall give the form of the distribution function, the set of variables and the transport equations for the obtained hierarchy of models:
• 5 moment approximation: n, u, T .
In the 5 moment approximation, the distribution function is assumed to be a local maxwellian:
The unknowns of the model are the particle density n(x, t), the average velocity u(x, t), and the temperature T (x, t). In this description, the closure assumptions read 10) and the vector U = (n, u, T ) satisfies the well-known gas dynamics system.
• 8 moment approximation: n, u, T, q.
It corresponds to the assumption:
where f 0 is the maxwellian function of the 5-moment approximation (2.9). At this level of approximation, each species is described by the density n, the temperature T , the three components of the average velocity u and the three components of the heat flux vector q. The closure relations take the following form: 12) and the closed system of equations can be written:
(2.13)
• 10 moment approximation: n, u, T, τ .
It corresponds to:
where f 0 is the maxwellian function of the 5-moment approximation (2.9). At this level of approximation, each species is described by the density n, the three components of the average velocity u, the temperature T and the five components of the stress tensor τ which is symmetric and traceless. The closure relations takes the following form:
and the closed system of equations can be written:
(2.16)
17) where f 0 is the maxwellian function of the 5-moment approximation (2.9). At this level of approximation, each species is described by the density n, the three components of the average velocity u, the temperature T , the five components of the stress tensor τ and the three components of the heat flux vector q. The closure relations take the following form:
and consequently
We can obtain the preceeding approximations by assuming that q = 0 (tenmoment), τ = 0 (eight-moment) or q = τ = 0 (five-moment). The system (2.3) -(2.7) becomes thanks to this closure relation:
(2.20)
• 16 moment approximation.
We shall also investigate the 16-moment approximation which is based on an expansion (2.8) about a bi-maxwellian:
and on an 8 moment approximation in the directions parallel and perpendicular to the magnetic field. This leads to the following distribution function:
where the index (resp. ⊥) denote the parallel (resp. transverse) component of the corresponding quantity and where we have set:
For the complete derivation of this model we refer to [9] . In this paper, we use only the system after projection (see next section), as used by plasma physicists (see [10] ).
Projection of the Grad systems.
For the earth ionospheric plasma which is a collisonless and well magnetized medium, these sytems can be simplified further. Indeed, the motion of the charged particles is confined along the auroral flux tube (i.e. parallel to the magnetic field [11] ). Under these conditions, one can use the "gyrotropic" symmetry assumption which states that the distribution function is invariant under rotations of the velocity about the axis of the magnetic field.This assumption allows to reduce the number of moments to be considered in the system. Furthermore, we are interested in the motion along the field lines ( [8] , [12] ), and the moment equations can be projected onto the direction of these lines.
More precisely, we write the velocity v in the form (v , v ⊥ ) where v (resp. v ⊥ ) is the component of v parallel (resp. transverse) to the magnetic field. Then we have
Equation (2.23) follows from the symmetry asumption. We note u instead of u the projection of the drift velocity along B; we also split the random velocity into
and the corresponding partial pressures and temperatures
Under the gyrotropic assumption the pressure tensor P can be written in the form:
the heat flux vector reduces to the component of the heat flux parallel to the magnetic field, the stress tensor reduces also to a scalar which measures the anisotropy (diagonal and traceless tensor).
Moreover, the states variables depend only on x (x is a scalar variable which represents the curvilinear abscissa along the magnetic field line). From (2.3)... (2.7) we obtain a system of equations for the variables :
n(x, t), u(x, t), p (x, t), p ⊥ (x, t), q(x, t).
corresponding to the projection of the original closed Grad system. After using the various closure assumption, these systems respectively take the following form:
(2.24)
• 10 moment approximation.-
∂T /∂t + u∂T /∂x + 2T ∂u/∂x = 0,
(2.25)
• 13 moment approximation.-
(2.26)
• 16 moment approximation.-With the same assumption of "gyrotropic" symmetry (see section 2 ), we obtain the following system of six equations in terms of the particle density n(x, t), the velocity u(x, t), the parallel temperature T (x, t), the perpendicular temperature T ⊥ (x, t), the parallel heat flux q (x, t) and the perpendicular heat flux q ⊥ (x, t).
(2.27) Therefore, the various systems take the form:
where U is a d-dimensional vector depending on the approximation level , A(U ) is an d × d-matrix and g(U ) is a d-dimensional vector. A(U ) and g(U ) depend smoothly on U. We shall denote by 'characteristic velocity' (respectively 'variable', respectively 'polynomial') of the system, the eigenvalue (respectively 'eigenvector', respectively 'characteristic polynomial') of A(U ).
In the present analysis we shall neglect the terms g(U ) and set g(U ) = 0. In a second part of this work ( [3] ), this term will serve us to couple the systems. From the physical point of view, this term contains the effect of physical phenomena (collisions terms, chemical reaction, ionization due to the sun, gravity) which can be neglected for sufficiently high altitude (say above 3000 Km). We now investigate the hyperbolicity of these systems.
Hyperbolicity : basic concepts.
In this section, we consider systems of the form:
where A(U ) is not necessarily the jacobian of a function F (U ).
Definition 2.1
The system (2.1) is hyperbolic if the matrix A(U ) is diagonalizable and its eigenvalues (λ i (U ) {i∈1···N } ) are all real. Furthermore, it is strictly hyperbolic if these eigenvalues (or characteristic velocities) are distinct (i.e. λ 1 < · · · < λ N ).
Remark 2.2
The characteristic velocities of the system can be interpreted as the different propagation velocities of the waves in this system. Indeed let U 0 be an arbitrary state vector and let U 0 + U 1 e i(kx−ωt) be a plane wave, solution of the linearization of equation (2.1) about U 0 . Then ω and k are connected by the dispersion relation which can be equivalently expressed by the fact that ω k is a root of the characteristic polynomial. When the system (2.1) is non hyperbolic for certain values of U , some of the N associated eigenvalues are non real. Since the sum of these eigenvalues (λ i (U ), i∈1..N ) is equal to the trace of the matrix, which is a real number, such a non hyperbolic system necessarily exhibit an unstable wave, associated with an eigenvalue whose imaginary part is negative.
Remark 2.3
The mathematical theory of nonlinear hyperbolic systems states that strictly hyperbolic systems in a conservative form (i.e when A(U ) is the jacobian of a fonction F (U )) have a global weak entropy solution provided that the initial data is close to a constant (via the Glimm method [13] ). Non conservative system are investigated in [14] from the viewpoint of existence theory and stability. The main difficulty is to give a meaning to the non-consvervative product A(U )
∂U ∂x which is not well-defined (If U is discontinuous, A(U ) is a discontinuous function and
∂U ∂x is a delta function). The concept of weak solutions for a non-conservative system relies on the choice of a family of Lipschitz continous paths in the state space which connect two different states U l and U r and which allows to define the non-conservative product as a Borel measure [14] .
From (2.24) -(2.27), we shall see that higher order Grad systems are intrinsically in a non conservative form.
The eight-moment approximation.
The eight moment approximation system is given by (2.24). Its hyperbolicity is analysed in or, equivalently
Proof. The matrix of system (2.24) can be written :
where U = (n, u, T, q) t . Let λ be a characteristic velocity of the system (2.24). Then, the characteristic polynomial of the system (2.24) can be written in the following scaled form: of the gas dynamics system) and that the term ǫ is a dimensionless quantity. Then, it is an easy matter to check that proposition 3.1 follows from the following lemma (with a = 10/3, b = 5/3):
+ with a 2 > 4b > 0. The polynomial P ǫ (X) = X 4 −aX 2 +ǫX +b has four real roots if and only if:
Moreover they are distinct if and only if the inequality (3.5) is strict.
Proof. When ǫ = 0, since a 2 − 4b > 0, we know that the polynomial P 0 (for ǫ = 0) has four real roots:
We consider x * = − a/2 such that P ′ 0 (x * ) = 0 and P 0 (x * ) < 0. We assume ǫ > 0. We first show that the polynomial P ǫ (see Figure 1 ) has exactly two negative roots. We know that P ǫ (x * ) = P 0 (x * ) + ǫx * < 0, ∀ǫ > 0. Since P ǫ (0) = b > 0 and P ǫ is increasing on [x * , 0]:
. Also we have P ǫ (−∞) = +∞ and P ǫ is strictly convex on ] − ∞, x * ] :
so that P ǫ has another unique root γ on ] − ∞, x * ]. Now we determine ǫ 0 such that P ǫ 0 has a double root α > 0 by identifying the coefficients of the two polynomials (we still know the existence of two negative roots β and γ):
We obtain:
We set δ = βγ and since −1/2(β + γ) = α, we have, equivalently:
But since δ > 0 then we can solve these equations and obtain:
We can easily check that ǫ 0 > 0 (indeed α > 0 and a 2 > 4b implies 2a > √ a 2 + 12b). Thus P ǫ 0 satisfies P ǫ 0 (X) > 0 , ∀X ∈ IR + − {α} (and P ǫ 0 (α) = 0).
In the case ǫ > ǫ 0 , the polynomial P ǫ has no positive root because P ǫ (x) = P ǫ 0 (x)+(ǫ−ǫ 0 )x > 0 ∀x ∈ IR + . When ǫ < ǫ 0 , we have P ǫ (α) = P ǫ 0 (α)+α(ǫ−ǫ 0 ) = α(ǫ − ǫ 0 ) < 0. But since P ǫ (0) = b > 0 and P ǫ (+∞) = +∞, P ǫ has at least two positive roots and since P ǫ is a polynomial of degree 4, the lemma holds for ǫ > 0.
By a symmetric argument, the result also holds for ǫ < 0. This concludes the proof.
Remark 3.3
It is readily seen from (2.11) that the eigth moment approximation system is associated with a truncated expression (2.8) given in scaled form by:
where ξ = w/c and ǫ = q nmc 3 are dimensionless quantities, and c is the thermal
This expansion is a correct approximation as long as it results in a small perturbation of the maxwellian f 0 i.e. as long as ǫ remains small. The hyperbolicity condition gives an explicit limitation of the range of validity of this description. The limiting value of the heat flux is approximately 1/2nmc 3 , which is the flux of the thermal energy transported with the thermal velocity ( also called the free-streaming flux).
Remark 3.4
The distribution function has to be positive. However, the expresion (3.9) leads to negative value of f for large v's. But we expect that for ǫ sufficiently small, the large velocities giving rise to the negative values of the distribution function will not affect its different moments thanks to the rapid decay of the maxwellian. This leads to another limitation criterion on the heat flux values with bounds of the same order of magnitudes as ones given in proposition 3.1 (see [15] and the references therein). Indeed, let A 0 (U ) be a symmetric positive definite matrix such that A 0 (U ).A(U ) is symmetric (where A(U ) is the matrix of the system (2.24)). Then, A 0 (U ) must be proportionnal to
where c 2 = k b T /m. This matrix is positive definite if and only if (3.10) holds . The symmetrizability condition (3.10) clearly implies the hyperbolicity one (3.1).
Remark 3.6 The hyperbolic region given by (3.1) is not left invariant by the non linear system (2.24). Indeed, let (n,T ) be density and temperature units. We scale the variables (n, u, T, q) by (n,c = k bT /m,T ,nmc
3 ) and we prove:
Let n * > 1 and T * > 1 be fixed real numbers. We set:
Let S(t)Ω ǫ be the set of weak solutions U (t) at time t of (2.24) with the initial data:
Then ∀ǫ ≥ 0, ∀A > 0, there exists t A such that ∀t > t A ,
Proof. Let ǫ ≥ 0 and A > 0 be fixed. We consider U 0 ∈ Ω ǫ defined by:
(3.13)
We notice that these initial data lead to a stationary solution of the gas dynamics system, since the pressure is constant and the velocity remains zero for all time. Then , the eight moment approximation (2.24) can be equivalently written in the following form: (T ,q) is the solution of :
Therefore, the solution is T (x, t) = T 0 (x) and
Thus, we find
We can also notice that the above initial data (3.12) lead to stationary solution of the gas dynamics system with thermal conductivity given by the Fourier law
Indeed the heat flux will remain constant because the temperature T varies linearly. Since q appears in the energy equation in the form ∂q ∂x then it does not affect the evolution of the temperature. Finally, the pressure remains constant.
From Proposition 3.1 , the hyperbolicity region is of the form Ω ǫ 0 . Therefore, however small ǫ is, the trajectories starting from Ω ǫ will leave the hyperbolicity domain in finite time.
Remark 3.8 When q → 0, the distribution function (2.11) tends to a maxwellian and we would expect the characteristic velocities of the system to tend to those of the gas-dynamics system. However this is not the case; indeed, the limitcharacteristic velocities of the eight-moment system (when ǫ → 0) are:
or, λ ≃ (u ± 1.65c) and λ ≃ (u ± 0.78c).
which differ from u ± c s . This surprising behavior was already noticed by Grad in [5] p374-376.
4 Extension to the other Grad systems.
4.1 The ten-moment approximation.
Proposition 4.1
The system (2.25) is always hyperbolic (but not strictly hyperbolic). Indeed u is a characteristic velocity with multiplicity 2, and thus, the associated fields are linearly degenerate.
Proof. The matrix of of system (2.25) can be written: Proof. The matrix of system (2.26) can be written : The condition a 2 > 4b of Lemma 3.2 with a, b given by (4.7) leads to a limitation of our analysis to "small" anisotropies which can be written according to the expression (4.2).
The condition (4.2) allows us to apply Lemma 3.2 to the characteristic polynomial of the matrix (4.6). This implies that under this condition, the characteristic polynomial has five real distinct roots if and only if the condition (3.5) holds for a(r), b(r) given by (4.7) and ǫ by (4.8) which leads to the condition (4.3). Therefore ǫ 0 (r) is of the same order of magnitude as ǫ 0 found for the eigth moment system (see 3.1).
We also mention that for all r ∈ [0, 7.06] we have ǫ 0 (r) < 0.855.
Remark 4.5 If we consider the following thermal velocityc 2 = ((c ⊥ + 3c )/4) 2 , we obtain a sufficient condition for the system to be non hyperbolic which can be written in a simple form in terms ofc:
The derivation of this criterion is easy and is left to the reader; this condition is more convenient for the pratical verification of the non-hyperbolicity.
4.3
The sixteen moment approximation.
Proposition 4.6
The system (2.27) is strictly hyperbolic if and only if:
with c given by c = k b T m .
Proof. The matrix of system (2.27) can be written:
with U = (n, u, T , T ⊥ , q , q ⊥ ) t . Its characteristic polynomial is given by:
Thus, the characteristic velocities of the sixteen-moment system are u ± c ⊥ and the roots of the scaled polynomial: Remark 4.7 For the sixteen moment approximation, the hyperbolicity condition leads to a limitation of the parallel heat flux. This result can be related to the instability noticed by Palmadesso and al. in [10] .
Moreover, our proposition holds without restriction on the temperature anisotropy in contrast with the thirteen moment approximation (4.2).
Comparison with physical experiments.
We have shown that the systems with a heat flux equation are hyperbolic for small heat flux values. For each systems, we have determined the limiting heat flux in terms ofq = nmc 3 where c is an appropriate thermal velocity. In this section we discuss the occurence of this limitation in some physical situations where these systems are used. We choose to restrict our observation to the earth ionospheric plasma At high altitudes (above 500 km) there are essentially three species of particles O + , H + , e − . We plot their density , their temperature, their heat flux and also their reduced heat flux (ǫ = q nmc 3 ) for altitudes between 200 and 12000 km. These steady-states are obtained in [8] , [9] , [10] by numerical simulations including all source terms (chemistry, collisions, gravity, ..) and are in accordance with physical measurements.
As shown in figure 2 all species (O + , H + , e − ) behave similarly. The particle density decreases with increasing altitudes. The temperature rises from 1000K up to 6000K; the heat flux reaches its maximum at 500 km, then it decreases slowly. The reduced parameter ( q nmc 3 ) remains small for altitudes less than 2500 km; then it rises dramatically and gets larger than the heat flux limitations ( from Proposition 3.1, 4.2, 4.6) near 5000 km altitude.
In the following table, we recall the density, the temperature and the heat flux of these species at 5000 km in the auroral zone. We also give the associated limiting heat flux for all systems (8, 13 and 16-moment approximation). We notice that for all the species, and all the models, the heat flux exceeds the limiting value which guarantees hyperbolicity. Therefore, at such altitudes, none of the models are hyperbolic for none of the species. This is confirmed by the fact that the unstabilities in the numerical simulations [8] or [10] appear accurately at the altitudes where the hyperbolicity fails.
6
Conclusion.
We have explicitly determined the regions for which the third order Grad systems are hyperbolic. This limitation agrees with the physical validity of these models. Moreover we showed that these regions are not invariant ones, and that the solutions can leave the hyperbolicity regions. We shall show in [3] that this result can be extended to Grad systems for two coupled species of particles under the quasineutrality assumption.
