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This thesis studies three major issues that affect deployment of wireless network in 
Industrial Plants for monitoring and control. Many benefits are acquired by using 
wireless communication systems in industries such as financial saving, safer for 
maintenance, and easier diagnosing. The First issue is to assess suitability of wireless 
technologies for industrial networks. This thesis evaluates WPAN (IEEE802.15) and 
WLAN (IEEE802.11) as Bluetooth, ZigBee, Wi-Fi and SP100 are candidate 
networks. The Second hurdle is to characterize the industrial environment from 
radio wave propagation aspects. Extensive measurements are done in Hot Strip Mill 
and resulting Impulse responses are analyzed. The Third issue is of performance of 
candidate data transmission formats to determine data rates and ensuring bit error 
rates. 
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 لخص الرسالةم
 
 َىعف ثٍ داود ثٍ عهًُبٌ انًؼهى  :الاسم 
 فٍ انًصبَغ الأورىيبرُكُخ انلاعهكُخ شجكبد الأعهضح رصًُى  :عنوان الرسالة 
 انهُذعخ انكهشثبئُخ : التخصص 
 0102 َىَُى 1:  تاريخ منح الدرجة 
 
 
 
 ثُئخ فٍ انلاعهكُخ الأعهضحشجكبد  اعزخذاو رأخُشفٍ  درغجت سئُغُخ يجبحش حصلاس دساعخ طشوحخالأ هزَِزى فٍ 
انلاعهكُخ، يٍ خلال رؼٍُُ  َغانًصب شجكبدانًضبنٍ نزصًُى  نًُىرطثزؼشَف ا َخزض :لأولانًجحش ا. عاٌصوال
 واعغ َطبق ػهً َزششحانى انلاعهكُخ انزكُىنىعُبد نزمُُىهب واعزخذصى ا ،يؤششاد الأداء انفبػهخ نشجكبد انًصبَغ
أو إنً انشجكبد انلاعهكُخ انشخصُخ  نًحهُخا انلاعهكُخ انشجكبدوهزِ انزكُىنىعُبد رُزًٍ إيب إنً  ؛انُىو فٍ انؼبنى
هٍ انزكُىنىعُبد انًخزبسح و) 11.208EEEI(أو ) 51.208EEEI(انًجُُخ ػهً لىاػذ انًمبَُظ انؼبنًُخ 
لُبط يُذاَُخ رى أخزهب فٍ أحذ يصبَغ رغبسة َؼشض َزبئظ  :انضبٍَانًجحش . فبٌ واٌالو ، صَغجٍوال ، ثهىرىسال
ُبعبد الو سدودال رحهُمصى  ،)rednuos lennahc( عجشالأعهضح  ػٍ طشَك لاعهكُخال وادٍال خزجبسانحذَذ لا
 .َمم انجُبَبد انًحزًهخعشػخ انىالؼُخ نهمُىاد انلاعهكُخ فٍ انًصبَغ؛ كبلاػزًبدَخ والأيبٌ و انًمذسحنًؼشفخ 
، يغ انزشكُض ػهً سعبنخاليجبحش َزبئظ  عًُغ سثط انشجكبد انلاعهكُخ يٍ خلال رصًُىَزى  :انضبنش انًجحش
صى رًضُم َظى شجكبد  ،انلاعهكُخ ػهً يغزىي عىدح الارصبل داٍويًشاد ال داخمالإشبساد  رشزذ رأصُش دساعخ
 .أخطوال الأداءيؼذل ػهً ثشايظ انكًجُىرش نمُبط  فٍ انًصبَغ انلاعهكُخ الأعهضح
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1 INTRODUCTION 
 
 
Most industry analysts are forecasting a rapid growth in the use of wireless data 
network technologies in monitoring and control of industrial operations over the 
next few years.  At present, only a few industries have deployed wireless technology 
in their existing plants, but the trend of replacing wired network by wireless network 
is growing.  Examples of these are basic product industries like chemicals or metals 
plants, oil, gas, or petroleum refineries, power generation and desalination, and high-
tech plants like, pharmaceuticals industries [1]. Several automation and control 
companies, e.g. Honeywell1, Siemens2, Emerson3, Rockwell4 and ABB5, offer wireless 
solutions to industry.  
The used of wireless networks in Industrial Plants offers many advantages 
including operating saving, as well it results in massive reduction in time and effort  
compared with wired systems in both installation and maintenance.  The 
commissioning period is shortened since all wire laying and connection work is 
eliminated. In harsh environments potential damage to cabling is avoided. Wireless 
systems are scalable as provision of additional capacity, system setup and 
reconfiguration becomes easier. 
                                                           
1
 http://hpsweb.honeywell.com  
2
 http://w1.siemens.com  
3
 http://www.emersonprocess.com/Rosemount  
4
 http://www.rockwellautomation.com  
5
 http://www.abb.com   
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The saving in time is one of most important performance indicator of 
operational and maintenance health in industrial business. It directly affects the plant 
production rate and equipment availability. Replacing cables is expansive not only 
because of cable cost but also difficulties arising in routing the cable to inaccessible 
places which is a time consuming process.  Furthermore non-operational or defective 
link in a wireless network can be rectified quickly by replacing either the transmitter 
or the receiver. In harsh environment, which is the case in many industries, 
maintaining cables in heat, motion, humidity, etc. is much more difficult as compared 
to troubleshooting of conveniently located boxes in wireless systems. This assures 
higher equipment availability and more time becomes available for production. 
Furthermore, the task of temporarily accessing any machinery in the plant for 
diagnostic or programming purposes can be greatly simplified by the use of wireless 
technologies. 
From safety aspect, wireless networks are ideal for deployment in hazardous 
environments. Human exposure to field and hazardous equipment is reduced since 
cabling is avoided. Risk increases during replacement of damaged cables which may 
need a major labor-effort. The extend of the cabling task can be seen in Figure 1.1. 
   3 
  
Figure 1.1: Cable marshaling panel 
Even with all these advantages of using wireless sensor network technology 
in plants, wireless networks were not deployed to date in most industries. This is 
because of lack in-depth evaluation of the suitability of wireless technologies.  
This research reported in this thesis provides a clear understanding to the 
issues. The thesis describes the design procedure of deploying wireless technology in 
industry by considering three major issues: wired industrial network characteristics; 
assessment of wireless technologies; and industrial wireless channel sounding. Figure 
1.2 presents a clearer global view for the problem. 
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Figure 1.2: Thesis objective 
Research methodology in this thesis is to study the three issues and to 
present the results of studies in a unified way. In Chapter 2, an answer to the 
previously raised question is given by presenting an understanding of wired network 
used in industries. The research highlights opportunities for improvements that need 
to be considered in designing wireless systems. Plant owners usually do not have 
much faith in wireless network reliability, its availability and security. Wireless 
system availability and its security aspect are discussed in Chapter 3 for several 
wireless systems with their standards. The suitability to industrial plants of the most 
widely used wireless technologies that belonging to IEEE standards either 
IEEE802.15 (WPAN) or IEEE802.11 (WLAN) are discussed. Third important issue 
is that of to characterization of radio environment which is addressed in Chapter 4. 
Issue
Industrial 
Network 
Characteristics
Available 
Wireless 
Technologies 
Industrial 
Wireless 
Channel 
Sounding
Big Picture
Design Consideration 
for Wireless Sensor 
Network for Industrial 
Automation
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Channel sounding systems have been used to measure wireless channel impulse 
response which is essential for radio link designs. Hot strip steel mill is selected as a 
target to characterize wireless channel. Finally, Chapter 5 ties together the collected 
information, in recommending a certain System Configuration. The performance of 
digital transmission System is studied by running simulation experiments to find 
several modulations formats over the measured channels.  
This thesis presents guidelines to design wireless network but it does not 
go into detailed network design. In the appendices of this thesis report, there are; (1) 
figures of all measurements power delay profiles, (2) generated channel models foe 
selected measurements, (3) simulation results of bit error rate for selected 
measurements, and (4) list of all acronyms used in the report. 
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2 CHARACTERISTICS 
OF INDUSTRIAL 
NETWORK 
 
 
 
With unprecedented growth in application of wireless systems in public and 
private sectors, this technology is now making inroads in industrial application. The 
researchers are developing new wireless systems using mature technologies to break 
barriers in the use of wireless system in industries. But the industrial environment 
has its own special characteristics and requirements. The major challenge of a 
wireless system in achieving industrial standards is to be robust enough to manage 
running plant processes for both monitoring and control. Control of plant processes 
requires assortment data transmission speeds depending on the application on hand. 
In some situations requiring a very high speed process, digital networking may not 
be able to meet required needs and a use of direct analog connections between 
controller and devices may become necessary.  
Before starting the design, the key characteristics of industrial sensor 
networks need to be pointed out. Since Fieldbus is the most commonly wired 
technology used in industries, studying Fieldbus properties can provide excellent 
reference that forms the desired key characteristics of industrial sensor networks. 
 2 
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Fieldbus is a mature system specifically designed to perform automation tasks. It is a 
wired technology that assures reliable communication and relies on the 
interconnection of digital controllers, sensors and actuators located at various places 
in the plant. Its break down record proves its ability to provide sustained high 
Quality of Service (QoS) in industrial wired networking. Fieldbus properties are used 
for benchmarking new industrial wireless network technologies.  
In industrial environment, only some of the existing wireless technologies 
can be used. Applications of wireless technologies in industrial automation and 
process control have many advantages over the wired system. There exist some 
additional concerns like security, susceptible radio environment etc. However these 
can be overcome with inclusion of certain safeguards like encryption, modulation and 
encoding techniques. This chapter studies requirements of wireless industrial 
network, starting with a brief history of Fieldbus with technical description. Then, 
the desirable characteristics for industrial networking in the light of wireless 
challenges are presented. 
 
 
 
 
   8 
2.1 FIELDBUS OVERVIEW 
 
Wired Fieldbus systems like: PROFIBUS1, CAN2, HART3 or ABB-AF1004 
are wired systems currently used in many industries. In 1994, Inter Operable 
Systems Project (ISP) and WorldFIP5, two supplier consortia, merged to form the 
Fieldbus Foundation. Fieldbus Foundation6 is a non-profit trade consortium 
representing the major process automation industry suppliers and end-users 
worldwide. It has taken a leadership role in the development of Fieldbus digital 
communications and integrated system architecture based on regional and 
international standards. The technology began in 1970 with the first attempts to 
distribute control functionality to the field level. With the introduction of the 
Distributed Control System (DCS), processing plants were able to distribute 
intelligent control throughout process facilities. Fieldbus is a single bus, i.e. twisted 
pair, coaxial, or fiber-optic, carrying digital signals and sometimes DC power that 
connect several field devices [2]. 
Fieldbus protocol architecture usually covers physical layer, data-link layer 
including Medium Access Control (MAC) sub layer, and the application layer. The 
key purpose of the network is to grant real-time communication services that are 
both reliable and predictable, i.e. error-free packets delivery without much delay.  
                                                           
1
 http://www.profibus.com see also PROFINET: http://www.profibus.com/pn/profinet  
2
 http://www.can-cia.org  
3
 http://www.hartcomm2.org  
4
 http://www.abb.com  
5
 http://www.worldfip.org  
6
 http://www.fieldbus.org  
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Fieldbus system supports two kinds of communication: (1) process data and 
(2) message transfer. Process data are dynamic data used to monitor and control a 
process, while message transfer is used for parameters, program loading and 
diagnostic purposes. Process Data is managed through Cyclic Data Packets (CDP). 
Each CDP is configured on the communication interface for a certain signal identity, 
cycle time, size and direction. Each signal identity uniquely represents transmitter-
receiver pair. The cycle time determines how often the data packet is transferred on 
the bus. Because the interval between consecutive transfers is fixed, process data 
transfer is deterministic, regardless of the current communication tasks. Packet size 
is usually fixed also. Unless both the size and the signal address of corresponding 
packet are correct no transmission takes place. Some features of Fieldbus traffic, i.e. 
data type and data rate transmitted through the Fieldbus, are; presence of periodic 
traffic and presence of important acyclic traffic packets like alarms; and short packets.  
Second type of communication in Fieldbus is Message transfer. It is not 
performed cyclically like process data. Message transfer does not influence process 
data since a certain amount of the bandwidth is reserved for message transfer, 
regardless of the bus load due to process data transfer. A bus-master node is usually 
required in Fieldbus to control all transmissions on network. Communication is 
based on the Master-Slave concepts where the master node initiate communication 
request and the slave node responds. Thus, without a communication request from 
the master node no communication is possible. If a slave frame is missed, the master 
frame simply asks to recover with another frame. 
   10 
Real-time communication between controllers and sensors/actuators is a 
fundamental requirement in the industrial environment which puts many constraints 
in the digital network design. In [3], depending on process nature, controller 
reaction time is classified into three classes:  
1. Class I: with 100 ms cycle time is meant for human machine interface. This 
requirement can be fulfilled by TCP/IP communication protocol without any 
problem. 
2. Class II: with 10 ms cycle time is used for tooling machine control. This needs 
special care in Real-Time Ethernet (RTE) equipment. 
3. Class III: has the most demanding rate of 1 ms cycle time. It is used for motion 
control. To meet this requirement, many modifications are required on MAC 
layer. At present, this class is controlled through a direct analog interface 
connection between controller and the field device because digital networks 
cannot support this class. 
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2.2 WIRELESS FIELDBUS CHARACTERISTICS  
 
Because of Industrial environment has its own specific characteristics and 
requirements, many wireless technologies are not suited to industrial application if 
these do not meet certain key requirements. In this section, a scientific method of 
technologies comparison is used to assess a number of selected wireless technologies 
in industrial environment. Methodology first defines the performance criteria called 
Key Performance Indicators (KPI) and then assigns sensible weight for each 
criterion. According to the selected KPI, each selected wireless technology is assessed 
and ranked. These are carefully selected based on both literature survey as well as work 
experience point of view. The following 12 KPI from the basis of this study for 
selecting the suitable technology: Data Rate, Device Range, Reliability, Availability 
Resilience, Network Latency, Throughput, Security, Power Consumption, Network Topology, 
Number of Devices, Medium Accessing, Operating Frequency, Complexity, Scalability, and 
Flexibility. KPI‟s are ordered according to their priorities starting from highest to 
lowest. 
1. Data Rate: Data rate indicates the speed at which data is transferred from one 
device to another. In industries, Fieldbus data rate is a function of cable length, 
see Table 2.1 [4]. The table shows the data rate as a function of segment length 
for two selected wired technologies: ProfiBus & DeviceNet. In industrial 
environment, data rate varies from several tens of kbps up to few Mbps 
depending on the nature of the process [4]. For wireless system, the time 
   12 
dispersion in industrial wireless channel is large. Waveforms of different symbols 
may overlap at the receiver which causes inter-symbol interference (ISI) and 
hence either data rate should be reduced or additional effort is necessary to 
reconstruct the correct symbol [5]. Industrial networks require both low duty 
cycle communication as regular-packet, and fast communication for delivering 
emergency-packets. Data rate for wireless systems is related to available 
bandwidth and modulation format. The modulation technology, encryption 
techniques, packet length, and radio frequency also influence the data 
transmission rate. [3] 
Table 2.1: Some Wire Fieldbus data rate [4] 
Wired 
Technology 
ProfiBus 
(number of nodes=32) 
DeviceNet 
(number of nodes=64) 
Segment 
Length (m) 
Data Rate 
(kbps) 
Segment 
Length (m) 
Data Rate 
(kbps) 
Range 1 1200 93.75 500 125 
Range 2 600 182.5 250 250 
Range 3 200 500 100 500 
 
2. Device Range: Device range defines the maximum allowable distance between 
transmitter and receiver. In Fieldbus there is a limit for bus cable length; see 
Table 2.1. In wireless systems, a device must be within the range of second 
device in order to exchange data. The data range is influenced by interference, 
the radio transceiver (transmitted power and receiver sensitivity), and the 
operating frequency. Path-loss is the attenuation experienced by radio wave 
while in transit from a transmitter to a receiver. It is affected by, large scale 
effects, free space loss, refraction, diffraction, reflection and shadow. In addition, 
path-loss is affected by terrain undulations, distance between transmitter and 
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receiver, antenna height and antenna location. There are several propagation loss 
models, e.g. Okumura, and Hata Model, which calculate path-loss for outdoor 
systems. However, those models cannot be applied to industrial environment 
because of their unique nature. In most industries, 50m is the maximum range 
required for communication between the devices [6]. The presence of metallic 
bodies and structures increases the amount of radio interference.  
3. Number of Devices: All communication systems define the maximum number of 
nodes that network can handle. This property depends on more than one 
parameter like network data rate, process updating speed requirement, and 
network topology. In most real industrial applications many hundreds and 
possibly thousands of devices are installed. Hence the more nodes that a network 
can handle the better it is. 
4. Reliability, Availability and Resilience: (4.a) Reliability is the probability that a 
device will perform its intended function during a specified period of time under 
stated conditions. Reliability can be expressed as: 
 𝑅 𝑇 = 𝑃𝑟 𝑡 > 𝑇  (2.1) 
where; 𝑅 𝑇  is the reliability of the system defined as the probability that the 
system perform intended function reliably exceeding time period T without 
failure. A similar function maybe defined in communication system as the 
probability delivering error-free packets. However, received signal often can be 
represented as: 
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 𝑟 𝑡 = 𝛼 𝑡 × 𝑥 𝑡 + 𝒩(𝑡) (2.2) 
where; 𝑥 𝑡  is the transmitted signal, 𝒩(𝑡) is the additive noise and 𝛼 𝑡  is the 
attenuation  factor function. From this equation, there are two sources of 
impairment affecting reliability; additive noise (i.e. AWGN), and attenuation 
effects, i.e. large- and small-scale. In industrial environment, a transmitted signal 
is subjected to many reflections and diffraction which distort the signal 
waveform. Due to multipath propagation, multiple copies of the same waveform 
reach the receiver with delays causing time dispersion of the signal known as ISI. 
The Inter-Symbol Interference (ISI) is an important consequence of time 
dispersion of the signal caused by the channel vagaries [7].  
(4.b) Availability is defined as ratio of time period for which the system is 
performs as intended to the total given time period. It is usually measured based 
on Mean Time Between Failures (MTBF), and Mean Time To Repair (MTTR): 
 𝐴 =
𝑀𝑇𝐵𝐹
𝑀𝑇𝐵𝐹+𝑀𝑇𝑇𝑅
 (2.3) 
In Fieldbus network, availability can be improved by sharing the bus-master 
responsibility between all bus-administrative nodes and optimizing it. This can 
be achieved if network is designed to handle a dummy bus-master node, where 
responsibilities are cyclically passed over from node to node. Therefore, network 
operation can be recovered once the bus-master node crashes, and then another 
bus-administrator node detect timeout due to bus-master silence and becomes 
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the new bus-master. In wireless systems, network availability is affected if the 
signal is significantly attenuated during a deep fade, for instance.  
(4.c) Resilience is system‟s ability to adopt automatically to changes or at least is 
able to detect irresolvable situations. It is preferable that technology manages the 
network configuration without human interference. A new node is automatically 
recognized and participates in communication as configured without any manual 
intervention. Starting, stopping, and restarting stations can also be done without 
disturbing the traffic flow on the network. 
5. Network Latency and Throughput: (5.a) Network latency is a performance indicator 
for the network that measures the time that data gets transferred from source to 
destination. It is application dependant. Industry designers define the maximum 
acceptable delay between data transmission and reception to avoid production 
loss due to uncontrollable process. The industrial networks works on half-duplex 
system which allows communication in both directions, but only one direction at 
a time and not simultaneously which is normally achieved through either Time 
Division Duplexer (TDD) with Frequency Division Multiple-Access (FDMA) for 
Process Transfer or Carrier Sense Multiple-Access (CSMA) for Message 
Transfer. In Fieldbus, real-time characteristic is very important which depends 
on the temporal property of the MAC protocol. Some Fieldbus manufacturers are 
adopting a Schedule Table (ST) to control the real-time communication, as 
explained in [8]. End of transmission indication is required for half-duplex 
system which adds a drawback of time loss, or capacity loss, for receives-transmit 
turnovers [4]. Time synchronization messages are sent over the network 
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periodically to synchronize all node‟s clocks. Performing this task assures real-
time communication validity.  Some Fieldbus systems are using token-passing 
protocols to reduce packet collision where token authority is passed around 
between authorized nodes. But this may increase the time delay when network 
load is small [9]. Another latency consideration is how long a new device takes 
to join the network.  
(5.b) Throughput is the amount of data transferred per unit of time. Latency and 
throughput are generally inversely proportional. 
6. Security: Communication security is the system ability to avoid unauthorized 
access to the network. Fieldbus uses few security-encoding techniques like cyclic 
redundancy check (CRC) to maintain security. In general, wired communication 
systems authenticity is much easier than in wireless systems. Wireless system is 
easier to hack than a wired system. In unprotected networks, both authorized 
and unauthorized entities have equal access level. It is very critical for industries 
to avoid data hacking which directly affects network reliability and timely 
transmission. Four types of threats are possible; eavesdropping, inserting 
malicious packets to damage the message, viruses attacking to damage the 
system, or simply jamming the medium. On the other hand, ensuring security 
goals like confidentiality or accountability was not the main focus in the design 
of many Fieldbus systems. The recent trend to connect industrial network to the 
Internet by means of gateways has led to research towards securing the gateway 
but it is also required to protect a Fieldbus against attacks from the inside, for 
example by employing proper encryption and authentication schemes. 
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7. Power Consumption: Power consumption of a device is an important consideration 
as frequent replacement of power sources (i.e. batteries) are to be avoided. A 
good indicator for the power profile of a given system can be defined as the 
period of time for which a device can sustain without a need to attend for repair 
as battery replacement for instance. In Fieldbus network, this is not considered 
since power cabling is available. In contrast, wireless devices are preferably to be 
battery-operated to avoid cabling. This decreases power wiring costs and 
increases device flexibility. The huge reduction in size and power consumption of 
CMOS circuit has led researchers and field-devices manufacturers to work on 
industrial wireless field. Sleep mode is needed as a power saver option. The 
power required for a device to join a network and access the channel for normal 
cyclic data packet influences the efficiency of power profile. Multi-access 
technology also influences the time at which device should not be in sleep mode. 
Several mechanisms to conserve energy in protocols and applications have been 
developed in the context of wireless sensor networks. In absence of power 
cabling, which is the often case of wireless systems, few options are available 
such as; batteries, energy-scavenging methods or wireless energy transmission. 
a. Batteries: It is the most important method indicating importance of ability to 
conserve power is a key consideration. Frequent batteries replacement may 
not be feasible in industries as it leads to increase machine downtimes or 
increase preventive maintenance which increases manpower cost.  
b. Energy Scavenging: Many researchers work to explore methods of scavenging 
ambient power to be used on low power wireless electronic devices as self-
sustaining. Studies are concentrating on the development of vibration based 
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generators which converts energy from low-level vibrations to electricity.  
Current results have verified power density of about 200mW/cm3 from 
input vibrations of 2.25m/s2 at 120Hz.  [10] 
In the design of wired Fieldbus protocols, the main concern is the real-time 
communications feature but not energy-efficient feature. However, there are 
efforts to combine both targets [11]. In [12], power consumption is given as a 
function of device range, see Table 2.2 
Table 2.2: Power consumption for different wireless ranges 
 Power Range 
Class I: 20 dBm (100 mW) 100 m 
Class II: 4 dBm (2.5 mW) 10 m 
Class III: 0 dBm (1 mW) 1 m 
 
Another consideration is the duty cycle time which is defined as transmission 
period over total cycle period, 
 Duty Cycle =
Ttx
Tcyc
 (2.4) 
where, 𝑇𝑡𝑥  is the transmission period,  and 𝑇𝑐𝑦𝑐  is the total cycle period, see 
Figure 2.1. Power consumption is optimized by using extremely low duty cycles, 
so that the device is active for a very small fraction of the time. If device is not 
transmitting or receiving, power consumption is minimal and it is said to be in 
sleep mode. Also modulation can affect power consumption by optimizing peak-to-
average power ratio. 
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Figure 2.1: Power consumption for deferent wireless ranges 
8. Network Topology: Network topology refers to the manner in which network 
nodes and links are arranged or mapped physically and logically. Most Fieldbus 
manufacturer build their product based on a bus topology where packets are 
broadcast on the bus, i.e. while a node sends a data packet, all other nodes are 
listening but only the node with correct address identity receives the data. 
Fieldbus also supports network redundancy and in case one bus failed, the 
redundant one takes over. Available network topology options influence which 
applications a network model is most suitable. It can increase the channel 
diversity and improve signal quality. Usually, mesh topology gives the highest 
number of independent paths. In wireless system the most common network 
topologies are: (see Figure 2.2) 
a. Star Topology: Star topology has a central node, which is linked to all other 
nodes in the network. All messages travel via the central node. 
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b. Tree Topology: Tree topology has a top node with a branch/leaf structure 
below. To reach its destination, a message travels up the tree (as far as 
necessary) and then down the tree. 
c. Mesh Topology: Mesh topology has a tree-like structure in which some 
leaves are directly linked. Messages can travel across the tree, when a 
suitable route is available. Some systems with mesh topology have built-in 
intelligence called route discovery that ensures messages reception at their 
destinations and if a default route to destination node is down, the network 
can discover an alternative route to deliver the message. 
 
Figure 2.2: Wireless network topologies types 
Medium Accessing and Operating Frequency: (9.a) Medium access aspect can be 
defined as the methodology by which channel is shared among the devices. Since 
number of devices in an industrial set-up is quite large, selection of a medium 
accessing technique is a key factor. In Fieldbus, few multi-access technologies are 
used by different manufacturer like; Time Division Multiple Access (TDMA), 
CSMA, and Token-Passing. Another aspect in the band selection is to strike a 
balance between minimizing the cost (by using unlicensed band and avoiding the 
cost of purchasing license rights from the local regulation body) and reducing the 
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interference from other users. In order to ensure communications reaching their 
destinations uncorrupted and following techniques might be used:  
a. Channel Selection: When a network is initialized, channels of the chosen Radio 
Frequency (RF) band are assessed for activity. 
b. Listen Before Sending: To avoid conflicting transmissions (more than one 
device transmitting in the same frequency channel at the same time), before 
beginning a transmission, a node listens on the relevant channel to check 
whether it is clear. 
c. Data Coding: even if there are conflicting transmissions, there is a higher 
probability that a message will get through to its destination intact. 
d. Acknowledgements: To confirm that messages reached their destinations. If the 
sending device does not receive an acknowledgement within a certain time 
interval, it resends the original message again. 
(9.b) Operating frequency put another feature where some bands are busier than 
others and also more susceptible to noise. The choice of frequency band is an 
important factor in system design. The frequency selection affects the data 
transmission speeds, the likelihood of interference with other devices, the 
complexity of radio transceivers.  
9. Complexity: Profile design is considered to reach optimal targets through most 
possible simplified way. This reduces time delay for profile processing time and 
required packet overhead tags [13]. Fieldbus has a very simplified profile. This 
simplification is done in favor of commissioning team as well as end-user. The 
technology should be relatively simple to implement and support. 
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10. Scalability: Scalability determines how system can grow once required. For 
example network load should not be used at the limit and provision is made for 
future expansion. Industrial keep changing in size and the number of network 
nodes. The wireless network must be capable of accommodating these changes 
without significant increase in the cost to the enterprise. 
11. Flexibility: Flexibility ensures interoperability between devices regardless of their 
developers or manufacturers. The system profile: suggests user-interface 
formats, defines dependencies on other profiles for external systems, identifies 
protocol stack configurations, and describes device-to-device behavior. Flexible 
profile ensures that a device may communicate with the third party devices. It 
should be able to handle different types of node devices without needing a lot of 
device-specific requirements. 
After these twelve characteristics are identified, a proper weight is assigned 
for each Key Performance Indicator (KPI) depending on the application field in which 
wireless technology to be used. In Table 2.3, all twelve KPI‟s are listed with their 
proper weights for wireless sensor network application at steel rolling mill. Higher 
the weight indicates more importance to the KPI.  
The selection of appropriate weights for each KPI depends mainly on its 
classification. The three categories of KPI: system existence category, link 
availability category, and additional competency category. The KPI is classified 
under system existence category, if absence of the indicator affects directly system 
existence and the indicator shall hold high weight. For link availability category, if 
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absence of the indicator affects directly link availability and the indicator shall hold 
average weight. Finally, if absence of the indicator affects only additional competency 
of communication system then the indicator shall be classified under additional 
competency category and shall hold low weight.  
Table 2.3: Sensible weights for performance indicators in Steel Mills 
Item 
No. 
Characteristics Wight out of 
10 
1 Data Rate 10 
2 Device Range 10 
3 Number of Devices 9 
4 Reliability, Availability and Resilience 8 
5 Network Latency and Throughput 8 
6 Security 8 
7 Power Consumption 6 
8 Network Topology 6 
9 Medium Accessing and Operating Frequency 6 
10 Complexity 4 
11 Scalability 3 
12 Flexibility 2 
 
Few wireless technologies are available that can be used in the industrial 
networking. They might replace the wired network or work together to improve 
performance and implementation. In the following section some selected technologies 
are assessed on the biases of defined 12 KPI‟s. This scientific methodology is 
applicable for any other wireless technologies for future work. 
 3 
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3 EVALUATION OF 
WIRELESS 
TECHNOLOGIES IN 
INDUSTRIAL 
ENVIRONMENT 
 
 
 
The Institute of Electrical and Electronics Engineers (IEEE) established in 1884 is the 
widely known and influential organization for computer networking and wireless 
communications. In the early 1980s, IEEE began work on development computer 
network architecture standards. IEEE802 standard defines a family of IEEE 
standards dealing with local area networks and metropolitan area networks. This 802 
project quickly expanded to several different categories of network technologies. The 
specified standards protocols define the lower two layers of the seven-layer Open 
System Interconnection (OSI) networking reference model: Physical Layer (PHL) 
and Data Link Layer (DLL). In fact, IEEE802 splits the DDL into two sub-layers 
named Logical Link Control (LLC) and MAC. The study on IEEE802 is divided 
among many working groups each responsible for a specific scientific branch. Each 
working group consists of one or more task groups and that deals with a certain 
aspect of technology. In this study, widely-used technologies that fall under either 
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IEEE802.15 Wireless Personal Area Networks (WPAN) or IEEE802.11 Wireless 
Local Area Network (WLAN) are presented. For WPAN, both IEEE802.15.1 and 
IEEE802.15.4 are conferred. IEEE802.11 family (a, b, g) are studied for WLAN. 
SP100 as a potential technology is discussed. Figure 3.1 shows overview of wireless 
landscape for few important technologies. 
 
Figure 3.1: Overview of wireless landscape for few important technologies 
(modified from [6]) 
Table 3.1 shows wireless working groups in IEEE. The widely used 
technologies under selected standard like Bluetooth (IEEE802.15.1), ZigBee 
(IEEE802.15.4), and Wi-Fi (IEEE802.11) are presented in the following. For both 
ZigBee and Bluetooth separate alliances of companies worked to develop 
specifications covering the network/link, security and application profile layers so 
that the commercial potential of the standards could be realized. SP100 standard can 
also be studied as a great opportunity in the near future. In [14], author supports 
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using more than one technology at the same site. In [15] and [4] a hybrid 
wired/wireless Fieldbus system is presented. The remainder of this section presents a 
comparison between the four selected technologies on the basis of mentioned 
characteristics across industrial Fieldbus network.  
Table 3.1: Wireless Working Groups in IEEE 
SN Standard  Description 
1 IEEE802.11 WLAN Working Group (selected for the study) 
2 IEEE802.15 WPAN Working Group (selected for the study) 
3 IEEE802.16 WMAN Working Group (wimax) 
4 IEEE802.18 Radio Regulatory TAG 
5 IEEE802.19 Coexistence TAG 
6 IEEE802.20 Mobile BWA Working Group  
7 IEEE1451.5 Working Group for Wireless Sensors 
 
In this section, WPAN standards of IEEE802.15.1 and IEEE802.15.4 are 
discussed and followed by WLAN standard with IEEE802.11-family. Then, 
upcoming SP100 standard is touched as a future opportunity and finally few wireless 
system common concerns are presented. Under each discussed standard, one example 
is given that is assessed based on industrial characteristics. The intent is to highlight 
the pros and cons of each standard and summary of comparison is given in next 
section.  
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3.1 IEEE802.15 WORKING GROUP (WPAN) 
 
IEEE802.15 is the 15th working group of IEEE802 standard which is 
dedicated for WPAN. This working group has many sub Task Groups see Table 3.2. 
IEEE802.15.1 and IEEE802.15.4 are the most widely used task groups. This 
working group serves networks interconnecting devices located around individual 
persons, typically within few tens meters. A key concept of this standard is called 
plugging-in, i.e. when two devices come into close proximity, a communication 
channel is established. In industries field-devices network (Fieldbus) hold similar 
features that is short range and in sometimes mobility. Following sections discuss 
both IEEE802.15.1 and IEEE802.15.4 task groups with related selected technologies 
of Bluetooth and ZigBee respectively. 
Table 3.2: IEEE802.15 Task Groups 
g Standard  Description 
1 IEEE802.15.1 Task Group 1 WPAN/Bluetooth™ (selected) 
2 IEEE802.15.2 Task Group 2 Coexistence 
3 IEEE802.15.3 Task Group 3 WPAN High Rate 
4 IEEE802.15.3a Task Group 3a WPAN Alt. Higher Rate 
5 IEEE802.15.4 Task Group 4 WPAN Low Rate (selected) 
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3.1.1 IEEE802.15.1 STANDARD (SHORT & MOBILE) 
 
In 2002, IEEE802.15.1-2002 published a WPAN based on the Bluetooth 
v1.1 specifications. Later, an updated version of this standard, with certain additions 
as Bluetooth v1.2, was published as IEEE802.15.1-2005. Following the publication of 
IEEE802.15.1-2005, the IEEE Study Group 1b voted to discontinue their 
relationship with the Bluetooth Special Interest Group (SIG), effectively meaning 
that the later versions of Bluetooth will not become in the future IEEE standards. 
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3.1.1.1 BLUETOOTH1 
 
Bluetooth originated when Ericsson joined IBM, Nokia, Intel, and Toshiba 
to form the Bluetooth SIG and standard was published in 2002 [6]. Bluetooth SIG 
mission statement defines Bluetooth objective targeting: short range and mobile. It is 
concentrating on creating the preferred wireless technology for diverse-to-devices connection. 
It is utilizing short-range communications technology and facilitating data 
transmission between fixed and mobile devices. It was originally conceived as a 
wireless alternative to RS232 data cables as a cable replacement. It can connect 
multiple devices and overcome problems arising from synchronization of these 
devices. On Mar-2006, the Bluetooth SIG announced its selection of the WiMedia 
Alliance Multi-Band Orthogonal Frequency Division Multiplexing (MB-OFDM) 
version of Ultra Wide Band (UWB) system for integration with Bluetooth for 
achieving higher data rate. On Jun-2007, Bluetooth SIG announced that Wibree will 
be a part of the Bluetooth specification, as an ultra-low-power Bluetooth. By Nov-
2006, The Bluetooth SIG claims that 12 millions Bluetooth devices are shipped per 
week and are in the hands of one billion consumers [16]. Following are the 
Bluetooth versions: 
1. Bluetooth 1.0 and 1.0B: They had many problems and manufacturers had difficulty 
making their products interoperable. 
                                                           
1
 For more information see http://www.bluetooth.com/Bluetooth/SIG  
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2. Bluetooth 1.1: It was ratified as IEEE Standard IEEE802.15.1-2002 and both 
support to non-encrypted channels and received Signal Strength Indicator were 
incorporated.  
3. Bluetooth 1.2: It was ratified as IEEE Standard IEEE802.15.1-2005 and it added 
the Adaptive Frequency Hopping (AFH) spread spectrum, which improves 
resistance to RF interference by avoiding the use of crowded frequencies in the 
hopping sequence. 
4. Bluetooth 2.0: It was released in Nov-2004. It enhanced data rate (3 Mb/s) using 
combination of Gaussian Frequency Shift Keying (GFSK) and Phase Shift 
Keying (PSK) modulation with two variants π/4-DQPSK (Differential 
Quadrature Phase Shift Keying) and 8-DPSK (Differential Phase Shift Keying). 
5. Bluetooth 2.1: was adopted in July-2007 with added features of extended battery 
life resulting with sniff low-power mode; and stronger encryption that uses 
Encryption Pause Resume technology with a facility to refresh the key. 
Bluetooth Technology is operated within the unlicensed band at 2.4 GHz 
for voice and data transfer (up to 1Mbps) using GFSK modulation.  Practical 
experiments show that it is more suitable for voice application [17]. AFH allows 
Bluetooth to detect and exclude interference from others [18]. This ensures minimal 
frequency interference, transmission security, and a high Quality of Service (QoS) at 
the expensive of processing and battery power. It is made of master and slave nodes. 
All slave nodes can communicate only through its master node. Each slave can have 
up to four masters. One master coordinates communication between its slaves (up to 
8 active devices at a time) which form one piconet. Different piconets are interlinked 
in scatternet manner. Piconet traffic is TDMA/Duplex scheme [19]. [20], [21] 
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Bluetooth supports three different protocols: 
1. Link Manager Protocol (LMP): establishes the link setup between Bluetooth 
devices and manages ongoing links, including: security aspects (e.g. 
authentication and encryption), controling and negotiation of baseband packet 
size. 
2. Logical Link Control and Adaptation Protocol (L2CAP): adapts the upper-layer 
protocols to the baseband layer, providing both connectionless and connection-
oriented services. 
3. Cable Replacement Protocol: RF communications is the cable replacement protocol 
used to create a virtual serial port used to make replacement of cable 
technologies transparent through minimal modification of existing devices. RF 
communication provides for binary data transport and emulates Electronic 
Industry Association EIA-232 (formerly RS-232) control signals over the 
Bluetooth baseband layer. 
In industrial environment, Bluetooth can fit in machine-to-machine 
communication and for ad-hoc connectivity between mobile computing devices and 
fixed equipment [6]. The following points result from evaluation of suitability of 
Bluetooth technology for industrial application: 
1. Data Rate: Bluetooth clearly has ability to support almost all industrial 
application with ordinary average value of 1Mbps [6]. This is achieved using 
GFSK modulation. It can support up to 3 Mb/s with latest version 2.0 and 
above. [22] 
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2. Device Range: As designed and without special equipment it is clear that 
Bluetooth has limited range. Distance coverage is multiple of tens of meters, e.g. 
Indoors of 10m and outdoors of 100m, which is very small for normal factory 
size [18]. The upper range limit has been possible only with proprietary mesh 
networking protocols [6].  
3. Number of Devices: Bluetooth can support up to 8 active devices simultaneously in 
a single piconet and up to 255 further devices can be inactive, or parked, which 
the master device can bring into active status at any time. These 255 parked 
slave devices occupy the same physical channel [18]. Slave devices may only 
communicate with the master device and never directly with another slave; 
however a slave device may participate in one or more piconets (a scenario 
known as a scatternet). A single device may never be master of more than one 
piconet. Unfortunately, the Bluetooth standard does not define any networking 
between the piconets within a scatternet, but applications may be designed to 
facilitate such communication. This increases network complexity while 
connecting different piconets to get the large number of devices in the plant. 
4. Reliability, Availability and Resilience: Bluetooth reliability can be rated in the 
medium range compared to other technologies. Three types of error correction 
are implemented in Bluetooth systems: 1/3 & 2/3 rate Forward Error Correction 
(FEC), and Automatic Repeat Request (ARQ). Within its constraints Bluetooth 
is resilient; it works very well for certain applications. Another consideration is 
that Bluetooth technology is commonly used in most hand held devices. This fact 
makes it more difficult for designers to protect their network from other handset 
   33 
interferences. Even with proper encryption, noise floor level increases and 
overall signal quality decays. 
5. Network Latency and Throughput: Bluetooth is designed for single hop device-to-
device where the nodes do not sleep for much of the time and as a result network 
access is fast. On the other hand, it does not support the mesh topology that 
gives more alternative paths to be used in case one becomes dysfunctional; it 
increases the time to deliver data because of waiting for that particular path. 
Also, the time to join the network as a new node is around 10 sec and 3 sec to 
wake up from sleep mode which are very long. However it takes 2 ms for active 
slave to access the channel. [18] 
6. Security: Bluetooth protocol has a built in security system that specifies the use of 
128 bit Advanced Encryption Standard. Bluetooth implements confidentiality, 
authentication and key derivation with custom algorithms based on the SAFER+ 
block cipher. In Bluetooth, key generation is generally based on a Bluetooth PIN, 
which must be entered into both devices. It embodies fast Frequency Hopping 
Spread Spectrum (FHSS) over 79 1MHz widely pseudo-randomly ordered 
channels. The frequency hopping rate of 1600 hops/sec is used with Time 
Division Duplex (TDD). Transmissions performed in 625 microsecond slots with 
a single packet transmitted over a single slot. For long data transmission users 
may occupy multiple slots using the same transmission frequency thus reducing 
the hopping rate.  In August 2004, range of Class 2 Bluetooth was extended with 
directional antennas to 1.08 mile (1.78km) [23]. This poses a potential security 
threat since attackers can hack from a distance beyond expectation. In [24], the 
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author shows both passive and active methods for obtaining the PIN for a 
Bluetooth link by which hacker can easily spy the devices. In passive method, 
PIN can be found during the Bluetooth pairing process. On the other hand, 
active method is done in Re-Pairing process that requires injecting a specific 
message at a precise point in the protocol. 
7. Power Consumption: Bluetooth keeps all nodes on active mode always which 
increases the power consumption [25]. It does not have the sleep mode which 
conserves the battery life. However, there are few studies to improve Bluetooth 
power consumption. Many of those studies are based on over–simplified power 
models and do not consider number and role (master vs. slave) of links [26], 
[27]. AFH in Bluetooth ensures minimal frequency interference, transmission 
security, and a high QoS at the expensive of processing and battery power. In 
[28] a full power model of Bluetooth is presented in a complex scatternet 
scenario where each link can be inactive or low–power sniff mode. The model 
Root Mean Square (RMS) error is validated to be below 4%. A standard 
Bluetooth device usually can keep batteries for some days only.  
8. Network Topology: Bluetooth supports only the star ad-hoc piconets network. It 
allows connecting two or more piconets together to form a scatternet, with some 
devices acting as a bridge by playing simultaneously the master role in one 
piconet and the slave role in another. Although it does not support the mesh 
networking which is preferable for industrial network as it provides better 
diversity. However, the role of scatternets is still relatively limited. Problems 
specific to scatternets are discussed in [19]. 
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9. Medium Accessing and Operating Frequency: Bluetooth operates on the unlicensed 
2.45 GHz using FHSS signal of 79 channels each 1MHz node ordered pseudo-
random channels. AFH allows Bluetooth to detect and exclude frequencies in use 
by other devices and select channels to minimize interference. A piconet master 
communicates with each active slave during each multiplexed time slot in a 
round-robin-like fashion. [18] 
10. Complexity: Bluetooth embodies device profiles for equipment interoperability. 
Bluetooth complexity is limited by the small number of devices allowed in each 
network. In addition, Bluetooth protocol stack is relatively complex. 
11. Scalability: Bluetooth network has very low ability to extend. It is quite difficult 
to include new nodes in the existing network. 
12. Flexibility: Devices can switch roles, i.e. the slave can become the master at any 
time. The master switches rapidly from one device to another in a round-robin 
fashion. Simultaneous transmission from the master to multiple devices is also 
possible. In general Bluetooth protocol has the flexibility feature whereas its 
profile carries some inflexibility. 
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3.1.2 IEEE802.15.4 STANDARD (LOW RATE WPAN) 
 
IEEE802.15.4 is Low Rate Wireless Personal Area Network. This IEEE 
task group optimizes low duty cycle to get longer battery life (ranging from months 
to years) at the cost of low data rate but very low complexity. In May 2003, the first 
edition of IEEE802.15.4-2003 was released. Following are the sub-technologies: 
1. IEEE802.15.4a (WPAN low rate alternative PHY): It is adding scalability to 
data rates, longer range, with lower power consumption and cost.  
2. IEEE802.15.4b (revisions and enhancements): It is chartered to enhance the 
standard by resolving ambiguities, reducing complexity, increasing flexibility 
with security key usage. 
In Jul-2008, an enhancement to IEEE802.15.4-2006 standard was published 
for hybrid contention access and scheduled access. It provides better support to the 
industrial markets improving MAC Layer reliability. Another advantage is to realize 
a balance between fast communication for emergency information and the very low 
duty cycle communication for regular information [29]. IEEE802.15.4 works in 
unlicensed RF bands: 868 MHz, 915MHz, or 2.4 GHz with total of 27 channels, see 
Table 3.3[6]. Nearly 20 Million IEEE802.15.4 units were shipped up to end of 2008.  
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Table 3.3: IEEE802.15.4 RF Bands [6] 
Freq. Band Area Data Rate Channel 
Numbers 
868.3 MHz Europe 20kbps 0(*) 
902-928 MHz Americas 40kbos 1-10 
2.405-2.480 GHz Worldwide 250kbps 11-26 
(*) In Europe only one channel is assigned in 868.3 MHz band 
All network protocols that are built for IEEE802.15.4 use a basic packet 
format with simple address-header. When data is communicated over multi hops, 
time or frequencies, the network header specifies where it starts, where it ends, and 
how to get from one node to another. Unfortunately, many current industrial 
protocols perform this operation differently and none of them address how packets 
are transferred between existing controllers or devices and IEEE802.15.4 network. 
Many wireless technologies are built on IEEE802.15.4 standard like ZigBee, 
SP100.11a, and Wireless HART. In the following section ZigBee is assessed in the 
light of industrial characteristics. 
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3.1.2.1 ZIGBEE 1 2 3 
 
The ZigBee set of high level communication protocols is based upon the 
specification produced by the IEEE802.15.4 task group. It started when Motorola 
worked on low power mesh networking. Phillips, Motorola, Invensys, Honeywell, 
and Mitsubishi joined together and formed the ZigBee Alliance in mid-2002. There is 
a focus on remote sensing and control, reflecting the original ZigBee mission statement. 
It is intent for interfacing thousands of small, cheep, and ultra-low power devices in a 
flexible network topology. These advantages save in industrial environment 
significant cost by increasing plant productivity. Today, ZigBee Alliance consists of 
Nearly 30 members. Some of those members are ZigBee Alliance Promoters 
including: Motorola, Ember, Samsung, Schneider, Philips, Eaton, Honeywell, 
Huawei, ST-Microelectronics, Freescale-Semiconductor, Texas-Instruments, 
Mitsubishi, and Siemens. As of Jul-2006, ZigBee reports that Alliance members have 
shipped over 10,000 Developer Kits and processed 29,000+ free downloads of the 
ZigBee specification [30]. This shows observable growth for ZigBee market. 
IEEE802.15.4 has simple frame structure that ensures reliable data delivery 
using Carrier Sense Multiple Access Collision Avoidance (CSMA-CA) with message 
acknowledgement. It conserves power at the expense of  QoS. There are three types 
of devices: Coordinator, Router, and End devices. ZigBee has few additional 
coexistence features which decrease ISI or/and increase QoS like: network formation 
                                                           
1
 http://www.zigbee.org 
2
 http://zigbee.iii.org.tw 
3
 http://www.jennic.com/elearning/zigbee/files/content_frame.htm 
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procedures, mesh networking and path diversity, network-layer frequency agility, 
and end-to-end acknowledgement and retransmission. Protocol Stack for ZigBee is 
shown in Figure 3.2. 
 
Figure 3.2: ZigBee protocol stack configuration (modified from [30]) 
In industrial environment, ZigBee has the ability to make inroads into 
existing industries replacing wired-systems through „off-the-shelf‟ product elements 
of mesh networking and can be linked to wide range of existing sensor and actuators. 
ZigBee can fit in low rate field devices communication and their mesh topology 
increases their network range coverage. The following points result from evaluation 
of ZigBee technology in industrial application: 
1. Data Rate: This is one of the most challenging properties for low rate WPAN 
task group, IEEE802.15.4, technologies which reduce duty cycle time in favor of 
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extending battery life-time. ZigBee technology has low data rate in range of few 
hundreds of kbps, see Table 3.3. [6] 
2. Device Range: ZigBee has the potential to operate over a large range because of 
its mesh networking topology. Practical experiment show that it can cover up to 
10-100m for Indoors application and 400m for outdoors [31]. 
3. Number of Devices: ZigBee can support very high number of devices in the 
network which is normally required in industrial wireless networking. It can 
handle 65,000 nodes in the same network. [4] 
4. Reliability, Availability and Resilience: ZigBee has many features that increase 
network reliability like: data packet acknowledgement, CSMA-CA approach, 
encryption, mesh multi-path transmission redundancy, and ability to physically 
work around the built environment due to the hybrid network configuration 
options. Multipath feature enhances system diversity and reliability by routing 
around obstacles, detecting losses, and retransmitting packets. ZigBee reduces 
packet collisions using CSMA-CA offering random delay between packet 
transmissions. ZigBee resilience can be rated on very high range. [18] 
5. Network Latency and Throughput: ZigBee has a great ability to conserve power 
with sleep mode that has limited effect on network latency. Although it could 
achieve acceptable delay because of very short wake up period (15 ms), the multi-
hop nature of mesh networks also increases latency. For new slave enumeration, 
it takes 30 ms and active node takes 15 ms to access the channel. [4], [18] 
   41 
6. Security: ZigBee uses Direct-Sequence Spread Spectrum (DSSS) technique with 
Orthogonal Quadrature Phase Shift Keying (O-QPSK) Modulation (in 2.4GHz 
band only). DSSS coding scheme increase system robustness in harsh 
environment around heavy machinery. It employs the 128 bit Advanced 
Encryption Standard (AES-128) that assures basic security tool for the standard 
[18]. Beyond encryption each ZigBee node receives a unique short address from 
the network coordinator and each ZigBee network has a unique ID and networks 
can be open or locked to new devices [6]. Standard co-existence feature is 
satisfied using following techniques: complementary channel mapping, built-in 
scanning and reporting, DSSS, FDMA, and CSMA. Another security tool is 
available in ZigBee called Message Freshness Timers (MFT) at which timed-out 
messages are rejected, preventing message replay attacks on the network. An 
example of a replay attack would be a malicious individual recording the open 
command for a garage door opener, and then replaying it to gain entry. 
7. Power Consumption: ZigBee has been developed specifically to permit low power 
consumption and years of battery life. It optimizes slave power requirements by 
forcing to sleep mode most of the time. It operates on a very low duty cycle of 
<1% [18]. In addition, time of wake up is minimized to reduce communication 
latency as well as to increase battery life. ZigBee power profile is an application 
dependant that on average can sustain for years. [6] 
8. Network Topology: ZigBee Supports both ad-hoc star and mesh network topology. 
Also it can combine more than one type in the same network as hybrid system 
[18]. ZigBee defines three device types: ZigBee Coordinator (ZC), ZigBee 
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Router (ZR), and ZigBee End Device (ZED). A network must contain at least 
one coordinating device as the coordinator initiates the networking formation 
and participates in the routing of messages. The router device actively routes 
messages between devices. The end device does not route messages to other 
devices. [32] 
9. Medium Accessing and Operating Frequency: Many current wireless hardware 
technologies use CC2420 radio which provides multiple channels [33]. It uses 
DSSS to reduce interfaces at those unlicensed bands. Given the limited radio 
available bandwidth of 250Kbps, designing MAC protocols which can exploit the 
available frequencies to improve parallel transmission and increase the network 
throughput seems to be an imperative task. Reference [34] shows strengths of 
combining both TDMA and FDMA schemes in MAC layer (HyMAC). This 
provides high throughput with small delay, i.e. real-time communication. For 
operation, ZigBee supports most the widely used unlicensed ISM bands in 
Europe, North America, and around the world. It works on IEEE802.15.4 bands: 
868 MHz, 915MHz, or 2.4 GHz with total of 27 channels, see Table 3.3. 
Although the 2.4 GHz band is becoming a global standard, many companies 
support other bands, e.g. 915MHz, for industry networking [6]. In 868- and 
915-MHz frequency bands, there are fewer users which reduce interference, 
absorption and reflection. Whereas in 2400-MHz band, it is far more widely 
used, available with higher data rate and has more channels  that reduce power 
consumption, shorter transmission time because higher data rate. 
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10. Complexity: ZigBee uses short packets that include the header with source and 
destination address fields. ZigBee is intended to be an open global standard 
where a ZigBee compliant device from any manufacturer could be interoperated 
with any other. IEEE802.15.4-based technology is a mesh networking 
technology that makes it easier to implement and support networks of several 
hundred nodes. [6] 
11. Scalability: ZigBee has a significant advantage in terms of allowing network 
growth to quite large scale and having ability to use the flexible topologies to 
accommodate real-world situations. [4] 
12. Flexibility: IEEE802.15.4 has some difficulties in implementation in industries of 
defining IP-based communication over this wireless standard. IP provides a set 
of widely used, long-standing, open standards that manage diverse and evolving 
suites of devices and networks with well-established mechanisms for protecting 
critical network resources. With the advent of 6LoWPAN, these protocols have 
been scale down sufficiently to be useful in wireless embedded networks. The 
6LoWPAN breakthrough is to leverage the shared context typical of use cases 
for this technology to obtain a very compact and efficient IP implementation, 
removing the factors that have given rise to a plethora of ad-hoc standards and 
proprietary protocols. In general, ZigBee has high flexible approach for 
industrial applications except where there is a need for higher data rates. [31]  
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3.2 IEEE802.11 WORKING GROUP (WLAN) 
 
IEEE802.11 is the 11th working group of IEEE802 standard that looks after 
standardization of WLAN. One of the most well-known standards is IEEE802.3, 
which sets specifications for Ethernet LAN technology. It links two or more 
computers or devices using spread-spectrum or Orthogonal Frequency Division 
Multiplexing (OFDM) modulation technology in a local area. This working group 
has developed many IEEE Standards but the most popular amendments are displayed 
on Table 3.4 [35].  
Table 3.4: Most Popular Amendments of IEEE802.11 Standards 
SN Standard 
Data 
Rate 
Band Released Comments 
1 IEEE802.11a 54 Mbps 5.0 GHz Oct-1999 Wi-Fi Certified 
2 IEEE802.11b 11 Mbps 2.4 GHz Oct-1999 Wi-Fi Certified 
3 IEEE802.11d 
International roaming extensions - specification for operation in 
additional regulatory domains (2001) 
4 IEEE802.11g 54 Mbps 2.4 GHz Jun-2003 
Compatible with b, Wi-Fi 
Certified 
5 IEEE802.11h 
Dynamic 
Freq. 
selection 
5.0 GHz 2004 
European – to solve 
satellites/radar  interference  
6 IEEE802.11i 
Addresses Encryption 
& Authentication 
Jun-2004 
Security solution WPA2: PSK 
& AES-CCMP 
7 IEEE802.11n 200 Mbps 
5.0/2.4 
GHz 
Jan-2010 
(Est.) 
MIMO System, Wi-Fi Certified 
 
Following section discusses IEEE802.11 family standard with Wi-Fi 
technology. In 1990, the IEEE formed a committee to develop a standard for 
WLANs that operates at a speed of 1 and 2 million bits per second (Mbps). Several 
different protocols were recommended before a draft was developed, and this draft 
   45 
went through seven different revisions that took almost seven years to complete. In 
1997, the IEEE approved the IEEE802.11 WLAN standards.  
In 1999, a new IEEE802.11b amendment was created raising speed to 5.5 & 
11Mbps covering range of 115 meter at 2.4GHz. At the same time IEEE also issued 
another standard named IEEE802.11a with even higher speed of 54 Mbps but 
working at 5 GHz. The IEEE 802.11g standard, formally ratified in 2003, can 
support devices transmitting at 54 Mbps. Since 2004, the IEEE has been working on 
new standard, called IEEE802.11n, to significantly increase the bandwidth with 
MIMO technology. 
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3.2.1 IEEE802.11 FAMILY OF STANDARDS (HIGH DATA 
RATE) 
 
IEEE802.11 family of standards is designed to provide users with high data 
rates (tens of Mbps) over ranges of tens to hundreds of meters, WLAN standard, that 
basically supports Ethernet access [7]. This family employs different over-the-air 
modulation techniques that use the same basic protocol. The original version of the 
standard was released in 1997 and certified in 1999. IEEE802.11b is the first wireless 
networking amendment widely accepted followed by IEEE802.11g and 
IEEE802.11n.  
The IEEE802.11 working group divides allocated frequency bands into 
channels. For example the 2.4000–2.4835 GHz band is divided into 13 overlaying 
channels each of width 22 MHz but spaced only 5 MHz apart, with channel 1 
centered on 2.412 GHz and 13 on 2.472 GHz. Japan adds a 14th channel 12 MHz at 
2.484 GHz, see Figure 3.3. 
 
Figure 3.3: IEEE802.11 channels at 2.4000–2.4835 GHz band 
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The most popular are those defined by the IEEE802.11b and IEEE802.11g 
protocols, the amendments to the original standard. Security provision was originally 
weak due to export requirements of some governments [36], and was later enhanced 
via the IEEE802.11i amendment after legislative changes done by governments. 
Other standards in the family (c–f, h, j) pertain to service amendments and extensions 
or corrections to previous specifications.  
 
  
   48 
3.2.1.1 WI-FI1 
 
In 1999, several industry leaders came together to form a global, non-profit 
organization to adopt a single worldwide-accepted high-speed wireless LAN 
standard. This organization was named as the Wi-Fi Alliance. Wi-Fi is a trademark 
of certified products based on the IEEE802.11 standards that guarantees 
interoperability between different wireless devices. Unlicensed spread spectrum was 
first made available in the US by the Federal Communications Commission (FCC) in 
1985 and these FCC regulations were later adopted with some amendments in many 
other countries enabling use of this technology in all major countries [6]. The FCC 
action was part of a broader proposal to allow civil use of spread spectrum technology 
and was opposed at the time by main stream equipment manufacturers and many 
radio system operators. [19]  
The first wireless product was brought on the market under the name 
WaveLAN with speeds of 1 Mbps to 2 Mbps. In fact Australian Commonwealth 
Scientific and Research Organization (CSIRO), which is the national government 
body for scientific research in Australia, has consistently maintained that it owns the 
rights to a key part of IEEE802.11 Patent. In 2009 the CSIRO reached a settlement 
with 14 companies, including Hewlett-Packard, Intel, Dell, Toshiba, ASUS, 
Microsoft and Nintendo, on the condition that the CSIRO did not broadcast the 
resolution. 
Today, more than 300 members and growing from more than 20 countries, 
still bind them together for common goals. As Wi-Fi networks continue to expand in 
                                                           
1
 http://www.wi-fi.org  
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businesses, homes, and now public hotspots that provide wireless access locations for 
people on the go, compatibility between devices is critical. The Wi-Fi Alliance 
develops rigorous tests and conducts Wi-Fi certification of wireless devices that 
implement the universal IEEE802.11 specifications. The Wi-Fi Alliance has 
completed more than 5,000 product certifications to date. 
In industrial environment, Wi-Fi technology can fit in master network 
communication for monitoring, open loop control or slow-speed closed loop control. 
The following points result from evaluation of Wi-Fi technology in industrial 
application: 
1. Data Rate: Wi-Fi is rated for high data rate technologies for all its families 
(amendments) especially for IEEE802.11n. Data rate depends on the modulation 
scheme used. BPSK modulation with ½-FEC gives a 6 Mbps data rate, whereas 
64-QAM (Quadrature Amplitude Modulation) with  ¾-FEC gives 54 Mbps. The 
maximum throughput rate per user is a function of packet size. The theoretical 
maximum throughput value depends on the packet size. For example, for highest 
modulation rate of 54 Mbps, throughput of 1500 bytes packets long is 30 Mbps. 
While packets of just 60 bytes long result in a throughput of 2.7 Mbps.  
IEEE802.11n can support data rate more than 200 Mbps, while using MIMO 
technology (see Table 3.4). [37] 
2. Device Range: Since Wi-Fi is a WLAN technology, it provides higher device 
ranges than PAN technologies. A typical Wi-Fi router using IEEE802.11b or 
IEEE802.11g with a stock antenna may result in a range of 32 m indoors and 95 
m outdoors. Moreover, the new IEEE802.11n can exceed that range by more 
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than double. Range or coverage also varies with frequency band where the 2.4 
GHz frequency block has slightly better range than the 5 GHz bands. 
3. Number of Devices: 253 is the maximum-number of clients accepted per single 
Access Point (AP). However, only 15-20 clients are recommended to be used per 
each AP. 
4. Reliability, Availability and Resilience: Wi-Fi uses both single carrier DSSS radio 
technology and multi-carrier OFDM radio technology [7]. For example, 
IEEE802.11a physical layer (PHY) is based on the multicarrier system OFDM 
[38]. OFDM modulation scheme used in the Wi-Fi plays a major role in 
increasing system QoS. In OFDM, the sub-carrier frequencies are chosen so that 
the sub-carriers are orthogonal to each other. Hence, cross-talks between the 
sub-channels are avoided and inter-carrier guard bands are not necessary. This 
greatly simplifies the design of both the transmitter and the receiver; unlike 
conventional FDM. While OFDM usually does not require equalizers; it is 
robust against narrow-band co-channel interference, Inter-symbol interference 
(ISI), and fading caused by multipath propagation. OFDM has high spectral 
efficiency, efficient implementation using FFT and exhibit low sensitivity to time 
synchronization errors.  
5. Network Latency and Throughput: IEEE802.11n has improved MAC layer 
efficiency through reducing the protocol overhead of headers and inter-frame 
gaps. Because of frame overhead, the shorter the frames, the lower the efficiency 
or throughput. For example, voice traffic composed of short frames is inefficient. 
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Combining multiple frames into one longer frame increases throughput. On 
other words, IEEE802.11n maximizes the MAC layer transport efficiency 
through the frame aggregation (i.e. combination) protocol. Because of the 
existence of metallic obstacles and the comparably large transmit power of 20 
dBm, the delay spread of a factory floor must be examined if intention is to use 
IEEE802.11. While the delay spread in homes and offices is known to be less 
than 50 ns and 100 ns respectively, it may take values of 200-300 ns in a factory 
floor setting. On other hand, Bluetooth may be able to tolerate higher delay 
spread because of lower transmit power and data rate. This introduces a 
restriction on the maximum data rate since the design of a conventional RAKE 
receiver considers the delay spread. In the case of IEEE802.11b, RAKE receiver 
supports 60 ns delay spread in 11 Mbps mode and 200 ns in 5.5 Mbps mode. Yet, 
more receiver algorithms with suitable robustness have recently come into 
existence. In the case of IEEE802.11a or g, the situation is better, because of the 
guard interval between channel symbols inherent in the OFDM technology, 
delay spreads of several hundred nanoseconds can be supported easily without 
paying attention to the receiver algorithm implementations. [39], [40], [41] 
6. Security: The most common wireless encryption standard, Wired Equivalent 
Privacy (WEP), has been shown to be easily breakable even with a correct 
configuration. Wi-Fi Protected Access (WPA) and WPA2 are used. WPA2 is a 
new form of AES offering a high level of security with pre-authentication. Both 
WPA and WPA2 began shipping in 2003, aiming to resolve security concerns 
and it is now available on most products. Wi-Fi Access Points typically default to 
an open “encryption-free” mode. Some users benefit from a zero-configuration 
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device that works out of the box, but this default is without any wireless security 
enabled, providing open wireless access to their LAN. Wi-Fi networks that are 
open (unencrypted) can be monitored and used to read and copy data (including 
personal information) transmitted over the network, unless another security 
method such as a VPN or a secure web page is used to secure the data. 
IEEE802.11i with WPA2 addresses two security issues: Encryption & 
Authentication. 
1. Pre-Shared Keys (PSK) Authentication: PSK Authentication is intended 
for personal and small office or home users without advanced server 
capabilities. PSK Authentication keys are automatically changed (called 
rekeying) and authentication between devices after a specified period of 
time known as rekeying interval. 
2. Advanced Encryption Standard for Counter Mode CBC-MAC Protocol 
(AES-CCMP): Encryption under the WPA2 personal security model is 
accomplished by AES-CCMP. CBC-MAC is the Cipher Block Chining 
Message Authentication Code of the AES encryption algorithm. CCM is 
the algorithm providing data privacy, while the CBC-MAC component 
of CCMP provides data integrity and authentication. 
7. Power Consumption: Due to high requirements for WLAN applications, power 
consumption is fairly high compared to WPAN standards. Technologies such as 
Bluetooth provide a much shorter propagation range and so in general have 
lower power consumption. Other low-power technologies such as ZigBee have 
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fairly long range, but much lower data rate. The high power consumption of Wi-
Fi makes battery life a concern for mobile devices. 
8. Network Topology: In ad-hoc network mode, Wi-Fi has Peer-to-peer setup where 
clients or mobile stations connect to each other directly. Generally, this ad-hoc 
mode is not used for business networks. Infrastructure network mode has an AP, 
which becomes the hub of a “star topology” though which all communication 
flow through.  If a Mobile Station (MS) wants to communicate with another MS, 
it needs to send the information to AP first, then AP sends it to the destination 
MS. Multiple APs can be connected together and handle a large number of 
clients. Only one user is allowed to communicate with a receiver at a time and is 
not allowed to use another frequency channel to connect to a second or third user 
which is done through CSMA-CA random access method. There are two ways to 
deal with access collision:  
a. Two-way handshake: Node with packet to send monitors channel. If channel 
remains idle for a specified time interval called DIFS (DCF Inter Frame 
Space), then the node transmits and if channel is found busy, then  node 
continues to monitor until channel becomes idle for DIFS. At this point, 
terminal backs-off for random time (repeated collision avoidance) and 
attempts transmission after waiting a random amount of time. First way is 
for the transmitter to send the packet and the second way is for destination 
to send the acknowledgement.  
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b. Four-way handshake: Sender listens to activities on the channel before talk 
and if medium is busy; node backs-off for a random length of time. Then 
transmitter sends a short message called Ready to Send (RTS) to inform 
others that it has a manage to send. RTS contains destination address and 
duration of message telling everyone else to back-off for the next available 
packet (slot) duration. If RTS reaches the destination it sends a Clear to 
Send (CTS) message. Then transmitter sends the information packet to its 
destination. In this system, the transmitter is capable to detect collisions. A 
collision is indicated if the information packet is not acknowledged, then the 
source tries again to retransmit same packet. 
9. Medium Accessing and Operating Frequency: IEEE802.11b/g works in unlicensed 
2.4 GHz band. Wi-Fi uses DSSS and FHSS. IEEE802.11b Channels for both 
DSSS and FHSS WLAN Standards for different countries is shown in Table 3.5. 
In [42], the experiments and measurements were evaluated to qualify 
interference effect of Bluetooth device on the throughput performance of the 
IEEE802.llg and IEEE802.1lb. The results show the degree to which 
IEEE802.llg is immune to interferences than IEEE802.11b when the signal 
strength of the WLAN is strong. 
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Table 3.5: Most Popular Amendments of IEEE802.11 Standard [42] 
Country Frequency Range 
Available 
DSSS Channels 
Available 
FHSS Channels 
Available 
US 2.4 to 2.4835 GHz 1 Through 11 2 Through 80 
Canada 2.4 to 2.4835 GHz 1 Through 11 2 Through 80 
Japan 2.4 to 2.497 GHz 1 Through 14 2 Through 95 
France 2.4465 to 2.4835 GHz 10 Through 13 48 Through 82 
Spain 2.445 to 2.4835 GHz 10 Through 11 47 Through 73 
Remainder 
of Europe 
2.4 to 2.4835 GHz 1 Through 13 2 Through 80 
 
10. Complexity: Wi-Fi Technology has many features like high speed and wide 
coverage. This introduces additional functions to coordinate the network making 
the technology more complicated than that of Bluetooth or ZigBee [43]. 
11. Scalability: Wi-Fi nodes are limited and it is preferable not to use many nodes in 
each network. There are many restrictions on network scalability. 
12. Flexibility: It has much lower flexibility compared to other technologies. 
Wi-Fi technology suits more the Industrial Master Network, where 
communicate between controllers and/or Humane Machine Interface (HMI) in 
desirable for monitoring or open loop control, than for Wireless Sensor Networks. 
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3.3 SP100 TECHNOLOGY 
 
SP100 defines a wireless system that uses wireless technology in industrial 
environment. The International Society for Automation (ISA) is an international 
nonprofit association of more than 30 thousands automation professionals. ISA 
proposed SP100 after considering issues in design, development, production, control, 
measurement, systems, and devices in industrial processes and manufacturing 
operations. SP100.11a is the first amendment of SP100 family of standards for 
multiple industrial applications.  
Devices are classified function-wise into 4 types: Field Device Function, 
Routing Function, Gateway Function, and Handheld Function. A brief description of 
these functions is following: 
1. Field Device Function: (sensing/data with limited range) Its function is for 
sensing/data and actuation via I/O connectivity User Application Processes 
(UAP). Nodes are typically optimized for low energy wireless operation. Nodes 
can optionally be powered by normal electronic supplies for increased 
performance and where domination of wired communication is beneficial. The 
nodes can be stationary or mobile with a limited range of operation. 
2. Routing Function: (forward traffic) Its function is to forward network traffic on 
behalf of neighboring nodes by utilizing network layer protocols. Routers move 
infrequently if at all. 
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3. Gateway Function: (connectivity to anther network) Its function is to provide 
connectivity between one or more field devices on the wireless network and one 
or more industrial automation applications via a protocol translation UAP. There 
can be a number of interposing routing nodes between the gateway and the field 
device nodes. 
4. Handheld Function: (interact with display system) Its function is to enable 
wireless workers to interact with the wireless network via a display oriented 
UAP. Nodes are nomadic: moving to a location, establishing a local connection to 
the network, communicating with one or more network nodes, and when finished 
disconnecting from the network. 
There is no minimal or the maximal configurations limits. The architecture 
supports 3 types of mobility: fixed position, relative motion with fixed reference 
frames, and relative motion with low speed reference. The architecture supports all 
power levels as mains, limited battery and moderate power. There is rechargeable 
battery as well as scavenging power. It also supports the following time related 
functions: Sleep timers, Network time synchronization, Network time, Secure network time 
synchronization, Application services to utilize network time, Application services to convert 
network time, and Application sampling time. From security point of view there are: 
transport confidentiality, per message integrity, and digital-signature service.  
A SP100.11a network is comprised of nodes that host the network and 
device functions. It is possible to construct a system using range of topologies from 
the nodes and functions. A star topology connects field devices directly to gateways 
whereas a mesh topology connects field devices to gateways through intermediate 
   58 
routers. This architecture supports both the mesh and star topologies. This covers a 
broad range of application scenarios. It can be accomplish by configuration options, 
because a star topology may be considered to be a subset of a mesh topology. 
The architecture supports two time related functions; (1) Sleep timers function 
which saves energy consumption via periodic wakeup, and (2) Network time 
synchronization which minimizes messaging wait time. Network time includes periodic 
transport, timeslot calculation, and message delivery expiration. Secure network time 
synchronization used for security algorithms. Application services utilize network 
time creating high resolution timestamps for sequence of event determination. 
Application services normally are used to convert network time that includes wall 
clock time for low resolution event logging. There is a provision for Rechargeable 
battery as well as scavenging power, see Table 3.6. 
Table 3.6: Typical Power Source Characteristics 
Function Type Power Source 
Field Node Limited, Moderate or Mains 
Routing Device Limited, Moderate or Mains 
Combined Routing  
Device / Field Node 
Limited, Moderate or Mains 
Gateway Device Moderate or Mains 
Handheld Device Rechargeable 
Network Manager host Moderate or Mains 
Security Manager host Moderate or Mains 
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SP100.11a supports the following three optional security assurances. 
Transport confidentiality: per-message integrity combined with per message source 
authentication, and an application-level digital-signature service. Secured operation 
supports three security methods: (1) secured subnet communication assurances based 
on DLL enforcement, (2) secured application communication assurances on a per 
application basis based on transport layer, and (3) a combination of secured subnet 
and secured application communications.  
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3.4 SUMMARY OF COMPARISON 
 
Three widely-used technologies are studied: two of WPAN standard which 
are Bluetooth and ZigBee, and one of WLAN standard which is Wi-Fi. This section 
summarizes the comparison between the three technologies based on usage in 
industrial networking. All twelve KPI‟s comparisons across the three technologies 
are summarized in Table 3.7.  
Table 3.7: Summary of comparison between selected technologies 
Item 
No. 
Characteristics Bluetooth ZigBee Wi-Fi 
1 Data Rate 3 Mbps 250 Kbps 200 Mbps 
2 Device Range 
10m Indoor 
100m Outdoor 
100m Indoor 
400m Outdoor 
32m Indoor 
95m Outdoor 
3 Number of Devices 8/piconet 56,000 15-20 
4 
Reliability, Availability 
and Resilience 
Medium  
2/3-FEC 
High 
CSMA-CA 
Very High 
3/4-FEC 
5 
Network Latency and 
Throughput 
Access 3 s 
Sleep 2 ms 
Access 15 ms 
Sleep 15 ms 
No sleep mode 
6 Security 128-AES 128-AES WEP-2 
7 Power Consumption Days Years Very High 
8 Network Topology Star Mesh 
Peer-to-Peer,  
Star 
9 
Medium Accessing and 
Operating Frequency 
79-FHSS 
2.45 GHz 
DSSS 
868/915/2400MHz 
DSSS/FHSS 
2.4xGHz 
10 Complexity High Low  Very High 
11 Scalability Below average High  Low 
12 Flexibility Medium Above average Low 
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Bluetooth (IEEE802.15.1): Bluetooth can support almost all industrial 
applications with up to 3 Mb/s data rate in latest version 2.0. It has a limited range in 
multiple of few meters up to tens of meters. Reliability is rated in the medium range 
with error correction assistance but interference is more since used commonly by 
individuals in most of hand set devices increasing noise floor level. Because it is single 
hop device-to-device design, it must wait for that particular path to become available 
after it had gone down. However, network access for active slave is fast, though takes 
sufficient time to wake up from the sleep mode. Security model uses the 128 bit 
Advanced Encryption Standard. Bluetooth PIN must be entered into both 
communicating devices. In August 2004, range of Class 2 Bluetooth is extended to 
1.78km with directional antennas. This extension in the range poses a potential 
security threat since attackers can hack the system from a distance beyond plants 
perimeter. Since all nodes are active most of the time, power consumption is high. A 
standard Bluetooth device battery lasts for few days only. Bluetooth supports only 
the star ad-hoc piconets network in which two or more piconets are connected 
together, with some bridging devices. It does not support the mesh networking. It 
can support up to 8 active devices simultaneously in a single piconet and up to 255 
devices can be inactive, or parked. All parked devices occupy the same physical 
channel. Slave devices may only communicate with the master device. Bluetooth 
operates in the unlicensed 2.45 GHz band using FHSS signal of 79 1 MHz node 
pseudo-randomly ordered channels. AFH allows Bluetooth to detect and exclude 
frequencies in use by other devices and select channels in order to minimize 
interference. While Bluetooth complexity is limited by the small number of devices 
per network, its protocol stack is relatively quite complex. The degree of scalability is 
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low since it is quite difficult to add new nodes in the existing network. Devices can 
switch roles from slave to master at any time. The master switches rapidly from one 
device to another in a round-robin fashion. Simultaneous transmission from the 
master to multiple other devices is also possible. 
ZigBee (IEEE802.15.4): Data rate is one of the most challenging properties 
for Low Rate WPAN task group technologies, IEEE802.15.4, in which duty cycle 
time is reduced in favor of extending battery life-time. ZigBee technology has low 
data rate in range of few hundreds of kbps. Moreover ZigBee has the potential to 
operate over a greater range because of its mesh networking topology. Experiment 
show that for Indoors application it can cover up to 100m and 400m for outdoors 
[31]. ZigBee has many features that help to increase network reliability: data packet 
acknowledgement, CSMA-CA, encryption and mesh topology. Multipath feature 
enhances system diversity and reliability by routing around obstacles and detecting 
losses. Resilience is very high. ZigBee has a great ability to conserve power with 
sleep mode that has limited effect on network latency. For new slave enumeration, it 
takes 30 ms and active node takes 15 ms to access the channel. ZigBee uses DSSS 
technique with Orthogonal O-QPSK Modulation. It employs the 128 bit Advanced 
Encryption Standard (AES-128) that assures basic security tool for the technology. 
Beyond encryption each node receives a unique short address from the network 
coordinator and each network has a unique ID. ZigBee has been developed 
specifically to permit low power consumption and years of battery life. It optimizes 
slave power requirements by forcing sleep mode most of the time. It operates on a 
very low duty cycle of <1%. It Support both ad-hoc star and mesh network topology. 
Device types are: Coordinator, Router, and End Device. ZigBee can support up to 
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65,000 nodes  in the network, which are sufficient for industrial wireless networking. 
It has limited radio bandwidth of 250Kbps. Working bands are: 868 MHz, 915MHz, 
or 2.4 GHz with total of 27 channels. ZigBee packets include header with source and 
destination address. Network can grow easily to quite large scale implementations. In 
general, ZigBee has a very flexible approach for industrial applications except for 
cases where higher data rates are needed. 
Wi-Fi (IEEE802.11): Wi-Fi is classified as high data rate technology 
especially for IEEE802.11n which gives more than 200 Mbps. Since Wi-Fi is a 
WLAN technology, it provides higher device ranges than WPAN. A typical Wi-Fi 
router using a stock antenna reaches 32 m indoors and 95 m outdoors. Wi-Fi uses 
both single carrier DSSS and multi-carrier OFDM. OFDM modulation scheme plays 
a major role increasing system QoS. It  is robust against narrow-band co-channel 
interference, Inter-symbol interference (ISI) and fading caused by multipath 
propagation. IEEE802.11n has improved MAC layer efficiency through reducing the 
protocol overhead due to frame headers and inter-frame gaps. Delay spread 
evaluation of a factory floor is needed when IEEE802.11 is to be deployed. It takes on 
values of 200 -300 ns in a factory floor setting. Wi-Fi networks that are open 
(unencrypted) can be monitored and used to read and copy data transmitted over the 
network, unless another security method is used to secure the data. Due to reach 
requirements for wireless WLAN applications, power consumption is fairly high. 
Network has the star topology.  If an MS wants to communicate with another MS, it 
needs to send the information through AP. Channel sharing depends on the CSMA-
CA. The maximum number of devices is 253 clients per AP, but 15-20 is 
recommended. IEEE802.11b/g works on unlicensed band at 2.4 GHz. It is a DSSS. It 
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is quit complex and has much lower scalability compared to other technologies, and 
even lower than Bluetooth. It is not very flexible also. 
From previous discussion, IEEE802.15.4 based technologies (e.g. ZigBee) is 
recommended and can be selected as the best suitable technology up to date for 
industrial sensor networks. It satisfies the industrial requirements as data rate, 
reliability and security with minimum power consumption and reasonable 
complexity, scalability and flexibility sustained by the mesh topology turn out 
acceptable network latency. Bluetooth does not support mesh networking which 
limits the number of devices and system reliability. Whereas the Wi-Fi (WLAN 
technology) is delivering network speed much more than industrial requirements but 
number of devices, power consumption and security restrict the technology usage in 
sensor networking. 
ZigBee works better than others in power consumption feature. The 
availability of other technology devices are affected drastically by battery because of 
large time of replacement. It is also the best choice for applications requiring small 
packets and infrequent communication throughout a distributed mesh network which 
fits the industrial application. It simultaneously supports hundreds of devices in the 
same network. In addition, it makes use of diversity by routing messages to a device 
out of the direct transmission range of the sending device. Bluetooth does not support 
mesh networking, which limits the number of devices and system reliability. Whereas 
the Wi-Fi (WLAN technology) is delivering network speed much more than 
industrial requirements but number of devices, power consumption and security 
restrict the technology usage in sensor networking.  
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To complete the defined scientific methodology of assessment, each 
technology is evaluated against industrial environment requirement which is given in 
chapter two, in Table 2.3. In view of that, technologies are ranked for all KPI‟s. 
The result of the evaluation of the three selected technologies is given in 
Table 3.8. Each technology is assessed among the twelve items and each item is 
ranked out of 100%. High percentage ranking is given if technology completely 
satisfies industrial requirements of that item, medium is given for partial satisfaction, 
and minimum if it fails to achieve the minimum requirement. This ranking is 
multiplied by the weighting factor given in Table 2.3. Finally, for each selected 
wireless technology resultant rankings are summed to get final mark out of 
maximum 80 points. This scientific methodology of assessment ensures fair 
comparison between the selected technologies. In the coming section the 
measurement done in Hot Strip Mill plant at HADEED is presented. 
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Table 3.8: Sensible weights for performance indicators in Steel Mills 
Item 
No. 
Characteristics Wight out 
of 10 
Bluetooth ZigBee Wi-Fi 
1 Data Rate 10 100% 80% 100% 
2 Device Range 10 20% 100% 100% 
3 Number of Devices 9 20% 100% 50% 
4 
Reliability, Availability 
and Resilience 
8 50% 80% 100% 
5 
Network Latency and 
Throughput 
8 50% 100% 50% 
6 Security 8 80% 80% 100% 
7 Power Consumption 6 20% 100% 0% 
8 Network Topology 6 50% 100% 50% 
9 
Medium Accessing and 
Operating Frequency 
6 100% 100% 100% 
10 Complexity 4 50% 80% 20% 
11 Scalability 3 40% 100% 20% 
12 Flexibility 2 50% 80% 20% 
 Total 80 43 74 55 
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4 INDOORS WIRELESS 
CHANNEL 
CHARACTERIZATION 
 
 
 
Studies on wideband transmissions started in 1950; since then a substantial amount 
of literature is now available in the public domain. Most of the published works are 
concentrated mainly on providing basic understanding of radio channels and 
evaluation of their disruptive effects on the performance of wideband transmissions. 
Wideband transmissions are now a reality and to evaluate their performance, 
availability of channel characterization is essential. It is fundamental to understand 
the channel behavior in order to design a reliable wideband wireless system. Thus, 
analytical and practical approaches are generally combined. Impulse response of a 
channel provides complete information on the channel behavior. Time dispersion is a 
channel parameter that is related to sustainable data rate over the channel. The 
process of channel sounding is essentially of the Channel Impulse Response (CIR) 
measurement. [44] 
A channel impulse response can be modeled as a tapped delay line with 
measured delays and amplitudes associated of each tap. The channel sounding system 
 4 
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used in this thesis is built on standard form that comprises: a Wideband Channel 
Sounder (WCS), an integrated data acquisition system, and software FCL_WCS.  
The channel sounder system is basically a device that transmits a repetitive 
impulse or emulation of it with interval of 𝑇𝑏  seconds and uses a receiver with a wide 
band filter, as shown in Figure 4.1. The received signal is amplified, detected with an 
envelope detector, sampled and stored. The pulse repetition rate must be fast enough 
to allow observation of the time-varying response of individual propagation paths, 
while the time interval between pulses must be long enough to ensure that all 
multipath signals have decayed between successive pulses. The wideband channel 
sounder consists of an independent transmitter and receiver. The equipment can 
provide the time delay resolution of 33 ns that allows obtaining a very accurate 
representation of the characteristics of the channel. The impulse responses generated 
by the sounder receiver are sampled, digitized and subsequently stored in a laptop 
computer for each experimental run. In this thesis, channel sounder machine works at 
1.8 GHz with 60 MHz bandwidth. Receiver antenna gets sequence of impulses 
separated by 17.1 µs. [44] 
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Figure 4.1: Block diagram for the channel sounder system [44]  
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4.1 CHANNEL CHARACTERIZATION 
 
A first step in the design of any wideband digital mobile radio system is to 
acquire adequate knowledge of the radio channel. The data being transmitted signal 
interacts with obstructions and surface irregularities creating a continuum of 
scattered partial waves. Therefore, the received signal is superposition of many copies 
of the original transmitted signal with random time delays, amplitudes and phases. In 
addition, a Doppler shift ν caused by motion contributes random frequency 
contributing to the received signal. [45] 
A multipath radio channel can be modeled as a time-varying linear filter, 
and thus it is formally described by its impulse response. CIR provides complete 
information on the channel. Measurement of CIR is analyzed to get the small-scale 
descriptors like: delay spread, average delay, delay intervals and delay RMS windows. 
Auto-correlation and cross-correlation between different measures also provide 
additional information on the channel. The received signal 𝑦 𝑡  is given by the 
convolution of the transmitted signal 𝑥 𝑡  with the time-varying channel impulse 
response 𝑕 𝑡, 𝜏 : 
  y t =  x t h t, τ dτ
t
−∞
 (4.1) 
The time variation of h t, τ  depends on the relative motion between transmitter and 
receiver, the wavelength of the carrier and the nature of the scattering process. The 
time-varying impulse response h t, τ  provides a general model for the channel, 
synthesizing the relation between a specific propagation environment, and its 
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influence on the received signal. However, several simplifications of this general 
model are possible. If the maximum Doppler shift νmax  is much less than the inverse 
of the maximum delay τmax  of the channel (which is normally the case), then the 
channel is said to be separable [46], and h t, τ ≈ ht τ . If we further assume that 
signals in different paths are uncorrelated, we can express the channel impulse 
response as: h t, τ ≈  hj t j δ t − τj  where δ ∙  is the unit impulse function. For 
most purposes channel response outside a certain signal bandwidth is irrelevant, and 
thus channel can be sampled leading to: 
 hb t, τ =  𝑎j t exp  j  2πfcτj t + ϕ t, τj t    δ  τ − τj t  
P−1
j=0  (4.2) 
This particular model hb t, τ  represents the equivalent baseband impulse response of 
the channel, where 𝑎𝑗  𝑡   represents the real amplitudes associated with each 
multipath component, and τj t   represents the relative delay or excess delay of each 
component as compared to that of the first arriving one. The phase term 2πfcτj t +
ϕ t, τj t   represents phase shift due to the propagation component, plus any 
additional phase shifts that may be encountered in the channel. P is the total number 
of multipath components. Note that the amplitude, phase and delay of each multipath 
component can experience temporal variations due to the motion of the receiver, and 
that there are only P possible values of the excess delay τj t . This particular model 
implies discrete scatterers and a geometrical optics approximation. 
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In order to have a satisfactory channel characterization, the amplitudes, 
phase shifts, and delays associated with each multipath component in the channel 
model represented by (4.2) must be determined. In view of the multitude of possible 
propagation environments, a deterministic modeling of these parameters is not 
feasible. The observed characteristics of mobile radio channels lead to the conclusion 
that their behavior is non-stationary [47], and in practice characterization proves 
extremely difficult unless stationarity is assumed over short distances of travel or 
short intervals of time. Assuming stationary over a small time or distance interval, 
the channel impulse response described by (4.2) can be simplified to yield: 
 𝑕𝑏 𝜏 =  𝑎𝑗 exp 𝑗𝜃𝑗  δ 𝜏 − 𝜏𝑗  
𝑃−1
𝑗=0  (4.3) 
where 𝜃𝑗  represents 2𝜋𝑓𝑐𝜏𝑗 + 𝜙 𝑡, 𝜏𝑗  . If there are no mobile obstructions within the 
path, or channel‟s pdf is Wide Sense Stationary (WSS) over a small-scale time or 
distance interval, system may be considered time-invariant. Equation (4.3) describes 
Linear Time-Invariant (LTI) system. The objective is to estimate the amplitudes, 
phases and delays in this simplified model; several snapshots of these estimates can be 
averaged to derive a statistical description of the radio channel in parameterized form 
[48]. This information allows evaluation of modulation schemes for different data 
rates, diversity techniques, coding strategies and equalization techniques; whereas 
from the standpoint of radio propagation modeling such information allows to relate 
multipath phenomena to local conditions, making possible a classification in terms of 
several propagation environments [45]. 
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4.1.1 CIR PARAMETERS 
 
Channel Impulse Responses can be compared on the base of several different 
parameters such as: Path-Loss (𝐿𝑝), Power Delay Profile (PDP), Auto-Correlation, 
coherence bandwidth (𝐵𝑐 ), etc. Several papers are available that study CIR 
performance. Some literatures confer CIR parameters in general like in [49], [50], 
and [51]. In [52], [53] and [54], CIR models with their parameter are manipulated 
and used for Code Division Multiple-Access (CDMA) or OFDM systems simulation.  
Path loss or attenuation per unit distance is a major parameter needed in 
the analysis and design of the link budget of a telecommunication system. Received 
power is given by following equation: 𝑃𝑟 = 𝑃𝑡𝐺𝑡𝐺𝑟𝐿𝑝  where all are expressed in 
absolute values, 𝑃𝑟  is the received power, 𝑃𝑡  is the transmitted power, 𝐺𝑡  is the 
transmitter antenna gain, 𝐺𝑟  is the receiver antenna gain, and 𝐿𝑝  is the path loss. In 
CIR measurement, gains and transmitted power are given as fixed values but 
received power is a variable value that can be measured during experiment. In case of 
multipath channel, 𝑃𝑟  is the total received power. However, it can be approximated by 
the first arrival path which is usually defined as, 𝑃𝑚𝑎𝑥 . Using previous equation, path 
loss (𝐿𝑝) can be found as: 
𝐿𝑝 =
𝑃𝑟
𝑃𝑡𝐺𝑡𝐺𝑟
  (4.4) 
In a study of wireless communications, system path loss takes into account 
the frequency of operation and the link distance, i.e. 𝐿𝑝 =  
𝜆
4𝜋  𝑅
 
−𝑛
, where 𝑅 is the 
link distance and 𝜆 is the wavelength (𝜆 = 𝑆𝑙 𝑓𝑐 ), where 𝑆𝑙   is speed of light and 𝑓𝑐  is 
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carrier frequency, 𝑛 is the path loss exponent. Value of 𝑛 is normally in the range of 2 
to 4 and higher 𝑛 means more rapid signal distance. Path loss is usually measured in 
dB. In its simplest form, the path loss can be calculated using following formula: 
𝐿𝑝 = 10 𝑛 𝑙𝑜𝑔10 𝑅 + 𝐶         [𝑑𝐵] (4.5) 
where R is the distance and C is a constant accounts for system losses. In next 
chapter, path loss exponent is estimated in the selected plant using collected 
measurements. 
Power Delay Profile (PDP) shows the channel response for a single 
impulse. It gives the intensity of received signal showing multipath as a function of 
time delay. Each path 𝑘, also called tap, is expressed by the path time delay 𝜏𝑘  and the 
path amplitude 𝐴𝑘 . All taps are identified by being above certain threshold level to 
filter out all noise. 
Delay spread is an effect of this channel multipath behavior which can be 
defined as a type of distortion that is caused when a signal arrives at different times at 
its destination. This is due to reflection and diffraction of the signal in the channel 
where each path takes different distances and time to arrive.  Estimating the 
stochastic measures of delay spread is an important parameter to characterize the 
channel. In Figure 4.2, both mean and variance for delay spread, or PDP, is shown. 
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Figure 4.2: A typical CIR power delay profile 
Average excess delay, or the mean, (𝜏 ) is a channel parameter that defines 
the average as: 
 𝜏 =
 𝜏𝑘𝑃 𝜏𝑘 𝑘
 𝑃 𝜏𝑘 𝑘
 (4.6) 
where 𝜏𝑗  is the delay of the 𝑗
𝑡𝑕  path, and 𝑃 𝜏𝑗   is the power of that path. RMS delay 
spread (𝜎𝜏) is a measure of the amount of signal dispersion in the channel which is 
defined as: 
 𝜎𝜏 =  𝜏2   − 𝜏 2 (4.7) 
where second moment can be found form: 𝜏2   =
 𝜏𝑗
2𝑃 𝜏𝑗  𝑗
 𝑃 𝜏𝑗  𝑗
. The RMS delay spread (𝜎𝜏) 
gives a rough estimate of the maximum symbol rate (𝑅𝑠𝑚𝑎𝑥 ) for the channel.  If 𝜎𝜏 is 
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comparable to or larger than symbol period (𝑇𝑠), time dispersion results in significant 
overlap among neighboring received symbol, i.e. channel-induced Inter-Symbol 
Interference, which requires equalization to mitigate ISI. But if 𝜎𝜏 ≪ 𝑇𝑠 , ISI is 
negligible. By this, the minimum symbol period for given channel can be defined as: 
𝑇𝑠𝑚𝑖𝑛 = 𝜎𝜏 𝛼  where 𝛼 is a constant factor. Therefore, maximum symbol rate can be 
approximated by: [12] 
 𝑅𝑠𝑚𝑎𝑥 = 𝛼
1
 𝜎𝜏
 (4.8) 
Coherence bandwidth (𝐵𝑐 ) defines the frequency range over which the 
components experience more-or-less the same loss while propagating through the 
channel. In this range, channel does not distort the signal. Coherence bandwidth, 
with 50% correlation factor, is given below: [12] 
 𝐵𝑐 =
1
 5 𝜎𝜏 
  (4.9) 
Reference [55] shows detailed experiments that relate coherence bandwidth 
with delay spread. According to channel bandwidth 𝑊, channel can be classified 
either to be frequency selective (𝑊 > 𝐵𝑐 ), or flat fading (𝑊 ≪ 𝐵𝑐 ).  
Cross-correlation is known as a sliding dot product or inner-product 
between two different functions or random processes which is called covariance 
function. For channel impulse response, cross-correlation can be calculated between 
different profiles spaced by selected time shifts for the same measurement location. 
This shows how much channel is changing with respect of temporal axis.  
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Autocorrelation function is defined as the cross-correlation between the 
function and itself with zero time difference as per following equation: 
 ℜΧ 𝑡1, 𝑡2 = ℰ Χ𝑡1 ,Χ𝑡2 = 𝑐𝑜𝑟 Χ𝑡1 ,Χ𝑡2  (4.10) 
where ℰ Χ𝑡1 , Χ𝑡2  is the mean of the same random process with a time shift difference. 
Power Spectral Density (PSD) is defined as a positive real function of a 
frequency variable associated with a stationary stochastic process which has 
dimensions of power per Hz. It shows the power distribution across the frequency 
axis. It is computed by taking Fourier Transform for autocorrelation function of CIR. 
Number of received paths affects channel delay modeling and can be used 
in channel simulation to estimate bit-error-rate. Availability of what is known as 
Line-Of-Sight (LOS) path affects channel behavior. LOS is not always available 
because obstacles which causes Non-Line-Of-Sight (NLOS) condition. Multipath 
effect becomes apparent while analyzing channel impulse response. The received 
response of a single impulse might appear as a train of pulses as shown in Figure 4.3. 
 
Figure 4.3: Effect of multipath channel on transmitted impulse 
   78 
If experiment is repeated, changes occurring in individual received 
responses, in terms of strength and delay, determine channel mobility. Using 
equation (4.3) and considering time invariant channel condition, received signal for 
transmitted impulse can be expressed as follow: 
 𝑟 =  𝛼𝑗𝑒
−𝑗2𝜋𝑓𝑐𝜏𝑗
𝑗  (4.11) 
where received signal is time independent and 𝛼𝑗  path amplitude and 𝜏𝑗  is the path 
delay. Thus, the received signal consists of the sum of number of time invariant 
vectors having amplitude 𝛼𝑗  and phase 𝜏𝑗 . These two parameters are calculated from 
the CIR experimental results. 
 Bit Error Rate (BER) is one way to characterize the performance quality of 
the entire system. Several modulation schemes are used in modern digital 
communication systems where each scheme offers different BER behavior. 
Theoretical BER is given for commonly used versions of PSK and QAM modulations 
operating in a zero mean AWGN channel. The performance of the selected 
modulations schemes in ISI channel is simulated  in the next chapter. 
PSK scheme conveys data by the carrier phase. Binary-PSK (BPSK or 2-
PSK) is the simplest form of PSK using two phases separated by 180°. Figure 4.4 
shows diagrams of 2, 4 & 8-PSK constellations with gray coding. BPSK points 
located at 0° and 180°. This modulation is the most robust PSK modulation since 
distance between constellations points are the maximum for the same signal power. 
However, its data rate is the lowest since it carries only 1 bit/Hz. BER of BPSK in 
AWGN can be calculated as: 
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 𝑃𝑏 = 𝑄   
2 𝐸𝑏
𝑁0
  (4.12) 
where 𝑄 .   is the Gaussian Q-function and 
𝐸𝑏
𝑁0
 is the bit to noise ratio. Since there is 
only one bit per symbol, the same equation is also valid the symbol error rate. 
 
Figure 4.4: PSK constellations with gray coding 
Quadrature-PSK (QPSK, 4-PSK, or 4-QAM) uses 4 constellation points 
equispaced around a circle. Each constellation point represents a symbol consisting of 
two bits. Both In-phase and Quadrature channels are utilized in QPSK and each can 
be treated as a single BPSK receiver. Multi-PSK points located at unity cycle with 
90° difference for QPSK and with 45° difference for 8-PSK as shown in Figure 4.4. 
With Gray coding, Symbol Error Rate (SER) is minimized to be closer to BPSK but 
has twice bit rate of BPSK. Since both carriers can be independently demodulated 
BER of QPSK is the same as BPSK given in equation (4.12). However, QPSK 
consumes twice BPSK power using simultaneously 2-bits. If Signal to Noise Ratio 
(SNR) is high, SER of QPSK may be approximated as: 
 𝑃𝑠 ≈ 2 𝑄   
𝐸𝑠
𝑁0
  (4.13) 
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where 
𝐸𝑠
𝑁0
 is the symbol energy to noise ratio. For multilevel signaling M-PSK, a 
closed form equation for the probability of bit error cannot be obtained. Instead 
bounds on the symbol error probability have been derived such as: [56] 
 𝑃𝑠 ≈ 2 𝑄   2 𝛾𝑠 sin
𝜋
𝑀
  (4.14) 
where 𝛾𝑠 = 𝑘𝛾𝑏 = 𝑘
𝐸𝑏
𝑁0
 and 𝑀 = 2𝑘  with k the number of bits per symbol. Bit error 
probability can be approximated by 𝑃𝑏 ≈
1
𝑘
𝑃𝑠 . [56] 
QAM conveys two digital bit streams changing amplitudes of two carrier 
waves. These two waves, usually sinusoids, are out of phase. Rectangular QAM 
constellations are, in general, sub-optimal in sense of energy. 16-QAM is the first 
rectangular QAM which is shown in Figure 4.5 with gray coding, given that 4-QAM 
can be treated as QPSK. BER for multilevel QAM signaling is bounded through 
following equation: 
 𝑃𝑠 ≈ 4 𝑄  2 𝛾𝑏𝜂𝑀  (4.15) 
where 𝛾𝑏 =
𝐸𝑏
𝑁0
 and 𝜂𝑀is -4dB for 16-QAM, -6dB for 32-QAM, -8.5dB for 64-QAM, -10.2dB 
for 128-QAM, and -13dB for 256-QAM. [57] 
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Figure 4.5: 16-QAM constellations with gray coding 
Until now, BER was presented only for AWGN channel; however 
evaluation in multipath channel is more challenging. AWGN channel performance 
can be improved by increasing SNR, but on the other hand, an irreducible floor of 
BER is approached in presence of ISI which increases in proportion to the desired 
signal level. Thus, signal to noise plus interferences ratio remains constant as the 
signal level is increased. This effect can be mitigated by designing signal pulse shape. 
The amount of interference is normally determined by CIR and is used in channel 
modeling to predict receiver response. BER is studied and simulated using the 
channel impulse response. 
To summarize, channel fading effect can be classified into either; time 
dispersion due to multipath effect, or frequency dispersion due to motion. This study 
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concentrates more on the former type because later type can be neglected since all 
sensors are located at fixed positions and the channel mobility is negligible.  
In view of the preceding discussion, it is apparent that field surveys are 
essential in determining the parameters that describe the wireless channel impulse 
response in industrial environment. The studies of this kind can convince the 
industries owners about the high level of reliability that wireless system can achieve. 
This can be assured only after studying practical channel characteristics using a 
channel sounder. The CIR parameters of steel rolling mill plant (SABIC-HADEED) 
are measured, such as mean delay spread, average delay and significant number of 
paths. The collected data are also analyzed for autocorrelation and power spectral 
density in order to estimate channel bandwidth. 
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4.2 STEEL ROLLING MILL MEASUREMENT 
 
In order to evaluate the performance of a practical communication system, 
before it is constructed, a channel model is required. Such a model is desirable as it 
reduces both the cost and time of system evaluation as well as highlighting the 
important characteristics of the channel. To develop a suitable channel model, the 
characteristics of the environment have to be determined through experimental 
measurements. Once these have been performed, measured results are analyzed to 
evaluate the wireless technology performance in the selected environment. Although 
there are many literatures covering channel measurements, very few papers are 
related to wireless channels harsh industrial environments which are clearly differ in 
their channel impulse responses.  
Steel rolling mill is a typical plant model that has a unique finger print with 
slight structure differences. Its environment is very dense with many metallic 
barriers and existence of thousands of devices. The main purpose of experiments is to 
character the wireless channel at 1.8 GHz inside one of HADEED plants. Both 
transmitter and receiver are located inside the plant, i.e. indoor environment. The 
characteristics of wideband wireless channel are presented in terms of Tx-Rx 
distance separation, antenna polarization, and availability of line of sight.  
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4.3 PLANT OVERVIEW 
 
Experiments were conducted in Hot Strip Mill (HSM) producing flat steel 
product. It is located in Jubail Industrial City in Kingdom of Saudi Arabia. This plant 
is part of HADEED Company belonging to SABIC Cooperation. Figure 4.6 shows 
few camera shots inside the plant. They show the amount of metal barriers and 
reflectors that can characterize wireless channel unique signature. All these obstacles 
increase scattering on signal transmitted over-the-air causing multipath.  
 
Figure 4.6: Camera shots inside Hot Strip Mill 
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First picture, on top-right, shows roughing mill stand with exit roller table. 
It is a stand with four high rolls where major reduction in thickness is performed 
from 220mm to 30mm. Second picture, on top-left, shows the red-hot coil in coil box 
area before feeding to finishing mill stands. Third picture, on bottom-left, shows the 
red-hot bar while inter-passes in roughing mill stand. Last picture shows strip rolling 
process in finishing mill area. 
This type of plants has a very harsh environment combining many tough 
conditions like: heat, water, vibration, noise, grease, etc. Some of these factors affect 
the wireless channel performance and some show additional importance to wireless 
system against wired system. In the selected HSM, there are several thousands of 
devices for monitoring or controlling the process. 
Plant produce hot rolled coils of commercial, drawing, structural, pressure 
vessel, API line pipe and high strength micro-alloyed steel grades.  Plant capacity is 
2 million tons per year. The thickness of these products ranges between 1.5 and 16 
mm while the width ranges between 850 and 1650 mm. The product meets the 
dimensional and shape tolerances as per American, Japanese, European standards and 
other specifications.  
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Figure 4.7: Hot Strip Mill layout 
Plant layout is shown in Figure 4.7. Production process starts with heating 
steel slab of 220 mm thickness in a reheat furnace up to 1250C. After red-hot slab is 
discharged from the furnace, it gets descaled to remove the scale by pressured water 
of 200 bar. Then, it is rolled for several passes through edger and roughing stands to 
reduce the thickness with controlled width. Red hot material at this stage, called as 
transfer bar, is coiled in coil box to conserves heat and interchanged head with tail. 
Afterward, transfer bar is fed to finishing stands train to get final required thickness, 
profiled, and flatness. Finally, strip is coiled in the coiler after it is cooled in laminar 
cooling area to control metal grains structure.  
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4.4 NETWORK LAYOUT 
 
HADEED HSM plant network is divided into several layers of 
communication and automation functions. There are three different levels: level-3 
handling customer orders with their specifications, level-2 calculating set-point 
references for equipments and predicted output parameters through few 
mathematical models, level-1 handling actual equipment control and monitoring to 
achieve desired set-points. Data flow up and down through these three layers starting 
from level-3 till level-1.  
For illustration, customer places an order that is planned and scheduled on 
level-3 system. Then, these order specifications, for instance finished thickness, are 
sent to level-2 system in schedule. Level-2 runs its mathematical models to calculate 
expected forces, called references, required to achieve desired thickness and send it to 
Level-1. Level-1 system activate actuators, like motors, valves, heaters, etc., to work 
in closed loop control system using sensors, like load cells and thickness gauges, to 
achieved these force and thickness references. Throughout this process, data is 
exchanged up and down between different system layers through different network 
types of dissimilar topologies separated by gateways. This study is considering level-
1 network only where process control is really performed.  
There are two types of network that carryout communication in Level-1 
system: (1) master networks and (2) field-devices networks. Master network is responsible 
for communication between different Programmable Logic Controllers (PLC) and 
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HMI operator stations. Traffic in this type of network carries either monitoring or 
open loop control packets. Both types require slow response actions where range of 
few seconds reaction-time is sufficient. Field-devices network, known as sensor 
network, is responsible for communication between PLC and actuators or sensors. 
This type of network is used for closed loop control which requires fast response 
actions with maximum of one second reaction-time. Controller cycle time in sensor 
networks varies from very fast controller of 1 ms to slower controller of one second. 
Level-1 network layout is shown in Figure 4.8. 
 
Figure 4.8: Level-1 network layout 
Master networks require higher data rate than sensor network because they 
handle traffic between all controllers and HMI‟s. Network latency is not very rigid 
because emergency command travels through sensor network, where latency is 
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important. In contrast, sensor network features differ from those of master network, 
as it carries process control packets that require fast response, i.e. real-time 
communication feature. Sensor network transmits cyclic packets for both normal 
process control updating, and for process events and emergency alarms. 
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4.5 DATA COLLECTION 
 
There were two phases of measurement experiment inside Hot Strip Mill in 
HADEED and each phase consisted of two sessions. First phase was conducted on 
14-Apr-2009 and second phase was on 6-Jun-2009, see Figure 4.9. Wideband Omni-
directional antennas were used in the experiment. The sounder system works at 1.8 
GHz band. Transmitter sends a phase reversed modulated pseudo random sequence, 
which emulates impulses.  
 
Figure 4.9: Measurements overview at Hot Strip Mill 
Impulses are broadcasted with output power of 10 mW (-20 dB). Automatic 
Gain Control (AGC) attenuation at receiver was switched off in phase-I but switched 
on in phase-II. The AGC functions as a programmable attenuator with feedback from 
detector output used in receiver to keep the receiver within its linear region over a 
wide range of input signal levels. This is essentially to avoid losing data due to high 
level responses, i.e. AGC controls y-axis scale that moved up or down throughout 
measurement experiment to avoid received signal clipping. Antenna Polarization 
(POL) was also tested in this environment and there was a clear difference due to 
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antenna polarization. Summary of experimental antennas setup details per session are 
provided in the Table 4.1. 
Table 4.1: Measurement Parameters per session 
 
Session-1 
P01-M1 to P05-M1 
Session-2: 
P06-M1 to P09-M1 
Session 3: 
P11-M1 to P15-M2 
Session 4: 
P16-M1 to P19-M1 
Date 14-Apr-09 14-Apr-09 6-Jun-09 6-Jun-09 
Tx location RM-DS-Exit Side RM-DS-Exit Side 
FM-MCC-Room, 
Exit-Door 
RM-DS-Exit Side 
Tx Antenna height 200 cm 200 cm 140 cm 200 cm 
Tx Antenna direction Coiler Side Operator Side N/A N/A 
AGC switch OFF OFF ON ON 
Rx location Drive Side Operator Side FM-MCC-ROOM Drive Side 
Rx Antenna height 140 cm 140 cm 140 cm 140 cm 
Rx Antenna direction as per table as per table N/A N/A 
Antenna POL Horizontal Horizontal 
Vertical (except P15-
M2 was XPOL) 
Vertical 
 
Phase-I: The channel sounding experiment was conducted using antenna 
with Horizontal Polarization (HPOL). There were 13 measurements with HPOL 
antenna and AGC was off. To measure the CIR, transmitter antenna was placed 2.00 
m high behind Roughing Mill (RM) Stand at drive side of production line. The 
receiver was placed at 1.4 m height. Figure 4.10 shows Tx and Rx antenna locations 
and distances during the first phase. In the first session, Tx antenna was oriented 
towards coiler side. Three measurements were taken when Rx was at drive side and 
four when it was inside the electrical rooms. In the second session, Rx was shifted to 
the operator side to measure CIR across production line. With the Rx antenna at 1.4 
m height a six measurements were collected and Tx antenna was oriented towards 
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the operator side during these measurements. In both sessions, Rx was moved along 
production line and CIR was measured with different Tx-Rx distance separation.  
 
Figure 4.10: Phase-I measurement antenna locations 
Phase-II: The channel sounding experiment was conducted again using 
antenna with Vertical Polarization (VPOL) to test antenna POL effect on CIR. There 
were 10 measurements with VPOL antenna and AGC was on. Similarly, there were 
two sessions as shown in Figure 4.11. In the third session, both Tx and Rx were 
located inside electrical room next to medium voltage AC drives; Variable Voltage 
Variable Frequency (VVVF) drives. The purpose behind this session was to evaluate 
AC drive effect. LOS path was available in three out of six measurements. In 
measurement P15-M2, cross-POL (XPOL) measurements were made, where Tx 
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antenna was HPOL while Rx antenna was VPOL. In the fourth session, Tx was again 
placed at same location of first phase, behind Roughing Mill Stand, and Tx antenna 
was oriented towards coiler side. Four measurements were conducted while Rx is 
placed at 1.40m height drive side. 
 
Figure 4.11: Phase-II measurement antenna locations 
Table 4.2 shows the details of all 23 measurements including: locations, 
distances, AGC status, and orientation of Rx antenna relative to Tx antenna. 
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Table 4.2: Measurements details in HSM 
Data 
File 
Name 
Location of Rx 
AGC 
gain 
[dB] 
Tx-Rx 
Distance 
(m)  
Tx 
Antenna 
toward 
Rx 
Antenna 
toward 
Tx-Rx 
Antenna 
angle diff 
(deg)  
Comments 
P01-M1 
RM DS at HV Room door 
caster side (outside) 
OFF 15.3 
Coiler 
side 
Caster 
side 
0 LOS 
P01-M2 
RM DS at HV Room door 
caster side (outside) 
OFF 15.3 
Coiler 
side 
Coiler 
side 
180 LOS 
P02-M1 
HV Room door caster 
side (inside) 
OFF 20.8 
Coiler 
side 
Operator 
side 
90 NLOS, Door opened 
P02-M2 
HV Room door caster 
side (inside) 
OFF 20.8 
Coiler 
side 
Operator 
side 
90 
NLOS, Door closed, 
partially opened during 
exper. 
P03-M1 
HV Room door coiler side 
(inside) 
OFF 44.8 
Coiler 
side 
Coiler 
side 
180 
NLOS, Door closed, people 
walking initially 
P04-M1 
CB DS near to FM-PLC 
Room door (outside) 
OFF 53.9 
Coiler 
side 
Caster 
side 
0 
NLOS, strong air blast 
rattling the antenna 
P05-M1 
FM-PLC Room door 
(inside) 
OFF 59.7 
Coiler 
side 
Coiler 
side 
180 LOS, Door partially opened 
P06-M1 RM OS below Pulpit OFF 18.4 
Operator 
side 
Drive 
Side 
0 LOS 
P06-M2 RM OS below Pulpit OFF 18.4 
Operator 
side 
Caster 
side 
90 LOS 
P06-M3 RM OS below Pulpit OFF 18.4 
Operator 
side 
Coiler 
side 
90 LOS 
P07-M1 RM OS Entry side OFF 34.3 
Operator 
side 
Coiler 
side 
90 NLOS 
P08-M1 Furnace#1 Mill side OFF 59.4 
Operator 
side 
Coiler 
side 
90 NLOS 
P09-M1 
Furnace#1 Charging Side 
Mill side corner 
OFF 78.9 
Operator 
side 
Drive 
Side 
0 NLOS 
P11-M1 In front of PR Drive ON 3.5 Up side Up side N/A LOS, movement in the link 
P12-M1 Between Load Centers ON 13.8 Up side Up side N/A NLOS, people moved 
during exp 
P13-M1 At edge of ROT Drives ON 21.0 Up side Up side N/A LOS, obstruction table with 
rack 
P14-M1 After edge of ROT Drives ON 23.6 Up side Up side N/A LOS, edges and obstructive 
table 
P15-M1 Next to Lighting panel ON 35.4 Up side Up side N/A NLOS 
P15-M2 Next to Lighting panel ON 35.4 Up side Caster 
side 
N/A NLOS; Rx: HPOL 
P16-M1 
FM-PLC Room door 
(outside) 
ON 33.7 Up side Up side N/A LOS, Mill running 
P17-M1 
HV Room door coiler side 
(outside) 
ON 25.2 Up side Up side N/A LOS, signal attenuation 
P18-M1 Behind RM Slab Pusher ON 15.2 Up side Up side N/A LOS 
P19-M1 Near to Tx ON 5.2 Up side Up side N/A LOS 
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In the next chapter, CIR measurements results are analyzed for delay spread 
and number of paths. Then, BER performances are simulated for the measured CIR 
using several digital modulation schemes in order to compare performances. 
Transmission data rate is estimated by running simulations that used measured 
wireless channel impulse response. 
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5 DATA ANALYSIS 
AND RESULTS 
 
 
 
The WCS 1800 channel sounder system transfers collected measurements to a data 
acquisition system, i.e. computer unit (PC), where data is stored. Data are stored in a 
file with extension of [*.PDP] which can be used by MATLAB program. Each 
measurement consisted of several hundreds of profiles which are averaged to get 
average delay profile per measurement. After processing average profile, all 
stochastic results are generated by MATLAB code. Each multipath Power Delay 
Profile (PDP) is analyzed to estimate PDP parameters like; number of paths, average 
delay, delay spread, delay interval, and delay window.  
Measurements show that the channel Infrared Radiation (IR) does not vary 
appreciably with time and is therefore considered as static. This result is valid since 
almost all devices in plant are fixed and temporal variation in channel can be 
neglected. Hence, channel maybe considered as a LTI system and CIR can be 
simplified as given in equation (4.3). 
In this chapter, the collected data is analyzed and used for understanding 
the channel behavior. Actually, design part arrives now to tie all these valuable 
results together. This design is done through several analysis stages as follow, see 
 5 
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Figure 5.1. In the First Stage, channel link budget is estimated using received power 
level. The expected outcome of this stage is to estimate the propagation loss 
exponent 𝑛 as per equation (4.5). In the Second Stage, Power Delay Profile (PDP) is 
viewed by identifying power and delay associated to each tap, i.e. received path. 
Measurements recorded are analyzed for all stated CIR parameters namely; number 
of paths, maximum excess delay 𝜏𝑚𝑎𝑥 , mean excess delay 𝜏 , RMS delay  𝜎𝜏 , maximum 
symbol rate 𝑅𝑠, coherence bandwidth 𝐵𝐶 , and autocorrelation with power spread 
spectrum plots. In addition, overall plant PDP parameters are estimated. In the 
Third Stage, multipath CIR model is estimated for the same measurements. This 
stage uses the output of previous stage as an input. This channel modeling stage is 
done through optimization process for the highest significant taps. In the Fourth 
Stage, using these realistic channel models, ISI caused by channel time dispersion is 
tested to get best detection position. Finally in the Fifth Stage, BER is simulated for 
channel models using results of ISI test for best detection position. BER is simulated 
for several modulation schemes, and the results are compared with theoretical in the 
presence of AWGN. 
 
Figure 5.1: Flow chart for design stages 
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Analysis starts with locating the starting point of profile. Then, minimum 
power threshold level is defined and all responses above the selected threshold are 
considered. After that, the CIR paths are separated with their amplitudes and inter-
pulse delays which are noted. Received power is noted to be used in link budgeting 
analysis. Averaged profiles are used to analyze data for channel parameters. Finally, 
the CIR paths and their strengths are used for simulating data transmission through 
channel model using several modulation schemes. 
Experiment setups for all 23 measurements are given in Table 4.2. Two 
measurements were not valid, i.e. P05-M1 and P16-M1, because these did not meet 
the minimum requirement for valid CIR. One measurement was having almost only 
noise starting with a very minor peak, i.e. P06-M1. In link budgeting stage, the all 21 
valid measurements are used considering carefully measurements affected by concrete 
wall (NLOS), as in Table 5.1. Similarly, in the channel PDP parameters analysis 
stage, all 20 valid measurements, excluding P06-M1, are considered as in Table 5.2. 
Out of these, 7 measurements are selected in channel modeling stage, as this set can 
represent others, as shown in Table 5.4. Those were also used in bit error rate 
simulation. 
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5.1 LINK BUDGET 
 
A link budget is an estimation of received power level at receiver. To get 
an accurate estimation, all gains and losses in the telecommunication system from the 
transmitter to the receiver shall be accounted. This includes attenuation of a 
transmitted signal due to; (1) channel propagation, (2) antenna gains, and (3) system 
losses. However, this thesis estimates losses due to channel propagation only since 
antenna gains and system losses are communication system dependant unlike channel 
losses which is fixed for the selected environment. In this section, path loss explained 
in Section 4.1.1, is estimated for 21 valid CIR measurements. 
This is the First Stage of deign, where channel link budget is calculated 
through interpolating path loss differences between measurement points verses 
antennas‟ locations, i.e. the distance separation between transmitter and receiver. To 
have an accurate estimation of the attenuation exponent n, measurements which have 
only NLOS paths is treated in a way considering having additional loss due to signal 
propagation though concrete walls. To estimate a channel link budget, received 
power must be provided using PDP figure. The stored values in files are expressed in 
terms of actual received voltage unit. This stored voltage values are converted using 
the scalar factor, as per manual, to get the channel attenuation power in logarithmic 
scale (dB). In fact, the path loss attenuation (in dB) of any CIR is derived from stored 
voltage values using the linear relation shown in Figure 5.2.  
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Figure 5.2: Conversion curve between stored voltage and attenuation loss [44] 
This linear relation figure converts the stored values to a prim attenuation 
loss in dB (𝐿 𝑝). This dB value is added to AGC gain, given in Table 5.1, to get path 
loss (𝐿𝑝), for each CIR measurement. To estimate the path loss exponent (𝑛), equation 
(4.5) is used, by means of following approximation: (𝐶 = 0). Because transmitted 
power (𝑃𝑡) is fixed at 10 dBm, received power (𝑃𝑟 ) can be found from above calculated 
path loss by following straight forward equation of: (𝑃𝑟 = 𝑃𝑡 − 𝐿𝑝). However, there 
are two methods to estimate the received power: 
 Method-1: To consider the power for the first received path only 
 Method-2: To consider the power for all received paths 
All those calculations (𝑃𝑡 , 𝐿𝑝 , and 𝑛) are summarized and shown in Table 
5.1, for both methods.  
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Table 5.1: Path Loss data of Measurements 
Data File 
Name 
Comments on 
Results 
Distance 
𝑹 [m] 
AGC 
gain  
[dB] 
Method-1: 
Consider 1st path only 
Method-2: 
Consider all paths 
𝑃𝑟   
[dB] 
𝐿𝑝  
[dB] 
𝑛  
expon. 
𝑃𝑟  
[dB] 
𝐿𝑝   
[dB] 
𝑛  
expon. 
P01-M1 LOS 15.3 0.0 -72 52 4.41 -66 46 3.92 
P01-M2 LOS 15.3 0.0 -74 54 4.53 -64 44 3.73 
P02-M1 
NLOS, wall 
between Rx-Tx 20.8 0.0 -84 64 4.85 -76 56 4.28 
P02-M2 
NLOS, wall 
between Rx-Tx 20.8 0.0 -87 67 5.05 -81 61 4.60 
P03-M1 
NLOS, wall 
between Rx-Tx 44.8 0.0 -87 67 4.08 -83 63 3.80 
P04-M1 LOS 53.9 0.0 -83 63 3.61 -74 54 3.14 
P05-M1 Not Valid 59.7 0.0 N/A N/A N/A N/A N/A N/A 
P06-M1 LOS, only noise 18.4 0.0 -89 69 5.48 -73 53 4.17 
P06-M2 LOS 18.4 0.0 -70 50 3.96 -64 44 3.46 
P06-M3 LOS 18.4 0.0 -70 50 3.96 -64 44 3.51 
P07-M1 NLOS 34.3 0.0 -77 57 3.74 -68 48 3.15 
P08-M1 NLOS 59.4 0.0 -86 66 3.69 -69 49 2.75 
P09-M1 NLOS 78.9 0.0 -87 67 3.51 -77 57 3.00 
P11-M1 LOS 3.5 28 -48 28 5.15 -47 27 4.96 
P12-M1 NLOS 13.8 25 -49 29 2.57 -49 29 2.57 
P13-M1 LOS 21.0 24 -52 32 2.38 -51 31 2.31 
P14-M1 LOS 23.6 20 -55 35 2.52 -54 34 2.48 
P15-M1 NLOS 35.4 4 -69 49 3.18 -68 48 3.11 
P15-M2 NLOS 35.4 8 -68 48 3.10 -67 47 3.06 
P16-M1 Not Valid 33.7 20 N/A N/A N/A N/A N/A N/A 
P17-M1 LOS 25.2 19.5 -56 36 2.55 -55 35 2.52 
P18-M1 LOS 15.2 24 -50 30 2.50 -49 29 2.48 
P19-M1 LOS 5.2 28 -48 28 3.87 -48 28 3.87 
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Table 5.1 shows the received power, average AGC gain and Tx-Rx antenna 
distances for all measurements. During the experiment, there were two different 
situations where we can approximate a single value of path loss exponent (𝑛) for each 
situation. These situations are defined as following: 
 Case1: consists of some measurements done during Phase-I which was inside 
plant or inside electrical room with HPOL antenna: [P01-M1 till P09-M1] 
 Case2: consists of some measurements done during Phase-II which was inside 
plant with VPOL antenna: [P11-M1 till P19-M1] 
To estimate the path loss exponent (𝑛), each measurement is represented by 
a dot or x mark in the scattered plot in Figure 5.3. After all measurements are 
presented on same figure, exponential trendLine is plotted on the top of same figure 
for each situation. There are two cases into two methods, which result in total of four 
curves as following: HPOL all paths, HPOL 1st path, VPOL all paths, VPOL 1st path. 
 
Figure 5.3: TrendLine for estimating path loss exponent n 
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After taking the average of each curve individually, following approximation 
of path loss exponent (𝑛) can be estimated: 
 Case1, method-1: 𝑛 ≈ 4.0 
 Case1, method-2: 𝑛 ≈ 3.5 
 Case2, method-1: 𝑛 ≈ 3.0 
 Case2, method-2: 𝑛 ≈ 3.0 
These values are very reasonable as other measurements repeated in 
literatures prove that n is between 2 and 4 [12]. In electrical room where n is equal 
to ideal case, the exponent is in the range of 2. However, inside the plant the value of 
n is higher as expected due to effect of the harsh environment. One very important 
point that needs to be highlighted here is that VPOL situation gives better n factor 
than that result for HPOL. Nevertheless, these approximations of n factor are to 
deploy in wireless system design. For the case2, both methods give almost same 
trendline since there is less number of paths, and most of the received power is 
concentrated within the first path. This is not the case1 where the power is more 
distributed through other paths due to high time dispersion effect in HPOL. 
Comparing with results shown in [58], n estimation in this thesis is in 
higher side for HPOL cases which reaches more than 4 (around 4.5). On the other 
hand in [58], for obstructed paths in heavy clutter, however, attenuation increases 
with distance to the 3rd or 4th power. Average factory path loss was found to be a 
function of distance to the 2.2 power [58], [59] 
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A concrete wall effect is clear since the received power levels are very low, 
i.e. for points: P02-M1, P02-M2, P03-M1, and P05-M1 with power of 12.6, 5.4, 3.6, 
and 0 dBm respectively. In these points, Rx is located inside electrical room whereas 
Tx is on the mill floor and doors of electrical room are kept closed, see Figure 4.10. 
This is because of absence of LOS path in those measurements. Comparing with other 
measurements that fall in same distance Tx-Rx separation but having LOS paths, 
additional attenuations in received power can be easily observed. This extra 
attenuation is due to that the signal penetrates through the concrete wall before 
reaching destinations causing another loss as per all known large-scale models. 
Result of calculation shows that wall add additional attenuation loss of almost 18 dB 
because there is no LOS path. This is an important observation for network design 
stage since all control computers are located in those almost isolated air-conditions 
rooms.  
Many medium voltage AC motor Variable Voltage Variable Frequency 
(VVVF) drive-converters are available to control the rolling speed. Although, those 
voltage and frequency converters drives have a strong electromagnetic field affecting 
many small electronic devices performance, there is no impact at all of those drives on 
the wireless channel. It shows almost same behavior inside plant. 
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5.2 CHANNEL MODELING 
 
As explained in Chapter 4, the industrial wireless channel is considered as a 
LTI channel. Therefore, this study concentrates only on multipath effect. In second 
stage of deign, the measured CIR profile is analyzed to get channel parameters. This 
analysis can explain and configure the plant shape that causes irregularity in the 
height of equipment and surfaces are disjoint. These surfaces are likely to produce 
large number of multipath due to irregularity in current distribution. This 
information facilitates the design for better channel model and error prediction.  
As explained in Section 4.5, 23 measurements were collected for different 
locations. In this section, all channel parameters, explained in Section 4.1.1, are 
estimated using equations (4.6), (4.7), (4.8), and (4.9). PDP parameters are calculated 
from measured average profiles and results for 20 measurements are shown in Table 
5.2, i.e. number of paths, maximum excess delay 𝜏𝑚𝑎𝑥 , mean excess delay 𝜏 , RMS 
delay  𝜎𝜏 , maximum symbol rate 𝑅𝑠, and coherence bandwidth 𝐵𝐶 . Using MATLAB, 
average PDP response for those measurements are plotted in Appendix-A. 
Number of paths is found by locating the peaks with strengths above a 
selected threshold. Noise level is determined by referring to receive noise figure at 
tail. Then, threshold level is identified as 10 percentile out of maximum peak starting 
from noise level. It is more accurate to identify peaks/taps on dB scale. As shown in 
Figure 4.2, noise floor level is identified around 27dB below normalized maximum 
peak (0𝑑𝐵) in PDP. Then, threshold level is identified at 25dB below normalized 
maximum peak which is the 10 percentile. 
   106 
A separated path is identified wherever its peak crosses the defined 
threshold level. The peak of the path identifies the time at which it occurs. By 
indicating path location, both time delays 𝜏𝑗  and power amplitudes 𝑃(𝜏𝑗 ) in equation 
(4.6) are found. Maximum excess delay is found by the time difference between first 
and last identified peaks before falling below the threshold level. From the discussion, 
it is very clear that changing the threshold level affects all PDP parameters.  
Table 5.2: Measurement channel PDP parameters 
Data 
File 
Name 
Number 
of paths 
Max 
Excess 
Delay [µs] 
Mean Excess 
Delay [µs] 
RMS Delay 
[µs] 
𝑹𝒔𝒎𝒂𝒙 
[Ksps] 
Bc 
[KHz] 
P01-M1 16 1.387 0.480 0.307 815 650 
P01-M2 23 1.187 0.436 0.310 806 640 
P02-M1 8 0.640 0.252 0.182 1,372 1,100 
P02-M2 6 0.333 0.163 0.125 1,993 1,590 
P03-M1 4 0.267 0.097 0.111 2,248 1,800 
P04-M1 9 0.880 0.365 0.254 983 790 
P06-M2 19 1.027 0.378 0.269 928 740 
P06-M3 17 1.187 0.401 0.291 858 690 
P07-M1 20 1.253 0.478 0.304 821 660 
P08-M1 18 1.267 0.387 0.315 794 640 
P09-M1 11 0.760 0.397 0.224 1,119 890 
P11-M1 3 0.200 0.070 0.056 4,449 3,560 
P12-M1 1 0.000 0.000 0.001 250,000 200,000 
P13-M1 3 0.107 0.061 0.031 8,035 6,430 
P14-M1 3 0.227 0.108 0.076 3,289 2,630 
P15-M1 3 0.093 0.075 0.038 6,542 5,230 
P15-M2 2 0.067 0.057 0.029 8,592 6,870 
P17-M1 2 0.093 0.064 0.041 6,126 4,900 
P18-M1 2 0.067 0.051 0.025 10,003 8,000 
P19-M1 1 0.000 0.000 0.001 250,000 200,000 
 
Finding PDP parameters for the plant is extremely useful; mean and 
standard deviation or variance. This provides better understanding of this industrial 
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channel. This can be done after isolating similar measurement points together in a 
group. Situations are classified into three sets as following: 
 Situation1: It consists of some measurements done during Phase-I which was 
inside plant with HPOL antenna: [P01-M1, P04-M1, P06-M2, P06-M3] 
 Situation2: It consists of some measurements done during Phase-II which was 
inside electrical room with VPOL antenna: [P11-M1, P13-M1, P14-M3] 
 Situation3: It consists of some measurements done during Phase-II which was 
inside plant with VPOL antenna: [P17-M1, P18-M1, P19-M1] 
Results are summarized in Table 5.3.  
Table 5.3: Plant PDP parameters 
Situation 
Averaged  
Number of 
paths 
Averaged  
Max Excess 
Delay [ns] 
Averaged  
Mean Excess 
Delay [ns] 
S. d. of Mean 
Excess Delay 
[ns] 
Situation1 14 926 348 125 
Situation2 3 139 74 20 
Situation3 2 80 58 9 
 
Browsing the results, it becomes clear that the presence of large number of 
paths in CIR is indicative of metallic barriers or sharp edges inside the plant. This 
smooth surface contour of equipment increases the reflections, diffractions due to 
sharp metallic edges, and scattering due to irregular surfaces. In addition, VPOL in 
case2 and case3 provides lesser number of paths and shorter delay spread. HPOL in 
case1 results in more than four to five fold increases in the number of paths. Thus, 
transmission with VPOL shows better performance than transmission with HPOL. 
This influences directly the channel delay spread, available channel bandwidth and 
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hence, data transmission rate. However, the primary data rates can be improved with 
the use of diversity, error control coding and equalization. 
An electromagnetic wave POL is defined by electrical vector. As general 
rule, HPOL is quieter than VPOL and particularly, there are many devices using 
VPOL at 2.4GHz. Likewise, a similar behavior is expected at 1.8GHz; the 
measurement frequency of our set up. The results provide explanation to what is 
observed in HADEED HSM. Since, selected plant environment are full of sharp 
edges and metallic equipments with very limited space this has more effect on HPOL 
because of higher sensitivity to environmental clutter. On the other hand VPOL is 
more rugged against these conditions. HPOL normally works better for limited 
power devices since there is lower noise floor.  
Looking at results of other lectures, the number of significant multipath 
components 𝑃  was determined in the selected factory in [60]. After filtering out all 
samples corresponding to noise, the number of multipath components was found to 
be 𝑃 = 60, which is much more than the situation found here, with maximum access 
delay of 250 ns, which is less than the situation found here. The calculated statistical 
results show that of excess delay modeling fit to lognormal PDF and that amplitude 
modeling fit to Nakagami PDF. [60], [61] 
In reference [58] there are five factories that make up a diverse collection of 
industries and building structures. Results show that the range of RMS delay spreads 
is from 100 to 250 ns with the excess delay, in a heavy clutter area, of about 800 ns. 
None of the five selected factories has the same results as what is shown here in this 
   109 
thesis for HPOL case were RMS reaches to 315 ns with maximum excess delay of 
1,387 ns. 
Before channel modeling stage, PDP parameters calculated earlier are used 
as the input for this stage. Total summation of peaks/taps amplitudes of average 
profile is normalized to unity to have total power equals one. This normalization is 
done while channel model stage, because received power level is important as relative 
to noise ratio (SNR) but not as absolute value. First received path is considered as the 
starting point of the impulse response. 
In the third stage of deign, using previous identified indices of peaks/ taps, 
number of peaks that are included in the analysis is determined. Only peaks/taps that 
hold together 80-95% of total received power (absolute values) form the channel 
model. This procedure is used to reduce the computing time and it does not seem to 
affect the channel behavior significantly. Once again, these selected peaks/taps are 
scaled to produce unity summation. This normalization procedure is followed to have 
fair comparison between different measurements while total absolute signal power is 
normalized to unity. Finally, power amplitudes with respective time delays of channel 
model peaks/taps are stored in a vector which is used to define channel model.  
Channel modeling is done only for 7 selected measurements stated in Table 
5.4. They are selected to compare all possible combination of situations. This can 
show the effect of: channel model parameters (including delay spread and number of 
paths), antenna POL selection, and LOS path availability. Appendix-B presents 
channel models for these selected measurements. This channel model is used in the 
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next section describing simulations to evaluate the bit error rate performance for 
selected digital modulation schemes. 
Table 5.4: Channel model PDP parameters 
Data File 
Name 
POL and 
LOS 
Noise 
floor 
[dB] 
Model 
Number 
of paths 
Model max 
excess delay 
[ns] 
Model mean 
excess delay 
[ns] 
Model 
RMS 
delay 
[ns] 
𝑹𝒔𝒎𝒂𝒙 
[Msps] 
P01-M1 
HPOL 
LOS 
-25 5 493 33 98 1.03 
P04-M1 
HPOL 
LOS 
-11 7 613 174 129 0.78 
P07-M1 
HPOL 
NLOS 
-24 9 680 253 12 8.61 
P09-M1 
HPOL 
NLOS  
-7 10 760 452 111 0.91 
P19-M1 
VPOL 
 LOS 
-20 1 0 0 0 - 
P15-M1 
VPOL 
NLOS 
-23 2 53 0.001 0.27 365 
P15-M2 
XPOL 
NLOS 
-20 1 0 0 0 - 
 
The results in the Table 5.4 show that the number of paths has reduced 
drastically when a 80-95% of total received power is used. This assures less data 
processing time with reasonable accurate approximation. Results of channel sounding 
may be analyzed in different ways. Taking Fourier Transform for CIR gives Spaced-
Frequency Correlation Function (SFCF) which provides an idea about frequency 
response of this model and coherence bandwidth 𝐵𝐶  can be defined at −3𝑑𝐵 as shown 
in Figure 5.4. 
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Figure 5.4: Spaced-frequency correlation function 
For channel model P01-M1, coherence bandwidth 𝐵𝐶  𝑖𝑠 19.5𝑀𝐻𝑧 as shown in 
Figure 5.4. Whereas with 50% correlation factor and using equation (4.9) 𝐵𝐶 = 2.0𝑀𝐻𝑧 
since 𝜎𝜏 = 98𝑛𝑠 in Table 5.4. Whenever used signal BW is more than this value 
frequency-selectivity kicks in and signal faces strong distortion. For bandwidth, channel 
is narrower than be the coherence bandwidth defined frequency-nonselective (or time-
selective) where signal faces flat fading effect only. 
Auto-correlation function is calculated using MATLAB function and plotted 
for measurement P01-M1 for individual profiles in Figure 5.5. It shows that the 
channel does not change much across time axis. Cross-correlation function is 
calculated using MATLAB function between different profiles for the same 
measurement. It is plotted for P01-M1 measurement in Figure 5.6, and its Power 
Spectral Density plot is shown in Figure 5.7. 
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Figure 5.5: Auto-correlation function 
 
Figure 5.6: Cross-correlation function 
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Figure 5.7: Power spectral density  
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5.3 BIT ERROR RATE 
 
The channel models produced in previous section are used in simulation 
codes using MATLAB to evaluate bit error rate of the wireless links that used 
different signal formats. Existence of ISI caused by multipath effect restricts 
achievable BER. This phenomenon introduces what is generally known as BER floor 
level where pumping more signal power into channel does not improve the 
performance. This situation is also valid for HADEED measurements. There are two 
steps in simulating performance using measured channel models. The first step 
estimates (symbol error rate) SER caused by ISI for noise-free channel with different 
data rate. The second step is to add AWGN to received signal and compute BER for 
different PSK, and QAM modulations.  
Defining data rate at the beginning is important in comparing performance 
of modulation schemes in the presence ISI. Starting with same bit rate gives fair 
comparison between different modulation schemes. Bit rates used are: 100Kbps, 
500Kbps, 1Mbps, and 3Mbps. These values are close to the data rate speeds usually 
used in most of the applications in industrial wired networks. Flow chart for the 
MATLAB code is sown in Figure 5.8 and results for the seven selected channels are 
displayed in Appendix-C. 
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Figure 5.8: Flow chart for MATLAB program 
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5.3.1 STEP 1: ISI TEST 
 
In fourth stage of deign, symbols are transmitted through measured 
channel CIR without adding AWGN noise. Purpose of this step is to identify 
optimum detection time instance that achieves lowest number of errors in presence of 
ISI. The MATLAB code algorithm is given in Figure 5.9. 
To do that, detection position search begins at zero delay and ends at the 
end of first symbol of last path in CIR. In other words, iterative steps in program are 
defined to start at zero step and end at last step which is the sum of maximum excess 
delay step pulse symbol duration. This is done using the channel model as steps of 
sampling time, see Figure 5.10 and Figure 5.11. Detection position array is selected 
in order to cover all possible combination of paths with respective delays. Then, for 
individual path, required delay shift is calculated in terms of number of symbols. 
Afterward, all weighted paths are added corresponding to path delays. Sum of 
amplitudes for paths that hold targeted symbol represents the signal portion in SNR. 
On the other hand, sum of amplitudes for paths that hold other symbols represents 
ISI noise portion in SNR which provide a way to estimate the SNR in presence of ISI. 
This process is repeated with changing detection position to next sampling 
slot until the end of detection position array. Optimum detection position is identified 
which has minimum ISI noise. If more than one minimum is found, selection is done 
for the position that is located in the middle of longest detection positions stream of 
those minimums. This optimum detection position is used in BER estimation with 
AWGN channel verses SNR. 
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Figure 5.9: Algorithm of MATLAB program for ISI test step 
To explain the algorithm again, two examples of different situations are 
shown below. First example is shown in Figure 5.10, when 𝑻𝒔 > 𝝉𝒎𝒂𝒙. Second 
example is shown in Figure 5.11 when 𝑻𝒔 ≤ 𝝉𝒎𝒂𝒙. Both figures use the same symbol 
rate, i.e. number of samples per symbol. Channel model used has four paths with 
amplitudes as shown in first column. Similar channel model is used in both cases with 
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only one difference which is that last path is delayed in second example by 5 samples 
instead of 4 samples. If the decision is made on samples that lay during the symbol 
overlap period; errors cannot be avoided because of severe ISI. If symbol rate is slow 
enough, ISI problem can be mitigated by selecting the optimum detection time where 
there is no overlap or minimum of overlap between symbols. 
Number of samples per symbol=5;  Maximum delay shift =4 
 
Figure 5.10: ISI test example table for 𝐓𝐬 > 𝛕𝐦𝐚𝐱 (max excess delay) 
Number of samples per symbol=5;  Maximum delay shift =5 
 
Figure 5.11: ISI test example table for 𝐓𝐬 < 𝛕𝐦𝐚𝐱 (max excess delay) 
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5.3.2 STEP 2: SNR TEST 
 
QoS of digital system wireless is defined by the BER, and the BER for 
different modulation schemes depends on SNR. In the fifth stage, the performances 
of the following modulation schemes are evaluated: BPSK, QPSK, 8-PSK, 16-PSK 
and 16-QAM. Using equations given in Section 4.1.1, theoretical BER can be 
calculated for those modulations, i.e. equations (4.10), (4.12), (4.13), and (4.14). 
Building on previous acquired CIR results, simulation experiments of these 
modulation methods on the measured channels can be completed. AWGN effect is 
also included. Channel models from Section 5.2, and optimum detection position from 
Section 5.3.1 are used as input for this communication system simulation. The 
MATLAB code algorithm for simulating the channel performance in this stage is 
given in Figure 5.12. 
The simulation structure is build based on Monte Carlo simulation method. 
In MATLAB, data bit rate is initially defined which is converted to symbol rate after 
selecting the applicable modulation scheme. Then, program derives a channel model 
from the measured CIRs that covers 80-95% of total signal power. After that, ISI test 
is performed and delay detection position is optimized at receiver. At this point, all 
required parameters are available to start realistic channel simulation.  
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Figure 5.12: Algorithm of MATLAB program for SNR test step 
 
   121 
For each simulation a minimum of 100,000 symbol sequence is generated 
with normalized power of unity. The sequence of generated symbols is transmitted 
through each path with associated delay and power scaled according to channel CIR 
model. AWGN sequence is generated and added to the received signal after all paths 
are summed. Now, at optimum detection position found in ISI test; decisions are 
taken at identified optimal detection position. Finally, number of errors is counted to 
find BER. Loop iterations are repeated till achieving defined minimum number of 
error ℰ𝑚𝑖𝑛  to ensure statistical reliability of the results.  
Same operation is repeated for different SNR‟s in range of 0dB up to 50dB, 
depending on modulation scheme used. By doing this, BER verses SNR plots for one 
modulation scheme for initially defined bit rate becomes available. Similarly plot for 
all other modulation schemes are obtained. The figure shows BER from 0 to 10−5 for 
all modulation schemes. This is repeated for other bit rates and finally 4 figures are 
generated for each channel model that explains modulation scheme performance 
against data rate. BER results for all seven selected channel models are shown in 
Appendix-C. 
Theoretical BER for all modulations without ISI are shown in Figure 5.13 
which is used as reference to compare simulation results. Simulated BER results for 
different modulation formats are plotted on same figure to be able to compare 
between them. It represents P19-M1 channel model at 3Mbps. Since there is only one 
path in selected channel model (P19-M1) with zero delay spread, simulation results 
are very close to theoretical figures. Only at very low SNR, values are not matching 
because theoretical formulas used are valid for high SNR values only, (𝑆𝑁𝑅 ≫ 1) 
[56]. 
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Figure 5.13: Compare simulation results with theoretical BER 
The simulation is done to achieve statically meaningful results with 
minimum number of errors (ℰ𝑚𝑖𝑛 ) equals to 20. However, when the channel behavior 
is good, the simulation time was observed to be too long as error rate was low 
particularly at higher signal to noise ratio. In this situation number of errors was 
adjusted to run the simulation with reasonable simulation time. CIR was simulated 
for all modulation schemes up to BER of 10−5 to have better plots for comparison. 
Summary of those results, for only 3Mbps speed, are in Table 5.5 where deviations 
from theoretical BER at 10−5 are presented. 
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Table 5.5: Summary of simulation BER deviation at 3Mbps rate 
Data File 
Name 
SNR for 
Theoretical 
BER 
Deviation from Theoretical SNR [dB] 
P01-M1 P04-M1 P07-M1 P09-M1 P19-M1 P15-M1 P15-M2 
BPSK 10 8 5 2 12 0 0 0 
QPSK 13 0 0 0 1 0 0 0 
8-PSK 18 0 0 0 0 0 0 0 
16-PSK 19 0 0 0 0 0 0 0 
16-QAM 24 0 0 0 0 0 0 0 
 
Some learning observations are highlighted here. ISI noise effect appears 
with higher data rate relatively compared with available channel bandwidth. For 0.1 
Mbps bit rate, all channels were showing ideal BER behavior, i.e. locked with 
theoretical figures without ISI. Once date rate increases, ISI effect becomes clearer by 
reducing BER performance, like in Po1-M1 for 3Mbps. In Table 5.4, the calculated 
maximum symbol rate is matching with BER devotion results @ 3Mbps speeds. 
 𝑅𝑠𝑚𝑎𝑥  for P01-M1, P04-M1, and P09-M1 are less than 1Mbps which cause bad 
behavior for 3Mbps simulations. 
Higher levels of modulation schemes, e.g. 8-PSK, 16-PSK and 16-QAM, are 
less sensitive to ISI noise as per the results up to 3 Mbps speed. This is reasonable 
since their symbol rates are slower than lower levels of schemes which provide larger 
spaces in time axis between successive transmitted symbols. 
BPSK works worst than QPSK in P01-M1, P04-M1, P07-M1, and P09-M1. 
P01-01 results, for instance, show that BPSK requires the minimum SNR 
performance for bit rates ranging between 0.1-1Mbps. However, QPSK achieved 
better performance for 3Mbps. This result is expected since theoretically calculated 
 𝑅𝑠𝑚𝑎𝑥 = 1.03 𝑀𝑠𝑝𝑠 for this channel model as calculated before, see Table 5.4. Thus, 
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symbol rate  𝑅𝑠𝐵𝑃𝑆𝐾 =  𝑅𝑏 = 3.0 𝑀𝑠𝑝𝑠  is more than maximum allowed symbol rate for 
this channel model. Physically, the reason is that 3 Mbps rate causes high ISI errors 
in BPSK since number of samples per symbols becomes selectively low (25 slots) 
compared to maximum delay caused by channel (62 slots). This causes greater 
interference between the two successive received symbols.  
Similarly, ISI harsh effect appears on measurement P09-M1 with  𝑅𝑏 =
3.0 𝑀𝑠𝑝𝑠 plot, because its  𝑅𝑠𝑚𝑎𝑥 = 0.91 𝑀𝑠𝑝𝑠 which is less than used bit rate. ISI 
harsh effect disappears or decreases with measurement P07-M1 where  𝑅𝑠𝑚𝑎𝑥 =
8.61 𝑀𝑠𝑝𝑠 with QPSK modulation. QPSK is not affected because its  𝑅𝑠𝑄𝑃𝑆𝐾 =
1
2
 𝑅𝑏 =
1.5 𝑀𝑠𝑝𝑠 which is within channel maximum data rate. 
To show the effect of ISI test stage, where best detection position is 
identified, simulation results are plotted for same system, channel model P01-M1, 
with and without this test as shown in Figure 5.14. It is very clear that very large 
amount of energy can be conserved to achieve similar BER. 
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Figure 5.14: Comparing Simulation results with/without ISI test 
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Measurement P09-M1 provides worst SNR performance to achieve same 
BER. This is because its channel model has maximum RMS delay and largest number 
of paths. This channel model is simulated again but using higher bit rates till 16Mbps 
where all modulation schemes face flat fading. This step provides understanding of 
difference between modulation schemes performance in presence if ISI noise. This 
channel (P09-M1) is simulated using 6, 8 12 and 16Mbps speeds, see Figure 5.15. 
 
Figure 5.15: Simulation results for higher bit rate for measurement P09-M1 
 
 6 
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6 CONCLUSION AND 
DISCUSSION 
 
 
 
This research combines three major phases: wired industrial network 
characteristics; assessment of wireless technologies; and industrial wireless channel 
sounding. Jointly all three give a deeper understanding on the design of wireless 
networks for industry.  
In first phase, understanding of the characteristics of wired network used in 
industries are achieved by identifying the key performance indicators for highlighting 
opportunities for improvements in design of wireless systems. The most important 
twelve attributes (KPI) for future industrial wireless network are: Data Rate, Device 
Range, Reliability, Availability Resilience, Network Latency, Throughput, Security, Power 
Consumption, Network Topology, Number of Devices, Medium Accessing, Operating 
Frequency, Complexity, Scalability, and Flexibility.   
In second phase, the most widely spread wireless technologies, Bluetooth, 
ZigBee, Wi-Fi and SP100, based on IEEE standard (WPAN & WLAN), are assessed 
to provide state of knowledge that currently exists. IEEE802.15.4 based technology 
(e.g. ZigBee) is recommended and can be selected as the best suitable technology 
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available up to date for industrial sensor networks. Mesh topology increase the 
system reliability because of alternative paths become available. Short duty cycle 
minimizes power consumption drastically and the need to attend frequently for 
battery replacement is reduced. ZigBee satisfies the industrial requirements of data 
rate, reliability and security with minimum power consumption, reasonable 
complexity, scalability and flexibility provided by the mesh topology that result in 
acceptable network latency. Bluetooth does not support mesh networking that limits 
the number of devices and system reliability. Whereas the Wi-Fi (WLAN 
technology) is delivering network speed much more than industrial sensor network 
requirements but number of devices, power consumption and security restrict the 
technology usage in sensor networking.  
In the third phase, characterizing heavy industrial wireless channel, Hot 
Strip Mill as an example, with channel sounding systems can give a good picture of 
wireless channel in an industrial environment which is essential for design stage. In 
Master Network type, it is recommended to use IEEE802.11 base technology because 
of high data rate requirement. Whereas in Sensor Network type, IEEE802.15.4 base 
technology fits better because of higher reliability due to mesh topology; good low 
power profile; and controlled network latency requirements.  
With two phases of experiment inside Hot Strip Mill in HADEED 
including total of 4 sessions, 23 measurements were completed. The use of modern 
wideband sounding system with Omni-directional antenna at 1.8 GHz leads to test 
many experiment setup parameters like: AGC, vertical/horizontal POL, 
presence/absence of LOS path, etc.  
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Measurements show that channel variation with time is very small and can 
be neglected. This result is valid since almost all devices in plant are fixed and 
temporal variation in channel can be neglected.  
Design part is divided into stages. In first stage: channel link budget is 
calculated for path loss differences between gathered location data. Approximate 
estimation is done for channel path loss exponent that is in range of 3.0 for VPOL 
and 4.0 for HPOL. Also, configuration of plant contour effect on channel performance 
is shown clearly in results.  
In second stage: power delay profile parameters are calculated for each 
measurement. They are: number of paths, maximum excess delay, the mean excess 
delay, RMS delay, maximum symbol rate, and coherence bandwidth. Maximum 
excess delay for selected plant is high, i.e. in range of 900 ns for HPOL and 140 for 
VPOL, compared with results shown in literature which is in range of 200-300 ns. 
Plant overall estimation for those parameters assures that 3Msps speed can be 
reached without need of equalizers. VOPL antenna provides less number of paths and 
delay spread than HPOL antenna.  
In third stage: model of measured CIR is design for selected points through 
optimization process for the highest significant taps. The realistic channel models are 
designed using MATLAB program with optimized number of paths.  
In fourth stage: using the realistic channel models, ISI due to time 
dispersion is tested to get best detection position. For ISI test, there are two different 
situations𝑻𝒔 > 𝝉𝒎𝒂𝒙, and𝑻𝒔 ≤ 𝝉𝒎𝒂𝒙. If detection done on samples taken during the 
period overlapping symbols; errors are not be avoided due to ISI. If symbol rate is 
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slow enough, ISI problem can be avoided by selecting the optimum detection time 
where there is no overlap between symbols. Optimum detection position is found to 
be at center of longest stream of zero error indices. Simulation results show a huge 
performance improvement for the same channel over the results done without ISI 
test to locate optimum detection position. 
In fifth stage: bit error rate is simulated for the measured channel models 
using: BPSK, QPSK, 8-PSK, 16-PSK and 16-QAM modulation schemes. Results for 
simulated BER which include ISI effect of realistic channels are compared with 
theoretical AWGN BER. QPSK result is better for 3Mbps in some experiments 
because symbol rate is slower than max channel rate which is for BPSK. Another 
important point to note is that multilevel modulation schemes are more sensitive to 
ISI because of reduced distance between constellation points. 
Yet, these primary data rates can be increased with deployment of diversity 
techniques, coding strategies or equalization techniques. Also, applying rake 
receivers can improve QoS of the channel significantly. Still, industry analysts are 
forecasting an accelerated growth in the use of wireless network technologies in 
industrial environment over the next few years! 
 
 
  
   131 
VIII APPENDIX-A  
POWER DELAY PROFILES 
 
For Measurements P01-M1 to P02-M2 
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For Measurements P03-M1 to P06-M2 
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For Measurements P06-M3 to P09-M1 
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For Measurements P11-M1 to P14-M01 
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For Measurements P15-M1 to P18-M01 
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For Measurement P19-M1 
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IX APPENDIX-B  
CHANNEL MODELS 
 
For Measurement P01-M1 
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For Measurement P04-M1 
 
 
For Measurement P07-M1 
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For Measurement P09-M1 
 
 
For Measurement P19-M1 
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For Measurement P15-M1 
 
 
For Measurement P15-M2 
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X APPENDIX-C  
BIT ERROR RATE FIGURES 
 
For Measurement P01-M1 
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For Measurement P04-M1 
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For Measurement P07-M1 
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For Measurement P09-M1 
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For Measurement P19-M1 
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For Measurement P15-M1 
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For Measurement P15-M2 
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XI APPENDIX-D  
ABBREVIATIONS & ACRONYMS 
A-B 
AES  Advanced Encryption Standard 
AFH  Adaptive Frequency Hopping 
AGC  Automatic Gain Control 
AP  Access Point 
ARQ  Automatic Repeat Request 
AWGN Additive White Gaussian Noise 
BER  Bit Error Rate 
BPSK  Binary Phase Shift Keying modulation 
C 
CBC-MAC Cipher Block Chining Message Authentication Code 
CDMA Code Division Multiple-Access 
CDP  Cyclic Data Packets 
CIR  Channel Impulse Response 
CSIRO Australian Commonwealth Scientific and Research Organization 
CSMA  Carrier Sense Multiple-Access 
CSMA-CA Carrier Sense Multiple Access Collision Avoidance 
CTS  Clear to Send 
D-E 
DIFS   DCF Inter Frame Space 
DLL  Data Link Layer 
DPSK  Differential Phase Shift Keying 
DQPSK Differential Quadrature Phase Shift Keying 
DSSS  Direct-Sequence Spread Spectrum 
AES-CCMP Advanced Encryption Standard - Counter Mode CBC-MAC Protocol 
EIA  Electronic Industry Association 
F-G 
FCC  Federal Communications Commission 
FDM  Frequency Division Multiplexing 
FDMA Frequency Division Multiple-Access 
FEC  Forward Error Correction 
FHSS  Frequency Hopping Spread Spectrum 
GFSK  Gaussian Frequency Shift Keying 
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H-K 
HMI  Humane Machine Interface 
HPOL  Horizontal Polarization 
HSM  Hot Strip Mill 
IEEE  Institute of Electrical and Electronics Engineers 
IR  Infrared Radiation 
ISA  International Society for Automation 
ISI  Inter-Symbol Interference 
KPI  Key Performance Indicators 
L-N 
L2CAP Logical Link Control and Adaptation Protocol 
LLC  Logical Link Control 
LMP  Link Manager Protocol  
LOS  Line-Of-Sight 
LTI  Linear Time-Invariant 
MAC  Medium Access Control 
MB-OFDM Multi-Band Orthogonal Frequency Division Multiplexing 
MFT  Message Freshness Timers 
MS  Mobile Station 
NLOS  Non-Line-Of-Sight 
O-P 
OFDM Orthogonal Frequency Division Multiplexing 
OSI  Open System Interconnection 
O-QPSK Orthogonal Quadrature Phase Shift Keying 
PDP  Power Delay Profile 
PH  Physical Layer 
PLC  Programmable Logic Controllers 
POL  POLarization 
PSD  Power Spectral Density 
PSK  Phase Shift Keying 
PSK Auth Pre-Shared Keys Authentication 
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Q-R 
QAM  Quadrature Amplitude Modulation 
QoS  Quality-of Service 
QPSK  Quadrature Phase Shift Keying 
RF  Radio Frequency 
RM  Roughing Mill 
RMS  Root Mean Square 
RTE  Real-Time Ethernet 
RTS  Ready To Send 
S-T 
SER  Symbol Error Rate 
SFCF  Spaced-Frequency Correlation Function 
SIG  Special Interest Group 
SNR  Signal to Noise Ratio 
TDD  Time Division Duplex 
TDMA Time Division Multiple Access 
U-V 
UAP  User Application Processes 
UWB  Ultra Wide Band 
VPOL  Vertical Polarization 
VVVF  Variable Voltage Variable Frequency 
W-Z 
WEP  Wired Equivalent Privacy 
WLAN Wireless Local Area Network 
WPA  Wi-Fi Protected Access 
WPAN Wireless Personal Area Networks 
WSS  Wide Sense Stationary 
ZC  ZigBee Coordinator 
ZED  ZigBee End Device 
ZR  ZigBee Router 
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