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INTEGRAL OPERATORS MAPPING INTO THE SPACE OF
BOUNDED ANALYTIC FUNCTIONS
MANUEL D. CONTRERAS, JOSE´ A. PELA´EZ, CHRISTIAN POMMERENKE,
AND JOUNI RA¨TTYA¨
Abstract. We address the problem of studying the boundedness, compactness and
weak compactness of the integral operators Tg(f)(z) =
∫ z
0
f(ζ)g′(ζ) dζ acting from
a Banach space X into H∞. We obtain a collection of general results which are
appropriately applied and mixed with specific techniques in order to solve the posed
questions to particular choices of X.
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1. Introduction
Let H(D) denote the space of analytic functions in the unit disc D = {z : |z| < 1}, and
let T stand for the boundary of D. The boundedness and compactness of the integral
operators
Tg(f)(z) =
∫ z
0
f(ζ)g′(ζ) dζ, g ∈ H(D),
have been extensively studied on different spaces of analytic functions since the seminal
works by Aleman, Cima, Siskakis, and the third author of this paper [1, 2, 25]. However,
it seems that little is known about Tg mapping a Banach space X ⊂ H(D) into the
space H∞ of bounded analytic functions in D. As for this question, a good number
of results were proved in [4] when X = H∞. Moreover, a classical result attributed to
Privalov [27] shows that the Volterra operator V (f)(z) =
∫ z
0 f(ζ) dζ is bounded from the
Hardy space H1 to the disc algebra A, the space of those f ∈ H(D) which are continuous
on D. The main objective of this paper is to study the boundedness, compactness and
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weak compactness of Tg acting from X into H
∞. To begin with, we will work in a wide
framework providing abstract approaches to these questions. Later on, these general
results will be applied to particular choices of X.
In order to explain the first of our methods some definitions are needed. Let {βn}∞n=0
be a sequence of positive numbers such that limn→∞
n
√
βn = 1, and let H(β) be the
Hilbert space of analytic functions in D induced by the H(β)-pairing
〈f, g〉H(β) = lim
r→1−
∞∑
n=0
f̂(n)ĝ(n)βnr
n,
where f(z) =
∑∞
n=0 f̂(n)z
n and g(z) =
∑∞
n=0 ĝ(n)z
n. For f ∈ H(D) and 0 < r < 1,
define fr(z) = f(rz) for all z ∈ D. Throughout the paper a Banach space X ⊂ H(D) is
called admissible if it satisfies the following conditions:
(P1) The disk algebra A is contained in X;
(P2) If f ∈ X, then fr ∈ X and sup0<r<1 ‖fr‖X . ‖f‖X ;
(P3) The point evaluation functional δz , δz(f) = f(z), belongs to X
∗ for all z ∈ D.
Theorem 1.1. Let g ∈ H(D).
(i) Let X,Y ⊂ H(D) be Banach spaces such that X∗ ≃ Y via the H(β)-pairing.
Then Tg : X → H∞ is bounded if and only if supz∈D
∥∥∥GH(β)g,z ∥∥∥
Y
<∞, where
G
H(β)
g,z (w) =
∫ z
0
g′(ζ)K
H(β)
ζ (w) dζ = T
∗
g (K
H(β)
z )(w), z ∈ D, w ∈ D,
and K
H(β)
z denotes the reproducing kernel of the Hilbert space H(β).
(ii) If X is reflexive, admissible and H∞ ⊂ X, then Tg : X → H∞ is bounded if
and only if Tg : X → A is bounded.
The proof of Theorem 1.1(i) is simple and consists on rewriting Tg(f)(z) appropriately.
However, more effort is required to prove Theorem 1.1(ii) and we need to go through
a previous study of the weak compactness of integral operators acting on H∞. If X is
separable and H∞ ⊂ X, we shall prove that g ∈ A whenever Tg : X → H∞ is bounded.
Since there exists g /∈ A such that Tg : H∞ → H∞ is bounded [4, Proposition 2.12],
neither the separability in the previous statement nor the reflexivity in Theorem 1.1(ii)
can be removed from the hypotheses.
The following result, whose second part says that Privalov’s theorem is in a sense
sharp, is proved by choosing H(β) as the Hardy space H2 in Theorem 1.1.
Theorem 1.2. Let g ∈ H(D).
(i) The following conditions are equivalent:
(a) Tg : H
∞ → H∞ is bounded;
(b) Tg : A→ H∞ is bounded;
(c) sup
z∈D
∥∥∥GH2g,z∥∥∥
K
<∞.
(ii) Tg : Ka → H∞ is bounded if and only if g is constant.
Here K denotes the space of the Cauchy transforms and Ka stands for the Cauchy
transforms induced by absolutely continuous measures.
The election of H(β) in Theorem 1.1 as the Bergman space A2ω induced by a regular
weight (see section 2.3 for the definition) is a key tool in order to prove the next result.
Theorem 1.3. If 1 < p < ∞ and ω is a regular weight, then the following conditions
are equivalent:
(a) Tg : A
p
ω → H∞ is bounded if and only if g is constant;
(b) Tg : A
p
ω → A is bounded if and only if g is constant;
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(c)
∫ 1
0
dt
[(1− t)ω(t)] 1p−1
=∞.
In particular, if α ≥ p− 2 and Tg : Apα → H∞ is bounded, then g is constant.
Let us observe that (a) and (b) are equivalent by Theorem 1.1 and [21, Corollary 7].
The proof of (a)⇔(c) in Theorem 1.3 is based on a decomposition technique on blocks
which gives an equivalent norm in Apω [19, Theorem 4], and on precise Lp-estimates of
the reproducing kernels of the Dirichlet Hilbert space Dω [23, Theorem 4(ii)] induced
by regular weights.
In fact, in the proof of the above theorem, it can be seen that if (c) is not satisfied,
then Tg : A
p
ω → A is bounded for any polynomial g.
The condition supz∈D
∥∥∥GH(β)g,z ∥∥∥
Y
< ∞ in Theorem 1.1(i) might seem obscure, but it
turns out to be useful in praxis, for example in Theorem 1.2(ii) and Theorem 1.3.
As for the question of the boundedness, we provide a second general approach that is
closely related to bounded surjective projections, a topic intimately related to duality.
Theorem 2.4 below allows us to describe those g ∈ H(D) such that Tg : X → H∞ is
bounded when X is an Lp-quotient, in particular, when X is the Bloch space or BMOA.
We will also prove that the Hankel operator Hg¯ and the integral operator Tg are not
simultaneously bounded on H∞, although it is well-known that this happens on Hp for
1 < p <∞ [1, 24].
With regard to the weak compactness, we will focus on the cases X = H∞ and
X = A. In fact, using a result due to Bourgain [7, 8], which says that a bounded
operator T : H∞ → X is weakly compact if and only if it is completely continuous, and
a result due to Lefe´vre [16, Theorem 1.2] in the same spirit, we will prove the following
result.
Theorem 1.4. Let g ∈ H(D). If Tg : H∞ → H∞ is weakly compact, then g ∈ A.
Theorem 1.4 is a key in our study and in particular it is used to prove Theorem 1.1(ii).
The next result is also obtained as a byproduct of Theorem 1.4.
Corollary 1.5. Let g ∈ H(D) such that Tg : H∞ → H∞ is bounded. Then the following
statements are equivalent:
(a) Tg : H
∞ → H∞ is weakly compact;
(b) Tg : H
∞ → A is bounded;
(c) Tg : A→ A is weakly compact.
As for the compactness, an application of Theorem 1.4 together with the use of the
H(β)-pairing provides the following result.
Theorem 1.6. Let g ∈ H(D) and X ⊂ H(D) admissible such that H∞ ⊂ X.
(i) Then Tg : X → H∞ is compact if and only if Tg : X → A is compact.
(ii) If Y ⊂ H(D) satisfies Y ≃ X∗ via the H(β)-pairing and for every bounded
sequence in X, there is a subsequence which converges uniformly on compact
subsets of D to an element of X, then Tg : X → A is compact if and only if
{T ∗g (KH(β)z ) : z ∈ D} = {GH(β)g,z : z ∈ D} is relatively compact in Y .
We shall use Theorem 1.6(i) to prove the following result, which is in stark contrast
with the fact that there is a g ∈ H(D) such that Tg : H∞ → H∞ is bounded but Tg is
unbounded acting on A.
Theorem 1.7. Let g ∈ H(D). Then the following statements are equivalent:
(i) Tg : H
∞ → H∞ is compact;
(ii) Tg : A→ A is compact;
(iii) Tg : H
∞ → A is compact;
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(iv) Tg : A→ H∞ is compact;
(v) {GH2g,z : z ∈ D} is relatively compact in K.
Furthermore, we will combine Theorem 1.6 with Littlewood-Paley formulas for the
H2-paring and the A2ω-pairing in order to obtain concrete descriptions of the g ∈ H(D)
such that Tg : X → H∞ is compact. In particular, we will prove the following result.
Theorem 1.8. Let g ∈ H(D).
(a) Each polynomial g induces a bounded operator Tg : H
1 → H∞ but only constant
functions induce compact integral operators from H1 to H∞.
(b) If Tg : BMOA→ H∞ is bounded, then the following statements are equivalent:
(i) Tg : BMOA→ H∞ is compact;
(ii) Tg : VMOA→ A is compact;
(iii) Tg : BMOA→ A is compact;
(iv) Tg : VMOA→ H∞ is compact;
(v) {GH2g,z : z ∈ D} is a relatively compact in H1;
(vi) lim
R→1−
sup
z∈D
∫
T
(∫
Γ(ξ)\D(0,R)
∣∣∣(GH2g,z )′(w)∣∣∣2 dA(w)
) 1
2
|dξ| = 0, where
Γ(ξ) =
{
ζ ∈ D : |θ − arg ζ| < 1
2
(1− |ζ|)
}
is the lens-type region with vertex at ξ = eiθ.
We shall use the theory of tent spaces introduced by Coifman, Meyer and Stein [10] in
the proof of Theorem 1.8(b). In particular, a clever stopping-time argument [10, (4.3)]
will be employed to prove that (vi) implies (i).
Finally, let us recall that each g ∈ H∞ (resp. g ∈ A) with bounded radial variation
induces a bounded integral operator Tg on H
∞ (resp. on A). However, as far as we
know, the reverses are open problems. We will show that each g ∈ A with bounded
radial variation induces a bounded integral operator from H∞ into the disc algebra, see
Proposition 3.9 below.
The rest of the paper is organized as follows. Section 2 is devoted to the study
of boundedness, and the equivalence (a)⇔(c) of Theorem 1.3 is proved there. Theo-
rem 1.1(i) coincides with Theorem 2.2, and Theorem 1.2 is contained in Theorem 2.5.
In Section 3 we prove Theorem 1.4, Corollary 1.5 and Corollary 3.8, which contains
Theorem 1.1(ii). Section 4 contains the proofs of Theorems 1.6, 1.7, and 1.8. Section 5
contains a further discussion about some of our results and in particular (see Theo-
rem 5.1 below) shows that condition supz∈D
∥∥∥GH2g,z∥∥∥
H2
< ∞ can be neatly rewritten
when g has nonnegative Taylor coefficients.
2. Bounded integral operators mapping into H∞
2.1. General results. We begin with introducing some notation and a couple of results
which will be repeatedly used throughout the paper. Let T (X,H∞) denote the set of
g ∈ H(D) such that Tg : X → H∞ is bounded, and let Tc(X,H∞) denote the symbols
g for which Tg : X → H∞ is compact. For f ∈ H(D) and 0 < r < 1, let
Mp(r, f) =
(
1
2π
∫ 2π
0
|f(reiθ)|p dθ
)1/p
, 0 < p <∞,
M∞(r, f) = max
|z|=r
|f(z)|.
For 0 < p ≤ ∞, the Hardy space Hp consists of f ∈ H(D) such that ‖f‖Hp =
sup0<r<1Mp(r, f) <∞. The proof of the following known result is standard and hence
omitted.
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Lemma A. Let X ⊂ H(D) be an admissible Banach space. Then the following asser-
tions hold:
(1) T (X,H∞) endowed with the norm ‖g‖∗ = ‖Tg‖X→H∞+|g(0)| is a Banach space.
(2) If the multiplication operator Mz : X → X is bounded and Tz : X → H∞ is
bounded, then T (X,H∞) contains all polynomials. If in addition Tz is compact,
then Tc(X,H
∞) contains all polynomial.
Let PX denote the closure of polynomials in X.
Proposition 2.1. Let X ⊂ H(D) be an admissible Banach space and g ∈ H(D). Then
the following statements are equivalent:
(a) Tg : X → H∞ is bounded;
(b) Tg : PX → H∞ is bounded.
Moreover,
‖Tg‖PX→H∞ ≍ ‖Tg‖X→H∞ .
Proof. It is clear that (a) implies (b), and ‖Tg‖PX→H∞ ≤ ‖Tg‖X→H∞ . Now, assume
(b), and let f ∈ X. Since fr ∈ PX for each 0 < r < 1 by (P1), (P2) yields
‖Tg(fr)‖H∞ ≤ ‖Tg‖PX→H∞‖fr‖X . ‖Tg‖PX→H∞‖f‖X , 0 < r < 1.
Since Tg(f)(z) = limr→1− Tg(fr)(z) for all z ∈ D, we deduce |Tg(f)(z)| . ‖Tg‖PX→H∞‖f‖X .
This yields (a) and ‖Tg‖X→H∞ . ‖Tg‖PX→H∞ . 
Let {βn}∞n=0 be a sequence of positive numbers such that limn→∞ n
√
βn = 1. Then
Fβ(z) =
∑∞
n=0
zn
βn
∈ H(D), and since Ho¨lder’s inequality gives
|f(z)| ≤
∞∑
n=0
|f̂(n)||z|n ≤ ‖f‖H(β)Fβ(|z|2), z ∈ D,
the norm convergence in H(β) implies the uniform convergence in compact subsets of D.
In particular, the point evaluation functionals are bounded on H(β), and therefore the
Riesz representation theorem guarantees the existence of reproducing kernels K
H(β)
z ∈
H(β) such that
f(z) = 〈f,KH(β)z 〉H(β), f ∈ H(β), z ∈ D. (2.1)
The identity K
H(β)
z (ζ) = Fβ(ζz) =
∑∞
n=0
(ζz)n
βn
follows by using the standard orthonor-
mal basis of normalized monomials.
Two normed spaces X,Y ⊂ H(D) satisfy the duality relation X∗ ≃ Y via the H(β)-
pairing if 〈f, g〉H(β) exists for all f ∈ X and g ∈ Y , the linear functional Lg(f) =
〈f, g〉H(β) on X satisfies C−1‖g‖Y ≤ ‖Lg‖ ≤ C‖g‖Y for some constant C > 0, and each
L ∈ X∗ equals to Lg for some g ∈ Y . Therefore, if X∗ ≃ Y via the H(β)-pairing, the
anti-linear mapping g 7→ Lg is a bijection from Y to X∗ and the norms of g and Lg are
comparable.
With these preparations we can state and prove the first characterization of the
bounded integral operators.
Theorem 2.2. Let g ∈ H(D) and X,Y ⊂ H(D) Banach spaces such that X∗ ≃ Y via
the H(β)-pairing. Then Tg : X → H∞ is bounded if and only if supz∈D
∥∥∥GH(β)g,z ∥∥∥
Y
<∞,
where
G
H(β)
g,z (w) =
∫ z
0
g′(ζ)K
H(β)
ζ (w) dζ = T
∗
g (K
H(β)
z )(w), z ∈ D, w ∈ D. (2.2)
Moreover,
‖Tg‖X→H∞ ≍ sup
z∈D
∥∥∥GH(β)g,z ∥∥∥
Y
. (2.3)
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Proof. For each z ∈ D,
G
H(β)
g,z (w) =
∫ z
0
g′(ζ)K
H(β)
ζ (w) dζ =
∞∑
n=0
(∫ z
0
ζn
βn
g′(ζ) dζ
)
wn,
and hence
Tg(f)(z) =
∫ z
0
g′(ζ)f(ζ) dζ = lim
r→1−
∫ z
0
g′(ζ)f(rζ) dζ
= lim
r→1−
∫ z
0
(
∞∑
n=0
f̂(n)ζnrn
)
g′(ζ) dζ
= lim
r→1−
∞∑
n=0
f̂(n)
(∫ z
0
ζn
βn
g′(ζ) dζ
)
βnr
n = 〈f,GH(β)g,z 〉H(β), z ∈ D,
(2.4)
for all f ∈ H(D). Therefore Tg : X → H∞ is bounded if and only if each GH(β)g,z induces
via · 7→ 〈·, GH(β)g,z 〉H(β) a bounded linear functional in X with norm uniformly bounded
in z. Thus Tg : X → H∞ is bounded if and only if supz∈D
∥∥∥GH(β)g,z ∥∥∥
Y
<∞, and further,
(2.3) is satisfied. The second equality in (2.2) follows by (2.1) and (2.4):
〈Tg(f),KH(β)z 〉H(β) = Tg(f)(z) = 〈f,GH(β)g,z 〉H(β), z ∈ D.
Ergo, T ∗g (K
H(β)
z ) = G
H(β)
g,z for all z ∈ D. 
By using Proposition 2.1 and Theorem 2.2 we obtain the following result.
Proposition 2.3. Let X ⊂ H(D) be admissible and Y ⊂ H(D) such that X∗ ≃ Y via
the H(β)-pairing. Then the following statements are equivalent:
(a) Tg : PX → A is bounded;
(b) g ∈ A and supz∈D
∥∥∥GH(β)g,z ∥∥∥
Y
<∞.
Proof. Proposition 2.1 and Theorem 2.2 show that (a) implies (b). Conversely, assume
that g ∈ A and supz∈D
∥∥∥GH(β)g,z ∥∥∥
Y
< ∞. If p is a polynomial, then Tg(p) belongs to A.
If f ∈ PX , there exists a sequence of polynomials {pn} such that ‖pn − f‖X → 0. By
Theorem 2.2, Tg : X → H∞ is bounded, so ‖Tg(pn) − Tg(f)‖H∞ . ‖pn − f‖X → 0.
Since Tg(pn) ∈ A for all n, then Tg(f) ∈ A. 
Theorem 2.2 is based on characterizations of dual spaces. The following approach
to the question of when Tg : X → H∞ is bounded consists of using surjective integral
operators involving a kernel. Since descriptions of dual spaces is closely related to
bounded projections, in some concrete applications Theorems 2.2 and 2.4 yield the
same conclusion.
For 1 < p <∞, write p′ for the conjugate of p, 1p + 1p′ = 1. If p = 1, set p′ =∞.
Theorem 2.4. Let X ⊂ H(D) be a Banach space, (Ω, µ) a finite measure space and µ
a positive measure. Let K : D× Ω→ C be a kernel such that
(i) z 7→ K(z, w) is analytic for all w ∈ Ω;
(ii) w 7→ K(z, w) is measurable for all z ∈ D;
(iii) supz∈E,w∈Ω |K(z, w)| <∞ for each compact subset E ⊂ D.
Let g ∈ H(D), 1 < p ≤ ∞ and
P (h)(z) =
∫
Ω
h(w)K(z, w) dµ(w), z ∈ D,
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such that P : Lp(Ω) → X is bounded and onto. Then Tg : X → H∞ is bounded if and
only if
sup
z∈D
∫
Ω
∣∣∣∣∫ z
0
g′(ζ)K(ζ, w) dζ
∣∣∣∣p′ dµ(w) <∞. (2.5)
Moreover, there exists M =M(P ) > 0 such that
M−p
′‖Tg‖p
′
X→H∞ ≤ sup
z∈D
∫
Ω
∣∣∣∣∫ z
0
g′(ζ)K(ζ, w) dζ
∣∣∣∣p′ dµ(w) ≤ ‖P‖p′‖Tg‖p′X→H∞ . (2.6)
Proof. Let first p =∞, and assume that Tg : X → H∞ is bounded. Then
|Tg(P (h))(z)| ≤ ‖Tg‖X→H∞‖P (h)‖X ≤ ‖Tg‖X→H∞‖P‖L∞→X‖h‖L∞ , z ∈ D,
for all h ∈ L∞ = L∞(Ω). Fix z ∈ D and, for each w ∈ Ω, define
hz(w) =

∫ z
0 g
′(ζ)K(ζ,w)dζ
|∫ z0 g′(ζ)K(ζ,w)dζ| , if
∫ z
0 g
′(ζ)K(ζ, w) dζ 6= 0,
0, if
∫ z
0 g
′(ζ)K(ζ, w) dζ = 0,
so that hz ∈ L∞ for each z ∈ D with supz∈D ‖hz‖L∞ = 1. Then Fubini’s theorem gives∫
Ω
∣∣∣∣∫ z
0
g′(ζ)K(ζ, w) dζ
∣∣∣∣ dµ(w) = |Tg(P (hz))(z)| ≤ ‖Tg‖X→H∞‖P‖L∞→X <∞, z ∈ D,
so (2.5) and the second inequality in (2.6) follow.
Conversely, since P : L∞ → X is bounded and onto, the open mapping theorem
ensures the existence of a constant M = M(P ) > 0 such that, for each f ∈ X there is
h ∈ L∞ such that f = P (h) and ‖h‖L∞ ≤ M‖f‖X . A reasoning similar to that above
now yields
|Tg(f)(z)| =
∣∣∣∣∫ z
0
g′(ζ)
(∫
Ω
h(w)K(ζ, w) dµ(w)
)
dζ
∣∣∣∣
≤
∫
Ω
|h(w)|
∣∣∣∣∫ z
0
g′(ζ)K(ζ, w) dζ
∣∣∣∣ dµ(w)
≤M‖f‖X
∫
Ω
∣∣∣∣∫ z
0
g′(ζ)K(ζ, w) dζ
∣∣∣∣ dµ(w),
(2.7)
and thus Tg : X → H∞ is bounded with
M−1‖Tg‖X→H∞ ≤ sup
z∈D
∫
Ω
∣∣∣∣∫ z
0
g′(ζ)K(ζ, w) dζ
∣∣∣∣ dµ(w).
Let now 1 < p <∞, and denote Lp = Lp(Ω) for short. Assume that Tg : X → H∞ is
bounded. Fubini’s theorem gives∫
Ω
∣∣∣∣∫ z
0
g′(ζ)K(ζ, w) dζ
∣∣∣∣p′ dµ(w) = sup
‖h‖Lp≤1
∣∣∣∣∫ z
0
g′(ζ)P (h)(ζ) dζ
∣∣∣∣p′
= sup
‖h‖Lp≤1
|Tg(P (h))(z)|p
′ ≤ ‖Tg‖p
′
X→H∞‖P‖p
′
Lp→X ,
so (2.5) and the second inequality in (2.6) follows.
Conversely, if (2.5) is satisfied, then a reasoning similar to that in (2.7), involving the
open mapping theorem, Fubini’s theorem and Ho¨lder’s inequality, shows that Tg : X →
H∞ is bounded and the claimed norm estimate is satisfied. 
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2.2. Hardy and related spaces. In this section, Theorem 2.2 and Proposition 2.3
together with Theorem 2.4 are applied to spaces of analytic functions with dual spaces
described in terms of the H2-pairing. To do this, some notation is needed. The space
BMOA (resp. VMOA) consists of functions in the Hardy space H1 having bounded
(resp. vanishing) mean oscillation on the boundaryT. The space K of Cauchy transforms
consists of analytic functions in D of the form
(Kµ)(z) =
∫
T
dµ(ξ)
1− ξz ,
where µ belongs to the space of finite complex Borel measures on T, and is endowed
with the norm ‖f‖K = inf{‖µ‖ : f = Kµ} [9]. Here ‖µ‖ denotes the total variation
of µ. For w ∈ T, the function fw(z) = 11−wz belongs to K and ‖fw‖K = 1. Moreover, K
admits the decomposition K = Ka+Ks, where Ka and Ks denote the Cauchy transforms
induced by absolute continuous and singular measures, respectively. Since A∗ ≃ K and
K∗a ≃ H∞ via the H2-pairing [9, p. 89–91], this decomposition yields
A∗∗ = H∞ ⊕K∗s . (2.8)
Recall that
GH2g,z (w) =
∫ z
0
g′(ζ)
1− wζ dζ, z ∈ D, w ∈ D,
and for g ∈ H(D) and z ∈ D, define
dµg,z(ζ) =
(∫ z
0
g′(u)
ζ − u du
)
dζ
2πi
, ζ ∈ T.
Theorem 1.2 is contained in the following result.
Theorem 2.5. Let g ∈ H(D).
(i) Tg : A → A is bounded if and only if g ∈ A and supz∈D
∥∥∥GH2g,z∥∥∥
K
< ∞. In
particular, if g ∈ A and supz∈D ‖µg,z‖ <∞, then Tg : A→ A is bounded.
(ii) The following statements are equivalent:
(a) Tg : H
∞ → H∞ is bounded;
(b) Tg : A→ H∞ is bounded;
(c) sup
z∈D
∥∥∥GH2g,z∥∥∥
K
<∞.
Moreover, ‖Tg‖H∞→H∞ = ‖Tg‖A→H∞. In particular, if supz∈D ‖µg,z‖ <∞, then
Tg : H
∞ → H∞ is bounded.
(iii) If 1 < p <∞, then Tg : Hp → H∞ is bounded if and only if supz∈D
∥∥∥GH2g,z∥∥∥
Hp′
<
∞.
(iv) Tg : H
1 → H∞ is bounded if and only if supz∈D
∥∥∥GH2g,z∥∥∥
BMOA
<∞. In particular,
T (H1,H∞) contains all polynomials.
(v) The following statements are equivalent:
(a) Tg : BMOA→ H∞ is bounded;
(b) Tg : VMOA→ H∞ is bounded;
(c) sup
z∈D
∥∥∥GH2g,z∥∥∥
H1
<∞.
In particular, if Tg : VMOA→ H∞ is bounded, then Tg : H∞ → H∞ is bounded.
(vi) Tg : Ka → H∞ is bounded if and only if g is constant. In particular, if 0 < p < 1,
then Tg : H
p → H∞ is bounded only if g is constant.
Proof. (i) The first assertion is a consequence of Proposition 2.3 and [9, Theorem 4.2.2].
To see the second assertion, it suffices to use Fubini’s theorem and the Cauchy integral
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formula to show that µg,z is one of the representing measures of G
H2
g,z as a function in K,
that is,
GH2g,z (w) = (Kµg,z)(w) =
∫
T
dµg,z(ζ)
1− wζ , w ∈ D.
(ii) The fact that (a) and (b) are equivalent is due to Proposition 2.1, and its proof
shows that ‖Tg‖H∞→H∞ = ‖Tg‖A→H∞ . Theorem 2.2 gives the equivalence between (b)
and (c).
(iii) This is a consequence of the duality (Hp)∗ ≃ Hp′ for 1 < p <∞, and Theorem 2.2.
An alternative way to deduce the assertion is to note that the Szego¨ projection
P (f)(z) =
1
2π
∫ π
0
f(eiθ)
1− ze−iθ dθ, z ∈ D,
is bounded from Lp(T) onto Hp [30, Theorem 9.6], and then apply Theorem 2.4.
(iv) Fefferman’s duality theorem states that (H1)∗ ≃ BMOA via the H2-pairing
[30, Theorem 9.20]. Therefore the assertion follows by Theorem 2.2. The function
z 7→ log(1 − z) belongs to BMOA, and hence supz∈D ‖GH
2
g,z‖BMOA < ∞ for g(z) = z.
Therefore T (H1,H∞) contains all polynomials by Lemma A.
(v) Since VMOA is the closure of polynomials in BMOA, the equivalence between
(a) and (b) is due to Proposition 2.1. Using again Theorem 2.2 and the duality relation
VMOA∗ ≃ H1 [30, Theorem 9.28], we deduce that (b) and (c) are equivalent. Alterna-
tively, the Szego¨ projection is bounded from L∞(T) onto BMOA by [30, Theorem 9.21],
and hence (a) and (c) are equivalent by Theorem 2.4.
(vi) If Tg : Ka → H∞ is bounded, then Theorem 2.2 gives supz∈D ‖GH
2
g,z‖H∞ < ∞.
Assume that g is not constant and let N ∈ N ∪ {0} such that ĝ(N + 1) 6= 0. Since∫ z
0
g′(ζ)
1− wζ dζ =
∞∑
k=0
(
∞∑
n=0
(n+ 1)ĝ(n+ 1)
zn+k+1
n + k + 1
)
wk,
we deduce
sup
z∈D
‖GH2g,z‖H∞ ≥ sup
z∈D
∣∣∣∣∣
∞∑
k=0
(
∞∑
n=0
(n+ 1)ĝ(n+ 1)
zn+1
n+ k + 1
)
|z|2k
∣∣∣∣∣
= sup
z∈D
∣∣∣∣∣
∞∑
n=0
(n+ 1)ĝ(n+ 1)
(
∞∑
k=0
|z|2k
n+ k + 1
)
zn+1
∣∣∣∣∣
≥ sup
0<r<1
 1
2π
∫ 2π
0
∣∣∣∣∣
∞∑
n=0
(n+ 1)ĝ(n+ 1)
(
∞∑
k=0
r2k
n+ k + 1
)
(reiθ)n+1
∣∣∣∣∣
2
dθ
1/2
= sup
0<r<1
 ∞∑
n=0
(n+ 1)2|ĝ(n + 1)|2
(
∞∑
k=0
r2k+n+1
n+ k + 1
)21/2
≥ sup
0<r<1
(N + 1)|ĝ(N + 1)|
∞∑
k=0
r2k+N+1
N + k + 1
≥ lim
r→1−
|ĝ(N + 1)|rN−1
∞∑
k=0
r2(k+1)
k + 1
≥ lim
r→1−
|ĝ(N + 1)|rN−1 log 1
1− r2 =∞.
This implies that Tg : Ka → H∞ is bounded only if g is constant. The second assertion
follows by (2.9) below. 
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Theorem 2.5(vi) implies that T (X,H∞) contains constant functions only when Ka ⊂
X ⊂ H(D). The chain of inclusions
Ka ⊂ K ⊂ H1,∞ ⊂ ∩0<p<1Hp ⊂ ∩0<p<1Apω (2.9)
gives examples of such X. Here H1,∞ denotes the weak Hardy space of order 1 [9, p. 35]
and ω is any radial weight. For the embedding K ⊂ H1,∞, see [9, p. 75]. Moreover,
[9, Proposition 4.1.17] says that K ⊂ H∞v = {f ∈ H(D) : supz∈D v(|z|)|f(z)|} for
v(r) = 1− r. Therefore Tg maps the previous space into H∞ if and only if g is constant.
2.3. Weighted Bergman and related spaces. In this section we deal with spaces
of analytic functions in D which dual spaces are usually described in terms of the A2ω-
pairing. To do this, some notation are in order. A nonnegative integrable function ω
in D is called a weight. It is radial if ω(z) = ω(|z|) for all z ∈ D. For 0 < p < ∞ and a
weight ω, the weighted Bergman space Apω consists of f ∈ H(D) such that
‖f‖p
Apω
=
∫
D
|f(z)|pω(z) dA(z) <∞,
where dA(z) = dx dyπ is the normalized Lebesgue area measure on D. That is, A
p
ω =
Lpω ∩ H(D) where Lpω is the corresponding Lebesgue space. As usual, write Apα for the
standard weighted Bergman space induced by the radial weight (1− |z|2)α.
We will write D̂ for the class of radial weights such that ω̂(z) = ∫ 1|z| ω(s) ds is doubling,
that is, there exists C = C(ω) ≥ 1 such that ω̂(r) ≤ Cω̂(1+r2 ) for all 0 ≤ r < 1. We
refer to [22, Lemma 2.1] for equivalent descriptions of the class D̂. A radial weight ω is
called regular, denoted by ω ∈ R, if ω ∈ D̂ and ω(r)(1 − r) ≍ ω̂(r) for all 0 ≤ r < 1.
As to concrete examples, every standard weight as well as those given in [2, (4.4)–(4.6)]
are regular.
The reproducing kernels of the Bergman space A2ω induced by ω ∈ D̂ are given by
Bωζ (z) =
∞∑
n=0
(ζz)n
2ω2n+1
, ζ, z ∈ D,
where ω2n+1 =
∫ 1
0 r
2n+1ω(r) dr for all n. The orthogonal Bergman projection Pω from
L2ω to A
2
ω can be written as
Pω(f)(z) =
∫
D
f(ζ)Bωz (ζ)ω(ζ)dA(ζ), z ∈ D.
If ω ∈ R, then Pω maps Lpω onto Apω for 1 < p < ∞, and L∞(D) into the Bloch
space [21, Theorem 5]. Recall that the Bloch space B consists of f ∈ H(D) such that
‖f‖B = supz∈D |f ′(z)|(1− |z|2) + |f(0)| <∞. The little Bloch space B0 is the closure of
polynomials in B. For g ∈ H(D) and z ∈ D, write
G
A2ω
g,z (w) =
∫ z
0
g′(ζ)Bωζ (w) dζ, w ∈ D.
Theorem 2.6. Let ω ∈ R and g ∈ H(D).
(i) If 1 < p <∞, then Tg : Apω → H∞ is bounded if and only if supz∈D
∥∥∥GA2ωg,z∥∥∥
Ap
′
ω
<
∞.
(ii) If 0 < p ≤ 1, then Tg : Apω → H∞ is bounded if and only if g is constant.
(iii) The following statements are equivalent:
(a) Tg : B → H∞ is bounded;
(b) Tg : B0 → H∞ is bounded;
(c) supz∈D
∥∥∥GA2ωg,z∥∥∥
A1ω
<∞.
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Proof. (i) This follows either by Theorem 2.2 and [21, Corollary 7], or Theorem 2.4 and
[21, Theorem 5].
(ii) By Theorem 2.5(vi) and (2.9) it suffices to show that ∩0<p<1Hp ⊂ A1ω. The
continuous weight ω˜(r) = ω̂(r)1−r belongs to R and ω ≍ ω˜. Since each f ∈ ∩0<p<1Hp
satisfies M1(r, f) . (1− r)−ε, 0 < r < 1, for any ε > 0 (see [14, Theorem 5.9]), we have
‖f‖A1ω ≍ ‖f‖A1ω˜ .
∫ 1
0
(1− r)−εω˜(r) dr.
Since (1 − r)−εω˜(r) is a weight for sufficiently small ε = ε(ω˜) > 0 by [20, p. 10], we
deduce ∩0<p<1Hp ⊂ A1ω.
(iii) Proposition 2.1 shows that (a) and (b) are equivalent. Let us prove the equivalence
between (a) and (c). The Bergman projection Pω maps L
∞(D) into the Bloch space B
by [21, Theorem 5]. Moreover, for given f ∈ B, the function
g(z) = f̂(0) +
ω̂(z)
|z|ω(z)
∞∑
n=0
(2n+ 1)f̂(n)zn = f̂(0) +
ω̂(z)
|z|ω(z)
(
2zf ′(z) + f(z)− f(0)) ,
belongs to L∞(D), and satisfies Pω(g) = f . Thus Pω : L
∞(D)→ B is onto, and therefore
Tg : B → H∞ is bounded if and only if supz∈D
∥∥∥GA2ωg,z∥∥∥
A1ω
<∞ by Theorem 2.4. 
Next, we use Theorem 2.6(i) to prove the equivalence between (a) and (c) in Theo-
rem 1.3. Some notation and preliminary results are now in order. If g(z) =
∑∞
k=0 ĝ(k)z
k
is analytic in D and n1, n2 ∈ N ∪ {0}, write
Sn1,n2g(z) =
n2−1∑
k=n1
ĝ(k)zk, n1 < n2.
The following result is essentially known [19], but we include a proof for the sake of
completeness.
Lemma 2.7. Let 1 < p,C1, C2 <∞. Then∥∥∥∥Sn1,n2 ( 11− z
)∥∥∥∥
Hp
≍ n(1−
1
p
)
2
for all n1, n2 ∈ N such that C1 ≤ n2n1 ≤ C2.
Proof. Let h(z) = (1− z)−1. By [19, Lemma 10] and the M. Riesz projection theorem,
‖Sn1,n2h‖pHp ≍Mpp
(
1− 1
n2
, Sn1,n2h
)
.Mpp
(
1− 1
n2
, h
)
≍ np−12 . (2.10)
On the other hand, the hypothesis 1 < C1 ≤ n2n1 ≤ C2 <∞ yields
M∞
(
1− 1
n1
, Sn1,n2h
)
≍ n2 − n1 ≍ n2.
Furthermore, by using the well-know inequality M∞(r, f) . (ρ− r)−
1
pMp(ρ, f), 0 < r <
ρ < 1, we deduce
M∞
(
1− 1
n1
, Sn1,n2h
)
.
(
1
n1
− 1
n2
)−1/p
Mp
(
1− 1
n2
, Sn1,n2h
)
≍ n1/p2 ‖Sn1,n2h‖Hp ,
and hence np−12 . ‖Sn1,n2h‖pHp . This together with (2.10) proves the assertion. 
Throughout the rest of the section we assume, without loss of generality, that∫ 1
0 ω(s) ds = 1. For each n ∈ N ∪ {0}, define rn = rn(ω) ∈ [0, 1) by
ω̂(rn) =
∫ 1
rn
ω(s) ds =
1
2n
. (2.11)
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Clearly, {rn}∞n=0 is a non-decreasing sequence of distinct points on [0, 1) such that r0 = 0
and rn → 1−, as n → ∞. For x ∈ [0,∞), let E(x) denote the integer such that
E(x) ≤ x < E(x) + 1, and set Mn = E
(
1
1−rn
)
. Write
I(0) = Iω(0) = {k ∈ N ∪ {0} : k < M1}
and
I(n) = Iω(n) = {k ∈ N :Mn ≤ k < Mn+1}
for all n ∈ N. If f(z) =∑∞n=0 f̂(n)zn is analytic in D, define the polynomials ∆ωnf by
∆ωnf(z) =
∑
k∈Iω(n)
f̂(n)zk, n ∈ N ∪ {0}.
The following equivalent norm in Apω plays an important role in the proof of Theo-
rem 1.3.
Theorem B. Let 1 < p <∞ and ω ∈ D̂ such that ∫ 10 ω(t) dt = 1. Then
‖f‖p
Apω
≍
∞∑
n=0
2−n‖∆ωnf‖pHp
for all f ∈ H(D).
Theorem B follows by [22, Proposition 11], see also the proof of [19, Theorem 4].
With these preparations we are ready to prove the equivalence between (a) and (c) in
Theorem 1.3.
Proof of Theorem 1.3. The equivalence between (a) and (b) follows from Corollary 3.8
below. Suppose that (a) is satisfied and assume on the contrary to the assertion that∫ 1
0
dr
ω̂(r)
1
p−1
<∞. (2.12)
If g(z) = z, then Theorem 2.6(i) states that g ∈ T (Apω,H∞) if and only if
sup
z∈D
∫
D
∣∣∣∣∫ z
0
Bωζ (w) dζ
∣∣∣∣p′ ω(w) dA(w) <∞,
where ∫ z
0
Bωζ (w) dζ =
∞∑
n=0
wn
2ω2n+1
∫ z
0
ζn dζ =
z
w
(Kωw)
′(z)
and Kωw denotes the reproducing kernel of the Hilbert space Dω [23, (2.8)]. Recall
that Dω consists of f ∈ H(D) such that
‖f‖2Dω =
∫
D
|f ′(z)|2 ω(z) dA(z) + |f(0)|2ω(D) <∞.
Consequently, [23, Theorem 4(ii)] yields∥∥∥∥∫ z
0
Bωζ (w) dζ
∥∥∥∥p′
Ap
′
v
≍
∫ |z|
0
v̂(t)
ω̂(t)p′
dt, |z| → 1−,
for all ω, v ∈ D̂. In particular,
sup
z∈D
∫
D
∣∣∣∣∫ z
0
Bωζ (w) dζ
∣∣∣∣p′ ω(w) dA(w) ≍ ∫ 1
0
dr
ω̂(r)
1
p−1
.
This contradicts (a), and thus we have shown that (a) implies (c). In particular, by
using these estimates and Lemma A, we deduce that if 1 < p <∞ and ω ∈ R such that
(2.12) is satisfied, then T (Apω,H∞) contains all polynomials.
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Assume now (c). To see that (a) is satisfied, by Theorem 2.6(i), it suffices to show
that
sup
z∈D
∫
D
∣∣∣∣∫ z
0
g′(ζ)Bωζ (w) dζ
∣∣∣∣p′ ω(w) dA(w) =∞
for each non-constant g ∈ H(D). For g(z) =∑∞k=0 ĝ(k)zk ∈ H(D),
g′(ζ)Bωζ (w) =
(
∞∑
n=0
(n+ 1)ĝ(n+ 1)ζn
)(
∞∑
k=0
(ζw)k
2ω2k+1
)
=
∞∑
j=0
(
j∑
k=0
wk
2ω2k+1
(j − k + 1)ĝ(j − k + 1)
)
ζj,
and hence
∫ z
0
g′(ζ)Bωζ (w) dζ =
∞∑
j=0
(
j∑
k=0
wk
2ω2k+1
(j − k + 1)ĝ(j − k + 1)
)
zj+1
j + 1
=
∞∑
k=0
 ∞∑
j=k
j − k + 1
j + 1
ĝ(j − k + 1)zj+1
 wk
2ω2k+1
=
∞∑
k=0
(
∞∑
n=0
n+ 1
n+ k + 1
ĝ(n+ 1)zn+k+1
)
wk
2ω2k+1
.
(2.13)
By using (2.13), Theorem B , [19, Lemma E](a) with λ = {ω−12k+1} and then [19,
Lemma E](b) with λ = {|z|k}, we deduce
∫
D
∣∣∣∣∫ z
0
g′(ζ)Bωζ (w) dζ
∣∣∣∣p′ ω(w) dA(w)
=
∫
D
∣∣∣∣∣
∞∑
k=0
(
∞∑
n=0
n+ 1
n+ k + 1
ĝ(n+ 1)zn+k+1
)
wk
2ω2k+1
∣∣∣∣∣
p′
ω(w) dA(w)
≍
∞∑
j=0
2−j
∥∥∥∥∥∥
∑
k∈Iω(j)
(
∞∑
n=0
n+ 1
n+ k + 1
ĝ(n+ 1)zn+k+1
)
wk
2ω2k+1
∥∥∥∥∥∥
p′
Hp′
&
∞∑
j=0
2−j
(ω2Mj+1)
p′
∥∥∥∥∥∥
∑
k∈Iω(j)
(
∞∑
n=0
n+ 1
n+ k + 1
ĝ(n+ 1)zn+1
)
(zw)k
∥∥∥∥∥∥
p′
Hp′
=
∞∑
j=0
2−j
(ω2Mj+1)
p′
∥∥∥∥∥∥
∑
k∈Iω(j)
(
∞∑
n=0
n+ 1
n+ k + 1
ĝ(n+ 1)zn+1
)
(|z|w)k
∥∥∥∥∥∥
p′
Hp′
&
∞∑
j=0
2−j
(ω2Mj+1)
p′
∥∥∥∥∥∥
∑
k∈Iω(j)
(
∞∑
n=0
n+ 1
n+ k + 1
ĝ(n+ 1)zn+1
)
wk
∥∥∥∥∥∥
p′
Hp′
|z|Mj+1p′ ,
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and hence Fubini’s theorem yields
sup
z∈D
∫
D
∣∣∣∣∫ z
0
g′(ζ)Bωζ (w) dζ
∣∣∣∣p′ ω(w) dA(w)
& sup
z∈D
∞∑
j=0
2−j
(ω2Mj+1)
p′
∥∥∥∥∥∥
∑
k∈Iω(j)
(
∞∑
n=0
n+ 1
n+ k + 1
ĝ(n+ 1)zn+1
)
wk
∥∥∥∥∥∥
p′
Hp′
|z|Mj+1p′
= sup
0<r<1
sup
t∈[−π,π)
∞∑
j=0
2−j
(ω2Mj+1)
p′
∥∥∥∥∥∥
∑
k∈Iω(j)
(
∞∑
n=0
n+ 1
n+ k + 1
ĝ(n+ 1)(reit)n+1
)
wk
∥∥∥∥∥∥
p′
Hp′
rMj+1p
′
≥ sup
0<r<1
1
2π
∫ π
−π
 ∞∑
j=0
2−j
(ω2Mj+1)
p′
∥∥∥∥∥∥
∑
k∈Iω(j)
(
∞∑
n=0
n+ 1
n+ k + 1
ĝ(n+ 1)(reit)n+1
)
wk
∥∥∥∥∥∥
p′
Hp′
rMj+1p
′
 dt
= sup
0<r<1
∞∑
j=0
2−j
(ω2Mj+1)
p′
 1
(2π)2
∫ π
−π
∫ π
−π
∣∣∣∣∣∣
∑
k∈Iω(j)
(
∞∑
n=0
n+ 1
n+ k + 1
ĝ(n+ 1)(reit)n+1
)
eikθ
∣∣∣∣∣∣
p′
dt dθ
 rMj+1p′
= sup
0<r<1
∞∑
j=0
2−j
(ω2Mj+1)
p′
(
1
(2π)2
∫ π
−π
∫ π
−π
∣∣Γθ(reit)∣∣p′ dt dθ) rMj+1p′ ,
where Γθ(re
it) =
∑∞
n=0(n + 1)ĝ(n+ 1)
(∑
k∈Iω(j)
eikθ
n+k+1
)
(reit)n+1. Since g is non-
constant, there exists N ∈ N ∪ {0} such that |ĝ(N + 1)| > 0. Hence the M. Riesz
projection theorem (or Ho¨lder’s inequality and the Cauchy integral formula) yields
sup
z∈D
∫
D
∣∣∣∣∫ z
0
g′(ζ)Bωζ (w) dζ
∣∣∣∣p′ ω(w) dA(w)
& (N + 1)p
′ |ĝ(N + 1)|p′ sup
0<r<1
r(N+1)p
′
∞∑
j=0
2−jrMj+1p
′
(ω2Mj+1)
p′
1
2π
∫ π
−π
∣∣∣∣∣∣
∑
k∈Iω(j)
eikθ
N + k + 1
∣∣∣∣∣∣
p′
dθ.
By using [19, Lemma E](b) and Lemma 2.7, with n1 = Mj and n2 = Mj+1, together
with [19, Lemma 6], we deduce
1
2π
∫ π
−π
∣∣∣∣∣∣
∑
k∈Iω(j)
eikθ
N + k + 1
∣∣∣∣∣∣
p′
dθ &
1
(N +Mj+1)p
′
1
2π
∫ π
−π
∣∣∣∣∣∣
∑
k∈Iω(j)
eikθ
∣∣∣∣∣∣
p′
dθ
=
1
(N +Mj+1)p
′
∥∥∥∥∆ωj ( 11− z
)∥∥∥∥p′
Hp′
≍ M
p′−1
j+1
(N +Mj+1)p
′
≍M−1j+1.
Consequently,
sup
z∈D
∫
D
∣∣∣∣∫ z
0
g′(ζ)Bωζ (w) dζ
∣∣∣∣p′ ω(w) dA(w) & (N + 1)p′ |ĝ(N + 1)|p′ ∞∑
j=0
2−j
(ω2Mj+1)
p′Mj+1
.
Now [19, Lemma 6], (see also [22, Lemma 1]) and (2.11) yield
∞ =
∫ 1
0
dt
ω̂(t)p′−1
=
∞∑
j=0
∫ 1− 1
Mj+1
1− 1
Mj
dt
ω̂(t)p′−1
≤
∞∑
j=0
1
ω̂
(
1− 1Mj+1
)p′−1 ( 1Mj − 1Mj+1
)
≍
∞∑
j=0
1
ω̂
(
1− 1Mj+1
)p′−1
Mj+1
≍
∞∑
j=0
2−j
(ω2Mj+1)
p′Mj+1
,
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and we deduce that for each non-constant analytic symbol g, the operator Tg does not
map Apω into H∞ if
∫ 1
0 (ω̂(t))
1−p′dt diverges. ✷
2.4. The space T (H∞,H∞). The aim of this section is to provide further information
related to the space of symbols g that induce bounded operators Tg : H
∞ → H∞. Recall
that X ⊂ H(D) endowed with a seminorm ρ is called conformally invariant or Mo¨bius
invariant if there exists a constant C > 0 such that
sup
ϕ∈M
ρ(g ◦ ϕ) ≤ Cρ(g), g ∈ X,
whereM is the set of all Mo¨bius transformations ϕ of D onto itself. Classical examples
of conformally invariant spaces are BMOA, the Bloch space B and H∞.
Proposition 2.8. The Banach space T (H∞,H∞) equipped with the norm ‖g‖∗ =
‖Tg‖(H∞,H∞) + |g(0)| has the following properties:
(i) Polynomials are not dense in T (H∞,H∞);
(ii) There exists g ∈ T (H∞,H∞) such that gr 6→ g in the norm of T (H∞,H∞);
(iii) T (H∞,H∞) endowed with the seminorm ‖Tg‖(H∞,H∞) is conformally invariant.
Indeed,
sup
ϕ∈M
‖Tg◦ϕ‖H∞→H∞ ≤ 2‖Tg‖H∞→H∞ .
Proof. (i) Assume that polynomials are dense in T (H∞,H∞). By [4, Proposition 2.12],
there exists g ∈ T (H∞,H∞) \ A. Let {pn} be a sequence of polynomials such that
‖Tg−pn‖H∞→H∞ → 0, as n → ∞. Since ‖g − pn‖H∞ ≤ C‖Tg−pn‖H∞→H∞ and A is
closed in H∞, we deduce g ∈ A. This leads to a contradiction and therefore polynomials
are not dense in T (H∞,H∞).
(ii) The argument employed in (i) gives the assertion.
(iii) Take g ∈ T (H∞,H∞), and for each a ∈ D let ϕa(z) = a−z1−az . Then, for each
z ∈ D, we have
Tg◦ϕa(f)(ϕa(z)) =
∫ ϕa(z)
0
g′(ϕa(ζ))ϕ
′
a(ζ)f(ζ) dζ =
∫ z
a
g′(u)(f ◦ ϕa)(u) du
= −
∫ a
0
g′(u)(f ◦ ϕa)(u) du +
∫ z
0
g′(u)(f ◦ ϕa)(u) du
= −Tg(f ◦ ϕa)(a) + Tg(f ◦ ϕa)(z).
Therefore
‖Tg◦ϕa(f)‖H∞ = sup
z∈D
|Tg◦ϕa(f)(z)| = sup
z∈D
|Tg◦ϕa(f)(ϕa(z))|
≤ |Tg(f ◦ ϕa)(a)|+ sup
z∈D
|Tg(f ◦ ϕa)(z)| ≤ 2‖Tg(f ◦ ϕa)‖H∞
≤ 2‖Tg‖H∞→H∞‖f‖H∞ ,
and since ‖Tgh‖H∞→H∞ = ‖Tg‖H∞→H∞ for any constant function h ≡ ξ ∈ T, the
assertion follows. 
The space BRV of analytic functions with bounded radial variation consists of g ∈
H(D) such that
sup
0≤θ<2π
V (g, θ) = sup
0≤θ<2π
∫ 1
0
|g′(teiθ| dt <∞.
In [4] the authors made an extensive study of the spaces T (H∞,H∞) and Tc(H
∞,H∞),
in particular they observed that BRV ⊂ T (H∞,H∞). We do not know if this inclusion
is strict, but as for this question, we offer the following result.
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Theorem 2.9. Let g ∈ B. Assume that there exists l > 0 and a dense set E ⊂ T such
that, for each ξ ∈ E, there exists a Jordan arc Γζ in D ∪ {ξ} from 0 to ξ with∫
Γξ
|g′(s)| |ds| ≤ l.
Then Tg : H
∞ → H∞ is bounded.
Proof. Let f ∈ H∞ be fixed and h = Tg(f). Then h ∈ B with ‖h‖B ≤ ‖f‖H∞‖g‖B .
Fix ξ ∈ E, and let L = L(ξ) denote the lens, with vertexes at ξ and 0, formed by two
circular arcs such that they meet T at the angle π/4. If z ∈ Γξ, then
|h(z)| ≤
∫
Γζ
|f(s)||g′(s)| |ds| ≤ ‖f‖∞l
by the hypothesis. The curve Γξ intersects ∂L at 0, ξ, and, perhaps, in another points.
In any case we can build domains Gn such that L ⊂ (Γξ ∪n Gn) and ∂Gn ⊂ (Γξ ∪ ∂L).
Then [26, Theorem 4.2(iii)], see also [3], gives dist (h(z), h(Γξ)) ≤ eπ4 ‖f‖H∞‖g‖B for all
z ∈ L, and hence
|h(z)| ≤ sup
t∈Γξ
|h(t)| + dist (h(z), h(Γξ)) ≤
(
l +
eπ
4
‖g‖B
)
‖f‖H∞ , z ∈ L.
Now that E is dense in T, we have D \ {0} = ∪ξ∈EL(ξ), and thus Tg : H∞ → H∞ is
bounded. 
Regarding sufficient conditions, it is known that Tg : H
∞ → H∞ is compact if g ∈
BRV0 [4, Proposition 3.4]. Recall that BRV0 is the Banach space of g ∈ H(D) such that
g′ is uniformly integrable on radii, that is, for each ε > 0, there exists r = r(ε) ∈ (0, 1)
for which ∫ 1
r
|g′(teiθ)|dt ≤ ε, 0 ≤ θ < 2π.
It is clear that
BRV0 ⊂ BRV ⊂ T (H∞,H∞) ⊂ H∞. (2.14)
The following result shows that the lacunary series with Hadamard gaps are the same
in all above-mentioned spaces of analytic functions.
Proposition C. Let g ∈ H(D) be a lacunary series with Hadamard gaps, that is,
g(z) = a0+
∑∞
k=1 akz
nk with
nk+1
nk
≥ λ > 1 for all k ∈ N. Then the following statements
are equivalent:
(a) g ∈ BRV0;
(b) g ∈ BRV;
(c) g ∈ H∞;
(d)
∑
k |ak| <∞;
(e) Tg : H
∞ → H∞ is compact;
(f) Tg : H
∞ → H∞ is bounded.
Proof. By [31, Vol I p. 247], (c) implies (d), and (d) implies (a) by [4, Proposition 3.4].
Hence the first four statements are equivalent by the chain of inclusions (2.14). If
g ∈ BRV0, then Tg : H∞ → H∞ is compact by [4, Proposition 3.4]. It follows that (e)
and (f) are equivalent to the first four statements by (2.14). 
Next we study the relationship between integral and Hankel operators. Given ϕ ∈
L∞(T) and a polynomial f , consider the Hankel operator Hϕ(f) = (I−P )(ϕf), where P
is the Szego¨ projection. If 1 < p < ∞ and g ∈ H(D), Hg and Tg are simultaneously
bounded from Hp to Lp(T), and this happens if and only if g ∈ BMOA [1, 24]. This
is no longer true for the extreme points p = 1 and p = ∞. For p = 1 this fact follows
by [1, 15]. The next result deals with the case p = ∞. Denote by H(H∞,H∞) the set
of symbols g ∈ H(D) such that Hg : H∞ → H∞ is bounded.
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Proposition 2.10. The atomic singular inner function S(z) = exp
(
z+1
z−1
)
belongs to
BRV \H(H∞,H∞).
Proof. By [9, Theorem 6.6.3 or Theorem 6.6.11], the singular inner function S does not
belong to the space of multipliers of K. Thus, by [9, Proposition 6.1.5], the Hankel
operator with symbol S, is not bounded on H∞. We will show that S ∈ BRV, that is,
sup
θ∈(−π,π]
|V (S, θ)| = sup
θ∈(−π,π]
∫ 1
0
2
|1− teiθ|2 exp
(
− 1− t
2
|1− teiθ|2
)
dt <∞, (2.15)
and so TS : H
∞ → H∞ is bounded.
Since 1/4 ≤ |1− teiθ|2 ≤ 9/4 for 0 ≤ t ≤ 1/2,
sup
θ∈(−π,π]
∫ 1/2
0
1
|1− teiθ|2 exp
(
− 1− t
2
|1− teiθ|2
)
dt ≤ 2.
If 1/2 < t < 1, then (1−t)
2+θ2
π2
≤ |1− teiθ|2 ≤ (1− t)2 + θ2, and hence∫ 1
1/2
1
|1− teiθ|2 exp
(
− 1− t
2
|1− teiθ|2
)
dt ≤ π2
∫ 1
1/2
1
(1− t)2 + θ2 exp
(
− 1− t
(1− t)2 + θ2
)
dt.
If |θ| ≥ 1/2, then ∫ 1
1/2
1
|1− teiθ|2 exp
(
− 1− t
2
|1− teiθ|2
)
dt ≤ 2π2,
meanwhile for |θ| < 1/2, we have∫ 1
1/2
1
(1− t)2 + θ2 exp
(
− 1− t
(1− t)2 + θ2
)
dt =
∫ 1/2
0
1
x2 + θ2
exp
(
− x
x2 + θ2
)
dx
=
∫ |θ|
0
1
x2 + θ2
exp
(
− x
x2 + θ2
)
dx+
∫ 1/2
|θ|
1
x2 + θ2
exp
(
− x
x2 + θ2
)
dx
≤
∫ |θ|
0
1
θ2
exp
(
− x
2θ2
)
dx+
∫ 1/2
|θ|
1
x2
exp
(
− 1
2x
)
dx
= 2
(
1− exp
(
− 1
2|θ|
))
+ 2
(
exp (−1)− exp
(
− 1
2|θ|
))
≤ 2(1 + e−1).
By combining these three estimates we deduce (2.15). 
3. Weakly compact integral operators mapping into H∞
In this section, we deal with the weak compactness of integral operators mapping
into H∞. First of all, we characterize the weak-star topology in Banach spaces of
analytic functions with a separable predual.
3.1. Preliminary results on weak compactness. Throughout this section a collec-
tion of results, which will be used repeatedly in the paper, will be proved or recalled.
Lemma 3.1. Let X be a separable Banach space such that X∗ ≃ Y ⊂ H(D) via a
pairing 〈·, ·〉. Assume that
(1) Each bounded sequence {fn} in Y is uniformly bounded on compact subsets of D;
(2) For every z ∈ D, there exists Kz ∈ X such that f(z) = 〈Kz, f〉 for all f ∈ Y .
Then the weak-star topology σ(Y,X) on BY is the topology of uniform convergence on
compact subsets of D.
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Proof. Let {fn} be a bounded sequence in Y such that it converges in the weak-star
topology σ(Y,X) to f ∈ Y . Since X∗ ≃ Y , {fn} converges pointwise to f by (2). By
Vitali’s Theorem and (1), {fn} converges uniformly on compact subsets of D to f .
Since X is separable, the weak-star topology σ(Y,X) on BY is metrizable by [29,
p. 32]. Assume that {fn} is a sequence in BY that converges to f uniformly on compact
subsets of D but {fn} does not converge to f in the weak-star topology σ(Y,X). Let d
denote a metric which induces the weak-star topology on BY . For each ε > 0, there
exists a subsequence {fnk} such that d(fnk , f) ≥ ε for all k. Since {fnk} ∈ BY , the
Banach-Alaoglu´ Theorem shows that there exists a subsequence {fnkj} that converges
to some g ∈ BY in the weak-star topology. But, by arguing as in the first part of
the proof, we deduce that {fnkj} converges uniformly on compact subsets of D to g.
Thus f = g, and therefore {fnkj} converges to f in the weak-star topology, that is,
d(fnkj , f)→ 0, as j →∞. This contradiction finishes the proof. 
Lemma 3.1 can be applied, for example, if Y is any of the spaces H1, H∞ [16,
Lemma 2.2], K [9, Proposition 4.2.5], B, BMOA, A1, or H∞v , which consists of f ∈ H(D)
such that supz∈D |f(z)|v(z) < ∞, where v is a typical weight, that is, v is continuous,
radial and limr→1− v(r) = 0 [5]. Moreover, it gives a description of the weak topology
of the reflexives spaces Hp and Apω, ω ∈ R [21].
Recall that T : H(D) → H(D) is continuous if T (fn) → 0 uniformly on compact
subsets of D whenever the same is true for {fn}.
Lemma 3.2. Let T : H(D) → H(D) continuous and X a Banach space such that
X∗∗ is a space of analytic functions such that on its unit ball, the weak-star topology
σ(X∗∗,X∗) coincides with the topology of uniform convergence on compact subsets of D.
If T : X → H∞ is weakly compact, then T ∗∗(f) = T (f) for all f ∈ X∗∗.
Proof. Since T : X → H∞ is weakly compact, the operator T ∗∗ : X∗∗ → H∞ is bounded
by [29, p. 52]. Let f ∈ X∗∗. Goldstine’s Theorem [29, p. 31] and the fact that the unit
ball of X∗∗ endowed with the weak-star topology is metrizable, imply that we can take
a bounded sequence {fn} in X that converges to f in the topology σ(X∗∗,X∗). The
weak compactness of T implies that T (fn) = T
∗∗(fn) converges to T
∗∗(f) ∈ H∞ in the
weak topology, and then uniformly on compact subsets of D. By the hypothesis, fn → f
uniformly on compact subsets of D. Thus T (fn)→ T (f) uniformly on compact subsets
of D, and therefore T ∗∗(f) = T (f). 
Since the weak compactness of an operator is equivalent to the weak compactness
of its bi-adjoint by [29, p. 52], under the assumptions of Lemma 3.2, Tg : X → H∞
is weakly compact if and only if Tg : X
∗∗ → H∞ is weakly compact. This can be
applied, for example, if X is B0, VMOA or H0v , which consists of f ∈ H(D) such that
lim|z|→1− f(z)v(z) = 0, when v is typical. With regard to the last case, recall that
(H0v )
∗∗ ≃ H∞v when v is typical [5].
The following well-known result can be proved by using Eberlein-Smulian’s theo-
rem [29, p. 49] and standard techniques, so its proof is omitted.
Lemma 3.3. Let X,Y ⊂ H(D) be Banach spaces and let T : X → Y be a linear
operator. Assume that the following conditions are satisfied:
(a) The point evaluation functionals on Y are bounded;
(b) For every bounded sequence in X, there is a subsequence which converges uni-
formly on compact subsets of D to an element of X;
(c) If a sequence {fn} in X converges uniformly on compact subsets of D to zero,
then {T (fn)} converges uniformly on compact subsets of D to zero.
Then T : X → Y is a compact (resp. weakly compact) if and only if {T (fn)} converges
to zero in the norm (resp. in the weak topology) of Y for each bounded sequence {fn}
in X such that fn → 0 uniformly on compact subsets of D.
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In [4, Proof of Theorem 3.5] it is used an approach based on the modulus of continuity
of analytic functions [28], in order to show that the g ∈ H∞ such that limδ→0+ ‖g −
gδ‖H∞ = 0, belong to A, where gδ(z) = g(eiδz), for any δ ∈ R. A proof of this result
can be obtained using ideas on semigroup theory [6]. Namely, if g(z) = −iz then
Tg : H
∞ → A is bounded, so if one considers the semigroup {ϕt(z) = eitz : t ≥ 0},
by [6, Proposition 2] it can be proved that those f ∈ H∞ such that f ◦ ϕt converges
uniformly on D to f , belong to A. The following immediate consequence is stated for
further reference.
Lemma D. Let g ∈ H∞. Then g ∈ A if and only if limδ→0+ ‖g − gδ‖H∞ = 0.
Next some known results on operators defined on H∞ are summarized. Recall that
T : H∞ → Y fixes a copy of the sequence space ℓ∞, if there exists Z ⊂ H∞, isomorphic
to ℓ∞, such that T : Z → Y is an isomorphism.
Theorem E. Let Y be a Banach space and T : H∞ → Y bounded. Then the following
statements are equivalent:
(a) T is weakly compact;
(b) T is completely continuous, that is, ‖T (fn)‖Y → 0 for any bounded sequence
{fn} in H∞ that converges weakly to zero;
(c) T does not fix a copy of ℓ∞.
In particular, if Y is separable, then T is weakly compact.
The fact that (a) implies (b) means that H∞ has the Dunford-Pettis property, a
result due to Bourgain [8, Corollary 5.4]. The converse implication can be seen in [11,
Theorem 3.1]. Being trivial that (a) implies (c), one can see that (c) implies (a) in [7,
Theorem 7.1]. We shall also use the following result [16, Theorem 1.2].
Theorem F. Let Y be a Banach space and T : H∞ → Y ∗ a bounded operator. Then
T : H∞ → Y ∗ is weakly compact and w∗ − w∗-continuous if and only if ‖T (fn)‖Y ∗ → 0
for each bounded sequence {fn} in H∞ such that ‖fn‖H1 → 0.
3.2. Main results on weak compactness. It is worth mentioning that Tc(H
∞,H∞) ⊂
A but T (H∞,H∞) 6⊂ A by [4, Theorem 3.5 and Proposition 2.12]. Theorem 1.4 improves
the first of these results.
Proof of Theorem 1.4. For f ∈ H(D) and δ ∈ R define f δ(z) = f(eiδz). Let {δn}
be a sequence of real numbers that converges to zero, and define hn = g − gδn and
ln = g − g−δn . Then {hn} and {ln} are bounded sequences in H∞ that converge to
zero uniformly on compact subsets of D. Since Tg : H
∞ → H∞ is weakly compact,
by passing to subsequences if necessary, we may assume that {Tg(hn)} and {Tg(ln)}
converge to zero in the weak topology of H∞. Further, since Tg : H
∞ → H1 is weakly
compact by the hypothesis, Theorem E yields ‖Tg(hn)‖H1 → 0 and ‖Tg(ln)‖H1 → 0.
Write ρn(z) = e
iδnz. Then
Tgδn (hn)(z) = Tgδn (g − gδn)(z) =
∫ z
0
(g(ξ) − g(eiδnξ))g′(eiδnξ)eiδn dξ
=
∫ eiδnz
0
(g(e−iδnu)− g(u))g′(u) du = −Tg(ln)(eiδnz) = −Tg(ln) ◦ ρn(z),
and hence ‖Tgδn (hn)‖H1 = ‖Tg(ln)◦ρn‖H1 = ‖Tg(ln)‖H1 → 0. Since Thn(hn) = Tg(hn)−
Tgδn (hn), we deduce
1
2
‖h2n‖H1 = ‖Thn(hn)‖H1 ≤ ‖Tg(hn)‖H1 + ‖Tgδn (hn)‖H1 ,
and therefore ‖h2n‖H1 → 0. The same reasoning shows that ‖l2n‖H1 → 0.
By Lemma 3.1, the weak-star convergence of bounded sequences in H∞ is nothing
else but the uniform convergence on compact subsets of D, so it is clear that Tg :
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H∞ → H∞ is w∗ −w∗ continuous. Therefore Theorem F implies ‖Tg(h2n)‖H∞ → 0 and
‖Tg(l2n)‖H∞ → 0. By arguing as above, we deduce Tgδn (h2n) = −Tg(l2n) ◦ ρn, and thus
‖Tgδn (h2n)‖H∞ → 0. Since Thn = Tg − Tgδn , we finally obtain
1
3
‖h3n‖H∞ = ‖Thn(h2n)‖H∞ ≤ ‖Tg(h2n)‖H∞ + ‖Tgδn (h2n)‖H∞ → 0,
which shows that ‖g − gδ‖H∞ → 0, as δ → 0. Therefore g ∈ A by Lemma D. ✷
Proposition 3.4. Let X ⊂ H(D) be an admissible Banach space and g ∈ A such that
Tg : X → H∞ is weakly compact. Then Tg : X → A is bounded.
Proof. Let f ∈ X. Since fr converges to f uniformly on compact subsets of D and
sup0<r<1 ‖fr‖X < ∞ by (P2), Tg(fr) converges to Tg(f) in the weak topology of H∞
by Lemma 3.3. Since Tg(fr) ∈ A for all r and A is closed in H∞ in the weak topology,
by Mazur’s theorem [29, p. 28], we deduce that Tg(f) ∈ A. 
Corollary 3.5. Let g ∈ H(D) and X ⊂ H(D) a Banach space such that H∞ ⊂ X and
X is isomorphic to ℓ∞ or H∞. Then Tg : X → H∞ is weakly compact if and only if
Tg : X → A is bounded.
Proof. If Tg : X → H∞ is weakly compact, so is Tg : H∞ → H∞, and hence g ∈ A
by Theorem 1.4. Therefore Tg : X → A is bounded by Proposition 3.4. Conversely,
assume that Tg : X → A is bounded. Since X is isomorphic to ℓ∞ or H∞, each bounded
operator from X into a separable Banach space is weakly compact by [13, p. 156] (if X
is isomorphic to ℓ∞) and Theorem E (if X is isomorphic to H∞). Hence Tg : X → A is
weakly compact. 
Recall that the Bloch space B is isomorphic to ℓ∞. Moreover, it is well-known that
H∞v is isomorphic to ℓ
∞ orH∞, depending on v, provided v is typical [17]. We emphasize
the result for the Bloch space.
Corollary 3.6. Let g ∈ H(D) such that Tg : B → H∞ is bounded. Then the following
statements are equivalent:
(a) Tg : B → H∞ is weakly compact;
(b) Tg : B → A is bounded;
(c) Tg : B0 → A is weakly compact.
(d) Tg : B0 → H∞ is weakly compact.
Proof. By Corollary 3.5, (a) and (b) are equivalent. If (c) holds, then T ∗∗g sends B∗∗0 ≃ B
to A, so (b) follows from Lemma 3.2. The implication (d)⇒(a) can be proved analo-
gously. Being trivial that (a) and (b) imply (c) and (d), this finishes the proof. 
Corollary 3.5 can also be applied to H∞. To do this, a result similar to Lemma 3.2
for A will be needed.
Lemma 3.7. Let T : H(D) → H(D) continuous such that T : A → H∞ is weakly
compact. Then T ∗∗(f) = T (f) for all f ∈ H∞.
Proof. Recall that T : A → H∞ is weakly compact if and only if T ∗∗ : A∗∗ → H∞ is
bounded [29, Theorem 6(c), p. 52]. Let f ∈ H∞. Since H∞ ⊂ A∗∗ by (2.8), Goldstine’s
Theorem [29, p. 31] implies that there exists a bounded net {fδ} in A such that {fδ}
converges to f in the weak-star topology σ(A∗∗, A∗). Since T : A → H∞ is weakly
compact, we deduce that T (fδ) = T
∗∗(fδ) converges to T
∗∗(f) ∈ A in the weak topology
σ(H∞, (H∞)∗). It follows that T ∗∗(fδ) → T ∗∗(f) in the weak-star topology of H∞,
and hence uniformly on compact subsets of D by Lemma 3.1. Since fδ ∈ A and Ka ⊂
K ≃ A∗, the σ(A∗∗, A∗)-convergence implies the convergence of {fδ} to f in the weak-
star topology σ(H∞,Ka). Therefore fδ → f uniformly on compact subsets of D by
Lemma 3.1, and further, by the hypotheses, T (fδ)→ T (f) uniformly on compact subsets
of D. Hence T ∗∗(f) = T (f). 
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Proof of Corollary 1.5. The statements (a) and (b) are equivalent by Corollary 3.5. If (b)
is satisfied, then Tg : A → A is bounded and by (a), it is weakly compact. Conversely,
assume that Tg : A → A is weakly compact. Then T ∗∗g : A∗∗ → A is bounded by [29,
p. 52], and hence T ∗∗g : H
∞ → A is bounded by (2.8). But T ∗∗g = Tg on H∞ by
Lemma 3.7, and so Tg : H
∞ → A is bounded. Thus (b) and (c) are equivalent. ✷
Corollary 3.8. Let X ⊂ H(D) be a Banach space such that H∞ ⊂ X.
(i) If X is separable, then T (X,H∞) ⊂ A.
(ii) If X is reflexive and admissible, then T (X,H∞) = T (X,A).
Proof. (i) Consider the identity operator i(f) = f . By the hypothesis, i : H∞ → X is
bounded, and hence weakly compact by Theorem E. Now that Tg : H
∞ → H∞ is the
composition of i : H∞ → X and Tg : X → H∞, Tg : H∞ → H∞ is weakly compact,
and therefore g ∈ A by Theorem 1.4.
(ii) Clearly, T (X,A) ⊂ T (X,H∞). If g ∈ T (X,H∞) and X is reflexive, then i :
H∞ → X is weakly compact, and the proof of (i) shows that g ∈ A. Hence g ∈ T (X,A)
by Proposition 3.4. 
We observe that Theorem 2.2 together with Corollary 3.8 implies Theorem 1.1. It
is also worth mentioning that Corollary 3.8 can be applied to the Hardy spaces and
weighted Bergman spaces induced by radial weights. In particular, Corollary 3.8(ii) to-
gether with [21, Corollary 7] implies the equivalence between (a) and (b) in Theorem 1.3.
Moreover, when v is a typical weight, Corollary 3.8(i) shows that T (Hv0 ,H
∞) ⊂ A.
We finish this section by asking whether or not each bounded operator Tg : A → A
is weakly compact. We do not know the answer to this question, but we show that
Tg : A→ A is weakly compact if g ∈ BRV ∩A.
Theorem 3.9. Let g ∈ H(D) such that Tg : A → A is bounded and V (g, θ) < ∞ for
all θ. Then Tg : A → A is a weakly compact, that is, Tg : H∞ → A is bounded. In
particular, if g ∈ BRV ∩A, then Tg : A→ A is weakly compact.
A preliminary result is needed for the proof of Theorem 3.9.
Lemma 3.10. Let X ⊂ H(D) be a Banach space such that for every bounded sequence
in X, there exists a subsequence which converges uniformly on compact subsets of D to
an element of X. Assume that Tg : X → A is bounded. Then Tg is weakly compact if
and only Tg(fn)(ξ)→ 0 for all ξ ∈ T and all bounded sequences {fn} in X that converge
to zero uniformly on compact subsets of D.
Proof. Assume first that Tg : X → A is weakly compact, and let {fn} be a bounded se-
quence inX that converges to zero uniformly on compact subsets of D. Then {Tg(fn)} →
0 in the weak topology of A by Lemma 3.3. Since the point evaluation functional
δξ(f) = f(ξ) is bounded in A for each ξ ∈ D, the weak convergence implies Tg(fn)(ξ) =
δξ(Tg(fn))→ 0 for all ξ ∈ T.
To see the converse, let {fn} be a bounded sequence in X that converges to zero
uniformly on compact subsets of D. Let C(D) denote the Banach space of complex-
valued continuous functions on D. Since A ⊂ C(D), the Hahn-Banach Theorem shows
that Tg(fn) converges to zero in the weak topology of A, if and only if, Tg(fn) converges to
zero in the weak topology of C(D). Since {Tg(fn)} is a bounded sequence in C(D), then
Tg(fn) converges to zero in the weak topology of C(D) if and only if limn→∞ Tg(fn)(z) =
0 for all z ∈ D, [12, Theorem 1, p. 66]. This last fact happens by the hypotheses. 
Proof of Theorem 3.9. We begin with showing that if V (g, θ) < ∞, f ∈ H∞ and
Tg(f)(e
iθ) is well-defined, then
Tg(f)(e
iθ) = eiθ
∫ 1
0
f(reiθ)g′(reiθ) dr. (3.1)
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Note first that under these hypotheses, limr→1− Tg(f)(re
iθ) = Tg(f)(e
iθ). For n ∈ N,
define hn(r) = e
iθf(reiθ)g′(reiθ)χ[0,1−1/n), where χ[0,1−1/n) denotes the characteristic
function of [0, 1 − 1/n). Clearly, hn(r) converges to eiθf(reiθ)g′(reiθ) for all 0 < r < 1,
and
|hn(r)| ≤ ‖f‖H∞ |g′(reiθ)|, 0 < r < 1.
Since |g′(reiθ)| is integrable, the Dominated Convergence Theorem gives
Tg(f)((1 − 1/n)eiθ) = eiθ
∫ 1−1/n
0
f(reiθ)g′(reiθ)dr
=
∫ 1
0
hn(r)dr → eiθ
∫ 1
0
f(reiθ)g′(reiθ)dr, n→∞.
To prove the assertion, let {fn} ∈ A such that supn ‖fn‖A ≤ 1 and {fn} converges to
zero uniformly on compact subsets of D. Let ξ ∈ T be fixed. Since |fn(rξ)g′(rξ)| ≤
|g′(rξ)| and, for each 0 < r < 1, |fn(rξ)g′(rξ)| → 0, as n → ∞, the Dominated
Convergence Theorem and (3.1) yield
|Tg(fn)(ξ)| ≤
∫ 1
0
|fn(rξ)g′(rξ)| dr → 0.
Hence Tg : A→ A is weakly compact by Lemma 3.10. ✷
4. Compact integral operators mapping into H∞
We begin this section with a characterization of the compactness of Tg that is of the
same spirit as Theorem 2.2. To do this, we will need the following lemma concerning
compact operators mapping into A.
Lemma 4.1. Let X,Y ⊂ H(D) such that Y ≃ X∗ via the H(β)-pairing. Assume
that for every bounded sequence in X, there is a subsequence which converges uniformly
on compact subsets of D to an element of X. Let T : X → A be bounded such that
T (fn) → 0 uniformly on compact subsets of D for each bounded sequence {fn} in X
such that fn → 0 uniformly on compact subsets of D. Then T : X → A is compact if
and only if {T ∗(KH(β)z ) : z ∈ D} is relatively compact in Y .
Proof. Assume first that T : X → A is compact. Then T ∗ : A∗ → X∗ is compact.
Consider the space
Z =
{
f ∈ H(D) :
∞∑
n=0
βnfˆ(n)z
n ∈ K
}
.
Using limn→∞
n
√
βn = 1, one can proof that A
∗ ≃ Z via the H(β)-pairing. Since
‖KH(β)z ‖Z = 1 for all z ∈ D, the set {T ∗(KH(β)z ) : z ∈ D} is relatively compact in Y .
Assume now that {T ∗(KH(β)z ) : z ∈ D} is relatively compact in Y , and suppose on
the contrary to the assertion that T : X → A is not compact. Then, by Lemma 3.3,
there exist ε > 0 and a sequence {fn} in X such that ‖fn‖X = 1 and fn → 0 uniformly
on compact subsets of D, but ‖T (fn)‖A ≥ 2ε for all n. It follows that for each n,
there exists zn ∈ D such that |T (fn)(zn)| ≥ ε. Since {T ∗(KH(β)z ) : z ∈ D} is relatively
compact by the hypothesis, there exists a subsequence {znk} and h ∈ Y such that
T ∗(K
H(β)
znk
) converges to h in the norm topology of Y . Hence, there exists N ∈ N
such that |T (fm)(znk) − 〈fm, h〉H(β)| < ε/4 for all m ∈ N and k ≥ N . Since fn → 0
uniformly on compact subsets of D, limm→∞ T (fm)(znN ) = 0 by the hypothesis, and
hence lim supm→∞ |〈fm, h〉H(β)| ≤ ε/4. On the other hand,
|〈fnk , h〉H(β)| = |T (fnk)(znk )− (T (fnk)(znk)− 〈fnk , h〉H(β))|
≥ |T (fnk)(znk )| − |T (fnk)(znk)− 〈fnk , h〉H(β)| > 3ε/4, k ≥ N.
This leads to a contradiction, and therefore T : X → A is compact. 
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Proof of Theorem 1.6. In order to prove the first assertion, assume that Tg : X → H∞ is
compact. Then g ∈ A by Theorem 1.4. Hence Tg : X → A is bounded by Proposition 3.4,
and thus Tg : X → A is compact. The second assertion follows by Lemma 4.1. ✷
It is known that Tc(H
∞,H∞) ⊂ Tc(A,A) [4, Proposition 3.7]. The following result
shows, in particular, that Tc(H
∞,H∞) = Tc(A,A), and hence gives an affirmative
answer to [4, Problem 4.4].
Proof of Theorem 1.7. An application of Theorem 1.6, with X = H∞, shows that (i) is
equivalent to (iii). Since clearly (iii) implies (ii) which in turn implies (iv), in order to
show the equivalences of the first four statements, it is enough to show that (iv) implies
(i). To see this, note first that if Tg : A → H∞ is compact, then T ∗∗g : A∗∗ → (H∞)∗∗
is compact. Since A∗∗ = H∞
⊕K∗s and T ∗∗g coincides with Tg in H∞ by Lemma 3.7,
Tg : H
∞ → (H∞)∗∗ is compact. Now that Tg : H∞ → H∞ is bounded by the hypothesis
and Theorem 2.5(ii), we deduce that Tg : H
∞ → H∞ is compact.
Let us see that (i) implies (v). Since Tg : H
∞ → H∞ is w∗ − w∗ continuous, there is
an operator S : Ka → Ka such that S∗ = Tg. Since Tg is compact, we also have that S
is a compact operator. Using that ‖KH2z ‖Ka = 1 for all z ∈ D, the set {T ∗g (KH
2
z ) :
z ∈ D} = {S(KH2z ) : z ∈ D} is relatively compact in K. Conversely, assume that (v)
is satisfied. By Theorem 2.5(ii), the operator Tg : H
∞ → H∞ is bounded. Suppose
that is not compact. Then, by Lemma 3.3, there exist ε > 0 and a bounded sequence
{fn} in H∞ such that ‖fn‖H∞ = 1 and fn → 0 uniformly on compact subsets of D,
but ‖Tg(fn)‖H∞ ≥ 2ε for all n. It follows that for each n, there exists zn ∈ D such
that |Tg(fn)(zn)| ≥ ε. Since {T ∗g (KH
2
z ) : z ∈ D} is relatively compact in K, and then
in Ka, there exists a subsequence {znk} and h ∈ Ka such that T ∗g (KH
2
znk
) converges to h
in the norm of K. We get a contradiction arguing as in the proof of Lemma 4.1. So
Tg : H
∞ → H∞ is compact. ✷
Next, we apply Theorem 1.6 to the cases X = Hp, 1 ≤ p <∞ and X = BMOA. We
denote D(a, r) = {z ∈ C : |z − a| < r}, a ∈ C, r > 0.
Theorem 4.2. Let g ∈ H(D).
(i) If 1 < p <∞, then the following statements are equivalent:
(a) Tg : H
p → H∞ is compact;
(b) Tg : H
p → A is compact;
(c) {GH2g,z : z ∈ D} is relatively compact in Hp
′
;
(d) lim
R→1−
sup
z∈D
∫
T
(∫
Γ(ξ)\D(0,R)
∣∣∣(GH2g,z )′(w)∣∣∣2 dA(w)
) p′
2
|dξ| = 0, where
Γ(ξ) =
{
ζ ∈ D : |θ − arg ζ| < 1
2
(1− |ζ|)
}
is the lens-type region with vertex at ξ = eiθ.
(ii) If 0 < p ≤ 1, then Tg : Hp → H∞ is compact if and only if g is constant.
(iii) The following statements are equivalent:
(a) Tg : BMOA→ H∞ is compact;
(b) Tg : VMOA→ A is compact;
(c) Tg : BMOA→ A is compact;
(d) Tg : VMOA→ H∞ is compact;
(e) {GH2g,z : z ∈ D} is a relatively compact in H1;
(f) lim
R→1−
sup
z∈D
∫
T
(∫
Γ(ξ)\D(0,R)
∣∣∣(GH2g,z )′(w)∣∣∣2 dA(w)
) 1
2
|dξ| = 0.
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With the aim of proving Theorem 4.2, some notation and known results are intro-
duced. For a positive Borel measure ν on D, finite on compact sets, denote the usually
called square function by
A2,ν(f)(ζ) =
(∫
Γ(ζ)
|f(z)|2 dν(z)
) 1
2
.
For 0 < p <∞, the tent space T p2 (ν) consists of the ν-equivalence classes of ν-measurable
functions f such that ‖f‖T p2 (ν) = ‖A2,ν(f)‖Lp(T) is finite. It is well known that neither
the opening nor the exact shape of Γ(ξ) is relevant, so Γ(ξ) can be replaced by any
“reasonable Stolz-type domain” in the definition of T p2 (ν) without changing the space [10]
(see also [18, Lemma C]). Define
C22,ν(f)(ζ) = sup
a∈Γ(ζ)
1
|I(a)|
∫
T (a)
|f(z)|2(1− |z|) dν(z), ζ ∈ T,
where T (a) is a tent induced by the point a ∈ D \ {0}. A quasi-norm in the tent space
T∞2 (ν) is defined by ‖f‖T∞2 (ν) = ‖C2,ν(f)‖L∞(T). Let dh(z) = dA(z)/(1 − |z|2)2 denote
the hyperbolic measure, and recall the well-known relations
‖f‖pHp ≍ ‖f ′(z)(1 − |z|)‖pT p2 (h) + |f(0)|
p, f ∈ H(D), (4.1)
for 0 < p <∞, and
‖f‖2BMOA ≍ ‖f ′(z)(1 − |z|2)‖2T∞2 (h) + |f(0)|
2, f ∈ H(D). (4.2)
The original source for the theory of tent spaces is [10].
The proof of Theorem 4.2(iii) is based on the following stopping-time argument em-
ployed in the proof of [10, Theorem 1]. For ζ ∈ T and 0 ≤ h ≤ ∞, let
Γh(ζ) = Γ(ζ) \D
(
0,
1
1 + h
)
=
{
z ∈ D : | arg z − arg ζ| < 1− |z|
2
<
h
2(1 + h)
}
and
A22,ν(g|h)(ζ) =
∫
Γh(ζ)
|g(z)|2 dν(z), ζ ∈ T.
For every g ∈ T∞2 (ν) and ζ ∈ T, define the stopping time by
h(ζ) = sup {h : A2,ν(g|h)(ζ) ≤ C1C2,ν(g)(ζ)} ,
where C1 > 0 is an appropriately chosen (large) constant. Then, by [10, (4.3)] (see [18,
(2.3)] for details in the case of D), there exists a constant C2 > 0 such that∫
D
k(z)(1 − |z|) dν(z) ≤ C2
∫
T
(∫
Γh(ζ)(ζ)
k(z) dν(z)
)
|dζ|, (4.3)
for all ν-measurable non-negative functions k. With these preparations we are ready for
the proof.
Proof of Theorem 4.2. (i) The first three statements are equivalent by Theorem 1.6. To
deal with (d), note first that, by Theorem 2.5 and (4.1), Tg : H
p → H∞ is bounded if
and only if
sup
z∈D
∫
T
(∫
Γ(ξ)
∣∣∣(GH2g,z )′(ζ)∣∣∣2 dA(ζ)
) p′
2
|dξ| <∞.
If f ∈ Hp, then Green’s theorem gives
〈f,GH2g,z 〉H2 = 2
∫
D
f ′(ζ)(GH2g,z )
′(ζ) log
1
|ζ| dA(ζ) + f(0)G
H2
g,z (0). (4.4)
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For ζ ∈ D \ D(0, e−1), let I(ζ) = {eiθ : |θ − arg ζ| < 12 log 1|ζ|}. If e−1 < R < 1, then
Fubini’s theorem shows that∫
D\D(0,R)
f ′(ζ)(GH2g,z )
′(ζ) log
1
|ζ| dA(ζ)
=
∫
D\D(0,R)
f ′(ζ)(GH
2
g,z )
′(ζ)
∫
I(ζ)
|dξ| dA(ζ)
=
∫
T
(∫
Γ′(ξ)\D(0,R)
f ′(ζ)(GH2g,z )
′(ζ) dA(ζ)
)
|dξ|,
(4.5)
where Γ′(ξ) = {ζ ∈ D : | arg ξ − arg ζ| < 12 log 1|ζ|} are lens-type regions.
If (c) is satisfied, then for given ε > 0, there exist N = N(ε) ∈ N and h1, . . . , hN ∈ Hp′
such that for each z ∈ D, we have ‖GH2g,z − hj‖Hp′ < ε for some j = j(z) ∈ {1, . . . , N}.
It follows that ∫
T
(∫
Γ(ξ)\D(0,R)
∣∣∣(GH2g,z )′(w)∣∣∣2 dA(w)
) p′
2
|dξ|
. εp
′
+
∫
T
(∫
Γ(ξ)\D(0,R)
∣∣h′j(w)∣∣2 dA(w)
) p′
2
|dξ|,
and by choosing R sufficiently close to 1, we deduce (d).
Assume now (d), and let {fn} be a uniformly norm bounded family in Hp such
that fn → 0 uniformly on compact subsets of D. To see that Tg : Hp → H∞ is
compact, by Lemma 3.3, it suffices to show that ‖Tg(fn)‖H∞ → 0. Let ε > 0, C1 =
supz∈D ‖GH
2
g,z‖p
′
Hp′
<∞, C2 = supn ‖fn‖Hp <∞ and R = R(ε) ∈ (e−1, 1) such that
sup
z∈D
∫
T
(∫
Γ(ξ)\D(0,R)
∣∣∣(GH2g,z )′(ζ)∣∣∣2 dA(ζ)
) p′
2
|dξ| < εp′ ,
and N = N(R, ε) ∈ N such that |fn(0)|, |f ′n(ζ)| < ε for all n ≥ N and ζ ∈ D(0, R).
Then, for n ≥ N , (2.4), (4.4), (4.5) and Ho¨lder’s inequality give
‖Tg(fn)‖H∞ . sup
z∈D
∣∣∣∣∫
D
f ′n(ζ)(G
H2
g,z )
′(ζ) log
1
|ζ| dA(ζ)
∣∣∣∣+ |fn(0)|‖g‖H∞
. sup
z∈D
∫
T
(∫
Γ′(ξ)\D(0,R)
|f ′n(ζ)||(GH
2
g,z )
′(ζ)| dA(ζ)
)
|dξ|+C1ε
≤ sup
z∈D
∫
T
(∫
Γ′(ξ)\D(0,R)
∣∣∣(GH2g,z )′(w)∣∣∣2 dA(w)
) p′
2
|dξ|

1
p′
·
∫
T
(∫
Γ′(ξ)\D(0,R)
|f ′n(ζ)|2 dA(ζ)
) p
2
|dξ|
 1p + C1ε
. (C1 + C2)ε,
and it follows that Tg : H
p → H∞ is compact. Thus (a) is satisfied and the proof is
complete.
(ii) Let g ∈ H(D) be non-constant. It suffices to consider the case p = 1. If Tg :
H1 → H∞ is compact, then Tg : H1 → A is compact by Theorem 1.6. Hence T ∗g : A∗ →
(H1)∗ is compact and it follows that {GH2z,g : z ∈ D} is relatively compact in BMOA.
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Hence, for given ε > 0, there exist z1, . . . , zN ∈ D such that for each z ∈ D, we have
‖GH2g,z −GH
2
g,zj‖BMOA < ε for some j = j(z) ∈ {1, . . . , N}. Since
sup
a∈D
1
1− |a|
∫
S(a)\D(0,R)
|(GH2z,g )′(w)|2(1− |w|2) dA(w)
. ‖GH2g,z −GH
2
g,zj‖2BMOA + sup
a∈D
1
1− |a|
∫
S(a)\D(0,R)
|(GH2g,zj )′(w)|2(1− |w|2) dA(w)
. ε2 + sup
|a|≥R
1
1− |a|
∫
S(a)
|(GH2g,zj )′(w)|2(1− |w|2) dA(w),
and GH
2
g,ζ ∈ A ⊂ VMOA for each ζ ∈ D, we deduce that
lim
R→1−
sup
a,z∈D
1
1− |a|
∫
S(a)\D(0,R)
|(GH2z,g )′(w)|2(1− |w|2) dA(w) = 0,
which is equivalent to
lim
R→1−
sup
a,z∈D
∫
D\D(0,R)
|(GH2z,g )′(w)|2(1− |ϕa(w)|2) dA(w) = 0.
By choosing a = z, we obtain
lim
R→1−
sup
z∈D
(1− |z|2)∫
D\D(0,R)
∣∣∣∣∣∣
∫ z
0
g′(ζ)
(1−wζ)2
dζ
1− wz
∣∣∣∣∣∣
2
(1− |w|2) dA(w)
 = 0. (4.6)
Now (2.13) gives
∫ z
0
g′(ζ)
(1−wζ)2 dζ
1− wz =
(
∞∑
k=0
(
∞∑
n=0
(n+ 1)ĝ(n+ 1)
zn+k+1
n+ k + 1
)
wk(k + 1)
) ∞∑
j=0
zjwj

=
∞∑
m=0
(
m∑
k=0
(
∞∑
n=0
(n+ 1)ĝ(n+ 1)
zn+1
n + k + 1
)
(k + 1)zm
)
wm,
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and thus, by choosing N ∈ N such that ĝ(N + 1) 6= 0, the supremum in (4.6) can be
estimated downwards as follows
sup
z∈D
(1− |z|2) ∞∑
m=0
∣∣∣∣∣
m∑
k=0
(
∞∑
n=0
(n+ 1)ĝ(n+ 1)
zn+1
n + k + 1
)
(k + 1)zm
∣∣∣∣∣
2 ∫ 1
R
s2m+1(1− s2) ds

≥ sup
0<r<1
1
2π
∫ 2π
0
(
(1− r)
∞∑
m=0
r2m
(∫ 1
R
s2m+1(1− s) ds
)
·
∣∣∣∣∣
∞∑
n=0
(n+ 1)ĝ(n+ 1)
(
m∑
k=0
(k + 1)
n+ k + 1
)
(reiθ)n+1
∣∣∣∣∣
2)
dθ
= sup
0<r<1
(
(1− r)
∞∑
m=0
r2m
(∫ 1
R
s2m+1(1 − s) ds
)
·
∞∑
n=0
(n+ 1)2|ĝ(n + 1)|2
(
m∑
k=0
(k + 1)
n+ k + 1
)2
r2n+2
)
≥ |ĝ(N + 1)|2R2N+2
(
(1−R)
∫ 1
R
(
∞∑
m=0
(m+ 1)2(Rs)2m
)
s(1− s) ds
)
≍ |ĝ(N + 1)|2R2N+2
(
(1−R)
∫ 1
R
s(1− s)
(1− (Rs)2)3 ds
)
& |ĝ(N + 1)|2R2N+3,
so letting R→ 1−, this contradicts (4.6), and the assertion follows.
(iii) The statements (a) and (c) are equivalent by Theorem 1.6, and clearly (c) implies
(b). If (b) is satisfied, then T ∗g : A
∗ → H1 is compact and hence (e) is satisfied. Also (b)
clearly implies (d). Moreover, the proof of (i) shows that (e) implies (f). To complete
the proof, it suffices to show that (a) follows by either (d) or (f).
Assume first (d). Then Tg : BMOA→ H∞ is bounded by Theorem 2.5(iv). Moreover,
T ∗∗g : BMOA → (H∞)∗∗ is compact and since T ∗∗g coincides with Tg in VMOA∗∗ ≃
BMOA by Lemma 3.2, Tg : BMOA→ H∞ is compact.
Assume now (f), and let {fn} be a uniformly norm bounded family in BMOA such
that fn → 0 uniformly on compact subsets of D. To see that Tg : BMOA → H∞
is compact, by Lemma 3.3, it suffices to show that ‖Tg(fn)‖H∞ → 0. Let ε > 0,
C1 = supz∈D ‖GH
2
g,z ‖H1 < ∞ and N = N(R, ε) ∈ N such that |fn(0)|, |f ′n(ζ)| < ε for all
n ≥ N and ζ ∈ D(0, R). Then Ho¨lder’s inequality yields
‖Tg(fn)‖H∞ = sup
z∈D
∣∣∣〈fn, GH2g,z 〉H2 ∣∣∣ . sup
z∈D
∫
D
|f ′n(ζ)||(GH
2
g,z )
′(ζ)| log 1|ζ| dA(ζ) + |fn(0)|‖g‖H∞
. C1ε+ sup
z∈D
∫
D\D(0,R)
|f ′n(ζ)||(GH
2
g,z )
′(ζ)|(1 − |ζ|) dA(ζ).
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An application of the stopping time inequality (4.3) to the function |f ′n|·|(GH
2
g,z )
′|χD\D(0,R),
together with Ho¨lder’s inequality and (4.2), gives
sup
z∈D
∫
D\D(0,R)
|f ′n(ζ)||(GH
2
g,z )
′(ζ)|(1 − |ζ|) dA(ζ)
. sup
z∈D
∫
T
(∫
Γh(ξ)(ξ)
|f ′n(u)| · |(GH
2
g,z )
′(u)|χD\D(0,R)(u) dA(u)
)
|dξ|
. sup
z∈D
∫
T
C2,h
(
f ′n(u)(1 − |u|2)
)
(ξ)A2,h
(
(GH
2
g,z )
′(u)(1 − |u|2)χD\D(0,R)(u)
)
(ξ)|dξ|
. ‖fn‖BMOA sup
z∈D
∫
T
(∫
Γ(ξ)\D(0,R)
∣∣∣(GH2g,z )′(ζ)∣∣∣2 dA(ζ)
) 1
2
|dξ|,
and it follows that Tg : BMOA→ H∞ is compact. Thus (a) is satisfied and the proof if
complete. ✷
Finally, we apply Theorem 1.6 to the spaces Apω and B.
Theorem 4.3. Let ω ∈ R and g ∈ H(D).
(i) If 1 < p <∞, then the following statements are equivalent:
(a) Tg : A
p
ω → H∞ is compact;
(b) Tg : A
p
ω → A is compact;
(c) {GA2ωg,z : z ∈ D} is relatively compact in Ap
′
ω ;
(d) lim
R→1−
sup
z∈D
∫
D\D(0,R)
∣∣∣GA2ωg,z (ζ)∣∣∣p′ ω(ζ) dA(ζ) = 0.
(ii) The following statements are equivalent:
(a) Tg : B → H∞ is compact;
(b) Tg : B0 → A is compact;
(c) Tg : B → A is compact;
(d) Tg : B0 → H∞ is compact;
(e) {GA2ωg,z : z ∈ D} is relatively compact in A1ω;
(f) lim
R→1−
sup
z∈D
∫
D\D(0,R)
∣∣∣GA2ωg,z (ζ)∣∣∣ω(ζ) dA(ζ) = 0.
Proof. (i) The first three statements are equivalent by Theorem 1.6 and [21, Corollary 7].
If (c) is satisfied, then for given ε > 0, there exist N = N(ε) ∈ N and h1, . . . , hN ∈ Ap
′
ω
such that for each z ∈ D, we have ‖GA2ωg,z − hj‖Ap′ω < ε for some j = j(z) ∈ {1, . . . , N}.
It follows that(∫
D\D(0,R)
∣∣∣GA2ωg,z (ζ)∣∣∣p′ ω(ζ) dA(ζ)
) 1
p′
≤ ε+
(∫
D\D(0,R)
|hj(ζ)|p
′
ω(ζ) dA(ζ)
) 1
p′
,
and by choosing R sufficiently close to 1, we deduce (d).
Assume now (d), and let {fn} be a uniformly norm bounded family in Apω such that
fn → 0 uniformly on compact subsets of D. To see that Tg : Apω → H∞ is compact, by
Lemma 3.3, it suffices to show that ‖Tg(fn)‖H∞ → 0. Let ε > 0, C1 = supn ‖fn‖Apω <∞,
R = R(ε) ∈ (0, 1) such that
sup
z∈D
∫
D\D(0,R)
∣∣∣GA2ωg,z (ζ)∣∣∣p′ ω(ζ) dA(ζ) < εp′ ,
and N = N(R, ε) ∈ N such that |fn(ζ)| < ε for all n ≥ N and ζ ∈ D(0, R). Moreover,
let C2 = supz∈D ‖GA
2
ω
g,z ‖p
′
Ap
′
ω
<∞. Then, for n ≥ N , (2.4), Fubini’s theorem and Ho¨lder’s
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inequality give
‖Tg(fn)‖H∞ ≤ sup
z∈D
∫
D
|fn(ζ)|
∣∣∣GA2ωg,z (ζ)∣∣∣ω(ζ) dA(ζ)
≤ sup
z∈D
∫
D(0,R)
|fn(ζ)|
∣∣∣GA2ωg,z (ζ)∣∣∣ω(ζ) dA(ζ)
+ sup
z∈D
(∫
D\D(0,R)
|fn(ζ)|pω(ζ) dA(ζ)
) 1
p
(∫
D\D(0,R)
∣∣∣GA2ωg,z (ζ)∣∣∣p′ ω(ζ) dA(ζ)
) 1
p′
≤ εC2 +C1ε = (C1 + C2)ε,
and it follows that Tg : A
p
ω → H∞ is compact.
(ii) The statements (a) and (c) are equivalent by Theorem 1.6, and clearly (c) implies
(b). If (b) is satisfied, then T ∗g : A
∗ → A1ω is compact and hence (e) is satisfied. Also (b)
clearly implies (d). Moreover, arguing as in the proof of (i), one sees that (e) implies
(f). To complete the proof, it suffices to show that (a) follows by either (d) or (f).
Assume first (d). Then Tg : B → H∞ is bounded by Theorem 2.6(iii). Moreover,
T ∗∗g : B → (H∞)∗∗ is compact and since T ∗∗g coincides with Tg in B∗∗0 ≃ B by Lemma 3.2,
Tg : B → H∞ is compact.
Assume now (f), and let {fn} be a uniformly norm bounded family in B such that
fn → 0 uniformly on compact subsets of D. To see that Tg : B → H∞ is compact, by
Lemma 3.3, it suffices to show that ‖Tg(fn)‖H∞ → 0. Let ε > 0, C1 = supn ‖fn‖B <∞,
and C2 = supz∈D ‖GA
2
ω
g,z ‖A1ω <∞. Since (1− r)M1(r, f ′) ≤ 4M1(1+r2 , f) for all f ∈ H(D)
by the Cauchy formula and Fubini’s theorem, a change of variable, the hypothesis ω ∈ R
and the assumption (f) imply that there exists R = R(ε) ∈ (0, 1) such that
sup
z∈D
∫
D\D(0,R)
∣∣∣(GA2ωg,z )′(ζ)∣∣∣ (1− |ζ|)ω(ζ) dA(ζ) < ε.
Let N = N(R, ε) ∈ N such that |fn(0)|, |f ′n(ζ)| < ε for all n ≥ N and ζ ∈ D(0, R). We
write ω⋆(z) =
∫ 1
|z| log
s
|z|ω(s)s ds. Since ω ∈ R, ω⋆(z) ≍ ω(z)(1 − |z|)2 on D \ D(0, R)
[20, (1.29)]. Then, for n ≥ N , (2.4), [20, Theorem 4.2] and Fubini’s theorem give
‖Tg(fn)‖H∞ ≤ 4 sup
z∈D
∫
D
|f ′n(ζ)|
∣∣∣(GA2ωg,z )′(ζ)∣∣∣ω⋆(ζ) dA(ζ) + |fn(0)||GA2ωg,z (0)|
. C2ε+ ‖fn‖B sup
z∈D
∫
D\D(0,R)
∣∣∣(GA2ωg,z )′(ζ)∣∣∣ ω⋆(ζ)1− |ζ| dA(ζ)
. (C2 + C1)ε.
It follows that Tg : B → H∞ is compact. Thus (a) is satisfied and the proof is complete.

5. Further comments and questions
By Theorem 1.8, there exists g ∈ H(D) such that Tg : H1 → H∞ is bounded but not
compact. Likewise Tg : H
∞ → H∞ can be bounded and not compact [4]. With regard
to other admissible spaces X, excluding those for which T (X,H∞) contains constant
functions only, we do not know whether or not each bounded operator Tg : X → H∞ is
automatically compact. The answer might not be the same for all admissible spaces X,
and it seems natural to look at X = H2 as a prototype for the Hardy spaces Hp,
1 < p < ∞, or certain weighted Bergman spaces Apω. In order to shed some light on
this question, we focus on analytic functions with nonnegative Taylor coefficients. It
is easy to see that such a function g(z) =
∑∞
n=0 ĝ(n)z
n belongs to H∞ if and only if∑
n ĝ(n) < ∞. Therefore, by [4, Proposition 3.4], Tg : H∞ → H∞ is bounded if and
only if it is compact. The next result shows that the same phenomenon holds on H2.
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Theorem 5.1. Let g(z) =
∑∞
n=0 ĝ(n)z
n ∈ H(D) such that ĝ(n) ≥ 0 for all n. Then the
following statements are equivalent:
(i) Tg : H
2 → H∞ is bounded;
(ii)
∑∞
k=0
(∑∞
n=0
(n+1)ĝ(n+1)
n+k+1
)2
<∞;
(iii) Tg : H
2 → H∞ is compact.
Moreover,
‖Tg‖2H2→H∞ ≍
∞∑
k=0
(
∞∑
n=0
(n + 1)ĝ(n+ 1)
n+ k + 1
)2
. (5.1)
Proof. By Theorem 2.5, (i) is satisfied if and only if supz∈D
∥∥∥GH2g,z∥∥∥
H2
<∞. Since
GH2g,z (w) =
∫ z
0
g′(ζ)
1−wζ dζ =
∞∑
k=0
(
∞∑
n=0
(n+ 1)ĝ(n+ 1)
zn+k+1
n+ k + 1
)
wk,
we deduce
sup
z∈D
∥∥∥GH2g,z∥∥∥
H2
= sup
z∈D
 ∞∑
k=0
∣∣∣∣∣
∞∑
n=0
(n+ 1)ĝ(n+ 1)
zn+k+1
n+ k + 1
∣∣∣∣∣
2
 12 . (5.2)
Now, let us observe that for any z ∈ D,
∞∑
k=0
∣∣∣∣∣
∞∑
n=0
(n+ 1)ĝ(n+ 1)
zn+k+1
n+ k + 1
∣∣∣∣∣
2
≤
∞∑
k=0
(
∞∑
n=0
(n+ 1)ĝ(n+ 1)
n+ k + 1
)2
,
and hence (5.2) gives
sup
z∈D
∥∥∥GH2g,z∥∥∥2
H2
≤
∞∑
k=0
(
∞∑
n=0
(n+ 1)ĝ(n+ 1)
n+ k + 1
)2
. (5.3)
Moreover, by Fatou’s lemma,
∞∑
k=0
(
∞∑
n=0
(n+ 1)ĝ(n+ 1)
n+ k + 1
)2
≤ lim inf
ρ→1−
∞∑
k=0
(
∞∑
n=0
(n+ 1)ĝ(n + 1)
n+ k + 1
ρn
)2
ρ2k+1
≤ sup
z∈D
∞∑
k=0
∣∣∣∣∣
∞∑
n=0
(n+ 1)ĝ(n + 1)
zn+k+1
n + k + 1
∣∣∣∣∣
2
,
which together with (5.3) gives
sup
z∈D
∥∥∥GH2g,z∥∥∥2
H2
= sup
z∈D
∞∑
k=0
∣∣∣∣∣
∞∑
n=0
(n+ 1)ĝ(n+ 1)
zn+k+1
n + k + 1
∣∣∣∣∣
2
=
∞∑
k=0
(
∞∑
n=0
(n+ 1)ĝ(n + 1)
n+ k + 1
)2
.
Therefore Theorem 2.5 shows that (i) and (ii) are equivalent and (5.1) holds.
To complete the proof it remains to show that Tg : H
2 → H∞ is compact if (ii) is
satisfied. By Theorem 4.2(i) and Fubini’s theorem Tg : H
2 → H∞ is compact if and
only if
0 = lim
r→1−
sup
z∈D
∫
D\D(0,r)
|GH2g,z
′
(ζ)|2(1− |ζ|) dA(ζ)
= lim
r→1−
sup
z∈D
∞∑
k=1
∣∣∣∣∣
∞∑
n=0
(n+ 1)ĝ(n+ 1)
zn+k+1
n + k + 1
∣∣∣∣∣
2
k2
(∫ 1
r
s2k+1(1− s) ds
)
= lim
r→1−
∞∑
k=1
(
∞∑
n=0
(n+ 1)ĝ(n+ 1)
n+ k + 1
)2
k2
(∫ 1
r
s2k+1(1− s) ds
)
.
(5.4)
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For each k ∈ N,
sup
r∈(0,1)
k2
(∫ 1
r
s2k+1(1− s) ds
)
≤ k2
(∫ 1
0
s2k+1(1− s) ds
)
≤ 1
and limr→1− k
2
(∫ 1
r s
2k+1(1− s) ds
)
= 0. Hence, by applying (ii) and the dominated
convergence theorem we deduce
lim
r→1−
∞∑
k=1
(
∞∑
n=0
(n + 1)ĝ(n+ 1)
n+ k + 1
)2
k2
(∫ 1
r
s2k+1(1− s) ds
)
=
∞∑
k=1
(
∞∑
n=0
(n+ 1)ĝ(n+ 1)
n+ k + 1
)2(
lim
r→1−
k2
(∫ 1
r
s2k+1(1− s) ds
))
= 0,
which together with (5.4) finishes the proof. 
It is also worth mentioning that if g(z) =
∑∞
n=0 ĝ(n)z
n ∈ H(D) has nonnegative
Taylor coefficients, then
∞∑
k=0
(
∞∑
n=0
(n+ 1)ĝ(n+ 1)
n+ k + 1
)2
= ‖H(g′)‖2H2 ,
where H(g′) is the action of the operator induced by the classical Hilbert matrix
H =

1 12
1
3 .
1
2
1
3
1
4 .
1
3
1
4
1
5 .
. . . .

on g′.
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