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a b s t r a c t
A crucial point in the implementation of meshless methods such
as the meshless local Petrov–Galerkin (MLPG) method is the
evaluation of the domain integrals arising over circles in the
discrete local weak form of the governing partial differential
equation. In this paperwemake a comparison between the product
Gauss numerical quadrature rules, which are very popular in the
MLPG literature, with cubature formulas specifically constructed
for the approximation of an integral over the unit disk, but not yet
applied in the MLPG method, namely the spherical, the circularly
symmetrical and the symmetric cubature formulas. The same
accuracy obtained with 64 × 64 points in the product Gauss rules
may be obtained with symmetric quadrature formulas with very
few points.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Meshless methods for the solution of partial differential equations (PDEs) have attracted much
attention as an alternative numerical approach to the finite element and boundary element methods.
This is due to their flexibility and their advantage of eliminating the need of constructing geometric
meshes in a domain.
The idea of meshless methods dates back to the Smooth Particle Hydrodynamics (SPH) method
for modeling astrophysical phenomena [1]. Research into meshless methods became active after the
publication of a paper about diffuse approximation anddiffuse elementmethod [2]. Since then, several
so-called meshless methods have been developed and reported in literature, as the Element Free
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Galerkin [3], the Reproducing Kernel Particle Method [4], the Partition of Unity method (PU) [5],
Hp-cloud method [6], Natural Element Method [7], Meshless Galerkin methods using Radial Basis
Functions (RBF) [8]. However, these approaches require certain meshes or background cells for the
purpose of integration of the weak form, and therefore cannot be classified as ‘‘truly’’ meshless
methods. On the contrary, the meshless local boundary integral equations (LBIE) method, and the
meshless local Petrov–Galerkin (MLPG)method introduced in [9–11] for solving linear and non-linear
problems can be considered ‘‘truly’’ meshless, as no shadow element is required either for purposes of
interpolation of the trial and test functions for the solution variables, or for the purpose of integration
of the weak-form. In particular the LBIE approach can be viewed as a special case of the MLPG
approach [10]. TheMPLGhas been extensively studied and applied in several engineering problems, as
elasto-statics, elasticity, solid mechanics, fracture mechanics, convection-diffusion problems [11,12].
The MLPG involves not only a meshless interpolation for the trial functions (such as moving least
square (MLS) [13], PU, Shepard function or RBF) but also a meshless integration of the weak-form,
i.e. all integrations are always performed over overlapping and regularly shaped sub-domains, usually
circles in 2D and spheres in 3D. In the conventional Galerkin Finite Element method, the trial and test
functions are chosen from the same functional space. In the MLPG, the Petrov–Galerkin method is
used so that the nodal trial and test functions may be chosen in different spaces: the trial function
may correspond to any one of MLS, PU, Shepard or RBF types of interpolation, while the test function
may be totally different, and may be chosen between any one of MLS, PU, Shepard function, RBF, a
Heaviside step function, a Dirac delta function, the Gaussian weight function of MLS, or any other
suitable function. Furthermore, the physical sizes of the supports as well as shapes of the nodal trial
and test functions may be different. The great flexibility in the choice of the trial and test functions
leads to the development of different MLPG variants, called MLPG1, . . . , MLPG6 [11]. Among them, the
MLPG1 andMLPG5 appear to be the most promising formulations. The MLPG5 employs the Heaviside
step function as test function, thus producing a non-singular boundary integral instead of the domain
integral of the PDEs divergence term and eliminating the problem of integrating rational functions.
However, the global matrices produced by the MLPG5 may be diagonally less dominant than those
of the MLPG1 and therefore more difficult to resolve. In addition, in some engineering applications,
as axi-symmetric poroelastic problems, the MLPG5 does not lead to such a simplification [12], thus
reducing its attractiveness.
In this paper we focus our attention on the MLPG1 approach as presented in the original
version [9] (that we continue to call MLPG in the following), characterized by the nodal trial function
corresponding to the MLS approximation and by the nodal test function corresponding to the weight
functions used in the MLS.
The most distinguishing feature of the MLPG is that the method – whatever variant is considered
– is based on a local weak form over a local sub-domain Ωs, which is located entirely inside the
global domain. Therefore, a local meshless integration of the weak form is given for each node and
the global final stiffness matrix is constructed through the integration over the local sub-domains.
Thus, a crucial point in the MLPG is an accurate evaluation of the local integrals. Since the nodal trial
functions based on MLS are highly complicated, an accurate numerical integration of the weak form
is highly difficult. Usually, in two-dimensional problems the local integration domains are circles (for
internal nodes) or the intersection of a circle with the global boundary (for nodes on or near to the
global boundary). Therefore, much effort has been expended in improving the numerical integration
in the MLPG [11,14–17].
In this paper, we consider the MLPG method for the solution of PDEs in two dimensions with
different integration schemes. Our aim is to compare some integration rules taken from the existing
literature on meshless methods [11,15,12,16] with some cubature formulas taken from the relevant
literature on numerical integration [18–21] but not yet applied in meshless methods.
The numerical integration plays an important role in the convergence of numerical solutions of
meshless methods, especially when domain integrals are involved to generate the stiffness matrix as
happens in MLPG. It is well known that the conventional numerical quadrature schemes are designed
for polynomials and are not efficient for rational functions [10]. Therefore the choice of using a
Gauss–Legendre product rule in polar coordinates with, for example, 5×8 or 6×9 integration points,
as used in someMLPG papers [9,10], may not be appropriate to obtain accurate results. The numerical
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errors due to the domain integrals are controlled by increasing the order of the Gauss quadrature
scheme or subdividing the domain of integration into small segments for better accuracy, as reported
in [10] where the subdivision algorithm is much more efficient with respect to the use of a large
number of integration points since in each sub-domain may be applied a small number of Gauss
points. An algorithm based on subdivision is also used in [22]. Investigations about efficient numerical
integration of the terms in the local weak forms are also given in [14,15,23] for the method of finite
spheres, a meshless method where the shape functions are rational functions and the integration
domains are spheres, spherical shells or general sectors. In particular, in [14] and [23] a numerical
scheme is constructed following the integration rule for circular annuli [24] where the integration
points are on equally spaced radii and the integration weights are independent of angular position
since the Gauss–Chebychev rule is applied in the θ-direction. In [15] the scheme is improved by
implementing a piecewise midpoint quadrature rule by subdividing the interior disk using concentric
circles and radial lines and evaluating the integral on each of the subdomains as the area of the
subdomain multiplied by the integrand evaluated at the centroid of the subdomain. A different
approach is followed in [17]where cubature formulas constructed ‘‘ad hoc’’ for integration domains of
circular shape in two dimensions are presented for the case of the quartic spline weight function used
as test function in the MLPG and with the local domains fully enclosed in the global domain. In [12]
the MLPG is implemented by comparing two numerical quadrature schemes, the first one based on
the Gauss–Legendre product rule with a change of variables from cartesian to polar coordinates, the
same used in [10,11] and the second one constructed following the suggestion of [24] and [14,23], by
applying a one-dimensional Gauss–Legendre formula for theρ-integration and amidpoint rule for the
θ-integral. In [16] the piecewise midpoint quadrature rule proposed in [15] is introduced for a better
understanding of the behavior of the integration rules in the MLPG.
So far, all the integration rules applied in the MLPG do not take into account the cubature formulas
specifically developed for the unit disk, a list of them is included in the work on multiple numerical
integration started by Stroud [18] and continued and updated by Cools [19–21]. In the present paper
we compare some cubature formulas for circles as suggested in the specialist literature, in particular
some spherical product Gauss formulas listed in the work of Stroud [18], some circularly symmetrical
integration formulas developed in [25] and reported in [20], and some symmetric cubature formulas
over a unit disk as reported in [20,26,27]. Implementation of these cubature formulas in the MLPG
in two dimensions and comparison with the most conventional rules seems to yield some promising
advances with respect to the traditional approach in the MLPG.
The outline of this paper is as follows: in the next section a brief presentation of the MLPG is given.
An overview of the numerical integration rules for the domain integrals on circles is then described.
Next, several numerical examples with different integration formulas are discussed. A few remarks
conclude the paper.
2. MLPG scheme
The basic theory of the MLPG can be presented by considering the two-dimensional Poisson’s
equation
∇2u(x) = p(x) onΩ (1)
where p is a given source function and Ω is the domain enclosed by Γ = Γu ∪ Γq, with boundary
conditions
u = u on Γu
∂u
∂En ≡ q = q on Γq
(2)
where u and q are the prescribed potential and normal flux, respectively, on the Dirichlet boundary
Γu and on the Neumann boundary Γq, and En is the outward normal direction to Γ .
Let us considernnodesxi, i = 1, . . . , n in the domainΩwherewewant to obtain an approximation
of the unknown variable u.
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In the classical Galerkin finite element approach, one uses the global weak form over the entire
domain Ω to solve the problem numerically. On the contrary, in the MLPG a local symmetric weak
form (LSWF) of the differential equation (1) and the boundary conditions (2) over a local sub-domain
Ωs is developed. In this way, we can observe the local meshless integration of the weak form which
does not need any background integration cells over the entire domain. The LSWF can be written as∫
Ωs
(∇2u− p)v dΩ = 0 (3)
where u is the trial function and v is the test function.
Eq. (3) is applied on all the n nodes, so introducing a test function vi and a local sub-domainΩ
(i)
s for
each node. Using the divergence theorem and imposing boundary conditions, the LSWF on the node
xi and over the local sub-domainΩ
(i)
s may be written as∫
Ls
qvi dΓ +
∫
Γsu
qvi dΓ +
∫
Γsq
qvi dΓ −
∫
Ω
(i)
s
(
∂u
∂x
∂vi
∂x
+ ∂u
∂y
∂vi
∂y
+ pvi
)
dΩ = 0. (4)
The local sub-domain Ω(i)s can have an arbitrary shape, but it is typically set as a circle centered
at each node xi with fixed radius r
(i)
0 [10]. For this reason, our study will be focused on cubature
formulas on circles. The boundary ∂Ω(i)s generally consists of a portion Ls located inside the global
domain, where no boundary conditions are specified, and two portions Γsu and Γsq located on the
global domain boundaryΓ whereDirichlet andNeumannboundary conditions are given, respectively.
ForΩ(i)s located entirely withinΩ , there is no intersection between ∂Ω
(i)
s and Γ , hence the integrals
over Γsu and Γsq vanish.
Following the Petrov–Galerkinmethod, the trial and test function are chosen fromdifferent spaces.
In the MLPG scheme that we consider the trial function u is defined by the moving least square (MLS)
approximation [10,28,13] as u(x) = ∑nj=1Φj(x)uˆj where Φj are the MLS shape functions and uˆj are
fictitious nodal values. Moreover, a test function vi vanishing over Ls is selected, thus eliminating the
corresponding integral in Eq. (4) and simplifying the LSWF. Typically vi is the sameweight function as
in the MLS approximation, i.e. Gaussian or cubic or quartic spline [10,28,3], but with compact support
overΩ(i)s .
In this work, we use the following Gaussian [3]:
vi(x) =
exp[−(4di/ρi)
2] − exp[−16]
1− exp[−16] 0 ≤ di ≤ ρi
0 di ≥ ρi
(5)
here di = ‖x − xi‖ is the distance between x and xi, and ρi is set equal to a certain radius ri when vi
is used as weight function in the MLS, while ρi = r (i)0 when vi is used as test function in the LSWF.
Since the LSWF is prescribed over each node xi, i = 1, . . . , n, we obtain as many equations as the
number n of nodes distributed in the global domain. The final system of equations is given by
K uˆ = f (6)
with uˆ the vector of fictitious nodal values and K the stiffness matrix. The K and f coefficients read:
Kij =
∫
Ω
(i)
s
(
∂Φj
∂x
∂vi
∂x
+ ∂Φj
∂y
∂vi
∂y
)
dΩ −
∫
Γsu
(
∂Φj
∂x
nx + ∂Φj
∂y
ny
)
vi dΓ i, j = 1, . . . , n (7)
fi =
∫
Γsq
qvi dΓ −
∫
Ω
(i)
s
pvi dΩ i = 1, . . . , n. (8)
If xl is a Dirichlet node, the l-th equation in (6) is replaced by
∑n
j=1Φj(xl)uˆj = ul, thus exactly enforcing
the Dirichlet conditions over Γu [11].
It is evident that an accurate and efficient evaluation of the domain integrals in Kij and fi is a
crucial issue to obtain an accurate numerical solution of Eq. (1). Different approaches to numerically
approximate the above domain integrals is the subject of the next section.
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3. Numerical integration schemes over the disk
The local sub-domains Ω(i)s may be fully enclosed in the global domain Ω leading to integration
over a circle. Moreover, for nodes on the boundary or close to the boundary, Ω(i)s may cross the
boundary leading to integration not on a circle but to the intersection of the circle with the global
boundary. In the following we focus on numerical integration rules over a disk only. Integration over
the intersection of a circle with the boundary is implemented with the same rules over the entire
circle, neglecting the points lying outsideΩ(i)s . Such a procedure is chosen because the nodes on the
boundary with prescribed boundary conditions are treated enforcing the Dirichlet conditions, thus
reducing the weight of the domain integrals due to Dirichlet nodes in the solution of system (6). On
the other hand, for the nodes that are close but not part of the global boundary, the selection of r (i)0
yields very few sub-domains of the last type described, being the radius r (i)0 an user-specified value.
A description of the numerical integration rules over the disk are presented in the following
subsections. For sake of simplicity, we consider the integral
∫
Ωs
f (x, y) dΩ , where f (x, y) is an
integrable function and the domainΩs is a disk with center (x0, y0) and radius r0.
3.1. Gauss–Legendre product rule
The simplest idea in the MLPG has been to apply the conventional one-dimensional Gaussian
quadrature rule by a change of coordinates from cartesian to polar. The change of variables is
preferable since the Gauss–Legendre product rule applied directly along the x- and y-directions is
not as accurate as one should expect [15].
Applying an affine transformation from the unitary square to the circle we obtain the formula:∫
Ωs
f (x, y) dΩ ≈
Nρ∑
i=1
Nθ∑
j=1
wiwjG(ξi, ηj), (9)
where Nρ and Nθ are the number of quadrature points along ξ - and η-axis; ξi, i = 1, . . . ,Nρ , and ηj,
j = 1, . . . ,Nθ , are the abscissae of the Gauss–Legendre formula with corresponding weights wi and
wj over the interval [−1, 1]; the function G(ξ , η) = 2pir0ρF(ρ, θ)/4, F(ρ, θ) = f (x0+ρ cos(θ), y0+
ρ sin(θ)), and the polar coordinates ρ and θ are related to ξ and η by the affine transformation
ρ = r0
2
ξ + r0
2
, ξ ∈ [−1, 1]
θ = piη + pi, η ∈ [−1, 1].
We denote this formula as Rule 1. Observe that this formula is the most used in MPLG applications
[10,11].
3.2. Gauss–Legendre plus midpoint rule
In meshless methods as the MLPG and the method of finite spheres, good results are obtained
by applying an integration rule developed taking into account the guidelines proposed in [24] (see
[14,23,12,16]) and by applying a piecewise midpoint quadrature rule [15,16].
In the following, we consider the integration rule proposed in [12,16] that uses a Gauss–Legendre
formula for the ρ integral and a midpoint rule for the θ integral:∫
Ωs
f (x, y) dΩ =
∫ 2pi
0
∫ r0
0
F(ρ, θ)ρ dρ dθ ≈
Nρ∑
i=1
Nθ∑
j=1
aibjF(ρj, θi) (10)
where F(ρ, θ) = f (x0 + ρ cos(θ), y0 + ρ sin(θ)), ρi is the square root of the i-th zero of the Nρ-
degree Legendre polynomial with ai the corresponding weight, and θj denotes the midpoint of the
j-th circular sector with angular size bj. Since ai = (r20wi)/4 and θj = (j − 1/2)bj, bj = (2pi)/Nθ it
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follows straightforwardly that aibj =
[
2piwir20
]
/(4Nθ ) = wiA/(2Nθ ) with A = r20pi the circle area.
The quadrature formula (10) will be denoted as Rule 2.
Observe that this formulamaybe easilymodified to a boundary sector for the numerical integration
of the local sub-domains that have a nonzero intercept on the domain boundary [15,12].
3.3. Cubature formulas
Since most local sub-domains are circles – and it is possible to choose the support of the local sub-
domains in such a way as to reduce the number of the intersection with the domain boundary – it
is preferable to concentrate on quadrature formulas designed exclusively for integration domain of a
circular shape.
In the following, we present some cubature formulas over the unit disk not yet used in the MLPG
literature. Theymay improve efficiently the domain integrals arising in the stiffness matrix since they
are specifically developed taking into account the geometry of the integration domain.
All these formulas are characterized by a numberN of quadrature points (xi, yi), i = 1, . . . ,N with
corresponding weights wi so that application in a disk with center (x0, y0) and radius r0 is given by
the formula:∫
Ωs
f (x, y) dΩ =
N∑
i=1
f (x0 + r0xi, y0 + r0yi)wir20 . (11)
We limit our study to formulas comparablewith Rule 1 and Rule 2with 6×6 up to 10×10 integrations
points for the following reasons:
(a) the choice of the cubature formulas is basedmainly on accuracy and efficiency of the overall MLPG
scheme;
(b) very few integration points may not allow accurate results in the approximations of the domain
integrals.
To this aim, we consider three ‘‘classes’’ of cubature formulas:
(1) the product formulas for the unit 2-sphere as described by Stroud in [18];
(2) the circularly symmetrical integration formulas [25];
(3) the symmetric cubature formulas [26,27].
In the class of the product rule for the unit disk – that we call spherical in the following since they
belong to the product formulas for the unit n-sphere, with n the dimension of the integration space –
we choose the formulas of degree 13with 37 integration points (formula ∗S2 : 13−1 in [18], pag. 287,
see also [29]), of degree 15 with 48 integration points (formula ∗S2 : 15 − 2, in [18], pag. 288) and
of degree 17 with 61 integration points (formula ∗S2 : 17 − 1 in [18], pag. 289). These formulas are
obtained transforming a monomial integral∫
Ω
xy dx dy
so that it separates into the product of 2 single integrals. This happens in two-dimensional spherical
coordinates. We refer to [18] for the details of this class of formulas.
Among the circularly symmetrical integration formulas for the circle given in [25] and reported
in [20],we select the formulas of degree 13with 41 integration points, of degree 19with 76 integration
points and of degree 21 with 99 integrations points, respectively. These formulas are specifically
developed for circularly symmetric domainswhere the region and theweight function of the cubature
formula remain unchanged under the linear transformation
x′ = x cos θ + y sin θ
y′ = −x sin θ + y cos θ
where θ is arbitrary. Consequently, the nodes and weights are selected in such a way to satisfy
the relations as described in Eq. (2) of [25]. The above cubature formulas can be constructed by an
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Fig. 1. Distribution of integration points for the spherical cubature formulas.
automatic procedure as described in [30]. The points of these formulas are the vertices of regular
polygons, but there may be different types and orientations [26].
In the class of the symmetric quadrature formulas over a unit disk [20,26,27], we choose the
formulas of degree 13 with 36 integration points and of degree 15 with 44 integration points as
described in [27], and those of degree 17 with 57 integration points, of degree 19 with 69 integration
points and of degree 21 with 88 integration points as described in [26]. The above formulas are
obtainedwith the algorithmpresented in [27] and constructed to get an optimal choice for the number
of symmetric quadrature points. In this way, symmetric quadrature formulas with a minimal number
of points are found even when a high degree of polynomial precision is required. Observe that the
symmetric formula of degree 15 with 44 points obtained in [27] is the same presented by [29].
Table 1 summarizes the spherical, the circularly symmetric and the symmetric cubature formulas
with particular emphasis to their quality: the letter P denotes that all weights are positive, the second
letter I or O indicates that all integration points are inside the disk (I) or that some points are outside
the region (O). Observe that only two formulas have some points outside the disk, the symmetric
formulas of degree 19 and 21, respectively: these points are not used in the integration since the
weight function used in theMLPG1 iswith compact support overΩ(i)s . Figs. 1–3 plot the distribution of
the integration points of these cubature formulas in the unit disk. A comparison with the distribution
of points of Rule 1 and Rule 2 (Fig. 4) may be useful to understand the differences between the
formulas. Observe that Rule 1 concentrates the points along a portion of the circle, as effect of the
transformation of the Gauss–Legendre points from the square to the circle.
4. Numerical experiments
Rule 1 and Rule 2 have been extensively studied and compared in [16] together with a piecewise
midpoint quadrature rule. The conclusions were that Rule 2 and the piecewise midpoint rule behave
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Fig. 2. Distribution of integration points for the circularly symmetrical cubature formulas.
Table 1
Description of the cubature formulas.
Type Degree N Quality
Spherical 13 37 PI
Spherical 15 48 PI
Spherical 17 61 PI
Circular 13 41 PI
Circular 19 76 PI
Circular 21 99 PI
Symmetric 13 36 PI
Symmetric 15 44 PI
Symmetric 17 57 PI
Symmetric 19 69 PO
Symmetric 21 88 PO
similarly, but Rule 2 appears to provide themost accurate results in all MLPG test cases performed. On
the contrary, Rule 1, which is the most frequently used technique in MLPG, needs more integration
points to be as accurate as the other formulas.
In the present paper, we continue this study by considering, in addition to Rule 1 and Rule 2, the
performance of the cubature formulas described in Section 3.3. We avoid the comparison with the
piecewise midpoint rule because it was a little less accurate than Rule 2, while we continue to apply
Rule 1, because it remains the most used rule in MLPG.
In the following test cases, the values of r (i)0 and ri are set equal to:
r (i)0 = α · d, ri = β · d
where α and β are user-specified parameters and d is the minimum distance between the nodes (for
uniform grid d is the mesh size).
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Fig. 3. Distribution of integration points for the symmetric cubature formulas.
The other user-selected parameters are briefly summarized in the following. The line integrals
along the boundary in Eqs. (7) and (8) are computed by applying the Gauss–Legendre formula with
8 integration points. All test cases are performed by applying quadratic basis functions for the MLS,
unless not specified otherwise.
4.1. Patch tests
According to [9,16] we perform the same patch test as in [16], where linear and quadratic patch
tests are consideredwith Dirichlet problemswhose exact solutions are given, respectively, by uexact =
x + y and uexact = x2 − y2 + xy, over a domain of size 2 × 2. Boundary conditions are prescribed in
agreementwith the exact solution. To pass the patch tests, theMLPG algorithmwith linear (quadratic)
basis functions for the MLS approximation must provide the exact solution for the linear (quadratic)
patch test over all the interior nodes of the domain to machine accuracy. We consider 9 nodes
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Fig. 4. Distribution of integration points for Rule 1 (left) and Rule 2 (right).
distributed both regularly and irregularly on the domain, with 8 nodes on the boundary and 1 internal.
We set α in such a way the circleΩs corresponding to the internal node is inside the domain, in order
to avoid numerical errors due to the ‘‘incomplete’’ integration formulas. MLPG with all spherical,
circular and symmetric cubature formulas passes the patch tests with errors of machine accuracy
(order 10−16). Observe that the same patch tests are passed by Rule 2 whatever couple Nρ × Nθ of
integration points is selected with errors approaching machine accuracy (of order 10−9), while Rule 1
requires at least Nθ = 7 in the linear case or Nθ = 9 in the quadratic test, to get the correct value over
the internal point with accuracy of order 10−9 [16].
4.2. Evaluation of the domain integrals in the stiffness matrix
Let us consider the solution of Poisson’s equation over the same square domain 2× 2 of the patch
tests. The domain integrals in the stiffness matrix are given by the first term of Kij (see Eq. (7)), that
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we call K [1]ij in the following:
K [1]ij =
∫
Ω
(i)
s
(
∂Φj
∂x
∂vi
∂x
+ ∂Φj
∂y
∂vi
∂y
)
dΩ. (12)
These integrals depend only on the shape functions Φj and test functions vi. As it is not possible to
calculate them analytically, we compare the different integration rules by considering as an accurate
approximation the value obtained by both Rule 1 and Rule 2 with 64 × 64 integration points, with
which both Rules turn out to provide the same outcome. For this reason, it will be called the ‘‘exact’’
value in the following.
We consider a regular mesh of 81 (9× 9) nodes, so that d = 0.25, and we set α = 1 and β = 4.
In Fig. 5 we compare the convergence for the integral in Eq. (12) for the node i = 41 and j = 25, 41
and 49 respectively, when Rule 1, Rule 2 and the spherical, circular and symmetric cubature formulas
are used. On the x-axis we report the number of quadrature points and on the y-axis the computed
value for the domain integralK [1]ij . For Rule 1 andRule 2 equal numbers ofNρ andNθ are chosen starting
from 6× 6 up to 10× 10. Observe that node 41 corresponds to the central node of coordinates (1, 1),
while node 25 is (0.5, 0.5), and node 49 is (1.25, 1.25).
It can be seen that Rule 1 displays an oscillatory behavior for the integrals K [1]41,25 and K
[1]
41,41, for
which 10×10 are not sufficient to offer a good convergence to the ‘‘exact’’ value. Only for the integral
K [1]41,49, increasing the number of quadrature points corresponds to the convergence results.
Rule 2 displays an oscillatory behavior for the integral K [1]41,25 but with this rule 10 × 10 points
give an accurate result. For K [1]41,41 a good convergence is obtained for all the couples (Nρ,Nθ )with the
exception of the couple 8× 8. For K [1]41,49 Rule 2 is similar to Rule 1.
The spherical, circular and symmetric formulas give good approximation in all integrals with the
exception of the symmetric formula of degree 19 and 69 points for which a relative error of size
3.3× 10−3 is displayed in the evaluation of K [1]41,41.
From the above results, we can observe the following, in the case of domain integral inside the
global boundary:
(a) the spherical and circular cubature formulas give good results in the approximation of the above
integrals;
(b) the symmetric cubature formulas works well in the evaluation of the single integrals of the
stiffness matrix, with the exception of the formula of degree 19 with 69 points in the evaluation
of K [1]41,41;
(c) Rule 1 displays an oscillatory behavior. Even if we expect major accuracy when increasing the
number of integration points, this happens only for the approximation of K [1]41,49;
(d) Rule 2 oscillates just in one case (the evaluation of K [1]41,25) and provides results more accurate than
Rule 1.
Considering that the construction of the stiffness matrix is very time consuming when the number
of points is increasing, we suggest that the use of spherical and symmetric cubature formulas with
few points (degree 13 or degree 15) may produce numerical results as accurate as that obtained by
formulas of higher degree but with more points. Moreover, these conclusions are only partial, since
we have to take into account that in the MLPG other factors have to be considered. First of all, the
integrand may be zero over portions ofΩ(i)s with no intersection with the local supports of adjacent
nodes, hence some quadrature points are not actually used; the choice of α, especially with random
distribution of nodes,may lead to the application of the ‘‘incomplete’’ quadrature formulas,with errors
larger than that obtained by the ‘‘complete’’ quadrature formulas; finally the error on the numerical
solution is due not only to the error introduced in the numerical integration but also to the error
in the MLS approximation that reconstructs the numerical solution u from the fictitious vector uˆ
obtained by the solution of the MLPG linear system. For these reasons, the influence of the different
cubature formulasmay be better observed by comparing the global errors from elliptic problemswith
a prescribed solution.
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Fig. 5. Comparison of the different quadrature formulas for the evaluation of K [1]41,25 , K
[1]
41,41 , K
[1]
41,49 when the regular pattern of
81 nodes is applied. The ‘‘exact’’ value corresponds to the solid line.
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The error estimation is now the outcome of both integral andMLPG approximations. It is calculated
as the L2 norm of the difference between the vector of the numerical solution u and the vector of the
analytical solution uexact:
|e| =
√
n∑
i=1
(ui − uexacti )2√
n∑
i=1
(uiexact)2
. (13)
4.3. Laplace equation
We consider the Laplace equation with exact solution uexact = −x3 − y3 + 3x2y+ 3xy2 [9,10,12].
Dirichlet boundary conditions are prescribed on all sides.
For a better comparison of the behavior of the different quadrature formulas, we apply this test on
regular and random distribution of nodes and with different values to the α and β parameters. The
influence of the integration error on the MLPG accuracy is investigated by comparing the numerical
convergence as the node pattern is refined.
Regular grids of 25, 81 and 289 nodes are used, starting from the 9 point regular pattern of the
patch tests and progressively refining it with a node addition at the midpoint of each virtual edge
connecting two adjacent nodes.
First we set α = 1, so that the local domains for the internal points are fully enclosed in the global
domain, andβ = 3. Fig. 6 shows the convergence profiles for the different quadrature formulas. Rule 1
appears to be inaccuratewhen using 6×6 and 7×7 integration points, while the results obtainedwith
8×8, 9×9 and 10×10 are very similar but distant from the accuracy obtained with 64×64 points –
that we can consider as an ‘‘accurate’’ profile of the theoretical convergence. Rule 2 is inaccurate with
7× 7 points, while the other couples of integrations points give reasonable accuracy that match well
– and the 8× 8 results are better than – the 64× 64 profile. Cubature formulas are all very accurate
and the results are comparable with those obtained by Rule 1 and 2 with 64× 64 points.
The same test is performed enlarging the parameter β . It is known that a very small radius ri may
result in a relatively large numerical error in using Gauss numerical quadrature. On the other hand,
ri should also be small enough to maintain the local character of the MLS approximation [10]. We
set β = 4 and report the convergence profile in Fig. 7. We see that the behavior of Rule 1 is not
much different with respect to the previous experiment. The numerical errors are decreasing when
increasing the number of quadrature points, but the results are distant from those obtained by 64×64
points. Rule 2 performs better, but the results with 8× 8 points are as that obtained by 10× 10 and
64 × 64 points. Spherical, circular and symmetric formulas give all similar results: the convergence
profiles are indistinguishable with no exception as in the previous case, and, most importantly, with
profiles comparable with that obtained by Rule 1 and 2 with 64× 64 points.
The influence of the parameters α and β in combination with the different cubature formulas are
studied in more detail by setting α = 1 and changing the value of β . Fig. 8 (top) displays the behavior
of the errors obtained by the MLPG on the grid with 81 points, when the symmetric cubature formula
of degree 13with 36 points and Rule 1 and Rule 2with 8×8 points are applied, respectively. The value
of β is increased to better observe the behavior of the integration formulas. From a theoretical point
of view, it is not acceptable enlarging too much β since the local character of the MLS approximation
is not preserved: as we see in Fig. 8 (top right) for β ≥ 6 themaximumnumber of non zero entries per
row in the stiffness matrix becomes greater and greater and matrix K is no more sparse as expected
from the theory. Nevertheless, it is interesting to observe that MLPG with Rule 1 has an error that
remains constant with β ≥ 6, while MLPG with the other two formulas exhibits an error decreasing
with a relative minimum at β = 10. The parameter β = 4 seems to be a reasonable choice in order
to obtain a small error maintaining the sparsity of the stiffness matrix.
Let us now set β = 4 and change α, starting from α = 0.2 up to α = 4. As long as the union of
all local domains covers the global domain, the error is expected to decrease [10]. This behavior can
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Fig. 6. Errors for the Laplace equation over uniform distribution of nodes with α = 1 and β = 3.
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Fig. 7. Errors for the Laplace equation over uniform distribution of nodes with α = 1 and β = 4.
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Fig. 8. Error vs. β with α = 1 solving the Laplace equation over a uniform distribution of 81 nodes (top left) and maximum
number of non zero entries in the corresponding stiffness matrix (top right). Error vs. α with β = 4 solving the same problem
(bottom left) and maximum number of non zero entries in the corresponding stiffness matrix (bottom right).
Fig. 9. Random node patterns with 25 nodes (left), 81 nodes (middle) and 289 nodes (right).
be observed in Fig. 8 (bottom left). Up to α = 1 the error is decreasing, while for α > 1 the error is
increasing. This is due to the ‘‘incomplete’’ quadrature formulas applied and to the fact that the union
of the local domains becomes very large compared to the global domain, thus contributing to decrease
the sparsity of the stiffness matrix as shown in Fig. 8 (bottom right). With an increasing α, we observe
an oscillatory behavior in the numerical error which is independent on the cubature formula. For a
better comparison, we report also the numerical errors obtained by the symmetric formula of degree
21with 88 points and by Rule 2with 64×64 points. Applying a formula with a large number of points
does not reduce the oscillatory behavior. We conclude that the parameter α = 1 is a well-founded
choice for the regular distribution of nodes. Besides, the symmetric formula of degree 13 and 36 points
is very competitive with respect to the other formulas with more integration points.
Let us investigate the same Laplace equation discretized on a random node pattern. The three
node patterns shown in Fig. 9, consisting of 25, 81 and 289 nodes, respectively, are considered. This
numerical experiment gives an idea of a typical situationwhere theMLPG is appliedwith non uniform
node distribution.
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Table 2
Errors |e| of Laplace problem over random distribution of nodes with α = 1 and β = 4.
Formula Random pattern
25 nodes 81 nodes 289 nodes
Rule 1 6× 6 7.07e−3 4.63e−3 6.00e−4
Rule 1 7× 7 3.68e−3 3.02e−3 1.58e−4
Rule 1 8× 8 9.36e−3 3.37e−3 1.45e−4
Rule 1 9× 9 5.68e−3 2.81e−3 1.59e−4
Rule 1 10× 10 5.10e−3 4.08e−3 1.25e−4
Rule 1 64× 64 5.64e−3 3.03e−3 1.37e−4
Rule 2 6× 6 7.94e−3 3.64e−3 1.52e−4
Rule 2 7× 7 7.45e−3 3.13e−3 1.66e−4
Rule 2 8× 8 5.99e−3 3.72e−3 1.47e−4
Rule 2 9× 9 4.67e−3 2.70e−3 1.45e−4
Rule 2 10× 10 5.83e−3 3.02e−3 1.45e−4
Rule 2 64× 64 5.68e−3 3.03e−3 1.37e−4
Spher 13, 37 6.20e−3 2.86e−3 1.41e−4
Spher 15, 48 6.64e−3 3.24e−3 1.28e−4
Spher 17, 61 5.61e−3 3.55e−3 1.31e−4
Circ 13, 41 6.27e−3 3.11e−3 1.43e−4
Circ 19, 76 4.71e−3 3.06e−3 1.39e−4
Circ 21, 99 6.49e−3 2.88e−3 1.43e−4
Symm 13, 36 5.94e−3 3.04e−3 1.41e−4
Symm 15, 44 6.61e−3 3.12e−3 1.38e−4
Symm 17, 57 5.77e−3 3.61e−3 1.42e−4
Symm 19, 69 6.06e−3 3.31e−3 1.38e−4
Symm 21, 88 6.01e−3 2.87e−3 1.32e−4
The choice α = 1, β = 4 produces the errors shown in Table 2. With this choice of α some local
domain may produce domain integrals approximated with the ‘‘incomplete’’ quadrature formulas,
thus influencing the overall MLPG accuracy. Nevertheless, we can observe that the spherical, circular
and symmetric cubature formulas give similar results to that obtained by Rule 2, while Rule 1 gives an
outcome slightly more inaccurate when 6× 6 points are used in the pattern of 289 points. The above
results confirm that cubature formulas with few points are less expensive and, at the same time, very
accurate compared to quadrature formulas with more integration points.
4.4. Poisson’s equation
The results obtained from the MLPG in combination with the different quadrature formulas are
also studied for the Poisson’s equation with a given source function p(x) = 2(y(y− 2)+ x(x− 2)) in
the same 2 × 2 domain, for which the exact solution is given by uexact = x(x − 2)y(y − 2). Dirichlet
boundary conditions are prescribed in all sides and, accordingly to the exact solution, are all equal to
zero.
Thus, the construction of the known vector f (see Eq. (8)) is not dependent on the Dirichlet
conditions but only on the domain integral of the source function p multiplied by the test function
v. Therefore the MLPG error is influenced by the numerical integration errors introduced in
approximating not only the stiffness matrix K but also the vector f.
Fig. 10 shows the convergence behavior of the MLPG in combination with the different quadrature
formulas when the Poisson’s equation is solved over the uniform nodal patterns of 25, 81 and 289
nodes, with α = 1 and β = 4. The convergence profiles of MLPG with Rule 2 are indistinguishable
whatever couple of (Nρ , Nθ ) is considered. Circular and symmetric cubature formulas of degree 13, 15
and 17 give accurate results comparable with those obtained by Rule 2, while the formulas of degree
19 and those of degree 21 with 88 points give inaccurate results. The formula of degree 21 with 99
points works well. Rule 1 displays accurate results only when 10× 10 or 64× 64 points are applied,
yielding poor results otherwise.
When this Poisson’s problem is solved over the same random distribution of nodes of the previous
example (as depicted in Fig. 9), we obtain the results shown in Table 3: the different formulas give
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Fig. 10. Errors of the Poisson’s problem over uniform distribution of nodes with α = 1 and β = 4.
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Table 3
Errors |e| of Poisson’s problem over random distribution of nodes with α = 1 and β = 4.
Formula Random pattern
25 nodes 81 nodes 289 nodes
Rule 1 6× 6 4.23e−2 1.23e−2 2.17e−3
Rule 1 7× 7 3.23e−2 9.27e−3 2.53e−3
Rule 1 8× 8 3.00e−2 1.16e−2 1.99e−3
Rule 1 9× 9 3.26e−2 8.96e−3 2.19e−3
Rule 1 10× 10 2.80e−2 1.08e−2 1.94e−3
Rule 1 64× 64 3.10e−2 8.42e−3 2.06e−3
Rule 2 6× 6 2.90e−2 1.33e−2 2.16e−3
Rule 2 7× 7 3.39e−2 1.04e−2 2.21e−3
Rule 2 8× 8 3.08e−2 9.28e−3 2.06e−3
Rule 2 9× 9 2.99e−2 8.09e−3 2.14e−3
Rule 2 10× 10 3.03e−2 8.78e−2 2.04e−3
Rule 2 64× 64 3.07e−2 8.39e−3 2.06e−3
Spher 13, 37 3.43e−2 1.08e−2 2.13e−3
Spher 15, 48 2.71e−2 1.20e−2 1.97e−3
Spher 17, 61 3.39e−2 8.91e−3 2.03e−3
Circ 13, 41 4.01e−2 1.13e−2 2.14e−3
Circ 19, 76 3.66e−2 9.39e−3 1.86e−3
Circ 21, 99 2.94e−2 7.59e−3 2.07e−3
Symm 13, 36 4.08e−2 7.74e−2 2.12e−3
Symm 15, 44 2.68e−2 1.23e−2 1.86e−3
Symm 17, 57 3.01e−2 1.04e−2 2.13e−3
Symm 19, 69 3.80e−2 6.80e−3 5.47e−3
Symm 21, 88 2.94e−2 8.08e−3 1.96e−3
similar results,with the exception of the symmetric formula of degree 19with 69points, that produces
slightly inaccurate results for the pattern of 289 nodes.
5. Conclusions
Accurate and efficient computations of domain integrals over circles in the two-dimensionalMLPG
are a challenging task because of the generally complicated non-polynomial behavior of the integrand
functions. In this paper we apply and compare different integration rules in the MLPG solution of
Laplace and Poisson’s equations with Dirichlet boundary conditions, with the aim at emphasizing the
role of the numerical integral accuracy in the global MLPG approximation. In particular, we have
observed that the MLPG literature does not take into account the cubature formulas specifically
developed for the unit disk since Stroud’s encyclopedic work. Formulas as Rule 1, which is the
most frequently used technique in MLPG, and Rule 2 are compared with spherical, circular and
symmetric cubature formulas, providing interesting results. Rule 2 and almost all the spherical,
circular and symmetric cubature formulas generally work well and behave similarly. Only in the
Poisson’s example, the cubature formulas of degree 19 and the symmetric of degree 21with 88 points
have produced inaccurate results. For the two formulas with points outside the unit disk (degree 19
with 69 points and degree 21with 88 points), this can be explained taking into account that the points
outside are ignored in the integrand function.
Moreover the spherical, circular and symmetric cubature formulas with few points work well and
are comparable to Rule 2. On the contrary Rule 1 needs more integration points to be as accurate as
the other formulas. Enlarging the α parameter yields to domain integrals where the intersection of
the circle with the global boundary is not empty, thus leading to the application of the ‘‘incomplete’’
quadrature formulas and worsening the global MLPG accuracy. Nevertheless, the spherical, circular
and symmetric cubature formulas and Rule 2 seem to provide the most accurate results.
A suitable choice of the cubature formula must be generally a trade-off between the number of
integration points, the efficiency, the accuracy and the cost of global MLPG solution. The numerical
results obtained seem to indicate that cubature formulas with few points – as the symmetric formula
of degree 13 and 36 points – are not expensive and allow for an accurate global MLPG result.
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