ABSTRACT
1.INTRODUCTION
Face recognition is a process in which a machine system automatically recognizes an individual from a digital image or video based on formerly stored samples of that individual. It is more beneficial and easier to use than other biometric techniques used for security such as fingerprint or iris recognition, because it can be done passively without any intervention of the person which is a must for other techniques for the purpose of identification of the individual. Many techniques are currently being used for the face recognition out of which one is to associate extracted facial features with the facial database. A large number of algorithms have been proposed, where the main goal is to learn in a supervised, semi-supervised or in unsupervised manner. The two primary tasks for which face recognition has been used are verification and identification. And its various applications include security, surveillances, general identity verification, criminal justice systems, and other similar application.
Single image per person consists of frontal face image; there are two eyes, one nose, and one mouth in the image. When comparison is done between eyes of two different persons the rate of similarity in appearance is higher when compared to the eyes and nose of the same person. When the image is made discrete into several local patches, it is more likely that these patches reside in a manifold and each patch corresponds to a point in the manifold. Manifold is a collection of similar datasets. The overlapping between the patches of dissimilar persons is more because their similarity is high and there is distance between the patches of one person. In order to increase the distance between dissimilar individuals manifold margins discriminative multimanifold analysis (DMMA) method is used.
RELATED WORK
To overcome the difficultly faced in using single sample per person (SSPP) for face recognition, there have been several attempts and they are categorized into four basic categories they are; local feature representations, generic learning, virtual sample generation, and image partitioning. In local feature representation feature descriptor is applied to represent each face image as a feature vector, and different persons features are expected to be separated from each other. In generic training sets multiple samples per person are used to extract the discriminative features which are used for the separation. For virtual sample generation each person's images are virtually generated. And image partitioning the sample image is portioned into multiple local patches used for feature extraction.
PROPOSED APPROACH
This paper makes use of interest point detection for the purpose of feature extraction followed by DMMA technique for the purpose of clustering all the points that are belonging to same individual into a single group. Interest point detection is done with the help of RLOG (Rank order Laplacian of Gaussian) filter which generates random interest points that help in the identification and feature extraction of an individual. ROLG filter has the following advantages in detecting interest points:
1. The light but strong structures has less influence on the output of the ROLG filter. 2. Structures, which incompletely fall in a detection window, have limited influence on the response of the ROLG filter. 3.Only one peak is created at the center of a blob, and no ring is generated around the blob. 4. The ROLG filter suppresses the output of edges. Therefore, no point is detected along edges. The overlapping of patches is seen in figure 2 because eyes of two different people are similar in shape and texture when compared to the eyes and nose of the same person. The feature patches of the same individual are separated due to the dissimilarity in their appearance. To solve this problem DMMA is being used to separate the patches that do not belong to the same person and bring all the patches belonging to a single person into one manifold.
The main motive of using separate manifolds for different persons is that manifold for each person is person specific feature extraction method gain more accuracy than generic methods. The other reason is surviving techniques using manifold considers a single manifold for all faces and the measurement of feature of all face samples is preferred the same for recognition. The optimal feature dimension for each person may be different due to intrinsic differences of different persons. Due to this we model each person as a manifold so that we can optimize the feature dimensions for each individual.
Let X=[x1,x2,…,xN] be the training set, where xj is the training image of the jth person with the size of m × n, 1 ≤ j ≤ N, N is the number of persons in the training set. Each image xj is partitioned image is into t nonoverlapping feature patches with an equal size of ab where t= .Let Mi = [xi1,xi2,….,xit] be the image patch set of the ith person, represented by manifold Mi. Face is automatically detected using Viola-Jones face detector Each image is split into 20×20 nonoverlapping feature patches. The subjects are taken from database and the manifold structure is formed. The appearance of the distribution of all the patches in the manifold is depicted in figure 2 . All patches of similar appearance are distributed together and the patches of one single individual are distributed far away from each other. To bring all the patches belonging one individual together DMMA technique is applied. Where xirp represents the pth k1-nearest manifold and xirq denotes the qth k2-nearest intramanifold neighbor of xir .
There are two affinity matrix Airp and Birq to characterize the similarity between xirp and xir as well as that between xirq and xir.. The objective function of J1 is to ensure that if xir and xirp are close and from dissimilar subjects, then their low dimensional illustrations are separated as far as possible.On the other hand, J2 in ensures that if xir and xirq are close and from the same subject, then their low dimensional illustrations are close as well. Step 1: Initialization.
Step 2: Similarity matrix calculation.
Step 3: Local optimization.
Step 4: Output Projection matrix. 
4.CONCLUSION
This paper introduces a novel high capacity face detection technology. In order to achieve a higher quality detecting system discriminative multi-manifold technique has been introduced. This technique makes use of only one image of a person stored in the database and this image is split into various patches, based on features the matching is done. The best matching feature is matched to the individual in the database hence this technique saves space and time.
