We consider the problem of electron transfer between two symmetric redox states for cases in which the interstate coupling can be strong and the coupled harmonic bath can be nonadiabatic. We utilize an adiabatic bath coupled to the charge transfer species as a reference system and treat the solvation effects of nonzero frequency Fourier modes approximately, yielding an analytical theory for the activation free energy in terms of the spectral density of the bath. The theory is exact for both slow and fast bath modes. For small interstate coupling, the theory agrees with the golden rule result. We test the theory's accuracy at large couplings in the intermediate frequency regime by comparison with Monte Carlo simulation.
I. INTRODUCTION
Traditional theoretical treatments of charge transfer within a solution have focused on charge transfer between weakly coupled charge transfer sites. ' In this limit, lowest order perturbation theory in the electronic coupling can be used yielding the well-known golden rule result. In the weak coupling limit, the roles of slow and fast solvent modes are well understood. The slow classical modes are thermally excited from the polarized solvated state to the unpolarized transition state, contributing substantially to the activation free energy for charge transfer. The faster modes are quantum mechanical and can tunnel. They are able to solvate the transferring charge in the solvated state and to some extent in the transition state as well. Consequently, the fast modes can make less significant contributions to the activation free energy than do the slow classical modes.
These trends are not limited to the regime of weak intersite coupling,' but outside that regime, an exact theory of comparable simplicity to the golden rule treatment is not available. Cases of strong coupling are relevant to experiment. For example, mixed valence compounds can involve an electron resonating between two strongly coupled sites.3 In addition, a successful theory must be able to treat high frequency nuclear motions as quanta1 degrees of freedom.4
This paper is devoted to this problem of electron transfer between strongly coupled states. We limit our development to the case of symmetric redox states. For this case, we derive an analytical theory for the activation free energy governing charge transfer. We demonstrate that our approach is accurate. We leave for the future extensions to asymmetric cases and the calculation of properties other than the free energy.
We utilize a recently developed perspective on rates of processes involving a quanta1 reaction coordinate.5 With this perspective, the charge transfer is viewed in terms of the electron's Feynman path.6 In particular, one considers the thermal excitation of that path's centroid to the transition state. The bath responds to the displacement of this centroid. Both the contributions to the activation energy from the bath modes and the charge path itself, in both the strong and weak electronic coupling limits, are included consistently. The bath modes are included quantum mechanically allowing for tunneling where important.
The development of the paper is as follows: In Sec. II, we present the spin-boson Hamiltonian we use to model the charge transfer process. Further, we show how to calculate the relevant activation free energy by employing an adiabatic reference Hamiltonian and incorporating the nonzero frequency Fourier components perturbatively. Adiabatic reference systems have been used before in related contexts.* When variationally optimized, such an approach is analogous to self-consistent mean field theories of random field Ising models. 8'9 In the present case, an appropriate variational scheme is not apparent, but we argue that a simple truncation of the perturbation series is sufficient. This is introduced in Sec. III. It provides an analytical theory. Further, it is exact when the fast modes become slow and therefore adiabatic, and it is exact when the fast mode frequencies tend to infinity. The accuracy with which the truncation interpolates between those limits is examined in Sec. IV. On the basis of comparison with Monte Carlo simulation, we argue that truncation provides an accurate quantitative theory. The paper is concluded in Sec. V. An Appendix provides some mathematical details.
II. THE MODEL AND BASIC APPROACH
We model the symmetric charge transfer system with the spin-boson Hamiltonian ff=%,,+H,( ix) 1 -PQ3( (xl 1.
The contribution (2.1)
is the Hamiltonian of the unsolvated charge transfer species and PFL~, is the electric dipole operator of that species. Here, a, and a, are the Pauli spin matrices. The variable 8 represents the electric field that couples to the charge transfer species. It is a linear combination of the solvent harmonic modes 8? = Bj ci xp where xi is the displacement of the ith mode. The bath, defined by HB( (x) ), is an infinite harmonic bath. In the absence of the transferring spe-ties, all modes of the bath are symmetric with no net average polarization. Harmonic baths coupled linearly to a spin system as in Eq. (2.1) can be conveniently described with the spectral density defined by is the free energy to move the centroid of the quantum path of the charge transfer dipole from the stable state to the transition state'
where si is the classical solvation energy. Finally, we restrict ourselves to the case of strong solvation, so that the charge transfer is activated, giving validity to the concept of a rate constant. The charge transfer process we are interested in studying involves the transfer of a quantum mechanical species from one site to another. As such, the rate constant for this process can be written as
where Y is a frequency factor typically of the order (@l) -I and F" is the reversible work for moving the centroid of the Feynman quantum path of the reaction coordinate from its solvated state to the transition state.' With this approach, the reaction coordinate is the centroid of the quantum path of the charge transfer dipole. The dominant contributor to the rate is FL. Along with the reorganization energetics, exp( -DE*) includes factors involving the tunneling of the two-level system itself {e.g., the familiar factors of K* associated with the requisite kink pair formation [see Eq (4.4)]}. 0 ur objective is to express P analytically in terms of J(w).
Consider the partition function Q=Tr exp ( -flH) XQ;', where QB is the partition function of the bath alone. Converting the trace to path sums and path integrals and then performing analytically the resulting Gaussian bath integrals yields
with Sr&,o( t)] denoting the action of the two-level system and S,[a(t)] denoting the influence functional action resulting from the interaction between the spin system and bath
Here, II(z) is the Bessel function of imaginary argument" and the inequality is to be strictly enforced. For a general bath spectral density, the problem does not decouple as it does for an adiabatic bath. An adiabatic reference system may, however, provide a useful starting point about which nonzero frequency Fourier modes can be included approximately. The constrained partition function for a charge transfer species coupled to a general bath can be written as HereX(f-f')=(g(f)%'(t'))BistheEuclideantimebath response function evaluated with the bath uncoupled to the transferring species. In this notation, the relevant centroid is the zero frequency component of the spin path Q(u) =Qda> (expCWdt> lIl>o,g.
(2.14)
Here, ( -* * ) o,,, denotes the normalized average taken with the weight functional s(a-oo)exp{So[a(t)]), where
and AS=S--Sc,. Note that for a general bath, S~" '[a(t>] For symmetric charge transfer, the stable states correspond to -1 (~0 < 0 and 0 < co< 1, and the delocalized transition state is given by oo=O. The centroid activation free energy (2.9)
Here, Q(o) is the partition function for the system with the centroid of the reaction coordinate constrained to be equal to 0,
(2.10)
The action S[a( t)] is given by Eq. (2.6).
For an adiabatic bath, the calculation of the centroid free energy can be performed analytically. In that case, the influence functional action SJa( t)], the second term in the exponential in Eq. (2.5), simplifies to
where x0 is the adiabatic bath response function. Thus, an adiabatic bath "sees" only the centroid of the charge transfer dipole path pa0 and as a consequence, the finite frequency fluctuations of the spin path are decoupled from the bath. As a result, the constrained partition function, Eq. (2.10) for an adiabatic bath reduces to Q(c) =Qo(a), where
Here Qru(c) is the constrained partition function for a free two-level system. It can be evaluated analytically and is given by2
The average (. * -)A D denotes an average performed with the action S, and with the centroid constrained to be at u. Equation (2.15) is a formally exact summation of the perturbation series for Q(a). With it, we can express I;* in terms of its adiabatic counterpart 3 and averages involving AS. While evaluation of the entire series can be cumbersome, if not intractable, truncation can be useful. We consider a specific truncation now. the adiabatic reference, Q can be expressed as Qo(exp(AS))o, where Q. and (***). denote the unconstrained partition function and average, respectively, with the adiabatic action Se. With the same approximation used in passing from Eq. (2.15) to Eq. (3.1), we can write
Ill. TRUNCATION AND PRINCIPAL RESULTS
The contribution of a slow bath mode to (AS)A,a is small since for such a mode the only significant Fourier component is the zero-frequency component which is included in S,,. On the other hand, the contribution to W)L,D can be quite large for a fast mode whose response function has significant nonzero frequency Fourier components which are able to solvate nonzero frequency Fourier modes of the spin path. Because very fast modes are able to fully solvate the spin system regardless of the specifics of the spin path,* however, the value of (AS),,, is to a large extent independent of A. Hence, we are led to the approximation This quantity q tends to 1 in the limit of small /3K and large fi2p2xe. The quantity (AS), can be expressed in Fourier modes yielding
The integral over il in Eq. (2.15) has been performed by approximating ( AS)A,~=: (AS),,, for all 2. As mentioned, this approximation should be accurate both for slow modes where (AS),,, is small and for fast modes which fully solvate the spin system regardless of which reference system is chosen. Its accuracy for modes intermediate in frequency will be tested in Sec. IV. Expressing Eq. (3.1) in terms of the bath response function yields
(3.7) The evaluation of ( 1 a,, I 2)o is given in the Appendix.
Equations (2.9), (3.21, and (3.7) combine to give our principal result
2) fl=#=o where
The first two terms in this last expression give the contribution to the activation energy from the adiabatic reference system and the third term gives the contribution from the nonzero frequency Fourier modes of the bath as estimated by our theory. For a slow bath (i.e., xn=O when n#O), the third term goes to zero and the result reduces to the exact adiabatic result.* The effect of high frequency modes is also predicted correctly by our theory, i.e., it predicts that fast modes have no effect on the activation energy. To see that fast modes have negligible impact on the activation energy, note that for a given mode i of frequency Wi,
Bfi and similarly for ( I a,, I 2)o,o. Here, a,, = 27rn4K The response function x' (t-t' ) is just the bath response function with the zero frequency Fourier mode subtracted out, x'( C-t') =x( t-t') -xc. The evaluation of ( I a,, I 2)o,0 is given in the Appendix.
If Wi is much faster than the tunneling frequency K/+i, xf' =x6') on the frequency scales contributing to the spin dynamics, and as a consequence,
In order to calculate the activation energy for charge transfer, the integral over the centroid density in the denominator of Eq. (2.9) must be evaluated. For symmetric charge transfer, the integral over the centroid density can be evaluated easily by noting that it is just half the unconstrained partition function Q in Eq. (2.5). By employing =Jp; ((l~,12) o,o-(1~,12)o)=o. The last equality follows from the fact that d(t) = 1, which yields 8,( I cr,,l*) = 1 for any normalized average. Thus, Eq. (3.8) gives the correct result for the contribution to the activation free energy given by both slow and fast modes relative to the tunneling frequency of the charge. In the next section, we examine how well Eq. (3.8) interpolates between these two extremes.
IV. RESULTS
In order to test Eq. (3.8), we have first done calculations using a bath with two modes, one at finite frequency and the other at essentially zero frequency. The Fourier coefficients of the response function are therefore given by I* (4.1)
The slow mode has classical solvation energy S, and the fast mode of frequency wf has classical solvation energy So Comparison of the results provided by our theory and those given by Monte Carlo as a function of wr provides an indication of how well Eq. (3.8) interpolates between the correct values at low and high frequencies.
We have performed the Monte Carlo simulations used in this comparison. We used the discretized action'
2) where N is the number of discretization points. Note that the omitted constant metric factor has no bearing on our calculations. The first term in Eq. (4.2) is the action for the free charge transfer species, and the second term is the influence functional due to the bath. As a result of the trace, the discretized path is periodic oN+i=(T1.
In order to examine the activation free energy for charge transfer, we calculated the reversible work to move the centroid of the charge transfer species [Eq. (2.8) ]. This calculation was done by umbrella sampling using windows to confine the discretized centroid coordinate aa= Zi cri / N. The width of the windows was chosen so that the free energy change from one end of the window to the other is -ksT. To enhance the efficiency of our calculations, we have included the adiabatic reference free energy surface in our window potential." Once obtained, the free energy function is then used to numerically evaluate Eq. (2.9), yielding the activation energy for charge transfer. This calculation is repeated for a variety of choices of wf and then compared with our theory.
Also of interest is a comparison of Eq. (3.8) with the traditional golden rule (GR) theory. The latter is exact in the limit of weak coupling between charge transfer states (Le., small PK). It predicts the charge transfer rate constant coupling regime. At higher coupling, our theory describes the effects of more than a single kink pair. In this higher coupling regime, the golden rule, which includes only one kink pair, is no longer valid. Figure 1 illustrates the difference between our theory and the golden rule. Figure 2 shows results for the bath with the largest electronic coupling considered in Fig. 1 , /3K= 10.0. Shown in Fig. 2 along with our theory and the golden rule are the activation free energies provided by Monte Carlo simulation on this system. The results indicate, as they must, that our theory is in agreement with Monte Carlo in the high and low frequency limits. The inset graph shows the intermediate frequency region in detail. The results in this region show that the activation energy given by our theory is at worst in error by 15 %. The errors in the golden rule are much larger. The free energy F* decreases (i.e., the rate constant increases) with increasing mode frequency because high frequency modes tunnel more easily than do low frequency modes. Liquid water is one case in which such nuclear tunneling is significant.4 Figure 3 shows results of a calculation using the spectral density from Ref. 4 relevant for aqueous ferrous-ferric electron transfer. This spectral density is appreciable for fiw 5 6kBT. At small flK, the results of the present theory and Monte Carlo agree with the golden rule result. As OK is increased, the present theory remains in good agreement with Monte Carlo, but the results of the golden rule are in significant error. Figure 3 also compares our quantum theory with the classical treatment of the bath. The latter neglects all but zero frequency fluctuations. Here, the differences are due to nuclear tunneling which is accounted for in the quantum theory. For K/ti larger than any relevant frequencies in the bath, the distinction between the classical and quantum treatments become irrelevant. For BK < 10, however, the distinction between the two seems significant. 
V. CONCLUDING REMARKS
We have developed a theory which allows for the accurate calculation of activation energies for charge transfer between sites that are strongly coupled. It allows for treatment of experimental situations for which the traditional golden rule result is in significant error. Because of the quantum mechanical basis for the theory, both the activation free energy associated with the transferring charge itself and the correction due to nuclear tunneling are correctly and accurately treated. The theory of Sparpaglione and Mukamel13 was designed to interpolate between small K and large K regimes, but it does not account for the possibility of nuclear tunneling. The theory of Kim and Hynes, both in its originall and now corrected forrn15 does not account for nuclear tunneling either. Its corrected form does treat properly very high frequency bath modes, i.e., ti>K, but it is not accurate for @a-pK 2 1. A complete theory of electron transfer must account for the dynamical frequency factor Y. We have ignored its variability. For systems with very high friction, however, the dependence of Y on system parameters may be as significant as that for exp( -flF">.
Others have considered the quantum theory of this high friction regime.16 An analysis in the context of the centroid perspective may be of interest. We leave this analysis for the future. The present paper has focused on symmetric two-state charge transfer. Treatment of more general systems, those with asymmetry and/or three or more states, is left for the future too.
