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In stiff ﬁber-reinforced composites, it has been known that the
shear stress increases at the rate of 1/
√
 as the distance 
between adjacent ﬁbers approaches 0. This paper reveals a strong
inﬂuence of a combination of a triple ﬁber, as well as the
distance between a pair of ﬁbers, on the blow-up so that the
stress concentration can be signiﬁcantly accelerated by adding a
small ﬁber in-between ﬁbers. Speciﬁcally, if a ﬁber F2 with a
small diameter δ is located in-between ﬁbers F1 and F3, 1 =
dist(F1,F2) and 2 = dist(F2,F3), then the stress blows up at
the exact rates of 1/
√
δ1 and 1/
√
δ2 between F1 and F2 and
between F2 and F3, respectively. This estimate still holds even
when a part of F2 overlaps with F3. The magniﬁcation factor 1/
√
δ
yields the enormous increase in the stress that greatly surpasses
the expectancy by previous methods.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Stiff ﬁber-reinforced composites have very low strength in longitudinal shear and this has been
explained by high stress concentrations in the narrow regions between neighboring parallel ﬁbers
[5]. Until now, much attention has been focused on the estimate for such high stress concentration,
especially associated with the distance between adjoining ﬁbers, refer to [2,3,8,7,12,13]. An optimal
blow-up rate in terms of the distance has been obtained in a way to employ a conductivity equation
inspired by a standard anti-plane shear model, so that the stress in the narrow region increases
toward inﬁnity at the rate of 1/
√
 as the distance  between the ﬁbers approaches 0.
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Fig. 2. Case C and Case D.
This paper is mainly concerned with a strong effect on the stress by a combination of a triple
of ﬁbers, whereas the previous works mentioned above have considered the effect of the distance
determined by each pair of ﬁbers (possibly in multiple ﬁbers). Our optimal estimates in this paper
witness that a combination of ﬁbers, as well as the distance, has a strong inﬂuence on the stress.
Speciﬁcally, the stress concentration is signiﬁcantly accelerated by adding a small ﬁber in-between
ﬁbers, see Figs. 1 and 2. Our optimal dependency of the stress with respect to the small ﬁber is as
follows: if a ﬁber F2 with a small diameter δ is located in-between ﬁbers F1 and F3, 1 = dist(F1,F2)
and 2 = dist(F2,F3), then the blow-up rates are exactly 1/√δ1 and 1/√δ2 in the narrow regions
between F1 and F2 and between F2 and F3, respectively. Moreover, the same estimate also holds
between F1 and F2 even when a part of F2 overlaps with F3. According to geometrical conﬁgurations
that appear in Figs. 1 and 2, Theorems 1.2, 1.3, 1.5 and 1.6 are presented for Cases A, B, C and D,
respectively.
The magniﬁcation factor 1/
√
δ in these estimates yields the enormous increase in stress due to a
small geometric change. The increased rate 1/
√
δi signiﬁcantly surpasses the expectancy due only to
a reduction of the distance between ﬁbers. For example, we consider the disjoint ﬁbers F1, F2 and F3
above. We assume that the diameter δ of F2 is suﬃciently small and 1  δ. The distance between
F1 and F3 is almost δ. Here, we compare two cases when F3 approaches to F1 up to the distance
1 without F2, and when we add the small ﬁber F2 between F1 and F3. In the former case, the
stress rate increases from 1/
√
δ to 1/
√
1 due to a reduction of the distance. In the later case, the
stress rate is increased to 1/
√
δ1 by the small ﬁber F2 between F1 and F3. Thus, the combination of
big-small-big inclusions has a stress concentration much stronger than the big-big inclusions.
Let {Fl | l = 1, . . . , L} be a set of disjoint ﬁbers Fl with a simply connected cross-section Dl for
l = 1, . . . , L, whereas a ﬁber denoted by Fl can be overlapped with another. For example, a part of F2
overlaps with F3 in Cases A and C. Thus, we assume that
F1 = F1 and F2 = F2 ∪ F3 in Cases A and C,
and F1, F2 and F3 are disjoint in Cases B and D so that
F1 = F1, F2 = F2 and F3 = F3 in Cases B and D.
Considering the mathematical model of a composite containing parallel ﬁbers, there is an analogy
between anti-plane shear problems and conductivity problems. In a standard anti-plane shear model,
the out-of-plane elastic displacement u satisﬁes the two dimensional conductivity equation: for a
given harmonic function H in⎧⎪⎪⎨⎪⎪⎩
∇ ·
{(
1+
L∑
l=1
(al − 1)χ(Dl)
)
∇u
}
= 0 in R2,
u(x)− H(x) = O (|x|−1) as |x| → ∞ (1)
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Here, ∇u is corresponding to the stress tensor in the ﬁber-reinforced composite and the domain Dl is
doing to the cross-section of the stiff ﬁber Fi for l = 1, . . . , L. Consequently, the primary objective is
to estimate the gradient ∇u of the solution to the conductivity equation.
Until now, there have been numerous investigations of the blow-up phenomenon of ∇u associ-
ated with the distance between ﬁbers. The earlier works pointed out that the extreme conductivities
al are indispensable to the blow-up phenomena. When inclusions’ conductivities are away from zero
and inﬁnity, it has been shown by Li and Vogelius [10] that ∇u is bounded even though the distance
is arbitrarily small, see also [8], and it was generalized to elliptic systems by Li and Nirenberg [9].
In [2,3], for general conductivities including extreme values, Ammari et al. have established the op-
timal bounds of the gradient of solutions to the two dimensional conductivity equation under the
assumption that a pair of inclusions is of circular shapes. Speciﬁcally, in the case of the extreme con-
ductivities, these bounds imply that ∇u generally becomes unbounded as  tends to zero and the
blow-up rate is 1/
√
 , where  is the distance between two inclusions. Yun [12,13] has extended
this blow-up result for the case of two adjacent perfect conductors of suﬃciently general shapes in
two dimensions. In Bao, Li and Yin’s paper [6], the blow-up rate has been also obtained in higher
dimensional spaces. They have also done the follow-ups [4,7] that the blow-up rate known for a pair
of ﬁbers is also valid for any pair in the multiple inclusions in any dimensions. In their works [6,4,7],
the inclusions are also of suﬃciently general shapes as well as Yun’s works [12,13]. So far, the opti-
mal dependency of the blow-up with respect to the distance  has been successfully obtained in the
previous works.
Some references mentioned above have aided us in understanding the contribution of other geo-
metric parameters to the blow-up. Under the assumption of a pair of circular or spherical inclusions,
the blow-up estimates in terms of the radii of the inclusions, as well as the distance, have been
obtained by Ammari, Kang et al. [2,3] and by Lim and Yun [11].
Therefore, the previous studies above have been focused on geometric conditions between a pair
of ﬁbers acting on the stress. It is worthy noting that the case of multiple inclusions has been in-
vestigated by Bao, Li and Yin [4,7]. Precisely speaking, they have considered each pair of adjacent
inclusions in multiple inclusions.
In this paper, a combination of a triple of ﬁbers, as well as the distance, strongly affecting the
blow-up phenomena is presented. The effect of a combination has not been considered in the previous
works. As has been mentioned before, the growth of the gradient ∇u can be accelerated signiﬁcantly
by a small additional ﬁber in the narrow region between inclusions, and the explicit dependency of
the gradient with respect to the geometric change is further established.
According to geometrical features, we consider four cases where a small inclusion exists between
a pair of inclusions: In Cases A and C, the small inclusion overlaps with the right one, and in Cases B
and D, three inclusions are assumed to be disjoint. In particular, all inclusions of Cases A and B have
circular shapes, so that the estimates are provided in terms of the radii.
Now we introduce the governing equation with the inﬁnity shear modulus (or conductivity)
from (1). Let L be the number of simply connected inclusions Dl that imply the cross-sections of
stiff ﬁbers Fl (or the perfect conductors) and the inclusions Dl (l = 1, . . . , L) are assumed to be dis-
joint in R2. Under the action of the applied ﬁeld ∇H , the out-of-plane elastic displacement (or the
electric potential) u satisﬁes the following conductivity equation:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
u = 0, in R2 \
L⋃
l=1
Dl,
u(x)− H(x) = O (|x|−1), as |x| → ∞,
u|∂Dl = constant, for l = 1, . . . , L,∫
∂D
∂νu dS = 0, for l = 1, . . . , L,
(2)l
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vector of R2 \⋃Ll=1 Dl , i.e., directed inward of Di . On each boundary ∂Dl for l = 1, . . . , L, the solution
u has a constant value depending on Dl and H .
Remark 1.1. We consider only the cases of L = 2,3. In Cases A and C, the inclusion D2 is the cross-
section of F2 = F2 ∪ F3 since F2 ∩ F3 
= ∅. In Cases B and D, the inclusions Dl is the cross-section of
Fl = Fl for l = 1,2,3.
1.1. Cases A and B: Circular inclusions
The detail description of Cases A and B related to circular inclusions is given as follows, also see
Fig. 1:
(Case A) One disk and a pair of partially overlapping disks: there is a portion of disk protruding from
one of circular inclusions, i.e., L = 2, and D1 and D2 are -distanced domains deﬁned as
D1 = Br1(c1), D2 = Br2(c2)∪ Br3(c3), (3)
and
δ = 2r2
where c1 = (−r1 − 2 ,0), c2 = (r2 + 2 ,0), and c3 = (r3 + ar2 + 2 ,0). Here, Brl (cl) is the disk
centered at cl with the radius rl . We assume Br2 (c2) ∩ Br3 (c3) 
= ∅, i.e., a is a ﬁxed number
with 0< a < 2,
dist
(
D1, Br3(c3)
) r2 and 0<   r2  r1  r3.
(Case B) Three disjoint disks: a small disk is disjointly embedded into the in-between area of two
disks, i.e., L = 3, and
Dl = Brl (cl), l = 1,2,3, (4)
and
δ = 2r2
where c1 = (−r1 − 1,0), c2 = (r2,0) and c3 = (r3 + 2r2 + 2,0). The distance between D1
and D2 is 1, and the distance between D2 and D3 is 2. We assume that
0< i  r2  r1  r3, for i = 1,2.
In both cases, three disk centers are lined up in one straight line. The optimal blow-up rates remark-
ably increased due to the additional small ﬁber are given in the following theorems.
Theorem 1.2 (Case A). Let D1 and D2 be deﬁned as (3). Then
(a) Optimal lower bound: There is a positive constant C independent of  , r1 , r2 = δ/2 and r3 such that
u|∂D2 − u|∂D1  C
(
r1r3
r + r
)
1√ √,1 3 δ
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narrow region between D1 and D2 such that
∣∣∇u(x0)∣∣ C( r1r3
r1 + r3
)
1√
δ
1√

.
(b) Optimal upper bound: For any entire harmonic function H, let u be the solution to (2) with H. Then,
there is a positive constant C independent of  , r1 , r2 and r3 such that
∣∣∇u(x)∣∣ C( r1r3
r1 + r3
)
1√
δ
1√

for any x in the narrow region between D1 and D2 .
Theorem 1.3 (Case B). Let Di , i = 1,2,3, be the balls deﬁned as (4). Then
(a) Optimal lower bound: There is a positive constant C independent of 1 , 2 , r1 , r2 = δ/2 and r3 such that
u|∂D2 − u|∂D1  C
(
r1r3
r1 + r3
)
1√
δ
√
1,
and
u|∂D3 − u|∂D2  C
(
r1r3
r1 + r3
)
1√
δ
√
2,
where u is the solution to (2) with H(x1, x2) = x1 . By the Mean Value Theorem, there exist two points x1
and x2 in the narrow region between D1 and D2 , and between D2 and D3 , respectively, such that
∣∣∇u(xi)∣∣ C( r1r3
r1 + r3
)
1√
δ
1√
i
for i = 1,2.
(b) Optimal upper bound: For any entire harmonic function H, let u be the solution to (2) with H. Then,
there is a positive constant C independent of 1 , 2 , r1 , r2 and r3 such that
∣∣∇u(x)∣∣ C( r1r3
r1 + r3
)
1√
δ
1√
i
for i = 1,2
for any x in the narrow regions between D1 and D2 , or between D2 and D3 , respectively.
Remark 1.4. We take advantage of an argument presented in Bao, Li and Yin [6] to derive the up-
per bounds in (b) of Theorems 1.2 and 1.3 from the potential differences. In Lim and Yun [11], the
argument has been modiﬁed to be applicable to our model. Thus, to obtain the bounds, we need to
estimate only for the potential differences between inclusions as follows:
∣∣(u|∂D2 − u|∂D1)∣∣ C( r1r3r1 + r3
)
1√
δ
√
 (5)
in Theorem 1.2, and
∣∣(u|∂D2 − u|∂D1)∣∣ C( r1r3r + r
)
1√ √1 (6)
1 3 δ
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∣∣(u|∂D3 − u|∂D2)∣∣ C( r1r3r1 + r3
)
1√
δ
√
2 (7)
in Theorem 1.3. By Lemma 2.9 based on the argument in [6,11], the potential differences above imply
the estimates in (b) of Theorems 1.2 and 1.3.
1.2. Cases C and D: More generalized shaped inclusions
Cases C and D are designed for more general-shaped inclusions. The estimates presented in Theo-
rems 1.2 and 1.3 can be extended to hold for the general-shaped cases. We consider three domains
D left, Dcenter and Dright with C2+α boundaries in R2 whose complementary sets are the image of com-
plementary sets of the unit disk under conformal mappings ϕleft, ϕcenter, and ϕright. More precisely,
ϕcenter : C \ B1(0) → R2 \ Dcenter is a conformal mapping such that
ϕcenter ∈ C2
(
C \ B1(0)
)
.
Here, we do not distinguish R2 from C. Likewise, ϕleft, and ϕright are C2-conformal mappings. More-
over, we assume
ϕ′left(z) 
= 0 and ϕ′right(z) 
= 0 for z ∈ ∂B1(0).
Although the C2-regularity condition of these conformal mappings doses not allow non-smooth in-
clusions such as polygons, the Riemann Mapping Theorem yields a suﬃciently general class of shapes
for us, refer to Ahlfors [1]. We formulate Cases C and D analogously to A and B as follows, see Fig. 2.
(Case C) One domain and a pair of partially overlapping domains: there is a small portion protruding
from one of two inclusions, i.e., L = 2, and D1 and D2 are -distanced domains deﬁned as
D1 = D left −  and D2 =
(
(δDcenter)∪ (Dright + δa)
)
, (8)
where (a,0) ∈ Dcenter and δDcenter is the δ-scaled domain of Dcenter:
δDcenter :=
{
δ(x1, x2)
∣∣ (x1, x2) ∈ Dcenter}.
For convenience, we assume that
D1 ⊂ (−∞,−) × R, ∂D1 ∩
{
(−, x2)
∣∣ x2 ∈ R}= {(−,0)},
D2 ⊂ (0,∞) × R, ∂D2 ∩
{
(0, x2)
∣∣ x2 ∈ R}= {(0,0)},
Dright ⊂ (0,∞) × R and ∂Dright ∩
{
(0, x2)
∣∣ x2 ∈ R}= {(0,0)},
and D2 is simply connected, where (a,0) is the interior point of Dcenter above. Thus,
dist(D1, D2) = dist(D1, δDcenter),
dist(D1, Dright + δa) = aδ + .
In addition, we also assume that δ is small enough, and
0<   δ  1.
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area of two other domains, i.e., L = 3, and
D1 = D left − 1, D2 = δDcenter and D3 = Dright + δ + 2 (9)
where δDcenter is the δ-scaled domain of Dcenter with the ﬁxed point (0,0):
δDcenter =
{
δ(x1, x2)
∣∣ (x1, x2) ∈ Dcenter}.
For convenience, we assume that
D1 ⊂ (−∞,−) × R, ∂D1 ∩
{
(−, x2)
∣∣ x2 ∈ R}= {(−,0)},
D2 ⊂ (0, δ) × R, ∂D2 ∩
{
(x1, x2)
∣∣ x1 = 0 or δ, x2 ∈ R}= {(0,0), (δ,0)},
D3 ⊂ (δ + 2,∞)× R and ∂D3 ∩
{
(δ + 2, x2)
∣∣ x2 ∈ R}= {(δ + 2,0)}
and
0< i  δ  1 for i = 1,2.
Thus, D1 and D2 are 1 apart, and D2 and D3 are 2 apart.
Theorem 1.5 (Case C). Let D1 and D2 be deﬁned as (8). Then
(a) Optimal lower bound: There is a positive constant C independent of  and r2 = δ/2 such that
u|∂D2 − u|∂D1  C
1√
δ
√
,
where u is the solution to (2) with H(x1, x2) = x1 . By the Mean Value Theorem, there is a point x0 in the
narrow region between D1 and D2 such that
∣∣∇u(x0)∣∣ C 1√
δ
1√

.
(b) Optimal upper bound: For any entire harmonic function H, let u be the solution to (2) with H. Then,
there is a positive constant C independent of r2 = δ/2 and  such that
∣∣∇u(x)∣∣ C 1√
δ
1√

for x in the narrow region between D1 and D2 .
Theorem 1.6 (Case D). Let Di , i = 1,2,3, be deﬁned as (9). Then
(a) Optimal lower bound: There is a positive constant C independent of δ, 1 and 2 such that
u|∂D2 − u|∂D1  C
1√ √1,
δ
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u|∂D3 − u|∂D2  C
1√
δ
√
2,
where u is the solution to (2) with H(x1, x2) = x1 . By the Mean Value Theorem, there exist two points x1 ,
and x2 , in the narrow region between D1 and D2 , and between D2 and D3 , respectively such that
∣∣∇u(xi)∣∣ C 1√
δ
1√
i
, for i = 1,2.
(b) Optimal upper bound: For any entire harmonic function H, let u be the solution to (2) with H. Then,
there is a positive constant C independent of δ, 1 and 2 such that
∣∣∇u(xi)∣∣ C 1√
δ
1√
i
, for i = 1,2
for any x in the narrow regions between D1 and D2 , or D2 and D3 , respectively.
Remark 1.7. In the same way as Remark 1.4, we also employ the arguments presented in Bao, Li
and Yin [6] and Lim and Yun [11] to derive the upper bounds in (b) of Theorems 1.5 and 1.6 for
the potential differences. Thus, in order to get the optimal upper bounds, we estimate only for the
potential differences between inclusions as follows:
∣∣(u|∂D2 − u|∂D1)∣∣ C 1√
δ
√
 (10)
in Theorem 1.5, and
∣∣(u|∂D2 − u|∂D1)∣∣ C( r1r3r1 + r3
)
1√
δ
√
1 (11)
and
∣∣(u|∂D3 − u|∂D2)∣∣ C 1√
δ
√
2 (12)
in Theorem 1.6. Refer to Lemma 2.9.
This paper is organized as follows. Section 2 introduces the integral formula for the potential dif-
ference between inclusions, and describes the monotonic property of the weight term in the formula
that is used throughout this paper. Section 3 is mainly concerned with the case when a pair of inclu-
sions are partially overlapped in three inclusions, so that Sections 3.1 and 3.2 derives Cases A and C,
respectively. In Section 4, we consider the case of three disjoint inclusions. Thus, Sections 4.3 and 4.4
provide the proofs of Cases B and D, respectively.
2. Preliminary
The fundamental rules shall be introduced to estimate the difference of potential between two
adjacent inclusions. We take advantage of the representation of the potential difference presented in
Yun [12,13]. In this paper, a monotonic property of the weight function in the representation shall be
derived and be mainly used to estimate the potential difference.
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We begin by introducing some notations to consider the difference of potential.
Deﬁnition 2.1. For i = 1,2, let Di be an inclusion, possibly a ﬁnite union of disjoint domains in this
deﬁnition. We write
w = Φ[D1, D2], (13)
h = Ψ [D1, D2], (14)
if w is the solution to (2) for D1 and D2, and if h is the solution to
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
h = 0, in R2 \ (D1 ∪ D2),
h = O (|x|−1), as |x| → ∞,
h|∂Di = constant, for i = 1,2,∫
∂Di
∂νhdS = (−1)i, for i = 1,2.
(15)
In this deﬁnition, w and h are assigned one constant value throughout each Di even when Di is
disconnected.
As mentioned above, the arguments in this paper are based on the representation of the potential
difference between a pair of inclusions presented in Yun [12,13].
Lemma 2.2. (See [12].) Consider two simply connected domains D1 and D2 embedded in R2 , i.e., L = 2. Then
the potential difference of the solution u to (2) is represented in terms of h = Ψ [D1, D2] as follows:
u|∂D2 − u|∂D1 =
∫
∂D1
H∂νhdS +
∫
∂D2
H∂νhdS. (16)
The lemma above can be derived by the exterior Divergence Theorem, see [12].
The lemma above can be changed for a triple inclusions as follows:
Lemma 2.3. For three conductors Di , i = 1,2,3, embedded in R2 , i.e., L = 3, the solution u to (2) satisﬁes
∫
⋃3
i=1 ∂Di
H∂νh1 dS =
(
1−
∫
∂D3
∂νh1 dS
)
(u|∂D2 − u|∂D1)+
( ∫
∂D3
∂νh1 dS
)
(u|∂D3 − u|∂D1),
where h1 = Ψ [D1, (D2 ∪ D3)].
Proof. Owing to the (exterior) Divergence Theorem, we have
∫
⋃3
∂D
(u − H)∂νh1 dS = 0. (17)
i=1 i
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∂D1
∂νh1 dS = −1 and
∫
∂D2∪∂D3
∂νh1 dS = 1.
Applying three properties above to (17), we have∫
⋃3
i=1 ∂Di
H∂νh1 dS = −u|∂D1 +
(
1−
∫
∂D3
∂νh1 dS
)
u|∂D2 +
( ∫
∂D3
∂νh1 dS
)
u|∂D3 .
This means the lemma. 
In this paper, we rely on the monotonic property of Ψ to derive the optimal gradient estimates.
Lemma 2.4 (Monotonicity of Ψ ). Let D1 , D2 , D˜1 and D˜2 be inclusions, possibly the union of two domains,
such that
D1 ⊆ D˜1 and D2 ⊆ D˜2.
Let
M = Ψ [D˜1, D˜2]|∂ D˜2 −Ψ [D˜1, D˜2]|∂ D˜1
Ψ [D1, D2]|∂D2 −Ψ [D1, D2]|∂D1
.
Then, we have
0< M  1. (18)
Moreover, when D1 = D˜1 , we have
0< ∂νΨ [D1, D˜2] M∂νΨ [D1, D2] on ∂D2 ∩ ∂ D˜2, (19)
∂νΨ [D1, D˜2] M∂νΨ [D1, D2] < 0 on ∂D1, (20)
and, when D2 = D˜2 , we have
0> ∂νΨ [D˜1, D2] M∂νΨ [D1, D2] on ∂D1 ∩ ∂ D˜1. (21)
∂νΨ [D˜1, D2] M∂νΨ [D1, D2] > 0 on ∂D2. (22)
Proof. Let G1 be a function deﬁned in R2 \ (D1 ∪ D˜2) as follows:
G1(x) =
(
Ψ [D1, D˜2](x)−Ψ [D1, D˜2]|∂ D˜2
)− M1(Ψ [D1, D2](x)−Ψ [D1, D2]|∂D2),
where
M1 =
Ψ [D1, D˜2]|∂ D˜2 −Ψ [D1, D˜2]|∂D1
Ψ [D , D ]| −Ψ [D , D ]|  0.1 2 ∂D2 1 2 ∂D1
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∂νG1  0 on ∂D1. (23)
Integrating ∂νG1 on ∂D1 from the deﬁnition G1, we have
M1  1.
Similarly, we can deﬁne M2 and get an inequality as follows:
M2 :=
Ψ [D˜1, D˜2]|∂ D˜2 −Ψ [D˜1, D˜2]|∂ D˜1
Ψ [D1, D˜2]|∂ D˜2 −Ψ [D1, D˜2]|∂D1
> 0 and M2  1.
These inequalities yield (18).
From deﬁnition, G1|∂D2∩∂ D˜2 = 0 and G1  0 in R2 \ (D1 ∪ D˜2). Hence, by the Hopf’s Lemma,
∂νG1  0 on ∂D2 ∩ ∂ D˜2.
The inequality above and (23) mean (19) and (20). Similarly, we also have (21) and (22). 
2.2. Two disks in R2
Using Lemma 2.2, we can easily calculate the potential difference u|D2 − u|D1 of the solution u
to (2) when
D1 = Br1(c1) and D2 = Br2(c2), (24)
where c1 = (−r1 − 2 ,0) and c2 = (r2 + 2 ,0).
Let Ri be the reﬂection with respect to Di , in other words,
Ri(x) = r
2
i (x− ci)
|x− ci |2 + ci, i = 1,2,
and p1 ∈ D1 be the ﬁxed point of R1 ◦ R2, then R2(p1)(=: p2) is the ﬁxed point of R2 ◦ R1, and
p1 =
(
−√2
√
r1r2
r1 + r2
√
 + O (),0
)
and p2 =
(√
2
√
r1r2
r1 + r2
√
 + O (),0
)
.
Moreover, we can easily show that
Ψ [D1, D2](x) = 1
2π
(
log |x− p1| − log |x− p2|
)
. (25)
Then, we can get the following lemma.
Lemma 2.5. There is a constant C > 0 independent of  , r1 and r2 such that
1
C
√
r1 + r2
r1r2
√
  Ψ [D1, D2]|∂D2 −Ψ [D1, D2]|∂D1  C
√
r1 + r2
r1r2
√
, (26)
for small  > 0.
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pi = (pi,0).
The middle point p1+p22 = O (). In fact, by an elementary calculation, one can prove that the middle
point p1+p22 exists between two approaching points (− 2 ,0) and ( 2 ,0). Thus, − 2  p1+p22  2 .
By the Mean Value Theorem, there exists some point ca between −p1 + /2 and p2 − /2 such
that
Ψ [D1, D2]|∂D2 = Ψ [D1, D2]
(

2
,0
)
= − 1
2π
(
log
(
p2 − 
2
)
− log
(
−p1 + 
2
))
= − 1
2π
(
(p1 + p2)− 
) 1
ca
= 1√
2π
(
 − (p1 + p2)
)√ r1 + r2
r1r2
1√

+ O ().
Similarly, we have
−Ψ [D1, D2]|∂D1 = −Ψ [D1, D2]
(
−
2
,0
)
= 1
2π
(
log
(
p2 + 
2
)
− log
(
−p1 − 
2
))
= 1√
2π
(
 + (p1 + p2)
)√ r1 + r2
r1r2
1√

+ O ().
Then, we have this lemma. 
From Lemma 2.2, we calculate the potential difference of u.
Lemma 2.6. Let H(x1, x2) be an entire harmonic function, and let Dl be given as (24) for l = 1,2. Then, the
solution u to (2) satisﬁes
u|∂D2 − u|∂D1 = H(p2)− H(−p1)
= 2√2∂x1H(0,0)
√
r1r2
r1 + r2
√
 + O (). (27)
Remark 2.7. Referring to the Mean Value Theorem, there exists a point x2 between ∂D1 and ∂D2 such
that
∣∣∇u(x2)∣∣ 2√2∣∣∂x1H(0,0)∣∣√ r1r2r + r 1√ (28)1 2
2414 M. Lim, K. Yun / J. Differential Equations 250 (2011) 2402–2439for suﬃciently small  > 0. Moreover, as a result in [3], there is a constant C independent of  , r1
and r2 such that
‖∇u‖L∞(Ω\(D1∪D2))  C‖∇H‖L∞(Ω)
√
r1r2
r1 + r2
1√

where Ω = B4(r1+r2)(0,0).
2.3. Two arbitrarily shaped inclusions in R2
In the case of two inclusions, the methodology for a inclusions in a large class of shapes was
presented in [12,13]. Let Da and Db be the inclusions with C2 boundaries such that Da ⊂ (−∞,0)×R,
∂Db ∩ ({0} × R) = {(0,0)}, Db ⊂ (0,∞) × R and ∂Db ∩ ({0} × R) = {(0,0)}. Then, we set
D1 = Da −  and D2 = δDb.
Lemma 2.8. Assume that   δ  1. Then,
Ψ [D1, D2]|∂D2 −Ψ [D1, D2]|∂D1 
√

δ
.
Proof. We choose two pairs of open disks Ba and Bb , and BA and BB such that Ba ⊂ Da ⊂ BA , Bb ⊂
Db ⊂ BA and BA ∩ BB = ∅. Then, we compare Ψ [D1, D2] with Ψ [Da − , δDb] and Ψ [DA − , δDB ].
By (18), we have
Ψ [DA − , δDB ]|∂DA− −Ψ [DA − , δDB ]|∂δDA
 Ψ [D1, D2]|∂D2 −Ψ [D1, D2]|∂D1
 Ψ [Da − , δDb]|∂Da− −Ψ [Da − , δDb]|∂δDb .
Since DA , DB , Da and Db are all disks, Lemma 2.5 yields this lemma. 
2.4. Derivation of the upper bounds from the potential differences
As mentioned in Remarks 1.4 and 1.7, we shall establish the potential differences in Sec-
tions 3.1.3, 3.2.2, 4.3.2 and 4.4.2. Based on these, the optimal upper bounds on the gradient of u
presented in Theorems 1.2, 1.3, 1.5 and 1.6 can be obtained. Here, the main idea to get the gradi-
ent estimate from the potential difference has already been presented by Bao et al. (Theorem 1.3,
Lemmas 2.2 and 2.3 in [6]), and has been modiﬁed to ﬁt our problem by Lim and Yun in [11].
Lemma 2.9. For an entire harmonic function H, let u be the solution to (2) when L = 2 or 3.
(i) (L = 2) If D1 and D2 satisfy the geometric conditions of Case A or Case C, and if the potential difference
satisﬁes (5) or (10), respectively, then the inequality in (b) of Theorem 1.2 or 1.5 holds, respectively.
(ii) (L = 3) If D1 , D2 and D3 satisfy the geometric conditions of Case B or Case D, and if the potential differ-
ences satisfy both (6) and (7), or both (11) and (12), respectively, then the inequalities in (b) of Theorem 1.3
or 1.6 hold, respectively.
Proof. We consider the proof of (ii) only, since the proofs of (i) and (ii) have essential thing in com-
mon.
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from D1, D2 and D3. Then, the solution u in D0 \ (D1 ∪ D2 ∪ D3) can be decomposed as follows:
u = C0 + v0 + C1v1 + C3v3.
Here, v0 is a harmonic function in D0 \ (D1 ∪ D2 ∪ D3) with the boundary data
v0 = δ0 j(u − C0 − C1v1 − C3v3) on ∂D j
for j = 0,1,2,3,
v1(x) = Ψ [D1, D2 ∪ D3](x)−Ψ [D1, D2 ∪ D3]|∂(D2∪D3)
Ψ [D1, D2 ∪ D3]|∂D1 −Ψ [D1, D2 ∪ D3]|∂(D2∪D3)
and
v3(x) = Ψ [D1 ∪ D2, D3](x)−Ψ [D1 ∪ D2, D3]|∂(D1∪D2)
Ψ [D1 ∪ D2, D3]|∂D3 −Ψ [D1 ∪ D2, D3]|∂(D1∪D2)
.
Then, v1 and v3 are the bounded harmonic functions in R2 \ (D1 ∪ D2 ∪ D3) with
vi = δi j on ∂D j
for i = 1,3 and j = 1,2,3. The constant C0 = u|∂D2 , and C1 and C3 are the potential differences
between inclusions so that
|C1| r1r3
r1 + r3
1√
δ
√
1 or
1√
δ
√
1 (29)
and
|C3| r1r3
r1 + r3
1√
δ
√
2 or
1√
δ
√
2 (30)
in Case B or Case C, respectively.
To estimate ∇v0, we consider a harmonic function ρ in D0 \ (D1 ∪ D2 ∪ D3) with the boundary
data
ρ = δ0 j on ∂D j
for any j = 0,1,2,3. Let ρi be the harmonic function deﬁned in D0 \ Di with ρi = 0 on ∂Di and
ρi = 1 on ∂D0 for i = 1,2,3. Applying the Hopf’s Lemma to ∂ν(ρ −ρi) on ∂Di for i = 1,2,3, we have
‖∇ρ‖L∞(D0\(D1∪D2∪D3))
max
{‖∇ρ1‖L∞(∂D1),‖∇ρ2‖L∞(∂D2),‖∇ρ3‖L∞(∂D3),‖∇ρ‖L∞(∂D0)}< C .
The constant C above is bounded independently of 1, 1 and δ, since there is a suﬃcient distance
between ∂D0 and ∂Di for i = 1,2,3. Considering v0 ± ρ(‖u − C0‖L∞(∂D0) + |C1| + |C3|), we have
‖  v0‖L∞(∂(D1∪D2∪D3))  C
(‖u − C0‖L∞(∂D0) + |C1| + |C3|) (31)
2416 M. Lim, K. Yun / J. Differential Equations 250 (2011) 2402–2439by the Hopf’s Lemma. Since lim|x|→∞(u − H)(x) = 0 and the harmonic function (u − H) attains the
maximal and the minimal values on ∂(D1 ∪ D2 ∪ D3), we have
‖u − H‖L∞(R2\(D1∪D2∪D3)) max(u − H)−min(u − H)
 |u|∂D3 − u|∂D2 | + |u|∂D2 − u|∂D1 | + 2‖H‖L∞(D0)
= |C1| + |C3| + 2‖H‖L∞(D0).
Then,
‖u‖L∞(D0\(D1∪D2∪D3))  |C1| + |C3| + 3‖H‖L∞(D0) (32)
and, owing to a standard gradient estimate for a harmonic function,
‖∇u‖L∞(∂D0)  C
(|C1| + |C3| + 3‖H‖L∞(D˜0)), (33)
where D˜0 is a bounded domain including D0 and ∂ D˜0 has a suﬃcient distance from ∂D0. By (32),
(29) and (30), both C0 = u|∂D2 and ‖u − C0‖L∞(∂D0) + |C1| + |C3| are bounded independently of small
1, 2 and δ, since i  δ for i = 1,2. Therefore, ‖v0‖L∞(D0\(D1∪D2∪D3)) and ‖  v0‖L∞(∂(D1∪D2∪D3))
are also bounded independently of small 1, 2 and δ, due to the boundary condition of v0 and (31).
In the other hand, u − v0 − C1v1 − C3v3 is constant on ∂D0 so that it can be extended as a
harmonic function to a domain D˜0 including D0 \ (D1 ∪ D2 ∪ D3) whose outer boundary ∂ D˜0 has
some distance from ∂D0. The extended harmonic function is bounded in L∞ sense due to (32), the
boundedness of ‖v0‖L∞(D0\(D1∪D2∪D3)) and ‖v1‖L∞(R2\(D1∪D2∪D3)) + ‖v2‖L∞(R2\(D1∪D2∪D3))  2. Ap-
plying the standard gradient estimate for a harmonic function to the extended one, we can show
that ‖∇(u − v0)‖L∞(∂D0) is bounded independently of small 1, 2 and δ. By (33), ‖∇v0‖L∞(∂D0) is
also bounded, and ‖ v0‖L∞(∂(D1∪D2∪D3)) was already done just before this paragraph. Therefore, the
Maximum Principle yields that ‖  v0‖L∞(D0\(D1∪D2∪D3)) is also bounded independently of small 1,
2 and δ.
We estimate C1∇v1 in the narrow region between D1 and D2. Since v1 is constant on the bound-
aries that are smooth enough in the narrow region, v1 can be extended into the interior areas of D1
and D2 by the distance almost 1 from the boundaries in the narrow region, independently of δ (and
also r1 in Case D) since 1  δ. The standard gradient estimate for a harmonic function allows
|C1∇v1| r1r3
r1 + r3
1√
δ
1√
1
or
1√
δ
1√
1
in the narrow region between D1 and D2. Note that the inequality above is a local property indepen-
dent of choosing D0.
Now, we consider C3∇v3 in the narrow region between D1 and D2. A proper estimate for ∇v3 in
the narrow region shall be presented in (i) and (iii) of Proposition 4.4. Since h2 = Ψ [D1 ∪ D2, D3] in
the proposition, we have
∇v3 = 1
h2|∂D3 − h2|∂(D1∪D2)
∇h2.
Thus, the estimates in (i) and (iii) of Proposition 4.4 imply that ∇v3 is bounded in the narrow region
between D1 and D2 independent of 1 and 2. Thus,
|C3∇v3|√2
in the narrow region between D1 and D2.
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and D2. Here, the bound is dominated only by the estimate for C2∇v1, which is independent of
choosing D0. In this respect, the constant C of the upper bound in Theorem 1.3(b) is independent of
r1, r2, r3, 1 and 2.
In the same way, we can also derive the upper bound of |∇u| in the narrow region between D2
and D3. 
3. Cases A and C: Partially overlapping inclusions
In this section, we prove Theorems 1.2 and 1.5 related Cases A and C respectively that share com-
mon threads. For this reason, we ﬁrst consider Case A whose inclusion is a disk or a union of disks.
3.1. Case A
The inclusions D1 and D2 in this subsection have been given as (3), and we deﬁne
h = Ψ [D1, D2] and h j = Ψ
[
D1, Br j (c j)
]
, j = 2,3, (34)
where Ψ deﬁned in Section 2.1. The domains D1 and D2, and the functions h and h j above are only
for Case A.
3.1.1. Properties of h and h j
We derive the properties of h and h j in (34) to prove the theorems.
Lemma 3.1.We have ∫
(∂D2)\Br2 (c2)
∂νh(x)dS = O (
√
 ) (35)
as  → 0, when δ is ﬁxed.
Proof. We choose a domain Ω˜ with a smooth boundary as follows:
Br3(c3) ⊂ Ω˜ ⊂ D2,
Ω˜ \ Br2(c2) = Br3(c3) \ Br2(c2),
Ω˜ ⊇ B r2
2
(

2
+ r2
2
,0
)
so that (

2
,0
)
∈ ∂Ω˜ ∩ ∂B r2
2
(

2
+ r2
2
,0
)
.
Then, deﬁne
h˜ := Ψ [D1, Ω˜].
From the monotonicity of Ψ in Lemma 2.4, we have
∂νh ∂ν h˜ on ∂Br3(c3) \ Br2(c2). (36)
2418 M. Lim, K. Yun / J. Differential Equations 250 (2011) 2402–2439Thus, we are going to estimate ∂ν h˜ on ∂Br3 (c3) \ Br2(c2). Since M  1 in Lemma 2.4, we have
0< h˜|∂Ω˜ − h˜|∂D1
 Ψ
[
D1, B r2
2
(

2
+ r2
2
,0
)]∣∣∣∣
∂B r2
2
( 2+ r22 ,0)
−Ψ
[
D1, B r2
2
(

2
+ r2
2
,0
)]∣∣∣∣
∂D1
 C
√

where the last inequality above is from Lemma 2.5 and the constant C is depending on δ. This means
that
sup
x∈R2\(D1∪Ω˜)
∣∣˜h(x)∣∣ C√.
Since h˜(x) is constant on the smooth boundary ∂Ω , for each point x on (∂Br3 (c3)) \ Br2(c3), h˜ can
be extended as a harmonic function to a small open disk with the center x. Here, the radius can be
chosen uniformly for x on (∂Br3 (c3)) \ Br2(c3) and independent of  , because the distance between
(∂Br3 (c3)) \ Br2(c3) and ( 2 ,0) does not decrease to 0 even though  goes to 0, and the extended
harmonic function is also bounded by C
√
 there. Since x is the center of the disk, a standard gradient
estimate for harmonic functions yields ∣∣∇h˜(x)∣∣ C√
for any point x on (∂Br3 (c3)) \ Br2 (c3) where C is independent of x. By (36), we have the lemma. 
The monotonicity (20) of Ψ in Lemma 2.4 also yields the following lemma.
Lemma 3.2.
∂νh(x) M∂νh3(x) < 0, x ∈ ∂D1, (37)
where
M = h|∂D2 − h|∂D1
h3|∂Br3 (c3) − h3|∂D1
. (38)
Lemma 3.3.
h|∂D2 − h|∂D1 = h2|∂Br2 (c2) − h2|∂D1 + O ().
Proof. Note that ∫
∂D1
∂ν(h − h2)dS = 0
and ∫
∂D2
∂ν(h − h2)dS =
∫
∂D2
∂νhdS −
∫
∂Br2 (c2)
∂νh2 dS −
∫
∂(D2\Br2 (c2))
∂νh2 dS
= 1− 1− 0= 0.
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0=
∫
∂D1
∂ν(h − h2)hdS +
∫
∂D2
∂ν(h − h2)hdS
=
∫
∂D1
(h − h2)∂νhdS +
∫
∂D2
(h − h2)∂νhdS.
Hence,
h|∂D2 − h|∂D1 =
∫
∂D1
h∂νhdS +
∫
∂D2
h∂νhdS
=
∫
∂D1
h2∂νhdS +
∫
∂D2
h2∂νhdS
= −h2|∂D1 + h2|∂Br2 (c2) +
∫
∂D2
(h2 − h2|∂Br2 (c2))∂νhdS.
By (25), there is a constant C independent of  such that∣∣(h2 − h2|∂Br2 (c2))(x)∣∣ C√, for all x ∈ ∂D2 \ Br2(c2).
Therefore, with (35) as well, we prove the lemma. 
3.1.2. Case A: Proof of Theorem 1.2(a)
In this proof, we suppose that
H(x1, x2) = x1.
Note that ∂νh|∂D2 > 0, H < 0 on ∂D1 and H > 0 on ∂D2. As a result from Lemma 2.2, we have
u|∂D2 − u|∂D1 =
∫
∂D1
(∂νh)H dS +
∫
∂D2
(∂νh)H dS

∫
∂D1
H∂νhdS. (39)
Applying Lemmas 3.2, 3.3 and 2.6 to (39), we have
u|∂D2 − u|∂D1 
h|∂D2 − h|∂D1
h3|∂Br3 (c3) − h3|∂D1
∫
∂D1
H∂νh3 dS

h2|∂Br2 (c2) − h2|∂D1 + O ()
h3|∂B (c ) − h3|∂D
√
2
√
r1r3
r1 + r3 r2.r3 3 1
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h2|∂Br2 (c2) − h2|∂D1  C
√
r1 + r2
r1r2
√
 + O () (40)
and
h3|∂Br3 (c3) − h3|∂D1  C
√
r1 + r3
r1r3
√
r2 + O (r2). (41)
Therefore,
u|∂D2 − u|∂D1  C
r1r3
r1 + r3
1√
r2
√
.
This proves Theorem 1.2(a).
3.1.3. Case A: Proof of Theorem 1.2(b)
In this proof, as mentioned in Remark 1.4, we shall establish only the potential differences between
inclusions as follows:
∣∣(u|∂D2 − u|∂D1)∣∣ C( r1r3r1 + r3
)
1√
δ
√
.
Lemma 2.9 based on [6,11] derives (b) of Theorem 1.2 from the potential difference above.
Differently from Theorem 1.2(a), H be an arbitrary entire harmonic function that is not restricted
to H = x1. The inclusions and functions D1, D2, h, h1 and h2 are as assumed in (3) and (34). Let D4
is a disk containing D2 with
dist(D1, D4) = dist(D1, D2) = ,
and the diameter of D4 is in proportion as r3, because r2 = δ/2 is suﬃciently small, and let h4 be as
h4 = Ψ [D1, D4].
The inequality (19) in Lemma 2.4 implies
0 ∂νh
(
h|∂D2 − h1|∂D1
h2|∂Br2 (c2) − h2|∂D1
)
∂νh2 on (∂D2) \ Br3(c3), (42)
and
0 ∂νh
(
h|∂D2 − h|∂D1
h3|∂Br3 (c3) − h3|∂D1
)
∂νh3 on (∂D2) \ Br2(c2), (43)
and the inequality (20) in Lemma 2.4 means
0−∂νh−
(
h|∂D2 − h|∂D1
h4|∂D4 − h4|∂D1
)
∂νh4 on ∂D1. (44)
Here, note that D1 and D2 in Lemma 2.4 are different from D1 and D2 in this proof.
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−1
2
,0
)
∈ ∂D1,
(
1
2
,0
)
∈ ∂D2, dist(D1, D2) = 1 and (r3,0) ∈ D2
since  is suﬃciently small. We consider H˜ as follows:
H˜ = H − ∂2H(0,0) x2r
2
3
|x− (r3,0)|2 . (45)
It follows from the Divergence Theorem that∫
∂D1∪∂D2
x2
|x− (r3,0)|2 ∂νhdS =
∫
∂D1∪∂D2
∂ν
(
x2
|x− (r3,0)|2
)
hdS = 0,
since x2|x−(r3,0)|2 = O (|x|
−1) as |x| → ∞. Thus, we have
u|∂D2 − u|∂D1 =
∫
∂D1∪∂D2
H∂νhdS =
∫
∂D1∪∂D2
H˜∂νhdS.
Thus, with the help of H˜ , we assume that
∂2H(0,0) = 0, (46)
without loss of generality. The reason why we assumed above is because the integration represen-
tation for the potential difference is not good enough when ∂2H(0,0) 
= 0. However, the integration
representation is valid in the case of ∂2H(0,0) = 0, refer to [13]. Then, Lemma 2.6, (42), (43) and (44)
imply
|u|∂D2 − u|∂D1 | =
∣∣∣∣ ∫
∂(D1∪D2)
H∂νhdS
∣∣∣∣

(
h|∂D2 − h|∂D1
h2|∂Br2 (c2) − h2|∂D1
)√
r1r2
r1 + r2 
+
(
h|∂D2 − h|∂D1
h3|∂Br3 (c3) − h3|∂D1
)√
r1r3
r1 + r3 r2
+
(
h|∂D2 − h|∂D1
h4|∂D4 − h4|∂D1
)√
r1r3
r1 + r3 ,
and Lemma 3.3 means that
h|∂D2 − h|∂D1 = h2|∂Br2 (c2) − h2|∂D1 + O ().
Here, note that the radius of D4 can be choosen between 32 r3 and 2r3. Lemma 2.5, (40) and (41)
imply that
∣∣u|∂D2 − u|∂D1 ∣∣ r1r3r + r 1√r √1.1 3 2
2422 M. Lim, K. Yun / J. Differential Equations 250 (2011) 2402–2439Here r2 = δ2 . Therefore, we establish the optimal upper bound for |u|∂D2 − u|∂D1 | and this proof is
completed by Lemma 2.9.
3.2. Case C
In this subsection, we consider the solution u to (2) where the conductors are given as more
general shaped domains D1 and D2 in (8), instead of Bri (ci):
D1 = D left −  and D2 = (δDcenter)∪ (Dright + δa).
Similarly to Section 3.1, let h, h2 and h3 be as follows:
h = Ψ [D1, D2], h2 = Ψ [D1, δDcenter] and h3 = Ψ [D1, Dright + δa] (47)
where Ψ deﬁned in Section 2.1. The domains D1 and D2, and the functions h and h j above are only
for Case C.
3.2.1. Case C: Proof of Theorem 1.5(a)
Using Lemma 2.8, we can establish the analogues of Lemmas 3.1 and 3.3. Thus, similarly to Sec-
tion 3.1.2, we obtain
u|∂D2 − u|∂D1 
∫
∂D1
H∂νhdS  h2|∂(δDcenter) − h2|∂D1 + O ()
h3|∂(Dright+δa) − h3|∂D1
√
δ,
where a was used to deﬁne D2 in (8). Lemma 2.8 yields two estimates
h3|∂(Dright+δa) − h3|∂D1 
√
δ, (48)
since the distance between Dright + δa and D1 are almost aδ, and
h2|∂(δDcenter) − h2|∂D1 
√

δ
. (49)
Here, note that D2 in this proof is different from D2 in Lemma 2.8.
Therefore,
u|∂D2 − u|∂D1  C
1√
δ
√
.
This proves Theorem 1.5(a).
3.2.2. Case C: Proof of Theorem 1.5(b)
In the same way as the proof of Theorem 1.2(b) in Section 3.1.3, we shall establish only the poten-
tial differences between inclusions as follows:
∣∣(u|∂D2 − u|∂D1)∣∣ C 1√
δ
√
.
Lemma 2.9 based on [6,11] derives (b) of Theorem 1.5 from the potential difference above.
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are as assumed in (8) and (47). Let D4 be a disk containing D2 with
dist(D1, D4) = dist(D1, D2) = ,
and let h4 be as
h4 = Ψ [D1, D4].
The inequality (19) in Lemma 2.4 implies
0 ∂νh
(
h|∂D2 − h|∂D1
h2|∂(δDcenter) − h2|∂D1
)
∂νh2 on (∂D2) \ (Dright + δa), (50)
and
0 ∂νh
(
h|∂D2 − h|∂D1
h3|∂(Dright+δa) − h3|∂D1
)
∂νh3 on (∂D2) \ (δDcenter), (51)
and the inequality (20) in Lemma 2.4 means
0−∂νh−
(
h|∂D2 − h|∂D1
h4|∂D4 − h4|∂D1
)
∂νh4 on ∂D1, (52)
where D1 and D2 in Lemma 2.4 are different from D1 and D2 in this proof.
From deﬁnition, we have
(−1,0) ∈ ∂D1, (0,0) ∈ ∂D2, dist(D1, D2) = ,
and we assume that
(1,0) ∈ D2
since  is suﬃciently small. We consider H˜ as follows:
H˜ = H − ∂2H(0,0) x2|x− (1,0)|2 . (53)
It follows from the Divergence Theorem that
u|∂D2 − u|∂D1 =
∫
∂D1∪∂D2
H∂νhdS =
∫
∂D1∪∂D2
H˜∂νhdS,
and
∂2 H˜(0,0) = 0.
Refer to (46). Then, Lemma 2.6, (42), (43) and (44) imply
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∂(D1∪D2)
H∂νhdS
∣∣∣∣

(
h|∂D2 − h|∂D1
h2|∂(δDcenter) − h2|∂D1
) ∫
(∂D2)\(δDright+δa)
∂νh2|H˜|dS
+
(
h|∂D2 − h|∂D1
h3|∂(Dright+δa) − h3|∂D1
)√
r2
+
(
h|∂D2 − h|∂D1
h4|∂D4 − h4|∂D1
)√
. (54)
To estimate
∫
(∂D2)\(Dright+δa) ∂νh2 |H˜|dS , we need the following lemma.
Lemma 3.4. ∫
∂(δDcenter)
∂νh2|H˜|dS  C
√
δ.
Proof. We consider
ϕ˜(z) := δϕcenter(z),
where ϕcenter has been used to deﬁne D2 in Case C. Then, ϕ˜ : C \ B1(0,0) → R2 \ (δDcenter) is a con-
formal mapping. Since ϕcenter is supposed to have non-zero derivative at any point on the boundary,
we can assume the existence of a disk Bρ(ρ − 1− δ ,0) with ρ independent of  and δ such that
C \ Bρ
(
ρ − 1− 
δ
,0
)
⊇ ϕ˜−1((−∞,−) × R)
and
Bρ
(
ρ − 1− 
δ
,0
)
⊇ B1(0,0).
Then, we consider h˜ with⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
h˜ = 0, in Bρ
(
ρ − 1− 
δ
,0
)
\ B1(0,0),
h˜ = constant, on ∂Bρ
(
ρ − 1− 
δ
,0
)
,
h˜ = constant, on ∂B1(0,0),∫
∂Bρ(ρ−1− δ ,0)
∂ν h˜ dS = −1,
∫
∂B1(0,0)
∂ν h˜ dS = 1,
where ν above is the out-toward direction from Bρ(ρ − 1− δ ,0) \ B1(0,0).
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G˜(z) = h˜(z)− h˜|∂B1(0,0) − M˜
(
h2(ϕ˜)(z) − h2(ϕ˜)|∂B1(0,0)
)
where
M˜ = h˜|∂Bρ(ρ−1−

δ
,0) − h˜|∂B1(0,0)
h2|∂D1 − h2|∂(δDcenter)
.
In the same way as (22) in Lemma 2.4, we have
0< M˜∂ν(z)
(
h2(ϕ˜)
)
 ∂ν(z)˜h(z) on ∂B1(0,0)
and
M˜  1.
Here, h˜ is deﬁned between two circles so that h˜ can be explicitly established such as (25) in the
method presented in Yun [12] and Ammari et al. [2]. Thus, |∂ν(z)˜h| on ∂B1(0,0) is bounded by a
Poisson Kernel P (z, z0) with a interior point z0 with z0 + 1
√

δ
. By (72), ∂2 H˜(0,0) = H˜(0,0) = 0 so
that |H˜| C |x1|. Thus, similarly to the proof of (b) in Theorem 1.2, we can establish an upper bound
of the integration as follows∫
(∂D2)
∂νh2|H˜|dS 
∫
∂B1(0,0)
(
h2(ϕ˜)(z)
)∣∣ϕ˜′(z)∣∣−1∣∣H˜(ϕ˜(z))∣∣∣∣ϕ˜′(z)∣∣dS(z)
 C
∫
∂B1(0,0)
P (z, z0)δ Re(z + 1)dS(z)
 C
√
δ. 
Using the lemma above, we can continue the proof from (54). By the same argument as
Lemma 3.3, we can have
h|∂D2 − h|∂D1 = h2|∂(δDcenter) − h2|∂D1 + O ().
By (49),
h2|∂(δDcenter) − h2|∂D1 
√

δ
.
Here, Lemma 2.8 implies
h2|∂(δDcenter) − h2|∂D1 
√

δ
and
h4|∂D4 − h4|∂D1 
√
.
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∣∣u|∂D2 − u|∂D1 ∣∣ 1√
δ
√
1.
Therefore, we establish the optimal upper bound for |u|∂D2 − u|∂D1 | and this proof is completed by
Lemma 2.9.
4. Cases B and D: Three disjoint inclusions
We shall prove Theorems 1.3 and 1.6 in this section. Thus, three disjoint inclusions D1, D2 and D3
are considered. D1 and D2 are closely spaced with the distance 1, and D2 and D3 are closely spaced
with 2, but D1 is not close to D3. We also assumed that
(−1,0) ∈ ∂D1 and (0,0) ∈ ∂D2
in Cases B and D. In this section, h1 and h2 are assumed as follows:
h1 = Ψ
[
D1, (D2 ∪ D3)
]
, h2 = Ψ
[
(D1 ∪ D2), D3
]
. (55)
4.1. Representation of the solution u
Let u be the solution to the governing equation (2) for three disjoint inclusions. To make a descrip-
tion on the main structure of the proof, we consider a representation of the solution u. Let Hc be a
harmonic function outside of
⋃3
i=1 Di with the same constant value on the boundaries of
⋃3
i=1 Di
such that ⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
Hc = 0, in R2 \
3⋃
i=1
Di,
Hc(x)− H(x) = O (|x|−1), as |x| → ∞,
Hc|⋃3
i=1 ∂Di
= CH (constant).
(56)
Owing to the behavior of Hc − H as x → ∞, Hc − H attains the positive maximum and the negative
minimum only at the boundary points of Di , i = 1,2,3. Thus, since Hc|⋃3
i=1 ∂Di
= CH , the constant CH
satisﬁes
−‖H‖L∞(⋃3i=1 Di)  CH  ‖H‖L∞(⋃3i=1 Di). (57)
Moreover, Hc satisﬁes
∑3
i=1
∫
∂Di
∂νHc dS = 0.
Since h1 and h2 are constant on each boundary, the solution u to (2) can be represented as
u(x) = Hc(x)+ c1h1(x)+ c2h2(x) (58)
where h1 and h2 are given as (55). The constants c1 and c2 can be obtained as(
c1
c2
)
= −
( −1 ∫
∂D1
∂νh2 dS∫
∂D2
∂νh1 dS
∫
∂D2
∂νh2 dS
)−1(∫
∂D1
∂νHc dS∫
∂D2
∂νHc dS
)
(59)
since
∫
∂D ∂νu = 0 for l = 1,2.l
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aries to conductivity equation was presented in Bao et al. [6] so that ∇Hc does not blow-up, even
though the distance 1 and 2 are arbitrarily small. Using Lemma 4.2 in the following section, we
have
∫
∂D2
∂νh1 dS = 1+ O (√1 ). This yields(
c1
c2
)
≈ −
(−1 0
1 −1
)−1(∫
∂D1
∂νHc dS∫
∂D2
∂νHc dS
)
so that the coeﬃcient c1 and c2 are bounded independently of 1 and 2. Therefore, the blow-up
rate of ∇u essentially relies on ∇hi . In this respect, we consider the properties of hi in the following
subsection.
4.2. Properties of h1 and h2
We shall establish the optimal bounds of u based on (58). Some properties of h1 and h2 given
in (55) play important role in these optimal estimates.
From the monotonicity of Ψ in Lemma 2.4, we have the following result.
Lemma 4.1.We have the following properties:
(i) 0< h1|∂D2 − h1|∂D1  Ψ [D1, D2]|∂D2 −Ψ [D1, D2]|∂D1 .
(ii) 0< ∂νh1  ∂νΨ [D1, D2] on ∂D2.
Lemma 4.2. There is a constant C such that
0< ∂νh1  C
√
1, on ∂D3.
Proof. Let
M = Ψ [D1, (D2 ∪ D3)]|∂D1 −Ψ [D1, (D2 ∪ D3)]|∂D2∪∂D3
Ψ [D1, D3]|∂D1 −Ψ [D1, D3]|∂D3
.
Since h1 = Ψ [D1, (D2 ∪ D3)], Lemma 2.4 yields
0< ∂νh1  M∂νΨ [D1, D3] on ∂D3,
and
MΨ [D1, D3]|∂D3 − MΨ [D1, D3]|∂D1 = h1|∂D2∪∂D3 − h1|∂D1
 Ψ [D1, D2]|∂D2 −Ψ [D1, D2]|∂D1
 C√1.
The last inequality above was already derived Lemma 2.8, refer to Yun [12,13], since Ψ [D1, D2] is
only for two domains. Since MΨ [D1, D3]|∂D3 is positive and MΨ [D1, D3]|∂D1 is negative, we have
sup
R2\D1∪D2
∣∣MΨ [D1, D3]∣∣ C√.
The inclusion D3 has some distance from D1, even when 1 and 2 are arbitrarily small, and
Ψ [D1, D3] is constant on ∂D3. Thus, for any x on ∂D3, Ψ [D1, D3] can be extended as a harmonic
2428 M. Lim, K. Yun / J. Differential Equations 250 (2011) 2402–2439function to a small disk with a center x, and the radius of the disk can be chosen independently of x
on ∂D3, 1 and 2. A standard gradient estimate for a harmonic function implies∥∥∂νMΨ [D1, D3]∥∥L∞(∂D3)  C√1.
Therefore, we can obtain this lemma. 
Lemma 4.3. Let D4 be a disk containing D2 and D3 with
dist(D1, D4) = dist(D1, D2).
(i) There is a positive constant C independent of 1 and 2 such that
0> ∂νh1  C∂νΨ [D1, D4] on ∂D1.
(ii) h1|∂D2 − h1|∂D1  Ψ [D1, D4]|∂D4 −Ψ [D1, D4]|∂D1 .
(iii) h1|∂D2∪∂D3 − h1|∂D1 
√
1.
Proof. We consider h1 = Ψ [D1, (D2 ∪ D3)] and Ψ [D1, D4]. Let
M = Ψ [D1, D4]|∂D1 −Ψ [D1, D4]|∂D4
h1|∂D1 − h1|∂D2∪∂D3
.
Then, the inequalities (18) and (20) in Lemma 2.4, yield (ii), 0< M < 1 and
0> M∂νh1  ∂νΨ [D1, D4] on ∂D1.
To derive (i), we should establish a lower bound of M independently of 1 and 2. From (i) of
Lemma 4.1 and (ii) in this lemma, we have
h1|∂D2 − h1|∂D1  Ψ [D1, D4]|∂D4 −Ψ [D1, D4]|∂D1
and
h1|∂D2 − h1|∂D1  Ψ [D1, D2]|∂D2 −Ψ [D1, D2]|∂D1 .
The potential Ψ [D1, Di] (i = 2,4) is only for two domains and thus, its difference potential between
D1 and Di (i = 2,4) was estimated in Lemma 2.8 (also refer to Yun [12,13]) so that for i = 2,4,
Ψ [D1, Di]|∂Di −Ψ [D1, Di]|∂D1 
√
1.
Therefore, we have (iii), moreover, the constant C of (i) in this lemma is independent of 1 and 2. 
Proposition 4.4. There are the estimates for h1 and h2 as follows:
(i) In the narrow region between D1 and D2 ,
∇h1 = O
(
1√
1
)
and ∇h2 = O (√2 ).
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∇h1 = O (√1 ) and ∇h2 = O
(
1√
2
)
.
(iii) h1|∂D2∪∂D3 − h1|∂D1 
√
1
and
h2|∂D3 − h2|∂D1∪∂D2 
√
2.
Proof. We mainly consider ∇h1 in this proof. Lemmas 4.3, 4.1 and 4.2 imply
0> ∂νh1  C∂νΨ [D1, D4] on ∂D1,
0< ∂νh1  ∂νΨ [D1, D2] on ∂D2
and
0< |∂νh1| C√1 on ∂D3,
respectively, where D4 was deﬁned in Lemma 4.3.
In Cases B and D, we assumed that
(−1,0) ∈ ∂D1, (0,0) ∈ ∂D2 and dist(D1, D2) = 1.
Let
p(x) = log∣∣x− (√1,0)∣∣− log∣∣x+ (√1,0)∣∣.
Referring to the inequality (9) in [13], the gradients of Ψ [D1, D4] and Ψ [D1, D2] are also bounded by
∇p(x) up to a constant multiplication on the boundaries. Thus, there is a constant C1 such that
0< |∇h1| C1|∇p| on ∂(D1 ∪ D2 ∪ D3).
Regarding (x1, x2) as a complex number z = x1 + x2i, we consider
ρ(z) = ∂1h1(z) − ∂2h1(z)i
C1(∂1p(z)− ∂2p(z)i) .
Then, ρ(z) can be extended to ∞ as an analytic function. From deﬁnition, |ρ(z)| < 1 on ∂D1 ∪ ∂D2 ∪
∂D3. By the maximum principle,∣∣ρ(z)∣∣< 1 in C \ (D1 ∪ D2 ∪ D3).
Thus, we have
|∇h1| C1|∇p| in R2 \ (D1 ∪ D2 ∪ D3).
Therefore, ∇h1 = O ( 1√1 ) in the narrow region between D1 and D2, and ∇h1 = O (
√
1 ) between
D2 and D3. Similarly, we have ∇h2 = O ( 1√2 ) between D2 and D3, and ∇h2 = O (
√
2 ) between D1
and D2. We have proved (i) and (ii).
The estimate (iii) was presented by Lemma 4.3. 
2430 M. Lim, K. Yun / J. Differential Equations 250 (2011) 2402–2439Lemma 4.5. Let H be an entire harmonic function. Then,∣∣∣∣ ∫⋃3
i=1 ∂Di
H(x)∂νh1(x)dS
∣∣∣∣ C√1.
Proof. In Cases B and D, we assumed that (−1,0) ∈ ∂D1, (0,0) ∈ ∂D2 and dist(D1, D2) = 1 and,
without any loss of generality, we assume that(
δ
2
,0
)
∈ D2.
We consider H˜ as follows:
H˜ = H − ∂2H(0,0) x2δ
2
4|x− (δ/2,0)|2 .
It follows from the Divergence Theorem that
∫
∂D1∪∂D2∪∂D3
x2
|x− (δ/2,0)|2 ∂νh1 dS =
∫
∂D1∪∂D2∪∂D3
∂ν
(
x2
|x− (δ/2,0)|2
)
h1 ds = 0,
since x2|x−(δ/2,0)|2 = O (|x|−1) as |x| → ∞. Hence, we have∫
⋃3
i=1 ∂Di
H∂νh1 dS =
∫
∂D1∪∂D2
H˜∂νh1 dS +
∫
∂D3
H˜∂νh1 dS.
We ﬁrst consider
∫
∂D1∪∂D2 H˜∂νh1 dS . By Lemmas 4.1 and 4.3, we have
0> ∂νh1  C∂νΨ [D1, D4] on ∂D1
and
0< ∂νh1  ∂νΨ [D1, D2] on ∂D2.
From deﬁnition, ∂2 H˜(0,0) = 0. Hence, we can use Lemma 3.2 in [13] so that∣∣∣∣ ∫
∂D1
H˜∂νh1 dS
∣∣∣∣ C ∫
∂D1
∣∣H˜∂νΨ [D1, D4]∣∣dS  C˜√1
and ∣∣∣∣ ∫
∂D
H˜∂νh1 dS
∣∣∣∣ ∫
∂D
∣∣H˜∂νΨ [D1, D2]∣∣dS  C˜√1,
2 2
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∫
∂D3
H˜∂νh1 dS . By Lemma 4.2, we
can have ∣∣∣∣ ∫
∂D3
H˜∂νh1 dS
∣∣∣∣ C√1.
Therefore, we have done it. 
Remark 4.6. We draw attention of readers to the independent work of Bao, Li and Yin in [4,7]. Bao
et al. have shown that the blow-up rate known for a pair of inclusion is still valid to the multiple
inclusions cases. As a byproduct of our work, the blow-up rate of the gradient for three inclusions is
established in the following theorem.
Theorem 4.7. Let D1 , D2 and D3 be as assumed in Case D of Section 1.2. However, D2 does not need to be
assumed to be smaller than the others. Thus, δ  1. Then, we have
(a) For any entire harmonic function H(x1, x2), we have a constant C independent of 1 and 2 such that
|∇u| C 1√
1
,
in the narrow region between D1 and D2 , and
|∇u| C 1√
2
,
in the narrow region between D2 and D3 .
(b) For H(x1, x2) = x1 , there exist xa in the narrow region between D1 and D2 such that
∣∣∇u(xa)∣∣ C 1√
1
.
Similarly, there is a linear function H(x1, x2) and a point xb between D2 and D3 such that∣∣∇u(xb)∣∣ C 1√
2
.
Proof. From (59), the coeﬃcients c1 and c2 in (58) are bounded independently of 1 and 2. Proposi-
tion 4.4 yields the upper bounds in (a).
Now, we derive the blow-up rates in (b). From (57), there is a constant C independent of i ,
i = 1,2, such that
‖u‖L∞(⋃3i=1 ∂Di)  C‖H‖H1,∞(⋃3i=1 Di).
From Lemma 2.3,∫
⋃3
i=1 ∂Di
H∂νh1 dS =
(
1−
∫
∂D3
∂νh1 dS
)
(u|∂D2 − u|∂D1)+
( ∫
∂D3
∂νh1 dS
)
(u|∂D3 − u|∂D1). (60)
Applying Lemmas 4.2 and 4.5 to (60), we have
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√
1, (61)
where the constant C above depends on ‖H‖H1,∞(⋃3i=1 ∂Di) . Similarly, we also have
u|∂D3 − u|∂D2  C
√
2. (62)
Meanwhile, using (60) and the fact that H  0 on ∂D2 ∪ ∂D3, we have
u|∂D2 − u|∂D1 + O (
√
12 ) =
∫
⋃3
i=1 ∂Di
H∂νh1 dS

∫
∂D1
H∂νh1 dS. (63)
To get the lower bound from the inequality above for H(x1, x2) = x1, we again take an advantage
of a monotonic property (20) in Lemma 2.4 so that
∂νh1 
(
h1|∂D1 − h1|∂D2∪∂D3
Ψ [D1, D2]|∂D1 −Ψ [D1, D2]|∂D2
)
∂νΨ [D1, D2] < 0, on ∂D1.
From (iii) in Proposition 4.4, we have
h1|∂D2∪∂D3 − h1|∂D1 
√
1
and
Ψ [D1, D2]|∂D2 −Ψ [D1, D2]|∂D1 
√
1.
Owing to the estimate for the integration related to ∂νΨ [D1, D2] in Yun [12,13], the inequality (63)
yields
u|∂D2 − u|∂D1 
√
1,
since H  0 on ∂D1. By the Mean Value Theorem, we have the desirable lower bound in the narrow
region between D1 and D2. Similarly, we can also obtain the other lower bound. 
4.3. Case B
Now, we are ready to derive the bounds in Theorem 1.3(a). In Case B, we assumed that D1, D2
and D3 are three adjacent disks as follows:
Dl = Brl (cl), l = 1,2,3, (64)
where c1 = (−r1 − 1,0), c2 = (r2,0) and c3 = (r3 + 2r2 + 2,0). They satisfy the geometric assump-
tions of D1, D2 and D3 used in Section 4 so that the results presented in Section 4 before are available
for these derivations.
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As deﬁned in Section 4, h1 = Ψ [D1, (D2 ∪ D3)]. Let w2 = Ψ [D1, D2].
We begin the proof by showing that
w2|∂D2 − w2|∂D1  h1|∂D2 − h1|∂D1 . (65)
By the monotonic property of Lemma 2.4, we have
h1|∂D2 − h1|∂D1  w2|∂D2 − w2|∂D1 .
Considering
h1 −
(
h1|∂D2 − h1|∂D1
w2|∂D2 − w2|∂D1
)
w2,
we can obtain, from (19) in Lemma 2.4,∫
∂D2
∂νh1 dS 
(
h1|∂D2 − h1|∂D1
w2|∂D2 − w2|∂D1
) ∫
∂D2
∂νw2 dS.
Here, Lemma 4.2 means ∫
∂D3
∂νh1dS = O (√1 ).
Since
∫
∂D2∪∂D3 ∂νh1dS = 1, we have
(w2|∂D2 − w2|∂D1)
(
1+ O (√1 )
)
 h1|∂D2 − h1|∂D1 .
Therefore, we can obtain (65).
Owing to the estimate for w2|∂D2 − w2|∂D1 in Lemma 2.5, we have
h1|∂D2 − h1|∂D1 
√
r1 + r2
r1r2
√
1. (66)
Let w3 = Ψ [D1, D3]. From (20), we obtain
∂νh1 
(
h1|∂D3 − h1|∂D1
w3|∂D3 − w3|∂D1
)
∂νw3  0 on ∂D1.
Here, we estimate the coeﬃcient in the right-hand side. Note that h1|∂D2 = h1|∂D3 . Thus, (66) means
h1|∂D3 − h1|∂D1 
√
r1 + r2
r1r2
√
1.
Since r2  r1 and r2  r3, Lemma 2.5 also implies
w3|∂D3 − w3|∂D1 
√
r1 + r3√
r2.r1r3
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∂νh1 
√
r1+r2
r1r2
√
1√
r1+r3
r1r3
√
r2
∂νw3  0 on ∂D1.
Therefore, since H  0 on ∂D1, we have∫
∂D1
H∂νh1 dS 
√
r1 + r2
r1 + r3
√
r3
r2
√
1
∫
∂D1
H∂νw3 dS

√
r1 + r2
r1 + r3
√
r3
r2
√
1
√
r1r3
r1 + r3
√
r2
 r1r3
r1 + r3
1√
r2
√
1  0. (67)
Owing to (60), Lemma 4.2, (61) and (62), we have∫
⋃3
i=1 ∂Di
H∂νh1 dS
=
(
1−
∫
∂D3
∂νh1 dS
)
(u|∂D2 − u|∂D1)+
( ∫
∂D3
∂νh1 dS
)
(u|∂D3 − u|∂D1)
= (1− O (√1 ))(u|∂D2 − u|∂D1)+ O (√1 )(O (√1 )+ O (√2 )). (68)
Therefore, we have
u|∂D2 − u|∂D1 
1
2
∫
⋃3
i=1 ∂Di
H∂νh1 dS + O (√1 )
(
O (
√
1 )+ O (√2 )
)
 1
2
∫
∂D1
H∂νh1 dS + O (√1 )
(
O (
√
1 )+ O (√2 )
)
 C r1r3
r1 + r3
1√
r2
√
1 + O (√1 )
(
O (
√
1 )+ O (√2 )
)
.
Therefore, we have completed the proof.
4.3.2. Case B: Proof of Theorem 1.3(b)
We consider the optimal upper bounds presented on (b) of Theorem 1.3. As mentioned in Re-
marks 1.4 and 1.7, we shall establish only the potential differences between inclusions as follows:
∣∣(u|∂D2 − u|∂D1)∣∣ C( r1r3r1 + r3
)
1√
δ
√
1.
We established Lemma 2.9 based on the argument in [6,11]. It derives the estimates in (b) of The-
orem 1.3 from the potential difference above. Note that H is an arbitrary entire harmonic function,
differently from Theorem 1.3(a). As assumed in this section,
M. Lim, K. Yun / J. Differential Equations 250 (2011) 2402–2439 2435h1 = Ψ [D1, D2 ∪ D3],
w2 = Ψ [D1, D2],
w3 = Ψ [D1, D3],
w4 = Ψ [D1, D4].
Here, the domain D4 is given in Lemma 4.3, which is a disk containing D2 and D3 with
dist(D1, D4) = dist(D1, D2),
and the diameter of D4 is in proportion with r3, because r2 is suﬃciently small. Then, we compare
h1 with w2, w3 and w4. Lemma 2.4 yields
0 ∂νh1 
(
h1|∂(D2∪D3) − h1|∂D1
w2|∂D2 − w2|∂D1
)
∂νw2 on ∂D2 (69)
and
0 ∂νh1 
(
h1|∂(D2∪D3) − h1|∂D1
w3|∂D3 − w3|∂D1
)
∂νw3 on ∂D3, (70)
and Lemma 4.3 implies
0−∂νh1 −
(
h1|∂(D2∪D3) − h1|∂D1
w4|∂D4 − w4|∂D1
)
∂νw4 on ∂D1. (71)
Here, ∂νwl is a Poisson kernel for l = 2,3,4 as given (25) so that we can calculate the integra-
tion
∫
∂Dl
H(∂νwl)dS for l = 2,3, and
∫
∂D1
H(∂νw4)dS . Therefore, by (68) of Theorem 1.3, three
bounds (69), (70), (71), and Lemma 2.6, we have
|u|∂D2 − u|∂D1 | + O (
√
1 )
(
O (
√
1 )+ O (√2 )
)
 2
∣∣∣∣ ∫
∂(
⋃3
i=1 Di)
H∂νh1dS
∣∣∣∣

(
h1|∂(D2∪D3) − h1|∂D1
w2|∂D2 − w2|∂D1
)√
r1r2
r1 + r2 1
+
(
h1|∂(D2∪D3) − h1|∂D1
w3|∂D3 − w3|∂D1
)√
r1r3
r1 + r3 r2
+
(
h1|∂(D2∪D3) − h1|∂D1
w4|∂D4 − w4|∂D1
)√
r1r3
r1 + r3 1
and (65) means that
h1|∂(D2∪D3) − h1|∂D1  w2|∂D2 − w2|∂D1 .
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|u|∂D2 − u|∂D1 |
r1r3
r1 + r3
1√
r2
√
1.
Therefore, we establish the optimal upper bound for |u|∂D2 − u|∂D1 | and this proof is completed by
Lemma 2.9.
4.4. Case D
In this subsection, we consider Case D whose inclusions are not of circular shape longer. As men-
tioned in (9), a small inclusion D2 is disjointly embedded into the in-between area of two other
domains D1 and D3, and
D1 = D left − 1, D2 = δDcenter and D3 = Dright + δ + 2,
δ is suﬃciently small, and
0< i  δ for i = 1,2.
Here, D1 and D2 are 1 apart, D2 and D3 are 2 apart. For convenience, we assumed that
(−,0) ∈ ∂D1,
{
(0,0), (δ,0)
}⊂ ∂D2 and (δ + 2,0) ∈ ∂D3.
4.4.1. Proof of Theorem 1.6(a)
We pursuit the proof of Theorem 1.3, taking an advantage of the monotonic property of
Lemma 2.4. The domains D1, D2 and D3 are as assumed in Theorem 1.6. As assumed before,
h1 = Ψ [D1, (D2 ∪ D3)]. Let w2 = Ψ [D1, D2]. By the same way as Theorem 1.3, we have
w2|∂D2 − w2|∂D1  h1|∂D2 − h1|∂D1 .
Here, we use the monotonic property of Lemma 2.4 to estimate the difference between domains. By
Lemma 2.8, we can obtain
h1|∂D2 − h1|∂D1  w2|∂D2 − w2|∂D1 
√
1
δ
.
Let w3 = Ψ [D1, D3]. Then, Lemma 2.4 yields
∂νh1 
(
h1|∂D3 − h1|∂D1
w3|∂D3 − w3|∂D1
)
∂νw3  0 on ∂D1.
Lemma 2.8 also means that
w3|∂D3 − w3|∂D1 
√
δ.
By the same argument as Theorem 1.3, we have∫
∂D
H∂νh1 dS 
√
1
δ
 0.1
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Theorem 1.3, we can obtain
u|∂D2 − u|∂D1  C
√
1
δ
+ O (√1 )
(
O (
√
1 )+ O (√2 )
)
.
Therefore, we have done the proof.
4.4.2. Case D: Proof of Theorem 1.6(b)
The optimal upper bounds presented on (b) of Theorem 1.6 shall be derived. According to Re-
marks 1.4 and 1.7, we shall establish only the potential differences between inclusions as follows:
∣∣(u|∂D2 − u|∂D1)∣∣ C 1√
δ
√
1.
Lemma 2.9 yields the estimates in (b) of Theorem 1.6 from the potential difference above. Here, H is
an arbitrary entire harmonic function. As has been assumed in this section,
h1 = Ψ [D1, D2 ∪ D3], w2 = Ψ [D1, D2], w3 = Ψ [D1, D3], w4 = Ψ [D1, D4].
Similarly to Lemma 4.3, the domain D4 is supposed to be a disk containing D2 and D3 with
dist(D1, D4) = dist(D1, D2).
Then, we compare h1 with w2, w3 and w4. By Lemma 2.4, the inequalities (69), (70) and (71) hold.
Here, without any loss of generality, we assume that
(1,0) ∈ D3
since  is suﬃciently small. We consider H˜ as follows:
H˜ = H − ∂2H(0,0) x2|x− (1,0)|2 . (72)
It follows from the Divergence Theorem that∫
∂D1∪∂D2∪∂D3
H∂νhdS =
∫
∂D1∪∂D2∪∂D3
H˜∂νhdS,
and
∂2 H˜(0,0) = 0.
Therefore, in the same way as (68) of Theorem 1.3, three bounds (69), (70), (71), and Lemma 2.6, we
have
|u|∂D2 − u|∂D1 | + O (
√
1 )
(
O (
√
1 )+ O (√2 )
)
 2
∣∣∣∣ ∫
∂(
⋃3 D )
H˜∂νh1 dS
∣∣∣∣
i=1 i
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(
h1|∂(D2∪D3) − h1|∂D1
w2|∂D2 − w2|∂D1
)∣∣∣∣ ∫
∂D2
H˜∂νh2 dS
∣∣∣∣
+
(
h1|∂(D2∪D3) − h1|∂D1
w3|∂D3 − w3|∂D1
)√
δ
+
(
h1|∂(D2∪D3) − h1|∂D1
w4|∂D4 − w4|∂D1
)√
1.
An analogue of Lemma 3.4 holds in this case:∣∣∣∣ ∫
∂D2
∂νh2 H˜ dS
∣∣∣∣ C√δ1.
The proof of (a) of this theorem contains the estimates as follows:
h1|∂(D2∪D3) − h1|∂D1  w2|∂D2 − w2|∂D1 
√
1
δ
,
w3|∂D3 − w3|∂D1 
√
δ,
and by Lemma 2.8, w4|∂D4 − w4|∂D2 
√
1. Those inequalities imply
|u|∂D2 − u|∂D1 |
1√
δ
√
1.
Therefore, we establish the optimal upper bound for |u|∂D2 − u|∂D1 | and this proof is completed by
Lemma 2.9.
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