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Abstract
A pivoting strategy of O(n) operations for the Neville elimination of n × n nonsingular sign regular
matrices is introduced. Among other nice properties, it is proved that it preserves sign regularity. It is also
shown its relationship with scaled partial pivoting strategies for Neville elimination.
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1. Introduction
A matrix is called sign regular if for each k all its k × k minors have the same sign or are zero.
The common sign may differ for different k, but if they are all nonnegative the matrices are called
totally nonnegative. The interest of nonsingular sign regular matrices in many applications comes
from their characterization as variation-diminishing linear maps. In order to clarify this statement,
let us first introduce some basic notations. For any vector λ = (λ0, . . . , λn) ∈ Rn+1, V (λ) will
denote the number of strict sign changes in λ and V +(λ) will denote the maximal number of sign
changes in λ. More precisely,
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V (λ) := max {k | there exist 0  i0 < · · · < ik  n, such that
(−1)jλij > 0 for all j ∈ {0, . . . , k} or (−1)jλij < 0 for all j ∈ {0, . . . , k}
}
,
V +(λ) := max {k | there exist 0  i0 < · · · < ik  n, such that
(−1)jλij  0 for all j ∈ {0, . . . , k} or (−1)jλij  0 for all j ∈ {0, . . . , k}
}
.
Then the nonsingular sign regular matrices are characterized by the following result (cf. Theorem
5.6 of [1]):
Proposition 1.1. LetAbe a nonsingular real matrix. Then the following properties are equivalent:
(i) A is sign regular.
(ii) V (Ax)  V (x) for all x ∈ Rn.
(iii) V +(Ax)  V +(x) for all x ∈ Rn.
The theory of variation-diminishing transformations was originated by Schoenberg [18]. Many
applications of these transformations can be found in [10]. For statistical applications of sign
regular matrices one can consult [2], and [14] for applications to computer aided geometric
design. There is an abundant recent literature dealing with totally nonnegative matrices, as can be
seen in the surveys [1,4,6], in the book [7], and in many papers of the last years, such as [3] or many
papers of [5]. However, there is a scarce recent literature on sign regular matrices, although we can
mention some recent papers such as [13] or [15]. One reason, which could explain this difference,
is the role played by Neville elimination (without row exchanges) in Total Positivity theory. The
application of this elimination procedure is very convenient when dealing with totally nonnegative
matrices and preserves their structure, but, up to now, it was not found an elimination procedure
with similar advantages in the case of sign regular matrices. This paper tries to fill this gap.
Neville elimination is a procedure to create zeros in a matrix by means of adding to a given
row a suitable multiple of the previous one until obtaining an upper triangular matrix, and in the
case of nonsingular totally nonnegative matrices it can be applied without row exchanges (see
[8]). However, this does not hold for nonsingular sign regular matrices, as the following matrix
A shows:
A =
(
0 1
1 1
)
.
So, the use of a pivoting strategy is necessary. In Section 3 we propose a pivoting strategy for
Neville elimination so that sign regularity is preserved (as shown in Theorem 3.4). In addition, this
pivoting strategy can be applied with a reduced computational cost and, as shown in Section 4, it
produces the same row exchanges as any scaled (for a monotone vector norm) pivoting strategy
for Neville elimination. Other nice properties of this pivoting strategy are presented in Section
4. We are convinced that the use of Neville elimination with this pivoting strategy will be the
starting point of an active research on sign regular matrices.
2. Basic notations and auxiliary results
For k, n ∈ N, 1  k  n, Qk,n will denote the set of all increasing sequences of k natural
numbers not greater than n. For α = (α1, α2, . . . , αk), β = (β1, β2, . . . , βk) ∈ Qk,n and A an
n × n real matrix, we denote by A[α|β] the k × k submatrix of A containing rows α1, α2, . . . , αk
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and columns β1, β2, . . . , βk of A. If α = β, we denote by A[α] :=A[α|α] the corresponding
principal minor. Q0k,n will denote the set of increasing sequences of k consecutive natural numbers
not greater than n. The complement α′ is the increasing sequence formed by the elements of the
set {1, 2, . . . , n} \ {α1, α2, . . . , αk}, so that α′ is an element of Qn−k,n.
For a nonsingular matrix A of order n the Neville elimination procedure consists of n − 1
successive steps, resulting in a sequence of matrices as follows:
A = A(1) → A˜(1) → A(2) → A˜(2) → · · · → A(n) = A˜(n) = U,
where U is an upper triangular matrix. For each t, 1  t  n, the matrices A(t) = (a(t)ij )1i,jn
and A˜(t) = (a˜(t)ij )1i,jn have zeros below its main diagonal in the first t − 1 columns and also
one has
a˜
(t)
it = 0, i  t ⇒ a˜(t)ht = 0, ∀h  i. (2.1)
A˜(t) is obtained from the matrixA(t) by reordering the rows t, . . . , n according to a row pivoting
strategy satisfying (2.1). To get A(t+1) from A˜(t) we produce zeros in the column t below the
main diagonal by subtracting a multiple of the ith row to the (i + 1)th for i = n − 1, n − 2, . . . , t,
according to the following formula. For any column j
a
(t+1)
ij =
⎧⎪⎪⎨
⎪⎪⎩
a˜
(t)
ij if i  t,
a˜
(t)
ij −
(
a˜
(t)
it /a˜
(t)
i−1,t
)
a˜
(t)
i−1,j if i  t + 1 and a˜(t)i−1,t /= 0,
a˜
(t)
ij if i  t + 1 and a˜(t)i−1,t = 0.
(2.2)
Observe that in the third case a˜(t)i−1,t = 0 implies a˜(t)it = 0 by (2.1). In this process one has A(n) =
A˜(n) = U, and when no row exchanges are needed, then A(t) = A˜(t) for all t .
Remark 2.1. Given a nonsingular matrix A = (aij )1i,jn, by (2.1) we perform the first step of
the Neville elimination without rows exchanges if and only if there exists k ∈ {1, 2, . . . , n} such
that ai1 /= 0 for all i  k and ai1 = 0 for all i > k.
By a signature sequence we mean an (infinite) real sequence ε = (εi) with |εi | = 1, i =
1, 2, . . . Given k  min{m, n}, an m × n matrix A verifying εj det A[α|β]  0 (resp.,
εj det A[α|β] > 0) for all α ∈ Qj,m, β ∈ Qj,n and for all j = 1, . . . , k, is called sign regular
(resp., strictly sign regular) of order k with signature ε, and will be denoted by SRk (resp., SSRk).
If the matrix A is SRk (resp., SSRk) for all k  min{m, n}, then we say that is sign regular (resp.,
strictly sign regular) and is denoted by SR (resp., SSR).
If we write εk(A) = +1 (resp., εk(A) = −1) we mean that all k × k submatrices of A have
nonnegative (resp., nonpositive) determinants.
Let us recall that for γ ∈ Qk,n (k  n) and C an n × n matrix with C[γ ] invertible, the Schur
complement of C[γ ] in C, denoted by C/C[γ ], is defined as
C/C[γ ] = C[γ ′] − C[γ ′|γ ](C[γ ])−1C[γ |γ ′].
Then
det(C/C[γ ]) = det C
det C[γ ] . (2.3)
The following result will be used in the next section.
Lemma 2.2. Let A = (aij )1i,jn be a nonsingular matrix. Let us assume that the first step of
the Neville elimination of A can be applied without rows exchanges. Let k ∈ {1, . . . , n} be such
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that ai1 /= 0 for all i  k and ai1 = 0 for all i > k. Then the resulting matrix A(2) satisfies, for
any α ∈ Q0r,n with 1  r  n − 1, and β ∈ Qr,n with 2  α1, β1  n − r + 1,
det A(2)[α|β] = det A[α1 − 1, α|1, β]
aα1−1,1
if k  α1 − 1 (2.4)
and
det A(2)[α|β] = det A[α|β] if k  α1 − 1. (2.5)
Moreover, if α1 − 1 = k, we have
det A[α1 − 1, α|1, β] = aα1−1,1 · det A[α|β]. (2.6)
Proof. The existence of k follows from Remark 2.1. If α1 − 1  k, then aα1−1,1 /= 0 and, by
formula (2.3), we obtain (2.4). If α1  k + 1, since ai1 = 0, for all i  k + 1, we have by (2.2)
that a(2)ij = aij for all i  α1 and 2  j  n and so (2.5) follows. Finally, if α1 − 1 = k, then
formula (2.6) follows from (2.4) and (2.5). 
3. Two-determinant pivoting strategy for sign regular matrices
In this section, we propose a row pivoting strategy associated to Neville elimination for non-
singular sign regular matrices. It will be called two-determinant pivoting due to the special role
played by some 2 × 2 determinants of some matrices appearing along the Neville elimination
procedure. In general, at step t (1  t < n), a row pivoting strategy must choose a reordering of
the rows of A(t)[t, . . . , n] leading to the new matrix A˜(t)[t, . . . , n].
Let A be an n × n nonsingular SR matrix. For t = 1, . . . , n − 1, we denote by Pt =
(δn−t+2−i,j )1i,jn−t+1 the reverse identity matrix (n − t + 1) × (n − t + 1). The criterion of
the two-determinant pivoting strategy to obtain A˜(t)[t, . . . , n] from a reordering of the rows of
A(t)[t, . . . , n] is the following:
– If a(t)tt = 0, then we reverse the ordering of the rows, that is, A˜(t)[t, . . . , n] :=Pt ·
A(t)[t, . . . , n].
– If a(t)nt = 0, then we do not perform row exchanges, that is, A˜(t) :=A(t).
– If a(t)tt /= 0 and a(t)nt /= 0, then we compute the determinant
d1 := det
(
a
(t)
tt a
(t)
t,t+1
a
(t)
t+1,t a
(t)
t+1,t+1
)
.
– If d1 > 0, then A˜(t) :=A(t).
– If d1 < 0, then A˜(t)[t, . . . , n] :=Pt · A(t)[t, . . . , n].
– If d1 = 0, we compute the determinant
d2 := det
(
a
(t)
n−1,t a
(t)
n−1,t+1
a
(t)
nt a
(t)
n,t+1
)
.
If d2 > 0, then A˜(t) :=A(t). If d2 < 0, then A˜(t)[t, . . . , n] :=Pt · A(t)[t, . . . , n].
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Applying the two-determinant pivoting strategy at step t of Neville elimination requires the
following conditions: at least one of the elements a(t)tt or a
(t)
nt is different from zero and, if both are
nonzero, then at least one of the minors d1 or d2 is different from zero. The following two lemmas
will show that this happens if A(t)[t, . . . , n] is a nonsingular SR3 matrix. This last condition will
be derived by Theorem 3.4, when A is a nonsingular SR matrix and we use two-determinant
pivoting.
Remark 3.1. The computational cost of the Neville elimination without rows exchanges of an
n × n matrix coincides with the cost of Gauss elimination without rows exchanges. So, it has
a cost of O(n3) elementary operations. Using the two-determinant pivoting strategy this cost is
increased with at most 2n − 2 subtractions and 4n − 4 multiplications.
The proof of the following result is straightforward taking into account Remark 2.1 and the
definition of SR2 matrix.
Lemma 3.2. Let A = (aij )1i,jn be a nonsingular SR2 matrix.
(i) If ε2(A) = +1, then a1,1 /= 0 and we perform the first step of the Neville elimination without
rows exchanges.
(ii) If ε2(A) = −1, then an1 /= 0 and, if we reverse the order of the rows of A, then we perform
the first step of the Neville elimination without rows exchanges.
Lemma 3.3. If A = (aij )1i,j,n is a nonsingular SR3 matrix with a1,1 /= 0 and an1 /= 0, then
at least one of the determinants
det
(
a1,1 a1,2
a2,1 a2,2
)
, det
(
an−1,1 an−1,2
an1 an2
)
is different from zero.
Proof. Let us first see that all the elements of the first column of A are nonzero. Otherwise, there
exists an index i such that 1 < i < n and ai1 = 0. Since A is nonsingular, there exists j > 1 such
that aij /= 0. Then det A[1, i|1, j ] = a1,1aij and det A[i, n|1, j ] = −aij an1 have different sign
since A is SR1, which contradicts that A is SR2.
By Remark 2.1 we can apply a step of Neville elimination to the matrix A without row
exchanges, producing a new nonsingular matrix B = (bij )1i,j,n with zeros in the places
(2, 1), . . . , (n, 1).
By (2.4), we observe that all the elements of B[2, . . . , n] have the same nonstrict sign given
by ε2(A)/ε1(A). Again, by (2.4), we deduce that all the minors of B[2, . . . , n] of order 2 with
consecutive rows have the same nonstrict sign given by ε3(A)/ε1(A).
Now, let us assume that this lemma is false and we shall obtain a contradiction. If we apply (2.4)
forα = β = (2) to the matrixA[1, 2|1, 2] and forα = (n), β = (2) to the matrixA[n − 1, n|1, 2],
we have that b22 = bn2 = 0, respectively. The nonsingularity of B[2, . . . , n] implies that n > 3
and the existence of indices (not necessarily distinct) i, k ∈ {3, . . . , n − 1} such that bi−1,2 = 0,
bi2 /= 0, bk2 /= 0 and bk+1,2 = 0. The nonsingularity of B[2, . . . , n] also implies that there exist
h > 2 and m > 2 such that bi−1,h and bk+1,m are different from zero. Now, since B[2, . . . , n] is
SR1, we derive
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det B[i − 1, i|2, h] = det
(
0 bi−1,h
bi2 bih
)
= −bi−1,hbi2 < 0
and
det B[k, k + 1|2,m] = det
(
bk2 bkm
0 bk+1,m
)
= bk2bk+1,m > 0.
So we get a contradiction with the fact that B[2, . . . , n] has its 2 × 2 minors with consecutive
rows of the same nonstrict sign. 
The following result shows that sign regularity and strict sign regularity are inherited by all
matrices A(k)[k, . . . , n] when we apply Neville elimination with two-determinant pivoting.
Theorem 3.4. Let A = (aij )1i,jn be a nonsingular sign regular (resp., strictly sign regular)
matrix and let us apply Neville elimination with two-determinant pivoting. Then, for all k ∈
{1, . . . , n}, all the matrices A(k)[k, . . . , n] are sign regular (resp., strictly sign regular) and
ε1(A(k)) = ε1(A).
Proof. Let us prove the result by induction on n. The result is trivial for n = 1. Let us assume
that it holds for n − 1 and let us prove it for n.
Lemmas 3.2 and 3.3 allow us to choose the reordering of the rows of A = A(1) when we
apply Neville elimination with two-determinant pivoting strategy so that the resulting matrix
A˜(1) is a nonsingular SR (resp., SSR) matrix with ε2(A˜(1)) = +1. Again by Lemma 3.2, we can
perform to A˜(1) the first step of the Neville elimination without rows exchanges and we obtain
A(2) = (a(2)ij )1i,jn. Since ε2(A˜(1)) = +1, applying Lemma 2.2 to the matrix A˜(1), we can see
that all the elements of the matrix A(2)[2, . . . , n] have the same nonstrict (resp., strict) sign which
is ε1(A˜(1)) (= ε1(A)).
Now, we consider α ∈ Q0r,n and β ∈ Qr,n (resp., α, β ∈ Q0r,n), with 2  r  n − 1 and 2 
α1, β1  n − r + 1. Let us see that all the minors det A(2)[2, . . . , n] of order r with consecutive
rows (resp., with consecutive rows and columns) have the same nonstrict (resp., strict) sign.
Let k be the positive integer defined in Lemma 2.2 corresponding to A˜(1). If α1  k + 1, then
a˜α1−1,1 /= 0 and, by (2.4), we observe that all the minors det A(2)[i, i + 1, . . . , i + r − 1|β], with
2  i  α1 and β ∈ Qr,n (resp., 2  i  α1 and β ∈ Q0r,n), of order r with consecutive rows
(resp., with consecutive rows and columns) have the same nonstrict (resp., strict) sign given
by εr+1(A˜(1))/ε1(A˜(1)). So, if k  n − r, then α1  k + 1 and our claim holds. If k < n − r
and α1 = k + 1, by (2.6), εr+1(A˜(1)) = ε1(A˜(1))εr (A˜(1)) and then the sign of the minors with
α1  k + 1 coincides with εr(A˜(1)). Finally, if α1  k + 1, we observe by (2.5) that all the
minors det A(2)[i, i + 1, . . . , i + r − 1|β], with α1  i  n − r + 1 and β ∈ Qr,n (resp., α1 
i  n − r + 1 and β ∈ Q0r,n), of order r with consecutive rows (resp., with consecutive rows
and columns) have the same nonstrict (resp., strict) sign given by εr(A˜(1)). In conclusion, all the
minors of order r with consecutive rows (resp., with consecutive rows and columns) have the
same nonstrict (resp., strict) sign.
By Theorem 2.1 of [1] (resp., Theorem 2.5 of [1]), we conclude that A(2)[2, . . . , n] is an SR
(resp., SSR) matrix, and it is obviously nonsingular.
Thus, we have proved that, given an n × n nonsingular sign regular (resp., strictly sign regular)
matrix A, the matrix A(2)[2, . . . , n], which is obtained after one step of Neville elimination
with two-determinant pivoting, is an (n − 1) × (n − 1) nonsingular SR (resp., SSR) matrix
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with ε1(A(2)[2, . . . , n]) = ε1(A). By the induction hypothesis, for all k ∈ {1, . . . , n − 1}, the
matrices A(k+1)[1 + k, . . . , n] are nonsingular SR (resp., SRR) with ε1(A(k+1)[2, . . . , n]) =
ε1(A(2)[2, . . . , n]) (= ε1(A)). From this last fact, and taking into account that the first row of
A(k) coincides with either the first or the last row of A, we conclude that ε1(A(k)) = ε1(A) for
all k. 
Remark 3.5. When the proof of the previous theorem is applied to a nonsingular totally nonneg-
ative matrix, we obtain A˜(1) = A(1), that A(2)[2, . . . , n] is nonsingular totally nonnegative, and
then it can be proved by induction that all the matricesA(k)[k, . . . , n] obtained are also nonsingular
totally nonnegative. Besides, since a nonsingular totally nonnegative matrix has positive princi-
pal minors (cf. Corollary 3.8 of [1]), we can conclude that, for nonsingular totally nonnegative
matrices, two-determinant pivoting does not produce row exchanges.
4. Scaled partial pivoting in Neville elimination
For each step t, 1  t  n − 1, of the Neville elimination of a nonsingular matrix A of order
n, we have to reorder the rows t, . . . , n of the matrix A(t) according to a row pivoting strategy in
order to get A˜(t) satisfying (2.1). Analogously to the case of Gauss elimination, in order to keep
the absolute values of the multipliers a(t)it /a
(t)
i−1,t less than or equal to 1, we define partial pivoting
in Neville elimination as the process which reorders the rows of the matrix A(t) to get a matrix
A˜(t) with∣∣a˜(t)t t ∣∣  ∣∣a˜(t)t+1,t ∣∣  · · ·  ∣∣a˜(t)nt ∣∣.
In order to improve this strategy with an adequate scaling, following [9] we can also define
scaled partial pivoting (SPP) for a vector norm ‖ · ‖ in Neville elimination. Let us denote by r(t)i
the ith row (i = t, t + 1, . . . , n and t = 1, . . . , n) of the matrix A(t)[1, 2, . . . , n|t, t + 1, . . . , n].
For each t = 1, . . . , n − 1, if one has∣∣a(t)i1,t ∣∣∥∥r(t)i1 ∥∥ 
∣∣a(t)i2,t ∣∣∥∥r(t)i2 ∥∥  . . . 
∣∣a(t)in−t+1,t ∣∣∥∥r(t)in−t+1∥∥
for a permutation (i1, i2, . . . , in−t+1) of (t, t + 1, . . . , n), then a SPP strategy for a vector norm
‖ · ‖ in Neville elimination replaces the t th row of A(t) by the i1th one, the (t + 1)th row by the
i2th one, and so on.
We shall deal with monotone vector norms. As examples of monotone vector norms, we can
consider the vector norms ‖ · ‖∞, ‖ · ‖2, ‖ · ‖1. In the particular case of ‖ · ‖2, the associated SPP
strategy (for Gauss or Neville elimination) is called Euclidean scaled partial pivoting (ESPP). This
strategy, for Gauss as well as for Neville elimination, leads to a triangular system where the hyper-
plane of Rn associated to its ith equation (i = 1, 2, . . . , n) is well oriented with respect to the xi-
axis. We mean that, in step i,we select as the ith hyperplane the one which is the most orthogonal to
thexi-axis (observe that the strategy is based on direction cosines). See also [9,17]. In the case of the
ESPP for Neville elimination, the rows of A˜(i)[i, . . . , n] are all ordered so that the ith hyperplane
associated to the ith row of A˜(i) is more orthogonal to the xi-axis than the (i + 1)th hyperplane,
which in turn is more orthogonal to the xi-axis than the (i + 2)th hyperplane, and so on.
Theorem 4.1. Let A = (aij )1i,jn be a nonsingular sign regular matrix. The two-determinant
pivoting strategy for Neville elimination is a SPP strategy for any monotone vector norm ‖ · ‖.
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Proof. For each t, 1  t  n − 1, let (i1, i2, . . . , in−t+1) be a permutation of (t, t + 1, . . . , n)
associated with the t th step of the Neville elimination with two-determinant pivoting. In order to
prove the result, it is sufficient to see that for any monotone vector norm ‖ · ‖, we have that∣∣a(t)il−1,t ∣∣∥∥r(t)il−1∥∥ 
∣∣a(t)il ,t ∣∣∥∥r(t)il ∥∥ , 2  l  n − t + 1
or, equivalently,∣∣a˜(t)s−1,t ∣∣∥∥r˜ (t)s−1∥∥ 
∣∣a˜(t)st ∣∣∥∥r˜ (t)s ∥∥ , t + 1  s  n, (4.1)
where r˜ (t)i =
(
a˜
(t)
it , . . . , a˜
(t)
in
)
, with i = t, t + 1, . . . , n and t = 1, . . . , n.
By Theorem 3.4, the matrix A˜(t)[t, . . . , n] is SR for all t ∈ {1, . . . , n}. By applying to this
matrix Lemma 3.2 and Remark 2.1, we know that there exists kt , t  kt  n, such that a˜i1 /= 0,
for all i  kt and a˜i1 = 0, for all i > kt . Then (4.1) obviously holds for kt < s  n. Besides, due to
the definition of the two-determinant pivoting for SR matrices, we know that ε2(A˜(t)[t, . . . , n]) =
+1. So, we have, by the nonnegativity of det A˜(t)[s − 1, s|t, j ] that for t + 1  s  kt and j =
t + 1, . . . , n
a˜
(t)
s−1,j
a˜
(t)
s−1,t

a˜
(t)
sj
a˜
(t)
st
,
which in turn implies (since A˜(t)[t, . . . , n] is in particular SR1) that∣∣a˜(t)s−1,j ∣∣∣∣a˜(t)s−1,t ∣∣ 
∣∣a˜(t)sj ∣∣∣∣a˜(t)st ∣∣ . (4.2)
Hence we derive∥∥r˜ (t)s−1∥∥∣∣a˜(t)s−1,t ∣∣ 
∥∥r˜ (t)s ∥∥∣∣a˜(t)st ∣∣ , (4.3)
for any monotone vector norm ‖ · ‖. Now, for t + 1  s  kt , (4.1) follows from (4.3). 
Remark 4.2. Theorem 4.1 (for the Euclidean norm ‖ · ‖2) and the geometric interpretation of the
ESPP strategies given before Theorem 4.1 show that the hyperplanes associated to the equations
of a SR linear system Ax = b are decreasingly (resp., increasingly) ordered with respect to their
orthogonality to the x1-axis if ε2(A) = +1 (resp., ε2(A) = −1). In other words, the first permuta-
tion of the two-determinant pivoting strategy reorders the hyperplanes so that the first hyperplane
is more orthogonal to the x1-axis than the second hyperplane, this one is more orthogonal to
the same axis than the third hyperplane and so on. A similar interpretation holds with respect
the xi-axis and the choice of the permutation of the rows of A(i)[i, . . . , n] by two-determinant
pivoting. Moreover, an ESPP strategy would be, in theory, computationally expensive, but in
practice, we can apply the two-determinant pivoting strategy, which is less expensive than even
partial pivoting.
We finish by showing a nice property satisfied by the two-determinant pivoting strategy. First
let us recall the Skeel condition number of a matrix A (which will be denoted by Cond(A)) is
given by (see [19]):
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Cond(A) = ∥∥|A−1||A|∥∥∞.
Clearly Cond(A)  κ(A) (where κ(A) = ‖A−1‖∞‖A‖∞ is the usual condition number) and it
can be much smaller. One of the reasons which explains why the Skeel condition number Cond(A)
is more suitable than the traditional condition number k(A) is that Cond(A) is invariant under
row scaling.
The back-substitution phase corresponding to a linear system Ax = b solves the upper tri-
angular system Ux = c, where U is the upper triangular matrix obtained after the elimination
process. So, for this purpose, it is convenient obtaining a pivoting strategy which chooses as rows
of the upper triangular matrix the most adequate rows in order to obtain Cond(U) as small as
possible. In addition, such property is also convenient for the backward stability of Gauss–Jordan
elimination (see [11,16]).
It is well known that ill-conditioning in the sense of Skeel of the triangular matrix U must
come from the fact that its rows have off-diagonal elements which are large relative to the diagonal
element (cf. Remark 3.1 of [12]). By the previous comments, we deduce that the vt th row of the
submatrixA(t)[1, 2, . . . , n|t, t + 1, . . . , n] (t  vt  n) would be an optimal selection of the pivot
row for each t th step of the Neville elimination of A if one has∣∣a(t)vt j ∣∣∣∣a(t)vt t ∣∣ 
∣∣a(t)ij ∣∣∣∣a(t)it ∣∣ , i, j = t, t + 1, . . . , n, (4.4)
for any i such that a(t)it /= 0 or, equivalently,∣∣a˜(t)tj ∣∣∣∣a˜(t)t t ∣∣ 
∣∣a˜(t)ij ∣∣∣∣a˜(t)it ∣∣ , i, j = t, t + 1, . . . , n, a˜
(t)
it /= 0. (4.5)
This motivates the following definition, analogous to the one for Gauss elimination given in [12].
Definition 4.3. A pivoting strategy for Neville elimination which produces the pivot row r(t)vt
satisfying (4.4) is called an optimal Cond(U)-diminishing strategy.
Since the t th row of U coincides with the t th row of A˜(t), if we apply successively formula (4.2)
for all s = t + 1, t + 2, . . . , n, then we have (4.5) and so (4.4), and we can deduce the following
result.
Theorem 4.4. The two-determinant pivoting strategy in Neville elimination is an optimal
Cond(U)-diminishing strategy for a nonsingular sign regular matrix.
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