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THÉORÈME DE COMPARAISON POUR LES CYCLES PROCHES PAR UN
MORPHISME SANS PENTE
par
Matthieu Kochersperger
Résumé. — Le but de cet article est de démontrer le théorème de comparaison entre les cycles proches
algébriques et topologiques associés à un morphisme sans pente. Nous obtenons en particulier que dans le cas
d’une famille de fonctions holomorphes sans pente, l’itération des isomorphismes de comparaison des cycles
proches associés à chacune de ces fonctions ne dépend pas de l’ordre d’itération.
Abstract (Comparison theorem for nearby cycles of a morphism whitout slopes)
The goal of this article is to prove the comparison theorem between algebraic and topological nearby cycles
of a morphism whitout slopes. We prove in particular that for a family of holomorphic functions whitout slopes,
if we iterate comparison isomorphisms for nearby cycles of each function the result is independent of the order
of iteration.
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1. Introduction
1.1. Théorème de comparaison pour une fonction. — Soit X une variété analytique complexe et
f : X Ñ C une fonction holomorphe. Soit pF ,Mq la donnée d’un faisceau pervers sur X et d’un DX -module
holonome régulier associés par la correspondance de Riemann-Hilbert, c’est-à-direF “ DRXpMq. Le foncteur
cycles proches topologiques Ψf de P. Deligne associe à F un faisceau pervers à support f´1p0q muni d’un
automorphisme de monodromie. Prolongeant une construction de B. Malgrange [Mal83], M. Kashiwara
introduit dans [Kas83] le foncteur cycles proches algébriques Ψalgf (voir aussi [MM04]) qui associe à M
un DX -module holonome régulier à support f´1p0q muni d’un automorphisme de monodromie. Ces deux
foncteurs sont reliés par un isomorphisme de comparaison qui commute à la monodromie :
(1) Ψf pFq » DRXΨ
alg
f pMq.
Classification mathématique par sujets (2000). — 32S40.
Mots clefs. — Monodromie, cycles proches, modules multispécialisables, morphismes sans pente, V -multifiltration, théo-
rème de comparaison.
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1.2. Théorème de comparaison pour plusieurs fonctions. — Soit maintenant p ě 2 et f1, ..., fp des
fonctions holomorphes sur X . Notons f “ pf1, ..., fpq : X Ñ Cp le morphisme associé. En général, les
foncteurs Ψfi pi “ 1, ..., pq ne commutent pas entre eux, de même que les foncteurs Ψ
alg
fi
.
Dans [Mai13] Ph. Maisonobe montre que sous la condition sans pente pour le couple pf , carpFqq on
peut définir les foncteurs cycles proches topologiques et algébriques associés à f . Il montre alors l’existence
d’isomorphismes
ΨfF » Ψfσp1q ...ΨfσppqF
et
Ψ
alg
f M » Ψ
alg
fσp1q
...Ψ
alg
fσppq
M
pour toute permutation σ de t1, ..., pu. Ceci assure la commutativité des foncteurs cycles proches associés
aux fonctions fi pour 1 ď i ď p. Dans l’introduction Ph. Maisonobe mentionne que, par itération de l’iso-
morphisme (1), ses résultats permettent d’obtenir pour tout σ des isomorphismes de comparaison
(2) ΨfF » Ψfσp1q ...ΨfσppqpFq » DRXΨ
alg
fσp1q
...Ψ
alg
fσppq
pMq » DRXΨ
alg
f M.
Dans cet article, nous montrerons (corollaire 3.7) que cet isomorphisme ne dépend pas de la permutation
σ. Pour ce faire, nous exhibons un morphisme de comparaison entre ΨfF et DRXΨ
alg
f M et nous montrons
qu’il coïncide avec les isomorphismes de comparaison itérés (2) pour toute permutation σ.
1.3. Un exemples de morphisme sans pente. — On appelle singularité quasi-ordinaire un germe d’es-
pace analytique réduit admettant une projection finie sur Cp dont le lieu de ramification est contenu dans un
diviseur à croisements normaux. Si S est une hypersurface de Cn à singularité quasi-ordinaire définie par une
fonction holomorphe f , il existe une projection π : Cn Ñ Cn´1 quasi-ordinaire pour S. Le faisceau ΨfCCn
est pervers et dans cette situation le couple pπ, carpΨfCCnqq est sans pente.
Les singularités quasi-ordinaires apparaissent en particulier dans la méthode de Jung de résolution des
surfaces singulières (voir [Lip75]).
Remerciements. — Cet article a été écrit dans le cadre de ma thèse sous la direction de Claude Sabbah
que je remercie vivement pour ses nombreux conseils durant l’élaboration de ce travail. Je remercie Philippe
Maisonobe pour l’intérêt qu’il a porté à ce travail. Je remercie également le rapporteur pour ses remarques
constructives.
2. V -multifiltration canonique et foncteurs cycles proches
Dans cette section on définit les cycles proches algébriques à l’aide de la V -multifiltration canonique d’un
DX -module sans pente. On démontre des propriétés de cette multifiltration ainsi que de ses gradués. On
définit ensuite les cycles proches topologiques associés à plusieurs fonctions. Enfin on introduit les fonctions
de classe de Nilsson à plusieurs variables et on en montre des propriétés utilisées dans la section suivante
pour établir un lien entre cycles proches algébriques et cycles proches topologiques.
2.1. V -multifiltration canonique d’un DX-module sans pente. — On notera dans la suite
— dx :“ dimCX
— Bi :“ Bti
— Ei :“ tiBi
— x :“ px1, ..., xdX´pq
— 1i :“ p0, ..., 0, 1, 0, ..., 0q où le 1 est en position i.
— α :“ pα1, ..., αpq
— αI :“ pαiqiPI pour I Ă t1, ..., pu
— t :“ t1...tp
— ts :“ ts11 ...t
sp
p
— DX rss :“ DX rs1, ..., sps
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— H “ tH1, ..., Hpu où lesHi sont des hypersurfaces lisses dont la réunion définit un diviseur à croisements
normaux. On se place ici dans le cas où il existe localement des coordonnées px, t1, ..., tpq telles que
f : X Ñ Cp
px, t1, ..., tpq ÞÑ pt1, ..., tpq
et Hi “ f
´1
i p0q.
Définition 2.1. — Notons, pour tout 1 ď i ď p, Ii l’idéal de l’hypersurface Hi et Ik :“
śp
i“1 I
ki
i . Pour
tout k P Zp et pour tout x P X on définit :
pVkDXqx :“ tP P DX,x | @m P Z
p, P pIk`mx q Ă I
k`m
x u,
ceci permet de définir une filtration croissante de DX indexée par Zp.
Soit M un DX -module cohérent. Une V -multifiltration U‚M de M est une filtration croissante indexée
par Zp satisfaisant à VkDX ¨ Uk1M Ă Uk`k1M pour tout k et k
1 dans Zp. Une telle V -multifiltration est
bonne si elle est engendrée localement par un nombre fini de sections pmjqjPJ , c’est-à-dire que pour tout
j P J il existe kj P Zp tel que pour tout k P Zp
UkM “
ÿ
jPJ
Vk`kjDX ¨mj .
Lorsque des inégalités entre nombres complexes apparaîtront, l’ordre considéré sera toujours l’ordre lexi-
cographique sur C, c’est-à-dire
x` iy ď a` ib ðñ x ă a ou px “ a et y ď bq.
En suivant [Mai13] on commence par donner les conditions pour qu’un couple pH ,Mq soit sans pente
puis on définit la V -multifiltration de Malgrange-Kashiwara.
Définition 2.2. — Soit M un DX -module cohérent.
1. On dit que le couple pH ,Mq est multispécialisable sans pente si au voisinage de tout point de X , il
existe une bonne V -multifiltration U‚pMq de M et des polynômes bipsq P Crss pour tout 1 ď i ď p tels
que pour tout k P Zp, bipEi ` kiqUkM Ă Uk´1iM.
2. On dit que le couple pH ,Mq est multispécialisable sans pente par section si, pour toute section locale
m de M, il existe des polynômes bipsq P Crss pour tout 1 ď i ď p tels que bipEiqm P V´1iDX ¨m.
Rappelons la proposition 1 de [Mai13] :
Proposition 2.3. — Les deux définitions précédentes sont équivalentes et si la première est satisfaite pour
une bonne V -multifiltration de M, elle l’est pour toute. On dit alors que le couple pH ,Mq est sans pente.
On fixe M un DX -module cohérent tel que le couple pH,Mq soit sans pente.
Définition 2.4. — Le polynôme unitaire de plus bas degré vérifiant la propriété 1. de la définition pour
l’indice i est appelé polynôme de Bernstein-Sato d’indice i de la V -multifiltration U‚pMq, on le note bi,U‚pMq.
Le polynôme unitaire de plus bas degré vérifiant la propriété 2. de la définition pour l’indice i est appelé
polynôme de Bernstein-Sato d’indice i de la section m, on le note bi,m.
Proposition 2.5. — Soient, pour 1 ď i ď p, des sections σi : C{ZÑ C de la projection naturelle CÑ C{Z.
Il existe une unique bonne V -multifiltration V σ‚ pMq de M telle que pour tout i les racines de bi,V σ‚ pMq soient
dans l’image de σi.
La démonstration de cette proposition et de la proposition 2.7 est identique à celle du théorème 1. de
[Mai13].
Définition 2.6. — On définit la multifiltration V‚pMq indexée par Cp et vérifiant :
@x P X, VαpMqx :“ tm PMx; si ě ´αi ´ 1, @si P b
´1
i,mp0q et 1 ď i ď pu.
Cette V -multifiltration est appelée V -multifiltration canonique ou V -multifiltration de Malgrange-Kashiwara.
Si on considère l’ordre partiel standard sur Cp
α ď β ðñ αi ď βi pour tout 1 ď i ď p
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on peut définir
VăαpMq :“
ÿ
βăα
VβpMq
et
grαpMq :“ VαpMq{VăαpMq.
Soit I Ă t1, ..., pu et Ic son complémentaire, on définit
VăαI ,αIc pMq :“
ÿ
βIăαI
VβI ,αIc pMq.
Proposition 2.7. — On a l’égalité des V -multifiltrations VpăαI ,αIc q`kpMq “ V
σăαI ,αIc
k pMq où σăαI ,αIc
est la section dont l’image est l’ensemble"
a P Cp tel que ´αi ´ 1 ď ai ă ´αi @ i P I
c
et ´αi ´ 1 ă ai ď ´αi @ i P I
*
.
Il existe un ensemble fini A Ă r´1, 0rp tel que la V -multifiltration canonique soit indexée par A ` Zp. Ainsi
la V -multifiltration canonique est cohérente.
Soit I Ă t1, ..., pu et J Ă Ic. Comme pour les DX -modules cohérents, on a une notion de V
HI
0I
DX -module
multispécialisable sans pente le long des hypersurfaces HJ :“ pHiqiPJ .
Définition 2.8. — Soit M un V HI0I DX -module cohérent et J Ă I
c, on note q :“ #J .
1. On dit que le couple pHJ ,Mq est multispécialisable sans pente (ou spécialisable si q “ 1) si au voisinage
de tout point de X , il existe une bonne V -multifiltration U‚pMq de M et des polynômes bipsq P Crss
pour tout i P J tels que pour tout k P Zq, bipEi ` kiqUkM Ă Uk´1iM.
2. On dit que le couple pHJ ,Mq est multispécialisable sans pente par section (ou spécialisable par section
si q “ 1) si, pour toute section locale m de M, il existe des polynômes bipsq P Crss pour tout i P J tels
que bipEiqm P V
HJ
´1i
pV HI0I DXq ¨m “ V´1iDX ¨m.
Remarque 2.9. — Comme pour les DX -modules (proposition 2.3) les deux définitions sont équivalentes et
si elle sont satisfaites on dira que le couple pHJ ,Mq est sans pente (ou spécialisable si q “ 1). Les analogues
des propositions 2.5 et 2.7 sont vraies pour les V HI0I DX -modules sans pente.
Proposition 2.10. — Soit I Ă t1, ..., pu et M un DX-module cohérent tel que le couple pH,Mq soit sans
pente. Alors le couple pHI ,Mq est sans pente et pour tout αI le couple pHIc , V
HI
αI
Mq est sans pente. De
plus, pour I, J Ă t1, ..., pu disjoints, les V -multifiltrations de Malgrange-Kashiwara satisfont à :
(3) VHIYHJαI ,αJ pMq “ V
HI
αI
pMq X VHJαJ pMq “ V
HI
αI
`
VHJαJ pMq
˘
.
On a également l’analogue de [MM04, corollaire 4.2-7]
Proposition 2.11. — Pour tout α P C et tout j P Ic, l’application M ÞÑ V
Hj
α pMq définit un foncteur exact
de la catégorie des V HI0I DX-modules spécialisables le long de Hj vers la catégorie des V
Hj
0 pV
HI
0I
qDX-modules.
Sachant que la V -multifiltration canonique est indexée par A ` Zp avec A Ă r´1, 0rp fini, quitte à renu-
méroter ces indices on peut la supposer indexée par Zp et appliquer la définition B.3 de l’appendice B aux
V -filtrations canoniques de M.
La condition sans pente s’interprète de manière naturelle comme une condition de compatibilité des V -
filtrations relatives aux différentes hypersurfaces considérées.
Proposition 2.12. — Si le couple pH,Mq est sans pente alors les filtrations V H1‚ pMq, ..., V
Hp
‚ pMq de M
sont compatibles au sens de la définition B.3.
Démonstration. — Soit α ă β P Cp et notons Iq :“ t1, ..., qu. On va construire par récurrence sur l’entier p
le p-hypercomplexe Xp correspondant à la compatibilité des sous-objets
V H1α1 pV
HIp
βIp
Mq, ..., V Hpαp pV
HIp
βIp
Mq Ď V
HIp
βIp
M.
D’après la remarque B.2, deux filtrations sont toujours compatibles. Supposons construit le q-
hypercomplexe Xq. D’après la proposition 2.10 la propriété sans pente assure que les objets qui apparaissent
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dans Xq sont des V
HIq
0Iq
DX -modules cohérents spécialisables le long de Hq`1. On déduit alors de la propo-
sition 2.11 que l’application de V Hq`1αq`1 p.q et V
Hq`1
βq`1
p.q à de tels objets sont deux foncteurs exacts munis d’un
monomorphisme de foncteurs donné par l’inclusion naturelle déduite de l’inégalité αq`1 ď βq`1. On applique
alors ces deux foncteurs à Xq, la fonctorialité fournit un pq ` 1q-hypercomplexe
0 // V
Hq`1
αq`1 pX
qq 
 i // V
Hq`1
βq`1
pXqq // Cokerpiq // 0.
C’est le pq`1q-hypercomplexeXq`1 voulu. L’exactitude des différentes suites courtes provient de l’exactitude
des suite courtes de Xq, de l’exactitude des foncteurs V Hq`1 -filtration ainsi que de l’exactitude du foncteur
Coker(.) appliqué à des inclusions (lemme du serpent). On utilise également ici les identifications (3). Ceci
nous donne par récurrence le p-hypercomplexe Xp. En prenant alors la limite inductive des p-hypercomplexes
Xp sur β P Cp on obtient le p-hypercomplexe correspondant à la compatibilité des sous-objets
V H1α1 pMq, ..., V
Hp
αp
pMq ĎM.
Ceci étant vérifié pour tout α P Cp la proposition est démontrée.
La proposition B.5 fournit le corollaire suivant
Corollaire 2.13. — Si le couple pH,Mq est sans pente alors l’objet obtenu en appliquant successivement
les gradués grHiαi par rapport aux V -filtrations canoniques V
Hi
‚ ne dépend pas de l’ordre dans lequel on applique
ces foncteurs et est égal à grαpMq.
Proposition 2.14. — Soit M un DX-module cohérent tel que pH ,Mq soit sans pente et soit 1 ď i ď p.
Alors le DX-module Mp˚Hiq est cohérent et le couple pH ,Mp˚Hiqq est sans pente. De plus, pour tout α
vérifiant αi ă 0, le morphisme naturel de V0DX -modules :
VαpMq Ñ VαpMp˚Hiqq
est un isomorphisme.
Démonstration. — Comme pH,Mq est sans pente, M est spécialisable le long de Hi et on peut appliquer
[MM04, proposition 4.4-3] qui assure que Mp˚Hiq est cohérent, spécialisable le long de Hi et que pour
αi ă 0,
V Hiαi pMq Ñ V
Hi
αi
pMp˚Hiqq
est un isomorphisme.
Montrons que le couple pH,Mp˚Hiqq est sans pente. C’est un problème local, on peut supposer que
Hi “ tti “ 0u. Soit m1 une section de Mp˚Hiq, on a m1 “ m{tik où m est dans l’image de M Ñ Mr1{tis
et k P N. Le couple pH ,Mq étant sans pente, pour tout 1 ď j ď p il existe un polynôme non nul bjpsjq
satisfaisant à
bjpEjqm P V´1j pDXqm.
On a alors
bjpEjqt
k
im
1 P V´1j pDXqt
k
im
1
tki bjpEj ` δijkqm
1 P tki V´1j pDXqm
1.
En divisant par tki on obtient, bjpEj ` δijkiqm
1 P V´1j pDXqm
1, ce qui permet de conclure que pH ,Mp˚Hiqq
est sans pente.
D’après la proposition 2.10 V Hiαi pMq et V
Hi
αi
pMp˚Hiqq sont des V
Hi
0 DX -modules sans pente le long de
Htiuc donc, si α satisfait à αi ă 0, on a un isomorphisme
VαpMq » V
Htiuc
αtiuc
`
V Hiαi pMq
˘ „
ÝÑ V
Htiuc
αtiuc
`
V Hiαi pMp˚Hiqq
˘
» VαpMp˚Hiqq
ce qui conclut la démonstration de la proposition.
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Corollaire 2.15. — Soit M un DX-module cohérent tel que pH ,Mq soit sans pente. Alors le DX-module
Mp˚pH1 Y ...YHpqq est cohérent et le couple pH ,Mp˚pH1 Y ...YHpqqq est sans pente. De plus pour tout α
vérifiant αi ă 0 pour tout 1 ď i ď p, le morphisme naturel de V0DX-modules :
VαpMq Ñ VαpMp˚pH1 Y ...YHpqq
est un isomorphisme.
Démonstration. — On effectue une récurrence sur le nombre d’hypersurfaces par rapport auxquelles on
localise M et le corollaire est une conséquence immédiate de la proposition précédente.
2.2. Gradués d’un DX-module sans pente et cycles proches algébriques. — Ici on démontre des
propriétés des gradués de la V -multifiltration de Malgrange-Kashiwara et on définit les cycles proches algé-
briques.
Proposition 2.16. — Soit M un DX-module tel que pH,Mq soit sans pente. Pour tout β P C et tout
1 ď i ď p, l’endomorphisme pEi ` β ` 1q de
Vβ,αtiuc pMq{Văβ,αtiuc pMq
est nilpotent.
Démonstration. — Notons σ :“ σβ,αtiuc et bipsq le polynôme de Bernstein-Sato d’indice i de la multifiltration
correspondant à la section σ. Les racines de bi sont donc dans l’intervalle r´β ´ 1,´βr. Soit ℓ la multiplicité
de la racine ´β ´ 1 de bi. On pose bipsq “ b1ipsqps` β ` 1q
ℓ. On considère comme dans la preuve de [Kas83,
Théorème 1] la V -multifiltration de M suivante :
UkpMq :“ V
σ
k´1ipMq ` pEi ` ki ` β ` 1q
ℓV σk pMq.
On peut montrer que c’est une bonne V -multifiltration, que ses polynômes de Bernstein-Sato d’indice j ‰ i
divisent ceux de V σ‚ et que son polynôme de Bernstein-Sato d’indice i divise b
1psqps ` βqℓ. Les racines de
b1psqps`βqℓ sont dans s´β´1,´βs, par unicité la multifiltration U‚pMq est égale à la multifiltration V rσ‚ pMq
où rσ “ σăβ,αtiuc . On a donc U0pMq “ Văβ,αtiuc pMq et on en déduit que pEi ` β ` 1qℓ annule
Vβ,αtiuc pMq{Văβ,αtiuc pMq.
Étant donnée la définition de grαpMq on déduit immédiatement de cette proposition le corollaire suivant :
Corollaire 2.17. — Soit M un DX -module tel que pH,Mq soit sans pente. Pour tout α P C
p et tout
1 ď i ď p, l’endomorphisme pEi ` αi ` 1q de grαpMq est nilpotent.
Définition 2.18. — Étant donné un couple pH ,Mq sans pente, on définit les cycles proches algébriques
de M relatifs à la famille d’hypersurfaces H de la manière suivante
ΨHM :“
à
αPr´1,0rp
grαpMq.
C’est un grV0 DX -modules cohérent. Or, si l’on note X0 :“
Ş
1ďiďpHi, on a gr
V
0 DX » DX0 rE1, ..., Eps. Le
corollaire 2.17 implique ainsi que ΨHM est un DX0 -module cohérent. Les cycles proches algébriques sont
munis d’endomorphismes de monodromie pour 1 ď i ď p
Ti :“ expp´2iπEiq.
La proposition suivante est une conséquence du corollaire 2.13
Proposition 2.19. — Soit I Ă t1, ..., pu, on a alors un morphisme naturel, fonctoriel en M, de grV0 DX-
modules
ΨHMÑ ΨHI pΨHIcMq
qui est un isomorphisme si le couple pH ,Mq est sans pente.
Dans le cas général f : X Ñ Cp, l’inclusion du graphe de f permet de définir les cycles proches algébriques.
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Définition 2.20. — Considérons le diagramme
X
if //
f
##❍
❍❍
❍❍
❍❍
❍❍
X ˆ Cp
π“pπ1,...,πpq

Cp.
où if est le graphe de f . Soit Hi :“ π
´1
i p0q. D’après ce qui précède, si le couple pH , if`Mq est sans pente,
alors ΨH if`M est un DXˆ0-module cohérent à support tpx, 0q|fpxq “ 0u. On peut le voir comme un
DX -module cohérent à support f
´1p0q, on le note alors Ψalgf M.
On déduit de la proposition 2.19 l’isomorphisme
Ψ
alg
f MÑ Ψ
alg
fI
pΨalgfIcMq.
2.3. Cycles proches topologiques. — Ici on définit le foncteur cycles proches topologiques associé à une
fonction f : X Ñ Cp et appliqué à la catégorie des complexes de faisceaux à cohomologie C-constructible.
Définition 2.21. — Considérons le diagramme suivant où les carrés sont cartésiens :
f´1p0q
i //

X
f

X˚
joo
f X˚

rXpoo
rf

t0u
i // Cp pC˚qp
joo ČpC˚qp.poo
Ici X˚ “ X ´ F´1p0q avec F “ f1...fp et ČpC˚qp est le revêtement universel de pC˚qp.
Si F est un complexe de faisceaux à cohomologie C-constructible, on définit :
ΨfF :“ i
´1Rj˚p˚p
´1j´1F
c’est le foncteur cycles proches. On peut identifier le morphisme ČpC˚qp Ñ pC˚qp à
exp : Cp Ñ pC˚qp
pz1, ..., zpq ÞÑ pe
2iπz1 , ..., e2iπzpq.
Pour 1 ď i ď p les translations
τi :
ČpC˚qp Ñ ČpC˚qp
pz1, ..., zi, ..., zpq ÞÑ pz1, ..., zi ` 1, ..., zpq.
permettent d’induire des endomorphismes de monodromie Ti : ΨfF Ñ ΨfF .
Supposons que les fi définissent un diviseur à croisements normaux H où Hi “ tfi “ 0u et que F “
DRpMq. Dans [Mai13] Ph. Maisonobe démontre la proposition suivante
Proposition 2.22. — Soit I Ă t1, ..., pu, il existe un morphisme naturel
(4) ΨfF Ñ ΨfI pΨfIcFq.
De plus si le couple pH,Mq est sans pente alors ce morphisme est un isomorphisme.
2.4. Fonctions de classe de Nilsson. — On se place ici dans le cas d’une famille d’hypersurfaces qui
forment un diviseur à croisements normaux, quitte à diminuer X , on suppose qu’il existe un système de
coordonnées px, t1, ..., tpq tel que pour tout 1 ď i ď p, l’hypersurface Hi ait pour équation ti “ 0. On note
π : X Ñ Cp
px, t1, ..., tpq ÞÑ pt1, ..., tpq.
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Définition 2.23. — Soit α P r´1, 0rp et k P Np. On note Nα,k la connexion méromorphe sur Cp :
Nα,k “
à
0ďℓďk
OCpr
1
z1...zp
seα,ℓ
avec la structure de D-module donnée par la formule
ziBzieα,ℓ “ pαi ` 1qeα,ℓ ` eα,ℓ´1i .
On définit Ti le morphisme de monodromie d’indice i par la formule
Tieα,ℓ “ expp2iπpαi ` 1qq
ÿ
0ďmďℓi
p2iπqm
m!
eα,ℓ´m.1i .
Remarque 2.24. — Pour se souvenir de la structure de D-module et de la monodromie il faut remarquer
que la section eα,ℓ se comporte comme la fonction multiforme zα`1
logℓ1 z1
ℓ1!
...
logℓp zp
ℓp!
.
Définition 2.25. — Soit M un DX -module tel que le couple pH,Mq soit sans pente. On définit :
Mα,k “Mbπ´1OCp π
´1 pNα,kq “Mr
1
t1...tp
s bπ´1OCp π
´1 pNα,kq .
D’autre part on a
Mα,k “MbOX π
` pNα,kq
où π` est l’image inverse dans la catégorie des D-modules. Ceci permet de munir Mα,k d’une structure
naturelle de DX -module. Notons Y :“
č
1ďiďp
Hi. La restriction de Mα,k à Y est munie d’endomorphismes Ti
induits par les morphismes de monodromie de Nα,k et définis par :
Tipmb eα,ℓq “ mb Tieα,ℓ.
Proposition 2.26. — Soit α P r´1, 0r
p
et k P Np et M un DX -module tel que le couple pH ,Mq soit sans
pente. Alors le couple pH,Mα,kq est sans pente. De plus, pour tout β P C
p, on a :
VβpMα,kq “
à
0ďℓďk
Vα`β`1
ˆ
Mr
1
t1...tp
s
˙
eα,ℓ.
On commence par un lemme qui sera utile dans la démonstration de cette proposition.
Définition 2.27. — Soit px, t1, ..., tpq un système de coordonnées locales où ti “ 0 est une équation de
Hi. Soit Mr1{t, ssts le OX rss-module isomorphe à Mr1{t, ss par l’application m ÞÑ mts. Il est muni d’une
structure naturelle de DX rss-module par la formule :
Bipmt
sq :“ pBimqt
s ` p
sim
ti
qts
Lemme 2.28. — Soit m une section locale de Mr1{ts et bpsq P Crss. Les conditions suivantes sont équiva-
lentes :
1. bpEiqm P V´1ipDXqm
2. bp´si ´ 1qmt
s P DX rsstimt
s
Démonstration. — Montrons que 1 implique 2. Dans Mr1{t, ssts on a l’égalité
ptiBimqt
s “ p´si ´ 1qmt
s ` Biptimt
sq.
On montre alors par récurrence que pour tout k
pptiBiq
kmqts ´ p´si ´ 1q
kmts P DX rsstimt
s.
On a donc pour tout polynôme bpsq P Crss
pbpEiqmqt
s ´ bp´si ´ 1qmt
s P DX rsstimt
s.
D’autre part, si bpEiqm P V´1ipDXqm une récurrence permet de montrer que pbpEiqmqt
s P DX rsstimt
s et
on en déduit 2.
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Montrons que 2 implique 1. D’une part, on peut montrer par récurrence que pour tout k P N et tout
1 ď ℓ ď k, il existe mk,ℓ PMr1{ts satisfaisant à :
(5) skimt
s “ pp´Bitiq
kmqts `
kÿ
ℓ“1
Bℓi pmk,ℓt
sq.
D’autre part, en faisant opérer les Bα “ Bα11 ...B
αp
p et en annulant les coefficients du polynôme en les si que
l’on obtient, on peut montrer le résultat suivant :
(6)
«ÿ
α
Bαpmαt
sq “ 0
ff
ñ rmα “ 0 @αs
pour une somme finie sur les α. Enfin, si l’on regarde plus précisément la récurrence faite dans la première
partie de la démonstration on obtient
pbpEiqmqt
s ´ bp´si ´ 1qmt
s P BiDX rsstimt
s.
L’hypothèse 2 implique
bp´si ´ 1qmt
s “
ÿ
α,k
BαskAα,ktimt
s
où Aα,k est un opérateur différentiel indépendant des Bi pour tout 1 ď i ď p. En utilisant l’égalité (5) on
peut substituer les sj et on obtient
pbpEiqmqt
s ´
ÿ
k
“
p´t1B1 ´ 1q
k1 ...p´tpBp ´ 1q
kpA0,ktim
‰
ts “
ÿ
αą0
Bαpmαt
sq
avec mα PMr1{ts. En utilisant (6) et le fait que p´t1B1 ´ 1qk1 ...p´tpBp ´ 1qkpA0,kti P V´1ipDXq on conclut
que bpEiqm P V´1ipDXqm.
Démonstration de la proposition 2.26. — On commence par montrer que le couple pH ,Mα,kq est sans pente.
Quelque soit 1 ď i ď p, le DCp -module Nα,k{Nα,k´1i s’identifie à Nα,k´ki.1i On a donc la suite exacte :
0Ñ Nα,k´1i Ñ Nα,k Ñ Nα,k´ki.1i Ñ 0.
Pour tout k P Np le π´1OCp -module π´1Nα,k est à fibres plates car libres, il est donc acyclique pour le
foncteur de produit tensoriel par Mr 1
t1...tp
s et on a la suite exacte :
(7) 0Ñ Mα,k´1i ÑMα,k ÑMα,k´ki.1i Ñ 0.
Le module central est sans pente si et seulement si les deux autres modules le sont. En effet, comme dans
le cas des bonnes V -filtration pour p “ 1 (cf [MM04]), une bonne V -multifiltration du terme central induit
des bonnes V -multifiltration des termes extrêmes. On considère alors la suite exacte
0Ñ UℓMα,k´1i Ñ UℓMα,k Ñ UℓMα,k´ki.1i Ñ 0
et on observe que la condition multispécialisable sans pente de la définition 2.2 est satisfaite pour le module
central si et seuleument si elle l’est pour les deux autres modules. Par récurrence on est alors ramené à
montrer que pH,Mα,0q est sans pente. Soit m une section locale de Mr 1t1...tp s. D’après la proposition 2.15
le couple pH ,Mr 1
t1...tp
sq est sans pente et par conséquent le lemme 2.28 fournit localement, pour 1 ď i ď p,
des polynômes bi non nuls vérifiant :
bipsiqmt
s P DX rsstimt
s.
Par définition du DX rss-module Mr1{t, ssts, on obtient les équations :
(8) bipsi ` αi ` 1qpmb eα,0qts P DX rsstipmb eα,0qts.
Soit k0 P Np tel que pour tout ki P N vérifiant ki ě k0,i`1, l’entier ´ki n’est pas racine de bipsi`αi`1q P
Crsis. En remplaçant les si par les entiers ki dans la relation (8) et en multipliant éventuellement par des ti
on obtient que pour tout k P Zp
pmb eα,0qt
k P DXppmb eα,0qt
´k0q.
De plus pour tout 1 ď i ď p, l’égalité pBipm b eα,0qqtk “ Bippm b eα,0qtkq ` kipm b eα,0qtk´1i montre
que pBipm b eα,0qqtk P DXppm b eα,0qt´k0q pour tout k P Zp. Comme M est engendré par un nombre
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fini de sections, en utilisant des extensions successives on peut supposer que m engendre M. On a donc
Mα,0 “ DXppmbeα,0qt
´k0q. La filtration DXplqppmbeα,0qt´k0qq étant une bonne filtration du DX -module
Mα,0, celui-ci est cohérent. Les équations (8) ainsi que le lemme 2.28 permettent alors de conclure que
pH,Mα,0q est sans pente et donc par ce qui précède que pH ,Mα,kq l’est.
Pour démontrer la deuxième partie de la proposition on commence par noter
UβpMα,kq :“
à
0ďℓďk
Vα`β`1
ˆ
Mr
1
t1...tp
s
˙
eα,ℓ
et on va montrer que c’est une bonne V -multifiltration qui satisfait à toutes les propriétés caractéristiques
de la multifiltration de Malgrange-Kashiwara. Soit m PM, ℓ P Np, β P C et 1 ď i ď p. On a localement
(9) ptiBi ` βqpmb eα,ℓq “ pptiBi ` β ` αi ` 1qmq b eα,ℓ `mb eα,ℓ´1i
et pour tout n P Zp
tnpmb eα,ℓq “ pt
nmq b eα,ℓ.
Ceci permet de montrer que U‚pMα,kq est une V -multifiltration deMα,k (c’est-à-dire que cette multifiltration
vérifie VℓDX .UβpMα,kq Ă Uβ`ℓpMα,kq pour tout β P Cp et pour tout ℓ P Zp).
Pour montrer que c’est une bonne V -multifiltration on fixe β P Cp et on montre que la V -multifiltration
indexée par Zp, Uβ`‚pMα,kq, est une bonne V -multifiltration de Mα,k. Comme la V -multifiltration indexée
par Zp, Vα`β`‚`1
´
Mr 1
t1...tp
s
¯
, est une bonne V -multifiltration elle est engendrée localement par un nombre
fini de sections tmjujPJ . Si k “ 0 l’égalité (9) permet de montrer que les sections tmj b eα,0ujPJ engendrent
la V -multifiltration Uβ`‚pMα,0q. On peut alors montrer par récurrence, en considérant la suite exacte (7)
et l’égalité (9), que pour tout k P Np les sections mj b eα,ℓ, pour j P J et 0 ď ℓ ď k, engendrent la
V -multifiltration Uβ`‚pMα,kq. C’est donc une bonne V -multifiltration de Mα,k.
On fixe maintenant β P Cp et on va construire, pour tout 1 ď i ď p, un polynôme bipsq qui satisfait à
biptiBiqUβpMα,kq Ă Uβ´1ipMα,kq.
Par définition de la multifiltration de Malgrange-Kashiwara on peut choisir, pour tout 1 ď i ď p, un polynôme
cipsq vérifiant
ciptiBi ` αi ` βi ` 1qVα`β`1
ˆ
Mr
1
t1...tp
s
˙
Ă Vα`β`1´1i
ˆ
Mr
1
t1...tp
s
˙
et ayant ses racines dans l’intervalle r´1, 0r. Soit m P Vα`β`1
´
Mr 1
t1...tp
s
¯
, l’égalité (9) permet de montrer
que
ciptiBi ` βiqpmb eα,ℓq “ pciptiBi ` βi ` αi ` 1qmq b eα,ℓ ` rm
où rm P UβpMα,k´1iq si on pose UβpMα,ℓq “ 0 pour li ă 0. On peut donc construire par récurrence un
polynôme bi,mpsq ayant ses racines dans l’intervalle r´1, 0r et vérifiant
bi,mptiBi ` βiqpmb eα,ℓq P Uβ´1ipMα,kq.
Comme UβpMα,kq est localement engendré par un nombre fini de sections de la formembeα,ℓ pour 0 ď ℓ ď k
on peut construire bipsq ayant ses racines dans r´1, 0r tel que
biptiBi ` βiqUβpMα,kq Ă Uβ´1ipMα,kq.
Les racines du polynôme de Bernstein-Sato de la V -multifiltration U‚pMα,k´1iq sont donc dans l’intervalle
r´1, 0r, ce qui permet de conclure que c’est bien la V -multifiltration de Malgrange-Kashiwara :
VβpMα,kq “
à
0ďℓďk
Vα`β`1
ˆ
Mr
1
t1...tp
s
˙
eα,ℓ.
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3. Morphisme de comparaison
On va construire un morphisme de comparaison entre les cycles proches algébriques de M et les cycles
proches topologiques de DRpMq relativement à l’application
π : X Ñ Cp
px, t1, ..., tpq ÞÑ pt1, ..., tpq.
On établira le lien avec la composition du morphisme de comparaison relatif aux r premières coordonnées ti
et de celui relatif aux p´ r coordonnées ti suivantes pour 1 ă r ă p.
3.1. Comparaison avec les gradués. — Commençons par donner deux définitions.
Définition 3.1. — Soit M un DX -module tel que le couple pH ,Mq soit sans pente. On considère la famille
tgrkpMq, BiukPt0,1up,1ďiďp composée des objets grkpMq pour k P t0, 1u
p et des morphismes Bi : grkpMq Ñ
grk`1ipMq. On définit
i:M :“ spCubepgr‚pMqqq X0
où sp.q et Cubep.q sont les foncteurs définis dans l’appendice A.2 et A.5 et X0 “ π´1p0q.
Par exemple pour p “ 2 on a
i:M “ 0Ñ gr´1,´1pMq X0 Ñ gr0,´1pMq X0
À
gr´1,0pMq X0 Ñ gr0,0pMq X0 Ñ 0
m ÞÑ pB1m,´B2mq
pm1,m2q ÞÑ B2m1 ` B1m2 .
Définition 3.2. — De la même manière que pour la définition précédente on considère la famille
tVkpMq, BiukPt0,1up,1ďiďp composée des objets VkpMq pour k P t0, 1up et des morphismes Bi : VkpMq Ñ
Vk`1ipMq. On définit
i#M :“ spCubepV‚pMqqq X0
où X0 “ π´1p0q.
Remarque 3.3. — 1. Notons que si on considère la famille M :“ tM, BiukPt0,1up,1ďiďp on a
spCubepM qq X0 » DRX{X0pMq X0
où l’on considère la projection
τ : X Ñ X0
px, t1, ..., tpq ÞÑ px, 0, ..., 0q.
2. On étend ces définitions aux complexes en commençant par appliquer Cubep.q en chaque degré puis
en prenant le complexe simple associé à l’hypercomplexe obtenu. On note encore i# et i: ces foncteurs
appliqués aux complexes.
D’après la remarque précédente les morphismes naturels pour tout k P t0, 1up
grkpMq Ð VkpMq ÑM
induisent les morphismes de complexes
(10) i:MÐ i#MÑ DRX{X0pMq
où l’on omet de noter la restriction de DRX{X0 pMq à X0. Soit I “ t1, ..., ru Ă t1, ..., pu les r premiers entiers
pour r ă p, on note
πI : X Ñ C
r
px, t1, ..., tpq ÞÑ pt1, ..., trq
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et XI0 :“ π
´1
I p0q. On note V
I
‚ la V -multifiltration par rapport aux fonctions t1, ..., tr. La V -multifiltration
de Malgrange-Kashiwara de M induit une V I
c
-multifiltration du DXI
0
-module grIαI pMq pour tout αI P C
r.
Pour tout α P Cp on a le diagramme commutatif suivant
(11) grαM

VαMoo
grI
c
αIc
`
grIαIM
˘
V I
c
αIc
`
grIαIM
˘
oo V I
c
αIc
`
V IαIM
˘
.oo
On définit les foncteurs i:I et i
#
I en considérant respectivement les familles tgrkI pM
1q, BiukIPt0,1ur,1ďiďr et
tVkI pM
1q, BiukIPt0,1ur,1ďiďr. On définit de manière analogue les foncteurs i
:
Ic et i
#
Ic appliqués à la catégorie
des DXI
0
-modules en considérant la projection
πIc XI
0
: XI0 Ñ C
p´r
px, tp´r, ..., tpq ÞÑ ptp´r, ..., tpq.
Les propriétés des hypercomplexes, du foncteur sp.q et le diagramme commutatif (11) pour α P t0, 1up
fournissent le diagramme commutatif suivant
(12) i:M

i#Moo // DRX{X0M
i
:
Ic
pi:IMq i
#
Ic
pi:IMq
oo i#Icpi
#
I Mq
oo // i#IcpDRX{XI0Mq
// DRXI
0
{X0pDRX{XI0Mq.
3.2. Le morphisme «Nils». — D’après la proposition 2.26 on a
gr´1pMα,kq “
à
0ďℓďk
grα
ˆ
Mr
1
t1...tp
s
˙
eα,ℓ.
La proposition 2.15 assure que pour α P r´1, 0rp on a l’isomorphisme
grα pMq » grα
ˆ
Mr
1
t1...tp
s
˙
.
On définit alors le morphisme suivant
Φ : grα pMq ÝÑ gr´1pMα,kq
m ÞÝÑ
ÿ
0ďℓďk
“
p´1qℓ1`...`ℓppt1B1 ` α1 ` 1q
ℓ1 ...ptpBp ` αp ` 1q
ℓpm
‰
b eα,ℓ
qui induit un morphisme de complexes
Nils : grα pMq Ñ i
:Mα
où l’on identifie grα pMq avec un complexe concentré en degré zéro et où Mα est la limite inductive des
Mα,k prise sur k P Np.
Remarque 3.4. — Remarquons ici que Mα n’est pas un DX -module de type fini. Mais le fait qu’il soit
limite des Mα,k et que les couples pH ,Mα,kq soient sans pente suffit pour le reste de la construction et pour
le théorème de comparaison.
En utilisant la définition 2.23 on obtient
OX bπ´1OCp π
´1pNα,kq »
´
OX bπ´1
I
OCr
π´1I pNαI ,kI q
¯
bOX
´
OX bπ´1
Ic
O
Cp´r
π´1Ic pNαIc ,kIc q
¯
.
On déduit de cet isomorphisme et de la définition du morphisme Φ le diagramme commutatif suivant
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(13) grαM
Nils //

i:Mα

i
:
Ic
pi:IMαq
grI
c
αIc
`
grIαIM
˘
// grI
c
αIc
´
i
:
IMαI
¯
// i:Ic
”
pi:IMαI qαIc
ı
.
3.3. Le morphisme «Topo». — Rappelons le diagramme commutatif utilisé pour définir les cycles
proches topologiques :
π´1p0q
i //

X
π

X˚
joo
π
X˚

rXpoo
rπ

t0u
i // Cp pC˚qp
joo ČpC˚qp.poo
Lemme 3.5. — Soit α P Cp, il existe un morphisme naturel
Topo : DRXpMαq Ñ ΨπDRXpMq.
Démonstration. — Par définition, Mα “ M bπ´1OCp π
´1Nα, or on a une inclusion Nα Ă j˚p˚p´1OpC˚qp
dans le faisceau des fonctions holomorphes multiformes. Par fonctorialité on a donc le morphisme :
DRXpMαq Ñ DRXpMb π
´1j˚p˚p
´1OpC˚qpq.
L’adjonction des foncteurs image inverse et image directe fournit un morphisme de foncteurs π´1pj ˝pq˚ Ñ
pj ˝ pq˚rπ´1. Ceci donne le morphisme :
DRXpMb π
´1j˚p˚p
´1Oq Ñ DRXpMb j˚p˚rπ´1p´1Oq
“ DRXpMb j˚p˚p
´1π X˚
´1Oq.
Par adjonction on a le morphisme :
DRXpMb j˚p˚p
´1π X˚
´1Oq Ñ Rj˚j
´1DRXpMb j˚p˚p
´1π X˚
´1Oq
“ Rj˚DRXpj
´1Mb j´1j˚p˚p
´1π´1Oq
“ Rj˚DRXpj
´1Mb p˚p
´1π´1Oq.
On applique ensuite le morphisme (2.3.21) de [KS94] (formule de projection) à la fonction p, en considérant
le fait que p˚ est un foncteur exact car p est à fibres discrètes. Par fonctorialité on a alors le morphisme
suivant :
Rj˚DRXpj
´1Mb p˚p
´1π´1Oq Ñ Rj˚DRXpp˚p
´1pj´1Mb π´1Oqq
“ Rj˚DRXpp˚p
´1j´1Mq.
Sachant que DRXM “ Ωn
L
bDX M, on peut appliquer le morphisme (2.6.21) de [KS94] à p (formule de
projection) et on obtient le morphisme :
Rj˚DRXpp˚p
´1j´1Mq Ñ Rj˚p˚DRXpp
´1j´1Mq
“ Rj˚p˚p
´1j´1DRXpMq.
Si l’on compose tous les morphismes naturels que l’on vient de construire on obtient bien le morphisme
naturel attendu :
DRXpMαq Ñ ΨπDRXpMq.
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La naturalité de ce morphisme ainsi que la définition du morphisme (4)
ΨπDRXpMq Ñ ΨπIc pΨπIDRXpMqq
permettent de montrer que le diagramme suivant est commutatif
(14) DRXMα
Topo // ΨπDRXM

DRX rpMαI qαIc s
// ΨπIc pDRXMαI q // ΨπIc pΨπIDRXMq.
3.4. Le morphisme de comparaison. — En combinant les morphismes (10), Nils et Topo on obtient
la suite de morphismes suivante
(15) DRX0ΨH pMq
Nils
ÝÝÝÑ
à
αPr´1,0rp
DRX0 i
:Mα Ð
à
αPr´1,0rp
DRX0 i
#Mα Ñ
à
αPr´1,0rp
DRXpMαq
Topo
ÝÝÝÑ ΨπDRXpMq.
On a appliqué les morphisme (10) à Mα, on a ensuite appliqué le foncteur DRX0 et on a pris la somme sur
α Ps ´ 1, 0sp en utilisant la définition
ΨH pMq :“
à
αPr´1,0rp
grαpMq.
Théorème 3.6. — Si le couple pH,Mq est sans pente alors les morphismes (15) sont des isomorphismes
qui commutent aux endomorphismes de monodromie Ti, on obtient l’isomorphisme de comparaison
DRX0ΨH pMq » ΨπDRXpMq.
De plus si I “ t1, ..., ru Ă t1, ..., pu et si l’on applique successivement cet isomorphisme de comparaison par
rapport aux familles d’hypersurfaces HI et HIc le résultat ne dépend pas de l’ordre dans lequel on applique
l’isomorphisme. Autrement dit le diagramme suivant est commutatif
DRX0ΨHIc pΨHIMq
»
DRX0ΨH pMq
„oo „ //
»
DRX0ΨHI pΨHIcMq
»
ΨπIc pΨπIDRXpMqq ΨπDRXpMq
„oo „ // ΨπI pΨπIcDRXpMqq.
Démonstration. — On raisonne par récurrence sur le nombre p d’hypersurfaces dans H, le cas p “ 1 est
traité par Ph. Maisonobe et Z. Mebkhout dans [MM04, théorème 5.3-2] ou par Morihiko Saito dans [Sai88,
lemmes 3.4.4 et 3.4.5].
Pour p ą 1, soit I “ t1, ..., ru Ă t1, ..., pu avec 1 ă r ă p, on va considérer les diagrammes commutatifs
(12), (13) et (14). L’hypothèse sans pente permet d’appliquer la proposition 2.19 (resp. 2.22) qui assure que
les flèches verticales des diagrammes (12) et (13) (resp. (14)) sont des isomorphismes. La commutativité de
ces diagrammes permet de se ramener aux cas de r et p ´ r hypersurfaces en appliquant successivement
les deux isomorphismes de comparaison obtenus par récurrence. La commutativité donne alors également
directement la deuxième partie du théorème.
Pour un morphisme f : X Ñ Cp, l’inclusion du graphe de f permet de donner une version générale de ce
théorème :
Corollaire 3.7. — Soit f : X Ñ Cp un morphisme d’espaces analytiques complexes réduits et M un DX-
module holonome régulier tel que le couple pH , if`Mq soit sans pente. On a un isomorphisme de comparaison
DRXΨ
alg
f pMq » ΨfDRXpMq.
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De plus si I “ t1, ..., ru Ă t1, ..., pu et si l’on applique successivement cet isomorphisme de comparaison par
rapport aux fonctions f I et f Ic le résultat ne dépend pas de l’ordre dans lequel on applique l’isomorphisme.
Autrement dit le diagramme suivant est commutatif
DRXΨ
alg
fIc
pΨalgfI Mq
»
DRXΨ
alg
f pMq
„oo „ //
»
DRXΨ
alg
fI
pΨalgfIcMq
»
ΨfIc pΨfIDRXpMqq ΨfDRXpMq
„oo „ // ΨfI pΨfIcDRXpMqq.
Démonstration. — On applique le théorème 3.6 à if`M, on obtient l’isomorphisme
DRX0ΨH
`
if`M
˘
» ΨπDRXˆCppif`Mq.
où π : X ˆCp Ñ Cp est la projection. On applique le foncteur if´1 à cette isomorphisme. On observe qu’un
théorème de changement de base propre donne l’isomorphisme de foncteur Ψf if
´1 » if
´1Ψπ. On en déduit
l’isomorphisme
if
´1DRX0ΨH
`
if`M
˘
» Ψf if
´1DRXˆCppif`Mq.
On déduit enfin de l’équivalence de Kashiwara appliquée à l’injection du graphe de f dans X ˆCp l’isomor-
phisme attendu
DRXΨ
alg
f pMq » ΨfDRXpMq.
La suite du corollaire se démontre de la même manière.
On déduit en particulier de ce corollaire que, dans le cas sans pente, si l’on applique l’isomorphisme de
comparaison par rapport aux fonctions f1, ..., fp l’une après l’autre l’isomorphisme
DRX
´
Ψ
alg
fσppq
´
...Ψ
alg
fσp2q
´
Ψ
alg
fσp1q
M
¯¯¯
» Ψfσppq
`
...Ψfσp2q
`
Ψfσp1qDRXpMq
˘˘
ne dépend pas de la permutation σ de t1, ..., pu.
Appendice A. Hypercomplexes
On définit ici les n-hypercomplexes qui correspondent aux complexes nuple naïfs introduits par P. Deligne
au paragraphe 0.4 de [Del73].
Définition A.1. — Soit C une catégorie abélienne, on définit par induction la catégorie abélienne des
n-hypercomplexes de la façon suivante :
— Les 1-hypercomplexes sont les complexes d’objets de C.
— Les n-hypercomplexes sont les complexes de (n-1)-hypercomplexes.
On noteraCnpCq la catégorie abélienne des n-hypercomplexes d’objets de C. Par exemple les 2-hypercomplexes
sont les complexes doubles. Un n-hypercomplexe est donc la donnée pour tout k P Zn d’un objet Xk de C
et, pour tout 1 ď i ď n de morphismes dpiqk : Xk Ñ Xk`1i vérifiant les propriétés suivantes :
dpiq ˝ dpiq “ 0 pour tout i
dpiq ˝ dpjq “ dpjq ˝ dpiq pour tout pi, jq
pour les exposants k convenables.
Soit X un n-hypercomplexe, pour tout 1 ď i ď n et tout m P Z on note Xmi le pn ´ 1q-hypercomplexe
composé des Xk avec ki “ m et des différentielles correspondantes. Les différentielles dpiqk avec ki “ m
définissent un morphisme :
dmi : X
m
i Ñ X
m`1
i
qui vérifie dm`1i ˝ d
m
i “ 0 par définition d’un n-hypercomplexe. On a donc pour tout 1 ď i ď n un foncteur :
Fi : C
npCq Ñ CpCpn´1qpCqq
X ÞÑ tXmi , d
m
i umPZ
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de la catégorie des n-hypercomplexes dans la catégorie des complexes de pn´1q-hypercomplexes. On introduit
alors le pn´ 1q-hypercomplexe :
H
p
i pXq :“ H
ppFipXqq,
et le n-hypercomplexe :
HipXq :“ ...Ñ H
p
i pXq
0
ÝÑ Hp`1i pXq Ñ ...
où toutes les flèches horizontales sont nulles.
Définition A.2. — Si un n-hypercomplexe X vérifie la propriété de finitude suivante :
(16) pour tout m P Z l’ensemble tpk1, ..., knq P Zn | k1 ` ...` kn “ m,Xk ‰ 0u est fini,
alors on peut associer à X un complexe simple spXq. On pose
spXqm :“
à
k1`...`kn“m
Xk.
Soit k P Zn tel que k1 ` ... ` kn “ m. On note ik : Xk Ñ spXqm et pk : spXqm Ñ Xk les morphismes
naturels. On peut alors définir la différentielle dm
spXq : spXq
m Ñ spXqm`1 du complexe spXq par :
pl ˝ d
m
spXq ˝ ik “
"
p´1qk1`...`kj´1dpjqk si #ti | ki ‰ liu “ 1 où j vérifie kj ‰ lj
0 sinon
pour tout k et l vérifiant k1` ...`kn “ m et l1` ...` ln “ m`1. On peut alors vérifier que d
m`1
spXq ˝d
m
spXq “ 0
et pspXq, dspXqq est donc bien un complexe. On a défini un foncteur
s : Cnf pCq Ñ CpCq
X ÞÑ pspXq, dspXqq
où Cnf pCq est la catégorie des n-hypercomplexes vérifiant la propriété (16). De plus on observe facilement que
sp.q est un foncteur exact.
Théorème A.3. — Soit f : X Ñ Y un morphisme de n-hypercomplexes où X et Y vérifient la propriété
(16) et supposons que f induise un isomorphisme :
f : H1pH2p...HnpXq...qq » H1pH2p...HnpY q...qq.
Alors spfq : spXq Ñ spY q est un quasi-isomorphisme.
Démonstration. — On raisonne par récurrence sur l’entier n. Pour n “ 1 c’est la définition d’un quasi-
isomorphisme, pour n “ 2 c’est le théorème 1.9.3 de [KS94]. On suppose que n ě 3. Pour tout p P Z,
on a deux pn ´ 1q-hypercomplexes, HpnpXq et H
p
npY q, qui vérifient les hypothèses du théorème et donc
par hypothèse de récurrence f induit un quasi-isomorphisme entre s pHpnpXqq et s pH
p
npY qq. Or H
p
npXq “
HppFnpXqq et Hpp.q est un foncteur additif, il commute donc avec le foncteur sp.q et f induit un quasi-
isomorphisme entre HpptspXmn q, spd
m
n qumPZq et H
pptspY mn q, spd
m
n qumPZq pour tout p P Z. Mais ce quasi-
isomorphisme correspond aux conditions du théorème pour les complexes doubles tspXmi q, spd
m
i qumPZ et
tspY mi q, spd
m
i qumPZ, les complexes simples associés à ces deux complexes doubles sont donc quasi-isomorphes
par hypothèse de récurrence pour n “ 2. En appliquant la définition du foncteur s on montre alors que ces
deux derniers complexes simples sont en fait les complexes simples associés à X et à Y ce qui conclut la
démonstration du théorème.
Corollaire A.4. — Soit X un n-hypercomplexe tel qu’il existe un indice i pour lequel le complexe FipXq
soit exact, alors spXq est quasi-isomorphe au complexe nul.
Démonstration. — Le théorème précédent est évidemment vérifié si l’on permute les indices des Hi. Si le
complexe FipXq est exact alors HipXq » Hip0nq où 0n est le n-hypercomplexe nul. On a donc
H1p...Hi´1pHi`1p...HnpHipXqq...q » H1p...Hi´1pHi`1p...HnpHip0nqq...q
et on peut appliquer le théorème précédent, spXq » sp0nq, spXq est quasi-isomorphe au complexe nul.
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Définition A.5. — Soit tXk, f piqkukPZn,1ďiďn une famille d’objets de C et de morphismes f piqk : Xk Ñ
Xk`1i , on appelle hypercube associé à X le n-hypercomplexe noté CubepXq‚ vérifiant
CubepXqk1,...,kn “
"
Xk1´1,...,kn´1 si k P t0, 1un
0 sinon
les morphismes étant ceux donnés par les f piqk. On vérifie facilement que Cubep.q définit un foncteur exact.
Par exemple, pour n “ 3 on a
X´1,0,0 // X0,0,0
X´1,´1,0
88♣♣♣♣♣♣♣♣♣♣♣
// X0,´1,0
88rrrrrrrrrr
CubepXq “
X´1,0,´1
OO
// X0,0,´1
OO
X´1,´1,´1 //
88♣♣♣♣♣♣♣♣♣♣♣
OO
X0,´1,´1
88rrrrrrrrrr
OO
où le reste de l’hypercomplexe est nul et X´1,´1,´1 est en degré p0, 0, 0q.
Appendice B. Filtrations compatibles
Les définitions qui suivent ont été introduites par Morihiko Saito dans [Sai88]
Définition B.1. — Soit A un objet de la catégorie abélienne C et A1, ..., An Ď A des sous-objets de A. On
dit que A1, ..., An sont des sous-objets compatibles de A si il existe un n-hypercomplexe X satisfaisant à :
1. Xk “ 0 si k R t´1, 0, 1un.
2. X0 “ A.
3. X0´1i “ Ai pour 1 ď i ď n.
4. Pour tout 1 ď i ď n et tout k P t´1, 0, 1un tel que ki “ 0, la suite
0Ñ Xk´1i Ñ Xk Ñ Xk`1i Ñ 0
est une suite exacte courte.
Remarque B.2. — — En utilisant les propriétés universelles fournies par les suites exactes courtes on
observe que si les sous-objets A1, ..., An sont compatibles, alors le n-hypercomplexe X est déterminé de
manière unique. Par exemple si k P t´1, 0un et si I “ ti; ki “ ´1u Ă t1, ..., nu alors
Xk “
č
iPI
Ai.
— Si n “ 1, le complexe X est la suite exacte courte
0Ñ A1 Ñ AÑ A{A1 Ñ 0.
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— Si n “ 2 deux sous-objets A1 et A2 sont toujours compatibles et X est le complexe double suivant
A1{pA1 XA2q // A{A2 // A{pA1 `A2q
A1 //
OO
A //
OO
A{A1
OO
A1 XA2 //
OO
A2 //
OO
A2{pA1 XA2q.
OO
— Si n ě 3 des sous-objets A1, ..., An ne sont pas compatibles en général.
— Par définition si A1, ..., An Ď A sont compatibles alors pour tout I Ă t1, ..., nu les sous-objets pAiqiPI Ď
A sont compatibles et l’hypercomplexe correspondant est le #I-hypercomplexe XI dont les objets sont
les Xk tels que ki “ 0 pour tout i P Ic.
Définition B.3. — Soient F 1‚ , ..., F
n
‚ des filtrations croissantes indexées par Z d’un objet A, on dit que ces
filtrations sont compatibles si pour tout ℓ P Zn les sous-objets F 1ℓ1 , ..., F
n
ℓn
de A sont compatibles.
Remarque B.4. — — D’après la remarque précédente toute sous famille d’une famille de filtrations
compatibles est compatible.
— On peut montrer que si F 1‚ , ..., F
n
‚ sont compatibles alors pour tout ℓ P Z les filtrations induites par
F 1‚ , ..., F
n´1
‚ sur gr
Fn
ℓ sont compatibles.
— Si F 1‚ , ..., F
n
‚ sont compatibles alors les filtrations induites sur F
1
ℓ1
X ...X Fnℓn sont compatibles.
La proposition suivante correspond à [Sai88, corollaire 1.2.13]
Proposition B.5. — Soit F 1‚ , ..., F
n
‚ des filtrations compatibles d’un objet A. L’objet obtenu en appliquant
successivement les gradués gr
Fσpjq
ℓσpjq
par rapport aux filtrations Fσpjq induites sur gr
Fσpj´1q
ℓσpj´1q
...gr
Fσp1q
ℓσp1q
A pour 1 ď
j ď n ne dépend pas de la permutation σ de t1, ..., nu et est égal à
F 1ℓ1AX ...X F
n
ℓn
Ař
j F
1
ℓ1
AX ...X F 1ℓj´1AX ...X F
n
ℓn
A
.
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