Unemployment is a problem that occurs in many countries and often gets special attention both from policymakers and academics. This fact is because if not addressed, it will cause socio-economic problems in the country. Therefore it is necessary to formulate the causes of unemployment by involving spatial aspects to avoid biased and inefficient estimates. This study aims to find the determinants of unemployment rates in Indonesia, including calculating the direct and indirect effect of using the spatial Durbin models (SDM) in the period [2000][2001][2002][2003][2004][2005][2006][2007][2008][2009][2010][2011][2012][2013][2014][2015][2016][2017]. The results of this study indicate that the overall independent variables used significantly influence the unemployment rate in Indonesia. Besides, it turns out that the higher education variable completed by the population of a region has the most significant impact both in decreasing unemployment in a region and neighboring regions. Therefore, the policy taken should pay attention to this. Keywords: regional unemployment, spatial durbin model, direct and indirect effect
Introduction
Unemployment is a problem that often occurs in many countries and often gets special attention both from policymakers and academics, because if not resolved, it will be a burden for the economy of the country. Unemployment also showed problems inefficiencies in the use of production factors, causing the level of prosperity of society do not reach the maximum potential. Besides that, unemployment can also use as a measure in assessing a government's performance. Success or failure of an effort to resolve the unemployment problem will also affect the political and social stability in the society and continuity in the long-term economy. Besides, the unemployment problem will also trigger an adverse social impact, such as a high crime rate. Therefore, reducing the unemployment rate is usually the primary target for a country's economic policies. We can see the unemployment rate in Indonesia since the economic crisis of 2000 to 2017 is still fluctuating, the average is still high at 7.77 percent and would be a burden for the economy of Indonesia, where it still differs when compared with the unemployment rate in developed countries are already in conditions of full employment (Sukirno 2008) . The unemployment rate is an indicator that is widely used and often discussed for the welfare of the people in a country, but the discussion primarily concentrates only on the level of the national unemployment rate that does not provide information about the structure of regional unemployment whereas data on regional unemployment shows the differences between regions. According to Taylor & Bradley (1997) , regional differences in a country are stronger than differences between countries. This theory also supported by the data in Indonesia. The data shows that there is a gap in the unemployment rate that spread among province in Indonesia. Figure 1 shows that unemployment spread among provinces in Indonesia is quite diverse. In 2017, the highest unemployment rate in North Maluku at 9.29 percent and the lowest in Bali at 1.48 percent. Besides that, in 2017 there are ten provinces that have unemployment rates above the national average. This condition is not too much different in 2000. From the data in Figure 1 , it shows that from 2000-2017, there were still problems regarding unemployment in Indonesia. Elhorst (2003) mentioned at least three main reasons why it is necessary to analyze unemployment at the regional level. First, there is a gap in the regional unemployment rate. This fact is indicating the performance of the labor market at the regional level and referring to problems that exist at the regional level. So, it is essential for governments at the regional level must deal with the regional labor market more seriously. Second, most macroeconomic studies try to explain the unemployment gap between countries and conclude that differences in labor market institutions are the primary source of uneven distribution. However, in a country, such institutions are general and cannot be used as explanations. Existing theories about regional unemployment show that other factors must compensate for high unemployment in some regions. Therefore, it is essential to identify variables that can explain regional differences that exist in the long-run balance. Third, the regional unemployment gap has the potential to cause inefficiencies. Therefore, if it is successfully resolved, this is likely to provide substantial benefits such as higher national output and a decrease in inflation pressure (Taylor & Bradley, 1997) .
The problem of unemployment also can not be separated from the labor market. One characteristic of the regional labor market is it related to the regional dimension. The existence of spatial dependencies shows that the regional unemployment rate in a particular region will be related to the neighboring region (neighboring effect). The existence of spatial dependencies can cause by economic activities of a region that affect resources in another adjacent region. For example, if there is an employment opening in a new area, it will absorb labor not only in the region but also in the neighboring region. Thus this will reduce unemployment in both regions. This phenomenon happens because companies/employers do not limit their recruitment activities to the location of their residents but also the surrounding area. This fact is why there is spatial econometrics, which states that ignoring this spatial effect will lead to biased and inefficient estimates (Anselin and Bera, 1998) . However, due to the existence of spatial dependencies, the errors between observations will be correlated so that the assumption of non-autocorrelation will violate. As a result, the estimated parameters are still unbiassed and consistent, but the variance will be significant (inefficient), so the estimator is no longer the best linear unbiased estimator (BLUE). Therefore, in this study, we applied spatial econometrics to avoid this deficiency.
Many researchers have researched regional unemployment. From a methodological view, empirical literature can divide into several things. First, the model for regional unemployment is estimated using panel data (non-spatial) techniques. An example is research conducted by Kiral and Mavruk (2017) , which aims to investigate the unemployment gap and its relationship with the labor market in Turkey. Besides that, Soekarni et al. (2009) that examine the persistence of unemployment rates in Indonesia, then identify the factors that cause regional unemployment rates at some point in the area. Second, the regional unemployment model uses spatial econometrics by using cross-section data. Some of them are research conducted by Filiztekin (2008) examining the spatial pattern of unemployment in Turkey and the factors that influence regional unemployment. Third, regional unemployment models use spatial econometrics using panel data. Some of them are research conducted by Guclu (2017) which also uses the method of spatial error (SEM) and spatial lag models (SAR) to analyze the phenomenon of the gap in unemployment rates between regions in Turkey as well as knowing its spillover effect. Ilahi et al. (2014) also use the method of spatial lag (SAR) to analyze the unemployment rate in the Province of Bangka Belitung using panel data from 2008-2013. This data proves that spatial interactions concerning unemployment in a region cannot be separated.
Therefore, this study gives a contribution by applying the third method above to determine the factors that affect the regional unemployment in Indonesia by using spatial aspect to avoid bias that could be caused by their spatial dependence because it is only a few studies that had to analyze the phenomenon of unemployment from the perspective of the spatial and regional dimension in Indonesia. Besides that, analyzing from a geographical view is also essential to be carried out to identify whether there are similarities in the characteristics of neighboring regions and to see the spatial concentration of the unemployment rate.
The purposes of this research are: first, identifying the general information about the level of unemployment in Indonesia. Second, identifying the determinants of the unemployment rate in Indonesia. Third, calculating the direct, indirect, and total effects of the independent variables are used to the variable unemployment rate in Indonesia. All are from 2000 to 2017.
Method he data used in this study are secondary panel data with a span of 18 years, starting from 2000 until 2017. The unit of analysis in this study includes 26 provinces in Indonesia.
Research that used panel data shows rapid development, adding spatial effects due to the interaction between regions in a model, then a spatial data panel model is developed. There are many types of analysis from spatial econometrics, according to Vega & Elhorst (2013) , there are several forms of spatial regression, namely Spatial Autoregressive Model (SAR), Spatial Error Model (SEM), Spatial Lag X (SLX), Spatial Durbin Model (SDM), Spatial Durbin Error Model (SDEM) Spatial Autocorrelation (SAC), to General Spatial Nesting (GNS). After doing some testing and consider the limitations of this study, Spatial Durbin Model (SDM) chosen. SDM is a spatial regression model with spatial dependence on response variables and explanatory variables. Therefore, the weighting used in the SDM model is not only applied to the response variables but also on the explanatory variables. The spatial Durbin model (SDM) used in this study is as follows: Where: TPT is the Unemployment rate (percent); LFPR is the Labor force participation rate (percent); YOUTH is The proportion of young people (15-24) to the working-age population (15-64); EDU1 is People who have a higher education level (natural logarithm); EDU2 is People who have the education level of high school or vocational school and lower (natural logarithm); SEK1 is Share of workers in the manufacturing sector to total workers (percent); SEK2 is Share of workers in the service sector to total workers (percent).
Many empirical studies use point estimates to one or more spatial regression model to test the hypothesis, whether the presence or absence of spillover effects. However, according to LeSage and Pace (2009) , this may lead to the wrong conclusions and partial interpretation of the effect of changes in variables on the specifics of spatial models of different. Interpretation of spatial regression models, LeSage, and Pace (2009) develop measures which are the average of that effect above, such direct effect, indirect effect, and total effect. The direct effect is the average of the effect of the k explanatory variable on the response variable in the same location, including the influence of feedback as an influence of its spatial dependence. This total effect has two different interpretations for one value. First, it is the average effect of explanatory variables from all locations on the value of the response variable in a location. Second, measuring the average effect of the cumulative total changes in an explanatory variable in a location on the response variable in all locations. Indirect effects measure the average effect of changes in explanatory variables on other locations on the value of the response variable in a location. Indirect effects are a reduction of total and direct effects or can refer to as the average of the effect of the first explanatory variable from other regions on the response variable at its location. Therefore, Vega & Elhorst (2013) have provided a summary of the direct and indirect effect that shows in Table 1 . Vega & Elhorst (2013) In a model of spatial data originating from different locations, the presence spatial weighting matrix is essential. The spatial weighting matrix (W) is one of the easiest ways to summarize the spatial relationships within the data. The Spatial weighting matrix-shaped determines the size n x n set for each neighbor for observation where n is the number of units of spatial (location). In the spatial model with data originating from different locations, the existence of a spatial weighting matrix is essential. Spatial weight characterizes the existence http://journal.uinjkt.ac.id/index.php/signifikan DOI: htttp://dx.doi.org/10.15408/sjie.v8i2.10124 of inter-location dependence (spatial dependence) so that the spatial weight measure has an essential influence on the estimation of the spatial dependence model. The weighting matrix to be used in this study is the inverse distance.
Inverse distance method is determined based on the actual distance between locations. The inverse distance matrix gives a substantial weight value for closer distances and smaller weights for longer distances. Calculation of distance between locations can use latitude and longitude coordinates from the observed center point of location. For ease of interpretation, normalization of the W matrix is done so that the number of weighting elements from each row becomes one. Because W is a non-negative matrix, this makes all the weights between each spatial unit worth between 0 and 1.
The global moran index is used to identify and recognize the existence of spatial autocorrelation in response variables (Arifatin, 2018) . Spatial autocorrelation is an estimate of the observed value related to the spatial location of the same variable. Positive autocorrelation shows the similarity of values from adjacent locations and tends to group. Spatial autocorrelation can also show from the moran index coefficient. The zero moran index value indicates no spatial autocorrelation; the positive moran index value indicates positive spatial autocorrelation which means that adjacent locations have similar values and are (highhigh) or (low-low), and negative moran index value indicates negative spatial autocorrelation which means that adjacent locations have different values.
Results and Discussion

Overview The Unemployment Rate In Indonesia
The average unemployment rate in Indonesia during the years 2000-2017 is shown in Figure 2 . Figure 2 shows that the darker the area, the higher its unemployment rate, and vice versa. Regions with an average of the high unemployment rate that is above the 9 percent are the province of Aceh, North Sumatra, Jakarta, West Java, East Kalimantan, South Sulawesi, and Maluku. While the region with an average unemployment rate below at 4 percent is Bali and NTT. Table 3 is positive and significant with a confidence level (alfa) in five percent. It can conclude that there are positive spatial autocorrelation and spatial patterns of inter-regions in the unemployment rate in Indonesia. This matter means the adjacent regions have similar values and tend to group (high-high) or (low-low). The relationship between the unemployment rate and the independent variables used can be seen visually by using the scatterplot. Based on the picture below, from the overall independent variable used can be identified that the LFPR variable suspected of having a negative pattern relationship with the unemployment, it is as stated by Elhorst (2014) who claimed that these two variables are related to negative. This fact can show if the low labor force participation rate in the region, this is an indication of the low level of investment in human capital and the lack of commitment to the lives of workers. The risk of unemployment of an employee who was in the area with low characteristics like that would be higher.
Then YOUTH variables thought to have a positive pattern relationship with the unemployment rate. This result is consistent with the findings of Lottmann (2012), he writes that this does not mean much unemployed young age because most of them are still in the educational system. Besides that, unemployment can be attributed to the number of youth because youth resource productivity levels are generally higher than other population groups. In many studies, it can be concluded that the age structure of the population, especially the young population, has an impact on the regional unemployment rate (Cracolici et al., 2007) . Therefore, the direction and policy of employment development, especially the expansion of job opportunities and new job creation should be prioritized to empower the youth. On the other side, a vast number of young people can also be a burden for development; if it is not absorbed in the development process will be problems such as unemployment. Then variable pattern SEK2 also thought to have a positive relationship with the unemployment rate. It is appropriate with research conducted by Guclu (2017) and Taylor & Bradley (1997) . While the other variables are SEK1, EDU1 and EDU2 could have a positive or negative relationship to the level of unemployment. This results we will prove in this model latter. 
Selection of the Best Model
In the estimation of non-spatial panel data, the test results using the LM test and the Chow-Haussmann test indicate that the panel data regression model with fixed and time effect is best used (See Table A . A significant LM-Lag test and LM-Error test using inverse distance weighting matrix reinforce that there is spatial dependence in the data. According to Elhorst (2010) , one disadvantage of the spatial lag model (SAR) and spatial error model (SEM) is that spatial patterns in the data can be explained not only by one endogenous interaction effect or correlated error, but also by endogenous interaction effects, exogenous interaction effects, and correlation error at the same time. The best strategies to cover it, including the dependent variable spatial lag, also k spatial lag independent variables, and spatial error autocorrelation simultaneously. According to Elhorst (2010) , the spatial lag model (SAR) or spatial error models (SEM) can be developed by adding spatial lag in independent variables by adopting spatial Durbin models (SDM). Then further estimation of spatial models will be carried out with fixed and time effect to spatial lag model (SAR), the spatial error model (SEM) and spatial Durbin (SDM). Table 3 shows that the value of Pseudo-R2, RMSE, AIC, and LogLik saw that spatial Durbin model (SDM) is the best model that used. To strengthen this, we will use LR and Wald test for compare and select the best model among spatial lag model (SAR), spatial error model (SEM) and spatial Durbin model (SDM) (Elhorst, 2014) . To test the hypothesis whether Durbin spatial model (SDM) can simplify into a spatial error model (SEM) is indicated by the hypothesis Ho: γ δβ + = 0 by using the LR test or Wald test. The results in Table 3 indicate that the value of LR and Wald tests with p-value = 0.000. This result indicates that the null hypothesis rejected. The same thing was also done to test whether spatial Durbin model (SDM) can simplify into a spatial lag model (SAR), then used a hypothesis Ho: γ = 0. Table 3 shows that the LR and Wald test with p = 0.000. This result means that the null hypothesis rejected. From LR and Wald test indicate that both the spatial error model (SEM) and the spatial lag model (SAR) should not be used and a spatial Durbin model (SDM) is best to used. Then to see the spillover of unemployment rate in Indonesia, we compute direct, indirect, and total effects. Table 3 show in the spatial Durbin model (SDM), all independent variables are significant at the one percent of confidence level, as well as its spatial lag independent variables significant at the 10 percent of confidence level. Besides that, SDM models in Table 3 show the effect of spatial dependence on dependent variables is equal to -0.527 and significant at one percent confidence level. The coefficient sign of LFPR is negative, while the YOUTH and SEK2 are positive. This result is consistent with the guesswork of the plot between the independent variable and the explanatory variable in Figure 3 . Then Table 4 shows the direct effects, indirect effects, and total effect of spatial Durbin models (SDM). Table 4 shows that the direct effect of the independent variable on the response variable is overall significant at the 5 percent confidence level. As for the indirect effects of the independent variables on the response variables, they are all significant at the 5 percent confidence level except for YOUTH variable that not significant. Likewise, with the total effect of the independent variable on the response variable, all are significant at the one percent confidence level except for the non-significant LFPR variable.
The LFPR variable illustrates the effect of the variable labor force participation rate on unemployment in Indonesia. The resulting coefficient is negative, which means that provinces with a high LFPR will tend to have lower unemployment rate which is in line with most of the results of research that had done in the literature (Elhorst, 2003) . A negative sign also indicates that the growth of LFPR at the regional level had compensated by the growth of employment in Indonesia (Guclu, 2017) . The data shows that when an LFPR increase of 10%, there will be a decrease in the unemployment rate of 2.58%.
The YOUTH variable illustrates the effect of the variable proportion of young people (15-24) on the working-age population (15-64) on the level of unemployment in Indonesia. The positive coefficient means that provinces that have a high proportion of young people (15-24) of the working-age population (15-64) will tend to cause a high unemployment rate, where these results are similar with the hypothesis. This result is in line with research conducted by Lopez-Bazo et al. (2002) and Guclu (2017) . The 10% Determinant of Regional Unemployment http://journal.uinjkt.ac.id/index.php/signifikan DOI: htttp://dx.doi.org/10.15408/sjie.v8i2.10124 increase in the proportion of young people (15-24) to the working-age population in a province will increase the unemployment rate in that province about 3.325 percent, and is also associated with an increase in the unemployment rate about 1,69 percent in neighboring provinces, and overall it is related to the increase in unemployment rates in both the region and neighboring regions by 4.94 percent. The regression results affirm that the young population has a positive impact on the regional unemployment rate in Indonesia. This result does not mean that many of the unemployed young people, but they are many who are still in the educational system (Lottmann, 2012) . Biagi and Lucifora (2008) find that structural shifts in the population age structure play an essential role in the variation of unemployment rates.
Variable SEK1 illustrates the effect of the share of workers employed in sectors manafaktur in the unemployment rate in Indonesia. The resulting coefficient is negative, which means that the province with the high share of workers employed in sectors manufacture has contributed to the decline in the unemployment rate where it is in line with research conducted by Lottmann (2012) , but contrary with the findings of Guclu (2017) . The 10% increase in the percentage of workers working in the manufacturing sector in a province will help reduce the unemployment rate in the province by 0.83%, and also reduce unemployment in the neighboring province (spillover effect) by 3.06%, and overall it is related to the decline in the unemployment rate in both the region and neighboring regions by 3.90 percent. It shows that the effect was better on reducing the unemployment rate in neighboring provinces than its provinces.
Variable SEK2 illustrates the effect of the share of workers employed in the service sector to the unemployment rate in Indonesia. Resulting coefficient is positive, which means that the province with the high share of workers employed in the services sector has contributed to an increase in the unemployment rate both on its regions and in neighboring regions, when compared to provinces that have fewer share of workers who work in the service sector, where this is in line with research conducted by Guclu (2017) , and Taylor & Bradley (1997) . We can say that the 10% increase in the percentage of workers employed in the services sector in the province will help improve the unemployment rate in the province up to 1.69%, and also increase unemployment in the neighboring province (spillover effects) of approximately 4.31%, and also be associated with an increased overall unemployment rate in both the region and the neighboring region of 6.00 percent. It turned out that the effects were worse on the neighboring provinces.
Variables SEK1 and SEK2 called Industrial Mix. It is another determinant of regional unemployment empirically derived. The estimation results show that employment growth in the service sector may be inadequate to compensate for the loss of employment in the manufacturing / industrial sector or in other words: workers who work in the service sector tend to lose their jobs more efficiently compared to the manufacturing / industrial sector. This result is contrary to the increasing trend in the service sector. Therefore, an increase in unemployment is more likely to occur in regions that have specialization in the service sector compared to the manufacturing sector. (Guclu, 2017 The EDU1 variable describes the influence of population who has a higher education level on the level of unemployment in Indonesia. The resulting coefficients are negative which means that the province with a share of the population that has a higher education level contributes to the decline in the unemployment rate, which this is in line with the research conducted by Guclu (2017) and Flitzekin (2009) . This means that a 10% increase in the percentage of population who have a higher education level in a province will cause a decrease in the level of open unemployment in the province by 10.26%, and also reduce unemployment in the neighboring province (spillover effect) around -53.79% and it also turns out that overall it is related to the decline in the unemployment rate in both the region and the neighboring region by 66.07 percent.
Variable EDU2 illustrates the effect of the population that has a secondary education and lowers to the unemployment rate in Indonesia. The resulting coefficient is positive which means that the province with the percentage of the population has a medium level of education has contributed to an increase in the open unemployment rate where it is in line with research conducted by Koze and Gunez (2013) . These results indicate that a 10% increase in the population of secondary education level will trigger an increase in the provincial unemployment rate of 15.06% and an increase in the unemployment rate of the neighboring province (spillover effect) of 38.75%.
It can show that higher education is a variable that significantly influences the decline in the unemployment rate in Indonesia. The more regions where citizens have higher levels of education, the better effect will be to reduce unemployment in both the region and the neighboring regions. Research conducted by Eggert et al. also supports this research., (2010), Mondschean & Oppenheimer (2011) , Riddell and Song (2011) , Kose & Gunez (2013) , Guclu (2017) , Lavrinovicha et al., (2015) , and Snieska et al., (2015) . This fact could be due to several things, such as: First, those employment needs are widely available to those who have higher education. Second, those who have higher education will be more independent and easier to creating employment. This result is different from Hall (2016) that concludes no evidence having attended a longer education will reduce the risk of experiencing unemployment.
Conclusion
Although some studies have tried to identify the underlying causes of unemployment at the national level in Indonesia, very little work so far had done at the regional level by involving the spatial aspect. In the context of this paper, we try to show that there is some information that could be useful in identifying gaps in regional unemployment in Indonesia. The empirical results reveal that most of the causes of the gap in the unemployment rate can be explained by following the main regional variables: educational attainment (human capital), a young population, industrial mix, and the labor force participation rate. Based on that mean regional variable, higher education that has a big significant impact for reducing regional unemployment so that policymaker should give attention to this. Besides that, policymakers need to implement policies that encourage job creation, especially in the manufacturing sector. The promotion mechanism must be implemented by paying attention not only to under-developed regions but also mainly to areas with high unemployment even though they are not underdeveloped areas such as in Jakarta, West Java or East Kalimantan.
The empirical analysis presents two more essential findings. First, there is spatial dependence between regions. This result means that the increase in the unemployment rate will lead to the growth of the unemployment rate in the neighboring region. Second, spillover effects are detected. It concludes that the factors that influence unemployment in a region not only affect unemployment in the region but also affect unemployment in neighboring regions. Such effects of dependence and spillover can cause polarization of the unemployment rate in the labor market in Indonesia. In other words, this results in a grouping of regions where high (or low) unemployment is experiencing. When going to consider the spillover effect, the government must not ignore the fact that implementing a policy to reduce unemployment in a region will have an impact on reducing unemployment in the neighboring region.
