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The dynamics associated with bouncing-type partial
contact cycles are considered for a 2 degree-of-
freedom unbalanced rotor in the rigid-stator limit.
Specifically, analytical explanation is provided for
a previously proposed criterion for the onset upon
increasing the rotor speed Ω of single-bounce-per-
period periodic motion, namely internal resonance
between forward and backward whirling modes.
Focusing on the cases of 2 : 1 and 3 : 2 resonances,
detailed numerical results for small rotor damping
reveal that stable bouncing periodic orbits, which
coexist with non-contacting motion, arise just beyond
the resonance speed Ωp:q. The theory of discontinuity
maps is used to analyse the problem as a codimension-
two degenerate grazing bifurcation in the limit of zero
rotor damping and Ω = Ωp:q. An analytic unfolding
of the map explains all the features of the bouncing
orbits locally. In particular, for non-zero damping ζ ,
stable bouncing motion bifurcates in the direction of
increasing Ω speed in a smooth fold bifurcation point
that is at rotor speed O(ζ ) beyond Ωp:q. The results
provide the first analytic explanation of partial-contact
bouncing orbits and has implications for prediction
and avoidance of unwanted machine vibrations in a
number of different industrial settings.
2020 The Author(s) Published by the Royal Society. All rights reserved.
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1. Introduction
Rotor–stator contact is one of the most common and most severe causes of instability in rotating
machines, and has been observed across many engineering domains, from turbomachinery,
oilwell drilling and in industrial magnetic bearings; e.g. [1–3] and also references in [4,5]. Complex
nonlinear dynamics can ensue, including the coexistence of non-contacting synchronous whirl
motion and partially contacting or ‘bouncing’ motion which can be periodic or chaotic. Thus
it is common that hysteretic transitions can occur between such quiescent motion and highly
undesirable bouncing motion.
Cole & Keogh [6] made an important distinction between two forms of bouncing motion;
synchronous partial contact motion that occurs at (sub)harmonics of the rotor shaft speed, and
asynchronous partial contact where the frequency of impacts is apparently unrelated to the
shaft speed. They argue that synchronous partial contact usually occurs due to anisotropy in
the rotor and its bearings. This work concerns the more nebulous, but equally common, case
of asynchronous bouncing motion which is typically observed to coexist with the fundamental
response curve, well away from any primary resonances.
In [7], the first author and her collaborators showed the global existence of such asynchronous
bouncing orbits employing the model proposed in [6]. The focus of that work was to
systematically analyse rotor motion that at contact has a zero normal velocity component, referred
to as grazing orbits. They were able to show that near the primary resonance grazing orbits
coalesce with non-impacting orbits through a fold bifurcation. In this paper, we will be able to
reveal why that is the case.
Zilli et al. [8] found asynchronous bouncing orbits in a simple lumped mass model of an
overhung rotor. They observed that the motion seemed reminiscent of two different linear modes
of the system, a forward whirling mode and backward whirling mode. This led to an approximate
prediction of the drive speeds that could cause a closed orbit in the rotating frame from an
appropriate combination of these modal frequencies and the drive speed. In all cases, it was found
that this prediction was a faithful underestimate of the onset rotor speed for the motion, but no
explanation of why this should be so was provided. In some cases, the upper boundary of the
interval of rotation speeds for the bouncing motion was observed to be significantly beyond the
onset speed.
In recent work [9], three of the present authors extended the results in [8] to rotordynamic
models of arbitrary many degrees of freedom (d.f.). The mode combination condition is
interpreted as an internal p : q resonance of the linear system in an appropriate reference frame
(see §2 below for a precise definition). Because models of rotor dynamic vibrations have little
if any nonlinearity and low damping, unless there is stator interaction (for example, through
dry contact, squeeze-film damping etc.), such internal resonances lead to arbitrarily large linear
responses at isolated rotation speeds. These motions are typically not observed, but make their
presence felt via the excitation of bouncing orbits that resemble the combined resonant modes but
with a small time-interval of contact. However, it has remained unclear why such motion should
be excited for some internal resonances and not others.
If such bouncing orbits are hard to predict in low-degree-of-freedom rotor systems, this is even
more problematic in long, flexible rotors for which many modes may potentially be combined
to give the resonance condition. In subsequent work [10], we developed a hybrid time-domain
frequency-domain method based on the idea of normal forms to perform model reduction
and a numerical algorithm for capturing bouncing orbits. However, that method relies on the
nonlinearity being not too harsh, namely that the stator should be sufficiently flexible that contacts
occupy a finite time interval. The present paper specifically considers the other limit, namely that
of a rigid stator in which impacts arise instantaneously, which would appear easier to analyse
theoretically.
While the presence of asynchronous bouncing motion is readily observed in practice and in
simulation, there have been few systematic laboratory studies. One reason for this is that the
phenomenon is fundamentally hysteretic and heavily dependent on start-up transients. Also,
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when excited, bouncing orbits at high rotation speeds tend to dissipate large amounts of energy
which can lead to damage and wear that further decreases repeatability. Notable exceptions are
studies by Muszynska and her colleagues (reproduced in [5]) by Karpenko et al. [11] and by Groll
& Ewins [12] using snubber rings supported on bearings. Recently, Crespo et al. [13] were able to
demonstrate bistability and the onset of bouncing orbits, in broad agreement with the theory of
Shaw et al. in [9]. Further experimental verification is ongoing [14].
The main tenet of this paper is that the onset of bouncing orbits can be understood using
the theory of discontinuity-induced bifurcations of piecewise-smooth dynamical systems [15]. In
particular, we shall use the notion of a discontinuity mapping, as introduced by Nordmark [16],
to understand the onset of bouncing periodic orbits as a degenerate form of grazing bifurcation.
Similar piecewise-smooth dynamical systems theory has been applied before in the context
of rotordynamics. Karpenko and co-workers [17] used piecewise-smooth analysis to study the
response of a piecewise-smooth model for rotors experiencing frictionless impacts with a snubber
ring, revealing coexistence of different attracting motion. Also, the first author and collaborators
[7], analysed non-smooth bifurcations that can occur near the primary resonance of a Jeffcott rotor
with contact.
The specific, and unusual nature of the bifurcation in question in this paper is that the grazing
orbit only exists in the limit that the rotor damping is set to zero, and then only at isolated rotation
speeds, corresponding to internal resonances. Moreover, since the system without impacts is
completely linear, at such a rotation speed there is a two-parameter family of grazing periodic
orbits, with arbitrary phase and velocity at the grazing point. Thus we need to produce a two-
parameter unfolding in order to predict stable impacting orbits. This non-smooth bifurcation
is unlike other bifurcations known in the literature [15,18]. It relies on the specific form of a
mechanical system with at least 2 d.f. in the zero damping limit.
The rest of the paper is outlined as follows. In §2, we introduce a simple model system
of a Jeffcott rotor with frictionless rigid contact, its dimensionless equations of motion and
transformation to a rotating coordinate frame. Section 3 then presents the underlying linear
dynamics of the model and produces a brute-force bifurcation diagram indicating the response of
the system in the case of low rotor damping. Section 4 then shows how bouncing periodic orbits
of this system can be constructed analytically without damping and via solution of transcendental
equations in the presence of damping. Section 5 then introduces the codimension-two degenerate
grazing bifurcation and constructs the appropriate discontinuity mappings that predict nearby
impacting orbits in its unfolding. Fixed points of the map, corresponding to bouncing periodic
orbits, are constructed as a function of both rotor damping and drive speed. The resulting
bifurcation diagrams are compared to the numerical and quasi-analytical orbits and shown to
agree well. Finally, §6 draws conclusions and points to avenues of future work.
2. Mathematical model
For definiteness, we consider a specific overhung rotor system as in figure 1a, although the
analysis is general to any 2 d.f. Jeffcott rotor system. Here, a disc of mass m, polar moment of
inertia Ip and diametral moment inertia Id, is mounted on an inertialess rigid shaft of length .
The shaft is pinned at point O, and rotations around this point are resisted by a linear viscously
damped isotropic rotational spring, with rate k and damping coefficient c. The disc rotates at a
constant angular speed Ωˆ about its centre point C; however, imperfections in its geometry result
in an out of balance force.
A stator with clearance δ exists at a distance a along the shaft, which is assumed to be rigid
and frictionless. Specifically, we assume that contact occurs when
√
uˆ2 + vˆ2 = , where  = δ
a
. (2.1)
Rotor–stator contacts can either be assumed to be in continuous contact (sliding motion), or to
undergo an instantaneous normal impact. This paper focuses on the latter type of motion, which
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Figure 1. (a) An overhung rotor with an impacting snubber ring. (b) Kinematics of the disc centre point C, illustrating the
dimensional stationary frame displacement variables uˆ and vˆ used in equation (2.3), and their relation to rotation angles ψˆ
and φˆ. (Online version in colour.)
we assume obeys a normal Newtonian restitution law with coefficient of restitution d, where
0 ≤ d≤ 1. We note that sliding motion [15] can also occur after an infinite chattering series of
impacts in finite time. Further details on the impact law are given below.
The disc will exhibit coupled translational and rotational responses; figure 1b shows that
angular and translational displacements are coupled according to the law
uˆ= ψˆ and vˆ = −φˆ, (2.2)
where the sign of rotations has been determined by the right-hand screw convention, and ψˆ and
φˆ remain small to allow linearizing assumptions.
Using equation (2.2), all kinetic and potential energies can be evaluated in terms of the chosen
displacement variables, and Lagrangian mechanics can therefore be used to derive the following
linear equations for non-contacting motion. We thus obtain
Muˆ′′ + Ip
2
Ωˆvˆ′ + k
2
uˆ + c
2
uˆ′ = fˆ Ωˆ2 cos Ωˆτ
and Mvˆ′′ − Ip
2
Ωˆuˆ′ + k
2
vˆ + c
2
vˆ′ = fˆ Ωˆ2 sin Ωˆτ ,
⎫⎪⎪⎬
⎪⎪⎭ (2.3)
where fˆ denotes the out-of-balance force, M=m + (Id/2), and a prime represents differentiation
with respect to time τ .
(a) Non-dimensionalization and transformation to rotating frame
Equation (2.3) can be non-dimensionalized via the following substitutions:
t= ωNτ , ωN =
√
k
M2
, u˜= uˆ

, v˜ = vˆ

(2.4)
and
μ = Ip
M2
, Ω = Ωˆ
ωN
, f = fˆ
M
, ζ = c
22ωNM
(2.5)
and denoting differentiation with respect to t using a dot. The resulting dimensionless equations
¨˜u + μΩ ˙˜v + u˜ + 2ζ ˙˜u= fΩ2 cos Ωt
and ¨˜v − μΩ ˙˜u + v˜ + 2ζ ˙˜v = fΩ2 sin Ωt,
⎫⎬
⎭ (2.6)
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can be expressed in matrix form by defining y˜= (u˜, v˜), which gives
¨˜y +
(
0 μ
−μ 0
)
Ω ˙˜y + y˜ + 2ζ ˙˜y= fΩ2
(
cos Ωt
sin Ωt
)
. (2.7)
In what follows, it is helpful to work in a coordinate system that co-rotates with the shaft.
Therefore, we define a time-varying coordinate transformation to a frame that rotates at the drive
speed Ω
y˜=
(
u˜
v˜
)
=
(
cos Ωt − sin Ωt
sin Ωt cos Ωt
)(
u
v
)
:=Ry. (2.8)
Equation (2.6) can be transformed by premultiplying by R−1 =R, applying the chain rule as
necessary and using the identities
RR˙= ΩJ, where J =
(
0 −1
1 0
)
, and R¨= −Ω2R.
This leads to the dimensionless equations of motion in the rotating coordinate frame
y¨ − Ω(μ − 2)Jy˙ + (1 − Ω2(1 − μ))y+2ζΩJy + 2ζ y˙=
(
fΩ2
0
)
. (2.9)
(b) Complex and polar representations
Central to the analysis in this paper is the adoption of a suitable coordinate system. In
particular, we will be switching between complex coordinates, where the state of the rotor centre
z(t) = (z1(t), z2(t)) ∈C2 with position z1(t) = u(t) + jv(t) and velocity z2(t) = u˙(t) + j v˙(t) where
j = √−1. The equation of motion of the rotor centre (2.9) is thus described by
z˙=Az + β, for |z1| < 1, (2.10)
where the matrix A ∈C2×2 and the vector β ∈C2 are given by
A=
(
0 1
a1 − j aˆ1 −ja2 − aˆ2
)
and β =
(
0
b0
)
, (2.11)
respectively. Here,
a1 = Ω2(1 − μ) − 1, a2 = Ω(2 − μ) and b0 = fΩ2,
can be interpreted as stiffness, gyroscopic and imbalance parameters, respectively, and
aˆ1 = 2ζΩ and aˆ2 = 2ζ ,
as damping parameters. The general solution of this linear system (2.10) can be written in the
compact form
z(t; Ω) = eAt
(
z(0) + A−1β
)
− A−1β, (2.12)
where z(0) is the initial condition. We shall make use of this explicit solution in §4 below, where it
will also be convenient to define the complex parameter b such that
A−1β = (b, 0), with b := b0
(a1 − j aˆ1)
.
To analyse the grazing bifurcation in §5, it is more helpful to use polar coordinates defined via
z1(t) = r(t) exp(jθ (t)) and z2(t) = (r˙(t) + jr(t)θ˙(t)) exp(jθ (t)). In polar coordinates x= (r, θ , r˙, θ˙ ), the
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system (2.10) reads
x˙= F(x) :=
⎛
⎜⎜⎜⎜⎜⎝
r˙
θ˙
b0 cos(θ ) + r
(
a1 + a2θ˙ + θ˙2
)− aˆ2r˙
− 1r
(
b0 sin(θ ) + r
(
aˆ1 + aˆ2θ˙
)+ r˙ (a2 + 2θ˙))
⎞
⎟⎟⎟⎟⎟⎠ . (2.13)
(c) Impact model
In the dimensionless model, rotor–stator contact occurs at radial distance r= 1. Using the notation
in [15], the corresponding impact surface Σ can be written in terms of the complex variable z as
Σ = {z ∈C2 : H(z) = 0}, where H(z) = 1 − |z1| := 1 − r(t). (2.14)
An impact occurs when the trajectory of the rotor (2.10) interacts with Σ . Assuming frictionless
impacts given by a Newtonian impact law with coefficient of restitution d ∈ [0, 1] implies that
the velocity normal to Σ is instantaneously multiplied by −d while the position z1 remains
unchanged. We can thus express this impact law as an instantaneous reset map R
R : Σ → Σ and z(t+) =R(z(t−)) := z(t−) + , (2.15)
where
 = − Re
[
z¯1(t−)z2(t−)
] z1
|z1|2
(
0
1 + d
)
:= −r˙(t−)ejθ(t−)
(
0
1 + d
)
,
with z¯1 indicating the complex conjugate of z1. Here, t− is the time instantaneously before an
impact with Σ occurs, and t+ the time instantaneously afterwards.
(d) Hybrid dynamical system
Henceforth, in this paper, we shall study the dimensionless system in the rotating frame. The
vector field (2.13) (or equivalently (2.9) or (2.10)) defines a smooth flow Φ(x0, t) within a domain
D that contains the cylindrical open region S = int(Σ) = {x ∈D | r< 1}. This free motion within S,
together with the reset map R given by (2.15) on Σ = ∂S constitute a hybrid dynamical system
that generates a piecewise-smooth flow, see [15, ch. 6] for more details. Our focus in this work
will be bouncing orbits, that is motion that contains one or more impacts per period, and to
understand transitions from non-impacting orbits to impacting ones, which are referred to as
grazing bifurcations.
3. Underlying dynamics
(a) Internal resonances
Consider the linear equations (2.9) in the limit ζ= f = 0. Modes of vibration may be found from the
eigenvalues of A as defined in (2.11) in the limit of ζ = aˆ1 = aˆ2 = 0, which are of the form λi = jωi
for i= 1, 2. The resulting eigensolutions each give circular disc motion with angular velocity ωi
in the rotating frame, commonly referred to as whirling [4]. A positive ωi indicates whirling in
the same direction as the shaft rotation Ω ; a negative ωi indicates whirling opposite to the shaft
rotation. Whirling velocities in our chosen rotating frame are related to those in the laboratory
frame (represented here with tildes) via
ωi(Ω) = ω˜i(Ω) − Ω , where i= 1, 2. (3.1)
We follow the convention that i= 1 refers to the commonly termed backward whirl mode [4],
defined as whirling in the opposite direction to the shaft in the laboratory frame, hence ω˜1(Ω) <
0. Similarly, i= 2 refers to the forward whirl mode hence ω˜2(Ω) > 0. Note that (3.1), therefore,
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Figure 2. Campbell diagramof signedundamped rotating-coordinate-frame frequencies of the overhung rotorwithμ = 0.14,
ζ = 0. (Online version in colour.)
implies that ω1 is always negative, whereas ω2 can take either sign depending on the magnitude
of ω˜2 in relation to Ω .
In [9], it was shown more generally, for a multiple degree of freedom rotor, that whenever
positive integers p and q (with no common multipliers) can be found for which there are two
modal frequencies ωi and ωj in the rotating frame such that
pωi(Ω) = qωj(Ω), (3.2)
then the linear, undamped system gives rise to a period-T orbit with
T = 2πq
ωi
= 2πp
ωj
.
In the presence of nonlinearity, it was observed numerically that the combination resonance (3.2)
leads to bouncing motion with this period over a range of drive speeds greater than that of the
resonance.
We say that the critical rotation speed Ωp:q such that (3.2) is satisfied represents an internal
resonance. This is to contrast with a fundamental resonance at Ω1:0 which occurs when ωi = 0
in the rotating frame. In the case of the simple overhung rotor with 2 d.f. considered here, the
condition (3.2) corresponds to the same mode combination condition established by Zilli [8] between
forward and backward whirling modes
(pω˜2 + q|ω˜1|) = (p − q)Ω ,
in the specific case p − q= 1 and ωi = ω2, ωj = ω1.
Figure 2 shows the undamped rotating coordinate frame whirl velocities for system (2.9) with
μ = 0.14, and offers a graphical means to find p and q that satisfy (3.2) along with the relevant
drive speed Ω . The fundamental resonance occurs at Ω1:0 = 1.0783, when ω2(Ω) passes through
zero. Other internal resonances (i.e. where ω2 = 0) can be identified by plotting integer multiples
of ω1(Ω) and ω2(Ω) and looking for intersections that correspond to where (3.2) is satisfied. The
simplest few intersections are listed in table 1.
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Table 1. The rotation speedΩp:q for the simplest linear internal resonances for the undamped system withμ = 0.14.
p : q 1 : 0 2 : 1 3 : 1 3 : 2
Ωp:q 1.0783 3.3113 2.1753 5.8030
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
(b) Simulation results
In order to establish what kind of contacting motion can occur, we next resort to numerical
simulation. Unless otherwise stated, all computations are for the parameter values
μ = 0.14, f = 0.0367, d= 0.9 and ζ = 0.01. (3.3)
Figures 3 and 4 depict different projections of a brute-force bifurcation diagram. At each
frequency Ω , 25 separate time simulations are run, with initial conditions of zero displacement
and a random value for the velocity vector within reasonable bounds. Each simulation was run for
1000 non-dimensional units of time t, and the maximum and minimum displacement magnitudes
for t> 250 are plotted. The results were all obtained in Matlab, using the routine ode45 using
events to detect when stator contact occurred, at which point the impact map is applied and the
computation restarted with the new initial conditions.
A difficulty occurs when doing simulation in this way using event detection, whenever the
system undergoes a transition to permanently contacting motion. Such a transition will occur via
a theoretically infinite sequence of impacts, a so-called chattering sequence, which accumulates
in finite time; e.g. [15]. To overcome this numerical problem, we implemented the chatter mapping
technique proposed by Nordmark & Piiroinen [19].
Considering figure 3, we see that all orbits have constant amplitude below Ω ≈ 3. These orbits
are synchronous with the drive speed and are thus equilibrium solutions of the model in the
rotating frame. The non-contacting orbits show a familiar peak near the fundamental resonance
of the undamped system at Ω1:0 = 1.0783. For an interval of Ω-values above this value, there is a
region of continuously contacting whirl, which is a boundary equilibrium solution in the rotating
frame. This fundamental resonance peak is reminiscent of a ‘stiffening’ nonlinear response, but
due to the effectively infinite radial stiffness of the stator, the response is completely linear without
contact, and completely flat once in contact. The analysis of this contacting behaviour that initiates
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at the primary resonance is not the main subject of this paper, but see e.g. [7] and references therein
for analyses of this relatively well-understood phenomenon.
Note that the contacting solutions for Ω-values beyond the fundamental resonance coexist
with lower-amplitude non-contacting synchronous whirl motion. This synchronous motion
remains stable for all higher drive speeds. However, beyond Ω ≈ 10 these solutions to the purely
linear equations appear somewhat noisily in figure 3. However, these higher-frequency motions
would appear to be transient effects that are induced by high kinetic energy of the rotor at these
drive speeds, which take a long time to settle to steady state given the relatively low damping.
At Ω ≈ 3.6, we see the sudden onset of the bouncing responses that are the primary focus of
this paper; these are indicated by non-zero impact velocity in figure 4. These responses appear
as periodic orbits in the rotating frame, with a single impact per period; see figure 5. The onset
of this motion occurs at just above the critical speed for 2 : 1 internal resonance of Ω2:1 = 3.3122
(table 1). Note from figure 4 how the θ -value at impact varies rapidly as Ω is decreased to the
onset value. Thereafter, the angular position of impact settles down to an approximately constant
value.
Orbits on this first branch of bouncing orbits are found to smoothly continue all the way up to
large drive speeds. The orbit is depicted in figure 5a in the rotating frame, where it can be seen to
consist of a double loop, which is similar in character to the equivalent orbits seen in similar rotor
dynamic systems but with a finite contact stiffness [9,10]. To further confirm our assertion that this
is a 2 : 1 resonance, note how the fast Fourier transform (FFT) of the orbit is depicted in figure 5b,
shows significant frequency content at both −1 and −2 times the fundamental frequency, and
little else. Note that the frequencies are negative due to both participating modes being backward
whirling in the rotating coordinate frame. Figure 5c,e depicts orbits that are further along this
branch, showing how they become increasingly circular in the rotating frame, with significantly
less energy at −2 times the fundamental response frequency.
At around Ω = 6, figures 3 and 4 show the onset of an additional short Ω-interval of bouncing
orbits. Table 1 reveals that this drive speed is just above the critical speed for the 3 : 2 internal
resonance, Ω = 5.803. Examination of the response in figure 5 confirms that these are single-
impact-per-period orbits that have this 3 : 2 resonance character. Note how the orbit has a triple
loop structure and the FFT shows content mainly at the −3 and −2 harmonics. The FFT also shows
significant response at the 0 harmonic; this is the direct response to out of balance forcing, in other
words the synchronous component of the orbit.
A typical 3 : 2 orbit, with a characteristic double loop, is shown in figure 5i with accompanying
Fourier components in figure 5j. Note that while the onset of the 3 : 2-resonance bouncing orbit
branch seems qualitatively similar to that of the 2 : 1 branch, with an initial almost vertical
10
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Figure 5. On the left of each pair of panels is a steady bouncing solution (after allowing for delay of transients) of p : q-type
at the indicatedΩ value. Here, p : q is 1 : 2 for (a,c,e), and p : q is 3 : 2 for (g,i,k). On the right of each pair is the corresponding
Fourier spectrum inmultiples of the fundamental response frequency ω˜r , which is extracted from the time-series data. (Online
version in colour.)
variation of the θ -value at impact, the global behaviour of this branch is very different. Rather than
existing up to large rotor speeds, periodic solutions in this branch exist only up to about Ω = 6.3,
whereupon a period-doubling bifurcation occurs. See figure 5k for an orbit just beyond the period-
doubling (note the two separate impact points indicated by the red crosses). These orbits then
appear to abruptly terminate before Ω = 6.4, quite possibly in some form of complicated reverse
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grazing bifurcation. There is also some evidence of possible period trebled form of this orbit
(figure 5g,h), although this may be an example of a transient that has yet to converge. A detailed
examination of the behaviour on this branch is beyond the scope of this paper.
4. Explicit construction of single-impact periodic orbits
As highlighted in the above numerical computations, the key to understanding bouncing orbits
near the internal resonances, is the existence of periodic orbits of (2.13) and (2.15), which
experience a single bounce per period. In this section, we show how to construct such orbits
analytically. For this analysis, we explicitly construct the Poincaré map PI , known as the impact
map [15], that maps the impact surface Σ to itself through the flow Φ. Periodic orbits with one
bounce per period correspond to fixed points of PI .
To find fixed points of PI , we use the complex form of the dynamical system (2.10); using the
same approach as in [7], for which we merely sketch the main ideas. The map PI : Σ → Σ , maps
a state z(0−) ∈ Σ through R to a post-bounce state z(0+) ∈ Σ which is used as an initial condition
for the flow Φ until we experience our impact, at a point z(T−) ∈ Σ , after a time t= T > 0. Fixed
points of PI are thus defined by z(T−) = z(0−).
Note that because (2.10) is linear, fixed points constructed in this way can be obtained
analytically using (2.12), up to finding the a priori unknown time T between impacts. In general,
such times have to be found using root finding, with care taken to ensure that the minimal time T
between impacts is found to construct each iterate of the map. In particular, once T is found, then
the fixed point z− of PI is given by
(I − eAT)(z− + A−1β) = eAT, (4.1)
the number of solutions to which depend on whether or not the matrix I − eAT is singular. A
detailed analysis characterizing the nature and number of such solutions z− is presented in the
following subsections.
(a) Grazing orbits
We are especially interested in fixed points that define grazing single-impact orbits. That is, if we
define the complex coordinates of a point x− ∈ Σ as
x− = (1, θ∗, r˙∗, θ˙∗),
then a grazing orbit is a fixed point of PI that also satisfies r˙∗ = 0. Note that, because they
impact with zero velocity, these types of orbits do not depend on the coefficient of restitution
d. Elementary calculations give the following result.
Theorem 4.1. For any parameters Ω > 0, μ > 0, f > 0, then:
(i) in the damped case ζ > 0, there are no grazing single-impact orbits;
(ii) in the undamped case ζ = 0, the only possible fixed points of PI are grazing orbits.
The existence of grazing single-impact orbits in the undamped case is subtle and depends on
whether or not Ω defines an internal p : q resonance as defined by (3.2). In the absence of damping,
the flow is sufficiently simple that possible grazing single-impact orbits can be constructed
analytically. Note that, simply solving for a grazing trajectory of the flow map Φ is not sufficient.
In addition, it has to be determined whether these are admissible fixed points, i.e. whether their
trajectory remains away from the impact surface Σ for all times 0 < t< T.
The proof of the following theorem is lengthy but elementary, and so is omitted, although
many of the necessary calculations are contained in [7] and §5 below.
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Figure 6. Admissibility region (4.2) for families of single-impact grazing orbits atΩ = Ωp:q with p : q = 2 : 1 and 3 : 2 with
other parameters given by (3.3). Grazing initial conditions within the shaded area represent fixed points of the impact map that
evolve within S . Initial values lying on the boundary curves give rise to orbits which remain in continuous contact with the
impact surfaceΣ . (Online version in colour.)
Theorem 4.2. For the undamped system (2.13) with μ > 0, f > 0 and ζ = 0. Then
(i) For any value Ω > 0, there are isolated single-impact grazing orbits which correspond to
single-frequency motion with period 2π/ωi, i= 1, 2 given by
(θ∗, θ˙∗) =
(
0, ωi
(
1 + b0
a1
))
, under the admissibility condition Ω <
1
1 − f + μ
and
(θ∗, θ˙∗) =
(
π , ωi
(
1 − b0
a1
))
, under the admissibility condition Ω >
1
1 − f − μ .
(ii) At an internally resonant Ω-value Ωp:q for any positive p, q> 0, there is a two-dimensional
continuum of single-impact grazing orbitswith period T = 2πq/ω1 = 2πp/ω2 parametrized
by values of θ∗ and θ˙∗ that satisfy the admissibility condition
r¨∗ = b0(Ωp:q) cos(θ∗) + a1(Ωp:q) + a2(Ωp:q)θ˙∗ + θ˙∗2 ≤ 0. (4.2)
Specific examples of the region in the (θ∗, θ˙∗)-plane defined by the admissibility condition
(4.2) are depicted in figure 6. Note that [7] considered possible trivial fixed points of PI , which
can occur when the admissibility condition in part (i) of theorem 4.2 fails. There, it was shown
that single-impact periodic orbits can coalesce in a form of non-smooth Hopf bifurcation.
Our focus here though is to consider what happens to the grazing orbits identified in
theorem 4.2 as ζ is increased from zero. A straightforward argument based on codimension
shows that for generic values of Ω there is no continuation of impacting orbits from the isolated
grazing orbits described by part (i) of the Theorem. Thus we shall focus on what happens in a
neighbourhood of the two-parameter families of grazing orbits for ζ > 0 and Ω ≈ Ωp:q in §5.
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(b) The damped system
To construct fixed points of PI of the damped system we return to (4.1). In this case, the matrix
I − eAT is non-singular for all T > 0 and hence (4.1) can be solved, to give
z− = (e−AT − I)−1 − A−1β. (4.3)
Upon defining the complex elements of the matrix (e−AT − I)−1 as αij, i, j= 1, 2, the fixed-point
components
T = T(Ω), r˙∗ = r˙∗(Ω ,T), θ∗ = θ∗(Ω ,T, r˙∗) and θ˙∗ = θ˙∗(Ω ,T, r˙∗),
that lie on the impact surface Σ , can then be obtained from the solution with smallest T > 0 of the
nonlinear system of equations
G(T) := 1 + (1 + d) Re(α22(T)) = 0, (4.4)
r˙∗1,2(Ω ,T) =
− Re(α12(T)) ±
√
|b|2|α12(T)|2 − Im(α12(T))
(1 + d)|α12(T)|2
, (4.5)
θ∗(Ω ,T, r˙∗) = arg
(
b
1 + α12(T)r˙∗
)
(4.6)
and θ˙∗(Ω ,T, r˙∗) = −(1 + d)r˙∗ Im(α22(T)), (4.7)
where b= b0/(a1 − iaˆ1) and α12(T), α22(T) ∈C are given by
α12 = e
λ1T − eλ2T
(λ1 − λ2)
(
eλ1T − 1) (eλ2T − 1) and α22 = (λ2 − λ1)e
(λ1+λ2)T + λ1eλ1T − λ2eλ2T
(λ1 − λ2)
(
eλ1T − 1) (eλ2T − 1) .
To solve the system, for a given ζ > 0 and Ω > 0, we first apply standard root-finding methods
to find the smallest positive zero of G(T), given by (4.4). Depending on Ω and ζ , such a T-value
yields either two or no solutions to (4.5) for the normal velocity component r˙∗. We can identify
(via straightforward linear stability analysis) that in the case of two solutions, one of them is
stable and the other unstable. For each solution for r˙∗, the final two components θ∗ and θ˙∗ are
uniquely obtained from (4.6) and (4.7), respectively. The results of this quasi-analytic approach
to finding single-impact orbits are displayed in figure 7. These calculations have been performed
near the 2 : 1 and 3 : 2 resonances for various damping values ζ = {0, 10−4, 10−3, 5 × 10−3, 10−2}.
Only orbits with small normal velocity component r˙∗ have been depicted, because these will be
crucial to our subsequent analysis. Note the qualitative shape of the bifurcation diagram in each
case; single-impact orbits are born in smooth folds when the discriminant of (4.5) vanishes. The
existence of folds was already shown in [7], but here we reveal that these fold curves emanate in
the limit ζ → 0 from the family of grazing orbits at Ωp:q. In particular, in the limit ζ → 0, the
fold curve approaches a unique curve in the (θ∗, θ˙∗)-plane within the two-dimensional set of
grazing orbits. What distinguishes this curve will arise from the analysis in the next section, which
performs local analysis close to a codimension-two point ζ = 0, Ω = Ωp:q.
Also depicted in figure 7, for the largest two damping values is a comparison with the stable
orbits found in §3, specifically figure 4. (Simulation to obtain periodic motion with lower damping
is unreliable due to the presence of long transients.) Note, in general, how the simulation results
closely match the analytical curves. The match is perfect for the case near the 2 : 1 resonance, but
for the 3 : 2 resonance there are a few simulation points that lie away from the analytical curves.
Some of these discrepancies are presumably due to small basins of attraction and long transients.
For ζ = 10−2, there is also an additional period-doubling-like bifurcation that can be observed for
Ω ≈ 6.3. Closer inspection shows this to be a further (internal) grazing bifurcation, which leads to
periodic motion with more than one impact-per-period. Analysis of this secondary instability is
beyond the scope of the present paper.
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Figure 7. Bifurcation diagram showing fixed points of the impact map PI as drive speed Ω is varied for fixed damping
ζ = {0, 10−4, 10−3, 5 × 10−3, 10−2} near (a–c)Ω2:1 and (d)Ω3:2. Branches of stable fixed points are depicted using a solid
line and unstable fixed pointswith a dashed line. Crosses show the corresponding impact points of stable single-impact periodic
orbits obtained through simulation ( figure 4), allowing sufficient time for transients to decay. (Online version in colour.)
5. Unfolding the degenerate grazing bifurcation
In this section, we shall focus attention on Ω-values near a particular internal resonance p : q,
for which we assume the admissibility set given by (4.2) is non-empty, and introduce the small
parameter Ω¯ = Ω − Ωp:q. We also focus exclusively on orbits of the hybrid dynamical system that
have period T close to 2πp/ω1 = 2πq/ω2.
The above simulation and analytical computations suggest a dichotomy. For ζ = 0, only single-
impact-per-period orbits graze; in particular, two-parameter families of grazing orbits exist at
Ω¯ = 0, whereas there are no impacting orbits of period T for Ω¯ = 0. Yet for ζ > 0, at least for
p : q = 2 : 1 and 3 : 2, there appears to be a value Ω¯ = Ω¯ (1)(ζ ) > 0 at which there is a fold bifurcation
which creates a stable and unstable pair of impacting orbits. Thus, there appears to be some kind
of degenerate codimension-two grazing bifurcation at (Ω , ζ ) = (Ωp:q, 0).
To unfold the bifurcation, we consider the discontinuity mapping technique due to Nordmark
[16], in particular, the concept of the Poincaré-section discontinuity mapping (PDM) introduced
in [20]. Specifically, we construct the discrete map P from the Poincaré section with zero normal
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velocity r˙, i.e.
ΠN = {x ∈D | π (x) := −r˙= 0},
which the flow intersects transversally near the family of grazing orbits. We then construct a
Poincaré map P which is a composition of the smooth flow Φ from ΠN to itself, ignoring any
impacts, with the PDM that provides a local correction to the flow to account for the presence of
impacts. See [15, ch. 6] for details.
The novelty of the analysis here, compared to the generic case, is that rather than a locally
unique grazing periodic orbit, we have the highly degenerate case of a linear system at (ζ , Ω¯) =
(0, 0) for which there is a two-parameter family of grazing orbits, parametrized by their values of
θ∗ and θ˙∗ at the grazing. This will lead to a very different form of unfolding, for which we need to
solve for θ∗ and θ˙∗ as additional unknowns. Also, what turns out to be crucial is not the form of
the linear part of PN at grazing—this turns out to be the identity—but the first-order dependence
of PN on the unfolding parameters Ω¯ and ζ . Computation of such dependence is carried out in
the next subsection.
(a) Linearizing the non-impacting flowmap
We wish to construct an approximate normal Poincaré map PN : ΠN → ΠN near the grazing
incidence, which maps points using the flow Φ in a full neighbourhood of the gazing orbits,
as if the impact surface Σ were not there. To do this, we first construct the stroboscopic, or time-T
map, map PT, which maps states Φ(x, 0) to Φ(x,T) over time t= T, the period of the grazing orbit,
and then we use a projection S to obtain the corresponding normal Poincaré map PN .
(i) The time-T map
The time T-map is simply obtained from the explicit solution for Φ(x, t; Ω¯ , ζ ) = (r(t), θ (t), r˙(t), θ˙ (t))
from (2.12). We wish to find a local expression for this map near a grazing point x∗ = (r, θ , r˙, θ˙ ) =
(1, θ∗, 0, θ˙∗) at (Ω¯ , ζ ) = (0, 0). It is helpful to introduce local coordinates x˜= x − x∗ = (r − 1,
θ − θ∗, r˙, θ˙ − θ˙∗), then we find that
PT : x˜ → Φ(x˜ + x∗,T; Ω¯ , ζ ) = I4x˜ + m˜(θ∗, θ˙∗)Ω¯ + n˜(θ∗, θ˙∗)ζ +O(Ω¯2, ζ 2, Ω¯ζ , x˜Ω , x˜ζ ),
where I4 is the four-dimensional identity matrix and the vectors m˜ and n˜ can be explicitly
computed from derivatives of the flow Φ with respect to Ω¯ and ζ respectively at Ω¯ = ζ = 0.
This computation is algebraically cumbersome, but can be significantly simplified by using the
Cayley–Hamilton Theorem to express the matrix exponential exp(At) in terms of scalar functions
that depend only on the coefficients of A and its eigenvalues; see appendix A. Using this approach
we can find the explicit dependence of the elements of m˜i and n˜i of m˜ and n˜ on the grazing
parameters θ∗ and θ˙∗. We find
m˜1 = (b0/a1) sin(θ∗)σ1, m˜2 = σ1
(
1 + (b0/a1) cos(θ∗)
)+ θ˙∗σ2, (5.1)
m˜3 = r¨∗σ2 + (b0/a1) cos(θ∗)θ˙∗σ1, m˜4 = −(b0/a1) sin(θ∗)
(
θ˙∗σ1 + a1σ2
)
, (5.2)
n˜1 = σ3
(
1 + (b0/a1) cos(θ∗)
)− θ˙∗σ4, n˜2 = −(b0/a1) sin(θ∗)σ3 (5.3)
and n˜3 = −(b0/a1) sin(θ∗)
(
θ˙∗σ3 − a1σ4
)
, n˜4 = r¨∗σ4 − (b0/a1) cos(θ∗)θ˙∗σ3. (5.4)
Here, a1, b0 were defined in (2.11) are expressions for σi, i= 1, . . . , 4—which depend only on the
values of Ωp,q, μ and f—are given in appendix A.
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(ii) The normal Poincaré map PN
To compute the leading-order expression for the normal Poincaré map PN : ΠN → ΠN , we need
to use a smooth projection of the time-T map:
PN(x; Ω , ζ ) = S(Φ(x,T; Ω , ζ ), x), with S(ν, x) = Φ(ν, τ (x; Ω , ζ ) − T; Ω , ζ ).
Thus τ is the time taken for the flow from PT(x) to ΠN . Differentiation and evaluation of PN at the
grazing point (x, Ω , ζ ) = (x∗, Ω∗, ζ ∗) yields
(PN)∗x = Φ∗x + Φ∗t τ∗x , (PN)∗Ω = Φ∗Ω + Φ∗t τ∗Ω , and (PN)∗ζ = Φ∗ζ + Φ∗t τ∗ζ ,
where an asterisk represents a function evaluated at a grazing point with θ = θ∗, θ˙ = θ˙∗ at Ω¯ =
ζ = 0. Implicit differentiation of the function π (Φ(x, τ (x))) = 0 yields the derivatives of time τ
τ∗x = −
π∗ΦΦ
∗
x
π∗ΦΦ
∗
t
, τ∗Ω = −
π∗ΦΦ
∗
Ω
π∗ΦΦ
∗
t
and τ∗ζ = −
π∗ΦΦ
∗
ζ
π∗ΦΦ
∗
t
,
where π∗Φ = (0, 0, 1, 0). Thus, by recalling that the flow Φ(x, t) = (r, θ , r˙, θ˙ ) satisfies the differential
equation Φt(x∗, t) = F(x∗) =: F∗ and substituting the results obtained for the stroboscopic map,
using the fact that Φ∗x is the identity matrix, we have
(PN)∗x =
(
I − F
∗π∗Φ
π∗ΦF∗
)
Φ∗x = S−1, (PN)∗Ω = S−1m˜ and (PN)∗ζ = S−1n˜,
where m˜ := Φ∗Ω , n˜ := Φ∗ζ , with the projection S
S=
(
I − F
∗π∗Φ
π∗ΦF∗
)−1
=
⎛
⎜⎜⎜⎝
1 0 0 0
0 1 −θ˙∗ 0
0 0 −r¨∗ 0
0 0 −θ¨∗ 1
⎞
⎟⎟⎟⎠ , (5.5)
where the acceleration components r¨∗ and θ¨∗ are given by
r¨∗ = b0(Ω∗) cos(θ∗) + a1(Ω∗) + a2(Ω∗)θ˙∗ + θ˙∗2 and θ¨∗ = −b0(Ω∗) sin(θ∗). (5.6)
Thus, at first-order the linearized map PN is PN : x¯ → x¯ + S−1m˜Ω¯ + S−1n˜ζ with x¯= S−1x˜=
(r − 1, θ − θ∗, t − T, θ˙ − θ˙∗). Finally, this map can be reduced further, as the system is
autonomous and the time component t can be neglected
PN : x˜ → x˜ + mΩ¯ + nζ + h.o.t. (5.7)
The elements of the vectors m= (mi)i=1,2,3 and n= (ni)i=1,2,3 are given by
m1 = m˜1, m2 = m˜2 − m˜3θ˙∗/r¨∗, m3 = m˜4 − m˜3θ¨∗/r¨∗ (5.8)
and
n1 = n˜1, n2 = n˜2 − n˜3θ˙∗/r¨∗, n3 = n˜4 − n˜3θ¨∗/r¨∗, (5.9)
which depend on the elements of m˜ and n˜, (5.1) and (5.3), respectively.
(b) Discontinuity mapping near grazing
The Poincaré-section discontinuity mapping PDM: ΠN → ΠN is a piecewise smooth map and
applies the necessary correction to PN to account for impacts. For points on the non-impacting
side (r< 1) of Σ ∩ ΠN , the PDM is the identity. For points on the impacting side (r> 1), the PDM
maps to the point on ΠN for which forward evolution would represent a true trajectory that had
undergone an impact, and typically introduces a square-root dependence on the distance from Σ .
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Using the method outlined in [15, ch. 6], the PDM can be derived via asymptotic expansion
near a grazing point. Specifically, we obtain
PDM : x˜ →
{
x˜, if H := −x˜1 ≥ 0
x˜ + P1y, if H := −x˜1 < 0
, where y :=
√
x˜1, (5.10)
with x˜= (r − 1, θ − θ∗, θ˙ − θ˙∗) and
P1(θ∗, θ˙∗) = − (1 + d)
√
2√−r¨∗
⎛
⎜⎝ 0θ˙∗
θ¨∗
⎞
⎟⎠ , (5.11)
where r¨∗ and θ¨∗ are given by (5.6). Note that in order for (5.11) to be well defined, r¨∗ must be
strictly negative, which is equivalent to being within the interior of the admissibility condition
defined by (4.2).
We are now in the position to form the leading-order expression for the piecewise smooth map
P= PN◦PDM by composing (5.10) with (5.7) and ignoring higher-order terms. We obtain
P : x˜→
{
x˜ + mΩ¯ + nζ if x˜1 < 0
x˜ + P1
√
x˜1 + mΩ¯ + nζ , if x˜1 ≥ 0 .
(5.12)
(c) Fixed point analysis
Fixed points of P defined by (5.12) correspond to periodic orbits of the hybrid flow near the
grazing point. Those fixed points with x˜1 > 0 correspond to periodic orbits with one impact per
period. Thus the condition for such a periodic orbit can be written as
P1(θ∗, θ˙∗)
√
x˜1 + m(θ∗, θ˙∗)Ω¯ + n(θ∗, θ˙∗)ζ = 0, (5.13)
where P1 is given by (5.11), and the vectors m and n are defined in (5.8) and (5.9), respectively.
We now consider solutions to (5.13) for small Ω¯ and small x˜1, ζ > 0, where θ∗ and θ˙∗ are
unknown internal parameters. Note from the form of P1 that the first component of (5.13) provides
a relation between ζ and Ω¯ that depends on the unknown parameters θ∗ and θ˙∗ that define the
grazing orbit. The second and third components, however, provide a contradiction in the solution
for
√
x˜1 unless m2n3 − n2m3 = 0. From the form of (5.8) and (5.9), we, therefore, have
0 = (r¨∗m˜2 − m˜3θ˙∗)(r¨∗n˜4 − n˜3θ¨∗) − (r¨∗n˜2 − n˜3θ˙∗)(r¨∗m˜4 − m˜3θ¨∗). (5.14)
Using the form of r¨∗ in (5.6), and using the definition of m˜i(θ∗, θ˙∗) and n˜i(θ∗, θ˙∗) from (5.1), we
can write (5.14) as an algebraic relationship between θ∗ and θ˙∗. This relationship provides a
persistence condition that defines a one-parameter set among the two-dimensional continuum of
grazing orbits which satisfy the admissibility criterion r¨∗ > 0. The second component of (5.13)
then gives a unique expression for
√
x˜1 which should be positive, leading to the condition
√−r¨∗(m2(θ∗, θ˙∗)Ω¯ + n2(θ∗, θ˙∗)ζ )
((1 + d)√2θ˙∗) < 0. (5.15)
This condition gives a range of θ∗ for which a grazing bifurcation can happen.
To show why we should expect a fold bifurcation, after some work we can eliminate θ∗ to find
that θ˙∗ is determined by the quadratic equation(
c1Ω¯
η(Ω¯ , ζ )
+ c2
)
θ˙∗2 +
(
c3Ω¯
η(Ω¯ , ζ )
+ c4
)
θ˙∗ + c5 = 0, (5.16)
where the parameters ci with i= 1, . . . , 5, evaluated at resonance (Ω = Ωp:q, ζ = 0), are defined as
c1 := −2a1σ1σ4c0, c2 := a1
(
σ 23 + a2σ3σ4 + 2a1σ 24
)
, c3 := 2a1σ1σ3c0
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c4 := −2a21σ3σ4, c5 :=
(
a21 − b20
)
σ 23 , where c0 :=
√
a1
(
σ 23 + a2σ3σ4 + a1σ 24
)
,
where the σi are defined in appendix A, and η(Ω¯ , ζ ) =
√
σ 21 Ω¯
2 + σ 23 ζ 2. Seeking a double real root
of (5.16) gives an expression Ω¯ = Ω¯1(ζ ) for a fold point in the (Ω¯ , ζ )-plane. That expression will
also provide a sign for Ω¯1. Finally, the angle variable of the corresponding grazing orbit, θ∗, can
be obtained from
sin(θ∗) = c0θ˙
∗ζ
b0η(Ω¯ , ζ )
and cos(θ∗) = θ˙
∗ (−c0σ1Ω¯ + a1σ4η(Ω¯ , ζ ))
b0σ3η(Ω¯ , ζ )
− a1
b0
. (5.17)
Fixed points of the map P computed in this manner have been obtained in a neighbourhood
of Ω2:1 and Ω3:2 for damping values ζ = {10−4, 10−3}. The results, plotted in figure 8, are then
compared to fixed points constructed quasi-analytically in §4 using the impact map PI , but
projected onto the normal Poincaré section ΠN . As the global map PI (figure 7) and simulation
data (figure 4) agreed very well, we do not depict simulation results in figure 8 to avoid cluttering
the figure. Note the excellent qualitative and quantitative agreement for small Ω − Ωp:q in both
cases. Note that the quantitative agreement understandably becomes worse for Ω-values a long
way from the bifurcation, because we only computed the local map P up to leading-order terms.
Note too that in the case of the 3 : 2 resonance, we have detected the presence of an additional
grazing bifurcation close to the fold bifurcation which does not seem to be captured by the
unfolding analysis. Seeking an understanding of this effect will be left to future work. Finally,
a two-parameter Ω-ζ bifurcation diagram illustrates that the values of Ω and ζ that define the
fold bifurcation are approximately linearly related, as can be deduced from (5.16).
6. Discussion
The analysis in this paper has been motivated by a number of studies that have indicated the
sudden onset of bouncing motion in eccentric rotors at rotation speeds that are close to those
which define an internal resonance between forward and backward whirling modes. Such motion
tends to coexist with regular, non-contacting motion and thus can be potentially excited by
sudden transient effects. At the rotor speeds close to onset, the motion seems reminiscent of a
grazing bifurcation, in that when viewed in the rotating frame, the orbits appear to have low
normal-velocity impacts at onset. Yet, even in numerical computation with a rigid or stiff stator
and low damping, there does not appear to be any pre-bifurcating orbit; bouncing orbits seem to
arise as a so-called blue-sky catastrophe.
We have sought to understand this curious phenomenon within the simplest possible model
system, that of a 2 d.f. overhung rotor which undergoes impact with a frictionless rigid stator. We
found that the instability in question can be understood by passing to the limit of zero damping,
so that at each internal resonance rotor speed, there will be families of periodic motion in which
there is grazing between rotor and stator. The effect of this grazing bifurcation is still felt for a
system with small damping, but orbits do not persist all the way down to zero normal-velocity.
Rather the branch of stable bouncing orbits is born in a fold bifurcation which emanates from the
grazing point only in the limit of zero damping.
It is useful to highlight what has and has not been shown in this paper. The unfolding
performed in §5 points to the generic shape of bifurcating orbits for low ζ close to Ω = Ωp:q.
However, to make a detailed prediction of the onset of bouncing orbits, one has to check that
various admissibility and sign conditions hold. This we have done for the 2 : 1 and 3 : 2 resonances
only. In both cases, we find that the set of bifurcating orbits is non-empty and exists for Ω¯ > 0, that
is for rotation speeds that are higher than that which defines the internal resonance conditions.
From an energetic point of view, higher rotation speeds imply greater energy input into the
system, so one might expect that the inclusion of damping would result in a bifurcation that
is in the direction of higher-rotation speeds, but we have so far been unable to establish that this
must be the case. It is also unclear at present as to whether there exist stable bifurcating orbits,
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Figure 8. Bifurcation diagram comparing fixed points of the local map P (dot-dashed line) with the global impact map PI
(solid and dashed lines, data fromfigure 7) projected ontoΠN (a,c) Results near the 2 : 1 resonance. (b) Resonance near the 3 : 2
resonance. (d) Two-parameter bifurcation diagram of fold points near 2 : 1 resonance and a straight line (dashed) indicating the
linear relation. (Online version in colour.)
albeit over tiny parameter ranges and with small basins of attraction, for every possible internal
resonance p : q. Note that for the parameter values chosen, the brute-force bifurcation analysis in
§3 only found the onset of bouncing orbits close to the 2 : 1 and 3 : 2 resonances, but clearly stable
behaviour with a small basin of attraction is likely to be missed by this approach.
Another major omission in our analysis has been the determination of what might cause the
termination of any branch of bouncing orbits. For the specific example studied, the 2 : 1 resonance
gives rise to the onset of bouncing orbits that persist for a wide range of rotation speeds (at least
up to Ω = 20). By contrast, the 3 : 2 resonance only gives rise to a short window of bouncing orbits
for Ω ≈ [6.1, 6.4], which appears to end in some-kind of non-smooth period-doubling bifurcation.
There is also a hint in figure 8d that there may be secondary bifurcations within a branch of
supposedly stable bouncing-orbits for example, through an internal grazing bifurcation. A more
careful parametric study, including variation of other parameters such as the eccentricity f or the
mass parameter μ are left for future work.
In order to apply the insight in this paper more generally, it would be useful to study the case
of a compliant, stiff stator, rather than the rigid limit studied here. Bouncing orbits being excited
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just beyond internal resonance rotor speeds have also been observed in that case, e.g. in [8,10]. In
principle, the analysis should proceed similarly, by replacing the impact discontinuity map with
that for a piecewise-smooth continuous system [15, ch. 7]. It would also be interesting to relax
the assumption that the rotor–stator contact is frictionless, and to allow a more general contact
law that can include frictional rub. Again, the analysis should be readily adaptable to that case.
It should also be possible to extend the analysis to rotor systems with more degrees of freedom,
as in [9] and to more general mass, stiffness and damping matrices of the out-of-contact rotor
vibrations. All that matters is that there is a forward and a backward mode that combine to form
an internal resonance, with all other modes being un-excited. Grazing bifurcation analysis can be
carried out in arbitrary dimensions of phase space; the additional degrees of freedom would not
contribute significantly to the analysis.
From the point of view of mathematical analysis we have not examined further possible
dynamical consequences of the non-smooth map P we constructed near the specific form of
degenerate grazing bifurcation we have studied. It is interesting to note the similarity to the centre
to two-part periodic orbit (C2PO) bifurcation studied in [21] in which the non-impacting system
is conservative. In the present system though, the particular grazing bifurcation is fundamentally
of codimension-two and requires at least four dimensions of phase space. Nevertheless, it would
be interesting to study the dynamics of the unfolded map, possibly to explain the secondary
bifurcations, such as those that appear to occur near Ω3:2 in the example studied here.
As stated in the Introduction, rotordynamics is fundamental to almost all mechanical systems,
and the minimization of vibration and wear due to intermittent contact or rubs remains a
core concern in many industrial applications. This paper represents the first attempt we are
aware of to understand the sudden onset of bouncing-type contact motion using the appropriate
mathematical tool of grazing-bifurcation theory of piecewise-smooth dynamical systems. Clearly,
there is much more to be done for such understanding to be translated into a practical tool for the
minimization of vibration and wear, but we hope that the analysis presented here might provide
the first steps in a novel approach to overcoming these troubling effects.
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Appendix A. Linearizing the non-impacting orbit
For symbolic calculations, we have chosen to use the general solution Φ(x0, t) to (2.10) in polar
coordinates
Φ(x0, t) =
(
r(t), θ (t), r˙(t), θ˙ (t)
) =(|z1|, arg(z1), |z1| Re
(
z2
z1
)
, Im
(
z2
z1
))
, (A 1)
with initial condition x0, as the reset law in polar coordinates is linear. Instead of giving
the expressions for the general solution Φ(x0, t) explicitly, we give a short description of the
central idea and the necessary expressions to understand the derivation in §5. We simplified the
expressions of the components of (A 1) and their derivatives by applying the Cayley–Hamilton
theorem, which allows us to rewrite the matrix exponential exp(At) in terms of two time-
dependent scalar functions s0(t) and s1(t). These functions and their derivatives allowed a simple
notation when linearizing the flow Φ(x0, t; Ω , ζ ) at the critical parameters in §5, i.e. for obtaining
partial derivatives of Φ(x0, t) with respect to the driving speed Ω and damping ζ .
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We can rewrite the exponential matrix exp(At) by applying the Cayley–Hamilton Theorem, i.e.
using the scaler functions s0 : [0, ∞] →C and s1 : [0, ∞] →C
exp(At) = s0(t; Ω , ζ ) I + s1(t; Ω , ζ )A(Ω , ζ ),
where s0 and s1 depend on the eigenvalues λ1 = λ1(Ω , ζ ) and λ2 = λ2(Ω , ζ ) of A
s0(t; Ω , ζ ) := 1
λ1 − λ2
(
λ1eλ2t − λ2eλ1t
)
and s1(t; Ω , ζ ) := 1
λ1 − λ2
(
eλ1t − eλ2t
)
.
Consequently, linearizing the flow Φ(x0, t; Ω , ζ ) about the periodic orbit at p : q resonance at the
grazing point, i.e. with drive speed Ω = Ωp:q, pω1 = qω2, damping ζ = 0, period T := 2πp/ω2, the
expression for Φ(x0, t; Ω , ζ ) will involve s0 and s1 evaluated at p : q resonance, and also their
derivatives with respect to Ω and ζ . We obtain S0(T; Ωp,q, 0) = 1, s1(T; Ωp,q, 0) and
σ1 := Im
(
∂s0
∂Ω
∣∣∣
p:q
)
= 2πp
(
pω1,Ω − qω2,Ω
)
(p − q)ω2
, σ2 := ∂s1
∂Ω
∣∣∣
p:q
= 2πp
2 (ω1,Ω − ω2,Ω)
(q − p)ω22
,
σ4 := Im
(
∂s1
∂ζ
∣∣∣
p:q
)
= 2πp
2 (λ1,ζ − λ2,ζ )
(p − q)ω22
, σ3 := ∂s0
∂ζ
∣∣∣
p:q
= 2πp
(
pλ1,ζ − qλ2,ζ
)
(p − q)ω2
,
where ∂s0/∂Ω|p:q and ∂s1/∂ζ |p:q are purely imaginary. These expressions in turn depend on the
derivatives of the eigenvalues λ1(Ω , ζ ) and λ2(Ω , ζ ) of the matrix A
ω1,Ω := ∂ω1
∂Ω
∣∣∣
p:q
= 1
2
(
−μ2Ω√
μ2Ω2 + 4
+μ−2
)
, ω2,Ω := ∂ω2
∂Ω
∣∣∣
p:q
= 1
2
(
μ2Ω√
μ2Ω2 + 4
+μ−2
)
,
λ1,ζ := ∂λ1
∂ζ
∣∣∣
p:q
= μΩ√
μ2Ω2 + 4
− 1, λ2,ζ := ∂λ2
∂ζ
∣∣∣
p:q
= − μΩ√
μ2Ω2 + 4
− 1.
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