Abstract. Consider the natural action of the general linear group GL(V ) on the product of four Grassmann varieties of the vector space V . In General linear group action on four Grassmannians we gave an algorithm to construct the generic stabilizer H of this action. In this paper we investigate the structure of V as an H-module, and we show the effectiveness of the methods developed there, by applying them to the explicit description of H.
Introduction
The study of quadruples of subspaces of a finite dimensional vector space under the action of the general linear group goes back to Nazarova [4] and Gelfand and Ponomarev [1] . It is an example of a "tame problem" of linear algebra; see Kac [3] for an explanation of the terminology. In [2] we developed a method of "successive reductions" to determine the generic stabilizer H of the action of GL(V ) on the product V = G(a) × G(b) × G(c) × G(d) of four Grassmannians of V , where V is a finite dimensional vector space over C, dim V = n. The goal of this paper is to illustrate the effectiveness of our method, by using it to obtain a complete and concrete description of the group H and its natural representation in V . Such explicit descriptions (and the methods by which they are obtained) may also be useful for understanding actions of GL(V ) on products of more general flag varieties, including "wild" configurations.
In Section 2 we study the effect of our reductions on the action of the stabilizer. In Section 3 we classify the ways in which the algorithm branches out, depending on the original dimension configuration (n; a, b, c, d). In Section 4 we determine the structure of the Levi factor L of H. In particular we show that L is the product of at most five general linear groups. In Section 5 we give the explicit description of H and its action on V . We retain the notation of [2] . Recall that the defect is defined by δ = 2n − (a + b + c + d), and by duality we assume δ ≥ 0. 
Action after reduction

Then we have isomorphisms of H-modules
V/V ≈ V /V ≈ · · · ≈ V (r−1) /V (r) .
Corollary 4 (assumptions as in Corollary 3). We have an isomorphism of Lmodules
where L is a Levi-factor of H.
Remark.
The above theorem clarifies the effect of standard reduction on the action of the stabilizer. The effect of our other types of reduction is clear from Theorems 3 and 5 of [2] .
Classification by original dimensions
For the rest of the paper we will assume that the dimensions have been ordered a ≥ b ≥ c ≥ d. Roughly speaking, the final form of the generic stabilizer H will turn out to depend on the various ways in which the initial dimensions and their duals are distributed in intervals of length δ. This controls the branching of the algorithm according to the questions: (i) In the opening segment of the algorithm, how many pairs are there whose sum exceeds n? If there are three such pairs, is the third one b + c or a + d? (ii) In the main part of the algorithm, are there an even or an odd number of standard reductions? (iii) At the start of the 'endgame' of the algorithm, is the sum of all four subspaces direct? If not, then how many triples have direct sum?
Proof. Clear from Theorem 1 of [2] .
Corollary 7. Let a + b ≤ n and δ > 0. Let q denote the unique integer such that
Lemma 8. Suppose a + b ≤ n, δ > 0, and let q be as above.
( (1) (q − 1)δ < n − a ≤ qδ, and (2) qδ < n − a ≤ (q + 1)δ, and
Proof. It is clear that case (1) is a disjoint union of i) through v). In case (2) Proof. Direct verification using Lemma 5, Lemma 8 and Lemma 9. As an example, suppose we are in case (1) iii) of Lemma 9. Then after 2(q − 1) standard reductions we reach configuration
In this configuration there is exactly one triple whose sum exceeds the dimension of the full space. Namely, we have
since the first inequality is equivalent to n > qδ + d and the second to n ≤ qδ + c. The proofs for the other cases are similar.
The above discussion determines the alternative possibilities at the end of the reduction process described in [2] . The next proposition describes the alternatives at the start of the process.
Proposition 11. LetṼ be the variety produced by the opening stage of the algorithm (that is, by the removal of intersecting pairs, as in Theorem 5 of [2]).
There are 5 mutually exclusive possibilities, depending on the initial configuration (n; a, b, c, d) as follows:
There is one pair with sum > n, namely a+b > n. ThenṼ has dimension-type
There are two pairs with sum > n, namely a + b and a + c > n. ThenṼ has dimension-type
4. There are three pairs with sum > n.
Proof. Verification using Theorem 5 of [2] , once, twice, or three times. Table 1 .
pairs with sum > n structure of H
Levi factor
Proposition 12. LetṼ be the variety produced by the opening stage of the algorithm, that is by the removal of all pairs x, y whose sum x + y > n. Then we have
Proof. This follows readily from Theorem 5 and the Remark after it in Section 4 of [2] .
Corollary 13. If δ = 0 then the generic stabilizer H is reductive, and its explicit structure is given in Table 1 . In the natural representation of H all the GL x+y−n components act with multiplicity 1, and the torus acts with multiplicity 2.
Proof. Clear from Proposition 12, Proposition 11, and Theorem 8 of [2] .
Note. Since the above result completely describes the case of defect zero, from now on we will always assume δ > 0. Proof. The proof is by carrying out the algorithm presented in [2] , according to the classification given in Section 3 above. The list of possibilities arises by combining the 5 possibilities for the initial stage of reduction with the 10 possibilities for the final stage. Since some initial configurations preclude some final configurations, we end with a list of only 20, rather than 50. For the opening stage of the algorithm (removal of intersecting pairs) we use Propositions 11 and 12, for the stage of standard reductions we use Lemma 8, and for the final stage of the algorithm we use Lemma 9 and Corollary 10. The generic stabilizers of the final configurations are given in Lemma 9 and Theorem 11 of [2] . The details are omitted. Table 3 holds. pairs with further structure of L sum > n conditions
Theorem 15. (Same assumptions as in Theorem 14.) The number of components of L is less than 5 if and only if the condition stated in
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use Table 3 .
Case Condition equivalent to < 5 components
Proof. The result follows from examining each of the 20 cases of Theorem 14. In any given case, if the number of components of L is less than 5, then at least one of the GL's must have rank 0. We can always tell which of the components may have rank 0. This gives a set of equalities, some of which can be dropped because of dependency between the equalities in the case under consideration. The remaining equalities are the ones listed in the appropriate line of the table. Conversely, it is clear that if any of the equalities listed in the appropriate line of the table holds, then at least one of the components disappears.
As an example, consider Case (7) 
Corollary 16. (Assumptions as in Theorem 14.) If L has fewer than five components, then either the sum of a pair of a, b, c, d is exactly n, or δ divides one of the numbers
Proof. By inspection of Table 3 .
Corollary 17. (Assumptions as in Theorem 14.) If the sum of a pair of a, b, c, d is exactly n, then L has fewer than five components.
Proof. It is left to the reader.
Remark. More informally we might say that L has less than five components if and only if one of the inequalities defining the case to which L belongs is an equality. 
Proposition 18. Assume δ > 0, a + b ≤ n, and there is a triple whose sum is exactly n. Let H = LU be a Levi-decomposition of the generic stabilizer H. Table  4 gives the structure of L, together with the multiplicities of its components in the action on V .
Proof. The proof is an extension of the proof of Theorem 11 of [2] . The multiplicities follow from Theorem 1 above (and the Remark after Theorem 1). The details are omitted. Proof. All these results follow from carrying out the algorithm of [2] , similarly to the proof of Theorem 14. The L-module structure is obtained from Theorem 1 and the Remark after it, and Proposition 18.
Explicit description
Case (1). a + b, a + c, b + c > n. (n; a, b, c, d) 3 reductions by Theorem 5 of [2] (2d + 2δ; d + δ, d + δ, d + δ, d) 2q − 1 reductions by Theorem 1 of [2] (2d − (2q − 3)δ; d − (q − 2)δ, d − (q − 1)δ, d − (q − 1)δ, d − (q − 1)δ) reduction by Theorem 3 of [2] (3d − 3(q − 1)δ; 2d − 2(q − 1)δ, d − (q − 1)δ, d − (q − 1)δ, d − (q − 1)δ) Case A2 of Proposition 18.
Structure of H.
L-module-structure.
Structure of H.
L-module structure.
Case (10). All pairs
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Case (11). All pairs ≤ n, n − c ≤ qδ < n − d. 
