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Three-body bound states in dipole-dipole interacting Rydberg atoms
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We show that the dipole-dipole interaction between three identical Rydberg atoms can give rise to
bound trimer states. The microscopic origin of these states is fundamentally different from Efimov
physics. Two stable trimer configurations exist where the atoms form the vertices of an equilateral
triangle in a plane perpendicular to a static electric field. The triangle edge length typically exceeds
R ≈ 2µm, and each configuration is two-fold degenerate due to Kramers’ degeneracy. The depth
of the potential wells and the triangle edge length can be controlled by external parameters. We
establish the Borromean nature of the trimer states, analyze the quantum dynamics in the potential
wells and describe methods for their production and detection.
PACS numbers: 34.20Cf,31.50.-x,32.80.Ee,82.20.Rp
Rydberg atoms [1] are ideal candidates for the investi-
gation of few-body quantum phenomena for several rea-
sons. First, their internal and external degrees of freedom
can be accurately controlled and manipulated in state-
of-the-art experiments. This gives rise to theoretically
well-understood and tunable dipole-dipole (DD) interac-
tions [2, 3] between ultra-cold Rydberg atoms. Second,
the range of these DD interactions is extremely large
- it typically extends to several microns. This feature
allows the study of few-body quantum systems whose
constituents can be prepared, manipulated and detected
individually. Several quantum phenomena arising from
strong interactions between two Rydberg atoms were in-
vestigated recently. Examples are given by the Rydberg
blockade effect [4–7] and the realization of quantum gates
and entanglement [8, 9]. Rydberg atoms can form giant
diatomic molecules via different binding mechanisms be-
tween their constituents [10–15]. Artificial gauge fields
induced by the DD interaction [16, 17] and acting on
the relative motion of two Rydberg atoms were predicted
in [18–20].
In few body-physics, systems with three particles often
show qualitatively different features as compared to two
particles [21–31]. For example, it has been shown [21]
that the dipole blockade can be broken by adding a third
Rydberg atom. Furthermore, it has been predicted [22]
that systems of more than two DD interacting atoms
exhibit conical intersections [23, 24], which are relevant
for photo-chemical processes. A paradigm of few-body
quantum physics is the Efimov effect [25–28]. Here a
short-range resonant two-body interaction between iden-
tical bosons gives rise to a universal set of bound trimer
states [29]. Recently, it was shown that the Efimov effect
persists [30] even for a resonant long-range DD interac-
tion.
Here we show that the DD interaction between three
distant Rydberg atoms with non-overlapping electron
clouds can induce bound trimer states. These states
arise from the rich internal level structure of the Ry-
dberg atoms. A crucial point is the presence of sev-
eral dipole transitions in each atom and the interplay
between distance-dependent DD interactions and Stark-
shifted Zeeman states. In stark contrast to the systems
described in [25–27, 30], the two-body interaction in our
setup cannot be described by a single scattering length
exceeding all physically relevant length scales. The mi-
croscopic origin of our states is thus fundamentally differ-
ent from universal Efimov states. The considered setup
is shown in Fig. 1, and the level scheme of each atom was
introduced in the context of Rydberg macrodimers [14].
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FIG. 1. (Color online) (a) System configuration of three DD
interacting Rydberg atoms. Rα is the position of atom α.
An external electric field E is applied in the z direction. (b)
Internal level structure of each Rydberg atom. The Stark
shifts ~δ ≡Wp±1/2−Wp±3/2 of the |p±1/2〉 states are negative
and ω0 is the transition frequency on the |p±3/2〉 ↔ |s±1/2〉
transitions [14]. The dipole transitions indicated by solid,
blue dotted and red dashed lines couple to π, σ− and σ+
polarized fields, respectively. (c) Level structure of the three-
atom state space. Ei contains all states where i atoms are in
an np state and all other in an ns state. States within E1 and
E2 are coupled by the DD interaction V .
2We find two stable trimer configurations where the atoms
form the vertices of an equilateral triangle in a plane per-
pendicular to a static electric field [see Fig. 2(a)]. The
triangle edge length typically exceeds R ≈ 2µm and thus
the bound states occur at extremely long range which
is experimentally resolvable. We find that our Hamil-
tonian gives rise to Kramers’ degeneracy, and thus the
two trimer potential curves are two-fold degenerate. The
depth of the potential well and the triangle edge length
can be controlled by the external electric field and the
principal quantum number of the Rydberg level. We dis-
cuss the width and the depth of the potential wells and
describe methods for their production and detection. The
stable trimer configurations arise from a genuine three-
particle effect since two-atom systems are unbound for
the considered atomic setup. The nature of the trimer
bond can thus be illustrated by the Borromean rings
shown in Fig. 2(b): If any of the three rings is removed,
the remaining two are unbound.
The geometry of the three-atom system is shown in
Fig. 1(a). We denote the position of atom α by Rα, and
a DC electric field E in the z direction defines the quan-
tization axis. The Born-Oppenheimer potential surfaces
of this system are determined by the Hamiltonian
H =
3∑
α=1
H
(α)
A + V13 + V23 + V12, (1)
where H
(α)
A describes the internal levels of atom α [14].
In each Rydberg atom we consider two angular momen-
tum multiplets as shown in Fig. 1(b). The lower ns1/2
states have total angular momentum J = 1/2, and the
excited multiplet is comprised of np3/2 states with total
angular momentum J = 3/2. We specify the individual
atomic states |ℓmj〉 by their orbital angular momentum
ℓ and azimuthal total angular momentum mj . The en-
ergy difference ~δ ≡Wp±1/2 −Wp±3/2 denotes the Stark
shift of the |p± 1/2〉 states with respect to the |p± 3/2〉
states. The symbol Vαβ in Eq. (1) represents the DD
interaction [32] between atoms α and β,
Vαβ =
1
4πε0R3αβ
[dˆ
(α)
· dˆ
(β)
− 3(dˆ
(α)
· ~Rαβ)(dˆ
(β)
· ~Rαβ)],
(2)
where dˆ
(α)
is the electric dipole-moment operator of atom
α, Rαβ = Rα−Rβ describes the relative position of atom
α with respect to atom β and ~Rαβ = Rαβ/Rαβ is the
corresponding unit vector.
The total state space E of the three atoms is spanned
by the 63 = 216 tensor product states of the individ-
ual atoms, |ℓmj〉 ⊗ |ℓ˜m˜j〉 ⊗ |ℓ
′m′j〉. We divide E into four
subspaces Ei (i ∈ {0, 1, 2, 3}), where Ei contains all three-
atom states with i atoms in an np state and 3− i atoms
in an ns state. All three-atom states belonging to dif-
ferent subspaces are well separated in energy. This is
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FIG. 2. (Color online) (a) Geometry where the atoms form
the vertices of an equilateral triangle with edge length R in
the x − y plane. The z direction is distinguished by an ex-
ternal electric field E. (b) illustrates the Borromean nature
of the trimer configurations. (c) All potential curves within
the manifold E2. The solid red curve shows ǫt, and the blue
dashed curve labels ǫs. W + 2~ω0 represents the absolute
energies of the potential curves.
shown in Fig. 1(c), illustrating that states in Ei are clus-
tered around i×~ω0. Due to the large energy separation
of the subspaces Ei we neglect any DD induced coupling
between them and diagonalize H in Eq. (1) in each sub-
space independently. The DD interaction V in Eq. (2)
vanishes in E0 and E3. On the contrary, V has non-zero
matrix elements between the N1 = 48 (N2 = 96) states in
E1 (E2). Since the bare three-atom states in E1 (E2) differ
at most by ~|δ| (2~|δ|) in energy, they are coupled reso-
nantly by the DD interaction V ∝ 1/R3 for interatomic
distances R ≤ R0. The characteristic length scale R0
where the strength of the DD interaction equals ~|δ| is
R0 = [|D|
2/(4πǫ0~|δ|)]
1/3, (3)
and |D| is the reduced dipole matrix element of the ns↔
np transition [14]. The value of R0 can be adjusted via
the principal quantum number n of the Rydberg level
and the DC electric field and is typically of the order of
several microns (see below).
The Hamiltonian in Eq. (1) is time-reversal invari-
ant [33, 34]. The time-reversal operator is given by
T = exp(ıπJy)K, where Jy is the y component of the
spin angular momentum operator of the three atoms and
K denotes complex conjugation with respect to the ba-
sis states |ℓmj〉 ⊗ |ℓ˜m˜j〉 ⊗ |ℓ
′m′j〉. Since T
2 = −1, the
time-reversal symmetry gives rise to Kramers’ degener-
acy; every eigenvalue of H in Eq. (1) is (at least) two-fold
3degenerate.
The main result of this letter is that our system ex-
hibits two stable trimer configurations if the atoms form
the vertices of an equilateral triangle in the x − y plane
[see Fig. 2(a)]. A first indication for three-body bound
states is shown in Fig. 2(c), where all potential curves in
the E2 manifold are shown as a function of the triangle
edge length R. We refer to the potential curve repre-
sented by the red solid (blue dashed) line as ǫt (ǫs). The
latter two potential curves exhibit a clear minimum, and
are well isolated from all other curves. Each potential
curve is two-fold degenerate due to Kramers’ degener-
acy, thus giving rise to four trimer states. The minima
in ǫt and ǫs can be explained with the same mechanism
leading to bound dimer states [14]. As the separation be-
tween atom pairs is reduced, the DD interaction becomes
stronger and eventually couples non-degenerate three-
atom states. These couplings lead to avoided crossings
between repulsive and attractive potential curves and to
the formation of potential wells.
In order to establish that the minima shown in Fig. 2(c)
correspond to bound three-particle states, we describe
the spatial degrees of freedom in terms of the centre-of-
mass coordinate and two relative position vectors Rα3
(α ∈ {1, 2}) [34],
Rα3 = Rα3(sin θα cosφα, sin θα sinφα, cos θα). (4)
Since the DD interaction in Eq. (2) depends only on R13
and R23, the energy surfaces do not depend on the centre-
of-mass coordinates. In addition, the energies are inde-
pendent of the sum φ1+φ2 due to the azimuthal symme-
try of the system. We set φ1 + φ2 = 0 such that we have
φ1 = φ/2 and φ2 = −φ/2, where φ = φ1 − φ2. It follows
that all eigenvalues of the Hamiltonian in Eq. (1) are
uniquely described in terms of five independent variables
v = (R13, R23, θ1, θ2, φ).
The potential well ǫt in Fig. 2(c) has a local min-
imum as a function of the triangle edge length R at
Rt = 0.56R0. This minimum corresponds to the pa-
rameters vt = (Rt, Rt, π/2, π/2, π/3). We evaluate the
gradient and the Hessian matrix of ǫt with respect to
the independent variables v and find [34] that ǫt has in-
deed a local minimum at vt. For practical purposes it
is important to know how deep and how broad the po-
tential minima are around their equilibrium positions.
The energy surface ǫt is shown in Fig. 3(a) as a func-
tion of R13 and R23 for θ1 = θ2 = π/2 and φ = π/3.
On the other hand, Fig. 3(b) shows the dependence of
ǫt on θ1 and θ2 for R13 = R23 = Rt and φ = π/3. The
width of this potential well about θ1 = θ2 = π/2 is ap-
proximately ±45◦. These results demonstrate that the
potential curve ǫt exhibits a relatively broad minimum
with respect to all variables. Similarly, we find [34] that
ǫs has a local minimum for vs = (Rs, Rs, π/2, π/2, π/3)
with Rs = 0.71R0. The minimum of the potential curve
ǫs is more shallow and narrower as compared to ǫt [see
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FIG. 3. (Color online) (a) Variation of the shifted energy
surface ǫ˜t = ǫt − 2~ω0 with R13 and R23 for θ1 = θ2 = π/2
and φ = π/3. (b) Dependence of ǫ˜t on θ1 and θ2 for R13 =
R23 = Rmin and φ = π/3. (c) and (d) correspond to (a) and
(b), respectively, with ǫ˜t replaced by ǫ˜s = ǫs − 2~ω0.
Figs. 3(c) and (d)]. The minimal depth of the potential
well in ǫt (ǫs) is 0.3 ~|δ| (0.14 ~|δ|).
We emphasize that the bound trimer states arise from
a genuine three-particle effect, i.e., they cannot be ex-
plained by a pairwise binding of the atoms. In order
to establish this result, we consider any of the trimer
states at the local minimum of the corresponding po-
tential curve and calculate the reduced quantum state
ρdimer of two atoms. Since all trimer states are entan-
gled, ρdimer is a mixed state. We find that 1/3 of the
population of ρdimer resides in the npnp subspace which
experiences no first-order DD interaction. The remaining
2/3 of the population is found in nsnp states that are DD
coupled. However, all two-atom potential curves are ei-
ther strongly repulsive or attractive for interatomic sepa-
rations Rt or Rs [14, 34], leading to attraction and subse-
quent ionization or repulsion on timescales much shorter
than the Rydberg lifetime [35–38]. It follows that the
pairwise interaction cannot explain the stability of the
trimer configurations which establishes the Borromean
nature of the three-particle bound states.
Next we study the quantum dynamics of the atoms
in the trimer configuration by a harmonic approxima-
tion of the potential well ǫt near its local minimum [34].
Since the momenta corresponding to the relative coor-
dinates R13 and R23 are coupled in the kinetic energy
part of the Hamiltonian, the normal modes are not sim-
ply given by the eigenvalues and eigenvectors of the Hes-
sian matrix with respect to the relative coordinates. We
find that the normal mode with the largest frequency
ωs = 2.93
√
~|δ|/(µR20) is the symmetric stretch mode.
There are five different eigenmodes in total, and all fre-
quencies are of the same order of magnitude. The scis-
sor and asymmetric stretch modes describe oscillations
in the x − y plane and are degenerate. The remaining
4two modes (wagging and twisting) are degenerate as well
and correspond to oscillations in the z direction.
The depth and the spatial extend of the trimer po-
tentials near their local minima can be adjusted by the
strength of the DC electric field and the principal quan-
tum number n of the Rydberg excitation. The DC elec-
tric field is typically of the order of 1V/cm [39] and deter-
mines the Stark splitting directly, and ~δ and n determine
the characteristic length scaleR0 in Eq. (3). We note that
~δ and n cannot be chosen independently. In particular,
the Stark splitting of the np3/2 level must be small com-
pared to the np fine structure interval EFS. In order to
give an explicit example, we consider Rb or Cs where
EFS ∼ 0.01n
−3Eh [1] and R0 = [Ehn
4/(3|~δ|)]1/3a0 [14].
Here Eh is the Hartree energy and a0 the Bohr ra-
dius. A reasonable constraint on δ is thus given by
~|δ| < 1.5 × 10−4n−3Eh. Note that this choice im-
plies R0 > (10
4n/4.5)1/3n2a0, ensuring that R0 is sub-
stantially larger than an individual Rydberg atom. For
Rb n = 40 atoms with δ = 2π × 10 MHz we find
R0 = 4.37µm, Rt = 2.45µm and Rs = 3.12µm. These
parameters result in ωs/(2π) ≈ 33 kHz for the largest os-
cillation frequency in the potential well ǫt. The lifetime
of the trimer states can be calculated from the 300 K
radiative lifetimes of the ns and np Rydberg states [40].
We find that the lifetime of the trimer state |ψt〉 is given
by 45.5µs for n = 40, resulting in roughly 1.5 oscillations
in the well before the atoms decay. We emphasize that
this number can be increased for smaller principal quan-
tum numbers n. For example, for Rb n = 30 atoms with
δ = 2π× 36 MHz, the atoms oscillate 3 times during the
lifetime and hence these oscillations can in principle be
resolved via spectroscopic techniques.
The experimental implementation of our scheme can
be realized in different ways. Optical potentials allow
one to prepare three ground state atoms in the trian-
gle configuration with the equilibrium edge length Rt or
Rs. For example, this could be achieved with an optical
tweezer setup similar to the one described in [6, 7]. Al-
ternatively, one could utilize Kagome´ optical lattices [41]
or engineer the desired triangular structure via the con-
trolled occupation of specific sites in, e.g., a triangular
lattice via advanced experimental techniques [42]. Sub-
sequently all three atoms are excited in a two-photon
process to the ns Rydberg level [35, 38, 43, 44]. These
states experience only a weak van der Waals shift such
that the dipole blockade effect is negligible. The desired
trimer state can then be excited by microwave radiation.
Since states in the subspace E2 have no direct dipole ma-
trix element with the ns states in E0, the trimer states
have to be excited via a two-photon process. We find that
the trimer states have large dipole matrix elements with
states in E1, and thus efficient excitation processes are
possible via tailored microwave fields. From recent exper-
iments [43, 44] we estimate that the two-step excitation
can be achieved in less than 1µs. Since ultra-cold Ry-
dberg atoms are effectively stationary on this timescale,
the atoms remain in their initial configuration during the
excitation process.
A necessary condition for the detection of the trimer
states is that their kinetic energy is smaller than the
depth of the local minima in ǫt and ǫs. The minimal
depth for the potential curve ǫt (ǫs) and for the n = 40
Rubidium parameters above corresponds to a tempera-
ture of 144µK (67µK). This is much higher than typ-
ical temperatures of atoms in optical lattices, and still
higher than the temperature of laser-cooled atoms in op-
tical tweezers [45]. There are several routes towards the
detection of atoms in stable trimer configurations. First,
they can be detected by spectroscopic methods similar
to the suggested procedure for the detection of dimer
states in [14]. Here the microwave excitation from a
trimer state to another state showing no DD interac-
tion should exhibit a resonant feature removed from the
atomic transition by the well depth. Second, advanced
imaging techniques [46, 47] allow one to observe spatially
resolved patterns of Rydberg excitations. While Ryd-
berg atoms in attractive or repulsive three-atom states
will quickly leave their initial spatial configuration [35–
38], stable trimer configurations will stay put. Thus the
direct observation of the triangular configuration of Ry-
dberg atoms after a time delay following their excitation
would provide further evidence for the preparation of a
trimer state. In conclusion, we are confident that the
trimer states can be produced and detected with current
experimental techniques.
In summary, we have shown that three dipole-dipole
interacting Rydberg atoms can give rise to bound trimer
states. Our scheme applies to ultra-cold Rydberg atoms
where experimental techniques offer exquisite control
over the external and internal atomic degrees of free-
dom. The trimer states are well separated from other po-
tential curves such that the quantum dynamics remains
adiabatic. Finally, we would like to mention that the
opposite regime of non-adiabatic spin dynamics, whose
study is beyond the scope of this work, might also give
rise to novel few body effects. For instance, we find
that the spectrum of the system Hamiltonian exhibits
level repulsion [33], and hence expect the atomic motion
to display chaotic behavior in the semi-classical regime.
Moreover, in the absence of geometrical symmetries our
time-reversal invariant Hamiltonian belongs to the sym-
plectic symmetry class, giving rise to as yet unobserved
quartic level repulsion [33]. In conclusion, our system
offers fascinating possibilities for future theoretical and
experimental studies with ultra-cold and semi-classical
Rydberg atoms.
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Three-body bound states in dipole-dipole interacting Rydberg atoms
TIME-REVERSAL SYMMETRY
The action of the time-reversal operator T =
exp(ıπJy)K on the three-atom states |ℓmj〉 ⊗ |ℓ˜m˜j〉 ⊗
|ℓ′m′j〉 changes the sign of the magnetic quantum num-
ber in each state,
T |ℓmj〉 ⊗ |ℓ˜m˜j〉 ⊗ |ℓ
′m′j〉
= ±|ℓ−mj〉 ⊗ |ℓ˜− m˜j〉 ⊗ |ℓ
′ −m′j〉. (5)
Since the atomic level scheme in Fig. 1(a) of the
manuscript is symmetric with respect to a sign change
of the magnetic quantum number, T commutes with the
atomic Hamiltonian,[
T,
3∑
α=1
H
(α)
A
]
= 0. (6)
We note that the commutator in Eq. (6) will be different
from zero if the level scheme is made asymmetric [1] by
magnetic or additional AC electric fields. It follows that
the time-reversal symmetry of the Hamiltonian H can be
broken by external fields.
In order to evaluate the transformation behavior of the
dipole-dipole terms in H in Eq. (1) of the manuscript, we
consider the electric dipole-moment operator of one atom
and find
T dˆ
(α)
T−1 = −dˆ
(α)
. (7)
Each term in the dipole-dipole Hamiltonian contains a
product of two dipole operators, and hence we have
T (V13 + V23 + V12)T
−1 = (V13 + V23 + V12), (8)
which implies that T commutes with the dipole-dipole
interaction part in H . Combining Eqs. (6) and (8) we
obtain [T,H ] = 0, which proves the time-reversal sym-
metry of the Hamiltonian H .
In the manuscript we describe that we neglect the
dipole-dipole coupling between different subspaces Ei due
to the large energy gap between them. Here we point
out that this approximation leaves the time-reversal sym-
metry intact, i.e., the approximated Hamiltonian is (ex-
actly) time-reversal invariant. In order to show this, we
write the dipole operator of one atom as
dˆ
(α)
= dˆ
(α)
+ + dˆ
(α)
− , (9)
where
dˆ
(α)
+ =
6∑
i=1
di S
(α)
i+ (10)
is the rising part of the dipole operator, di and S
(α)
i+
are the dipole moments and atomic rising operators of
the six dipole transitions indicated in Fig. 1(b) of the
manuscript, respectively, and
dˆ
(α)
− =
[
dˆ
(α)
+
]†
. (11)
The omission of the off-resonant couplings amounts to
replacing the dipole-dipole coupling in Eq. (2) of the
manuscript by
Vαβ =
1
4πε0R3αβ
[
dˆ
(α)
+ · dˆ
(β)
− − 3(dˆ
(α)
+ ·
~Rαβ)(dˆ
(β)
− ·
~Rαβ)
+ dˆ
(α)
− · dˆ
(β)
+ − 3(dˆ
(α)
− ·
~Rαβ)(dˆ
(β)
+ ·
~Rαβ)
]
. (12)
Since the transformation relation in Eq. (7) holds for the
rising and lowering parts of the dipole operator individ-
ually,
T dˆ
(α)
± T
−1 = −dˆ
(α)
± , (13)
we find that the approximated Hamiltonian is time-
reversal invariant.
LOCAL MINIMA OF THE TRIMER
CONFIGURATIONS
Here we show that ǫt has indeed a local minimum at vt
with respect to all independent variables. In a first step,
we verify that all partial derivatives of ǫt vanish at vt. To
this end we employ the Hellmann-Feynman theorem [2]
and find
∂iǫt(a) = 〈ψt| [∂iH ] |ψt〉, (14)
where we introduced the short-hand notation ∂i =
∂/(∂ai) and |ψt〉 is an eigenstate corresponding to ǫt.
A necessary condition for a local minimum of ǫt at vt is
∂iǫt(vt) = 0, (15)
7which holds within the available numerical accuracy. A
sufficient criterion can be derived from the Hessian ma-
trix MH with components [MH]ij = ∂i∂jǫt. The second
order derivatives of ǫt can be evaluated according to
∂i∂jǫt(a) = 〈ψt| [∂i∂jH ] |ψt〉 (16)
+
∑
ǫµ 6=ǫt
2
ǫt − ǫµ
Re {〈ψt| [∂iH ] |ψµ〉〈ψµ| [∂jH ] |ψt〉} ,
where the sum runs over all energies ǫµ 6= ǫt and their
corresponding eigenstates |ψµ〉. We compute MH at vt
and find that all eigenvalues ofMH(vt) are strictly larger
than zero, and hence MH(vt) is positive definite. This
establishes that ǫt exhibits indeed a local minimum with
respect to all independent variables. Similarly, we find
that ǫs has a local minimum for Rs = R1 = R2 = 0.71R0,
θ1 = θ2 = π/2 and φ = π/3.
NORMAL MODES
Throughout the manuscript we have studied the Born-
Oppenheimer surfaces of the Hamiltonian H in Eq. (1) of
the main text where all spatial degrees of freedom enter
as classical parameters. Here we consider the Hamilto-
nian of the system including the quantized motion of the
atoms. For conceptual clarity we label operator-valued
position and momentum variables by a caret. The system
Hamiltonian HS of the three Rydberg atoms, including
all kinetic energy terms, can be written as
HS =
3∑
α=1
Pˆ
2
α
2m
+H, (17)
where Pˆα is the momentum of atom α with coordinates
Rˆα [see Fig. 1(a) of the manuscript], m is the atomic
mass and H is the Hamiltonian of the internal degrees
of freedom [see Eq. (1) of the manuscript]. Next we in-
troduce a new set of coordinates and describe the system
in terms of the centre-of-mass position and two relative
coordinates,
RˆCM =
1
3
(Rˆ1 + Rˆ2 + Rˆ3),
rˆ1 = Rˆ1 − Rˆ3, rˆ2 = Rˆ2 − Rˆ3. (18)
Note that the classical counterpart r1 (r2) of rˆ1 (rˆ2)
equals the relative position vector R13 (R23) introduced
in the main text and shown in Fig. 4. The new canonical
momenta corresponding to the coordinates in Eq. (18)
are given by
PˆCM =
3∑
α=1
Pˆ α, pˆ1 =
2
3
(Pˆ 1 −
1
2
Pˆ 2 −
1
2
Pˆ 3), (19)
pˆ2 =
2
3
(Pˆ 2 −
1
2
Pˆ 1 −
1
2
Pˆ 3). (20)
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FIG. 4. (Color online) Relative position vectorsR13 and R23.
In Eq. (4) of the main text, Rα3 (α ∈ {1, 2}) is expressed in
terms of spherical coordinates Rα3, θα and φα. The angles
θ1 and φ1 are indicated in the figure, while θ2 and φ2 were
omitted in order to keep the drawing concise.
The new coordinates and momenta obey canonical com-
mutation relations[
Rˆ
(i)
CM, Pˆ
(j)
CM
]
= ı~δij , (21)[
rˆ
(i)
1 , pˆ
(j)
1
]
= ı~δij ,
[
rˆ
(i)
2 , pˆ
(j)
2
]
= ı~δij , (22)
where superscripts describe Cartesian components of the
corresponding vectors and δij is the Kronecker delta. All
other commutators between coordinate and momentum
components vanish. In the new coordinates and mo-
menta, the system Hamiltonian can be written as
HS = HCM +Hrel +H, (23)
where
HCM =
Pˆ
2
CM
2(3m)
(24)
is the centre-of-mass motion that we omit in the follow-
ing. The kinetic energy of the relative motion is described
by
Hrel =
1
2µ
pˆ
2
1 +
1
2µ
pˆ
2
2 +
1
2µ
pˆ1 · pˆ2, (25)
where µ = m/2 is the reduced two-body mass. Note that
the last term in Hrel mixes the two relative momenta.
We combine all momentum components into one column
vector
pˆ =
(
pˆ1
pˆ2
)
(26)
such that Hrel can be written as
Hrel =
1
2µ
pˆ
tKpˆ, (27)
8where
K =


1 0 0 12 0 0
0 1 0 0 12 0
0 0 1 0 0 12
1
2 0 0 1 0 0
0 12 0 0 1 0
0 0 12 0 0 1


(28)
and the row vector pˆt is the transpose of pˆ.
Next we determine the vibrational eigenmodes of the
system in the trimer state |ψt〉. To this end, we combine
all coordinates into one column vector
rˆ =
(
rˆ1
rˆ2
)
, (29)
and its classical counterpart r contains the Cartesian co-
ordinates of the relative position vectors r1 and r2. In
particular, we denote the Cartesian coordinates of the
local minimum of ǫt by rt. We assume adiabatic mo-
tion in the internal state |ψt〉 and consider the harmonic
part of the potential ǫt near its minimum rt. With these
approximations, the potential energy can be written as
Vpot =
1
2
xˆ
tM xˆ, (30)
where xˆ = rˆ − rt1 is the displacement from equilibrium
and
Mij =
∂2
∂r(i)∂r(j)
ǫt|rt (31)
are the Cartesian components of the Hessian matrix eval-
uated at rt. The eigenmodes and frequencies are thus
determined by the Hamiltonian
Hosc =
1
2µ
pˆ
tKpˆ+
1
2
xˆ
tM xˆ. (32)
Here we follow the approach described in [3] for the diago-
nalization of Hosc and note that the matrix K in Eq. (28)
is positive definite, and hence a unique Cholesky decom-
position of K exists,
K = CCt, (33)
where C is a real and invertible matrix. Note that the
symmetric 6 × 6 matrix M is only positive semi-definite
since ǫt has not a strict minimum with respect to all six
variables r. In contrast to the five independent variables
chosen in the main text, r can parametrize atomic con-
figurations that leave ǫt unchanged due to the azimuthal
symmetry of the system. Next we introduce the matrix
L = CtMC (34)
which is real, symmetric and positive semi-definite. It
can be diagonalized by an orthogonal transformation S,
StLS = Ω, (35)
PSfrag replacements
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FIG. 5. (Color online) Eigenmodes near the minimum of the
potential curve ǫt in the laboratory frame. The arrows in-
dicate the displacements of the position vectors Rα. The
modes can be described as (a) symmetric stretch, (b) scissor,
(c) asymmetric stretch, (d) wagging and (e) twisting. The
modes in (b), (c) and (d), (e) are degenerate.
where Ω = µ diag(ω21 , ω
2
2 , . . . , ω
2
6) is a 6× 6 diagonal ma-
trix. With the definition A = CS, Eqs. (33)-(35) imply
A−1K[A−1]t = 16, A
tMA = Ω. (36)
With the definitions
qˆ = A−1xˆ, wˆ = Atpˆ, (37)
we thus find that Eq. (32) can be written as
Hosc =
6∑
i=1
(
1
2µ
[
wˆ(i)
]2
+
1
2
µω2i
[
qˆ(i)
]2)
. (38)
The commutation relations in Eq. (22) and AA−1 =
A−1A = 16 ensure that qˆ and wˆ obey canonical com-
mutation relations,[
qˆ(i), wˆ(j)
]
= ı~δij ,
[
qˆ(i), qˆ(j)
]
= 0,
[
wˆ(i), wˆ(j)
]
= 0.
(39)
9Furthermore, Eqs. (33)-(35) allow us to derive the rela-
tion
A−1KMA = Ω. (40)
It follows that the normal frequencies are determined by
the eigenvalues of the matrix KM , and the eigenmodes
are the corresponding eigenvectors which are the column
vectors of A.
We find that the normal frequencies of the potential
curve ǫt near its local minimum are given by
ω1 = 2.93× ωvib, ω2 = ω3 = 1.82× ωvib,
ω4 = ω5 = 1.10× ωvib, ω6 = 0, (41)
where
ωvib =
√
~|δ|
µR20
. (42)
In order to visualize the corresponding eigenmodes, we
calculate the eigenvectors and employ the inverse re-
lations of Eq. (18) to obtain the displacements of the
atoms in the laboratory frame. The largest frequency
ω1 = ωs belongs to the symmetric stretch mode shown
in Fig. 5(a). The doubly degenerate frequency ω2 = ω3
corresponds to the scissor and asymmetric stretch modes
shown in Figs. 5(b) and (c), respectively. The two degen-
erate modes in Figs. 5(d) and (e) oscillate with frequency
ω4 = ω5 and describe wagging and twisting, respectively.
Finally, the last mode with frequency ω6 = 0 corresponds
to a circular motion of the three atoms in the x−y plane
and around their centre-of-mass.
A crucial assumption of our approach is that the dy-
namics in the trimer states remains adiabatic. Physically
this is a reasonable assumption because the trimer states
are well-separated in energy from the remaining states,
see Fig. 2(c) of the main text. In addition, we have car-
ried out semi-classical calculations in order to verify this
assumption explicitly. To this end, we start from the full
Hamiltonian HS (without HCM) in Eq. (23) and derive
a set of coupled equations for the mean values 〈rˆ〉 and
〈pˆ〉 [4],
∂t〈rˆ〉 =
1
µ
K〈pˆ〉,
∂t〈pˆ〉 = −〈∇rH〉,
ı~∂t|ψ〉 = H(〈rˆ〉)|ψ〉, (43)
where ∇r = (∂/∂r
(1), . . . , ∂/∂r(6))t and |ψ〉 denotes the
quantum state of the internal three-atom states. At t = 0
we assume that the system is prepared in the trimer state
|ψt〉 near the potential minimum and with initial momen-
tum 〈pˆ〉0. Numerical integration of Eq. (43) yields |ψ(t)〉,
and the overlap with the trimer state |ψt〉 at position
〈rˆ〉(t) is a direct measure of the adiabaticity of the evo-
lution. We find that the evolution remains adiabatic to a
0.5 1.0 1.5 2.0
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FIG. 6. (Color online) All potential curves in the nsnp sub-
space of two dipole-dipole coupled Rydberg atoms with the
level scheme shown in Fig. 1(a) of the manuscript. The atoms
are in the x − y plane and R is the atomic separation. See
text for explanation of the blue and red dots.
very good approximation for various parameters and ki-
netic energies corresponding to several oscillation quanta
~ωvib.
DIMER STATES
The potential curves of two dipole-dipole interacting
Rydberg atoms with the level scheme shown in Fig. 1(a)
of the manuscript have been investigated in [5]. There
are 16 dipole-dipole coupled nsnp states shown in Fig. 6,
where R labels the distance between the atoms and both
atoms are located in a plane perpendicular to the electric
field E. Figure 6 illustrates that all potential curves are
either strongly repulsive or attractive for Rt = 0.56R0
and Rs = 0.71R0, which establishes the Borromean na-
ture of the trimer states. In general, the reduced density
matrix ρdimer of two atoms has an overlap with all 16
nsnp states. The states corresponding to the potential
curves indicated by the red dots contribute the most to
ρdimer (approximately 16% each) for the trimer state |ψt〉.
The state corresponding to the potential curve indicated
by the blue dot contributes the most to ρdimer (approxi-
mately 21% ) for the trimer state |ψs〉.
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