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Nomenklatur
Normal gedruckte arabische und griechische Symbole bezeichnen skalare Größen. Fett ge-
druckte arabische und griechische Symbole bezeichnen vektorielle oder tensorielle Größen.
skalare Größen
Symbol Name Einheit
Aref Referenzfläche pi
(
lref
2
)2
m2
c1, c2 Konstanten im SUTHERLAND-Gesetz kg/s·m
√
K bzw. K
Cp spezifische Wärmekapazität bei konstantem Druck kg·m2/s·K
CV spezifische Wärmekapazität bei konstantem Volumen kg·m2/s·K
CD Widerstandsbeiwert
CL Auftriebsbeiwert (Liftkoeffizient)
CX Längskraftbeiwert
CMx,y,z Momentenbeiwert (um die x,y und z-Achse)
CLα,β statische Stabilitätsderivativa der Auftriebskraft
e spez. Gesamtenergie J/kg
E Elastizitätsmodul N/m2
fz Torsionsfrequenz 1/s
fxx,yy Schlag- und Schwenkbiegungsfrequenz 1/s
G Gleitmodul N/m2
hi Dimensionsfaktoren der Kraftkomponenten m2 oder rad2
It Torsionsflächenträgheitsmoment m4
Iy (Ix, Iz) Flächenträgheitsmoment des Balkenelements
um die y-Achse (x- und z-Achse) m4
k Wärmeleitzahl W/m·K
kT spezifische turbulente kinetische Energie J/kg
lref Referenzlänge m
Ma,M∞ Machzahl
M Gesamtkörpermasse kg
N Anzahl der Finiten Elemente
p Druck Pa
Qηi generalisierte Kraftkomponente zur i-ten Eigenform N
R spez. Gaskonstante m2/s2K
Pr PRANDTLzahl
Rel REYNOLDSzahl bezogen auf die Länge lref m
T absolute Temperatur K
Tel elastische kinetische Energie J
V∞ Geschwindigkeit der freien Anströmung m/s
x, y, z kartesische Laborkoordinaten
x′, y′, z′ kartesische Koordinaten im Inertialsystem
VII
NOMENKLATUR
α Anstellwinkel rad
β Schiebewinkel rad
γ Adiabatenexponent
ð logarithmisches Dekrement
 spezifische innere Energie J/kg
ηi Amplitudenfunktion der i-ten Eigenform
µ dynamische Viskosität Pa · s
µT turbulente Viskosität Pa · s
ν Querkontraktionszahl
φ1,2,3 EULER-Winkel/KARDAN-Winkel rad
ψi Schwingungseigenfrequenz der i-ten Eigenform 2pi/s
ψsi Schwingungseigenfrequenz der i-ten Eigenform (starr) 2pi/s
ρ Dichte Fluid kg/m3
ρB Dichte Struktur kg/m3
ρF Dichte Flügel kg/m3
ωα Winkelgeschwindigkeit der Anstellwinkelschwingung 2pi/s
vektorielle Größen
LO′ Drall bezogen auf den Ursprung des Inertialsystems
LO Drall bezogen auf den Ursprung des Laborsystems
D Dehnungsratentensor
ex,y,z Einheitsvektoren
F Summe der äußeren Kräfte, die am Körper angreifen
(Fx, Fy, Fz)
T
hi(r) Eigenfunktionen, elastische Eigenformen
H i(r) Eigenvektoren des in Finite Elemente diskretisierten Körpers (“FE–System”),
Eigenformen der Deformationsbewegung
Hsi (r) Eigenvektoren der Starrkörperbewegung
MO′ Gesamtmoment bezogen auf O′
MO Gesamtmoment bezogen auf O
n Randnormalenvektor
q Wärmestromvektor
r Ortsvektor im Laborsystem bei Starrkörperbewegung
r′ Ortsvektor (Inertialsystem)
u Verschiebungsvektor der elastischen Deformationen im Laborsystem
U FE-System Zustandsvektor der elastischen Deformationen
v Geschwindigkeitsvektor
φ (φ1, φ2, φ3)
T (EULER-Winkel/KARDAN-Winkel)
ω Vektor der Winkelgeschwindigkeiten der
Drehung von O′ gegenüber O
VIII
Matrizen
E Einheitstensor
I Flächenträgheitstensor
K Gesamtsteifigkeitsmatrix
M Gesamtmassenmatrix
P v Reibungsspannungstensor
Φ Drehmatrix (EULER-Winkel/KARDAN-Winkel)
Ψ Drehmatrix (α, β)
Θ˜O Massenträgheitstensor bzgl. O (zeitabhängig)
ΘO Massenträgheitstensor bzgl. O (konstant in O(x, y, z))
tief gestellte Indizes
SP Massenschwerpunkt
∞ freie Anströmung
O′ bezogen auf den Ursprung des Inertialsystems O′
O bezogen auf den Ursprung des Laborsystems O
hoch gestellte Indizes
•′ Inertialsystem
•H Hauptachsen
• quasistationär festgehaltene Größen
•˙ partielle Zeitableitung ∂•
∂t
•¨ ∂2•
∂t2
•˜ REYNOLDS–Mittelung
•̂ FAVRE–Mittelung
Operatoren
∧,× äußeres Produkt (Vektorprodukt)
◦ dyadisches Produkt
D
Dt
materielle oder substanzielle Zeitableitung
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1. Einleitung
Die Auswirkungen der von den Luftkräften hervorgerufenen Verformungen eines Flugzeugs
oder eines Flugkörpers auf seine Flugdynamik können erheblich sein, wenn die Tragstruk-
turen in flexibler Leichtbauweise ausgeführt sind und die Frequenzen der Schwingungsfor-
men der Struktur dadurch in der Nähe der Frequenzen der Eigenformen der Starrkörper-
bewegung liegen [Österheld et al., 52]. Die Steuerungscharakteristiken flexibler Fluggerä-
te bei manuellen Flug- und Lenkmanövern durch Piloten oder bei automatischen Flugkon-
trollsystemen können deutlich von denen starrer Konfigurationen abweichen [Patil und De-
wey, 51], [Schmidt und Raney, 56]. Trotzdem sind typische Anforderungen an neu zu kon-
zipierende Fluggeräte ein geringeres Strukturgewicht bei erhöhter Nutzlast, ein verminderter
Treibstoffverbrauch und die Erweiterung der Stabilitätsgrenzen. Vor allem unbemannte Flug-
körper neuerer Generation verlangen zudem nach hoher Manövrierfähigkeit bei gleichzei-
tig immer höheren Sollgeschwindigkeiten. Einerseits verringern die hierdurch erforderlichen
Änderungen der Konstruktion die Steifigkeit und andererseits erhöhen die erweiterten Flug-
eigenschaften die möglichen aerodynamischen Lasten auf die Konstruktion [Friedmann, 23].
Das Wechselspiel der Luftkräfte mit den Reaktionskräften der deformierbaren Struktur wird
deshalb für die Optimierung auf die gewünschten Eigenschaften immer wichtiger, insbeson-
dere für die Stabilität des Fluges und die sichere Auslegung der Flugkontrollsysteme.
Die Bewegung eines starren Fluggerätes im Raum umfasst je drei Freiheitsgrade der Trans-
lation und der Rotation. Durch die notwendige Berücksichtigung einer großen Palette weite-
rer Freiheitsgrade, nämlich aller wesentlichen Deformationszustände der Struktur, wird die
Modellierung des dynamischen Flugverhaltens sehr komplex und bedarf einer genaueren Be-
stimmung der für die jeweiligen Flugbedingungen einer Flugkonfiguration charakteristischen
Parameter. Die wichtigsten Größen sind die aerodynamischen Koeffizienten, wie die Koef-
fizienten der Luftkräfte und der Momente in Richtung der Konfigurationshauptachsen. Ihre
Abhängigkeiten von Zustandsgrößen, z.B. Anstellwinkel, Schiebewinkel, Fluggeschwindig-
keit, müssen für die möglichen quasistationären Arbeitspunkte der Konfiguration bekannt
sein.
Grundsätzliche Schwierigkeiten im Design automatischer Flugsysteme liegen auch heute
noch in den Unsicherheiten der aerodynamischen Koeffizienten und ihrer Ableitungen nach
Zustandgrößen, den sogenannten Derivativa.
Als ein wichtiger Koeffizient für die Flugstabilität eines Flugzeuges sei beispielhaft der
Nickmomentenbeiwert genannt. Kleine Störungen des stationären Fluges, die zu Änderungen
des Anstellwinkels führen, müssen ein rückstellendes Nickmoment erzeugen, damit sich das
Fluggerät selbst stabilisiert. Das Anstellwinkelderivativum des Nickmomentenbeiwertes ist
also eine entscheidende Größe für die dynamischen Flugeigenschaften.
Stand der Technik
Die Verwendung computergestützter numerischer Rechenverfahren für die Strömungsmecha-
nik (Computational Fluid Dynamics, CFD) zur Unterstützung des Design-Prozesses großer
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Flugzeuge gehört heute zur Standardvorgehensweise. Hierbei werden zunehmend auch in-
stationäre aeroelastische Vorgänge, wie z.B. Flattern nichtlinear betrachtet [Bendiksen und
Hwang, 11], [Edwards und Malone, 19] und erfolgreich numerisch simuliert. Neben Pro-
blemen der dynamischen Aeroelastik liefern numerische Berechnungen der statischen Aero-
elastik wichtige Aussagen über Stabilität, Effektivität von Kontrollelementen und Lastvertei-
lungen auf der Struktur. Für die genannten Problemstellungen wird für kompressible Strö-
mungen hauptsächlich die Näherung der reibungsfreien EULER-Gleichungen herangezogen.
Bei der Untersuchung von Wirbelbildungen [Özger et al., 53], Turbulenzphänomenen und
auch Stoß-Grenzschicht-Interaktionen, wobei letztere im schallnahen und Überschallbereich
auftreten, muss auf die kompliziertere Modellierung durch die NAVIER-STOKES-Gleichun-
gen zurückgegriffen werden. Berechnungsmethoden für die Aerostrukturdynamik auf dieser
Grundlage sind noch Gegenstand aktueller Forschung [Sofronov, 58], [Britten, 13], [Mor-
ton et al., 46]. Auf Grund des industriellen Interesses am Bau von großen Passagier- und
Transportflugzeugen finden vermehrt Untersuchungen der schallnahen Phänomene der ae-
roelastischen Dynamik statt. Überschall-dominierte Strömungen in Wechselwirkungen mit
einer flexiblen Gesamtstruktur, wie sie bei unbemannten Raketen und Geschossen auftre-
ten [Liu und Chen, 39], sind bisher fast nur mit linearisierten Methoden im Frequenzraum
gut untersucht worden.
Die auf direkter aeroelastischer Simulation (Computational Aeroelastic Simulation, CAS)
beruhenden Methoden stoßen jedoch heute und in absehbarer Zukunft an die Grenzen, die
durch die notwendigen Rechenzeiten gesetzt werden. Vollständige Stabilitätsanalysen für
flexible Strukturen über große Parameterbereiche können noch nicht mit CAS abgearbeitet
werden. Auch Echtzeit-Simulationen für Flugkontrollsysteme müssen auf Basis reduzierter
Systeme von wenigen gewöhnlichen Differenzialgleichungen durchgeführt werden.
Für begrenzte Auslegebereiche können dann aerodynamische Beiwerte und ihre Derivativa
in Windkanalexperimenten und mittels CFD gewonnen werden [Ballmann et al., 9], [Waszak
et al., 63], [Park et al., 50], die in Reihenentwicklungen der generalisierten Systemkräfte
eingehen.
Definitionen für erweiterte Derivativa von Konfigurationen, die Auswirkungen der Fluid-
Strukturkopplung unterliegen, wurden von SCHMIDT in [64] und [56] vorgeschlagen. Die
Methode des Automatischen Differenzierens von CFD-Programmen kann effizient zur Be-
stimmung von Derivativa für starre Flugkörper verwendet werden [Park et al., 50], ihre An-
wendung auf gekoppelte Verfahren mit Rechengitterdeformationen erscheint jedoch noch
nicht praktikabel und steht für die Berechnung aeroelastischer Derivativa nicht zur Verfü-
gung. Für rein CAS-basierte Berechnungen dieser Derivativa existieren bis heute keine eta-
blierten Schemata.
Schwingungsversuche zur Bestimmung von Eigenfrequenzen für Vollmodelle erfordern
einen enormen technischen Aufwand und müssen durch computergestützte Berechnungsver-
fahren ergänzt werden. Für die Beschreibung von aeroelastischen Kopplungsvorgängen mit
vielfach nichtlinearen Effekten bestehen in der praktischen Modellierung für den Entwurf und
die Flugkontrolle bis heute noch große Unsicherheiten, siehe [Devaud et al., 16] und [Jos-
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hi, 32]. Für die Entwicklung zukünftiger Projekte, z.B. wiederverwendbare Raumtranspor-
ter [Zeiler et al., 66], werden aeroelastische Problemstellungen in Hinblick auf die Flug- und
Manövrierstabilität schon in einer frühen Phase betrachtet. Auch das klassische Konzept der
Derivativa muss auf die Zulässigkeit im jeweiligen Anwendungsfall geprüft werden und stößt
bei schnellen Flugrichtungsänderungen und starken Lastwechseln an seine Grenzen [Green-
well, 25].
Ziel dieser Arbeit
Im Rahmen gekoppelter numerischer Simulationen der Aero- und Strukturdynamik elasti-
scher Flugkörper sollen Kenngrößen für eine erweiterte Flugdynamik gefunden werden. Es
soll ein Schema für die Berechnung aeroelastischer Derivativa unter Parametervariationen der
Strömungsgrößen aufgestellt werden. Voraussetzungen dafür sind ein aerostrukturdynami-
sches Berechnungsverfahren für komplexe aerodynamische Konfigurationen im Unter- und
Überschall, die Aufstellung und die Bestimmung erweiterter aeroelastischer Derivativa so-
wie die Ermittlung aerostrukturdynamischer Daten für die Flugsteuerung als Vorgabe für die
Entwicklung leistungsgesteigerter Flugkörpermodelle, flugdynamischer Kontrollsysteme und
Stabilitätsanalysen von flexiblen Flugzeugen, wie sie z.B. in [Siepenkötter et al., 57] durch-
geführt werden.
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2. Physikalisch-mathematische Grundlagen
2.1. Physikalische Modelle
In dieser Arbeit werden zur Beschreibung der Ergebnisse verschiedene Koordinatensysteme
verwendet. Das raumfeste (geodätische) Koordinatensystem hat seinen Ursprung im Punkt
O′(x′, y′, z′). Das geodätische System soll in dieser Arbeit als ausreichende Näherung an
ein Inertialsystem angesehen werden. Für Größen im Inertialsystem gelten die Einheitsvek-
toren e′x, e
′
y, e
′
z. Gestrichene Größen (oberer Index ′) werden raumfest gemessen. Größen
ohne Strich beziehen sich auf ein quasi-körperfestes Koordinatensystem, im Folgenden La-
borsystem genannt. Damit ist ein mit dem Körper bewegtes Koordinatensystem gemeint, das
für einen starren Körper tatsächlich körperfest wäre und dessen Lage für einen Körper, der
Deformationen erfährt, später noch mit Hilfe der Größen Impuls und Eigendrall für die Ge-
samtkonfiguration spezifiziert wird. Das Laborsystem hat seinen Ursprung in O(x, y, z), mit
dem Ortsvektor r′O im Inertialsystem. Dieser Punkt muss wegen der zugelassenen Deforma-
tionsbewegungen kein körperfester Punkt sein.
2.1.1. Spezifikation des Laborsystems
Der unverformte Körper, so wie er in der technischen Zeichnung vorliegt, wird als Bezugs-
konfiguration (B.K.), der Körper in seiner Lage und Form zur Zeit t als aktuelle Konfigu-
ration (a.K.) bezeichnet. Die Abbildung der B.K. auf die a.K. lässt sich auch bei endlichen
Bewegungen und Verformungen in eine Starrkörperbewegung mit Translation und Drehung
(orthogonaler Tensor) und eine Verzerrungsbewegung (CAUCHY-GREEN-Tensor) zerlegen.
Die Zerlegung ist multiplikativ als Rechts- oder Linkszerlegung des Deformationsgradien-
ten aus der B.K. in die a.K. darstellbar und in beiden Fällen bijektiv [Ballmann, 5]. Dabei
kann jede der beiden Bewegungsarten auch in Etappen vorgenommen werden, wobei hier
nur die Tatsache genutzt werden soll, dass zwei aufeinander folgende orthogonale Abbil-
dungen wieder eine orthogonale Abbildung darstellen. So gehe das Laborsystem durch eine
weitere, unten definierte Bewegung mit Translation und Drehung aus dem Bezugssystem der
B.K. hervor. Wenn diese Bewegung zuerst ausgeführt wird, hat der Körper darin noch die
Form aus der B.K., während seine Lage große, d.h. endliche Unterschiede aufweisen kann.
Wir wählen dafür die Bezeichnung Laborkonfiguration (L.K.). Wenn die Verformungen des
Körpers so klein sind, dass sie vernachlässigt werden, ist das Laborsystem körperfest, und
seine Bewegung entspricht derjenigen, die durch den orthogonalen Tensor der Zerlegung des
Deformationsgradienten beschrieben wird. Der Ortsvektor r gibt für den starren Körper die
Lage seiner materiellen Punkte gegenüber O(x, y, z) an. r ist in O(x, y, z) also zeitunab-
hängig, d.h. die Lage der unverformten Laborkonfiguration richtet sich an O(x, y, z) mit der
Basis der eλ(λ = x, y, z) aus. Ein körperfester Punkt der unverformten Laborkonfiguration
hat im Intertialsystem die Position
r′ = r′O + r =
∑
λ=x,y,z
r′O,λ(t)e
′
λ + rλeλ(t). (2.1)
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Abbildung 2.1.: Ortsvektoren in der unverformten Laborkonfiguration und der aktuellen Konfigurati-
on. Die mitbewegte unverformte Struktur mit den Ortsvektoren r und die relativ dazu
verformte Struktur mit Verschiebungsvektoren u.
Verschiebungen der Körperpunkte als Folge von Deformationen gegenüber der unverformten
Laborkonfiguration, die auf eine zeitabhängige aktuelle Konfiguration (a.K.) führen, werden
mit u bezeichnet. u ist eine zeitabhängige Funktion von r, d.h. es existiert eine eindeutige
Beziehung zwischen der L.K., die gedanklich mit dem Laborsystem mitgeführt wird, und der
a.K. Also lautet die Verallgemeinerung von Gleichung (2.1) für deformierbare Körper
r′ = r′O + r + u =
∑
λ=x,y,z
r′O,λ(t)e
′
λ + rλeλ(t) + uλ(r, t)eλ(t). (2.2)
Die Lage der materiellen Punkte des Körpers wird also im Inertialsystem durch r′ beschrie-
ben. Die Geschwindigkeiten dieser Punkte sind über die Zeitableitung
v′ =
D′r′
Dt
(2.3)
definiert. Der Differenzialoperator D′
Dt
= D
′
Dt′ wird gemäß der Konvention im Inertialsystem
gebildet. Der Vektor r′SP ist der momentane Ortsvektor des Massenzentrums
r′SP
∫
V
ρBdV =
∫
V
r′ρBdV, (2.4)
wobei V den von dem Gerät in der unverformten Laborkonfiguration eingenommenen Raum-
bereich beschreibt.
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Für eine flexible Konfiguration, deren Massenzentrum in der L.K. ein körperfester materi-
eller Punkt ist, muss r′SP diese Eigenschaft nicht mehr besitzen, wie anschaulich klar wird,
wenn man einen geraden Stab so verbiegt, dass er z.B. Kreisform besitzt.
Laborsystem für ein frei fliegendes deformierbares Fluggerät
Die Resultierende der auf ein frei fliegendes Fluggerät wirkenden Kräfte ist gleich der Ände-
rung seines Gesamtimpulses (mit p bezeichnet). Diese Aussage ist nach NEWTON in einem
Inertialsystem gemeint. Das gilt unabhängig davon, ob das Fluggerät während des Fluges
seine geometrische Form ändert oder nicht. Für die gleichen Bedingungen ist das auf O′
bezogene resultierende äußere Moment gleich der Zeitableitung des Dralls, der mit LO′ be-
zeichnet wird. Der Impuls und der Drall sind
p =
∫
V
v′ρBdV, (2.5a)
LO′ =
∫
V
r′ × v′ρBdV. (2.5b)
Der Ursprung des Laborsystems wird nun so gewählt, dass er zu jeder Zeit mit dem Mas-
senzentrum zusammenfällt, d.h. r′O = r′SP . Ferner sollen sich seine Koordinatenrichtungen
so drehen, dass sein auf das Massenzentrum bezogener Drallvektor LO zu jeder Zeit durch
das Skalarprodukt des momentanen Trägheitstensors Θ˜O, dessen im Laborsystem gebilde-
te Komponenten für ein seine Geometrie änderndes Fluggerät zeitabhängig sind, mit dem
Winkelgeschwindigkeitsvektor ω des Laborsystems definiert ist. Dieser Sachverhalt wird im
Folgenden näher erläutert.
Für die Zeitableitung eines beliebigen Vektors f , der in der Laborbasis der eλ(λ = x, y, z)
dargestellt wird, gilt die EULERformel der Kinematik:
D′f
Dt
=
Df
Dt
+ ω × f , (2.6)
wobei der Differenzialoperator D
Dt
bei konstanten eλ gemeint ist. Mit den definierenden An-
nahmen über das Laborsystem ist dann
v′ = v′O + ω × (r + u) +
Du
Dt
. (2.7)
Das Konzept der Schwerpunktsbewegung liefert mit der Dichteverteilung ρB aus der Betrach-
tung des Impulses
p =
∫
V
(
v′O + ω × (r + u) +
Du
Dt
)
ρBdV, (2.8a)
p
!
=Mv′O, (2.8b)
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weil sich die Gesamtmasse des materiellen Volumens nicht ändert, die Bedingungen∫
V
(r + u)ρBdV ≡0 (2.9a)
⇒
∫
V
Du
Dt
ρBdV =0. (2.9b)
Gleichung (2.9a) ist gerade die Definitionsgleichung des momentanen Schwerpunktes, Glei-
chung (2.9b) resultiert wegen Dr
Dt
= 0.
Die Gleichung für den Drall lautet
LO′ =
∫
V
r′ × v′ρBdV
=
∫
V
(r′O + r + u)×
D′(r′O + r + u)
Dt
ρBdV
=
∫
V
(r′O + r + u)×
(
v′O +
D′(r + u)
Dt
)
ρBdV
= Mr′O × v′O +
∫
V
r′O ×
D′(r + u)
Dt
ρBdV +
∫
V
(r + u)× D
′(r′O + r + u)
Dt
ρBdV
= Mr′O × v′O + r′O ×
∫
V
Du
Dt
ρBdV︸ ︷︷ ︸
=0 wegen (2.9b)
+r′O ×
(
ω ×
∫
V
(r + u)ρBdV︸ ︷︷ ︸
=0 wegen (2.9a)
)
− v′0 ×
∫
V
(r + u)ρBdV︸ ︷︷ ︸
=0
+
∫
V
(r + u)× Du
Dt
ρBdV
+
∫
V
(r + u)× (ω × (r + u)) ρBdV︸ ︷︷ ︸
=:Θ˜Oω
(2.10)
Aus dem letzten Ausdruck auf der rechten Seite kann ω ausgeklammert werden, wenn man
den auf den Ursprung O(x, y, z) bezogenen Trägheitstensor
Θ˜O =
∫
V
(E ((r + u)(r + u))− (r + u) ◦ (r + u)) ρBdV. (2.11)
einführt. Damit folgt
L′O =Mr
′
O × v′O + Θ˜Oω +
∫
V
(r + u)× Du
Dt
ρBdV (2.12)
Der erste Term beschreibt den Bahndrehimpuls, die übrigen Terme beschreiben den allgemei-
nen Eigendrehimpuls des flexiblen Fluggerätes. Entsprechend der oben für dieses Konzept
angeführten Forderung für den Drallvektor bezüglich des Laborsystemursprungs, nämlich
LO
!
= Θ˜Oω, (2.13)
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folgt aus Gleichung (2.12) neben Gleichung (2.9b) die zweite Bedingung für die Lage des
Laborsystems: ∫
V
(r + u)× Du
Dt
ρBdV = 0. (2.14)
Ein durch Gleichung (2.9b) mit seinem Ursprung („Mean Origin“) und durch Gleichung
(2.14) mit seiner Orientierung festgelegtes Laborsystem wird in der Literatur [Milne, 45],
[Schmidt und Raney, 56] auch als Mean Axes System bezeichnet. Es zeichnet sich dadurch
aus, dass die Gesamtheit der Impulse aus den Verformungsgeschwindigkeiten der Massen-
elemente des Körpers bezogen auf das so gewählte Achsensystem Null ist und bezogen auf
den Ursprung O keinen Drehimpuls besitzt. Dies hat zur Folge, dass sich die noch zu entwi-
ckelnden Bewegungsgleichungen für einen flexiblen Körper stark vereinfachen, da wegen der
Gleichungen (2.9) und (2.14) in den Größen Gesamtimpuls (2.8b) und Gesamtdrall (2.13) die
Verformungen und deren Zeitableitungen nicht mehr explizit in Erscheinung treten. Freilich
gehen die Verformungen in die Lage vonO und die Berechnung von Θ˜O ein. Die Herleitung
der Bewegungsgleichungen folgt in Abschnitt 2.3.
Laborsystem für einen flexiblen Körper mit Fixpunkt
In einigen denkbaren Anwendungsfällen hat der Körper einen Fixpunkt (raumfestes Kugel-
gelenk). Dann soll der Ursprung des Laborsystems im Fixpunkt sein. Seine Orientierung im
Raum unterliegt zeitlichen Änderungen und soll durch Gleichung (2.14) bestimmt sein. Der
Drall LO ist dann konstant, wenn die Wirkungslinie der resultierenden Kraft aus Luftlasten
und eventuell vorhandenen Fernkräften (z.B. Schwerkraft) durch das Kugelgelenk geht. Dann
sind die reinen Deformationsbewegungen in der Summe über alle Massenelemente wieder
drallfrei.
2.1.2. Allgemeine globale Bilanzgleichungen eines flexiblen Körpers
Die auf den frei fliegenden Flugkörper einwirkenden Kräfte bestimmen in ihrer Summe die
Starrkörperbeschleunigung bzw. die Translationsbeschleunigung des Laborsystems, dessen
Ursprung O zu jedem Zeitpunkt das Massenzentrum (Schwerpunkt des Flugkörpers) sei,
siehe Gleichung (2.9a). Dann gilt nach dem Schwerpunktsatz
M
D′v′O
Dt
= F , (2.15)
und die Änderung des auf den momentanen Schwerpunkt bezogenen Dralls ist gleich dem
resultierenden Moment bezogen auf den UrsprungO. Das bedeutet, wenn für die Darstellung
im Laborsystem die EULERformel verwendet wird,
MO =
D′LO
Dt
=
D′(Θ˜Oω)
Dt
(2.16a)
=
DΘ˜O
Dt
ω + Θ˜O
Dω
Dt
+ ω ×
(
Θ˜Oω
)
. (2.16b)
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Die speziellen Detailformulierungen für die Flugdynamik werden für starre und flexible
Körper in Abschnitt 2.3 folgen.
2.1.3. Bilanzgleichungen und Materialgesetze des Strömungsmediums
Die strömungsmechanische Beschreibung stützt sich wie das Strukturmodell (Abschnitt 2.5)
auf die Kontinuumshypothese, die insbesondere in den hier untersuchten makroskopischen
Anwendungsgebieten zulässig ist. Danach werden Effekte auf atomarer oder molekularer
Ebene nicht in einer diskreten Näherung berücksichtigt, sondern durch eine statistische Be-
trachtung der Materialeigenschaften ersetzt. Im Rahmen dieser Hypothese lassen sich Raum-
volumina unendlich fein, also kontinuierlich, unterteilen, so dass für jeden Raumpunkt die
Zustandsgröße der Massendichte ρ definiert werden kann:
ρ(r) = lim
∆V→0
∆m
∆V
=
dm
dV
. (2.17)
Hierbei ist dm ein nicht verschwindender infinitesimaler Masseteil und dV ein Volumenteil,
der nach der Annahme immer auch einen Masseanteil enthält.
In der Kontinuumsmechanik lautet die allgemeine Form einer Bilanzgleichung für eine
Mengengröße f in einem materiellen Volumen Vm mit der geschlossenen Oberfläche Sm(t)
und dem darauf orthogonalen, nach außen weisenden Normalenvektor nS , mit ihrem Fluss
−J (f), ihrer Zufuhrdichte durch Fernwirkungen l(f) und ihrer Produktionsdichte σ(f) wie
folgt:
D′
Dt
∫
Vm(t)
fdV =
∮
Sm
−J (f)nSdA+
∫
Vm(t)
l(f)dV +
∫
Vm(t)
σ(f)dV. (2.18)
Dabei kann f ein Skalar, Vektor oder Tensor sein.
Der Differenzialoperator D′•
Dt
ist die materielle Zeitableitung im Inertialsystem, hier ein
System der ruhenden Luft. Im Folgenden treten an die Stelle von f die Dichte ρ, die Impuls-
dichte ρv und die Energiedichte ρe.
Für skalare Größen f = ρ, ρe ist
D′f
Dt
=
Df
Dt
(2.19a)
und für vektorielle oder tensorielle Größen, die vom Koordinatensystem bzw. der jeweiligen
Vektorbasis abhängen, ist bei Darstellung von f in der kartesischen Basis O(x, y, z)
D′
Dt
∫
V
fdV =
D
Dt
∫
V
fdV +
∫
V
ω × fdV. (2.19b)
Die Aufstellung der Bilanzen für die Masse, den Impuls und die Energie führt zusammen
mit den Materialgleichungen (thermische Zustandsgleichung, kalorische Zustandgleichung
(2.27), Reibungsgesetz (2.25)) zu den sogenannten NAVIER-STOKES-Gleichungen. Sie wer-
den in dieser Arbeit für bewegte Koordinatensysteme benötigt. Die Erhaltungsgleichung für
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die Masse mV entsteht aus Gleichung (2.18) mit der Annahme, dass im Inneren des materi-
ellen Volumens keine Masse produziert oder vernichtet wird:
DmV
Dt
=
D
Dt
∫
Vm(t)
ρdV = 0. (2.20)
In praktischen Berechnungen kann es schwierig sein, ein materielles Volumen zu verfolgen.
Daher sei jetzt V (t) ein nicht-materielles Kontrollvolumen, das zum Zeitpunkt t genau das
materielle Volumen Vm mit der enthaltenen MassemV umschließt. Dann ist mit dem auf nicht
feste Kontrollvolumen verallgemeinerten REYNOLDS’schen Transporttheorem
D
Dt
∫
Vm(t)
ρdV =
d
dt
∫
V (t)
ρdV +
∮
S(t)
ρvrnSdA. (2.21)
Die Änderung der Masse im Kontrollvolumen wird durch die Relativgeschwindigkeit vr der
Oberflächen des Kontrollvolumens gegenüber dem Strömungsmedium bestimmt. Wegen der
zugelassenen beliebigen Verschiebungen und Deformationen des Kontrollvolumens können
beim ersten Term auf der rechten Seite von Gleichung (2.21) Differenziation und Integration
nicht vertauscht werden. Eine ausführliche Herleitung findet sich z.B. in [White, 65].
Die Relativgeschwindigkeit vr setzt sich zusammen aus der Strömungsgeschwindigkeit
v abzüglich möglicher Bewegungen der Oberflächen. Diese entstehen zum Einen durch die
translatorischen und rotatorischen Bewegungen, die das Laborsystem gegenüber dem Inerti-
alsystem, in dem das Fluid ruht, ausführt. Das Rechengitter soll so gewählt werden, dass es
entlang von Oberflächen der umströmten Konfiguration fest mit dem Körper verbunden und
auf den Randflächen des Rechengebietes Laborsystem-fest ist, so dass bei Körperverformun-
gen gegenüber der unverformten Laborkonfiguration, die auch von den Gittervolumina ganz
oder teilweise nachvollzogen werden, Geschwindigkeiten der Zellflächen vel auftreten, die in
den Flussbilanzen bei der Bildung der Oberflächenintegrale hinzugenommen werden müssen.
Damit sind die Teilvolumina auch im Laborsystem zeitabhängig, da sie den zeitabhängigen
Verformungen unterliegen. vr wird daher folgendermaßen angesetzt:
vr = v − vS (2.22a)
= v − v′O − ω × r − vel (2.22b)
Unter Einsetzung von ρ, ρv, ρe für f entstehen aus Gleichung (2.18) mit den Gleichungen
(2.21) und (2.22a) die NAVIER-STOKES-Gleichungen in der Form, wie sie auch in [Nel-
lessen, 47], [Alonso und Jameson, 3] und [Alonso et al., 4] formuliert werden. Im Strö-
mungslöser FLOWER [Heinrich et al., 29] ruht das Rechengitter der Kontrollvolumina im
Laborsystem und bewegt sich gegenüber dem ruhenden Strömungsmedium. Daher wird für
die Berücksichtigung der Laborsystembewegungen (2.19b) in der Impulsbilanz und für die
Relativgeschwindigkeiten die Beziehung (2.22b) eingesetzt.
d
dt
∫
V (t)
ρdV +
∮
S(t)
ρ(v − vS)nSdA = 0, (2.23a)
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d
dt
∫
V (t)
ρvdV +
∮
S(t)
(ρv ◦ (v − vS) + pE − P v)nSdA =
∫
V (t)
ρω × vdV, (2.23b)
d
dt
∫
V (t)
ρedV +
∮
S(t)
((v − vS)ρe+ v(pE − P v) + q)nSdA = 0. (2.23c)
Die Gleichungen (2.23) beschreiben die Massen-, Impuls- und Energiebilanz. P v ist dabei
der Reibungsspannungstensor nach NEWTON. Das BOLTZMANN-Axiom setzt die Symme-
trie des Spannungstensors P = −pE +P v voraus. Eine gleichwertige Voraussetzung ist die
Abwesenheit von Momentenspannungen und die Gültigkeit des Drallsatzes. Daher muss hier
auch P v alleine symmetrisch sein und hat mit der STOKES’schen Annahme linearer Viskosi-
tät die Komponenten:
Pv,11 =
2
3
µ
(
2
∂vx
∂x
− ∂vy
∂y
− ∂vz
∂z
)
,
Pv,22 =
2
3
µ
(
−∂vx
∂x
+ 2
∂vy
∂y
− ∂vz
∂z
)
,
Pv,33 =
2
3
µ
(
−∂vx
∂x
− ∂vy
∂y
+ 2
∂vz
∂z
)
,
Pv,12 = Pv,21 = µ
(
∂vx
∂y
+
∂vy
∂x
)
,
Pv,13 = Pv,31 = µ
(
∂vx
∂z
+
∂vz
∂x
)
,
Pv,23 = Pv,32 = µ
(
∂vy
∂z
+
∂vz
∂y
)
.
µ ist die dynamische Zähigkeit, die ein Materialparameter und für Gase hauptsächlich ei-
ne Funktion der Temperatur T ist. In dieser Arbeit wird diese Abhängigkeit mit Hilfe des
empirischen Sutherlandgesetzes modelliert:
µ(T ) = c1
T
3
2
T + c2
. (2.25)
Dabei sind die Konstanten c1 und c2 für viele Stoffe experimentell gesichert. Für Luft ist c1 =
1.458 · 106kg/s·m√K und c2 = 110.3K. Der hier verwendete Löser für die NAVIER-STOKES-
Gleichungen sieht über diese Parameter auch die Simulation von Windkanalversuchen mit
speziellen Gasen vor, die eine andere Zusammensetzung als Luft besitzen.
q ist der Wärmestromvektor und wird nach FOURIER als
q := −k

∂T
∂x
∂T
∂y
∂T
∂z

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angesetzt. k ist der Wärmeleitungskoeffizient, der über einen weiteren Zusammenhang mit
der spezifischen Wärme Cp gebildet wird:
k =
µCp
Pr
. (2.26)
Pr ist die PRANDTLzahl, die in den meisten aerodynamischen Betrachtungen den Wert
0.72 annimmt. Zur Vollständigkeit der Bilanzgleichungen fehlen Zustandsgleichungen für
die Fluide. Auf Grund der Verhältnisse in den betrachteten Strömungen, die moderate Tem-
peraturen und Drücke vorweisen, ist die Einschränkung auf thermisch und kalorisch perfekte
Gase sehr gut begründet. Dadurch erhält man die bekannten Beziehungen
p = RρT und  = CV T. (2.27)
mit der speziellen Gaskonstante R (für Luft 286.96m2/s2K) und der spezifischen Wärmekapa-
zität CV .
Turbulenzmodellierung
In der bisherigen Betrachtung wurde die Strömung als laminar angesehen. Diese Annahme
trifft auf viele wichtige Anwendungen nicht zu. Es treten turbulente Fluktuationen auf, deren
Längen- und Zeitskalen um viele Größenordnungen kleiner sein können als die entsprechen-
den Skalen der laminaren Vorgänge. Eine direkte numerische Simulation der turbulenten Vor-
gänge ist ein Problem, dem sich ein eigenes Spezialgebiet der Strömungsmechanik widmet
und das heutzutage noch einen zu hohen Rechenaufwand bei der Berechnung makroskopi-
scher anwendungsnaher Problemstellungen erfordert.
Daher muss in unserem Fall der Einfluss der turbulenten Strömungsanteile durch Mo-
delle beschrieben werden, die auf statistischen Mittelungen beruhen. Hier wird auf die von
REYNOLDS eingeführte zeitliche Mittelung einer Strömungsgröße ϕ
ϕ˜ =
1
∆tl
∫ t+∆tl
t
ϕdt (2.28)
zurückgegriffen. Das Zeitintervall ∆tl ist mindestens so groß zu wählen, dass über seine
Dauer die Fluktuationen statistisch betrachtet werden dürfen. Der momentane Wert der Größe
ϕ wird nun aus dem Mittelwert und einem turbulenten Störungswert ϕ̂ zusammengesetzt:
ϕ = ϕ˜+ ϕ̂. (2.29)
Für die Mittelung der in den NAVIER-STOKES-Gleichungen vorkommenden Größen hat sich
die auf der Beziehung (2.29) aufbauende FAVRE-Mittelung bewährt:
ϕ =
ρ˜ϕ
ρ˜
+ ̂̂ϕ =: ϕ̂+ ̂̂ϕ. (2.30)
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Setzt man in diesen Ansatz nacheinander für ϕ die Größen v, T , p, P v und e ein und verwen-
det die Ergebnisse in den Gleichungen (2.23a)-(2.23c), so erhält man wieder ein Gleichungs-
system mit ähnlichem Aufbau, so dass die Vorgehensweise in Finite–Volumen–Verfahren für
die laminaren Gleichungen sinngemäß auch auf die Gleichungen mit Turbulenz angewandt
werden. Zusätzlich treten dabei Terme mit den Schwankungsgrößen ̂̂ϕ auf:
REYNOLDSspannungstensor : −ρ˜̂̂v ◦ ̂̂v
mit dem Ansatz : 2µT (S −∇ · v̂E)− 2
3
ρ˜kTE
Turbulente kinetische Energiedichte : ρ˜kT =
1
2
ρ˜
˜̂̂
v · ̂̂v
Turbulenter Wärmestrom : q˜T = c|pρ˜̂̂v ̂̂T
Darin ist S der Dehnungsratentensor und µT die turbulente Viskosität. Für den REYNOLDS-
schen Spannungstensor, die turbulente Energie k und den turbulenten Wärmestrom müssen
geeignete Modellierungen gewählt werden, die teils auf allgemeinen Überlegungen und teils
auf empirischen Daten beruhen. Eine genauere Übersicht bietet [Coratekin, 14]. In der vor-
liegenden Arbeit wurde vornehmlich das kT -ω-Modell verwendet, welches die turbulente
Viskosität und die turbulente Energie über die spezifische Dissipationsrate ω verbindet. Es
entstehen zwei zusätzliche Bilanzgleichungen für kT und ω. Diese müssen im Falle turbulen-
ter Strömungen zusätzlich zu den NAVIER-STOKES-Gleichungen gelöst werden. Als Ergeb-
nis erhält man dann die über das Zeitintervall ∆tT gemittelten Strömungsgrößen. Auf diesen
Umstand wird im Rest der Arbeit der Einfachheit halber nicht mehr gesondert hingewiesen.
2.2. Kopplungskonzepte
Die Aerostrukturdynamik untersucht das Gesamtproblem zweier gekoppelter Felder mit un-
terschiedlichen Medien, für die normalerweise separate Lösungsansätze gemacht werden.
Historisch bedingt wurden spezielle Verfahren für die Einzelproblemstellungen entwickelt,
die nun zusammengeführt werden müssen. Dabei muss gefragt werden, unter welchen Um-
ständen das Arbeiten mit gekoppelten Teilverfahren zulässig ist und ob sie eine Lösung des
Ursprungsproblems approximieren. Für einen Anwendungsfall des Panel-Flatterns wurden
in [Hurka, 30] und [Massjung, 42] verschiedene Lösungsschemata für die mit der Strömung
wechselwirkende elastische Struktur untersucht:
Schema A
Das Strömungsproblem und das Strukturproblem werden abwechselnd nacheinander gelöst.
Zu Beginn des Iterationsschrittes des Strömungslösers werden die Geschwindigkeiten der
Körperoberflächen als Randbedingungen für die Strömungsgeschwindigkeit vorgegeben. Nach
dem Konvergieren der Unteriteration für das Anfangsrandwertproblem für die Strömung wer-
den die Luftkräfte, die auf die Körperoberfläche einwirken, als Last-Randbedingungen für
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den Strukturlöser verwendet. Am Ende des von der Struktur ausgeführten Zeitschrittes sind
die tatsächlich angreifenden Luftkräfte jedoch um eine Zeitschrittweite zeitversetzt zu den
Randbedingungen, die bei der Berechnung der Strukturlösung verwendet wurden. Der glei-
che Zeitversatz tritt strömungsseitig auf, da nur zu Beginn des Zeitschrittes die Geometrie-
randbedingungen korrekt bestimmt sind. Den dadurch bedingten Fehler kennt man nicht, er
ist vom betrachteten Fall abhängig, wie in [Hurka, 30] und [Massjung, 42] gezeigt wurde.
Unter ungünstigen Vorzeichen können diese Zeitverschiebungen Instabilitäten der Gesamt-
lösung induzieren, die die tatsächlich vorhandenen physikalischen Instabilitäten überlagern
und so nicht mehr berechenbar machen oder das Ergebnis gegen eine falsche Lösung konver-
gieren lassen.
Schema B
Ähnlich wie in A lösen die Einzelverfahren separate Probleme, jedoch unter der Vorgabe
der Minimierung des Zeitversatzes. Dies geschieht z.B. durch Verwendung einer nachgeord-
neten Iteration, die für denselben Zeitschritt die Verfahren wechselseitig mehrfach aufruft,
solange bis keine Änderungen der Einzellösungen von Iterationszyklus zu Iterationszyklus
mehr auftreten (Fixpunktverfahren). Ähnliches erreicht man durch Verwendung jeweils zwei-
er Zeitebenen für die Strömung und die Struktur. Das bedeutet, dass der Strömungslöser auf
Basis der aktuellen Daten und der Daten aus vorhergehenden Zeitschritten die Lösung für den
nächsten Zeitschritt extrapoliert und an den Strukturlöser übergibt. Diesem stehen nun Last-
Randwerte für zwei Zeitebenen zur Verfügung, zwischen denen während des Fortschreitens
der Zeit bis zum nächsten Zeitschritt interpoliert werden kann. Die neue Lage für die Geome-
trie wird als Randbedingung für den Strömungslöser zum neuen Zeitpunkt eingesetzt, und es
wird die Lösung des Strömungsproblems für den nächsten Zeitschritt berechnet. Dieses Sche-
ma bietet gegenüber A den Vorteil, dass eine engere Bindung zwischen den Einzelprogram-
men besteht und während der Berechnung Lösungen für dieselben Zeitpunkte approximiert
werden.
Schema C
Eine geschlossene Problembehandlung vereint die Bilanzgleichungen aller zu behandelnder
Größen der Struktur und der Strömung in einem einzigen System partieller Differenzialglei-
chungen. Gelingt es dem numerischen Verfahren, hier eine konvergente Lösung zu finden,
ist dies gleichzeitig die Lösung des Gesamtproblems. Dieser Weg ist hinsichtlich der Quali-
tät der Kopplung der solideste. Er wurde in [Massjung, 42] beschritten. Mit dem Verfahren
wurde das nichtlineare Panelflattern im Transschall eingehend untersucht. Die Nachteile die-
ser Vorgehensweise liegen hauptsächlich darin, dass hierfür ein komplett neuer Gesamtlöser
entwickelt werden muss, obwohl für die Strömung und die Strukturdynamik jeweils allein
betrachtet bereits sehr ausgereifte Programmpakete für sehr komplexe Anwendungen existie-
ren.
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Die numerischen Experimente, die in [Massjung, 42] an nichtlinearen aeroelastischen Flat-
terbeispielen mit den verschiedenen Schemata durchgeführt wurden, haben gezeigt, dass
Schema A ungeeignet ist, stark instationäre aeroelastische Vorgänge abzubilden. Das wurde
auch in [Massjung, 42], [Massjung, 43] und [Massjung et al., 44] bestätigt. Die lose Kopplung
verhindert nicht, dass im Laufe der Zeit, die Lösungen der Struktur und der Strömung aus-
einander laufen. Schema B war jedoch in den Beispielen stets von sehr zufrieden stellender
Genauigkeit, wenn es mit Schema C als Referenz verglichen wurde. In manchen Fällen des
Panelflatterns trat nach sehr vielen Schwingungsperioden allerdings Instabilität auf [Mass-
jung, 43]. Angesichts des Gewinnes durch die sehr viel einfachere Implementierung bei Ver-
wendung von bestehenden Verfahren wurde daher in dieser Arbeit eine Kopplung nach Sche-
ma B implementiert.
2.3. Näherungen für ein flugdynamisches Modell für starre und
flexible Fluggeräte
2.3.1. Definition der Drehungen
Aus der Sicht des Piloten ist es wünschenswert, die Kräfte in Gleichung (2.15) in Kom-
ponenten des Laborsystems anzugeben. Daher müssen Drehungen des Koordinatensystems
O(x, y, z) gegenüber O′(x′, y′, z′) vorgenommen werden. Im geodätischen System für die
Bezugskonfiguration soll e′z nach unten weisen und e′x in positiver Flugrichtung. Die Dre-
hung eines kartesischen Koordinatensystems, dessen Achsen mit x, y, z nummeriert sind, ge-
genüber dem Inertialsystem wird durch eine Sequenz von drei Drehungen mit den Winkeln
φ3 (Drehung um eine z-Achse), φ2 (Drehung um die neue y-Achse) und φ1 (Drehung um die
neueste x-Achse) beschrieben. Diese Beschreibung ist eineindeutig, wenn |φ2| 6= pi2 , 3pi2 , wo-
von in allen hier betrachteten Konfigurationen und Simulationen ausgegangen werden kann.
Die drei Winkel φ1,2,3 sind die sogenannten KARDAN-Winkel aus [Magnus, 40], die in der
Literatur häufig auch einfach als EULER-Winkel bezeichnet werden [Abzug, 1], [Waszak
und Schmidt, 64], [Kämpchen et al., 33]. Letztere sind die EULER-Winkel aus der DIN 9300
(Luftfahrtnorm) [15], die dort mit φ, θ, ψ bezeichnet werden. Bei der Überführung der erdfes-
ten Einheitsvektoren e′λ=x,y,z wird in dieser Konvention zuerst eine Drehung um die z-Achse
(hier Winkel φ3 genannt, sonst ψ), danach eine Drehung um die neue y-Achse (Winkel φ2,
θ) und schließlich eine Drehung um die neueste x-Achse (Winkel φ1, φ) ausgeführt [Ab-
zug, 1], [DIN9300, 15]. Dies führt auf eine Drehmatrix (orthogonale Matrix)
Φ =

cosφ3 cosφ2
sinφ1 sinφ2 cosφ3
− cosφ1 sinφ3
cosφ1 sinφ2 cosφ3
+sinφ1 sinφ3
cosφ2 sinφ3
cosφ1 cosφ3+
sinφ3 sinφ2 sinφ1
cosφ1 sinφ2 sinφ3
− cosφ3 sinφ1
− sinφ2
sinφ1 cosφ2
cosφ1 cosφ2

. (2.31)
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Vektorkomponenten transformieren sich vom Inertialsystem in das bewegte System gemäß
(ux, uy, uz)
T =
(
Φ · (ux′ , uy′ , uz′)T
)T
. (2.32)
Für andere Größen gilt die Transformation (2.32) sinngemäß.
Die Komponenten des Winkelgeschwindigkeitsvektors ω sind über folgende Beziehung
mit den Zeitableitungen der Rotationswinkel verbunden ωxωy
ωz
 =
 1 0 − sinφ20 cosφ1 sinφ1 cosφ2
0 − sinφ1 cosφ1 cosφ2
 φ˙1φ˙2
φ˙3
 . (2.33)
In der Literatur [Abzug, 1], [Etkin, 21] werden die Komponenten von ω bezogen auf die
Laborachsen mit p, q, r bezeichnet. Für die Geschwindigkeit eines materiellen Punktes er-
gibt sich im Inertialsystem mit der EULER’schen Regel der Starrkörperbewegung bei festem
relativen Ortsvektor r
v′ = v′O + ω × r. (2.34)
2.3.2. Komponentenschreibweise
r′O wurde als der Ortsvektor des Schwerpunktes gewählt. Dann ist v′O seine Geschwindigkeit
im Intertialsystem. Die Geschwindigkeit und Beschleunigung in Komponentenschreibweise
lauten
v′0 =
D′r′O
Dt
=
Dr′O
Dt
+ ω × r′O (2.35a)
=
∑
λ=x,y,z
vO,λeλ +
∑
σ,µ,λ=x,y,z
eσµλωσrO,µeλ, (2.35b)
D′v′O
Dt
=
Dv′O
Dt
+ ω × v′O (2.35c)
=
∑
λ=x,y,z
DvO,λ
Dt
eλ +
∑
σ,µ,λ=x,y,z
eσµλωσvO,µeλ (2.35d)
mit den LEVI-CIVITA-Symbolen
eσµλ =

1 σµλ zyklisch
−1 σµλ antizyklisch
0 sonst
. (2.35e)
In den Gleichungen (2.35b) und (2.35d) wurde die Komponentendarstellung mit den Basis-
vektoren des Laborsystems gebildet, wie sie später in den Bewegungsgleichungen gebraucht
wird.
Der Anstellwinkel α wird bei absolut ruhender Luft über die vertikale Komponente der La-
borgeschwindigkeit vO,z und die Gesamtgeschwindigkeit V∞ mit V 2∞ = (v2O,x + v2O,y + v2O,z)
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definiert als sinα := −vO,z
V∞ . Der Schiebewinkel β wird dementsprechend als sin β :=
vO,y
V∞
definiert. Diese Winkel beschreiben die Lage des aerodynamischen, an der ungestörten An-
strömung ausgerichteten Koordinatensystems (AKS) gegenüber dem Laborsystem. Weil in
dieser Arbeit die Luft als ruhend betrachtet wird, fallen die Achsen des aerodynamischen und
des geodätischen Koordinatensystems zusammen. Später kommen noch Anteile der elasti-
schen Verformung hinzu, so dass sich mit dem Biegewinkel um die y-Achse φy ein lokaler
effektiver Anstellwinkel
αeff(t, r) = α(t)− φy(t, r) (2.36)
ergibt. Entsprechend gilt für den Schiebewinkel β
βeff(t, r) = β(t)− φz(t, r). (2.37)
Eine Übersicht der Auswertungsgrößen und der Bezugssysteme ist in Tabelle 2.1 angege-
ben.
Bezeichnung Symbol Bezugssystem
Anstellwinkel α AKS ↔ L.K.
effektiver Anstellwinkel, elastisch αeff AKS ↔ a.K.
Rotationswinkel (EULERwinkel) φ1,2,3 L.K. ↔ B.K.
Biegewinkel φx,y,z a.K. ↔ L.K.
Winkelgeschwindigkeiten ωx,y,z L.K. ↔ B.K.
elastische Verschiebungen ux,y,z a.K. ↔ L.K.
Geschwindigkeiten der elastischen Verschiebungen u˙x,y,z a.K. ↔ L.K.
Starrkörpertranslationen r′0,x,y,z L.K. ↔ B.K.
resultierende Kräfte Fx,y,z L.K.
resultierende Momente Mx,y,z L.K.
Auftriebskoeffizient CL AKS
Tabelle 2.1.: Größen und ihre Bezugssysteme
In F werden die Schwerkraft, Antriebskräfte, aerodynamische Kräfte und je nach Modell
oder Problemstellung weitere Kräfte zusammengefasst. Die Kenntnis der Kräfte und Momen-
te in den Gleichungen (2.15) und (2.16a) ist essenziell für die Bestimmung der Flugbahn, die
Vorausberechnung von Flugmanövern und die Korrektur der Flugbewegung in kritischen Si-
tuationen.
2.3.3. Sechs-Freiheitsgrad-Modell des starren Flugkörpers
Mit einer Komponentendarstellung in dem für den Fall eines starren Fluggerätes körperfesten
Laborsystem, wie sie auch in Gleichung (2.35d) gewählt wurde, wird aus den Beziehungen
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(2.15) und (2.16a) ein System von sechs gekoppelten gewöhnlichen Differenzialgleichungen,
siehe [Etkin, 21], [Waszak et al., 62], bestehend aus der Impulsbilanz:
m(v˙O,x − ωzvO,y + ωyvO,z) = Fx,
m(v˙O,y − ωxvO,z + ωzvO,x) = Fy,
m(v˙O,z − ωyvO,x + ωxvO,y) = Fz
(2.38a)
und der Drallbilanz:
L˙O,x + ωyLO,z − ωzLO,y =MO,x,
L˙O,y + ωzLO,x − ωxLO,z =MO,y,
L˙O,z + ωxLO,y − ωyLO,x =MO,z,
(2.38b)
mit den Drallvektorkomponenten LO,j = ejΘOω für j = x, y, z. Dabei istΘO wegen Starr-
heit des Körpers im System O(x, y, z) ein konstanter Tensor. Der Ursprung ist nach wie vor
der Schwerpunkt, der in diesem speziellen Fall für alle Zeiten derselbe materielle Punkt ist.
In Gleichung (2.38b) ist auch der Drallsatz in Komponenten des Laborsystems dargestellt.
2.3.4. Modell des Flugkörpers bei speziellen kleinen Verformungen
Für spezielle Anwendungen des Modells für flexible Flugkörper kann es gerechtfertigt sein,
die Laborsystembedingungen und den Trägheitstensor zu vereinfachen. Zunächst ist der Träg-
heitstensor nach Gleichung (2.11) in Komponenten ausgeschrieben
Θ˜O = (2.39)∫m ((uy+ry)2+(uz+rz)2) dm− ∫m(uy+ry)(ux+rx)dm
− ∫m(uz+rz)(ux+rx)dm
− ∫m(ux+rx)(uy+ry)dm
+
∫
m
(
(ux+rx)2+(uz+rz)2
)
dm
− ∫m(uz+rz)(uy+ry)dm
− ∫m(ux+rx)(uz+rz)dm
− ∫m(uz+rz)(uy+ry)dm
+
∫
m
(
(ux+rx)2+(uy+ry)2
)
dm

Für die Vereinfachungen betrachten wir schlanke Körper (Flügel, Rakete) mit einer Längs-
ausdehnung ∝ 2L und einer Querausdehnung ∝ 2R. Es sollen Biegeschwingungen in der
x, y- sowie der z, x-Ebene, sowie Torsionsschwingungen um die x-Achse betrachtet werden.
Verläuft die Längsachse in x-Richtung, so ist
∫
m
r2z,ydm 
∫
m
r2xdm. Die Verformungen ux
in Längsrichtung stellen die kleinsten Verformungen dar und sind auch klein gegenüber den
Querverformungen uy,z. Betrachtet man z.B. Θ˜O,yy
Θ˜O,yy =
∫
m
(r2x + r
2
z + u
2
z + u
2
x + 2uxrx + 2uzrz)dm (2.40)
so sind wegen der Wahl vonO als Ursprung für einen geraden Balken Integrale über Produk-
te von rz = rz(z) und uz = uz(x) bei Nichtberücksichtigung von Längenänderungen Null,
wegen
∫
uz(x)rz(z)dxdz =
∫
uz(x)dx
∫
rz(z)dz = 0, weil rz(z) im gewählten Koordina-
tensystem antisymmetrisch zur Schwerpunktslage ist.
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Nun sollen noch die Integrale
∫
r2xdm,
∫
r2zdm,
∫
u2xdm und
∫
u2zdm verglichen werden,
die auch in den anderen Komponenten des Trägheitstensors vorkommen. Es ist∫
uz(x)
2dx ≤ u2z,max · 2L
∫
rz(z)
2dz ' 2R
3
3
(2.41)
falls
uz,max 
√
R3
3L
. (2.42)
Die Abschätzungen für die Fehler bei der hier gemachten geometrischen Linearisierung
lassen sich auch in den anderen Komponenten des Trägheitstensors verwenden, so dass ei-
ne Rechtfertigung der Annahme Θ˜O ∼= ΘO in einem speziellen Anwendungsfall überprüft
werden kann.
Der in Gleichung (2.14) vorkommende Term u × Du
Dt
kann als in u quadratisch kleine
Größe vernachlässigt werden, so dass sich Gleichung (2.14) unter diesen Gesichtspunkten
reduziert auf die in [56] benutzte Formulierung∫
V
r × Du
Dt
ρBdV = 0 (2.43)
führt.
Nach Ausrechnen von der Gleichung (2.38b) erhält man wegen der Beziehungen (2.16b)
eine Formulierung in Hauptachsen (hier zur Verdeutlichung mit oberem Index H , der später
wieder weggelassen wird)
ΘHxxω˙x − (ΘHxyωy +ΘHxzωz) + (ΘHzz −ΘHyy)ωyωz
+(ΘHxyωz −ΘHxzωy)ωx + (ω2z − ω2y)ΘHyz =MHx ,
ΘHyyω˙y − (ΘHxyωx +ΘHyzωz) + (ΘHxx −ΘHzz)ωxωz
+(ΘHyzωx −ΘHxyωz)ωy + (ω2x − ω2z)ΘHxz =MHy ,
ΘHzzω˙z − (ΘHxzωx +ΘHyzωy) + (ΘHyy −ΘHxx)ωyωx
+(ΘHxzωy −ΘHyzωx)ωz + (ω2y − ω2x)ΘHxy =MHz .
(2.44)
Die spezielle Wahl der Lage des Laborsystems O(x, y, z) mit den Einschränkungen aus Ab-
schnitt 2.3.4 führt dazu, dass in dem Gleichungssystem (2.38a), (2.44) explizit keine Defor-
mationen mehr auftreten und auf der linken Seite die bekannte einfache von den elastischen
Freiheitsgraden entkoppelte Form der Bewegungsgleichungen für die Schwerpunktsbewe-
gung erhalten bleibt. Für die Komponenten der Kräfte und Momente gilt wieder FxFy
Fz
 = Φ
 Fx′Fy′
Fz′
 ,
 MO,xMO,y
MO,z
 = Φ
 MO,x′MO,y′
MO,z′
 . (2.45)
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Die Kopplung mit den eventuell vorhandenen Deformationsfreiheitsgraden erfolgt über die
Luftkräfte, die üblicherweise im aerodynamischen Koordinatensystem O(xa, ya, za) ange-
geben werden, siehe Abbildung 2.2. Für die Benutzung der aerodynamischen Beiwerte wie
Widerstandsbeiwert CD und Auftriebsbeiwert CL werden die Kräfte in Richtung des Ge-
schwindigkeitsvektor v′O bzw. senkrecht dazu genommen, siehe Abbildung 2.2.
Fz =
Aref
2
ρ∞V 2∞CZ (2.46)
CZ = −CL cosα− CD sinα
Hierbei sind Aref , ρ∞ und V∞ Dimensionsfaktoren der Fläche, Dichte und Geschwindigkeit.
Der Anstellwinkel α ist der Winkel, um den die Längsachse (x-Achse) des Laborsystems
gegenüber v′O in der z, x-Ebene geneigt ist. Unter Berücksichtigung von Tabelle 2.1 wird FL
als die Auftriebskraft identifiziert, wenn
FL = −Fz cosα+ Fx sinα, und (2.47)
CL =
FL
SR
2
ρ∞~V 2∞
. (2.48)
Die Widerstandskraft FD, die parallel zur Anströmrichtung wirkt, ist ausgedrückt durch Grö-
ßen aus dieser Tabelle:
FD = −Fx cosα− Fz sinα . (2.49)
Zusammen mit dem Anstellwinkel bildet der Schiebewinkel β den Satz von Winkeln, um
die das Laborkoordinatensystem gegenüber dem aerodynamischen System gedreht ist. Ent-
sprechend dem Ansatz (2.45) gehen die für das Gleichungssystem (2.38a)-(2.38b) benötigten
Kraftkomponenten aus der Auftriebskraft FL, der Querkraft FQ und der Widerstandskraft FD
hervor gemäß  FxFy
Fz

Labor
= Ψ
 FDFQ
FL
 . (2.50)
Die DrehmatrixΨ ist wie folgt definiert
Ψ =
 − cosα cos βsin β
− sinα cos β
cosα sin β
cos β
− sinα sin β
sinα
0
− cosα
 . (2.51)
Sie beschreibt die Transformation vom aerodynamischen System in das Laborsystem.
Die am Körperschwerpunkt angreifenden Kräfte können verschiedenen Ursprungs sein.
Z.B. lassen sich folgende Beiträge identifizieren: FxFy
Fz

Labor
= F aero + F prop +
 Mg sinφ2−Mg sinφ2 cosφ3
−Mg cosφ2 cosφ3
,

wobei der erste Term die Resultierende der Luftkräfte, der Zweite die resultierende Antriebs-
kraft und der dritte Term die Schwerkraft darstellt.
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x
Abbildung 2.2.: Laborkoordinatensystem ↔ aerodynamisches Koordinatensystem mit Anstellwinkel
α und Schiebewinkel β und Wirkungslinien der Luftkräfte, nach [Alles, 2]
2.3.5. Erweitertes flugdynamisches Modell für den elastischen Flugkörper
Die Berücksichtigung elastischer Deformationen des Flugkörpers erweitert den Zustandsvek-
tor der Veränderlichen bei starrem Fluggerät – bestehend aus Anstellwinkel, Schiebewinkel,
Rollwinkel, ihren Geschwindigkeiten und weiteren Parametern der starren Translation und
Rotation – um Variablen der Strukturdeformation. Als natürlicher Variablensatz bei kleinen
Verformungen können die Amplituden ηi(t) der Eigenformen hi der Verformungsbewegung
des Flugkörpers verwendet werden. Alle Verformungen lassen sich dann bei Berücksichti-
gung der ersten N elastischen Eigenformen näherungsweise durch den Ansatz
u =
N∑
i=1
ηi(t)hi(x, y, z) (2.52)
beschreiben. Die Eigenformen hi sind Lösungen des Randwertproblems, das sich aus dem
Problem der homogenen Differenzialgleichungen für die freie Deformationsbewegung nach
dem Einsetzen des Ansatzes (2.52) unter den vorliegenden Randbedingungen an den räum-
lichen Rändern des Strukturmodells ergibt, weil der Ansatz das Problem in ein Eigenwert-
problem im Raum und ein Anfangswertproblem in der Zeit separiert, wobei die Quadrate
der Eigenfrequenzen als Parameter auftreten. Die Forderung nach der Existenz nichttrivialer
Lösungen liefert die Eigenwerte, also die Quadrate ψ2i der Eigenkreisfrequenzen. Zu jedem
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ψ2i kann eine Funktion hi bestimmt werden.
Die hi, sind linear unabhängige Funktionen, die noch geeignet normiert werden. Das er-
wähnte Anfangswertproblem enthält eine Differenzialgleichung für jeden Faktor ηi, die der
des linearen harmonischen Oszillators entspricht.
Für das gekoppelte Verfahren wird flugkörperseitig eine FE-Modellierung verwendet, die
in einem anderen Dissertationsprojekt [Boucke, 12] entwickelt wurde1. Aerodynamische Re-
levanz besitzen dabei vielleicht die ersten vier Biegeeigenformen, die ersten zwei Torsions-
eigenformen und weitere je nach den elastischen Eigenschaften Flügeln des Leitwerkes bzw.
der Steuerflächen. Bei einem konkreten Anwendungsfall können die relevanten Eigenfor-
men dadurch gewonnen werden, dass in instationären Rechenläufen (wie in Abschnitt 4.2
beschrieben) verschiedene typische Flugmanöver simuliert werden und eine Analyse der ver-
formungsbedingten Verschiebungsfunktion u(t, r) hinsichtlich der Stärke der in ihr vorkom-
menden Eigenformen vorgenommen wird.
Unter Verwendung des Modalansatzes (2.52) können die folgenden Beziehungen aus den
Bedingungen für das Laborsystem (2.9a) und (2.43) abgeleitet werden:
N∑
i=1
η˙i
∫
V
hiρBdV = 0, (2.53)
N∑
i=1
η˙i
∫
V
r × hiρBdV = 0. (2.54)
Die Bestimmungsgleichungen (2.53) und (2.54) sind die sogenannten „praktischen“ Bedin-
gungen, die die zeitabhängige Bewegung und Orientierung des Laborsystems gegenüber der
Bezugskonfiguration im Inertialsystem festlegen. Zur Veranschaulichung dieser Vorgehens-
weise wird auf ein Rechenbeispiel in Anhang B verwiesen.
Mit den so eingeführten Formulierungen werden nun unter Hinzunahme der elastischen
Beiträge die kinetische und potenzielle Gesamtenergie des Systems aufgestellt. Über den
HAMILTON-LAGRANGE-Formalismus gelangt man dann auf einfache Weise zum Satz der
Bewegungsgleichungen. Für die starren Anteile ergeben sich die schon aufgeschriebenen
Gleichungen (2.38a) und (2.38b). Die sich zusätzlich ergebenden Differenzialgleichungen für
die Verformungsbewegungen haben nach Multiplikation mit der Inversen der generalisierten
Massenmatrix die Gestalt
η¨i + ψ
2
i ηi(t) = Qηi , i = 1, . . . , N. (2.55)
Beide zusammen beschreiben das in den vorhandenen Starrkörperfreiheitsgraden und den
N Deformationsfreiheitsgraden schwingende System unter dem Einfluss der angreifenden
Kräfte. Die äußeren Luftkräfte Fx, Fy, Fz,MO,x,MO,y,MO,z und Qη hängen im Allgemeinen
1Die Eigenfunktionen hi existieren hier bei den späteren Anwendungen wegen der verwendeten Finite-Ele-
mente-Methode nur in diskretisierter Form und der Schreibweise Hi mit Stützstellen auf den Elementkno-
ten.
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von allen angeregten Freiheitsgraden ab und koppeln deshalb die Freiheitsgrade unterein-
ander. Daher bilden die Gleichungen (2.38a), (2.44) auf Seite 20 mit den N Schwingungs-
gleichungen (2.55) ein über die Massen- und Luftkräfte gekoppeltes System gewöhnlicher
Differenzialgleichungen zweiter Ordnung. Als seine Lösung erhält man bei Vorgabe der An-
fangsgeschwindigkeiten sowie der Anfangslagen und unter Hinzunahme der kinematischen
Gleichungen (2.33) die Weg-Zeitverläufe für die Schwerpunktsbewegung, die Drehbewegung
des Laborsystems und die Verformungen gegenüber der Laborkonfiguration. Auswertungen
dieser Form finden sich am Ende der Arbeit in Abschnitt 4.3.4.
2.4. Stabilitätsderivativa
Ein wichtiges Teilgebiet dieser Arbeit bildet der große Bereich der rechnergestützten Strö-
mungsmechanik (Computational Fluid Dynamics, CFD). Die heute entwickelten CFD-Ver-
fahren sind durch hohe Auflösung und leistungsstarke Rechnersysteme in der Lage, viele
Details strömungsmechanischer Probleme zu beschreiben. Bei Anwendungen in der Luft-
und Raumfahrt sind oft einzelne Bauteile Gegenstand eigener numerischer Simulationen, die
lokale instationäre Vorgänge über längere Zeiträume auflösen. Solche Untersuchungen bie-
ten die Möglichkeit zur Optimierung von interessanten Teilbereichen. Allgemeinere Fragen
zu Flugeigenschaften, z.B. Reichweite, Luftwiderstand, Auftrieb und Flugstabilität, lassen
sich in einem frühen Stadium der Entwicklung ausreichend gut durch Verwendung integra-
ler Größen, z.B. der Kraft- und Momentenbeiwerte, und einer Abschätzung ihrer zeitlichen
Änderungen beantworten. Diese aerodynamischen Beiwerte können als Funktionen eines Zu-
standsvektors S aufgefasst werden. In ihm werden die für wichtig erachteten charakteristi-
schen Zustandsgrößen zusammengefasst, z.B.
S =
(
r′0,v
′
0;α, β, φ1, α˙, β˙, φ˙1, . . . , q, q˙
)T
. (2.56)
Die Charakterisierung des Flugzustandes durch die Lage des Schwerpunktes r′0, in deren Ab-
hängigkeit sich z.B. Luftdichte ändert, ist hier nur der Vollständigkeit halber aufgeführt und
wird nicht weiter untersucht. Die Abhängigkeit des Flugzustandes von der Schwerpunktsge-
schwindigkeit v′0 bzw. der Machzahl, die z.B. auf Grund einer Beschleunigung durch einen
Antrieb veränderlich ist, wirkt sich auf den Luftwiderstand und in Schallnähe auch verstärkt
auf die Stabilität aus (z.B. „transonic dip“ [Dietz et al., 17]). Ein stabiler Referenzflugzustand
werde mit S bezeichnet. Abweichungen S − S werden in kurzen Zeitskalen als klein ange-
nommen. Dann können die aerodynamischen Koeffizienten um S durch Betrachtung kleiner
Störungen ermittelt werden. Exemplarisch wird hier die Vorgehensweise am Auftriebsko-
effizienten und seinen Derivativa erläutert. Für andere Beiwerte, die zur Beschreibung des
Systems notwendig sind, wird entsprechend verfahren. Eine Entwicklung erster Ordnung für
z.B. CL ist dann
CL = CL + CLα(α− α) + CLα˙(α˙− α˙) + · · ·+ CLq(q − q) + CLq˙(q˙ − q˙). (2.57)
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Die Größe CL bezeichnet den Auftriebsbeiwert im stabilen Flugzustand S für den betrach-
teten Zeitraum und wird definiert über den Wert der Funktion CL unter Einsetzung aller
Zustandsvariablen mit ihren Referenzwerten: CL = CL(α, β, φ1, α˙, . . . , q, q˙).
Die generalisierten Koordinaten 2 q und ihre Zeitableitungen stellen ausgewählte Kompo-
nenten des Zustandsvektors S dar und müssen problemangepasst definiert werden.
Die Koeffizienten, die durch die Linearisierung in der Gleichung (2.57) entstehen und sich
auf starre Translationen oder Drehungen beziehen, sind die Stabilitätsderivativa oder aerody-
namischen Derivativa. Beinhaltet der Variablensatz der generalisierten Koordinaten Größen,
die die Verformung des Körpers beschreiben, z.B. die Schwingungsamplituden von dominie-
renden Eigenschwingungsformen, so werden die betreffenden CLq als erweiterte oder aero-
elastische Derivativa bezeichnet.
Für viele zu betrachtende Situationen sind die auf den Flugkörper einwirkenden Kräfte al-
lein Funktionen des augenblicklichen Geschwindigkeitszustandes, also der translatorischen
und rotatorischen Geschwindigkeiten vO,x, vO,y, vO,z und ωx, ωy, ωz. Eine genauere Abbil-
dung der tatsächlichen Abhängigkeiten erhält man unter Einbeziehung der Beschleunigungen
v˙O,x, v˙O,y, v˙O,z, α¨, . . . , so dass auch zeitlich ein wenig zurückliegende Informationen genutzt
werden. Außerdem kann die Betrachtung auf eventuell bedeutsame gemischte Ableitungen
(CLα,α˙ = ∂CLα∂α˙ ) erweitert werden. In dieser Arbeit beschränken wir uns jedoch auf Fälle,
in denen keine gemischten Ableitungen auftreten. Für allgemeine Anwendungen kann dies
möglicherweise nicht ausreichend sein, so dass Einzelbetrachtungen werden notwendig wer-
den [Greenwell, 25]. Häufig benutze Stabilitätsderivativa sind
CLα =
∂CL
∂α
(2.58)
CXα˙ =
∂CX
∂α˙
(2.59)
CMyα =
∂CMy
∂α
(longitudinale Stabilität) (2.60)
CMyα˙ =
∂CMy
∂α˙
(Dämpfung der Anstellwinkelschwingung) (2.61)
CMx
φ˙1
=
∂CMx
∂φ˙1
(Rolldämpfung) (2.62)
In Analogie zu einem linearen Federkraftgesetz nimmt das Derivativum CMyα die Rolle ei-
ner Federkonstanten an. Wegen My ∝ CMyαα wirken3 negative CMyα stabilisierend auf die
Fluglage, da My dann wieder eine Drehung in die Strömung bewirkt. Mitentscheidend für
das rasche Abklingen von Auslenkungen aus der stabilen Fluglage sind die aerodynamischen
2Wegen der üblichen Bezeichnung q für generalisierte Koordinaten wurde hier auf die Konformität zur DIN
9300 verzichtet, in der mit q eine Winkelgeschwindigkeit bezeichnet wird. Für diese wird in der vorliegenden
Arbeit die Bezeichnung ωy gewählt.
3 In Anlehnung an das in Abschnitt 2.1 eingeführte Koordinatensystem wird hier die Nickbewegung um die y-
Achse definiert. Dementgegen wird später im Ergebnisteil in Anlehnung an den Strömungslöser FLOWER
des DLR [Kroll et al., 36] ein flugzeugfestes Koordinatensystem bevorzugt, bei dem das Nicken eine Dre-
hung um die dann horizontale z-Achse beschreibt, siehe Abbildung 4.2 auf Seite 53.
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Dämpfungseigenschaften des Fluggerätes. Eine Dämpfung der Aufwärtsbewegung liegt z.B.
bei negativem Koeffizienten CLα˙ vor.
2.5. Beschreibung des Strukturmodells
Es wird angenommen, dass sich die Bauelemente der zu untersuchenden Flugkörper be-
züglich ihrer wesentlichen Deformationseigenschaften mit Hilfe von Balkenmodellen be-
schreiben lassen. Für drehsymmetrische, schlanke Flugkörper ist diese Näherung offensicht-
lich, aber auch kompliziertere Konfigurationen mit Anbauteilen lassen sich hinsichtlich ih-
rer Tragstruktur als Systeme elastischer Balken auffassen. Ebene, freie Biegeschwingun-
gen eines Balkenelementes werden gut mit dem TIMOSHENKO-Modell beschrieben [Bou-
cke, 12], [Lauermann, 37], [Martin, 41], [Britten, 13]. Dort wird die Scherverformung nicht
mehr vernachlässigt wie bei der einfacheren BERNOULLI-Näherung, die Scherstarrheit an-
nimmt. Diese Annahme bewirkt, dass instationäre Formänderungen physikalisch anomal di-
spergieren. Mit einzelnen Balkenelementen werden die Bedingungen für die Näherung des
betrachteten Systems als Tragwerk aus linearelastischen Balken erfüllt, die aus stückweise
homogenem Material bestehen und abschnittsweise konstante materielle Querschnitte mit
Drehträgheit aufweisen.
Als Methode zur Lösung des resultierenden strukturdynamischen Problems kann eine Fini-
te-Elemente-Methode verwendet werden. Mit dem TIMOSHENKO-Ansatz für die Schnittgrö-
ßen-Verformungsbeziehungen, der Querschnittsdrehungen, Scherverformungen und Dreh-
trägheit berücksichtigt, bleiben Dispersionseffekte im Rahmen des physikalisch Zulässigen.
Wir nehmen hier vorübergehend an, dass das betrachtete System über mindestens eine physi-
kalische Symmetrieebene verfügt. Diese sei die z, x-Ebene, wobei die x-Achse in der Längs-
richtung der Konfiguration verlaufe. Die Verschiebung uz und der zugehörige Biegewinkel
φy werden dann bei der Verformung durch Querkräfte für jedes Element über die Lösung
eines Systems zweier gekoppelter Differenzialgleichungen zweiter Ordnung in Abhängigkeit
der Längskoordinate x und der Zeit t bestimmt:
ρL
∂2uz
∂t2
− ∂
∂x
((
∂uz
∂x
+ φy
)
κGA
)
= 0 (2.63a)
ρLIy
A
∂2φy
∂t2
− ∂
∂x
(
EIy
∂φy
∂x
)
+ κGA
(
∂uz
∂x
+ φy
)
= 0 (2.63b)
Hierbei sind E der Elastizitätsmodul,G der Gleitmodul, Iy das Flächenträgheitsmoment um
die zur z, x-Ebene senkrechte Biegeachse, ρL die Balkenmasse pro Länge des Balkens und
κ ein dimensionsloser Faktor, der aus dem Ersatz der Schubspannungsverteilung über den
Querschnitt A durch einen konstanten Wert resultiert und kleiner als 1 ist.
Für die Modellierung der elastischen Struktur werden verallgemeinerte Balkenelemente
nach dem TIMOSHENKO-Modell verwendet, die außer Biegung und Scherung auch Torsion
und Längsdehnungen erfahren und somit über alle bei dreidimensionaler Betrachtung vor-
kommenden Freiheitsgrade verfügen.
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Eventuell vorhandene träge Massen werden als Punktmassen oder lokal fixierte Massen
mit Drehträgheit an entsprechenden Stellen mit den Balkenelementen elastisch verbunden. So
wird z.B. bei der Diskretisierung eines Tragflügels mit einem Triebwerk am Aufhängepunkt
ein weiteres Element angebracht und mit einer zusätzlichen äquivalenten Masse versehen.
Hierbei bleibt die Triebwerksgeometrie unberücksichtigt.
Hat das Fluggerät einen Freiheitsgrad der Starrkörperbewegung, so wird für diesen Frei-
heitsgrad und die diesem zugeordnete Verformungsbewegung eine Aufteilung der Bewegung
in einen Anteil der Laborbewegung und einen Deformationsanteil gegenüber dem Labor-
system vorgenommen. In diesem Koordinatensystem wird die momentane Deformationsän-
derung des elastischen Körpers und auch dessen Umströmung unter den in Abschnitt 2.1
gemachten Annahmen berechnet.
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Hier werden kurz die für die Berechnung der struktur- und strömungsmechanischen Vorgän-
ge verwendeten Methoden referiert. Für die Struktur wurde das in [Boucke, 12] vorgestellte
Finite-Elemente-Verfahren gewählt. Es wird zunächst mit den in dieser Arbeit durchgeführ-
ten Erweiterungen zur Berechnung der Eigenfrequenzen und Eigenformen der Struktur bei
Abwesenheit der Luftkräfte verwendet und ferner bei direkten numerischen Simulationen
eingesetzt, wobei zur zeitlichen Integration ein RUNGE-KUTTA-Verfahren mit fehlerabhän-
giger Zeitschrittweitensteuerung benutzt wird. Der verwendete Strömungslöser FLOWER
setzt im Raum eine Finite-Volumen-Diskretisierung ein, um zu gewöhnlichen Differenzial-
gleichungen in der Zeit zu gelangen. Sie werden mit der Dual-Time-Stepping-Methode von
JAMESON [31] integriert werden. Die Zeitschritte werden vom Strömungslöser vorgegeben
und sowohl vom Strömungslöser, als auch vom Strukturlöser kontrolliert, wobei im Strö-
mungslöser die Iteration nach oben begrenzt ist und bei der Struktur eine Kontrolle über die
Anzahl der zeitlichen Stützstellen innerhalb einer Periode der höchsten Eigenform erfolgt, die
nach unten beschränkt ist. Das ist im theoretischen Grenzfall entsprechend dem SHANNON-
Theorem ein Wert größer als zwei. Praktisch wird hier ein Wert in der Größenordnung von
zehn vorgegeben.
3.1. Das diskrete Eigenwertproblem
Für die räumliche Diskretisierung des eindimensionalen Balkens werden Finite Elemente mit
polynomialen Ansatzfunktionen gewählt.
Die für die Modellierung notwendige Anzahl von Elementen kann variieren und hängt
außer von Besonderheiten der Geometrie der Konfiguration im Wesentlichen davon ab, wie
viele Schwingungsformen berücksichtigt werden sollen. Die nach räumlicher Diskretisierung
durch Finite Elemente erhaltenen Bewegungsgleichungen für elastische Systeme ohne Struk-
turdämpfung lauten in Vektorform
MU¨ +KU = Q, (3.1)
mit dem Vektor der ElementknotenkräfteQ und den Gesamtsteifigkeits- und Gesamtmassen-
matrizen der FE-Modellierung K und M [Przemieniecki, 54]. U ist jetzt die diskretisierte
Form des in Abschnitt 2.1.1 eingeführten Verschiebungsvektors für das Gesamtsystem.
Daraus lässt sich nach Einsetzen des Ansatzes (2.52) in Gleichung (3.1) die diskrete For-
mulierung des Eigenwert-Problems für den eindimensionalen Balken ableiten:
(K − ψ2M)H = 0 (3.2)
oder, wenn die Inverse der Massenmatrix existiert, was vorausgesetzt wird,
M−1KH = ψ2H . (3.3)
H sind diskrete (algebraische) Eigenvektoren, die gemäß dem aufgestellten Finite-Elemente-
Modell sechs Einträge für jeden derN Elementknoten, also insgesamt 6N Einträge enthalten.
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Damit sind die Eigenvektoren über die Lagen der Knoten diskrete Funktionen des Ortes auf
der modellierten Geometrie. Für eine einfache Biegeform eines in x-Richtung orientierten
Balkens mit dem durch uz(x) und φy(x) gegebenen analytischen Verlauf der Biegung und
Scherung haben die algebraischen Vektoren H die folgende Gestalt
HBiegung = (0, hz(x1), 0, 0, φy(x1), . . . , 0, hz(xN), 0, 0, φy(xN))
T , (3.4)
wobei x1, . . . , xN die Positionen der Elementknoten sind. In das Verfahren aus [Boucke, 12]
wurden in dieser Arbeit verschiedene Methoden zur Lösung der Gleichungen (3.2) und (3.3)
implementiert. Dazu wurden Routinen der öffentlichen Numerikbibliothek LaPack [48] ver-
wendet und mittels eines FORTRAN-Interfaces dem in Ada95 [Barnes, 10] geschriebenen
Hauptteil des Strukturprogramms zur Verfügung gestellt. Gleichung (3.2) lässt sich auch oh-
ne Kenntnis der inversen Matrix M−1 numerisch lösen und birgt daher in ihrer Verwendung
numerische Vorteile, die sich aber nicht in einem für die Anwendungen dieser Arbeit ent-
scheidenden Genauigkeits- oder Geschwindigkeitsvorteil niederschlagen. Für Fluggeräte oh-
ne Zwangsbedingungen (Freiflug) existieren sechs starre Eigenformen Hs mit
s = N − 5, . . . , N , deren Eigenwerte ψss=N−5,...,N identisch Null sind. Sie beschreiben reine
Translationen und Rotationen, siehe Anhang A. Ihre Amplituden sind jedoch im Laborsys-
tem immer Null, da ein starrer Zustand der unverformten Laborkonfiguration entspricht. Im
Rahmen der Betrachtungen dieser Arbeit bleiben also die starren Eigenformen unberücksich-
tigt. Die Eigenformen gehorchen der sogenannten verallgemeinerten Orthogonalitätsrelati-
on [Przemieniecki, 54]
HTi MHj = konst. · δij, i, j ≤ N. (3.5)
Dadurch wird einerseits die Quasi–Entkopplung der Freiheitsgrade der Laborbewegung von
den elastischen Freiheitsgraden beschrieben und andererseits die für die lineare Elastizitäts-
theorie geltende lineare Unabhängigkeit der elastischen Eigenformen.
Nachdem die Eigenformen gefunden sind, wird nun der Modalansatz (2.52) in Gleichung
(3.1) eingesetzt:
N−6∑
i=1
MH iη¨i +
N−6∑
i=1
ψ2iMH iηi(t) = Q. (3.6)
Zu den einzelnen Gleichungen (2.55) gelangt man durch sukzessive Bildung von Skalarpro-
dukten von Gleichung (3.6) mit HT1 , HT2 usw.. Wegen der Orthogonalität der Eigenvekto-
ren (3.5) fallen fast alle Glieder aus den Summen heraus, z.B.:
η¨1 + ψ
2
1η1(t) =
(
HT1MH1
)−1
HT1Q =:
Qη1
µ1
, (3.7)
mit µ1 :=HT1MH1.
Die Faktoren µi werden generalisierte Massen genannt. Da die Normierung des Systems der
Eigenvektoren frei wählbar ist, wird im Weiteren folgende in der Literatur übliche (siehe
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[Przemieniecki, 54], [Fung, 24]) Form zur Skalierung der generalisierten Massen verwendet:(
H1 . . .HN−6
)T
M
(
H1 . . .HN−6
)
= E (3.8)
Das hat zur Folge, dass die µi immer den Zahlenwert eins haben und nur noch eine Einheit
tragen. Wenn qi z.B. ein Torsionswinkel ist, dann hat µi die Dimension kg ·m2; ist qi eine
Länge, hat µi die Einheit kg.
3.2. Eigenschaften des Strömungslösers
3.2.1. Räumliche Diskretisierung: Finite Volumen Methode für veränderliche
Gitter
Das vorliegende Strömungsproblem wird durch die NAVIER-STOKES-Gleichungen (siehe
Abschnitt 2.1.3) beschrieben. Zur Berechnung der Zustände im Strömungsgebiet wird in der
hier verwendeten Variante von FLOWER (Version 116.8) ein Algorithmus benutzt, der auf
einer Zellecken-zentrierten Finiten-Volumen-Methode mit expliziter Zeitintegration basiert.
In einfacheren Fällen, in denen Grenzschichtphänomene nicht untersucht werden sollen, wer-
den die EULER-Gleichungen gelöst. Dies lässt sich im Strömungslöser durch einen einfachen
Schalter bewerkstelligen. Das Rechengebiet wird in nichtüberlappende Hexaederzellen un-
terteilt, die in krummlinigen Koordinaten beschrieben werden. Dabei wird eine umkehrbar
eindeutige Koordinatentransformation (x, y, z, t) ↔ (ξ1, ξ2, ξ3, τ) durchgeführt, wobei eine
der Koordinatenflächen ξk = konst. die Körperoberfläche ist. Die Finite-Volumen-Methode
ordnet jedem Gitterpunkt i des Rechengebietes ein Kontrollvolumen Vi zu, innerhalb des-
sen die Erhaltungsgrößen (ρ, ρv, ρe) durch ihre Mittelwerte repräsentiert, also als räumlich
konstant angenommen werden.
Da sich auf Grund der Gitterdeformationen die Zellvolumina von Zeitschritt tn zu Zeit-
schritt tn+1 ändern, müssen sie stets neu berechnet werden. Die im Strömungslöser FLOWER
integrierte Formulierung folgt dabei Vorschlägen von PERIC [22]. Um dabei die Gesamt-
massenerhaltung zu gewährleisten, können die neuen Volumen nicht einfach aus den neuen
Gitterpunktanordnungen berechnet werden, sondern sie müssen mit Rücksicht auf eine wei-
tere Erhaltungsgleichung gebildet werden,welche geometrischer Art ist. Es ist der sogenannte
geometrische Erhaltungssatz (Geometric Conservation Law, GCL). Die Massenerhaltung for-
dert im einfachsten Fall zeitlich konstanter Dichte und im Laborsystem ruhender Strömung
nach Gleichung (2.23a) auf Seite 11 mit v ≡ 0
D
Dt
∫
V
ρdV =0,
⇒ ρ d
dt
V (t)− ρ
∮
S(t)
vSnSdA =0, (3.9)
mit den Bezeichnungen aus Abschnitt 2.1.3. Gleichung (3.9) lautet in zeitlich und räumlich
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diskretisierter Formulierung für einen Koordinatenpunkt Pijk
V
τn+1
ijk = V
τn
ijk +
{
6∑
r=1
vS,inrAijk|r
}τn
. (3.10)
Da die lokalen Gittergeschwindigkeiten vel, die in vS eingehen (siehe Gleichung (2.22) auf
Seite 11) und durch die Gitterverformung festliegen, sind die Volumina durch die Gleichung
(3.10) eindeutig bestimmt. Sie können bei einer Finite-Volumen-Formulierung von den rein
geometrisch aus den Gitterpunktskoordinaten bestimmten Volumina abweichen.
3.2.2. Räumliche Differenzenbildung
Die Informationsausbreitung des konvektiven und durch Druckwellen bedingten Anteils fin-
det entlang der Charakteristiken der EULER-Gleichungen statt. Dies muss bei der Behandlung
instationärer und supersonischer Probleme Beachtung finden. Im hohen Unter- bis leichten
Überschall (Machzahl M∞ = 0, 8 − 1, 5) können einfache zentrale Differenzenbildungen
effizient und noch ausreichend genau sein, die in der Version 116.8 des Strömungslösers
FLOWER angewendet werden [Kroll et al., 35]. Für höhere Machzahlen ist es nicht mehr aus-
reichend, nur die einfachen Flussdifferenzen über die Zellränder zu nehmen, sondern die ein-
gehenden Randwerte müssen in Abhängigkeit von der Signalausbreitungsrichtung gewich-
tet werden. Ansonsten erhält man unphysikalische Ergebnisse (Stoßverschmierung, Über-
schwinger), weil in die Ermittlung der neuen Zustandsgrößen Werte eingehen, die in diesem
Zeitintervall wegen der endlichen Ausbreitungsgeschwindigkeiten von Störungen noch kei-
nen physikalischen Einfluss auf die Strömung im betrachteten Punkt haben können. Mittels
des sogenannten Flux-Vector-Splittings wird die endliche Ausbreitungsgeschwindigkeit in
den durch Konvektion und Druckwellen bedingten Flussanteil eingebaut. Die Reibungster-
me werden nach wie vor mit zentralen Differenzen diskretisiert. Ein wichtiger Vertreter der
Klasse der Upwind-Verfahren ist das AUSM Verfahren (Advection Upstream Splitting Me-
thod, [Liou und Steffen, 38]). Mit geeigneter Rekonstruktion der Flussgrößen an den Zell-
rändern ist die Methode in stoßfreien Gebieten von einer Genauigkeit zweiter Ordnung im
Raum. Das Verfahren existiert in mehreren Varianten, von denen hier zur Zeit die mit AUS-
MDV bezeichnete bevorzugt wird, die von VAN KEUK in [61] in das FLOWER-Programm
integriert wurde.
Zum AUSMDV Upwind-Schema für Überschallströmungen auf veränderlichen
Gittern
Da die Gittergeschwindigkeiten bei aeroelastischen Simulationen in die Flussbilanzen mit
eingehen, mussten die Upwind-Implementierungen modifiziert werden, um bei einer Ver-
schiebung der Gitterzelle die Gittergeschwindigkeit mit zu berücksichtigen. Dabei treten die
Gittergeschwindigkeiten im Gegensatz zum zentralen Differenzenverfahren auch in den mo-
difizierten numerischen Flussfunktionen der verschiedenen Upwind-Modelle auf. Hier wurde
im wesentlichen auf Arbeiten von VAN KEUK [61] und des Autors [26] zurückgegriffen.
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3.2.3. Quasi-implizite Zeitintegration für instationäre Strömungen
Zeitliche Diskretisierung
Bei vielen zeitabhängigen Anwendungsproblemen der numerischen Strömungssimulation er-
folgen die Änderungen des Strömungsfeldes langsam oder niederfrequent. Dann kann es eine
gute Näherung sein, die stationäre Lösung des Strömungsproblems für verschiedene Flugzu-
stände und Konfigurationen der Geometrie und Anströmung zu bestimmen und aneinander
zu setzen, ohne wirklich zeitabhängig im Sinne der sog. Echtzeitsimulation zu rechnen. So
z.B. bei der Optimierung der Reiseflugkonfiguration eines Flugzeuges oder der Bestimmung
wichtiger geometrischer Einflussparameter auf Reibungswiderstand und Lastverteilungen.
Ergebnisse dazu finden sich in Abschnitt 4.1.2.
Bei der Klasse der instationären Probleme besteht eine weitere Aufgabe darin zu ermitteln,
ob eine im stationären Zustand aufgebrachte Störung (Auslenken eines Tragflügels, Änderung
des Anströmwinkels, Ausschlag einer Steuerfläche des Lenkflugkörpers usw.) im Laufe der
Zeit wieder abklingt und zu einem eventuell anderen stationären Zustand konvergiert. Dies
wird z.B. dadurch sichergestellt, dass die Anregungsfrequenzen weit entfernt von den Eigen-
frequenzen liegen und dass eine genügend starke Dämpfung vorliegt. Ansonsten kann es zu
Instabilitäten kommen wie z.B. Flattern oder Grenzzyklusschwingungen (Tragflügel, Steu-
erflächen) oder unkontrollierbares Lenkverhalten (Lenkflugkörper). Solche Zustände können
schnell oder langsam, also erst nach einer längeren Zeit mit nur kleinen Deformationsbe-
wegungen auftreten, so dass es erforderlich ist, die Strömung über einen längeren Zeitraum
zu simulieren. Diese instationären Probleme erfordern dementsprechend ein Vielfaches des
Rechenaufwandes für stationäre Probleme.
Betrachtet man z.B. die periodische Schwingung eines Körpers um eine Achse senkrecht
zur Anströmung mit der Schwingungsdauer T , so kann es notwendig sein, für eine volle
Schwingung wenigstens 100 Zeitpunkte zu berechnen und für die Ermittlung des Antwortver-
haltens nach z.B. 10T entsprechend 1000 Zeitschrittweiten. Dies bedeutet einen sehr hohen
Rechenaufwand. Daher ist bei der Implementierung und Programmierung auf hohe Effizienz
des Programmcodes zu achten.
Eine effiziente Methode, die sich zusätzlich durch einen geringen benötigten Arbeitsspei-
cher auszeichnet, ist das Dual-Time-Stepping-Verfahren von Jameson [31], welches in [Hein-
rich et al., 29] in das Programm FLOWER implementiert wurde. Dieses betrachtet die physi-
kalische Zeit als vierte Koordinate und benutzt eine sog. Pseudozeit als Iterationsparameter.
Es löst für jeden physikalischen Zeitschritt ein im Vierdimensionalen stationäres Problem
mit verändertem numerischen Fehlerterm (Residuum), wobei die Zeitableitungen der Erhal-
tungsgrößen mit finiten Differenzen zweiter Ordnung diskretisiert werden. Dabei muss nicht
wie bei einem klassischen impliziten Verfahren eine Jacobi-Matrix gespeichert werden, die
wegen ihres Speicherbedarfs die Problemgröße limitieren könnte. Da auch keine Ableitun-
gen der numerischen Flussfunktionen gebildet werden müssen, kann das zeitlich explizite
Verfahren für stationäre Probleme fast unverändert in eine Zeitintegrationsschleife des in-
stationären Problems gemäß Abb. 3.3 auf Seite 38 übernommen werden. Getestet wurde die
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Implementierung am Beispiel eines schwingenden Tragflügels im Windkanal, Abbildung 3.1,
siehe dazu den folgenden Abschnitt.
Randbedingungen für instationäre Rechnungen
Eine naheliegende Methode zur Verringerung des Rechenaufwandes ist die Verkleinerung
des Rechengebietes, um Flussauswertungen in weniger Gitterzellen vornehmen zu müssen.
Diese Maßnahme sollte natürlich ohne Einfluss auf die Lösung bleiben. Das kann gerade
im mehrdimensionalen sub- und transsonischen Bereich nicht vollständig gelingen, da jeder
Punkt im Luftraum, also auch ein Punkt im Nachlauf, Einfluss auf den umströmten Körper
hat. Dieser Einfluss nimmt mit der Entfernung aber deutlich ab. Üblicherweise schneidet man
deshalb das Rechengebiet in einer bestimmten Entfernung von dem umströmten Körper ab
und nimmt außerhalb davon feste Werte für Druck, Dichte und Geschwindigkeit an, die der
ungestörten Strömung entsprechen. Dabei werden also die zeitlichen Veränderungen, die bei
Flug-Machzahlen unter eins auf dem ganzen Rand aus dem Lösungsgebiet kommen, igno-
riert. Daher muss bei instationären Problemen das Rechengebiet sehr groß gewählt werden,
um unphysikalische Reflexionen vom Rechenrand klein zu halten. Diese Reflexionen könn-
ten ganz unterbunden werden, wenn man das tatsächliche Ausbreitungsverhalten der über
den Rechenrand ins Unendliche laufenden Störungen auf den Rechenrand projizieren und als
Randbedingung auf diesem künstlichen Rand verwenden könnte. Eine Klasse von Metho-
den, die in diesem Sinne eine bessere numerische, künstliche Randbedingung schaffen, sind
charakteristische Randbedingungen (CBC), die u.a. von HEDSTRÖM [28] für hyperbolische
Systeme eingeführt wurden. In diese Klasse gehört unser Ansatz [Hanke, 26], [Hanke und
Ballmann, 27]. Er verwendet die Annahme, dass die Störungen, die vom Inneren des Rechen-
gebietes nach außen laufen dort, als einfache Wellen beschrieben werden können. Hierbei
werden die unbekannten Strömungsgrößen im Außenraum in jedem Zeitschritt über ein ver-
einfachtes Charakteristikenverfahren aus Werten des letzten Zeitschritts bestimmt. Damit ließ
sich in der Beispielrechnung das Rechengebiet deutlich verkleinern, wodurch Einsparungen
in den Rechenzeiten erzielt werden. Details zur Implementierung finden sich in Anhang D
und [Hanke, 26]. NORDSTRÖM in [49] und andere haben zwar Argumente angeführt, dass
die theoretische Basis zur Verwendung der charakteristischen Randbedingungen für nicht
rein hyperbolische Gleichungen, hier die NAVIER-STOKES-Gleichungen, nicht gesichert sei,
jedoch werden in den meisten Fällen störungsarme Ergebnisse produziert, weil Reibungsphä-
nomene fern der Körperoberfläche von niedrigerer Größenordnung sind als in der Nähe von
Wänden mit Haftrandbedingung. Von diesem in Experimenten zu beobachtenden physikali-
schen Sachverhalt macht auch die in [Sofronov, 58] durchgeführte Untersuchung Gebrauch.
Vor dem Profil wird dabei Rotationsfreiheit und homentropische Strömung angenommen, so
dass dort ein Geschwindigkeitspotenzial existiert. Unter der gegebenen Voraussetzung klei-
ner Störungen – ab einer gewissen Entfernung vom Fluggerät trifft das zu –, kann das strom-
auf gelegene Fernfeld näherungsweise als Lösung der linearisierten Wellengleichung für das
Geschwindigkeitspotenzial beschrieben werden. Hinter dem Profil ist das Strömungsmedium
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teilweise durch einen gekrümmten Verdichtungsstoß gegangen. Deshalb ist die Strömung dort
gemäß CROCCOs Wirbelsatz nicht mehr wirbelfrei. Gleichzeitig führt auch die Grenzschich-
treibung am Profil Rotation in die Strömung ein. Stromab ist aber Druckstetigkeit wieder
durchgehend gewährleistet und weit stromab sogar Druckhomogenität. Somit ist im Über-
gangsbereich eine passende Lösung der Druckwellengleichung adäquat, wenn die Reibungs-
effekte weitgehend abgeklungen sind. Diese Situation wird in [Ballmann et al., 8] ausgenutzt,
um An- und Abströmbedingungen für instationäre Windkanalströmungen um schwingende
Profile zu beschreiben. Ein alternatives Fernfeldmodell stellt das erweiterte Konzept der ein-
fachen Wellen dar.
Mit diesem Modell wurde die Rechnung für ein zweidimensionales Windkanalmodell ei-
nes Tragflügels durchgeführt. Die Anströmdaten sind M∞ = 0, 73, ρ∞ = 0, 528 kgm3 und
T∞ = 285K. Der Flügel schwingt mit einer Amplitude des Anstellwinkels von α0 = 3o
und einer Frequenz von ωα = 201s , die dem akustischen Kanal–Resonanzfall entspricht. Für
ein ausreichend großes Rechengebiet von 20 Profiltiefen werden mit verschiedenen Rand-
bedingungen übereinstimmende Ergebnisse für den zeitlichen Verlauf des Auftriebbeiwertes
gefunden. Reduziert man das Rechengebiet auf sieben Profiltiefen, wie in [Sofronov, 58]
gezeigt, lässt sich die Rechenzeit auf Grund gesunkener Punkteanzahl deutlich verringern,
jedoch nehmen Randeffekte einen störenden Einfluss auf die Lösung.
In Figur 3.1 auf der nächsten Seite stellt der mit RB15 bezeichnete Ergebnisverlauf für
das schwingende Profil die Verbesserung gegenüber einer einfach extrapolierenden Randbe-
dingung (RB12) dar. Die Randbedingung RB45 ist der in [Ballmann et al., 8] beschriebenen
Referenzlösung entnommen. Die für zweidimensionale Probleme verfügbare, in dieser Ar-
beit entwickelte charakteristische Randbedingung (RB15) kann den störenden Einfluss von
Unterschallausströmrändern deutlich reduzieren, jedoch nicht in dem Maße wie die in [Ball-
mann et al., 8] beschriebene Methode, die allerdings aufwendiger ist.
3.3. Kopplung der Einzelverfahren
Die vorher in den Abschnitten 3.1 und 3.4 beschriebenen Verfahren zur Berechnung der insta-
tionären Aerodynamik und Strukturdynamik müssen so miteinander gekoppelt werden, dass
eine zeitgenaue Lösung des aeroelastischen Gesamtsystems berechnet werden kann. Da das
Aufstellen und Lösen der vollständigen Differenzialgleichungen für dieses System auf Grund
der enormen Komplexität wenig Aussicht auf Erfolg bietet, werden im Rahmen dieser Arbeit
die oben beschriebenen, separat formulierten Verfahren so miteinander gekoppelt, dass das
gleiche Ziel erreicht wird.
Eine zentrale Rolle spielt dabei die Steuerung der Zeitschrittweite, die so gestaltet sein
muss, dass Stabilität und Konvergenz für die strukturdynamische Komponente und die aero-
dynamische Komponente des Lösungsverfahrens gewährleistet sind. Vom Strukturlöser müs-
sen die höchsten von der Diskretisierung dargestellten Eigenfrequenzen aufgelöst werden
(Untergrenze entsprechend dem SHANNON-Theorem drei Punkte pro Periode der Eigen-
form mit der höchsten Frequenz). Der zu koppelnde Strömungslöser arbeitet besonders re-
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Abbildung 3.1.: zeitlicher Verlauf des Auftriebskoeffizenten für verschiedene Randbedingungen auf
dem reduzierten Rechengebiet für den Resonanzfall mit M∞ = 0.73, ωα = 201s :
RB45 ist die Referenzlösung, RB15 die einfache Wellen-Randbedingung, und RB12
die ursprüngliche Randbedingung, die zu RB45 einen konstanten Fehler aufweist
chenzeiteffizient, wenn die physikalischen Zeitschrittweiten im Rahmen der oben genannten
Grenzen groß gewählt werden können. Das Pseudozeitschrittverfahren von JAMESON in der
in FLOWER implementierten Form bricht die Unteriteration nach Erreichen eines festgeleg-
ten tolerierten Fehlerresiduums ab. Wenn die Abbruchbedingung schon nach zehn oder weni-
ger Pseudozeitschritten erfüllt wird, kann im nächsten physikalischen Zeitschritt die Schritt-
weite vergrößert werden. Sie muss verringert werden, wenn 50 oder mehr Pseudozeitschritte
notwendig waren, das Residuum unter die gewünschte Grenze abfallen zu lassen.
Da in der Wirklichkeit die beiden Systeme sich zu jedem Zeitpunkt gegenseitig beein-
flussen, liegt es auf der Hand, dass mit einem einfachen Alternieren der beiden Verfahren
bei gleichzeitigem zeitlichen Fortschreiten keine zeitgenaue Lösung erreicht werden kann.
In [Hurka, 30] findet sich eine Untersuchung derartiger Kopplungsvorgänge, insbesondere
mit Hinblick auf eine einfache Realisierung bei gleichzeitig zeitgenauer Bestimmung der Lö-
sung.
Dabei wurde festgestellt, dass bereits eine kleine Verbesserung des abwechselnden Rech-
nens den gewünschten Effekt erzielt, siehe auch Abschnitt 2.2. Diese besteht darin, dass in
jedem Zeitschritt zu Beginn eine Extrapolation der aerodynamischen Belastungen des Flug-
gerätes für das Ende des geplanten Zeitschrittes vorgenommen wird. Mit diesen Daten wird
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Abbildung 3.2.: Kopplungsschema B nach HURKA und MASSJUNG [Hurka, 30], [Massjung et al.,
44], siehe Abschnitt 2.2/.-,()*+0 Übertragung der aerodynamischen Lasten auf die Struktur/.-,()*+1 Extrapolation der Strömungslösung für den nächsten Zeitschritt tn+1/.-,()*+2 Übertragung der extrapolierten äußeren Lasten/.-,()*+3 Lösung des elastodynamischen Problems für tn nach tn+1 mit Interpolation der
Lasten für Zwischenschritte/.-,()*+4 neue Koordinaten und Geschwindigkeiten der Körperoberfläche, Berechnung
des neuen Rechengitters für die Strömung/.-,()*+5 Berechnung der Strömung zwischen zwei Deformationszuständen/.-,()*+6 nächster Zeitschritt wie /.-,()*+0 oder Subiterationen
die strukturdynamische Lösung bestimmt. Die so bestimmte Deformation dient, nachdem
das Rechennetz an den neuen Deformationszustand angepasst wurde, als Grundlage für das
Fortschreiten der aerodynamischen Lösung, um die bis dahin auf den neuen Zeitpunkt ex-
trapolierten aerodynamischen Lasten zu ersetzen. Die aus dieser Lösung berechneten Lasten
werden dann an den Strukturlöser übergeben usw. (vgl. Abb. 3.2). Prinzipiell kann dieses
Vorgehen nun noch mehrfach unter Auslassung des Extrapolationsschrittes iteriert werden,
bevor der nächste physikalische Zeitschritt in Angriff genommen wird. In [Hurka, 30] wurde
jedoch festgestellt, dass das Ergebnis dadurch in der Regel nicht mehr merklich verbessert
wird. Der rechenzeitliche Mehraufwand scheint daher hier nicht notwendig zu sein. Auch
in [Massjung, 42] wurde durch Vergleich mit Lösungen eines speziell entwickelten „monoli-
thischen“, d.h. stark gekoppelten Verfahrens, das in einer NEWTON-Iteration gleichzeitig die
Strömungsgleichungen und die strukturdynamischen Gleichungen also Gesamtsystem löst,
festgestellt, dass der hier beschrittene Weg zu richtigen Ergebnissen führt, aber nach sehr lan-
gen Simulationszeiten plötzlich instabil werden kann. Dem kann vermutlich aber vorgebeugt
werden, indem in gewissen Zeitabständen die oben erwähnte Mehrfachiteration durchgeführt
wird.
Eine weitere Kopplungsmethode wird von JAMESON in [3] vorgeschlagen. Für die zeitli-
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Abbildung 3.3.: Schema zur Berechnung der Struktur- und Starrkörperbewegung. Die mitbewegte un-
verformte Struktur mit den Ortsvektoren r und die relativ dazu verformte Struktur mit
Verschiebungsvektoren u
che Integration der Strömungsgleichungen wird die Pseudozeitschrittmethode desselben Au-
tors [31] verwendet, die schon im Strömungslöser FLOWER verwendet wird [Heinrich et
al., 29]. Eine voll konvergente aeroelastische Kopplung soll erreicht werden, wenn in jedem
Pseudozeitschritt ein Datenaustausch mit dem Strukturlöser vorgenommen wird1. Die Er-
gebnisse in [Alonso und Jameson, 3] sind vielversprechend, erfordern jedoch einen deutlich
erhöhten Rechenaufwand durch die öfter durchzuführenden Gitterdeformationen. Zukünftig
soll diese Methode im in dieser Arbeit erarbeiteten Rahmenkonzept getestet werden und die
Anzahl der Gitterdeformationsschritte pro Echtzeitrechenschritt hinsichtlich der Rechenzeit
optimiert werden.
3.4. Datenaustausch
Das Zusammenspiel von Aerodynamik und Strukturdynamik wird anhand von Abbildung
3.3 an einem Flügelelement verdeutlicht. Dieses befinde sich zum Zeitpunkt tn in der in der
Mitte groß dargestellten Lage. Es ist die aktuelle Konfiguration zum Zeitpunkt tn. Es gel-
ten die Bezeichnungen aus Abschnitt 2.1. Mit der Lage r + u(tn) der Oberflächenpunkte
P in der aktuellen Konfiguration, siehe Gleichung (2.1) auf Seite 5, und deren Geschwin-
digkeit u˙(tn) liegen Randbedingungen für die Strömung vor. Mit dem Strömungslöser wird
die Kraft ∆F = p∆A für jedes Oberflächenelement ∆A berechnet. Diese Oberflächenkräfte
1In dieser Arbeit wird nur am Ende eines Echtzeitschrittes ein Datenaustausch durchgeführt.
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Abbildung 3.4.: Schema zur Übertragung der aerodynamischen Lasten auf den Festkörper bzw. der
Deformationen auf die Oberfläche nach [Boucke, 12]
werden dem FEM-Programm für die Struktur, siehe auch Abschnitt 3.1, übergeben, welches
die Form und den Geschwindigkeitszustand des Flügels für den neuen Zeitpunkt tn+1 be-
rechnet. Während des Zeitschrittes verändern sich bei frei fliegenden Körpern auch die Lage
des Bezugspunktes On des Laborsystems und dessen Orientierung im Raum On+1(x, y, z).
Die neue Lage und Orientierung der Laborkonfiguration im nächsten Zeitschritt richtet sich
an On+1(x, y, z) aus. Die elastischen Deformationen un+1 werden dann relativ zu diesem
System angegeben. Der gesamte Kopplungsablauf kann anhand des Flussdiagramms 3.6 auf
Seite 45 nachvollzogen werden.
Bei diesem Vorgang müssen an mehreren Stellen Daten auf der Oberfläche des Flugkör-
pers in Daten für das verwendete Strukturmodell umgewandelt werden und umgekehrt. Dazu
wurde in [Boucke, 12] eine Programmbibliothek erstellt, die sich als Schnittstelle zwischen
dem Strömungslöser, dem Strukturlöser und dem Gitterdeformationsprogramm befindet und
die Umwandlung und den Transport der Daten zwischen den einzelnen Programmen vor-
nimmt. Die wichtigsten Bestandteile in diesem Zusammenhang sind diejenigen zur Über-
tragung der Oberflächenkräfte auf den Flugkörper, d.h. auf die elastische Tragstruktur, und
die Rückübertragung der elastischen Deformation auf die Oberfläche. Dazu werden für jeden
Flächenelementmittelpunkt (Lasten) bzw. jede der Ecken (Verschiebungen) eines Flächenele-
mentes des Strömungsnetzes auf der Oberfläche der Struktur das nächstliegende und damit
zugehörige Balkenachsenelement bestimmt. Innerhalb eines Elementabschnittes {Kl, Kl+1}
(Zeichnung 3.4) wird dem Oberflächenpunkt ein Punkt auf der Achse zugeordnet. Dieser
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ist entsprechend dem in [Boucke, 12] entwickelten Strukturmodell der Fußpunkt des Lotes
von der Oberfläche auf die Achse. Eine spezielle andere Zuordnung wird dort definiert, wo
Anbauteile des Fluggerätes starr mit der Achse verbunden sein sollen, die selbst keine Verfor-
mung erfahren sollen. Das kann z.B. ein über den Strukturträger hinausragendes Flügelende
oder eine starr angekoppelte Zusatzmasse sein, die z.B. ein Triebwerk repräsentieren soll.
Dann ist der entsprechende Endpunkt oder der definierte Befestigungspunkt der diskretisier-
ten Balkenachse maßgeblich für die Zuordnung. Über die so bestimmten Vektoren ist jeder
Punkt auf der Oberfläche fest mit einem Punkt auf der Achse eines Elementes der Finite-
Elemente-Diskretisierung der Struktur verbunden. Diese Vektoren werden nun, der auch dem
TIMOSHENKO-Modell vorstehenden Balkenhypothese „ebene Querschnitte bleiben eben und
bewegen sich wie starre Scheiben“ folgend, bei der Deformation der Achse starr mitgeführt
(vgl. Abb. 3.4). Dabei ergeben sich, wenn die Oberflächenkraft auf die Bezugsachse der
Tragstruktur, genauer gesagt auf den Durchstoßpunkt der Achse durch den maßgeblichen
Querschnitt, bezogen wird, dort eine Kraft ∆F und ein Moment ∆M = d×∆F .
Die innerhalb eines Finiten Elementes des Balkens aufgebrachten Kräfte und Momente
werden auf eine Weise in einen äquivalenten Satz von Knotenkräften und -momenten umge-
rechnet und an den beteiligten Knoten hinzugefügt, die durch eine Betrachtung des Energie-
transfers zwischen den unterschiedlich diskretisierten Medien geeignet beschrieben werden
kann. Analog wird die in den Knoten des diskreten Modells vorliegende Deformation durch
Auswertung der Ansatzfunktionen für das jeweilige Element im Lotfußpunkt ausgewertet,
um die Verschiebung eines Gitterknotens zu berechnen.
3.5. Gittergenerierung und Gitternachführung
Für die in dieser Arbeit hauptsächlich zu untersuchenden schlanken Überschall-Flugkörper
wurden vom Autor unter Rückgriff auf die Arbeiten von HESSE [7] Rechennetze generiert,
die mehreren Anforderungen genügen mussten:
• Hohe Punktdichten sind erforderlich in Bereichen von Grenzschichten, Stößen und Ge-
bieten starker Expansion oder Wirbelbildung in der Strömung. Dies trifft z.B. für den
Bugstoß (Beispiel in Abb. 4.13) und das rückspringende Heck mit dem Totwasserge-
biet (Beispiel in Abb. 4.11) zu. Für die korrekte Auflösung der Grenzschichten müssen
in Normalenrichtung zur Körperoberfläche kleine Zellabstände gewählt werden.
• Der Strömungslöser arbeitet ausschließlich auf strukturierten Netzen, wodurch der Ver-
waltungsaufwand für die Knotenspeicherung gering und die Parallelverarbeitung auf
mehreren Prozessoren einfach bleibt. Die verwendbaren Rechennetze müssen sich die-
sen Vorgaben jedoch anpassen, d.h., dass es keine hängenden Knoten geben darf. Da-
durch werden Gitterpunktverdichtungen, die in Konturnähe notwendig sind, auch in
Fernfeldgebiete transportiert, wo eigentlich keine hohe räumliche Auflösung erforder-
lich wäre. Das ist ein Nachteil des strukturierten Lösers. Ein weiterer Nachteil des Lö-
sers ist die fehlende Gitteradaption an die instationären Vorgänge im Strömungsfeld.
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Solche sind Verschiebungen der Verdichtungsstöße, der freien Scherschichten und der
Stauzone am Bug, die sich als Folge der Körperbewegungen ergeben können.
• Um für spätere Parameterstudien die Körpergeometrie hinsichtlich der Länge des koni-
schen Teiles, des Durchmessers, des Bugradius und der Flügellänge ändern zu können,
ohne die Gittertopologie wesentlich umarbeiten zu müssen, wurde ein modularer Auf-
bau der Gittergenerierungsmethode gewählt. So entstand der hohe Arbeitsaufwand für
das Erstellen des Erstgitters, der zusammen mit A. BOUCKE und M. HESSE [7] be-
wältigt wurde, nur einmal. Mit Hilfe des Gitterprogrammes MEGACADS (beim DLR
entwickelt) wurde ein Skript-Formalismus entwickelt, der nach Einlesen der wichtigs-
ten Abmessungs- und Geometrieparameter ein neues Rechennetz erzeugt.
• Abbildung 3.6(a) zeigt die äußere Form des Rechennetzes. Es wurde speziell für den
Machzahlbereich von 1.5 bis 3.0 und für Anstellwinkel bis 10o ausgelegt. Dabei wurde
der Gitteröffnungswinkel etwas größer als der bei diesen Machzahlen zu erwartende
Öffnungswinkel des Bugstoßes gewählt. Der untere Teil dieser Abbildung zeigt einen
Ausschnitt des zylindrischen Heckbereiches. Anhand der Gitterlinien ist die Lage der
Leitwerksflächen deutlich erkennbar. Diese werden als Flächen der Dicke Null von
Gitterebenen aufgespannt.
Zur Nachführung des Rechengitters für die Strömungsberechnung um eine elastisch defor-
mierbare Konfiguration wurde in [Boucke, 12] ein neues Programmwerkzeug erstellt.
Die Grundlage bildete ein eigenes Modell
MF
Abbildung 3.5.: Modellierung deformierbarer
Leitwerksflächen
zur Deformation von strukturierten Mehr-
blockgittern, bei dem die Struktur des Git-
ters virtuell mit einer elastischen Rahmen-
konstruktion aus Balken nachempfunden
wird. Für den verwendeten Strömungslöser
ist wesentlich, dass Gitterlinien möglichst
rechtwinklig zueinander verlaufen. Das gilt
insbesondere in der Nähe der Flugkörpero-
berfläche, wo die Strömungsgrenzschicht
aufgelöst werden muss. Diese rechten Win-
kel gilt es bei der Deformation des Gitters
zu erhalten. Deshalb wurde die von
BOUCKE in [12] entwickelte Darstellung des
Gitters durch eine virtuelle räumliche Rah-
menkonstruktion aus elastischen Balken ge-
wählt, wobei die Balken an den Knoten starr verbunden („verschweißt“) sind, so dass die
gewünschte Winkeltreue gewährleistet ist. Die Erfahrung mit der Methode hat gezeigt, dass
es je nach der Dichte des Gitters und der darzustellenden Deformation in der Regel genügt,
nur einen kleinen Teil der Gitterlinien durch Balken zu modellieren und die restlichen Gitter-
linien durch Interpolation zu bestimmen.
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(a) Gesamtansicht des Rechengitters
Abbildung 3.6.: Strukturiertes Rechengitter für schlanke Überschallflugkörper; NAVIER-STOKES-
Gitter mit 600000 Gitterpunkten und 18 Blöcken
3.6. Gesamtkonzept des Verfahrens
Für einen elastisch verformbaren Körper liefert die in Abschnitt 3.3 beschriebene Kopplung
der Lösungsverfahren für die Strömung und die Strukturbewegung in jedem Zeitschritt ein
neues Rechengitter, auf dem wieder das aerodynamische Strömungsproblem gelöst werden
muss. Dem überlagern sich im Falle einer frei fliegenden Konfiguration die Anteile der Starr-
körperfreiheitsgrade. Daher werden in jedem Rechenschritt sechs skalare Größen (je drei
Komponenten der Schwerpunktsgeschwindigkeit und der Winkelgeschwindigkeit des Labor-
systems) aus den Bilanzgleichungen für den Impuls und den Drall des Gesamtsystems als
Übergabeparameter benötigt.
Die Simulation des frei fliegenden, starren Flugkörpers ist dadurch in der Formulierung als
Spezialfall ebenfalls enthalten. Werden im oben beschriebenen Verfahren alle elastischen De-
formationen vernachlässigt, so entsprechen nämlich die Gleichungen für die Bewegung des
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(b) Rechengitter im Heckbereich
Abbildung 3.6: Strukturiertes Rechengitter für schlanke Überschallflugkörper (Geometrie aus
Skizze 4.8 auf Seite 61); NAVIER-STOKES-Gitter mit 600000 Gitterpunkten und 18 Blöcken
Laborsystems, die dort gelöst werden, genau den Bewegungsgleichungen des starren Flug-
körpers unter dem Einfluß aller aerodynamischen Kräfte. Das Laborachsensystem bildet für
diesen Fall ein echt körperfestes Koordinatensystem mit dem Ursprung im dann ebenfalls
körperfesten Schwerpunkt. Im Falle eines frei fliegenden Flugkörpers werden hier verein-
fachte vierflügelige Leitwerke verwendet. Die Tragstruktur eines jeden Flügels besteht aus
einem Balken, der mit seiner Wurzel fest im Rumpf eingespannt ist. Dies wird durch sehr
große Biege- und Torsionssteifigkeiten des ersten Elementes modelliert, die eine nahezu star-
re Verbindung simulieren, siehe Abb. 3.5 auf Seite 41. In dem Balken ist die mit ihm ver-
bundene Leitwerksfläche gedanklich eingebettet. Sie verformt sich durch diese Modellierung
entlang ihrer gedachten Verbindungslinie mit dem Flugkörperrumpf nicht. Durch ein am äu-
ßeren Ende des Leitwerksbalkens aufgebrachtes Torsionsmoment MF , das man sich mittels
eines Kontrollmechanismus im Inneren des Flugkörpers erzeugt zu denken hat, werden die
Leitwerksflächen verdreht und wirken in der Strömung als Steuerelemente.
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Die in dieser Arbeit entwickelten oder in ihr verwendeten und für die Kopplung geeignet
modifizierten Methoden können in der Praxis durch Abarbeitung des folgenden Vorgehens-
rezeptes zur Bestimmung erweiterter Stabilitätsderivativa für flexible Fluggeräte eingesetzt
werden:
• Auswahl der gewünschten Bauteile für den generischen schlanken Flugkörper→ skript-
basierte Gittergenerierung für strukturiertes 3D-Multiblockgitter
• Erzeugen der stationären Strömungslösung für eine vorgegebene Startlage der Labor-
konfiguration
• Direktsimulation des Freifluges oder elastische Schwingungen eines eingespannten
elastischen Flugkörpers
• Definition der bestimmenden Zustandsvariablen; Identifizierung der angeregten elasti-
schen Freiheitsgrade
• Bestimmung der ausgewählten Stabilitätsderivativa bezüglich der berücksichtigten Frei-
heitsgrade mit den im Folgenden beschriebenen Methoden
3.7. Validierung der numerischen Methoden und Verfahren
3.7.1. Verwendete Finite-Elemente-Methode
Zur Überprüfung der FE-Modellierung sowie der Eigenwertbestimmung wurde mit dem fer-
tigen Programmpaket ein starr eingespannter, kreiszylindrischer Balken der Länge l mit ho-
mogener Dichteverteilung untersucht, siehe Abbildung 3.7. Für die Rechnung wurde nur der
Drehfreiheitsgrad für Torsion zugelassen. Eine analytische Untersuchung dieses Beispiels
ergibt für die Torsionseigenfrequenzen
fz =
n
4l
√
GIt
Θzz
(n = 1, 3, 5, . . . ). (3.11)
Hierbei sind G der Schubmodul, It das Torsionsträgheitsmoment, das für den betrachteten
Fall gleich dem polaren Flächenträgheitsmoment des Balkenquerschnitts ist, l die Balkenlän-
ge, Θzz das auf die Länge bezogene Massenträgheitsmoment um die Balkenachse und n die
Ordnung der Schwingungsform. In der Testrechnung wurden die genannten Größen außer n
auf 1 gesetzt, so dass sich Frequenzen fz = 14 ,
3
4
usw. ergeben. Bei einer FE-Modellierung
mit zehn Elementen gleicher Länge wurden diese Frequenzen in der Größenordnung von
ein Promille getroffen. Bei deutlicher Erhöhung der Elementanzahl auf z.B. 500 waren die
Abweichungen im Bereich der Maschinengenauigkeit.
Eine entsprechende Betrachtung der reinen Transversalschwingungen des einseitig einge-
spannten Balkens mit über die Balkenlänge konstanter Dichte ρB, Querschnittsfläche A und
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Abbildung 3.6.: Datenfluss in vereinfachter Darstellung für die Kopplung zwischen der Strömung und
einem elastischen Festkörper.
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Abbildung 3.7.: Freie Torsionsschwingung eines kreiszylindrischen Balkens
Flächenträgheitsmomenten Ixx,yy, ergibt nach dem BERNOULLI-Balkenmodell für die nied-
rigsten beiden Frequenzen
fxx,yy|1,2 =
λ21,2
2pil2
√
EIxx,yy
ρBA
(3.12)
λ1 = 1.875, λ2 = 4.694,
siehe [Szabo, 59]. Sie werden bei Verwendung von 1000 Elementen gleicher Länge durch
das FE-Programm bis auf Computerrechengenauigkeit wiedergegeben.
Damit sind für einfache Balkentragwerke, die auch für die Modellierung von schlanken
Flugzeugvollmodellen mit Flügel großer Streckung akzeptable Näherungen darstellen, gute
Ergebnisse bei der Bestimmung der Eigenfrequenzen zu erwarten.
3.7.2. Verifikation des Strömungslösers
Test des FLOWER-Programmes bei instationärer Rechnung und bewegtem
Gitter
Der verwendete Strömungslöser (FLOWER) ist vielfach mit Experimenten und anderen nu-
merischen Verfahren in stationären und instationären Problemen erfolgreich verglichen wor-
den [Ballmann et al., 9], [Britten, 13], [Heinrich et al., 29]. Ziel dieser Arbeit war unter an-
derem die Erweiterung des bestehenden Verfahrens für die Berechnung auf beweglichen und
deformierbaren Gittern, wie sie für Freiflugsimulationen elastischer Konfigurationen verwen-
det werden müssen. Daher war es notwendig zu überprüfen, dass die Gitterpunktgeschwin-
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digkeiten, die durch die Verschiebung der Knotenpunkte in die Flussbilanzen (2.23a)-(2.23c)
eingehen, die Physik der Strömung nicht ändern, dass also der geometrische Erhaltungs-
satz (3.9) auf Seite 31 korrekt implementiert ist.
Die Unabhängigkeit der Strömungsberech-
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Abbildung 3.8.: Gitterkonfiguration, Anströmung
mit M = 0.25 in x-Richtung,
feste Wand in der xz-Ebene
nung von den möglichen auftretenden Gitter-
geschwindigkeiten ω×r und vel wird in den
folgenden beiden Abschnitten untersucht. Als
Rechengitter wurde ein 10x10x10 Punkte Git-
ter (kartesisch), siehe Abbildung 4.8, verwen-
det. Die Seite, die in der xz-Ebene liegt, wur-
de als reibungsfreie Wand definiert, in der
Zeichnung grau hinterlegt. Die übrigen Rän-
der wurden als Unterschall-Ausströmränder
behandelt.
Für die EULERrechnungen wurde jeweils
eine Anströmmachzahl von 0.25 verwendet
und für periodische (harmonische) instatio-
näre Rechnungen ein Wert der reduzierten Fre-
quenz ω der Gitterdeformationsbewegung von
1.0. Es ist nicht notwendig, die korrekte Im-
plementierung des Geometric Conservation
Law für die NAVIER-STOKES-Gleichungen zu überprüfen, da die Gittergeschwindigkeiten
vS nur bei den konvektiven Flussanteilen stehen, siehe Gleichung (2.23) auf Seite 11. Es ist
auch möglich, erratische Gitterstörungen zu testen; die im Folgenden durchgeführten Gitter-
deformationen und starren Gitterbewegungen entsprechen aber den typischen Anwendungs-
fällen für die Methoden dieser Arbeit.
Harmonische, starre Gitterbewegungen Es wurden für das in Abbildung 4.8 skiz-
zierte Rechengebiet verschiedene Rechnungen mit jeweils anderer starrer Gitterbewegung
durchgeführt, darunter auch Rotationen um drei Achsen um φ1(t), φ2(t) und φ3(t). Dabei
wurden in allen Fällen korrekte Ergebnisse für den jeweiligen Auftriebsbeiwert der Wand er-
rechnet. Dieser muss bei Rotationen um die y-Achse und bei Translationen in der xz-Ebene
Null bleiben. Bei Translation in y-Richtung, also normal zur Wand, ergibt sich, wie zu erwar-
ten war, ein konstanter Auftriebsbeiwert CL (Gleichungen (3.13a) und (3.13b)). Bei harmo-
nischen Rotationen um die x- und die z-Achse (Gleichung (3.13c) und (3.13d)) ergeben sich
konstante Werte von CL. Die Gleichungen für die starre untersuchte Koordinatenbewegung
sind
x(t) = x0 + v0 · t,
y(t) = y0 + v0 · t, (3.13a)
z(t) = z0 + v0 · t,
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x(t) = x0(1− cosωt),
y(t) = y0(1− cosωt), (3.13b)
z(t) = z0(1− cosωt),
φ1(t) = φ10(1− cosωt), (3.13c)
φ2(t) = φ20(1− cosωt),
φ3(t) = φ30(1− cosωt). (3.13d)
Die harmonischen Translationen und Rotationen wurden durch Terme (1 − cosωt) ausge-
drückt, damit die Bewegungen mit dem Wert und der Geschwindigkeit Null beginnen, so
dass starke Welleneffekte am Beginn der Lösung vermieden werden, die bis zum Erreichen
des eingeschwungenen Zustandes lange Rechenzeiten erfordern würden.
Instationär periodische Gitterdeformationen Das Gitter aus Abbildung 3.9 wird nun
auf dem ganzen Rand festgehalten, innere Punkte werden gemäß folgenden Vorschriften ver-
schoben :
xi = i∆x+ Ax∆x sin
(
N
Lix
piimax∆x
)
sin
(
N
Ljy
pijmax∆y
)
sin
(
N
Lkz
pikmax∆z
)
1
2
(
1− cos (ωxt)
) , (3.14a)
yj = j∆y + Ay∆y sin
(
N
Lix
piimax∆x
)
sin
(
N
Ljy
pijmax∆y
)
sin
(
N
Lkz
pikmax∆z
)
1
2
(
1− cos (ωyt)
) , (3.14b)
zk = k∆z + Az∆z sin
(
N
Lix
piimax∆x
)
sin
(
N
Ljy
pijmax∆y
)
sin
(
N
Lkz
pikmax∆z
)
1
2
(
1− cos (ωzt)
)
.
(3.14c)
Hierbei läuft i von imin = 2 bis imax=9 und j, k entsprechend. Es wurden folgende Fälle
untersucht
Ax 0.0, 1.0m
Ay 0.0, 0.75m
Az 0.25m
ωx
pi
32
ωy
pi
8
ωz
pi
4
∆t 0.075
feste Wand ja
niter 100
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(a) CL und Verlauf der Gitterdeformationsamplitu-
den aus Gleichung (3.14a)-(3.14c) für eine instatio-
näre Rechnung
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(b) Momentane Ansicht der deformierten Gitterebe-
nen in 2D-Ansicht zur Zeit t = 5, mit Ax = 1.0m,
Ay = 0.75m, Az = 0.25m
Abbildung 3.9.: Test des Verfahrens im Hinblick auf Gitterdeformationen
Die Verschiebungen der einzelnen Gitterpunkte werden anhand einer Momentaufnahme zur
dimensionslosen Zeit t = 12.9 in Bild 3.9(b) illustriert. Fig. 3.9(a) zeigt die Zeitabhängigkeit
der Verschiebungen in den drei Raumrichtungen und den CL-Verlauf. Ein Zusammenhang
zwischen CL und den Gitterpunktsverschiebungen ist nicht zu erkennen. Keine der Frequen-
zen lässt sich im CL-Verlauf wiederfinden, der beständig im Bereich der Rechengenauigkeit
um die exakte Null schwankt.
Weitere Versuche mit veränderten Amplituden haben trotz stärkerer Deformationen in allen
Raumrichtungen und hoher Frequenzen dasselbe Ergebnis erbracht. Es kann deshalb davon
ausgegangen werden, dass durch solche Gitterdeformationen keine fehlerhaften Beiwerte be-
stimmt werden.
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4.1. Aeroelastische Analyse des SFB401-Rechteck-
Tragflügelmodells
4.1.1. Bestimmung der Eigenformen und Eigenfrequenzen
Die Anwendbarkeit des entwickelten aeroelastischen Verfahrens erstreckt sich nicht nur auf
Überschall-Flugkörper, sondern auch auf subsonische oder transsonische Problemstellun-
gen, wie z.B. Tragflügel für Reiseflugkonfigurationen. Ein solches Modell wurde im Rah-
men des Sonderforschungsbereiches 401 an der RWTH Aachen (Strömungsbeeinflussung
und Strömungs-Struktur-Wechselwirkung an Tragflügeln, [Ballmann et al., 9], [Kämpchen
et al., 34]) untersucht. Dabei wurde ein Rechteckflügelmodell sowohl in Schwingungsver-
suchen im Labor, Windkanalversuchen im Niedergeschwindigkeitsbereich [Kämpchen et al.,
33] als auch mit einem numerischen Simulationsverfahren [Britten, 13] betrachtet. In [Kämp-
Quelle ILB [34] Sofia [13] diese Arbeit
1. Schlagbiegung 8.88 8.80 8.82
2. Schlagbiegung 54.2 53.7 55.1
1. Schwenkbiegung – 52.9 53.7
1. Torsion 51.3 51.0 51.1
Tabelle 4.1.: Eigenfrequenzen des Tragflügelmodells aus Experiment und FE-Berechnungen
chen et al., 34] sind experimentelle und numerische Ergebnisse für die in Abbildung 4.1
gezeigte Konfiguration angegeben. Anhand der Strukturdaten wurde mit dem hier erarbei-
teten Programmsystem eine Modellbeschreibung aufgestellt, die das Windkanalmodell gut
reproduziert. Die berechneten Eigenfrequenzen sind zum Vergleich in Tabelle 4.1 angege-
ben. Das vom Institut für Leichtbau (ILB) konstruierte Modell wurde im Labor vermessen,
um die längs der Spannweitenrichtung abschnittsweise verschiedenen Steifigkeitswerte für
die Schlagbiegung und Torsion zu ermitteln. Diese Werte wurden bei der Modellbildung mit
Finiten Elementen Abschnitt für Abschnitt auf einzelne Elemente verteilt. Die gemittelten
Werte sind in Tabelle 4.2 angegeben. Eine genaue Übernahme der experimentellen Daten er-
gab bei der Berechnung der Torsionsfrequenzen einen Wert von 98 Hz. Diese Abweichung
von den im Experiment gefundenen Daten (siehe Tabelle 4.1) zeigt an, dass für die Torsion
der tragende elastische Querschnitt und der für die Massenverteilung maßgebliche Flächen-
querschnitt voneinander abweichen. Zur Torsionssteifigkeit trägt im Wesentlichen nur der
Holm (siehe Bild 4.1) bei, der eine experimentell bestimmte Torsionsfrequenz von 89.25
Hz besitzt. Die ihn umgebende Flügelmasse trägt praktisch nicht mit und muss deshalb nur
für das Massenträgheitsmoment berücksichtigt werden. Diesem Umstand wurde in der FE-
Modellierung Rechnung getragen, indem eine modifizierte Massendichte verwendet wurde.
Das war möglich, weil die Massenzentrumsachse und die Torsionsachse im Modell zusam-
menfielen. In dem Lösungsansatz (3.11) wurde die gemessene Torsionsfrequenz vorgegeben,
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um das experimentell oder analytisch nicht anders bestimmbare Massenträgheitsmoment Θzz
festzulegen.
Elastizitätsmodul E 7.1 · 1010N/m2
Gleitmodul G 2.64 · 1010N/m2
Dichte ρF 2800kg/m3
Querkontraktionszahl ν 0.34
E · Ix 5.9 · 102Nm2
E · Iy 220.0 · 102Nm2
G · It 1.41 · 102Nm2
Tabelle 4.2.: Gemittelte Strukturdaten des Rechteckprofils
4.1.2. Quasistationäre Bestimmung der aeroelastostatischen
Gleichgewichtslage
Bei Vergleichen von Ergebnissen aus Windkanalexperimenten für große Tragflügelmodelle
mit solchen aus stationären numerischen Simulationen müssen die Verhältnisse im Windkanal
möglichst genau berücksichtigt werden. Das bedeutet neben den richtigen Kenngrößen für die
Anströmung z.B. auch die Berücksichtigung der Kanalrandbedingungen. Handelt es sich um
Situationen, in denen der Tragflügel durch die Windkanalströmung elastischen Verformungen
der Ausgangsgeometrie unterliegt, müssen diese bei der Berechnung der stationären aerody-
namischen Beiwerte in der Simulation berücksichtigt werden. Dazu muss als Ausgangslage
für die instationäre Berechnung eine aeroelastostatisch verformte Geometrie erzeugt werden.
Die meisten Rechengitter entstammen jedoch CAD-Datensätzen, die für eine unverformte
Geometrie erstellt wurden. Da man im stationären Fall nur an der Kenntnis der aeroelas-
tostatischen Endverformung interessiert ist, müssen die Zwischenstadien einer instationären
Rechnung nicht zeitgenau simuliert werden. Hier wenden wir eine rechenzeiteffiziente quasi-
stationäre Methode an.
In abwechselnder Folge werden für eine gegebene Geometrie die Luftlasten mit einer sta-
tionären Strömungssimulation für die EULERgleichungen berechnet und dem Strukturlöser
übergeben, der die zu den statisch aufgebrachten Lasten gehörige Verformung der Struktur
und des Rechengitters berechnet. Für die damit veränderte Geometrie wird wieder die sta-
tionäre Lösung für die Strömung berechnet. Mit wenigen solcher Iterationszyklen erreicht
man eine Strukturverformung, die sich unter den dann angreifenden Luftlasten nicht weiter
verformt und somit den aeroelastostatischen Endzustand darstellt. Wir nennen diese dann
vorliegende Flügelkonfiguration die aeroelastische Gleichgewichtskonfiguration. Zum Ver-
gleich mit dem Aeroelastiklöser Sofia [Britten, 13] wurde diese Vorgehensweise zunächst
für eine Simulation mit den Anströmdaten aus Tabelle 4.3 (Lauf 1) durchgeführt. Ebenso
lagen experimentelle Daten für diesen Aufbau vor. In diesem Fall waren mit unserem nu-
merischen Verfahren sechs quasi-stationäre Verfahrensschritte zum Erreichen der aeroelas-
tischen Gleichgewichtslösung notwendig, wobei schon im ersten Schritt der größte Teil der
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Abbildung 4.1.: Konstruktionszeichnung des Rechteck-Tragflügelmodells mit den Strukturdaten aus
Tabelle 4.2 ( c©Institut f. Leichtbau, RWTH Aachen, 2000)
α
β
v′O = −V ∞
z
y
x
Abbildung 4.2.: Laborkoordinatensystem in der im Strömungslöser FLOWer [Kroll et al., 36] verwen-
deten Orientierung
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Abbildung 4.3.: Biegelinien im quasistationären Iterationsverfahren zu Rechenlauf 1, siehe auch Ta-
belle 4.3
Auslenkung vollzogen wurde. Die Ergebnisse im rechten Teil der Tabelle 4.3 zeigen eine
gute Übereinstimmung mit den anderen Verfahren. Dort werden die resultierende Kraft in
y-Richtung und die Verschiebung der Flügelspitze aus ihrer Lage in der Bezugskonfiguration
verglichen. Abbildung 4.4 zeigt eine Versuchsskizze. Der aeroelastostatische Endzustand für
Lauf V∞[m/s] ρ∞[kg/m3] α[ o] Fy[N] uz(z = 1m)[m]
1 65 1.24 6.93 ILB 486.9 0.0895
Sofia 498.4 0.09401
Ha 479.6 0.0872
2 65 1.21 -1.38 ILB – 0.03462
-1.27 Sofia – 0.03656
-1.43 Ha 10−3 0.0351
Tabelle 4.3.: Anfangsparameter und Ergebnisse für quasi-stationäre Auslenkung
Lauf 1 ist mit dem verformten Rechengitter der Körperoberfläche versehen. Das Rechengit-
ter besteht aus sieben Einzelblöcken, die geometrieangepasst um die Kontur konstruiert sind.
Blockgrenzen sind in der Abbildung fett durchgezogene Gitterlinien. Die Längsachse des
Balkenmodells liegt in z-Richtung, so dass der Winkel φz den Torsionswinkel darstellt. Die
nicht mitbewegte Rechennetzfläche liegt in der Einspannebene (xy-Ebene). Bei der Gitter-
deformation bleibt die Blocktopologie vollständig erhalten, da auch die Blockgrenzen durch
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virtuelle Balken im Rechengitterraum abgebildet werden. Dadurch gelingt es, auch Blöcke
konsistent mit zu verschieben, die keinen direkten Kontakt zur verformten Oberfläche besit-
zen. Hier versagen andere Verfahren, die nur innerhalb des Blocks nach deformierten Ober-
flächen suchen und Koordinatenverschiebungen danach ausrichten.
4.1.3. Ausschwingversuch
Im Rahmen des SFB401 werden vor allem instationäre Strömungs-Struktur-Wechselwirkun-
gen untersucht. Dabei wurden im Zuge der Verfahrensvalidierung mit dem oben vorgestellten
Rechteckflügel verschiedene Ausschwingversuche im Windkanal durchgeführt [33]. Für die
numerischen Verfahren gilt es hier, die Zeitgenauigkeit der Kopplung von Struktur und Strö-
mung zu überprüfen, die bei der aeroelastostatischen Auslenkung keine Rolle spielte. Die
Rechnungen wurden mit dem Lösungsverfahren für die EULER-Gleichungen durchgeführt,
was für die hier vorliegenden Strömungsverhältnisse (M∞ = 0.19) eine ausreichende Nä-
herung darstellt, die auch in [Britten et al., 13] angenommen wurde. Für den Versuch wird
der Flügel zunächst in eine Nullauftriebposition gebracht. D.h. es wird ein solcher Anstell-
winkel α2 an der Flügelwurzel ermittelt, dass keine resultierende Auftriebskraft mehr übrig
bleibt. Wegen der Wölbung des Profils verformt sich der Flügel auch für diesen Anstellwin-
kel. Die ermittelten Anstellwinkel α2 sind auch in Tabelle 4.3 unter Lauf 2 aufgeführt. Mit
dem vorliegenden numerischen Verfahren wurde ein Anstellwinkel von −1.43o ermittelt.
Um den Flügel in Schwingung zu versetzen, wurde er im Windkanalexperiment mittels
einer definierten Kraft FF von 50 Newton in einer Richtung senkrecht zur Flügel-Ebene sta-
tisch ausgelenkt. Dazu wurde ein Faden an der Flügelspitze um den Abstand xF = 82.2mm
versetzt zum Drillzentrum angebracht und mit 50N senkrecht zur Fluegelebene belastet, siehe
dazu die Abbildung 4.5. Zu Beginn des Versuches wird der Faden durchtrennt und der Flü-
gel kann frei zurückschwingen. Durch den exzentrisch gelegenen Kraftangriffspunkt bewirkt
die Fadenkraft zusätzlich zum Biegemoment um die x-Achse ein Torsionsmoment um die
z-Achse, so dass der Flügel seine Schwingung aus einer verbogenen und tordierten Anfangs-
lage beginnt.
Die Modellierung für die Finite-Elemente Berechnung ist in Abbildung 4.5(b) erläutert.
Alle FE-Knoten befinden sich im unverformten Zustand auf der Achse K1(x = 0.088m, y =
0.0m, z = 0.0m) − K2(x = 0.088m, y = 0.0m, z = 1.0m). In K2 wird für die Dauer
der quasi-stationären Berechnung sowohl eine Kraft FF also auch ein Moment −xF · FF
aufgebracht. Die Verformung in der aeroelastostatischen Gleichgewichtslage, die sich unter
diesen Randbedingungen einstellt, wird mit den Ergebnissen des Experimentes [33] und der
Simulation mit Sofia [Britten, 13] in Abbildung 4.6 verglichen.
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α φzTorsionswinkel
uy(z = 1m)
Abbildung 4.4.: Rechengitter des SFB401-Rechteckflügel (Konstruktionszeichnung 4.1 auf Seite 53)
und Prinzipskizze der Biegung und Torsion
Es zeigt sich, dass eine sehr gute Übereinstimmung erzielt werden konnte.
Nach dem Durchtrennen des Fadens im Versuch bzw. dem zu Null Setzen der Modelllast im
Simulationsablauf schwingt der Flügel infolge der elastischen Rückstellkräfte und -momente
in Richtung auf seine Gleichgewichtskonfiguration und darüber hinaus. Die stattfindenden
Schwingungen sind wegen der betreffenden Vorspannung Biege- und Torsionsschwingungen.
Der zeitliche Verlauf der Auslenkung des Knotens an der Flügelspitze ist in Abbildung 4.7(a)
dargestellt. Die Rechnung mit dem hier vorgestellten Verfahren liegt in diesem Fall sehr nahe
an den experimentell [Kämpchen et al., 33] und numerisch mit Sofia [Britten, 13] ermittelten
Werten. Wie auch im anderen numerischen Verfahren wird die Biegeschwingung nicht in
allen Einzelheiten aufgelöst. Das lässt darauf schließen, dass Details des Versuchsaufbaus
nicht in der Simulation
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Fadenkraft 50N
(a) Versuchsaufbau
( c©Institut f. Leichtbau, RWTH Aachen, 2000)
X
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Fadenkraft 50N Knotenkraft 50N
xF
Knotenmoment
−xF · 50N
Drillzentrum
(b) FE-Modell der Fadenkraft (Draufsicht)
Abbildung 4.5.: Anbringung der Fadenkraft für den Ausschwingversuch mit V∞ = 65m/s und Null-
auftriebswinkel (Rechenlauf 2 aus Tabelle 4.3)
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(a) Deformation in y-Richtung in Spannweitenrichtung
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(b) Torsionswinkel in Spannweitenrichtung
Abbildung 4.6.: Vergleich von Biegelinie und Torsionswinkel für die Anfangsbedingungen des Aus-
schwingversuches (Fadenkraft 50N; xF = 82.2mm; V∞ = 65m/s; Nullauftriebswin-
kel α = −1.43o)
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berücksichtigt wurden. Hier kommt z.B. die Tatsache in Betracht, dass, abgesehen von Unsi-
cherheiten der Eingabedaten, sowohl die Messung der Fadenkraft unter Windkanalbedingun-
gen als auch der Durchtrennvorgang von nicht genau bekannten Schwankungen überlagert
sein können.
Der Vergleich der drei Messreihen für den Torsionswinkel an der Flügelspitze ist in Bild
4.7(b) zu sehen. Es ergibt sich tendenziell eine Übereinstimmung der Verfahren. Es findet
eine gedämpfte Schwingung des Torsionswinkels um die Gleichgewichtslage bei ca. −1.3o
mit ausgeprägter Grund- und schwächeren Oberschwingungen statt, die eine Kopplung mit
der Biegeschwingung andeuten.
Für den Verlauf der Biegung sind die Ergebnisse dieses Verfahrens so gut, wie nach den
Arbeiten mit dem Sofia-Programm für numerische Vergleiche zu erwarten war. In der Torsion
weicht der Torsionswinkel nach fünf Schwingungsperioden von den Messwerten ab. Um hier
eine bessere Übereinstimmung zu erzielen, muss für die Simulation vermutlich eine deutlich
feinere Zeitschrittweite gewählt werden als die bisherige (∆t = 0.0001745s).
Die im Experiment gesehene Periodendauer gehört zu einer Frequenz fz, die mit 45Hz wie
zu erwarten von der Torsionseigenfrequenz aus Tabelle 4.1 abweicht. Die grafische Analyse
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(b) Torsionswinkel an der Flügelspitze
Abbildung 4.7.: Zeitlicher Verlauf der Auslenkung der Flügelspitze und des Torsionswinkels in der
letzten Flügelebene (z = 1m). Vergleich der Ergebnisse des ILB-Experimentes
(Symbole), Sofias (gestrichelte Linie) und dieser Arbeit (durchgezogene Linie)
der Daten und der Vergleich der abklingenden Amplituden ergibt für einen Nullanstellwinkel
von 1.44o ein logarithmisches Dekrement ð ' 0.2 für das Experiment, wenn ð gemäß φz(t) ∝
e
−ð t
Tp mit der Periodendauer Tp durch das Abfallen der Amplitude definiert wird.
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Ohne Einfluß der Luftströmung muss der Flügel in den zuvor in Abschnitt 4.1.1 bestimm-
ten Eigenfrequenzen schwingen. Diese Frequenzen verschieben sich durch die aerodynami-
sche Kopplung und die Strukturdämpfung. Nimmt man an, dass die beiden Einflüsse nur
Dämpfung enthalten, ergibt sich für die an der Flügelspitze scheinbar beobachtete Torsions-
frequenz fz,ð der gedämpften Schwingung
fz,ð =
√
f 2z,0 −
ð2
T 2p 4pi
2
. (4.1)
Mit dem grafisch ermittelten Wert für ð ergäbe sich lediglich eine Frequenzverschiebung von
0.1Hz Hier spiegelt sich die Kopplung der verschiedenen Eigenformen über die Luftkräfte
wider. Bei der Verwendung von zehn Balkenelementen für die Strukturmodellierung, wie in
unserer Rechnung, wäre eine über die NYQUIST-Frequenz (Abtastrate) gegebene maximale
Zeitschrittweite von 6.25 · 10−5 notwendig, um zu verhindern, dass Anteile möglicher höhe-
rer Eigenformen auf unphysikalische Weise in die niedrigeren Eigenformen eingehen (Ver-
letzung des SHANNON-Theorems). Die Abweichung der Daten der numerischen Simulation
für die Torsionsbiegung ab der fünften Schwingungsperiode sind möglicherweise auf solche
Effekte zurückzuführen. Um dies auszuschließen, sind länger dauernde Simulationsreihen er-
forderlich, zusätzlich zu einer feineren Abstimmung der Modellierung des Versuchsaufbaus.
Dies war hier nicht mehr Gegenstand der Untersuchungen. Es konnte mit den angestellten
Vergleichen zum Experiment gezeigt werden, dass die entwickelte Methodik für realitätsna-
he aeroelastische Problemfälle einsetzbar ist.
4.2. Numerische Simulation eines elastischen frei fliegenden
Flugkörpers
Die Berechnung zeitabhängiger Strömungen um elastische Strukturen erfolgt nach dem Sche-
ma in Abb. 3.6. Hierfür wird nun zunächst ein einfaches Flugkörpermodell festgelegt. Es
wurde ein Modell mit zylindrischem Rumpf und einem konischen Bug, der eine kugelförmi-
ge Nase besitzt, gewählt. Das Modell besitzt im Heckbereich vier ebene, unendlich dünne,
aber massebehaftete Flügel mit einer Spannweite, die gleich dem halben Zylinderdurchmes-
ser ist, siehe Abbildung 3.6 in Abschnitt 3.5. Bis auf die abgerundete Spitze entspricht es
dem in [Tanrıkulu et al., 60] untersuchten Vierflügelmodell, siehe Abbildung 4.8. Zunächst
wird die stationäre Strömung um den gedanklich festgehaltenen starren Flugkörper berech-
net, dessen x-Achse um den Anstellwinkel α = 5o gegenüber der Anströmrichtung geneigt
ist. Für den Ergebnisteil des generischen Flugkörpers wird das in der Fußnote 3 auf Seite 25
angesprochene Koordinatensystem verwendet, dessen y-Achse in Vertikalrichtung zeigt.
Ab Beginn der instationären Rechnung wird der Flugkörper als elastisch betrachtet und
frei fliegend unter Vernachlässigung der Erdschwere der Strömung ausgesetzt. Bei diesem
Versuchsaufbau ist an ein generisches Lenkmanöver gedacht, das den zunächst unverformten
und im Geradeausflug befindlichen Körper einer Flugrichtungsänderung unterwirft. Danach
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Bezeichnung Symbol Wert
Machzahl Ma 1.5
REYNOLDSzahl Re 1.5 · 106
REYNOLDSlänge lRe 0.2m
Referenzfläche SR pi
(
lRe
2
)2
Anströmtemperatur T∞ 300K
Anstellwinkel α 5◦
Druck, Dichte p∞, ρ∞ Atmosphärenwerte bei 300K
Anströmgeschwindigkeit V∞ Ma
√
γ p∞
ρ∞
Tabelle 4.4.: Anfangs- und Randbedingungen der Strömung für die Fallbeispiele 1-3 (generischer
Flugkörper aus Skizze 4.8)
erfährt das Modell einen Auftrieb, der seinen Schwerpunkt in y′-Richtung nach oben bewegt.
Als starres Modell ist der Flugkörper aerodynamisch stabil ausgelegt, d.h. dass die Leitwerks-
flächen ausreichend Windangriffsfläche bieten. Der Flugkörper führt entlang seiner Flugbahn
starre Pendelbewegungen um den Gleichgewichtspunkt (Nullauftriebspunkt) bei α = 0o aus.
Wegen des symmetrischen Aufbaus finden in diesen Beispielen die Bewegungen des Mas-
senschwerpunktes nur in der Anstellebene (xy-Ebene) statt, wenn man von schwachen Stö-
rungen der Symmetrie absieht, die sich im Heckbereich durch instationäre Ablösevorgänge
und einen deshalb nicht mehr spiegelsymmetrischen Nachlauf ergeben. Den Starrkörperbe-
wegungen überlagern sich nun elastische Schwingungen, von denen untersucht werden soll,
wie sie das Flugverhalten beeinflussen.
Für die Strukturmodellierung wird vereinfachend eine homogene Dichteverteilung ange-
nommen. Die übrigen Materialdaten sind in Tabelle 4.5 angegeben. Für den elastischen Kör-
per tritt nun an die Stelle des starrkörperfesten Koordinatensystems das Laborsystem und
somit an die Stelle der Starrkörperpendelung diejenige des Laborsystems, wobei das Labor-
system als „System der mean axes“ bei Verformungen, die gegen Null gehen, in das körper-
feste Koordinatensystems übergeht.
Bezeichnung Symbol Wert
Länge l 1.76 m
Durchmesser (Heck) d 0.2 m
Nasenradius r 0.02 m
homogene Dichte ρF 1050 kg/m3
Masse m 53.6 kg
E-Modul E 7 · 1010,7 · 109,3.5 · 109 N/m2
Tabelle 4.5.: Modelldaten für den generischen Flugkörper aus Skizze 4.8
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0,1m
0,3m
0,02m
1,0m
r=0,035m
0,1m
0,1m
Abbildung 4.8.: Geometrie der Testkonfiguration nach [60]
4.2.1. Fall 1
Zunächst wurde die aeroelastische Kopplung mit einem steifen Flugkörpermodell (E =
7 · 1010N/m2) gerechnet. Die zeitliche Entwicklung des Auftriebskoeffizienten ist in Abbil-
dung 4.9 mit der gestrichelten Linie dargestellt. Ihr Verlauf ähnelt dem bei der reinen Starr-
körperbewegung (durchgezogene Linie), die eine gedämpfte Schwingung um die Nullauf-
triebslage ist. Eine Verlängerung der Schwingungsdauer der Pendelung des Laborsystems
durch die Elastizität ist allerdings schon zu erkennen.
4.2.2. Fall 2
In einem nächsten Schritt wurde der Elastizitätsmodul um den Faktor 10 verringert und wie-
der eine vollständige instationäre Simulation durchgeführt. Der Auftriebswert CL ist als
strichpunktierte Linie in Abbildung 4.9 dargestellt. Die Pendelung des Laborsystems des
elastischen Flugkörpers hinkt der starren Pendelung für diesen Fall deutlich hinterher und
wird von Auswirkungen der höherfrequenten elastischen Biegeschwingungen stark überla-
gert. Durch die Anregung der elastischen Schwingungen vollzieht sich ein Energietransfer
von starren zu elastischen Moden, der die Abnahme der Frequenz und eine leichte Abnahme
der Amplituden der Pendelschwingung in diesem Fall bewirkt.
Der Verlauf der elastischen Biegeschwingungen des Körpers lässt sich anhand der Abbil-
dung 4.12 auf Seite 67 verstehen. Hier sind die Verformungen relativ zum Laborsystem dar-
gestellt, so dass die starre Pendelung nicht in uy wiederzufinden ist. Es ist zu erkennen, dass
die Körperachse Schwingungen um einen verformten Referenzzustand vollführt. Entspre-
chend seiner Lage gegenüber der Anströmung, die durch den Anstellwinkel αeff bestimmt
ist, erfahren die Körperenden vermehrt Druck aus positiver y-Richtung, wenn αeff negativ
ist, bzw. aus negativer y-Richtung, wenn auch αeff positiv ist, die Körperspitze also nach
oben ausgelenkt ist. Im stationären Fall würde sich für den jeweiligen Anstellwinkel eine sta-
tische Verformung ergeben. Wenn elastische Frequenzen angeregt sind, die deutlich höher als
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Abbildung 4.9.: CL-Verläufe in Simulationsbeispielen mit verschiedenen E-Modulen (Rechenläufe
1-3, siehe Tabelle 4.5) sowie starrer Modellierung; M∞ = 1.5, α(t = 0) = 5o
die starre Pendelfrequenz sind, schwingt die mittlere Körperachse um diese quasi-stationäre
Lage. Auf diese Weise ergeben sich die Wellenbewegungen in Abbildung 4.12.
4.2.3. Fall 3
Eine weitere Halbierung des E-Moduls und eine Verringerung des Schubmoduls G um den
Faktor 10, was mit einer passenden Faserverbundsruktur möglich wäre, macht den modellier-
ten Körper so weich, dass an seinen Enden Querdeformationen im Bereich von 10 Prozent
seiner Länge auftreten können. Elastische Auslenkungen dieser Größenordnung verändern
die dynamischen Auftriebseigenschaften sehr stark, wie an der langgestrichelten Linie in Ab-
bildung 4.9 für Fall 3 zu erkennen ist. Zeitabhängige Simulationen solcher Modelle müssen
demnach unbedingt aeroelastische Effekte berücksichtigen. In diesem extrapolierten Beispiel
ist die Grenze für die Annahme kleiner Verformungen im Sinne der geometrischen Linea-
risierung gemäß Abschnitt 2.3.4 allerdings nicht mehr gegeben, so dass der Trägheitstensor
zeitabhängig betrachtet werden müsste.
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4.2.4. Fall 4
Bisher wurden die stabilisierenden Leitflächen des Flugkörpers als starr betrachtet. In den
meisten Anwendungsfällen ist diese Annahme nicht korrekt. Die höheren Frequenzen der
leichten und sehr steif montierten Flügel können leicht durch höherfrequente Strömungsvor-
gänge, wie z.B. Wirbelablösung und Turbulenz, angeregt werden. In Abbildung 4.10 sind die
Ergebnisse einer solchen Simulation dargestellt. Dabei wurden die Flügel im numerischen
Modell jeweils mit Hilfe eines radial eingespannten TIMOSHENKO-Balkens elastifiziert, sie-
he Abschnitt 3.5. Sie tragen eine Masse von 67.5 Gramm bei einem E-Modul von 7 ·109N/m2
und einemG-Modul von 2.7·109N/m2. Die Schwingungen der Struktur lassen sich gut am Ver-
lauf der Vertikalkraft Fy (Figur 4.10b) und des Nickmomentes Mz (Figur 4.10c) erkennen.
Eine Vielzahl an Oberschwingungen überlagern zu den Zeitpunkten, in denen die größten
effektiven Anstellwinkel erreicht werden, die Starrkörperschwingungen, siehe Abb. 4.10(c).
4.2.5. Fall 5
In diesem Testfall wurden die Leitwerkflächen ebenfalls mittels elastischer TIMOSHENKO-
Balken modelliert. Jedoch wurde das freie Ende zur Steuerung mit Hilfe des Torsionsfrei-
heitsgrades aktiv kontrolliert, so dass am äußeren Flügelrand der Flügelanstellwinkel kon-
trolliert wurde. Der übrige Teil des den Flügel tragenden Balkens konnte sich frei verformen.
Die Abbildungen 4.11 zeigen in zwei Ansichten die daraus resultierenden Verformungen.
In 4.11(a) sind die Stromlinien in einer Querebene senkrecht zur Körperachse eingezeichnet.
Die angestellten Leitwerksflächen haben aus der Nulllage eine deutliche Flugrichtungsände-
rung hervorgerufen und bieten nun einen erheblichen Strömungswiderstand, wodurch auf der
Körperunterseite, erkennbar an der dunklen Schattierung, ein Hochdruckgebiet entsteht. Die
Seitenansicht in 4.11(b) zeigt vergrößert den Heckbereich mit einem tordierten Flügel. Im
Nachlauf bilden sich Rückströmungsgebiete und unsymmetrische Wirbelgebiete. Diese sind
verantwortlich für Fluktuationen der Druckverteilung auf der Heckfläche, was sich im sehr
unruhigen Verlauf des Längskraftbeiwertes Cx(t) wiederfindet und zu kleinen Oberschwin-
gungen der übrigen Beiwerte, z.B. des Momentenbeiwertes, führt, wie aus Bild 4.10(b) und
Bild 4.10(c) entnommen werden kann.
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Abbildung 4.10.: Freiflug, elastischer Rumpf mit elastischen Flügeln, Anstellung α = 5o, M∞ = 1.5,
Zeitliche Entwicklung der Verschiebungen des Referenzpunktes r0,x, r0,y relativ
zum mit der Anfangsfluggeschwindigkeit gleichförmig mitbewegten Inertialsystem
(oben links), der resultierenden Luftkräfte Fx, Fy, Fz (oben rechts), der resultie-
renden Luftmomente Mx,My,Mz (unten links) und der Winkelgeschwindigkeit ωz
(unten rechts)
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Abbildung 4.11.: Testfall mit vorgegebener Bewegung der Leitwerksflächen, M∞ = 1.5, Auslenkung
der Flügel für die Dauer von 0.1s
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4.3. Bestimmung ausgewählter Derivativa
4.3.1. Derivativa der Starrkörperbewegung
Zur Untersuchung der Abhängigkeit des Auftriebskoeffizienten CL vom Anstellwinkel α
wird mit dem numerischen Verfahren das Derivativum CLα bestimmt. Als Referenzzustand
wird dabei der unverformte Flugkörper verwendet. In einer Reihe von stationären Simulatio-
nen für eine ausreichende Anzahl verschiedener Werte von α wird der Wert von
CL(α, β, φ1, α˙, ηi = 0, η˙i = 0, . . . ) (4.2)
bestimmt. CLα wird dann über lineare Regression aus den Daten gewonnen. Wir wählen jetzt
für die Simulation speziell β, φ1, α˙ = 0. In erster Näherung ergibt sich mit einem Anstellwin-
kel von α = 5o und einem Wert CL = 0.73 aus der Simulationsrechnung ein CLα von 8.36.
Dieser Wert deckt sich mit den Erwartungen aus [Tanrıkulu, 60], die mit verschiedenen em-
pirischen Rechenverfahren Referenzgeometrien der Art der Abb. 4.8 untersucht haben. Die
Flexibilität des Körpers wird an dieser Stelle noch nicht berücksichtigt, da ηi = const. = ηi.
Auf die gleiche Art und Weise erhält man CLβ , CLφ1 , CXα usw.
Fx Fy Fz Mx . . . ηi i = 1 i = 2 i = 3 . . .
CX0 CY0 CZ0 CM0 . . . C
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Tabelle 4.6.: Derivativa der Kraft- und Momentenbeiwerte
Um mit der numerischen Methode dieser Arbeit die Derivativa nach Winkelgeschwindig-
keiten, z.B. CLα˙ , zu erhalten, wurde der Ansatz vorgegebener harmonischer Schwingungen
verwendet.
Ausgangspunkt der Berechnungen war eine stationäre Lösung des Strömungsproblems für
α = α. Nun wurde eine zeitlich veränderliche Vertikalgeschwindigkeit vO,y(t) = vO,y(1 −
cos θˆt) des Laborsystems gegenüber dem luftruhenden System vorgegeben. Für kleine Ge-
schwindigkeiten führt dies zu einer periodischen Änderung des Anstellwinkels α(t) .= vO,y
vO,x
(1−
cos θˆt). Die entsprechende Winkelgeschwindigkeit ist dann α˙(t) = θ vO,y
vO,x
sin θˆt. Hierbei
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Abbildung 4.12.: Zeitliche Entwicklung der elastischen Deformationen uz (Auslenkungen gegenüber
der Laborkonfiguration); Rechenlauf 2 aus Tabelle 4.5 mit M∞ = 1.5 und α(t =
0) = 5o
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X
Y
Z
cp
29 0.4758
27 0.4274
25 0.3790
23 0.3306
21 0.2822
19 0.2338
17 0.1854
15 0.1370
13 0.0886
11 0.0402
9 -0.0082
7 -0.0566
5 -0.1051
3 -0.1535
1 -0.2019
Abbildung 4.13.: cp-Niveaulinien um den verformten Flugkörper; Rechenlauf 3 aus Tabelle 4.5 mit
M∞ = 1.5 und α(t = 0) = 5o
konnte die Winkelgeschwindigkeit θˆ beliebig gewählt werden. Es wurde eine Reihe von in-
stationären Rechenläufen für verschiedene Amplituden vO,y der Störung durchgeführt. Um
eine Abhängigkeit des Auftriebskoeffizienten von α˙ allein zu erhalten, mussten Werte CL
zu solchen Zeiten t∗ = pi
θˆ
genommen werden, zu denen für jede der verschiedenen Am-
plituden α(t∗) = 0 ist. Diese Vorgehensweise erfordert im Gegensatz zu dem stationären
Derivativum CLα ein vielfaches an Rechenzeit, da mindestens zwei instationäre Simulatio-
nen für einige Schwingungsperiodendauern durchgeführt werden müssen. Jede Periode muss
mit mindestens 100 Zeitschritten aufgelöst werden, die jeweils einer quasi-stationären Rech-
nung entsprechen. Daher wird die Berechnung von CLα˙ ca. um den Faktor 103 „teurer“ als
die Berechnung von CLα .
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4.3.2. Analyse der auftretenden Schwingungsmoden und Bestimmung
aeroelastischer Derivativa
Für eine bestimmte zu untersuchende elastische Konfiguration liefert die hier entwickelte
numerische Methode einen guten Überblick über die zu berücksichtigenden Moden, indem
mit dem instationären gekoppelten Verfahren typische Flugmanöver des Flugzeuges oder
Flugkörpers simuliert werden und der gesamte Zeitschrieb des 6 · N -dimensionalen Ver-
schiebungsvektors in die Eigenfunktionen zerlegt wird. N ist die Anzahl der Elemente des
FE-Modells. Die relativen Stärken der vorkommenden Frequenzen erhält man aus der Ska-
larmultiplikation
U1A = max
[t1..tn]
(
U (ti) ·H1
)
, (4.3)
die für alle aufgezeichneten Zeitpunkte, den generalisierten Deformationsvektor auf die Ei-
genvektoren H1,2,... projiziert. Für das Fallbeispiel 2 wurden die verallgemeinerten Defor-
mationsvektoren des Gesamtsystems U für jeden Rechenschritt der instationären Simulation
aufgezeichnet und die relativen Stärken der auftretenden Eigenschwingungsformen gemäß
Gleichung (4.3) auf dieser Seite berechnet. Die 6N -Tupel U haben folgende Form
U =
(
u1x, u
1
y, u
1
z, φ
1
x, φ
1
y, φ
1
z, . . . , u
N
x , u
N
y , u
N
z , φ
N
x , φ
N
y , φ
N
z
)
. (4.4)
Die Ergebnisse sind in Tabelle 4.7 aufgelistet. Daraus ist ersichtlich, dass für die aeroelas-
tische Beschreibung dieser Modellkonfiguration die ersten vier Schwingungsmoden bereits
eine gute Näherung ergeben.
Der Satz der dynamischen Bewegungsgleichungen (2.38a) und (2.38b) auf Seite 19 wird
durch N − 6 Schwingungsgleichungen
η¨i + ψ
2ηi =
Qηi
µi
=:
Q′ηi√
µi
(4.5)
vervollständigt, siehe auch [Waszak et al., 62], [Schmidt und Raney, 56] und [Siepenkötter
et al., 57]. Die µi sind die generalisierten Massen aus Gleichung (3.6), die genauso wie die
Eigenvektoren einmal für die betreffende Geometrie bestimmt wurden.
Ähnlich wie in Abschnitt 4.3 werden die aerodynamischen Koeffizienten, hier am Beispiel
des Auftriebskoeffizienten, um Referenzzustände der freien Variablen der Bewegung, hier
also nach den Amplituden ηi der Deformationen und ihren zeitlichen Ableitungen, entwickelt:
CL = CL + CLrigid + CLη1 (η1 − η1) + CLη˙1 (η˙1 − η˙1) + . . . , (4.6)
wobei CLη1 =
∂CL
∂η1
und CLη˙1 =
∂CL
∂η˙1
.
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X Y
Z
(a) H1, H2
X Y
Z
(b) H3, H4
X Y
Z
(c) H6
X Y
Z
(d) H8
X Y
Z
(e) H10
X Y
Z
(f) H12
Abbildung 4.14.: Darstellung einiger Eigenformen des Flugkörpermodells (Zeichnung 4.8 auf Sei-
te 61) mit elastischen Flügeln
70
4.3. Bestimmung ausgewählter Derivativa
Der Wert
CL = CL(α, β, φ1, α˙, . . . , η1, η˙1, η2, η˙2, . . . ), (4.7)
um den die Entwicklung erfolgt, wurde um die ηi ergänzt. Die Größen CLηi werden aeroelas-
tische Derivativa genannt.
Nummer Bezeichnung relative Stärke
1 U1A 1.0
2 U2A 0.122
3 U3A 0.073
4 U4A 0.0014
5 U5A 0.00009
Tabelle 4.7.: Amplituden der Eigenschwingungen im Modellfall 1 (frei fliegender, schlanker, elasti-
scher Flugkörper)
Bestimmung von CLη1 und CLη˙1
Die aeroelastischen Derivativa CLηi können nur aus Simulationen erhalten werden, bei denen
jede andere Variable des Zustandsvektors S festgehalten wird. Die einzige Veränderliche ist
demnach die Amplitude ηi der i-ten Eigenform, in deren Gestalt alleine der Körper verformt
ist. Verschiedene Eigenformen sind in Abbildung 4.14 auf der vorherigen Seite dargestellt.
Um die Möglichkeit zu schaffen, aus der Ursprungsgeometrie modal verformte Rechengit-
ter zu erhalten, wurde der Algorithmus für die Gitterverformung und -nachführung modifi-
ziert. Die Verschiebungen der FE-Knoten werden in diesem Modus nicht über die Luftkräf-
te, sondern über die zuvor bestimmten 6N -dimensionalen Eigenvektoren H i vorgegeben,
und das Rechengitter wird dann entsprechend diesen Verschiebungen verformt. In Abbil-
dung 4.15 auf der nächsten Seite sind beispielhaft zwei Verformungszustände des Rechengit-
ters gemäß der dritten Eigenform dargestellt. Dabei sind die Verformungen überhöht darge-
stellt, um sie besser sichtbar zu machen. Falls das Strukturmodell mehr als einen Balken um-
fasst, können auch Eigenformen existieren, die nur in Teilbereichen des Systems Strukturver-
änderungen von erheblichem Einfluss auf die Aerodynamik beschreiben, z.B. auf den Anbau-
teilen, wie z.B. in Abbildung 4.14(c) und (d) auf den Leitwerksflächen. In Abbildung 4.14(b)
sind gemischte Eigenformen dargestellt. Diese Grafiken dienen dazu, die Eigenformen ih-
rer Hauptverformungsrichtung zuzuordnen und festzustellen, welche Strukturabschnitte in
einem speziellen Rechenlauf besonders anregungsfähig sind.
Nachdem ein Satz von Rechengittern für verschiedene Werte von ηi erstellt wurde, konnte
das allein ηi-abhängige Verhalten des Auftriebsbeiwertes CL und anderer Beiwerte ermittelt
werden.
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-0.2
0
0.2
z
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-1.5
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(a) η3=0.25
-0.2
0
0.2
z
-1.75
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-0.75
-0.5
-0.25
0
x
-0.2
0y
(b) η3=1.25
Abbildung 4.15.: Rechengitter des generischen Flugkörpers, deformiert gemäß der reinen dritten Ei-
genform
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Bestimmung der elastischen Struktur-Derivativa Cηi•
Analog zur Modellierung der aerodynamischen Kräfte in Gleichung (2.46) werden die ge-
neralisierten Kräfte Qηi in Gleichung (4.5), die die elastischen Schwingungen anregen, nach
elastischen Derivativa entwickelt. Es ist
Q′ηj =
1
2
√
ρ∞lrefV 2∞
(
C
ηj
rigid + C
ηj
flex
) (4.8)
oder
Qηj =
1
2
√
hjρ∞lrefV 2∞
(
C
ηj
rigid + C
ηj
flex
) (4.9)
und mit den folgenden Definitionen der Symbole
C
ηj
rigid = C
ηj
S
+ Cηjα α+ C
ηj
β β + . . . (4.10)
und
C
ηj
flex =
N∑
i=1
Cηjηi ηi + C
ηj
η˙i
η˙i. (4.11)
Der Koeffizient Cηjα in Gleichung (4.10) beschreibt den Einfluss kleiner Änderungen des
Anstellwinkels auf die j-te Eigenform der Struktur.
Ein generalisierter Kraftvektor Q der FE-Formulierung hat sechs Einträge (Kräfte und
Momente) für jeden Finite–Element–Knoten des Strukturmodells. Über das Skalarprodukt
von Q mit dem i-ten Eigenvektor wird der Koeffizient Qηi wie folgt über das Skalarprodukt
des i-ten Eigenvektors und des generalisierten Kraftvektors des FE-Systems definiert:
Qηi =H
T
i ·Q. (4.12)
Die Qηi werden somit auch mittels der hier verwendeten Methode bestimmt und danach
benutzt, um die Koeffizienten aus Cηjα zu berechnen. Den Ausgangspunkt bildet das Simu-
lationsergebnis für die Strömung um den starren Körper in Nullauftriebslage α = α = 0o
verwendet. Eine Reihe von stationären Rechenläufen wurde durchgeführt und α dabei schritt-
weise erhöht. Jeweils nach dem Konvergieren der numerischen Rechnung wurde Qηj durch
Anwendung der Beziehung (4.12) gewonnen. Damit hat man also die wichtigen Aussagen
darüber, ob und in welchem Maße die aerodynamischen Kräfte in der Lage sind, die Eigen-
frequenzen der elastischen Struktur anzuregen.
Stark nichtlineare Effekte, die kaum mittels analytischer oder empirischer Methoden vor-
hergesagt werden können, treten in Form der intermodalen Kopplung auf. Die Vakuumeigen-
formenH i sind bzgl. der reinen Strukturdynamik ohne Strömung linear unabhängig und zwar
bezüglich der Massenmatrix verallgemeinert orthogonal (Abschnitt 2.5); werden sie jedoch
den Luftkräften ausgesetzt, können sie sich untereinander anregen. Um das zu verstehen, be-
trachte man eine flexible Struktur, die allein in der j-ten Eigenform deformiert ist (ähnlich
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t [s]
A a
,b
η j
(t)
0 0.1 0.2-0.1
-0.075
-0.05
-0.025
0
0.025
0.05
0.075
0.1
Abbildung 4.16.: Verlauf der Amplituden der j-Eigenform während einer instationären Simulation
mit einem gemäß dieser Form deformierten Rechengitter
wie in Abbildung 4.15). Die so verformte Körperoberfläche unterliegt dann bestimmten äu-
ßeren Druck- und Reibungskräften der Strömung, die eine große spektrale Breite aufweisen.
Darin sind natürlich auch Anteile Qηi enthalten, die die i-te Eigenform anregen können. Die-
sem Vorgang wird über die Koeffizienten Cηiηj Rechnung getragen, die in Gleichung (4.9) über
den zweiten Term in der Summe, also Cηiflex =
∑Nmax
j C
ηi
ηj
, eingehen.
Die beschriebene Prozedur wurde in dieser Arbeit automatisiert, so dass eine große Anzahl
der Derivativa direkt aus der numerischen Simulation abgeleitet werden kann. Eine Übersicht
findet sich in Tabelle 4.6. Für die Referenzgeometrie (Fall 2) wurden elastische Derivativa
gewonnen, deren zugehörige generalisierte Kräfte der ersten Eigenform in Abbildung 4.17
dargestellt sind. Gemäß dem Ansatz für die Linearisierung müssen bei solchen Testreihen Ge-
raden als Verläufe gefunden werden. In diesem Beispiel gibt es noch leichte Abweichungen
von einem erwarteten Verlauf. Wir führen dies auf den Umstand zurück, dass die Strömung
in dem relativ großen Nachlaufbereich stark instationär ist. D.h. es kommt immer wieder zu
unsymmetrischen Wirbelbildungen, wie sie in Abbildung 4.11(b) zu sehen sind. Da das Ab-
bruchkriterium für eine stationäre Rechnung residuenbestimmt ist, können unterschiedliche
Wirbellagen zu einem Unterschreiten der Abbruchgrenze führen. Die stationären Lösungen
sind dann nicht mehr direkt vergleichbar und führen so zu den leicht nichtlinearen Verläufen
bei der Bestimmung der generalisierten Kräfte Qη1 . Hier muss noch an einer Verbesserung
der gleichmäßigen Konvergenz der betrachteten Beiwerte gearbeitet werden.
Es wird nun das Verfahren zur Bestimmung der instationären intermodalen Derivativa Cηkη˙j
beschrieben. Dabei wird eine instationäre Rechnung in Gang gesetzt, bei der der Körper in
der j-ten Eigenform schwingt. Dies würde wie oben gesehen über die Kopplungskoeffizien-
ten Cηiηj zur Anregung weiterer Moden führen, was in diesem Fall verhindert werden soll, da
die Störung nur einer Veränderlichen aus dem Zustandsvektor S betrachtet wird. Dies wird
dadurch erreicht, dass der Deformationsvektor des FE-Systems u in jedem Kopplungszeit-
schritt dem vorgegebenen Verlauf folgt:
U (r, t) = A · sin(ψjt)Hj(r). (4.13)
Zu bestimmten Zeiten tn = piψj sind alle Verformungen Null und die einzige variable Größe
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ist die durch den Faktor A veränderliche Amplitude der Verformungsgeschwindigkeit η˙j =
Aψj cos(ψjtk). Es ergeben sich zeitliche Verläufe der Amplitude wie in Abbildung 4.16 auf
der vorherigen Seite. Daraus lässt sich die generalisierte Kraft der i-ten Eigenform jeweils
wie folgt berechnen:
Qηk =
(
Q(r, tn =
pi
ψj
) ·Hk/|Hk|
)
. (4.14)
Aus einer Reihe von Rechenläufen mit verschiedenen Werten für A gewinnt man die Abhän-
gigkeit von der Verformungsgeschwindigkeit und nach Division durch die Dimensionsfakto-
ren das gesuchte Derivativum Cηkη˙j .
4.3.3. Zusammenfassung der Simulationsergebnisse für den generischen
Flugkörper
In Tabelle 4.6 sind 56 Derivativa aufgelistet, für die jeweils eine oder mehrere instationäre
Simulationen durchgeführt werden müssten. Eine komplette Berechnung der Matrix der De-
rivativa würde aber einen Rechenaufwand erfordern, der den Rahmen dieser Arbeit sprengt.
Daher wurde eine Auswahl (siehe Tabelle 4.8) getroffen, um die prinzipielle Vorgehensweise
und Einsatzfähigkeit des erarbeiteten Verfahrens zu dokumentieren.
Konfiguration 1 2 3
CLα 8,36 8,36
CLα˙ 0,101 0,101
CLβ 8,36 8,36
CMzα
1 5,31 5,31
Cαη1 0,132 0,291 32,3
Cη1α 0,032 0,049 75,92
Cη1η2 0,09 0,0923 8,12
Cη1η3 0,052 0,064
Tabelle 4.8.: Derivativa aus den numerischen Ergebnissen für einen generischen Flugkörper mit Struk-
turdaten des Rechenlaufes 2 aus Tabelle 4.5 und mit M∞ = 1.5
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Abbildung 4.17.: Simulationsergebnisse für elastische Derivativa zweier Eigenformen des Flugkör-
permodells (Zeichnung 4.8 auf Seite 61) mit Strukturdaten aus Tabelle 4.5 (Lauf 2)
und M∞ = 1.5
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4.3.4. Berechnung der Flugdynamik aus den Derivativa
Mit den in den vorigen Abschnitten gewonnenen starren und aeroelastischen Derivativa soll
nun beispielhaft die Lösung des durch elastische Verformungsfreiheitsgrade erweiterten Sys-
tems der flugdynamischen Gleichungen (2.38a), (2.38b) und (4.5) erläutert werden.2 Es wird
ein Koordinatensystem verwendet, bei dem die körperfeste x-Koordinate bei einem Horizon-
talflug in Strömungsrichtung also entgegen der Flugrichtung zeigen soll, die z-Koordinate
in Querrichtung zur Seite (Schieben) und die y-Koordinate nach oben (s. Abb. 4.2). Es wer-
den die vereinfachenden Annahmen getroffen, dass alle Bewegungen auf die xy-Ebene be-
schränkt sind, also nur x- und y-Geschwindigkeiten sowie Pendelbewegung in der Vertikal-
ebene stattfindet. Aus den Beziehungen (2.38a) und (2.44) entsteht dann zunächst unter der
Annahme, dass
g = ωx = ωy = vO,z ≡ 0 (4.15)
das einfachere System von Differenzialgleichungen für das Laborsystem:
M(v˙O,x − ωzvO,y) =Fx
M(v˙O,y + ωzvO,x) =Fy
Izω˙z =Mz
(4.16)
Für die weitere Untersuchung dieses Systems werden die Kräfte und Momente unter Einbrin-
gung der Stabilitätsderivativa wie folgt angesetzt:
Fx =
Aref
2
ρ∞V 2∞
(
Cx + Cxαα
) (4.17)
Fy =
Aref
2
ρ∞V 2∞
(
1
cosα
(
CL + CLαα+ CLα˙α˙
)
+ tanα
(
Cx + Cxαα
)) (4.18)
Mz =
Aref
2lref
ρ∞V 2∞
(
CMz + CMzαα
) (4.19)
Hierin wurde für bessere Übersichtlichkeit der exemplarischen Rechnung ein großer Teil der
verfügbaren Derivativa nicht berücksichtigt.
Zusätzlich zu der globalen Bewegung des Laborsystems werden die ersten beiden elas-
tischen Biegeformen berücksichtigt, deren Bewegungsgleichungen aus Gleichung (4.5) ge-
wonnen werden:
η¨1 + ψ
2
1η1 =
1
2
√
lrefρ∞
µ1
V 2∞
(
Cη1α α+ C
η1
η2
η2
) (4.20)
η¨2 + ψ
2
2η2 =
1
2
√
lrefρ∞
µ2
V 2∞
(
Cη2α α+ C
η2
η1
η1
) (4.21)
2Es wird hier jedoch das dem Strömungslöser angepasste Koordinatensystem mit vertikaler y-Achse verwen-
det, weswegen die auf dieser Seite verwendeten Gleichungen in den Bezeichnungen, nicht jedoch formal
von den zitierten Gleichungen abweichen.
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Für die Einbeziehung der elastischen Moden η1,2(t) müssen die Gleichungen (4.18) und (4.25)
erweitert werden, da nun noch die Anteile der Verformung, die zum Auftrieb beitragen, hin-
zugenommen werden müssen. Andere aeroelastische Stabilitätsderivativa haben eine kleinere
Größenordnung und werden in diesem Beispiel vernachlässigt. So wird aus Gleichung (4.18)
Fy =
Aref
2
ρ∞V 2∞
(
1
cosα
(
CL + CLαα+ CLη1η1 + CLη2η2
)
+ tanα
(
Cx + Cxαα
)) (4.22)
Definiert man weiterhin Hilfsfunktionen ηA(t) = η˙1(t), ηB(t) = η1(t) und ηC(t) = η˙2(t),
ηD(t) = η2(t), so kann ein System gewöhnlicher Differenzialgleichungen erster Ordnung
für die sieben unbekannten Funktionen der Zeit vO,x, vO,y, ω3, ηA, ηB, ηC und ηD aufgestellt
werden. Es sollen nun die Geschwindigkeitsfunktionen in der Nähe des Referenzzustandes
S = S(α = 0, ηA−D = 0) gefunden werden. In den numerischen Simulationen für den sym-
metrischen Flugkörper wurde gezeigt, dass CL = CMz = 0, wenn der Nullauftriebswinkel
α0,L = 0
o ist. Für diese Anfangsbedingungen gestaltet sich das Differenzialgleichungssystem
folgendermaßen:
v˙O,x =
Aref
2M
ρ∞V 2∞
(
Cx + Cxα
vO,y
V∞
)
− ωzvO,y (4.23)
v˙O,y =
{
Aref
2M
ρ∞V 2∞
[(
vO,y
V∞
)(
CLα + Cx − Cxα
vO,y
v∞
)
(4.24)
− vO,x
V∞
CLη1η1
]
+ ωzvO,x
}
. (4.25)
ω˙z =
Aref
lref2Iz
ρ∞V 2∞
(
CMzα
vO,y
V∞
)
(4.26)
η˙A =
1
2
√
lrefρ∞
h1
V 2∞
(
Cη1α
vO,y
V∞
+ Cη1η2 ηD
)
− ψ21ηB
η˙B = ηA
η˙C =
1
2
√
lrefρ∞
h2
V 2∞
(
Cη2α
vO,y
V∞
+ Cη2η1 ηB
)
− ψ22ηD
η˙D = ηC
(4.27)
Zur Schließung des Systems (4.16)-(4.21) werden noch die Beziehungen
tanα =
vO,y
vO,x
, cosα =
−vO,x
V∞
' 1 (4.28)
sinα ' α = −vO,y
V∞
und α˙ ' −v˙y
V∞
(4.29)
benötigt. Die Vorzeichen in den Beziehungen (4.28) und (4.29) erscheinen, weil V∞ die Ge-
schwindigkeit der Anströmung und vO,x die entgegengerichtete Geschwindigkeit des Schwer-
punkts darstellt. Das System (4.23)-(4.27) kann leicht mit einen numerischem Standardver-
fahren integriert werden. Hier wurde das GNU Softwarepaket Octave verwendet, siehe [18].
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Tabelle 4.9 enthält die Anfangsbedingungen und Systemparameter, die für die Berechnungen
verwendet wurden. Die Ergebnisse der flugdynamischen Berechnung sind in Figur 4.18 auf-
M 53.56kg
Iz 12.91m · kg
α(t = 0) 5o
α˙(t = 0) 0 o/s
ρbody 1051kg/m3
ρ∞ 1.25kg/m3
Ma 1.5
ψ1 11.4 2pi/s
ψ2 69.2 2pi/s
CMzα 5.31
CLα 8.36
CXα 0.17
CLη1 –
Cη1α 0.192
Cη1η2 0.112
Cη2η1 0.072
Tabelle 4.9.: Eingangsparameter für die flugdynamische Simulation eines Flugkörpers repräsentiert
durch die Schwerpunktsbewegung und die zeitlich veränderliche Orientierung des La-
borsystems
gezeichnet. Die Lösung der Differenzialgleichungen für die Laborsystembewegung startete
mit einem Anfangswert des Anstellwinkels von α = 5o ohne Anfangswinkelgeschwindig-
keit. Der Graph zeigt eine Pendelschwingung, die auf Grund fehlender höherer Derivativa
(wie z.B. CLα˙) kaum gedämpft ist, da nämlich in Gleichung (4.25) CXα mit dem Faktor v2O,y
versehen ist, was gleichbedeutend mit der zweiten Ordnung in α ist. Eine schwache Pende-
lung ist der Vorwärtsbewegung vO,x überlagert und verlangsamt sie deshalb, wie schon in den
Direktsimulationen in Abschnitt 4.2 gesehen wurde.
Die Ergebnisse der aeroelastisch erweiterten Berechnungen finden sich in Abbildung 4.19.
Auf der x-Achse ist hier der Amplitudenverlauf der ersten Eigenform zu sehen. Um Effekte
der Kopplung deutlich machen zu können, wurde wieder ein sehr weicher Flugkörper mo-
delliert, der für die Aero-Strukturverbindung große Kopplungskoeffizienten besitzt. Die erste
Biegefrequenz liegt hier in der Nähe der Pendelfrequenz, so dass die Kopplung stark ausfal-
len sollte. Auf der y-Achse ist die Differenz der Geschwindigkeiten vO,y, also vy,st− vy,el aus
den beiden berechneten Vorgängen aufgetragen. Sie ist erwartungsgemäß besonders groß an
Stellen, an denen die Amplitude der elastischen Schwingung ein Maximum besitzt.
Um komplette Freiflüge mit den Bewegungsgleichungen mit Hilfe der Stabilitätsderivati-
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va simulieren zu können, benötigten man diese nicht nur punktuell, d.h. für einen, sondern
für eine Vielzahl von Flugzuständen S, um die jeweils eine Reihenentwicklung durchgeführt
werden muss. Es müssen also die Stabilitätsderivativa als Funktionen verschiedener Flug-
zustände, die ein Fluggerät während der geplanten Flugphasen einnehmen kann, gefunden
werden.
Der entstehende gesamte Rechenaufwand wird sehr hoch, so dass es genügen muss, nur
einzelne Interpolationspunkte zu berechnen.
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Abbildung 4.18.: Ergebnisse der flugdynamischen Berechnungen. Testfall für einen Pendelbewe-
gungen ausführenden schlanken Flugkörper mit M∞ = 1.5. Dargestellt sind die
Schwerpunktsgeschwindigkeiten in x- und y-Richtung (vO,x, vO,y) und die Pendel-
winkelgeschwindigkeit ωz
Eine viel versprechende Idee, die auf dem sogenannten Automatischen Differenzieren be-
ruht, wurde in [Park et al., 50] zur Bestimmung von Derivativa für starre Flugkörper verfolgt.
Dabei wird der Programmcode des Strömungslösers umgeschrieben und nicht mehr nur nach
Strömungsvariablen, sondern auch nach ihren Ableitungen gelöst. Die entstehenden Pro-
grammschritte sind zwar zeitaufwendiger in der maschinellen Abarbeitung, aber es entsteht
laut den Autoren von [Park et al., 50] gegenüber der in dieser Arbeit verwendeten Methode
der Differenzenbildung ein beachtlicher Zeit- und Genauigkeitsgewinn. Eine Automatische
Differenzierung des in dieser Arbeit verwendeten FLOWER-Programmes wurde bisher we-
gen der durch die vielfachen Optimierungstechniken hohen Komplexität nicht bewerkstelligt.
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Ein Automatisches Differenzieren des kompletten Programm-Paketes mit Strukturlöser und
Gitterdeformierung erscheint nicht erreichbar, weswegen für aeroelastische Betrachtungen
komplexer Geometrien die hier vorgestellte Methode gewählt werden sollte.
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Abbildung 4.19.: Ergebnisse der flugdynamischen Berechnungen. Testfall für einen Pendelbewegun-
gen ausführenden schlanken, sehr weichen Flugkörper mit M∞ = 1.5 anhand
der Relativbewegungen des Laborsystems. Dargestellt ist die Amplitude der η1(t)
der ersten Eigenform und die Differenz der Schwerpunktsgeschwindigkeiten in y-
Richtung aus dem starren und dem elastischen Fall
4.3.5. Bestimmung aeroelastischer Derivativa für den SFB-Rechteckflügel
Die bisher untersuchten numerischen Verfahren zur Direktsimulation (z.B. Sofia) sind in der
Lage, instationäre aeroelastische Probleme experimentnah zu berechnen. Mit den in den vor-
angegangenen Abschnitten zum generischen Flugkörper vorgestellten und in dieser Arbeit
entwickelten Methoden zur Bestimmung erweiterter aerodynamischer und aeroelastischer
Derivativa lässt sich die Anwendungsbreite der Ergebnisse der numerischen Simulationen
noch erhöhen. Bei dem in Abschnitt 4.1 schon untersuchten Rechteckflügel waren vor al-
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lem die erste Biegeeigenform (H1) und die erste Torsionseigenform (H3) genauer unter-
sucht worden. Hierfür wurden gemäß Abschnitt 4.3 Simulationsreihen durchgeführt, bei de-
nen mit unterschiedlichen Amplituden η1 und η3 Rechennetze in Eigenform erzeugt wurden.
Die Oberflächennetze für verschiedene Amplituden η3 sind in Abbildungen 4.20(b) zu sehen.
Zur besseren Unterscheidung sind die Gitterlinien in abwechselnder Reihenfolge der Am-
plitude hellgrau und schwarz. Theoretisch genügen wenige stationäre Rechnungen für die
Berechnung der Amplitudenabhängigkeit. Um die Gültigkeit der Linearisierung zu überprü-
fen, müssen jedoch mehrere Simulationen durchgeführt werden und eventuell der Bereich der
Amplituden enger um die Referenzlage gelegt werden. Die Zahlenergebnisse der einzelnen
Rechnungen sind in Tabelle 4.10 für die Schlagbiegung und in Tabelle 4.11 für die Torsion
aufgeführt. Der Vergleich der dimensionslosen Derivativa zeigt, dass die Torsionswinkelab-
hängigkeit (Index η3) für die betrachteten Kraftbeiwerte deutlich stärker ist als die Abhän-
gigkeit von der Schlagbiegung (Index η1). Für den Auftriebskoeffizienten ist dies auch zu
erwarten, da der Torsionswinkel für den Rechteckflügel direkt in den effektiven Anstellwin-
kel eingeht (Gleichung (2.36)). Für gepfeilte Flügel würde auch die Biegung in geometrisch
direkt sichtbarer Weise zu einer effektiven Anstellwinkeländerung führen. Die Grafik 4.20(a)
zeigt die generalisierten Kräfte Qηi , (i = 1..10), die sich aus den Luftkräften des gemäß H3
defomierten Flügels (Abb. 4.20(b) ergeben. Dominierend ist hierbei Qη1 mit 3.5N, also die
Kraft, die die erste Schlagbiegung anregt. Die anderen Eigenformen werden nur sehr schwach
angeregt.
Amplitude aerodynamische und erweiterte Beiwerte
η1 CL CX C
η3
−0.009375 0.43705 · 10−2 0.14534 · 10−3 0.371 · 10−4
0.0 0.42607 · 10−2 0.1501 · 10−3 0.353 · 10−4
0.009375 0.40103 · 10−2 0.1554 · 10−3 0.335 · 10−4
0.01875 0.37391 · 10−2 0.15593 · 10−3 0.321 · 10−4
0.075 0.2368 · 10−2 0.1964 · 10−3 0.239 · 10−4
0.15 0.04641 · 10−2 0.2434 · 10−3 0.101 · 10−4
aeroelastische Derivativa
CLη1 CXη1 C
η3
η1
−0.026 0.00646 −0.00018
Tabelle 4.10.: Simulationsergebnisse für verschiedene Amplituden der ersten Schlagbiegungsform des
SFB401-Rechteckflügels für V∞ = 65m/s: Einfluss der Elastizität auf die Beiwerte.
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Amplitude aerodynamische und erweiterte Beiwerte
η3 CL CX C
η1
−0.0046875 1.52 · 10−2 0.771 · 10−3 1.01 · 10−4
0.0 0.42607 · 10−2 0.1501 · 10−3 −0.93 · 10−4
0.00469 −0.0669 · 10−2 0.081 · 10−3 2.82 · 10−4
aeroelastische Derivativa
CLη3 CXη3 C
η1
η3
−2.32 0.0146 0.0413
Tabelle 4.11.: Simulationsergebnisse für verschiedene Amplituden der ersten Torsionseigenform des
Rechteckflügels: Einfluss der Elastizität auf die Beiwerte.
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Abbildung 4.20.: Gitteriterationszyklen für verschiedene Stärken der Eigenformen des SFB-
Rechteckflügels
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5. Zusammenfassung
In dieser Arbeit wird auf der Basis eines Strömungslösers für die NAVIER-STOKES-Glei-
chungen und eines aus quasieindimensionalen Elementen aufgebauten Strukturmodells eine
numerische Methode für gekoppelte aeroelastische Probleme von Fluggeräten entwickelt. Mit
ihr können erweiterte aerodynamische Derivativa aus aeroelastischen Simulationsrechnungen
gewonnen werden, die für viele Flugkörper, Flugzeuge und schwingende Anbauteile heute
nicht oder nur für linearisierte Strömungen bekannt sind. Stabilitätsderivativa sind Ableitun-
gen integraler aerodynamischer Kenngrößen wie Auftriebsbeiwert und Widerstandsbeiwert
nach bestimmten systemabhängigen generalisierten Koordinaten und Geschwindigkeiten, die
für die aerodynamische Konfiguration einen möglichst vollständigen Parametersatz darstel-
len. Es können bisher schon statische Derivativa für gegebene Geometrien bestimmt wer-
den, um für ein in Konstruktion befindliches Flugzeug Abschätzungen darüber vornehmen zu
können, über welchen Anstellwinkelbereich der Flugwiderstand und damit der Treibstoffver-
brauch angemessen ist. Für leichtgebaute schwingungsfähige Fluggeräte können nun aus dem
numerischen Verfahren auch Erkenntnisse über die Auswirkungen der Anfachung von Ei-
genfrequenzen der Struktur durch ihre Ankopplung an die Strömungsphänomene gewonnen
werden. Die aeroelastischen Stabilitätsderivativa sind experimentell besonders für komplexe
und große Konfigurationen nur unter großem Aufwand zu bestimmen. Hier können rechner-
gestützte Simulationsverfahren verwendet werden, um verbrauchsoptimierte Strukturen und
Bauweisen in der Bandbreite ihrer Flugstabilität zu überprüfen. Neben der Konstruktion fin-
den Stabilitätsderivativa auch Anwendung in Echtzeit-Flugkontrollsystemen (Autopiloten).
Anhand eines generischen elastischen Flugkörpermodells wurde gezeigt, wie aeroelastische
Derivativa für Lenkmanöver während der Flugphase verwendet werden können.
Strömungsseitig baut das entwickelte Programmpaket auf dem Finite-Volumen-Verfahren
FLOWer auf. Es löst die REYNOLDS-gemittelten NAVIER-STOKES-Gleichungen, die auch
Reibung und Wärmeleitung in Fluiden beschreiben. Verschiedene numerische Standardver-
fahren für die Modellierung von Überschallströmungen sowie von turbulenten und instatio-
nären Strömungen werden benutzt und wurden teilweise erweitert. Die quasi-implizite Zei-
tintegration, die auf dem Dual-Time-Stepping (Pseudozeitschrittverfahren) beruht, wird in
dieser Arbeit mit einem Strukturlöser synchronisiert. Es hat sich gezeigt, dass eine explizi-
te algorithmische Kopplung der beiden Verfahren ausreichend ist und zu zeitlich korrekter
Beschreibung der instationären Vorgänge führt, wenn nach jedem Zeititerationsschritt eine
konsistente Übertragung der angreifenden Lasten stattfindet. Das dabei verwendete Finite-
Elemente-Verfahren wurde von A. Boucke [Boucke, 12] in einem Parallelprojekt entwickelt.
Es war weiterhin Grundlage für einen Gitterverformungsalgorithmus, um den der Strömungs-
löser in dieser Arbeit erweitert wurde.
Das alleinstehende Verfahren für die Strömung hat sich in vielen Beiträgen des DLR und
des SFB401 als sehr tauglich und genau für die vergleichende Simulation von Windkanalex-
perimenten erwiesen. Die in dieser Arbeit neu entwickelten Module wurden zunächst anhand
von Literaturbeispielen einzeln überprüft. In Zusammenarbeit mit Mitarbeitern des SFB401
wurde auf die Erkenntnisse aus Versuchen zum Rechteckflügelmodell des Instituts für Leicht-
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bau der RWTH Aachen zurückgegriffen [Kämpchen et al., 33]. Dabei konnte die zuverlässige
Anwendbarkeit des Gesamtpaketes auf instationäre aeroelastische Probleme herausgearbeitet
werden. Für lange Zeiträume ist dabei zwar keine exakte Übereinstimmung mit dem physika-
lischen Experiment zu erwarten. Dies liegt aber nur in geringem Maße an den in der mathe-
matischen Modellierung gemachten vereinfachenden Annahmen, sondern an dem Verzicht
auf die hier wissenschaftlich nicht im Mittelpunkt stehenden detailgetreuen Abbildungen des
gesamten Versuchsaufbaus. Für die kleinen Zeitskalen, in denen die zu gewinnenden Deri-
vativa in reale Echtzeit-Kalkulationen Eingang finden werden, sind die Übereinstimmungen
gut.
Auf dieser Grundlage bauen die numerischen Untersuchungen der generischen Flugkörper
im zweiten Abschnitt des Ergebnisteils auf. Es wurden dabei Direktsimulationen des Frei-
fluges starrer und elastischer Flugkörper durchgeführt. Die Auswahl schlanker zylindrischer
Geometrien diente dabei dem Zweck, die Palette der veränderlichen Parameter überschaubar
zu halten. Es genügte daher, nur einen Arbeitspunkt zur Erzeugung eines strömungsgerechten
Rechengitters vorzusehen, welches hinsichtlich der Punktanzahl optimiert wurde. Dadurch
konnten mit dem 300000 Punkte zählenden Gitter mehrere volle Schwingungsperioden der
niedrigsten Biegeeigenfrequenzen innerhalb von 120 CPU Stunden auf einer SunSPARCIII
simuliert werden. Durch das Zurückgreifen auf die Ergebnisse dieser Simulation konnten eine
Reihe der interessanten erweiterten Stabilitätsderivativa ermittelt werden, indem die gekop-
pelte numerische Simulation in eine programmähnliche Struktur zum Abarbeiten der statio-
nären und instationären Derivativa eingebaut wurde. Für die Anwendung auf industrienahe
Konfigurationen werden die erforderlichen Rechenzeiten durch die große Palette der dann zu
berücksichtigenden Freiheitsgrade jedoch sehr hoch. Bis zur Bereitstellung großer Rechen-
kapazitäten kann es aber zur Erlangung von Konstruktionsperspektiven ausreichend sein, ein
Gesamtsystem in elastische und starre Baugruppen zu separieren und wenige elastische For-
men zu berücksichtigen.
In den Untersuchungen hat sich herausgestellt, dass die Vernachlässigung der elastischen
Anteile an einer aerodynamischen Gesamtkonfiguration nicht tolerable Abweichungen von
den tatsächlichen Verhältnissen in den Fällen verursacht, bei denen für Bauteile, an denen
noch hohes Optimierungs- und Gewichtsersparnispotenzial existiert, leichteres und weniger
steifes Material eingesetzt wurde. Um weitgehende Optimierungsfelder in Konstruktion und
Echtzeit-Flugdynamik sicher begehen zu können, scheint es nicht verzichtbar, die vollen ae-
roelastischen Bewegungsgleichungen zu berücksichtigen und dabei das Werkzeug der aero-
elastischen Direktsimulation in höherem Maße zu nutzen.
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Eigenfunktionen eines freien TIMOSHENKO-Stabes zum
Eigenwert Null
Setzt man in den Gleichungen (2.63) auf Seite 26 für die gesuchten Funktionen an
uz(x, t) = g(t)hw(x) (A.1a)
φy(x, t) = g(t)hφ(x), (A.1b)
dann existieren für den freien Stab, der sich über den Bereich 0 ≤ x ≤ l erstrecke, folgende
Randbedingungen:
x = 0 :h′φ(0) = 0 h
′
w(0) + hφ(0) = 0 (A.2a)
x = l :h′φ(l) = 0 h
′
w(l) + hφ(l) = 0. (A.2b)
Für den Eigenwert ψ2 = 0 ist g(t) in Gleichung (A.1) konstant und ein Einsetzen dieses
Ansatzes in die Beziehung (2.63) liefert:
h′′w + h
′
φ =0 (A.3a)
h′′φ −
c2S
c2Li
2
η
(h′w + hφ) =0, (A.3b)
Die Integration des Systems von (A.3a) und (A.3b) ergibt:
hφ(x) = −1
2
(
A1x
2 + 2A2x+ 2Aφ + 2
A1
C
2
)
(A.4a)
hw(x) =
1
6
A1x
3 +
1
2
A2x
2 + Aφx+ Aw, (A.4b)
mit C := cS
cLIz
, c2S :=
κG
ρL
und c2L := EρL .
Einsetzen der Randbedingungen zur Bestimmung der vier Konstanten A1,2,φ,w:
h′φ(0) = 0
⇒ A2 = 0 (A.5a)
h′w(0) + hφ(0) = 0
⇒ A1 = 0 (A.5b)
⇒ hφ(x) = Aφ (A.5c)
h′φ(l) = 0 (trivial)
h′w(l) + hφ(l) = 0
⇒ 0 = 0
⇒ Aφ, Aw frei wählbar (A.5d)
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Daraus ergeben sich die Funktionen
hφ(x) = Aφ (A.6a)
hw(x) = Aφx+ Aw, (A.6b)
die reine Translationen und Rotationen beschreiben.
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Beispiel zur Bestimmung der Laborachsenbewegung
Die Verwendung des Laborsystems stellt eine bedeutende Erleichterung bei der Behandlung
der aeroelastisch erweiterteten flugdynamischen Bewegungsgleichungen dar. Um ihre Bedeu-
tung anschaulich zu machen, wird in diesem Abschnitt ein einfaches Beispiel betrachtet, an
dem die praktische Laborachsen-Bedingung (2.54) auf Seite 23 ausgenutzt wird, um die Ach-
senlage zu bestimmen. In Abbildung B.1 ist ein vereinfachter halbelastischer frei fliegender
Biegebalken mit der Dicke d und der Länge 2L dargestellt.
x
x
.
iΣηi (T)
φ3
y
y
O(x,y,z)
2L
d
Abbildung B.1.: Vereinfachter frei fliegender halbelastischer Balken zur Erläuterung der Laborach-
sen-Festlegung mit Querschnittsfläche A = d2
Er befinde sich zur Zeit t = T in seiner unverformten Laborkonfiguration. Seine Massen-
verteilung sei so gewählt, dass sich sein Schwerpunkt r′0(T ) in O befinde. Das Modell sei
zusätzlich so konstruiert, dass der linke grau schraffierte Teil keine Biegeverformungen zu-
lässt und sich nur der rechte Teil elastisch verhält und in der xy-Ebene schwingen kann. Bei
einer Betrachtung durch einen Beobachter, der den starren Teil als unbeweglich sieht, stellt
der rechte Teil einen halbseitig eingespannten Biegebalken dar, für den sich die Eigenformen
Hi(x) mit Hilfe der Grundlagen aus [Ballmann, 6] aus Gleichung (B.1) auf dieser Seite und
dem Separationsansatz uy(x, t) =
∑
i ηi(t)Hi(x) berechnen lassen. Die Gleichung für die
Auslenkungen uy(x, t) des frei schwingenden EULER-Balkens lautet:
EIz
ρBA
∂4uy(x, t)
∂x4
+
∂2uy(x, t)
∂t2
= 0 (B.1)
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Für die vorliegenden Randbedingungen ergeben sich die Eigenfrequenzen ψi (ohne Rech-
nung) aus der Lösung der transzendenten Gleichung
cos βiL cosh βiL = −1 (B.2)
mit
ψi = (βiL)
2
√
EIz
ρBd2L4
. (B.3)
Die Eigenformen hierzu lauten
Hi(x) =

sin βix− sinh βix−βi (cos βix− cosh βix)
mit β
i
:=
sin βiL+ sinh βiL
cosh βiL+ cos βiL
β1L =1.875104
β2L =4.694091
. . .
für x > 0
0 für x ≤ 0.
(B.4)
Zum in Bild B.1 betrachteten Zeitpunkt T sei der Balken in seiner unverformten Lage, al-
so ηi(T ) = 0 (i = 1..∞). Die erste und zweite Eigenform sollen jedoch einen von Null
verschiedenen Geschwindigkeitszustand haben, also
η˙i =
{
η˙Ti 6= 0 für i = 1, 2
0 für i > 2
(B.5)
Würde man die Lage der Laborkonfiguration an ein mitbewegtes Koordinatensystem knüp-
fen, das sich mit dem starren linken Teil mitbewegt, besäße der Balken in Bezug auf das Ach-
sensystem O˜(x, y, z) offensichtlich einen Drehimpuls, der durch die Verformungsgeschwin-
digkeiten hervorgerufen wird, und zwar
LO˜(x,y,z)(T ) = ρBd
2
2∑
i=1
η˙i
∫ L
−L
xHi(x)dx =
2∑
i=1
η˙i
∫ L
0
xHi(x)dx 6= 0 (B.6)
Dies wäre für das gesuchte Laborsystem demnach keine geeignete Wahl. Das Achsenpaar xy
soll sich nun mit der Winkelgeschwindigkeit ˙¯φ3 um die z-Achse nach x¯y¯ drehen und ˙¯φ3 soll so
bestimmt werden, dass der Drehimpuls durch die Verformungsgeschwindigkeiten bezügliche
O(x¯, y¯, z) Null wird. Die an der Koordinate x hervorgerufene Vertikalgeschwindigkeit ist
x ˙¯φ3 und daher
LO¯(x¯(T )=x,y¯(T )=y,z)(T ) = ρBd
2
2∑
i=1
∫ L
−L
x
(
η˙iHi(x) + x
˙¯φ3
)
dx = 0. (B.7)
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Dies ist genau die zweite Gleichung der praktischen Laborachsen Bedingungen (2.54) auf
Seite 23 für den vorliegenden Fall.
Die Integration in Gleichung (B.7) lässt sich mit den Eigenfunktionen (B.4) auf der vorhe-
rigen Seite leicht ausführen und man erhält nach Umstellungen für ˙¯φ3:
˙¯φ3(T ) =− 3ρBd
2
2L2
(
2∑
i=1
η˙i(T )
(
1
βiL
cos βiL+
1
βiL
cosh βiL
+β
i
(
1
βiL
sin βiL− 1
βiL
sinh βiL
)
− 2
βiL
))
=
ρBd
2
L
(1.599911η˙1(T ) + 0.639101η˙2(T )) .
(B.8)
Finden wie hier Drehungen um weitere Achsen nicht statt, so istω = (0, 0, ωz)T =
(
0, 0, ˙¯φ3
)T
als Laborwinkelgeschwindigkeit bestimmt. Die Bedingung (2.14) auf Seite 9 ist hier wegen
u = 0 exakt erfüllt.
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Bemerkungen zum Strömungslöser FLOWER
Der vom DLR et. al. entwickelte Strömungslöser FLOWER, der am Lehr- und Forschungs-
gebiet für Mechanik verwendet und weiterentwickelt wird, musste für die Kopplung mit dem
Finite-Elemente Programm an mehreren Stellen umgearbeitet und erweitert werden. Im Fol-
genden wird eine kurze Übersicht über die einzelnen Schritte gegeben:
Randbedingungen
Entsprechend den Ausströmrandbedingungen (farf) für Unterschall- und Überschallausströ-
men wurde eine neue Routine (nchar) geschrieben, die für zweidimensionale Fälle die Über-
legungen aus Abschnitt 3.2.3 und Anhang D implementiert.
Restart
Während instationärer gitterverformender Simulationen müssen zu einem Zeitpunkt die Ko-
ordinaten zweier Gitter – zum alten und zum neuen Zeitpunkt – vorhanden sein. Ebenso müs-
sen die Erhaltungsgrößen auf diesen beiden Gittern bekannt sein, um eine Extrapolation für
den nächsten Echtzeititerationsschritt machen zu können. Für diese Arbeit war es notwendig,
diese zwei Lösungen auch in einer restart-Datei zu sichern und wieder aus ihr zu lesen, um
Mehrfachaufrufe der Lösungsprozedur zu ermöglichen. Zusätzlich muss sichergestellt sein,
dass die Restart-Datei des Strömungslösers zu derselben Zeit gesichert wird.
Berechnung und Übergabe der Oberflächenkräfte
Neue Routinen frcfecv und forcesfe für die zelleckenzentrierte Metrik wurden geschrieben,
die punktweise die Oberflächenkräfte berechnen und mit den Koordinaten an den Struktur-
löser übergeben. Hierbei müssen die Punktanzahlen der Kraftangriffspunkte sowie der Koor-
dinatenpunkte zunächst abgezählt werden und zwecks Speicherreservierung an das Struktur-
programm übergeben werden.
Gitterdeformation und Freiflugmodellierung
Als Ergebnis der Gitterdeformation, die entsprechend Abschnitt 3.5 über ein Modul des
Strukturlösers erzeugt werden, erhält das Strömungsprogramm die neuen Koordinaten und
berechnet anhand der Verschiebungen und der aktuellen Zeitschrittweite die lokalen Gitter-
geschwindigkeiten vel. Darüberhinaus werden durch den Strukturlöser aus Gesamtimpuls
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und Gesamtdrall über die Bewegungsgleichungen die Translations- und Rotationsgeschwin-
digkeiten des im momentanen Schwerpunkt befestigten Laborsystems berechnet und in die
Flussbilanzen (2.23a)-(2.23c) als v′O und ω eingesetzt.
Kopplung
Die in Abschnitt 3.3 beschriebenen Kopplungsmethoden wurden in die vorhandenen Routi-
nen solutn und step2t eingebaut. In der letzteren findet hauptsächlich die Kommunikation
mit dem Strukturprogramm statt. Hier werden bei einem Aufruf zuerst mit den extrapolier-
ten Erhaltungsgrößen die Kräfte berechnet und die nun vorliegenden tatsächlich berechneten
Erhaltungsgrößen dem Speicher des Strukturprogrammes zur Verfügung gestellt (mvfofe).
Optional ist hier über einen Schalter steuerbar, ob die Berechnungen der Eigenwerte der
Struktur durchgeführt und Steuerdateien für die Aufstellung der modalen Rechennetze aus-
gegeben werden sollen.
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Bicharakteristische Randbedingung für FLOWER
D.1. Übersicht
Es wurde für den Strömungslöser FLOWER des DLR ( [Kroll et al., 36]) eine Randbedingun-
gen gemäß Abschnitt 3.2.3 entwickelt und zunächst für zweidimensionale Strömungen im-
plementiert. Im Folgenden sind die auch schon für dreidimensionale Strömungen geltenden
Gleichungen und Implementierungsdetails angegeben. Für eine Randbedingung in FLOWER
müssen die neuen Werte für die Punkte auf dem physikalischen Rand berechnet werden. In
Figur D.1 sind dies Punkte entlang der Linie i = konst., die im Allgemeinen auch gekrümmt
sein kann.
D.2. Ausströmrand
1. Der zu besetzende Neupunkt mit den Indizes ijk habe den Ortsvektor x0. Mit den
Geschwindigkeiten vn zum Zeitpunkt t = tn wird der Ortsvektor x0 des Fußpunktes
der in x0 ankommenden Stromlinie berechnet: x0 = x0 − vn∆t
2. Die Fußpunkte x1, x2 und x3 der Bicharakteristiken werden mit Hilfe des gegebenen
ins Innere des Rechengebietes weisenden Normalenvektors nS und v∆t gebildet.
x1,2 = x0 ± nS ∧ v|nS ∧ v|a∆t
x3,4 = x0 ± nS|nS|a∆t
x5,6 = x0 ±
(
nS ∧ v
) ∧ nS∣∣(nS ∧ v) ∧ nS∣∣a∆t
x4 wird in diesem Fall nicht benötigt.
3. Die für die Verträglichkeitsbedingungen notwendigen räumlichen Anteile der Norma-
lenvektoren nl (l = 1..6) an den Mongekegel in den Fußpunkten werden wie folgt
bestimmt:
n1 = −n2 = nS ∧ v|nS ∧ v| (D.1)
n3 = −n4 = nS|nS| (D.2)
n5 = −n6 =
(
nS ∧ v
) ∧ nS∣∣(nS ∧ v) ∧ nS∣∣ (D.3)
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Mit dieser Konstruktion ist gewährleistet, dassn1,2 Tangentenvektoren an die Austritts-
randfläche sind. Das gleiche gilt für n5,6. Damit liegt nur x4 außerhalb des Rechen-
gebietes. Siehe auch Figur D.2. Für die Zeichnung wurde Unterschall angenommen,
daher liegt ein Kugelschnitt außerhalb des Rechengebietes. Hier können dann z.B. die
Fernfeldbedingungen eingesetzt werden.
4. Interpolation der konservativen Variablen rtn zur Zeit tn.
Zur einfacheren Bildung der Geschwindigkeitsgradienten werden tatsächlich die Ge-
schwindigkeiten, die mit dem Vektor r˜ mit den Komponenten in Gleichung (D.4) auf
dieser Seite bezeichnet werden, direkt interpoliert. Zur Interpolation werden 75 Stütz-
stellen benötigt. Diese Anzahl ließe sich auf 48 reduzieren. Dazu müsste aber für jeden
Neupunkt untersucht werden, in welchem Quadranten der Fußpunkt liegt. Es wurde das
Verfahren von Engeln-Müllges [20] zur Gauß-Fehlerquadratmethode auf drei Dimen-
sionen erweitert und für quadratische Interpolation verwendet. Daraus ergeben sich 45
Koeffizienten cd,n,m mit d = x, y, z, s = 0, 1, 2 und m = 1, .., 5 als Index der konser-
vativen Variablen, so dass
r˜tnm (x, y, z) =
2∑
s=0
cx,s,mx
n + cy,s,my
s + cz,s,mz
s. (D.4)
5. Berechnung der Zustandvariablen (in FLOWER):
p = (γ − 1)e− 1
2
ρv2, (D.5)
s =
3
2
ln
( p
ργ
)
, (D.6)
a =
√
γ
p
ρ
. (D.7)
6. Bildung der Komponenten des Geschwindigkeitsgradienten aus der Differenziation von
Gleichung (D.4).
(∇v)x =
2∑
s=1
scx,s,mx
s−1,
(∇v)y =
2∑
n=1
scy,s,my
s−1,
(∇v)z =
2∑
n=1
scz,s,mz
s−1. (D.8)
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7. Aufstellen des Gleichungssystems (nach Schlechtriem [55]) VB(l = 1, .., 6):
−(nle1)[u0 − ul]− (nle2)[v0 − vl]− (nle3)[w0 − wl]
+
2
γ − 1[a
0 − al]−
{a
γ
}0
j
[s0 − sj] +
{
a
[
e1 − (nle1)nl
]∇u
+a
[
e2 − (nle2)nl
]∇v + a[e3 − (nle3)nl]∇w}0j∆t = 0.
n S
n 1
y
x
z
n 3
n 2
n 4
Neupunkt
Fusspunkte des Mongekegels
Fusspunkt der Stromlinie
ijk
∆ t   a
ijk
ij(k+2)
(i-2)jk
ij(k-2)
1
2
3
4
v t∆
Abbildung D.1.: Skizze der Randpunkte xz-Ebene
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Aus den VB werden folgende Gleichungen gebildet
VB1 − VB2, (D.9)
VB3 − VB4, (D.10)
VB5 − VB6, (D.11)
6∑
l=1
VBl − 4
[
2
γ − 1[a
0 − a0]
+
{
ae1∇u+ ae2∇v + ae3∇w
}0
0
∆t
]
= 0.
(D.12)
Da die n1,3,5 eine Basis bilden, ist
∑6
l=1(nle1)nl∇u0 = 2e1∇u0 in Gleichung (D.12),
und die Querableitungen im Neupunkt fallen weg.
Gleichung (D.9) lautet ausformuliert
0 =− 2(n1e1)u0 − 2(n1e2)v0 − 2(n1e3)w0
+ (n1e1)(u1 + u2) + (n1e2)(v1 + v2) + (n1e3)(w1 + w2)
+
2
γ − 1(−a1 + a2) + (a
0 + a1)
s1
2γ
− a1 s
0
2γ
− (a0 + a2) s2
2γ
+ a2
s0
2γ
+
([
e1 − (n1e1)n1
](
(a∇u)1 − (a∇u)2
)
+
[
e2 − (n1e2)n1
](
(a∇v)1 − (a∇v)2
)
+
[
e3 − (n1e3)n1
](
(a∇w)1 − (a∇w)2
)) ∆t
2
. (D.13)
Wegen
s0 = s0 (D.14)
⇒ p
0
ρ0γ
=
p0
ργ0
, (D.15)
(D.7)⇒ p0 = p0 eγ ln(
ρ0 a
02
γp0
)(γ−1)−1 , (D.16)
ρ0 = e
(
ln(a
02
γp0
)+ln(ρ0)γ
)
(γ−1)−1 (D.17)
existieren nur noch vier Unbekannte:
U˜ =

u0
v0
w0
a0
 .
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Für diese soll ein lineares GleichungssystemAU˜ = f aufgestellt werden. Rechte Seite
des Gleichungssystems f :
f = −

(n1e1)(u1 + u2) + (n1e2)(v1 + v2) + (n1e3)(w1 + w2)
+
(
2
γ−1 +
s0
2γ
)
(−a1 + a2) + a1 s12γ − a2 s22γ
+
([
e1 − (n1e1)n1
](
(a∇u)1 − (a∇u)2
)
+
[
e2 − (n1e2)n1
](
(a∇v)1 − (a∇v)2
)
+
[
e3 − (n1e3)n1
]
·((a∇w)1 − (a∇w)2)) ∆t2
(n3e1)(u3 + u4) + (n3e2)(v3 + v4) + (n3e3)(w3 + w4)
+
(
2
γ−1 +
s0
2γ
)
(−a3 + a4) + a3 s32γ − a4 s42γ
+
([
e1 − (n3e1)n3
](
(a∇u)3 − (a∇u)4
)
+
[
e2 − (n3e2)n3
](
(a∇v)3 − (a∇v)4
)
+
[
e3 − (n3e3)n3
]
·((a∇w)3 − (a∇w)4)) ∆t2
(n5e1)(u5 + u6) + (n5e2)(v5 + v6) + (n5e3)(w5 + w6)
+
(
2
γ−1 +
s0
2γ
)
(−a5 + a6) + a5 s5γ − a6 s6γ
+
([
e1 − (n5e1)n5
](
(a∇u)5 − (a∇u)6
)
+
[
e2 − (n5e2)n5
](
(a∇v)5 − (a∇v)6
)
+
[
e3 − (n5e3)n5
]
·((a∇w)5 − (a∇w)6)) ∆t2
(n1e1)(u1 − u2) + (n1e2)(v1 − v2) + (n1e3)(w1 − w2)
+
(
2
γ−1 +
s0
2γ
)
(−a1 − a2) + a1 s12γ + a2 s22γ
+
([
e1 − (n1e1)n1
](
(a∇u)1 + (a∇u)2
)
+
[
e2 − (n1e2)n1
](
(a∇v)1 + (a∇v)2
)
+
[
e3 − (n1e3)n1
]
·((a∇w)1 + (a∇w)2)) ∆t2
(n3e1)(u3 − u4) + (n3e2)(v3 − v4) + (n3e3)(w3 − w4)
+
(
2
γ−1 +
s0
2γ
)
(−a3 − a4) + a3 s32γ + a4 s42γ
+
([
e1 − (n3e1)n3
](
(a∇u)3 + (a∇u)4
)
+
[
e2 − (n3e2)n3
](
(a∇v)3 + (a∇v)4
)
+
[
e3 − (n3e3)n3
]
·((a∇w)3 + (a∇w)4)) ∆t2
(n5e1)(u5 − u6) + (n5e2)(v5 − v6) + (n5e3)(w5 − w6)
+
(
2
γ−1 +
s0
2γ
)
(−a5 − a6) + a5 s52γ + a6 s62γ
+
([
e1 − (n5e1)n5
](
(a∇u)5 + (a∇u)6
)
+
[
e2 − (n5e2)n5
](
(a∇v)5 + (a∇v)6
)
+
[
e3 − (n5e3)n5
]
·((a∇w)5 + (a∇w)6)) ∆t2
−4[− 2
γ−1a0 +
((
ae1∇u
)
0
+
(
ae2∇v
)
0
+
(
ae3∇w
)
0
)
∆t
2
]

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Koeffizientenmatrix A:
−2(n1e1) −2(n1e2) −2(n1e3) s1−s22γ
−2(n3e1) −2(n3e2) −2(n3e3) s3−s42γ
−2(n5e1) −2(n5e2) −2(n5e3) s5−s62γ
0 0 0
4
γ−1 +
s1−s0
2γ
+ s2−s0
2γ
+ s3−s0
2γ
+ s4−s0
2γ
+ s5−s0
2γ
+ s6−s0
2γ

n S
n 3
n 1
n 2
n 5
n 6
∆v t
n 4
∆ ta
3
2
1
5
6
4
Neupunkt
Fusspunkte des Mongekegels
Fusspunkt der Stromlinie
ijk
y
x
z
ij(k-2)
i(j+1)(k+2)
Abbildung D.2.: Skizze der Randpunkte (3D)
8. • Verwendung der Interpolationspolynome (D.4) für die Bestimmung von ρ0−6 und
v0−6; damit Bestimmung von p0−6 bzw. a0−6 und s0−6 gem. (D.5)-(D.7)
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• Berechnung und Speichern der Komponenten der Geschwindigkeitsgradienten in
den Punkten 1 bis 6 und dem Bahnlinienfußpunkt mit Hilfe von (D.8)
• Auswertung der Skalarprodukte von Normalenvektoren und Geschwindigkeits-
gradienten
Neupunkt
Fusspunkte des Mongekegels
Fusspunkt der Stromlinie
ijk
n 5
n 6
n 2
∆ ta
n 1
∆v t
ij(k+2)
i(j-2)k
ij(k-2)
1
2
5
6
ijk
ze
xe
ye
Abbildung D.3.: Skizze der Randpunkte yz-Ebene
9. Das Gleichungssystem
AU˜ = f (D.18)
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wird mit einem Gaußschen Eliminationsverfahren gelöst. Es wird ein Algorithmus aus
Engeln-Müllges [20] verwendet. (Routinen FGAUSS, FGAUSZ, FGAUSL konnten
übernommen werden)
10. Bestimmung der konservativen Variablen aus der Lösung von (D.18) auf der vorherigen
Seite.
11. Nächster Randpunkt in der Schleife wird berechnet. Beachte: In Ecken des Rechenge-
bietes muss die Zahl der Interpolationspunkte verringert werden (→ Abfrage)
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