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Abstract
By using harmonic analysis and representation theory, we determine explicitly the L2 spectrum
of the Hodge–de Rham Laplacian acting on quaternionic hyperbolic spaces and we show that the
unique possible discrete eigenvalue and the lowest continuous eigenvalue can both be realized by
some subspace of hypereffective differential forms. Similar results are obtained also for the Bochner
Laplacian.
 2004 Elsevier SAS. All rights reserved.
Résumé
Par des techniques d’analyse harmonique et de théorie des représentations, nous déterminons ex-
plicitement le spectre L2 du Laplacien de Hodge–de Rham agissant sur un espace hyperbolique
quaternionique, et nous démontrons que l’unique valeur propre discrète éventuelle et la plus petite
valeur propre continue correspondent toutes deux à des sous-espaces de formes hypereffectives. Des
résultats similaires sont également obtenus pour le Laplacien de Bochner.
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The problem of computing explicitly (or even of estimating) the L2 spectrum of clas-
sical invariant differential operators such as the Dirac operator or the Hodge–de Rham
Laplacian acting on a given manifold is generally very delicate. However, when consider-
ing particular manifolds such as Riemannian symmetric spaces of noncompact type G/K ,
which possess a rich underlying algebraic structure, one can hope to use L2 harmonic
analysis and representation theory of the Lie groups G and K to solve the problem. At
least, this point of view has already been successful: for instance the discrete spectrum of
the Dirac operator is known in general (see [14]) while its continuous spectrum has been
calculated in the rank one case (see [10]), i.e. when G/K is one of the hyperbolic spaces
Hn(R), Hn(C), Hn(H) (n 2) or H 2(O).
Let us focus on the case of the Hodge–de Rham Laplacian ∆l acting on smooth dif-
ferential l-forms of G/K , the operator to which this paper is devoted. Its L2 spectrum is
the reunion of a (possibly empty) discrete spectrum and a continuous spectrum, the latter
being an subinterval [αl,+∞) of R+. First of all, we have:
Theorem 1.1 [6]. The discrete L2 spectrum of ∆l on G/K is empty, unless G and K have
equal complex rank and l = 12 dimR(G/K), in which case it reduces to zero (with infinite
multiplicity). Moreover, the space of L2 harmonic forms consists in the sum of all discrete
series representations of G having trivial infinitesimal character.
As concerns the continuous spectrum of ∆l , we miss (so far) a result which is valid for
all noncompact symmetric spaces G/K , except of course when l = 0, in which case it is
very well known that
α0 = ‖ρ‖2, (1.1)
where ρ denotes half the sum of positive roots of the pair (g,a), g being the Lie algebra
of G and a a Cartan subspace in g. For instance, ‖ρ‖ = n−12 , n, 2n + 1, 11 when G/K =
Hn(R), Hn(C), Hn(H), H 2(O), respectively. Let us recall that ρ is related, as well, to the
exponential rate of the volume growth in G/K , since indeed
volB(x, r) ∼
r→+∞ ce
2‖ρ‖r for any point x ∈ G/K.
The calculation of the bottom αl of the continuous spectrum of ∆l for general l has
already been carried out for two particular cases (in what follows, the equality αl = αd−l ,
d being the real dimension of the manifold, reflects Hodge duality):
Theorem 1.2 (see e.g. [12] or [20]). If G/K is a real hyperbolic space Hn(R) (n 2) with
constant sectional curvature equal to −1, then αl = αn−l = ( n−12 − l)2 for 0 l  [n2 ].
Theorem 1.3 [21]. If G/K is a complex hyperbolic space Hn(C) (n  2) with pinched
sectional curvature inside [−4,−1], then
αl = α2n−l =
{
(n− l)2 if 0 l  n− 1,
1 if l = n.
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compact Riemmanian symmetric spaces of rank one (the octonionic plane H 2(O) being
excepted). Namely, denoting by τl the K-representation which defines the bundle of dif-
ferential l-forms as a homogeneous vector bundle over G/K , we have:
Theorem 1.4. If G/K is a quaternionic hyperbolic space Hn(H) (n  2) with pinched
sectional curvature inside [−4,−1], then
αl = α4n−l =

(2n+ 1)2 if l = 0,
(2n− l)2 + 8(n− l) if 1 l  [ 4n−16 ],
(2n+ 1 − l)2 if [ 4n−16 ] + 1 l  n,
(2n− l)2 if n+ 1 l  2n− 1,
1 if l = 2n.
Moreover, in each case, the lowest eigenvalue αl is realized by some subspace of hyper-
effective l-forms (in the sense of E. Bonan, see Section 2), whose corresponding K-type
occurs with multiplicity one in τl .
As concerns the discrete spectrum, we can make the statement in Theorem 1.1 more
precise when G/K = Hn(H). Roughly speaking, we are going to prove the following
result (see Theorem 4.13 for a complete version; introducing here all the required notation
would be tedious):
Theorem 1.5. The Hilbert space of L2 harmonic l-forms on Hn(H) is trivial unless l = 2n,
in which case it consists of the direct sum of the n + 1 discrete series representations of
G which have trivial infinitesimal character, each of them occurring with multiplicity one.
Moreover, one (and only one) of these n+ 1 summands coincides with the subspace of L2
harmonic hypereffective 2n-forms (its corresponding K-type occurs with multiplicity one
in τl , as well).
Note that the two preceding results say in particular that a part of the spectral informa-
tion (i.e., the lowest eigenvalue) is completely encoded in the subspace of hypereffective
forms, a fact which does not seem obvious to predict from the definitions. However, hy-
pereffective forms are not (in general) the only eigenforms which realize the bottom of the
continuous spectrum (see the end of Section 6) and the discrete eigenvalue 0 in middle
dimension (by the previous theorem).
The Hodge–de Rham Laplacian ∆l and the Bochner Laplacian Bl = ∇∗∇ are related
by a Weitzenböck formula which says that they differ only by a curvature term, which is a
zero order differential operator. By calculating this curvature term, we obtain:
Theorem 1.6. Let Bl denote the Bochner Laplacian on Hn(H).
(1) The continuous L2 spectrum of Bl has the form [βl,+∞), with
βl =

(2n+ 1)2 if l is a multiple of 4,
(2n+ 1)2 + 3 if l is even but not a multiple of 4,
(2n+ 1)2 + 12 if l is odd.
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n+ 1 eigenvalues 8n(n+ 1)+ 4k(k + 1 − 2n), with 0 k  n.
We may remark the fact that βl does not ‘fully’ depend on the value of l, contrarily to
the real case but similarly to the complex case (see Section 7).
We shall end our comments with mentioning that the problem of computing the differ-
ential form spectrum of general hyperbolic manifolds (i.e., quotients of some hyperbolic
space Hn(F) by a discrete and torsion free subgroup of isometries) is much more com-
plicated. However, progress has been made recently in [11], where lower bounds for the
bottom of the spectrum are obtained.
Let us come now to the organization of our article. We have Hn(H) = G/K with G =
Sp(n,1) and K = Sp(n) × Sp(1), so we recall in Section 2 some basic facts about this
noncompact quaternionic Kähler symmetric space and the related Lie groups and algebras.
In Section 3 we make clear the fact that the spectral information we look for is contained
in the Plancherel formula for the differential form bundle over G/K . Actually, our results
are presented in the setting of general hyperbolic spaces Hn(F). This crucial step deserves
a particular explanation, so let us elaborate.
The bundle of differential l-forms on Hn(F) can be realized as the homogeneous vector
bundle associated to the unitary representation τl = ∧l Ad∗C of K on ∧l (TeK(G/K))∗C. Let
G = KAK be a Cartan decomposition of G and let M be the centralizer of A in K . Let
M̂(τl) denote the set of (equivalence classes of) M-irreducible factors of the restriction
τl |M . To each member σ ∈ M̂(τl) is attached a nonnegative real number c(σ ) called the
Casimir value of σ (see formula (3.7)) and we denote by σmax one of the elements of M̂(τl)
such that c(σmax) c(σ ) for all σ ∈ M̂(τl). By using Harish-Chandra’s Plancherel formula
for rank one Lie groups, we prove first that the bottom αl of the continuous L2 spectrum
of ∆l equals
αl = ρ2 − c(σmax). (1.2)
Actually this result is just the generalization of (1.1) to differential forms in the rank one
case, taking into account that ρ can be identified with its norm in this particular setting. On
the other hand, we slightly improve Theorem 1.1 by identifying each occurring discrete
series representation with the harmonic part of the subspace of L2 forms corresponding to
a particular K-type decomposing τl .
Thus, to calculate both the discrete and continuous spectrum of ∆l , we need the full
decomposition of τl into K-irreducible constituents, for any l. This quite fastidious task
is carried out in Section 4, essentially by using results of P. Möseneder Frajria [17]. Since
the decomposition we give concerns actually all quaternionic Kähler manifolds (of which
Hn(H) represents the noncompact prototype), our results recover and generalize the ones
due to E. Bonan [5] and A. Swann [23] for l  5. Then, by identifying, among all ir-
reducible summands of τl , those which correspond to hypereffective forms, we prove a
result which implies Theorem 1.5 (see Theorem 4.13).
Next, we go back to the calculation of αl . In view of (1.2), we need to describe the set
M̂(τl), i.e. to decompose each K-irreducible factors of τl into M-irreducible components.
We do this in Section 5 by using the branching laws due to M.W. Baldoni Silva [1].
Lastly, Section 6 is devoted to the explicit calculation of c(σmax) in order to achieve the
proof of Theorem 1.4, while Section 7 deals with the proof of Theorem 1.6.
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Let n  2 be an integer. In the sequel, any vector space on H, and in particular Hn+1,
will be considered as a right vector space. Define the Lorentz form  on Hn+1 by
(x, y) = y1x1 + · · ·ynxn − yn+1xn+1,
where yi is the quaternionic conjugate of yi . The quaternionic hyperbolic space of dimen-
sion n is the quotient
Hn(H) = {x ∈ Hn+1: (x, x) < 0}/H∗.
Let G be the subgroup of GL(n + 1,H) preserving , and let K be the isotropy subgroup
of the origin o = (0, . . . ,0,1)H∗ of Hn(H). Then G = Sp(n,1) belongs to the class of
connected noncompact semisimple real Lie groups with finite centre, K 	 Sp(n) × Sp(1)
is a maximal compact subgroup of G, and the quaternionic hyperbolic space Hn(H) can be
realized as the homogeneous manifold G/K and equipped with a G-invariant Riemannian
metric g (which we shall normalize at the end of this section). More precisely, Hn(H) is
a noncompact Riemannian symmetric space of rank one and of real dimension 4n (see for
instance [15, Table V, p. 518]).
Let g = sp(n,1) and k 	 sp(n) ⊕ sp(1) be the Lie algebras of G and K , respectively,
and write
g = k⊕ p (2.1)
for the Cartan decomposition of g. The subspace p is thus identified with the tangent space
To(G/K) 	 Hn of Hn(H) = G/K at the origin o = eK , and this isomorphism exhibits
actually a K-equivalence between the isotropy representation at o and the adjoint repre-
sentation
Ad : k → AdG(k)|p. (2.2)
On the other hand, Hn(H) has holonomy group Sp(n)Sp(1) ⊂ SO(4n) (isomorphic to
K/Z2) or, in other words, Hn(H) is a quaternionic Kähler manifold (see e.g. [3, Chap-
ter 14] or [22, §9]). In particular, as a quaternion-Hermitian manifold Hn(H) is equipped
with three local 2-forms ω1,ω2,ω3 associated with a local basis (I1, I2, I3) of almost com-
plex structures which behave as imaginary quaternions (I1I2 = −I2I1 = I3). Namely, for
k = 1,2,3:
ωk(X,Y ) = g(IkX,Y ), ∀X,Y ∈ TxHn(H).
Define then the following (local) operators acting on differential forms, for k = 1,2,3:
Lk(f ) = ωk ∧ f, L∗k(f ) = ∗
(
ωk ∧ (∗f )
)
, (2.3)
i.e. L∗k is the adjoint of Lk . Following E. Bonan [4], we say that a differential form f is hy-
pereffective if L∗k(f ) = 0 for k = 1,2,3. Note that hypereffective forms are automatically
effective, i.e. they verify L∗(f ) = 0, where L∗ is defined by a formula similar to (2.3) as
the adjoint of L, the left exterior multiplication by the (global, parallel, non degenerate)
fundamental 4-form
Ω = ω1 ∧ ω1 +ω2 ∧ ω2 +ω3 ∧ ω3.
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the classical identification between H and C2, the following descriptions are standard (see
e.g. [15, Chapter X]):
g =


A c B d
t c¯ u td v
−B¯ d¯ A¯ −c¯
t d¯ −v¯ −t c u¯
 , A ∈ u(n), B ∈ Sym(n,C),
c, d ∈ Cn, u ∈ u(1), v ∈ C
 ,
k =


A 0 B 0
0 u 0 v
−B¯ 0 A¯ 0
0 −v¯ 0 u¯
 , A ∈ u(n), B ∈ Sym(n,C),
u ∈ u(1), v ∈ C
 ,
p =


0 c 0 d
t c¯ 0 t d 0
0 d¯ 0 −c¯
t d¯ 0 −t c 0
 , c, d ∈ Cn
 . (2.4)
Let a = RH0, where H0 ∈ p has t c = (1,0, . . . ,0) and t d = (0, . . . ,0) in the parame-
trization above. Then a is a Cartan (i.e., a maximal abelian) subspace in p. Let m be the
centralizer of a in k, then m 	 sp(n− 1)⊕ sp(1) and, more specifically:
m =


u 0 0 −v 0 0
0 A 0 0 B 0
0 0 u 0 0 v
v¯ 0 0 u¯ 0 0
0 −B¯ 0 0 A¯ 0
0 0 −v¯ 0 0 u¯
 ,
A ∈ u(n− 1), B ∈ Sym(n− 1,C),
u ∈ u(1), v ∈ C

.
Since g and k have equal complex rank, let h be the common Cartan subalgebra consti-
tuted with diagonal elements. Likewise, let t be the Cartan subalgebra of m constituted with
diagonal elements. For 1 j  n+ 1, let Ej ∈ hC denote the matrix defined by (Ej )ii = 1
if i = j , (Ej )ii = −1 if i = n+ 1 + j and (Ej )ii = 0 else. Then (Ej ) is a basis of hC. De-
note by (εj ) the corresponding dual basis of h∗C (for convenience, we shall keep the same
notation for the restriction of εj to tC). We have then the following standard descriptions
of root systems:
∆g = {±εi ± εj , 1 i < j  n+ 1} ∪ {±2εk, 1 k  n+ 1}, (2.5)
∆k = {±εi ± εj , 1 i < j  n} ∪ {±2εk, 1 k  n+ 1}, (2.6)
∆m = {ε1 + εn+1; ±εi ± εj , 2 i < j  n} ∪ {±2εk, 2 k  n}.
With the usual ordering, they admit as positive subsystems:
∆+g = {εi ± εj , 1 i < j  n+ 1} ∪ {2εk, 1 k  n+ 1}, (2.7)
∆+k = {εi ± εj , 1 i < j  n} ∪ {2εk, 1 k  n+ 1}, (2.8)
∆+m = {ε1 + εn+1; εi ± εj , 2 i < j  n} ∪ {2εk, 2 k  n},
and the corresponding half-sums of positive roots are
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n+1∑
j=1
(n+ 2 − j)εj , (2.9)
δk =
n∑
j=1
(n+ 1 − j)εj + εn+1, (2.10)
δm =
n∑
j=2
(n+ 1 − j)εj + 12 (ε1 + εn+1). (2.11)
As is well known, the set of (equivalence classes of) irreducible finite dimensional
representations of the connected compact group Lie K (resp. M) is in one-to-one cor-
respondence with the set DK (resp. DM ) of dominant analytically integral weights. By
Lemmas 5.2 and 5.3 in [1], we have
DK =
{
n+1∑
j=1
aj εj , aj ∈ N for all j, a1  · · · an
}
, (2.12)
DM =
{
b0(ε1 + εn+1)+
n∑
j=2
bj εj , 2b0 ∈ N, bj ∈ N for all j  2, b2  · · · bn
}
.
(2.13)
Next, let R(g,a) be the restricted root system of the pair (g,a), with positive subsystem
R+(g,a) corresponding to the positive Weyl chamber a+ 	 (0,+∞) in a 	 R. Then there
exists a linear functional α ∈ a∗ such that R(g,a) = {±α,±2α} and R+(g,a) = {α,2α}.
As usual, we write n for the direct sum of positive root subspaces, i.e. n = gα ⊕ g2α , so
that g = k ⊕ a ⊕ n is an Iwasawa decomposition for g. We let also ρ = 12 (mαα +m2α2α),
where mα = dimR gα = 4(n − 1) and m2α = dimR g2α = 3. In the sequel, we shall use
systematically the identification
a∗ 	 R,
λα → λ.
(2.14)
In particular, we shall view ρ as a real number, namely
ρ = 2n+ 1. (2.15)
Now, we define a symmetric bilinear form on g by
〈X,Y 〉 = 1
B(H0,H0)
B(X,Y ) = 1
4
trC(XY), (2.16)
where B is the Killing form on g, given by
B(X,Y ) = 2(n+ 2) trC(XY).
Hence 〈·, ·〉 is positive definite on p, negative definite on k and we have
〈p, k〉 = 0. (2.17)
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To(G/K) defined by the restriction of 〈·, ·〉 induces a G-invariant Riemannian metric g on
Hn(H) which has pinched sectional curvature inside the interval [−4,−1].
The bilinear form (2.16) induces a bilinear form on h∗
C
(and on m∗
C
) as well, and it is
easy to observe that
〈εi, εj 〉 = 2δij . (2.18)
3. Harmonic analysis for differential forms on a noncompact Riemannian
symmetric space of rank one
In this section, we shall illustrate a very basic principle of harmonic analysis, namely:
a Plancherel formula for a given Hilbert space reflects the spectral decomposition of some
‘natural’ differential operator acting on this space. Of course, we intend to treat here the
case of the Hodge–de Rham Laplacian ∆l acting on differential l-forms of G/K = Hn(H).
Actually, in all this section, G/K will denote any noncompact Riemannian symmetric
space of rank one, i.e. any member of the list
Hn(R) = SOe(n,1)/SO(n),
Hn(C) = SU(n,1)/S(U(n)×U(1)),
Hn(H) = Sp(n,1)/Sp(n)× Sp(1),
H 2(O) = F4(−20)/Spin(9),
since no extra effort is required to state the results at this level of generality (it is understood
that the Lie algebras a,m,n introduced in Section 2 can be defined similarly in each of the
other cases). As it will be indicated, parts of our discussion will remain valid in even more
general situations.
3.1. The differential form bundle over G/K
Let (τ,Vτ ) be a unitary finite dimensional representation of the group K (not nec-
essarily irreducible). It is standard (see e.g. [24, §5.2]) that the space of sections of the
G-homogeneous vector bundle Eτ = G×K Vτ can be identified with the space
Γ (G, τ) = {f :G → Vτ , f (xk) = τ(k)−1f (x),∀x ∈ G,∀k ∈ K}
of functions of (right) type τ on G. We define also the subspaces
C∞(G, τ) = Γ (G, τ)∩C∞(G,Vτ ), and L2(G, τ) = Γ (G, τ)∩L2(G,Vτ )
of Γ (G, τ) which correspond to C∞ and L2 sections of Eτ , respectively. Note that
L2(G, τ) is the Hilbert space associated with the unitary induced representation IndGK(τ)
of G, the action being given by left translations.
For 0  l  d (here d = dimR(G/K)), let τl denote the lth exterior product of the
complexified coadjoint representation Ad∗
C
of K on p∗
C
(see (2.2)). Then τl is a unitary
representation of K on Vτl = ∧lp∗C and the corresponding homogeneous bundle Eτl is the
bundle of differential forms of degree l on G/K .
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sum of K-types:
τl =
⊕
τ∈K̂
m(τ, τl)τ, (3.1)
where m(τ, τl) 0 is the multiplicity of τ in τl (as usual, K̂ stands for the unitary dual of
the Lie group K). Let us set
K̂(τl) =
{
τ ∈ K̂,m(τ, τl) > 0
}
,
so that (3.1) induces the decomposition
L2(G, τl) =
⊕
τ∈K̂(τl )
L2(G, τ)⊗ Cm(τ,τl), (3.2)
as well as its analogue for C∞(G, τl).
Let τ ∈ K̂ . The Plancherel formula for the space L2(G, τ) consists in the diagonaliza-
tion of the corresponding unitary representation IndGK(τ) of G. First, we remark that
L2(G, τ) 	 {L2(G)⊗ Vτ }K,
where the upper index K means that we take the subspace of K-invariant vectors for the
right action of K on L2(G). According to Harish-Chandra’s famous Plancherel Theorem
for L2(G) (see e.g. [16]), the space L2(G, τ) splits then into the direct sum of a continuous
part L2c(G, τ) and of a discrete part L2d(G, τ). Consequently, by summing over the set
K̂(τl) we get a corresponding decomposition of our bundle of L2 differential l-forms
L2(G, τl) = L2c(G, τl)⊕L2d(G, τl).
In order to make both terms in this decomposition become more explicit and to see how
the spectrum of ∆l can be derived from their expression, we shall now consider them
separately.
3.2. The continuous part of the Plancherel formula for L2(G, τl)
First of all, we need to recall some basic facts which concern principal series represen-
tations of G (see e.g. [16] or [24]). Denote by A, M and N the analytic Lie subgroups
of G that correspond respectively to the Lie algebras a, m and n. For t ∈ R, we set
at = exp(tH0), so that
A = {at , t ∈ R}.
Let P = MAN be the standard minimal parabolic subgroup of G. For σ ∈ M̂ and
λ ∈ a∗
C
	 C, the principal series representation πσ,λ of G is the induced representation
πσ,λ = IndGP
(
σ ⊗ eiλ ⊗ 1)
with corresponding space
H∞σ,λ =
{
f ∈ C∞(G,Vσ ), f (xmatn) = e−(iλ+ρ)tσ (m)−1f (x),
∀x ∈ G,∀matn ∈ P
}
.
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denotes the Hilbert completion of H∞σ,λ with respect to the norm ‖f ‖ = ‖f |K‖L2(K), then
πσ,λ extends to a continuous representation of G on Hσ,λ. When λ ∈ R, the principal series
representation πσ,λ is unitary, in which case it is also irreducible, except maybe for λ = 0.
Now, let us consider any irreducible unitary representation τ ∈ K̂ . When restricted to
the subgroup M of K , it is generally no more irreducible, and splits into a finite direct sum
τ |M =
⊕
σ∈M̂
m(σ, τ )σ,
where m(σ, τ) 0 is the multiplicity of σ in τ |M . Let us define then
M̂(τ ) = {σ ∈ M̂,m(σ, τ ) > 0}. (3.3)
The continuous part of the Plancherel formula for the space L2(G, τ) takes the follow-
ing form (see e.g. [21, §3], for details):
L2c(G, τ) 	
⊕
σ∈M̂(τ)
⊕∫
a∗+
dλpσ (λ)Hσ,λ⊗̂HomK(Hσ,λ,Vτ ). (3.4)
In this formula, dλ is the Lebesgue measure on a∗+ 	 (0,+∞), pσ (λ) is the Plancherel
density associated with σ and HomK(Hσ,λ,Vτ ) is the vector space of K-intertwining oper-
ators from Hσ,λ to Vτ , on which G acts trivially. This space is nontrivial (since σ ∈ M̂(τ ))
but finite dimensional (since every irreducible unitary representation of G is admissible).
By combining formulas (3.2) and (3.4) we get immediately the following result.
Theorem 3.1. The continuous part of the Plancherel formula for L2(G, τl) is given by:
L2c(G, τl) 	
⊕
τ∈K̂(τl )
( ⊕
σ∈M̂(τ)
⊕∫
a∗+
dλpσ (λ)Hσ,λ⊗̂HomK(Hσ,λ,Vτ )
)
⊗ Cm(τ,τl ).
Now we explain how this formula leads to the determination of αl . The Hodge–de Rham
Laplacian ∆l = dd∗+d∗d acts on C∞ differential l-forms on G/K , i.e. on members of the
space C∞(G, τl). Actually, this operator is realized by the action of the Casimir element
Ωg of the universal enveloping algebra U(g) of g. More precisely, keeping notation (2.16),
let (Zi) be any basis for g and (Zi) the corresponding basis of g such that 〈Zi,Zj 〉 = δij .
The Casimir operator can be written as
Ωg =
∑
i
ZiZ
i. (3.5)
We can regard Ωg as a G-invariant differential operator acting on C∞(G, τl), and have
then the well known identification (Kuga’s formula, see [7, Theorem II.2.5])
∆l ≡ −Ωg. (3.6)
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the action of the Casimir operator Ωg on the right-hand side of the Plancherel formula
given in Theorem 3.1 and, specifically, on each ‘elementary component’
Hσ,λ⊗̂HomK(Hσ,λ,Vτ ).
The action of Ωg on HomK(Hσ,λ,Vτ ) being trivial, the problem reduces to study its
effect on Hσ,λ, and even on H∞σ,λ by density. But since Ωg is a central element in the
enveloping algebra of g, it acts on the irreducible admissible representation H∞σ,λ by a
scalar ωσ,λ. Let us elaborate: let µσ be the highest weight of σ ∈ M̂ and recall that δm was
defined in (2.11). Then σ(Ωm) = −c(σ ) Id, where the Casimir value of σ is given by
c(σ ) = 〈µσ ,µσ + 2δm〉 0. (3.7)
Using for instance [16, Proposition 8.22 and Lemma 12.28], one easily checks that
Ωg = −
(
λ2 + ρ2 − c(σ )) Id on H∞σ,λ. (3.8)
Thus (3.8), (3.6) and Theorem 3.1 show that the action of ∆l on L2(G, τl) is diagonal, and
this allows us to calculate the continuous L2 spectrum of ∆l : set
M̂(τl) =
⋃
τ∈K̂(τl )
M̂(τ ),
and denote by σmax one of the (possibly many) elements of M̂(τl) such that c(σmax) c(σ )
for any σ ∈ M̂(τl). Our discussion implies immediately the following result.
Theorem 3.2. The continuous L2 spectrum of the Hodge–de Rham Laplacian ∆l is
[αl,+∞), with αl = ρ2 − c(σmax).
3.3. The discrete part of the Plancherel formula for L2(G, τl)
In this subsection, we remove the assumption on the rank of G/K , since our discussion
will be valid for any noncompact Riemannian symmetric space.
As a consequence of Harish-Chandra’s Plancherel Theorem, the discrete part of
L2(G, τl) reads
L2d(G, τl) =
⊕
π∈Ĝd
dπHπ ⊗̂HomK(Hπ,Vτl ),
where Ĝd denotes the set of (equivalence classes of) discrete series representations of G,
i.e. of irreducible unitary representations having L2 matrix coefficients, and dπ denotes
the formal degree of such a representation (π,Hπ) (see e.g. [16], §IX.3). We shall assume
that G and K have equal complex rank, since the set Ĝd is empty otherwise (by another
famous result of Harish-Chandra). When G/K = Hn(F) is of rank one, we always have
rk(G) = rk(K), unless F = R and n is odd.
In order to go farther in the exploration of the previous formula, we need to generalize
the notations of Section 2 to our situation. Let h ⊂ k ⊂ g be a Cartan subalgebra, let ∆k ⊂
∆g and Wk ⊂ Wg be the corresponding root systems and Weyl groups. Once a positive
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whose intersection with ∆k coincides with ∆+k . Let ∆
+
g be one of them and let ih
+
G denote
the corresponding positive G-Weyl chamber in ih. Then any positive subsystem in ∆g
can be written as wj ·∆+g , where w1, . . . ,wm are distinguished representatives of Wk\Wg
in Wg. Let δg and δk denote the half-sums of roots in ∆+g and ∆+k , respectively. As is
well known (see e.g. [16, §IX.7]), discrete series representations are, up to equivalence,
uniquely determined by their Harish-Chandra parameter wk ·Λ, where Λ ∈ (ih+G)∗ is such
that Λ + δg is analytically integral. For 1 k m, let (πk,Hk) denote the discrete series
representation of G whose Harish-Chandra parameter is wk · δg. In other words, these are
exactly the discrete series representation of G which have trivial infinitesimal character.
The following refinement of Theorem 1.1 was proved in [19].
Theorem 3.3. Set d = dimR(G/K) and let 0 l  d .
(1) If l = d2 , then L2d(G, τl) = {0}.
(2) If l = d2 , L2d(G, τl) consists of the sum
⊕m
k=1 Hk , i.e. of all discrete series of G with
trivial infinitesimal character, each of them occurring with multiplicity one. More-
over, each Hk is realized as the null space for the Casimir operator Ωg acting on
L2(G, τλk ), where τλk is the multiplicity free subrepresentation of τ d2 with highest
weight λk = wk · 2δg − 2δk and is the minimal K-type of πk .
Because of Kuga’s formula (3.6), this result yields a description of the Hilbert space
of L2 harmonic forms on G/K , and in particular on Hn(H). We shall come back on this
subject at the end of next section (see Theorem 4.13).
Remark 3.4. Similar considerations lead to the calculation of the spectrum of the Dirac
operator. See [14] and [10].
4. The K-decomposition of τl
Now we turn back to our particular case G/K = Hn(H). As explained in the previ-
ous section, we need to decompose into irreducibles the K-representation τl = ∧l Ad∗C on
Vτl = ∧lp∗C, for 0 l  4n (actually, considering 0 l  2n is enough by Hodge duality).
This problem was solved by P. Möseneder Frajria in his Master’s Thesis [17], although
the decomposition was not stated in a fully explicit way. Since the results are unpublished,
we think it is worth while to include most of them in this paper, together with the proofs
when these are nontrivial. Then, we shall go a little farther than P. Möseneder Frajria’s
results to make the K-decomposition of τl totally explicit.
In the sequel, we shall handle finite dimensional representations of the Lie group
K = Sp(n) × Sp(1) and of its subgroups K0 = Sp(n) × {1} and K1 = {1} × Sp(1). Since
all these groups are compact, connected and simply connected, dominant analytically in-
tegral weights of the corresponding Lie algebras coincide with dominant algebraically
integral weights, so that we have a one-to-one correspondence between the irreducible
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representations of the corresponding (complexified) Lie algebras. This identification will
be used systematically thereafter.
We let k0 and k1 denote the respective Lie algebras of K0 and K1, so that
kC = k0C ⊕ k1C, with k0C = sp(n,C) and k1C = sp(1,C) 	 sl(2,C).
Let us remind that every representation of sp(m,C), hence of k0
C
, k1
C
, kC, is self contragre-
dient (for the Weyl group contains − Id). This will always be understood in the remaining
of this section.
As a consequence of the preceding discussion, our task reduces to decompose the rep-
resentation ∧l adC of kC on ∧lpC, which will also be denoted by τl .
Let ϕm be the standard complex representation of sp(m,C) on C2m. Clearly, we have
an equivalence
τl ∼ ∧l (ϕn ⊗C ϕ1) (4.1)
as representations of kC = k0C ⊕ k1C. Thus the decomposition of τl can be obtained in theory
by applying the Schur fonctors machinery (see e.g. [13, Lecture 6]). However, we are
convinced that P. Möseneder Frajria’s approach [17] is more elegant and easier to develop.
His main idea was to observe that the problem of decomposing τl reduces to the one of
decomposing some particular representation of k0
C
= sp(n,C). Let us elaborate.
The very first step consists in decomposing ∧lpC as a k0C-module. Consistently with
(2.4), we parametrize pC 	 C4n by elements
A(c, c′, d, d ′) =

0 c 0 d
tc′ 0 t d 0
0 d ′ 0 −c′
t d ′ 0 −t c 0
 , with c, c′, d, d ′ ∈ Cn,
so that the map
T :A(c, c′, d, d ′) →
(
c
d ′
)
+ (t c′ t d)
induces an identification
pC 	 C2n ⊕ (C2n)∗ (4.2)
that we shall use systematically in the sequel. In particular, we have an isomorphism
∧lpC 	
⊕
p+q=l
∧p,q, (4.3)
where we have set
∧p,q := ∧pC2n ⊗ ∧q(C2n)∗ (0 p,q  2n).
Actually, it is readily seen that the operator T induces an sp(n,C)-equivalence, namely we
have:
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C
) acting on ∧lpC, and
recall that ϕn denotes the standard complex representation of k0C = sp(n,C) on C2n. There
is a k0
C
-module equivalence:
(ρl,∧lpC) ∼
⊕
p+q=l
(πp,q,∧p,q)
where we have set
πp,q := ∧pϕn ⊗ ∧qϕ∗n (0 p,q  2n).
We must now examine how the complementary part k1
C
in kC acts on this decomposition.
For this purpose, let us regard k1
C
as sl(2,C), and let then (X,H,Y ) denote the ‘usual’ triple
of generators of k1
C
. Reminding notation (2.8), we mean that X (resp. Y ) is a root vector for
the positive (resp. negative) root 2εn+1 (resp. −2εn+1) of k1C, that H is the member of the
Cartan subalgebra (consisting of diagonal elements) in k1
C
associated with 2εn+1 by duality
with respect to the Killing form, and that everything is normalized in order to obtain the
classical rules
[H,X] = 2X, [H,Y ] = −2Y, [X,Y ] = H.
The following result is then immediate.
Lemma 4.2. Let (ei) (resp. (ei)) denote the canonical basis of C2n (resp. (C2n)∗), the ei ’s
and ei ’s being viewed as elements of pC by means of (4.2). We have the identities:
ad(X)ei =
{−ei+n if i  n,
ei−n if i > n, ad(X)e
i = 0 (∀i), (4.4)
ad(H)ei = −ei (∀i), ad(H)ei = ei (∀i), (4.5)
ad(Y )ei = 0 (∀i), ad(Y )ei =
{
ei+n if i  n,
ei−n if i > n.
Now we need to introduce a particular k0
C
-representation.
Proposition 4.3 [17]. Consider the endomorphism Φ :∧lpC → ∧lpC defined by Φ(v) =
τl(X)v and let 0 p,q  2n be such that p + q = l. Then:
(1) Φ intertwines the k0
C
-modules πp,q and πp−1,q+1; in particular, the subspace
kerΦ|∧p,q defines a k0C-representation which will be denoted by Rp,q ;
(2) If p > q , Φ|∧p,q is injective, hence Rp,q is trivial;
(3) If p  q , Φ|∧p,q is surjective, hence Rp,q = πp,q − πp−1,q+1.
(In these statements, we adopt the convention π−1,l+1 = 0.)
Proof. From (4.4) it is easily seen that Φ maps ∧p,q to ∧p−1,q+1. Besides, if Z ∈ k1
C
then
[X,Z] = 0, so that Φ ∈ Endk1 (∧lpC). Hence (1) is proved.C
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v ∈ ∧p,q such that Φ(v) = 0. We view ∧lpC as a k1C-module and we let V denote the
k1
C
-module generated by v. It decomposes as a direct sum
V =
⊕
i∈I
Vi
of irreducible representations Vi of k1C. Writing v =
∑
vi accordingly, the assumption
Φ(v) = 0 gives
Φ(vi) = 0, ∀i. (4.6)
Before to proceed with our proof, we recall the well-known description of irreducible finite
dimensional representations of k1
C
	 sl(2,C) (we take the formulation of [24, §4.3.10]).
Lemma 4.4. Any irreducible finite dimensional representation of k1
C
	 sl(2,C) is equiv-
alent to a representation (πk,Hk) (k  0) of dimension k + 1, defined by the following
conditions: there exists a basis (ε1, . . . , εk) of Hk such that
πk(H)εj = (k − 2j)εj , (4.7)
πk(X)εj = −jεj−1 if j > 0, πk(X)ε0 = 0, (4.8)
πk(Y )εj = −(k − j)εj+1 if j < k, πk(Y )εk = 0.
Now, since each Vi is some Hki , we can write vi =
∑ki
j=0 λ
i
j ε
i
j where (ε
i
1, . . . , ε
i
ki
) is a
basis of Hki which satisfies the conditions of the lemma. Then (4.8) and (4.6) imply that
vi = λi0εi0, which in turns yields
τl(H)vi = kivi, with ki = dimHki − 1 0 (4.9)
because of (4.7). On the other hand, an easy calculation with the formulas of (4.5) gives us
τl(H)v = (q − p)v. (4.10)
By comparing (4.9) and (4.10), we must have ki = q −p for all i, hence q −p  0, which
brings the contradiction and proves (2).
Assertion (3) follows from similar considerations, which are left to the reader. 
Reminding notation of Section 2, let τr,s,t denote the irreducible representation of kC
whose highest weight is
λr,s,t =
r∑
k=1
2εk +
r+s∑
k=r+1
εk + tεn+1 (r, s, t ∈ N, r + s  n). (4.11)
Likewise, we define τr,s as the irreducible representation of k0C = sp(n,C) with highest
weight
λr,s =
r∑
k=1
2εk +
r+s∑
k=r+1
εk (r, s ∈ N, r + s  n). (4.12)
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(1) For 0 p,q  2n, any irreducible summand of the k0
C
-modules πp,q and Rp,q is some
τr,s .
(2) For 0 l  4n, any irreducible summand of the kC-module τl is some τr,s,t , with t  l
and t, l having same parity.
Proof. Let 0 p,q  2n. Since Rp,q = πp,q −πp−1,q+1, it is enough to prove (1) for the
representation πp,q . The obvious equivalences
∧pϕn ∼ ∧2n−pϕ∗n and ϕn ∼ ϕ∗n
imply the following ones:
πp,q ∼ π2n−p,q ∼ πp,2n−q, (4.13)
πp,q ∼ ∧pϕn ⊗ ∧qϕn. (4.14)
In particular, we can, and shall, assume p,q  n. Then (1) follows immediately from the
formula
∧pϕn =
[p/2]⊕
k=0
τ0,p−2k (4.15)
(see e.g. [8, Chapter VIII, §13.3]).
Next, we know that any irreducible representation of kC must be some tensor product
of an irreducible representation of k0
C
by an irreducible representation of k1
C
. By (1), the
irreducible summands of τl are thus of the form τr,s ⊗ σ , with σ an irreducible represen-
tation of k1
C
= sp(1,C). But these are known by Lemma 4.4, and the proof of this result
shows actually that σ must be the symmetric power Stϕ1 of the standard representation ϕ1
for some t ∈ N. With our notation, Stϕ1 has highest weight tεn+1, hence we have proved
that any irreducible component of τl must be some τr,s,t . As concerns the conditions on t ,
they follow easily by observing that formula (4.1) will yield irreducible factors to which
k1
C
contributes by tensor products of symmetric powers of ϕ1, and these are governed by
the classical Clebsch–Gordan formula
Sjϕ1 ⊗ Skϕ1 =
min(j,k)⊕
i=0
Sj+k−2iϕ1.
This finishes the proof of our lemma. 
The following correspondence is the main result of [17].
Theorem 4.6 [17]. For 0 l  4n, let
Πl =
⊕
p+q=l
pq
Rp,q .
There is a one-to-one correspondence between the irreducible components of the kC-
module τl and the irreducible components of the k0C-module Πl , namely:
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τp+q ;
(2) If τr,s,t is an irreducible factor of τl , then τr,s is an irreducible factor of Rl−t
2 ,
l+t
2
.
Proof. Let v be a highest weight vector for some τr,s ⊂ Rp,q ⊂ Πp+q . By definition of
Rp,q in Proposition 4.3, we have τp+q(X)v = 0, so that v must be also a highest weight
vector for some irreducible factor of τp+q . From the relation (4.10) we see that this irre-
ducible factor is τr,s,q−p .
Conversely, assume that τr,s,t is an irreducible component of τl and let v be a highest
weight vector for τr,s,t . We have the identity τl(H)v = tv, so by decomposing v according
to (4.3) and by using (4.10) we see that v ∈ ∧ l−t2 , l+t2 . Moreover we know that Φ(v) =
τl(X)v = 0, thus v must be a highest weight vector for some irreducible component of
Rl−t
2 ,
l+t
2
, and this component is clearly τr,s . 
We shall actually give a more convenient and more explicit statement of this theorem.
Let us recall first two well-known decompositions.
Proposition 4.7.
(1) If 0 p,q  n, then
πp,q =
[p/2]⊕
u=0
[q/2]⊕
v=0
τ0,p−2u ⊗ τ0,q−2v. (4.16)
(2) For 0  r, s  n, the decomposition of τ0,r ⊗ τ0,s into irreducible factors is given by
the formula
τ0,r ⊗ τ0,s =
min(r,s)⊕
j=(r+s−n)+
j⊕
i=0
τi−j,r+s−2j , (4.17)
where (a)+ = max(a,0), and with the convention that ⊕bj=a = 0 if b < a.
Proof. Assertion (1) is an immediate consequence of (4.14) and (4.15), and assertion (2)
is a rephrasing of [18, Table 5, p. 302]. 
Thus, the results of Proposition 4.7 allow us to decompose into irreducible summands
the representations πp,q and Rp,q = πp,q − πp−1,q+1. However, we must pay attention to
the fact that we cannot employ strictly speaking these decompositions for all values of p,q
such that p  q and p+q = l  2n (from now on, it will be understood that we can restrict
our discussion to l  2n by Hodge duality). Let us elaborate.
Assume first that p = 0. Then the decomposition of R0,q = π0,q is given by (4.16) when
q  n. But if q  n+ 1, we must use the equivalence
R0,q = π0,q ∼ π0,2n−q = R0,2n−q
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both to πp,q and πp−1,q+1 and yields therefore the decomposition of Rp,q into irreducibles.
Lastly, suppose that 1  p  n  q (hence q  2n − 1). Using again (4.13), we write in
this case
Rp,q = πp,q − πp−1,q+1 ∼ πp,2n−q − πp−1,2n−q−1.
Motivated by this discussion we put
R′p,q =
{
πp,q − πp−1,q−1 if 1 p  q  n,
πp,q if p  q  n and pq = 0,
so that we have
Rp,q ∼ R′p,2n−q for q  n.
Besides, (4.16) implies that
πp−1,q+1 = πp−1,q−1 ⊕
[ p−12 ]⊕
u=0
τ0,p−1−2u ⊗ τ0,q+1,
for 1 p  q  n−1. Actually, this formula extends to the cases 0 p  q  n, since we
have set π−1,k = 0 and since it is natural to declare that τ0,n+1 = 0 (remind (4.12)). This
last convention will be reflected anyway by the fact that τ0,p−1−2u ⊗ τ0,n+1 = 0 for all p
in virtue of (4.17). Therefore, we have
R′p,q = Rp,q ⊕
[ p−12 ]⊕
u=0
τ0,p−1−2u ⊗ τ0,q+1, for all 0 p  q  n. (4.18)
Let us define now the two following sets, for 0 p  q  n:
Ip,q =
{
(r, s) ∈ {0, . . . , p} × {0, . . . , q} such that τr,s is a summand of Rp,q
}
,
(4.19)
I ′p,q =
{
(r, s) ∈ {0, . . . , p} × {0, . . . , q} such that τr,s is a summand of R′p,q
}
.
(4.20)
As concerns these notations we assume that a pair (r, s) ∈ Ip,q (resp. (r, s) ∈ I ′p,q ) is
counted as much as is the multiplicity of τr,s in Rp,q (resp. in R′p,q ).
To sum up, we can state the following rephrasing of Theorem 4.6.
Theorem 4.8.
(1) If 0 l  n, then
τl =
⊕
p+q=l
pq
⊕
(r,s)∈Ip,q
τr,s,q−p.
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τl =
⊕
p+q=l
pqn
⊕
(r,s)∈Ip,q
τr,s,q−p ⊕
⊕
p+q=l
pn<q
⊕
(r,s)∈I ′p,2n−q
τr,s,q−p.
(If 2n l  4n, we have τl ∼ τ4n−l by Hodge duality.)
From this result, we see that our problem reduces to describe the sets Ip,q and I ′p,q de-
fined by (4.19) and (4.20) for 0  p  q  n, hence to decompose the k0
C
-modules Rp,q
and R′p,q into irreducible summands for 0  p  q  n. Of course, this will be done by
implementing the results of Proposition 4.7, and to prepare our calculations we first em-
phasize certain relations which will be often used later on.
Lemma 4.9.
(1) If 1 r  s, then
τ0,r ⊗ τ0,s − τ0,r−1 ⊗ τ0,s+1 =
r⊕
j=0
τj,s−r . (4.21)
(2) If r = s + 1, then
τ0,r ⊗ τ0,s − τ0,r−1 ⊗ τ0,s+1 = 0. (4.22)
(3) If r  s + 2 2, then
τ0,r ⊗ τ0,s − τ0,r−1 ⊗ τ0,s+1 = −
s+1⊕
j=0
τj,r−s−2 (4.23)
and
(τ0,r ⊗ τ0,s − τ0,r−1 ⊗ τ0,s+1)⊕ (τ0,s+2 ⊗ τ0,r − τ0,s+1 ⊗ τ0,r+1)
= τs+2,r−s−2. (4.24)
Proof. Equalities (4.21) and (4.23) follow from (4.17) and imply (4.24), while (4.22) is
obvious. 
Together with Theorem 4.8, the following result gives a complete answer to our prob-
lem.
Theorem 4.10. Assume that 0 p  q  n and set
Up =
[ p2 ]−1⊕
u=0
u⊕
j=0
τp−2u,2(u−j),
Vp,q =
[ p−12 ]⊕
u=0
[ q−p−12 ]⊕
v=0
p−2u⊕
j=0
τj,q−p+2(u−v),
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[ p−12 ]⊕
u=0
p−1−2u⊕
j=(p+q−2u−n)+
j⊕
i=0
τj−i,p+q−2(u+j).
Then
R′p,q = Rp,q ⊕ V ′p,q (4.25)
and the decomposition of Rp,q into k0C-irreducible factors is as follows:
(1) If p and q are even, then
Rp,q = Vp,q ⊕Up ⊕
q
2⊕
v=0
τ0,q−2v. (4.26)
(2) If p is even and q is odd, then
Rp,q = Vp,q ⊕
q−p−1
2⊕
v=0
τ0,q−2v. (4.27)
(3) If p and q are odd, then
Rp,q = Vp,q ⊕Up ⊕
p−1
2⊕
u=0
τ1,p−1−2u. (4.28)
(4) If p is odd and q is even, then
Rp,q = Vp,q . (4.29)
In all these results, we adopt the convention that
⊕b
k=a = 0 if b < a.
Proof. First of all, (4.25) follows clearly from (4.18) and (4.17), so that our job consists
essentially in decomposing Rp,q .
When p = 0, we have R0,q = π0,q =⊕[q/2]v=0 τ0,q−2v by (4.16). Reminding our conven-
tion in the theorem, this identity coincides with those stated in (4.26) and (4.27).
From now on, we assume that 1  p  q  n and proceed with a case-by-case argu-
ment.
(1) Case p,q even. By (4.16), Rp,q = πp,q − πp−1,q+1 can be rewritten as
Rp,q =
p
2 −1⊕
u=0
q
2⊕
v=0
(τ0,p−2u ⊗ τ0,q−2v − τ0,p−1−2u ⊗ τ0,q+1−2v)⊕
q
2⊕
v=0
τ0,q−2v. (4.30)
Let Wp,q denote the double sum in the right-hand side of the previous expression. We split
it into two parts
W+p,q ⊕W−p,q,
where in W+p,q , resp. in W−p,q , the pair (u, v) ranges through the set
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{
u = 0, . . . , p
2
− 1;v = 0, . . . , q
2
;p − 2u q − 2v
}
, resp.
E−p,q =
{
u = 0, . . . , p
2
− 1;v = 0, . . . , q
2
;p − 2u q − 2v + 2
}
.
(The case p − 2u = q − 2v + 1 cannot occur since p and q have the same parity.) Thus
W−p,q contains factors of the form τ0,r ⊗ τ0,s − τ0,r−1 ⊗ τ0,s+1 with r  s + 2, which
contribute negatively by (4.23). But, according to (4.24) these negative factors will be killed
by positive factors coming from W+p,q , the result being some representation τs+2,r−s−2.
More precisely, we have, for (u, v) ∈ E−p,q :
(τ0,p−2u ⊗ τ0,q−2v − τ0,p−1−2u ⊗ τ0,q+1−2v)
⊕ (τ0,q+2−2v ⊗ τ0,p−2u − τ0,q+1−2v ⊗ τ0,p+1−2u)
= τq+2−2v,p−q+2(v−u−1). (4.31)
We insist on the fact that this identity can be applied to all (u, v) ∈ E−p,q , since
(u, v) ∈ E−p,q ⇒
(
v + p − q
2
− 1, u+ q − p
2
)
∈ E+p,q,
so that the terms τ0,q+2−2v ⊗ τ0,p−2u − τ0,q+1−2v ⊗ τ0,p+1−2u in (4.31) really occur as
members of W+p,q in (4.30). This discussion shows that we must determine the factors in
W+p,q which are not affected by factors in W−p,q and, for those which are affected accord-
ingly to (4.31), what remains at the end.
Keeping (4.31) in mind, let us define new parameters u′, v′ by{
p − 2u′ = q + 2 − 2v,
q − 2v′ = p − 2u, i.e.
{
u′ = v + p−q2 − 1,
v′ = u+ q−p2 .
In the canonical plane R2, this change of variables corresponds to a transformation f which
is the symmetry about the line v = u+ q−p2 followed by the translation of vector (−1,0).
It is easy to observe that
E+p,q  f (E−p,q) =
{
u = 0, . . . , p
2
− 1;v = 0, . . . , q − p
2
− 1
}
.
As a consequence, we get
Wp,q =
p
2 −1⊕
u=0
q−p
2 −1⊕
v=0
(τ0,p−2u ⊗ τ0,q−2v − τ0,p−1−2u ⊗ τ0,q+1−2v)
⊕
⊕
(u,v)∈E−p,q
τq+2−2v,p−q+2(v−u−1).
By (4.21), the double sum above equals Vp,q . On the other hand,
⊕
(u,v)∈E−p,q
τq−2v+2,p−q+2(v−u−1) =
q
2⊕
v= q−p +1
v− q−p2 −1⊕
u=0
τq+2−2v,p−q+2(v−u−1)
2
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p
2 −1⊕
v=0
v⊕
j=0
τp−2v,2(v−j).
Remembering (4.30), we have finally proved (4.26).
(2) Case p even, q odd. By (4.16), we have
Rp,q =
p
2 −1⊕
u=0
q−1
2⊕
v=0
(τ0,p−2u ⊗ τ0,q−2v − τ0,p−1−2u ⊗ τ0,q+1−2v)
⊕
q−1
2⊕
v=0
τ0,q−2v −
p
2 −1⊕
u=0
τ0,p−1−2u. (4.32)
Let Wp,q denote the double sum in the right-hand side of the previous expression. This
time, we split it into three parts
W+p,q ⊕W 0p,q ⊕W−p,q,
where in W+p,q , resp. W 0p,q , resp. W−p,q , the pair (u, v) ranges through the set
E+p,q =
{
u = 0, . . . , p
2
− 1;v = 0, . . . , q − 1
2
;p − 2u q − 2v − 1
}
, resp.
E0p,q =
{
u = 0, . . . , p
2
− 1;v = 0, . . . , q − 1
2
;p − 2u = q − 2v + 1
}
, resp.
E−p,q =
{
u = 0, . . . , p
2
− 1;v = 0, . . . , q − 1
2
;p − 2u q − 2v + 3
}
.
By (4.22), we have
W 0p,q = 0.
We now take care of the two remaining parts as in case (1). Here, W−p,q contains factors of
the type τ0,r ⊗ τ0,s − τ0,r−1 ⊗ τ0,s+1 with r  s +3, which contribute negatively by (4.23).
All these negative factors will be canceled by positive factors coming from W+p,q , as shown
by the following obvious identity:
(τ0,p−2u ⊗ τ0,q−2v − τ0,p−1−2u ⊗ τ0,q+1−2v)
⊕ (τ0,q+1−2v ⊗ τ0,p−1−2u − τ0,q−2v ⊗ τ0,p−2u) = 0.
We change variables by setting{
p − 2u′ = q + 1 − 2v,
q − 2v′ = p − 1 − 2u, i.e.
{
u′ = v + p−q−12 ,
v′ = u+ q−p+12 .
In the canonical plane R2, this corresponds to the symmetry g about the line v = u +
q−p+1
2 . Since we have
E+p,q  g(E−p,q) =
{
u = 0, . . . , p
2
− 1;v = 0, . . . , q − p − 1
2
}
,
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term in (4.32). But it is clear that
q−1
2⊕
v=0
τ0,q−2v −
p
2 −1⊕
u=0
τ0,p−1−2u =
q−p−1
2⊕
v=0
τ0,q−2v.
(3) Case p,q odd. By (4.16), we have
Rp,q =
p−1
2⊕
u=0
q−1
2⊕
v=0
(τ0,p−2u ⊗ τ0,q−2v − τ0,p−1−2u ⊗ τ0,q+1−2v)
−
p−1
2⊕
u=0
τ0,p−1−2u. (4.33)
This case is very similar to the first one, so that we employ the same notation and the same
method. The main difference is that
E+p,q  f (E−p,q) =
{
u = 0, . . . , p − 1
2
;v = 0, . . . , q − p
2
− 1
}
unionsq
{
u = p − 1
2
;v = q − p
2
, . . . ,
q − 1
2
}
.
Let us denote by J+p,q the second set in the right-hand side of this expression. Then we get
as in case (1)
Wp,q = Vp,q ⊕
p−3
2⊕
u=0
u⊕
j=0
τp−2u,2(u−j)
⊕
⊕
(u,v)∈J+p,q
(τ0,p−2u ⊗ τ0,q−2v − τ0,p−1−2u ⊗ τ0,q+1−2v).
But, with (4.21) we obtain⊕
(u,v)∈J+p,q
(τ0,p−2u ⊗ τ0,q−2v − τ0,p−1−2u ⊗ τ0,q+1−2v)
=
q−1
2⊕
v= q−p2
(τ0,1 ⊗ τ0,q−2v − τ0,0 ⊗ τ0,q+1−2v)
=
q−1
2⊕
v= q−p2
(τ1,q−1−2v ⊕ τ0,q−1−2v)
=
p−1
2⊕
(τ1,p−1−2u ⊕ τ0,p−1−2u).u=0
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(u,v)∈J+p,q
(τ0,p−2u ⊗ τ0,q−2v − τ0,p−1−2u ⊗ τ0,q+1−2v)
−
p−1
2⊕
u=0
τ0,p−1−2u =
p−1
2⊕
u=0
τ1,p−1−2u,
and this finally proves (4.28).
(4) Case p odd, q even. Here we have
Rp,q =
p−1
2⊕
u=0
q
2⊕
v=0
(τ0,p−2u ⊗ τ0,q−2v − τ0,p−1−2u ⊗ τ0,q+1−2v).
Proceeding exactly as in case (2), we get easily (4.29). 
Let us make our formulas become explicit in a few examples, by treating the cases
1 l  6.
Proposition 4.11. Assume (as usual) that n 2. For l = 1, . . . ,6, the decomposition of τl
into K-types is as follows:
τ1 = τ0,1,1;
τ2 = τ0,2,2 ⊕ τ0,0,2 ⊕ τ1,0,0;
τ3 = τ0,3,3︸ ︷︷ ︸
if n3
⊕τ0,1,3 ⊕ τ0,1,1 ⊕ τ1,1,1;
τ4 = τ0,4,4︸ ︷︷ ︸
if n4
⊕ τ0,2,4︸ ︷︷ ︸
if n3
⊕τ0,0,4 ⊕ τ0,2,2 ⊕ τ1,2,2︸ ︷︷ ︸
if n3
⊕τ1,0,2 ⊕ τ2,0,0 ⊕ τ0,2,0 ⊕ τ0,0,0;
τ5 = τ0,5,5︸ ︷︷ ︸
if n5
⊕ τ0,3,5︸ ︷︷ ︸
if n4
⊕ τ0,1,5 ⊕ τ0,3,3︸ ︷︷ ︸
if n3
⊕ τ1,3,3︸ ︷︷ ︸
if n4
⊕τ0,1,3
⊕ τ1,1,3 ⊕ τ0,3,1 ⊕ τ2,1,1︸ ︷︷ ︸
if n3
⊕τ1,1,1 ⊕ τ0,1,1;
τ6 = τ0,6,6︸ ︷︷ ︸
if n6
⊕ τ0,4,6︸ ︷︷ ︸
if n5
⊕ τ0,2,6︸ ︷︷ ︸
if n4
⊕ τ0,0,6︸ ︷︷ ︸
if n3
⊕ τ1,4,4︸ ︷︷ ︸
if n5
⊕ τ0,4,4 ⊕ τ1,2,4︸ ︷︷ ︸
if n4
⊕ τ0,2,4 ⊕ τ1,0,4︸ ︷︷ ︸
if n3
⊕ τ0,4,2 ⊕ τ2,2,2︸ ︷︷ ︸
if n4
⊕ τ1,2,2︸ ︷︷ ︸
if n3
⊕ 2︸︷︷︸
if n3
τ0,2,2 ⊕ τ2,0,2︸ ︷︷ ︸
if n3
⊕τ0,0,2
⊕ τ1,2,0 ⊕ τ3,0,0︸ ︷︷ ︸
if n3
⊕τ1,0,0.
It is interesting to observe that multiplicities only appear for l  6 (and n 3).
Proof. Since all computations are similar, we merely treat the case of τ5. Assume first that
n 5. By Theorem 4.8, we must calculate the decompositions
E. Pedon / Bull. Sci. math. 129 (2005) 227–265 251R0,5 = τ0,5 ⊕ τ0,3 ⊕ τ0,1,
R1,4 = τ0,3 ⊕ τ1,3 ⊕ τ0,1 ⊕ τ1,1,
R2,3 = τ0,3 ⊕ τ2,1 ⊕ τ1,1 ⊕ τ0,1,
which follow easily from Theorem 4.10. Likewise, Theorem 4.8 tells us to write
R′0,3 = τ0,3 ⊕ τ0,1,
R1,4 = τ0,3 ⊕ τ1,3 ⊕ τ0,1 ⊕ τ1,1,
R2,3 = τ0,3 ⊕ τ2,1 ⊕ τ1,1 ⊕ τ0,1,
when n = 4, as well as
R′0,1 = τ0,1,
R′1,2 = τ0,3 ⊕ τ1,1 ⊕ τ0,1,
R2,3 = τ0,3 ⊕ τ2,1 ⊕ τ1,1 ⊕ τ0,1,
when n = 3. Lastly, we use the fact that τ5 ∼ τ3 when n = 2. 
The results in this proposition for 1 l  5 were already known to A. Swann ([23], also
stated in [22, Proposition 9.2]) and E. Bonan [4,5]. A reader familiar with this literature
may be interested in a comparison of the notations: in [22], the K-representation denoted
by λrsσ t equals our τs,r−2s,t , while in E. Bonan’s papers one has
Qi,j = τj,i−j,i−j ,
Q
p,q
i,j = τj,i−j,p−q .
But E. Bonan has also given a geometrical interpretation of the representations Qi,j : the
sum
Ql =
min(l,n)⊕
i=[ l+12 ]
Qi,l−i
is none other than the subspace of hypereffective l-forms (as defined in Section 2). In other
words:
Proposition 4.12. For 0 l  2n, the direct sum
[ l2 ]⊕
k=(l−n)+
L2(G, τk,l−2k,l−2k)
constitutes exactly the subspace of L2 hypereffective l-forms.
Let us end this section with the proof of Theorem 1.5. Using notation of Theorem 3.3,
we must identify the K-representations τλk whose highest weights are the λk = wk · 2δg −
2δk for 1  k  m. Here, m = n + 1 and for convenience we rather let the parameter k
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defined in Section 2 is easy (see e.g. Lemma 11.17 of [2]) and with notation of (4.11) we
obtain
λk =
k∑
i=1
2εi + 2(n− k)εn+1 = λk,0,2(n−k) (0 k  n).
Together with Proposition 4.12, this discussion implies a more precise version of Theo-
rem 1.5:
Theorem 4.13. The space of L2 harmonic l-forms on Hn(H) is trivial, unless l = 2n, in
which case it consists of the sum
n⊕
k=0
L2(G, τk,0,2n−2k)∆,
where L2(G,K, τk,0,2n−2k)∆ denotes the harmonic part of L2(G,K, τk,0,2n−2k) and coin-
cides with the Hilbert space Hk of the discrete series representation πk defined in Section 3.
Moreover, the last summand
L2(G, τn,0,0)∆ = Hn
is exactly the harmonic part of the subspace of L2 hypereffective 2n-forms on Hn(H).
5. The M-decomposition of the representation τr,s,t
We keep notation of (2.12) and (2.13) to parametrize highest weights of irreducible
representations of K and M . For convenience of the reader, let us recall the following
branching rule.
Theorem 5.1 [1]. Let λ =∑n+1j=1 aj εj , with a1  · · ·  an and aj ∈ N for all j , be the
highest weight of τλ ∈ K̂ . Let µ = b0(ε1 +εn+1)+∑nj=2 bj εj , with 2b0 ∈ N, b2  · · · bn
and bj ∈ N for all j  2, be the highest weight of σµ ∈ M̂ . Define
A1 = a1 − max(a2, b2),
A2 = min(a2, b2)− max(a3, b3),
...
An−1 = min(an−1, bn−1)− max(an, bn),
An = min(an, bn).
Then τλ|M ⊃ σµ if and only if
(1) aj  bj+1 for 1 j  n− 1,
(2) bj  aj+1 for 2 j  n− 1, and
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j=1(aj + bj ) ∈ 2N.
If these conditions hold then the multiplicity of σµ in τλ|M equals
m(µ,λ) :=
∑
b1 satisfying (3)
m˜(µ,λ),
where
m˜(µ,λ) =
∑
L⊂{1,...,n}
(−1)|L|
(
n− 2 − |L| + 12 (−b1 +
∑n
j=1 Aj)−
∑
j∈L Aj
n− 2
)
.
(|L| is the cardinality of L and by convention (x
y
)= 0 if x − y /∈ N.)
Now we use this result to describe the set M̂(τr,s,t ), i.e. we give the M-decomposition
of the K-irreducible representation τr,s,t defined by the highest weight λr,s,t in (4.11).
Theorem 5.2. For a, b ∈ N with a + b  n and 2c ∈ N, let σa,b,c denote the irreducible
M-representation corresponding to the highest weight
µa,b,c =
{
c(ε1 + εn+1)+∑ai=2 2εi +∑a+bi=a+1 εi if a > 0,
c(ε1 + εn+1)+∑bi=2 εi if a = 0. (5.1)
Fix (r, s, t) ∈ N3, with r + s  n. Then M̂(τr,s,t ) = {σ r,s,t1 , . . . , σ r,s,t15 }, where the represen-
tations σ r,s,t1 , . . . , σ
r,s,t
15 are defined as follows (we write σi = σ r,s,ti for short):
(1) σ1 = σr+1,s, t2 , occurring with multiplicity 1;(2) σ2 = σr+1,s−1, t−12 , occurring with multiplicity 1 (resp. 0) if t  1 (resp. if t = 0);(3) σ3 = σr+1,s−1, t−12 , occurring with multiplicity 1;(4) σ4 = σr+1,s−2, t2 , occurring with multiplicity 1;(5) σ5 = σr,s+1, t−12 , occurring with multiplicity 1 (resp. 0) if t  1 (resp. if t = 0);(6) σ6 = σr,s+1, t+12 , occurring with multiplicity 1;(7) σ7 = σr,s, t2 −1, occurring with multiplicity 1 (resp. 0) if t  2 (resp. if t = 0,1);(8) σ8 = σr,s, t2 , occurring with multiplicity 2 (resp. 1) if t  1 (resp. if t = 0);(9) σ9 = σr,s, t2 +1, occurring with multiplicity 1;(10) σ10 = σr,s−1, t−12 , occurring with multiplicity 1 (resp. 0) if t  1 (resp. if t = 0);(11) σ11 = σr,s−1, t+12 , occurring with multiplicity 1;(12) σ12 = σr−1,s+2, t2 , occurring with multiplicity 1;(13) σ13 = σr−1,s+1, t−12 , occurring with multiplicity 1 (resp. 0) if t  1 (resp. if t = 0);(14) σ14 = σr−1,s+1, t+12 , occurring with multiplicity 1;(15) σ15 = σr−1,s, t2 , occurring with multiplicity 1.
This table must be read with the following two conventions:
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zero;
• if a highest weight µa,b,c contains a sum of the form ∑k−2i=k or ∑k−3i=k , then it has
multiplicity 0 and can be canceled from the list above.
Before proving the theorem, let us make our conventions become more explicit by
treating an example. Take for instance a representation of the form τ0,s,t with s  3. For
k = 5, . . . ,15, σk has highest weight λa,b,c with a = 0, which contains a sum ∑0i=2 2εi
(for k = 5, . . . ,11) or a sum∑−1i=2 2εi (for k = 12, . . . ,15). Thus the only irreducible sum-
mands of τ0,s,t |M occurring with positive multiplicity are σ1, σ2 (if t  1), σ3 and σ4.
Moreover, the first convention says that the corresponding highest weights are respectively
µ1 = t2 (ε1 + εn+1)+
s+1∑
i=2
εi, µ2 = t − 12 (ε1 + εn+1)+
s∑
i=2
εi,
µ3 = t + 12 (ε1 + εn+1)+
s∑
i=2
εi, µ4 = t2 (ε1 + εn+1)+
s−1∑
i=2
εi .
(Further simplifications occur if s = 0,1,2.)
Proof of Theorem 5.2. For the simplicity of the demonstration, we shall assume that
r, s  3 and r + s < n. This is the most general case, for which the simplifications imposed
by the conventions at the end of our statement do not occur. In the remaining cases, the
proof is similar (and easier).
Recall that the highest weight of τr,s,t is given by (4.11). Adopting the notation of
Theorem 5.1, let µ = b0(ε1 + εn+1)+∑nj=2 bj εj , with 2b0 ∈ N, b2  · · · bn and bj ∈ N
for all j  2, be the highest weight of some σµ ∈ M̂ which is supposed to occur in the
M-decomposition of τr,s,t . We thus have
a1 = · · · = ar = 2, ar+1 = · · · = ar+s = 1, ar+s+1 = · · · = an = 0, an+1 = t,
which gives
A1 = 2 − max(2, b2),
...
A2 = min(2, b2)− max(2, b3), Ar+s−1 = min(1, br+s−1)− max(1, br+s),
... Ar+s = min(1, br+s)− br+s+1,
Ar−1 = min(2, br−1)− max(2, br ), Ar+s+1 = −br+s+2,
Ar = min(2, br )− max(1, br+1),
...
Ar+1 = min(1, br+1)− max(1, br+2), An−1 = −bn,
... A = 0.
(5.2)n
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b2 = · · · = br−1 = 2,
2 br  br+1  1,
br+2 = · · · = br+s−1 = 1,
1 br+s  br+s+1  0,
br+s+2 = · · · = bn = 0.
We obtain this way 9 choices for the 4-tuple (br , br+1, br+s, br+s+1), and thus for the
(n − 1)-tuple (b2, . . . , bn) which (partially) labels µ. In order to determine the possible
values for the remaining parameter b0 of µ, we investigate now these cases separately.
(1) Case (br , br+1, br+s , br+s+1) = (2,2,1,1). By (5.2) we have Ai = 0 for all i. On the
other hand, the integer b1 defined by condition (3) in Theorem 5.1 must be even: b1 = 2k,
with k ∈ N. We thus get
m˜(µ,λ) =
∑
L⊂{1,...,n}
(−1)|L|
(
n− 2 − |L| − k
n− 2
)
.
Consequently, m˜(µ,λ) > 0 forces |L| = k = 0, hence b1 = 0, b0 = t2 and m(µ,λ) = 1.
The corresponding representation is σ1.
(2) Case (br , br+1, br+s , br+s+1) = (2,2,1,0). By (5.2) we have Ai = 0 for all i = r+s
and Ar+s = 1. Moreover we have b1 = 2k + 1 for some k ∈ N, so that
m˜(µ,λ) =
∑
L⊂{1,...,n}
(−1)|L|
(
n− 2 − |L| − k −∑j∈LAj
n− 2
)
.
Hence m˜(µ,λ) > 0 implies that |L| = k =∑j∈L Aj = 0, which yields b1 = 1 and the two
possibilities b0 = t+12 (for all t  0) and b0 = t−12 (if t  1). These results correspond to
the representations σ2 (for t  1) and σ3, both occurring with multiplicity m(µ,λ) = 1.
(3) Case (br , br+1, br+s , br+s+1) = (2,2,0,0). Proceeding as in case (1), we obtain σ4.
(4) Case (br , br+1, br+s , br+s+1) = (2,1,1,1). Proceeding as in case (2), we obtain σ5
and σ6.
(5) Case (br , br+1, br+s, br+s+1) = (2,1,1,0). By (5.2), we have Ai = 0 for all i =
r, r + s and Ar = Ar+s = 1. Moreover we have b1 = 2k for some k ∈ N, so that
m˜(µ,λ) =
∑
L⊂{1,...,n}
(−1)|L|
(
n− 2 − |L| − k + 1 −∑j∈L Aj
n− 2
)
.
Hence m˜(µ,λ) > 0 implies that |L| + k +∑j∈L Aj = 0 or 1. To treat this new situation,
we split the expression
m˜(µ,λ) =
∑
L⊂{1,...,n}
r∈L, r+s∈L
(−1)|L|
(
n− 2 − |L| − k − 1
n− 2
)}
= 0
+
∑
L⊂{1,...,n}
r∈L, r+s /∈L
(−1)|L|
(
n− 2 − |L| − k
n− 2
)}
= 0 since |L| 1
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∑
L⊂{1,...,n}
r /∈L, r+s∈L
(−1)|L|
(
n− 2 − |L| − k
n− 2
)}
= 0 since |L| 1
+
∑
L⊂{1,...,n}
r /∈L, r+s /∈L
(−1)|L|
(
n− 2 − |L| − k + 1
n− 2
)
.
Therefore, m˜(µ,λ) > 0 forces r /∈ L, r + s /∈ L and |L| + k = 0 or 1.
If k = 0, then L is empty or contains a single element which is neither r nor r + s (there
are n− 2 such possibilities for L). In that case,
m˜(µ,λ) =
(
n− 1
n− 2
)
+ (n− 2)(−1)
(
n− 2
n− 2
)
= 1.
Since b1 = 0, we get b0 = t2 .
Now, if k = 1, then L must be empty and m˜(µ,λ) = 1. Since b1 = 2, b0 can take the
values t2 + 1 (for all t  0), t2 (if t  1) and t2 − 1 (if t  2).
To sum up the two cases, we obtain
b0 =

t
2 − 1 if t  2, and the corresponding µ has multiplicity 1,
t
2 if t  1, and the corresponding µ has multiplicity 2,
t
2 if t = 0, and the corresponding µ has multiplicity 1,
t
2 + 1 if t  0, and the corresponding µ has multiplicity 1.
The corresponding M-representations are σ7, σ8, σ9.
(6) Case (br , br+1, br+s , br+s+1) = (2,1,0,0). Proceeding as in case (2), we get σ10
and σ11.
(7) Case (br , br+1, br+s , br+s+1) = (1,1,1,1). Proceeding as in case (1), we get σ12.
(8) Case (br , br+1, br+s , br+s+1) = (1,1,1,0). Proceeding as in case (2), we get σ13
and σ14.
(9) Case (br , br+1, br+s, br+s+1) = (1,1,0,0). Proceeding as in case (1), we get finally
σ15. 
Remind from Theorem 3.2 that we must determine which are, among the M-irreducible
components of τl , the representations σ whose Casimir value c(σ ) (defined by (3.7)) is
maximal. Since K-irreducible components of τl are representations of the form τr,s,t (by
the results of Section 4), our first task is naturally to compare the Casimir values of the
members of M̂(τr,s,t ) for a fixed (r, s, t).
Proposition 5.3. (We keep notation and convention of Theorem 5.2.)
(1) If r = 0, then maxi=1,...,15 c(σi) ∈ {c(σ1), c(σ3)}.
(2) If s = 0, then maxi=1,...,15 c(σi) ∈ {c(σ1), c(σ6), c(σ9)}.
(3) If r = 0 and s = 0, then max
i=1,...,15
c(σi) ∈ {c(σ1), c(σ3), c(σ9)}.
E. Pedon / Bull. Sci. math. 129 (2005) 227–265 257Proof. Each of the σi ’s is a σa,b,c defined by (5.1). Remembering (2.11), (2.18) and (3.7),
it is easily seen that
c(σa,b,c) =
{4c(c + 1)+ 4(a − 1)(2n− a + 2)
+ 2b(2n− 2a − b + 2) if a  1,
4c(c + 1)+ 2(b − 1)(2n+ 1 − b) if a = 0.
(5.3)
On the other hand, denoting by µi the highest weight of σi , we have the following identi-
ties:
µ3 = µ2 + (ε1 + εn+1),
µ6 = µ5 + (ε1 + εn+1),
µ9 = µ8 + (ε1 + εn+1) = µ7 + 2(ε1 + εn+1),
µ11 = µ10 + (ε1 + εn+1),
µ14 = µ13 + (ε1 + εn+1),
µ1 = µ4 + εr+s + εr+s+1,
µ1 = µ12 + εr + εr+1 = µ15 + εr + εr+1 + εr+s + εr+s+1,
µ6 = µ11 + εr+s + εr+s+1,
µ3 = µ14 + εr + εr+1.
Then it becomes clear that it suffices to compare σ1, σ3, σ6 and σ9. By (5.3) we get after
some calculation:
c(σ1) = t (t + 2)+ 4r(2n+ 1 − r)+ 2s(2n− s)− 4rs,
c(σ3) = c(σ1)+ 2t + 4r + 4s − 4n+ 1,
c(σ6) = c(σ1)+ 2t + 4r − 4n− 3,
c(σ9) = c(σ1)+ 4t + 8r + 4s − 8n.
(5.4)
Observing that σ6 and σ9 (resp. σ3) do not occur in τr,s,t when r = 0 (resp. s = 0), we get
the result. 
6. Proof of Theorem 1.4
Recall from Theorem 3.2 that our wish is to calculate explicitly the possible M-
representations σmax which determine the exact value of the bottom αl of the continuous
spectrum of ∆l on Hn(H). (In the sequel, we shall assume as usual that 0 l  2n, since
αl = α4n−l by Hodge duality.)
Because such a representation σmax will be an M-irreducible constituent of some K-
irreducible factor τr,s,t decomposing τl as in Theorem 4.8, one should in theory decompose
completely each summand τr,s,t of τl into M-irreducible factors σ by using Theorem 5.2,
and then compare the resulting Casimir values c(σ ). Actually, this enormous task can be
considerably simplified by adopting the following strategy.
We are only interested in the representations τr,s,t ∈ K̂(τl) whose restriction to M can
effectively contain (at least) one of the possible representations σmax. For convenience, let
us give the following
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if τr,s,t |M contains (at least) one of the possible representations σmax with positive multi-
plicity. With notation of Section 3, this amounts to say that the lowest eigenvalue αl of the
continuous spectrum of ∆l is attained at least on some subspace of L2c(G, τr,s,t ).
Now, Proposition 5.3 tells us that a representation σmax is necessarily of the form σ r,s,ti
with i = 1,3,6,9, each of these being some σa,b,c (notation is as in Theorem 5.2). By (5.3),
it is clear that c(σa,b,c) is an increasing function of each variable a, b, c. Thus the spectrally
maximal factors of τl are to be sought among the τr,s,t ’s whose parameters r, s, t are the
greater possible. On the other hand, in the decompositions of Theorem 4.8, the parameter
t of the τr,s,t ’s is completely determined once a bidegree (p, q) (such that p + q = l and
p  q) is fixed, namely t = q − p. As regards the first two parameters r, s, their range
is also determined by the bidegree (p, q) and more precisely, by the decomposition of the
corresponding representation Rp,q or R′p,2n−q (see the definitions of Ip,q and I ′p,q in (4.19)
and (4.20)). Consequently, for each fixed bidegree (p, q), we can retain only the τr,s,q−p’s
for (r, s) ∈ Ip,q or (r, s) ∈ I ′p,2n−q such that the sum r + s is maximal.
The general ideas being explained, let us pass to the calculations.
Lemma 6.2.
(1) Let 0  p  q  n. Among the pairs (r, s) ∈ Ip,q , those for which the sum r + s is
maximal are the (p − 2u,q − p + 2u) with 0 u [p2 ].(2) Let 0  p  n < q  2n. Among the pairs (r, s) ∈ I ′p,2n−q , those for which the sum
r + s is maximal are{
(n− q + p,q − p) if q − p  n,
(0,2n− q + p) if q − p  n.
Proof. We assume first that 0  p  q  n and we recall that the set Ip,q is determined
by Theorem 4.10. Let us begin with parameters (r, s) which correspond to summands τr,s
of the subrepresentation Vp,q ⊂ Rp,q . We have here (r, s) = (j, q − p + 2(u − v)), with
0 u [p−12 ], 0 v  [ q−p−12 ] and 0 j  p − 2u. Thus
r + s = j + q − p + 2(u− v) p − 2u+ q − p + 2u− 2v  q,
with equality if and only if v = 0 and j = p − 2u. Hence we obtain the pairs (r, s) of the
form (p − 2u,q − p + 2u) with 0 u [p−12 ].
Then it remains to examine the complementary part in Rp,q for each of the four cases
listed in Theorem 4.10. For instance, when p and q are even, we see that the third term
of Rp,q adds the pair (0, q) to our list, while the second term Up can only contribute if
p = q (the sums r + s are  p, which is itself  q) but in this case we just recover the pair
(p,0) = (p, q − p), already counted. The three other cases can be treated similarly, hence
we have proved (1).
Next, assume that 0 p  n < q  2n. Then R′p,2n−q = Rp,2n−q ⊕ V ′p,2n−q by Theo-
rem 4.10, so that we can write
I ′p,2n−q = Ip,2n−q ∪ Jp,2n−q,
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Jp,2n−q =
{
(r, s) ∈ {0, . . . , p} × {0, . . . ,2n− q} such that τr,s ⊂ V ′p,2n−q
}
.
Proceeding as in part (1), we see that the pairs (r, s) ∈ Ip,2n−q such that r + s is maximal
are the (p − 2u,2n− q − p − 2u) for 0 u [p2 ], in which case
r + s = 2n− q. (6.1)
On the other hand, if (r, s) ∈ Jp,2n−q then (r, s) = (j − i,p + q − 2u− 2j) with 0 u
[p−12 ], (n+ p − q − 2u)+  j  p − 1 − 2u and 0 i  j . Consequently,
r + s = 2n+ p − q − 2u− i − j
 2n+ p − q − (n+ p − q)+ =
{
n if q − p  n,
2n− q + p if q − p  n, (6.2)
with equality when u = i = 0 and j = (n+ p − q)+, i.e. when
(r, s) =
{
(n+ p − q, q − p) if q − p  n,
(0,2n− q + p) if q − p  n.
Eventually, by comparing (6.1) and (6.2) we see that we can discard the pairs (r, s) ∈
Ip,2n−q (because q  n+ 1), and this proves (2). 
Proposition 6.3. If τr,s,t is a spectrally maximal factor of τl , then τr,s,t has to be a member
of the following list:
τk,l−2k,l−2k for 0 k  [ l2 ] if 0 l  n,
τk,l−2k,l−2k for l − n k  [ l2 ]
or τ0,2n−l+2k,l−2k for 0 k  [ l−n2 ]
or τn−l+2k,l−2k,l−2k for [ l−n2 ] + 1 k  l − n− 1 if n+ 1 l  2n.
Moreover, it occurs in τl with multiplicity 1. (When n + 1 l  2n, it will be understood
that we discard the representations of the third type which overlap representations of the
second type; this happens when l = n+ 1 or l = n+ 2.)
Notice that we do not assert that each K-type listed above is actually a spectrally max-
imal factor of τl , since this is not true in general, as we shall see at the end of this section.
On the other hand, it is interesting to observe that the representations τk,l−2k,l−2k (for
(l − n)+  k  [ l2 ]) are exactly the K-types which characterize hypereffective l-forms(see Proposition 4.12).
Proof of Proposition 6.3. Let us assume first that 0  l  n. By Theorem 4.8 and the
previous lemma, we see that the spectrally maximal factors can only be the following:
(p, q) = (0, l) → τ0,l,l
(p, q) = (1, l − 1) → τ1,l−2,l−2
(p, q) = (2, l − 2) → τ2,l−4,l−4, τ0,l−2,l−4
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(p, q) = (4, l − 4) → τ4,l−8,l−8, τ2,l−6,l−8, τ0,l−4,l−8
...
[l even] (p, q) =
(
l
2
,
l
2
)
→ τ l
2 ,0,0
, τ l
2 −2,2,0, . . . , τ0, l2 ,0
[l odd] (p, q) =
(
l − 1
2
,
l + 1
2
)
→ τ l−1
2 ,1,1
, τ l−1
2 −2,3,0, . . . , τ1, l−12 ,1
But τ0,l−2,l−4 cannot be a spectrally maximal factor, since we have also τ0,l,l in the list,
which has greater second and third parameters. Similarly, we can discard τ1,l−4,l−6 because
of τ1,l−2,l−2, and more generally we see that we can discard all terms except the first ones
in each line of the previous list.
Consider now the case n + 1  l  2n. As in the statement of Theorem 4.8 we must
tackle differently the subcases p  q  n and p  n < q , corresponding respectively to
the sets Ip,q and I ′p,2n−q . In the first case, we get the following list of candidates
(p, q) = (l − n,n) → τl−n,2n−l,2n−l , τl−n−2,2n−l+2,2n−l , τl−n−4,2n−l+4,2n−l , . . .
(p, q) = (l − n+ 1, n− 1) → τl−n+1,2n−l−2,2n−l−2, τl−n−1,2n−l,2n−l−2,
τl−n−3,2n−l+2,2n−l−2, . . .
...
[l even] (p, q) =
(
l
2
,
l
2
)
→ τ l
2 ,0,0
, τ l
2 −2,2,0, . . . , τ0, l2 ,0
[l odd] (p, q) =
(
l − 1
2
,
l + 1
2
)
→ τ l−1
2 ,1,1
, τ l−1
2 −2,3,0, . . . , τ1, l−12 ,1
and we argue as in the case 0  l  n to see that the only possible spectrally maximal
factors are the τk,l−2k,l−2k for l − n  k  [ l2 ]. Now, if p  n < q , then q − p = l − 2p
with 0 p  l − n− 1, and q − p  n if and only if p  [ l−n2 ]. By using the second part
of the previous lemma, we obtain thus the following representations:
(p, q) = (0, l) → τ0,2n−l,l
(p, q) = (1, l − 1) → τ0,2n−l+2,l−2
...
(p, q) =
([
l − n
2
]
, l −
[
l − n
2
])
→ τ0,2n−l+2[ l−n2 ],l−2[ l−n2 ]
and
(p, q) =
([
l − n
2
]
+ 1, l −
[
l − n
2
]
− 1
)
→ τ
n−l+2([ l−n2 ]+1),l−2([ l−n2 ]+1),l−2([ l−n2 ]+1)
...
(p, q) = (l − n− 1, n+ 1) → τl−n−2,2n+2−l,2n+2−l .
The assertions concerning the multiplicities follow clearly from our discussion. 
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only to compare the Casimir values of the M-irreducible factors of the representations
listed. Moreover, Proposition 5.3 says that we can restrict to examine only a few of them
in each case.
Assume first that 0  l  n. For short, let us set σi,k = σk,l−2k,l−2ki for i = 1,3,6,9
and k = 0, . . . , [ l2 ] (we keep notation of Theorem 5.2). With (5.4) and some calculation we
obtain
c(σ1,k) = l(4n+ 2 − l),
c(σ3,k) = l(4n+ 2 − l)+ 6l − 8k − 4n+ 1 [k = l2 ],
c(σ6,l/2) = l(4n+ 2 − l)+ 2l − 4n− 3,
c(σ9,k) = l(4n+ 2 − l)+ 8(l − k − n) [k = 0].
(6.3)
(The restrictions on k come from Proposition 5.3.) Consequently, we get
c(σmax) =

c(σ3,0) = l(4n+ 2 − l)+ 6l − 4n+ 1 if 1 l  [ 4n−16 ],
c(σ1,k) = l(4n+ 2 − l)
if l = 0 or [ 4n−16 ] + 1 l  n− 1,
c(σ1,k) = n(3n+ 2) if l = n.
Then Theorem 3.2 yields
αl =
{
(2n− l)2 + 8(n− l) if 1 l  [ 4n−16 ],
(2n+ 1 − l)2 if l = 0 or [ 4n−16 ] + 1 l  n.
Now suppose that n+ 1 l  2n. For i = 1,3,6,9 we set
σi,k = σk,l−2k,l−2ki
(
l − n k 
[
l
2
])
,
σ ′i,k = σ 0,2n−l+2k,l−2ki
(
0 k 
[
l − n
2
])
,
σ ′′i,k = σn+2k−l,l−2k,l−2ki
([
l − n
2
]
+ 1 k  l − n− 1; l  n+ 3
)
.
Formula (6.3) is still valid, and with the help of (5.4) we calculate likewise:
c(σ ′1,k) = l(4n+ 2 − l)− 4k(2n+ 1 − l + k),
c(σ ′3,k) = l(4n+ 2 − l)− 4k(2n− l + k) [k = 0 if l = 2n],
c(σ ′′1,k) = c(σ ′′9,k) = l(4n+ 2 − l)+ 4(n− l)(n+ 1)− 4k(k − l − 1),
c(σ ′′3,k) = l(4n+ 2 − l)+ 4(n− l)(n+ 1)− 4k(k − l)+ 2l + 1.
(6.4)
Comparing (6.3) and (6.4) we see easily that
c(σmax) =

c(σ3,l−n) = c(σ ′3,0)= l(4n+ 2 − l)+ 4n− 2l + 1 if n+ 1 l  2n− 1,
c(σ1,k) = c(σ9,n) = c(σ ′1,0) = 2n(2n+ 2) if l = 2n,
and this gives
αl =
{
(2n− l)2 if n+ 1 l  2n− 1,
1 if l = 2n,
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that αl is always an eigenvalue attached to an hypereffective form, we observe that, in all
cases, at least one σmax is some σi,k with (l−n)+  k  [ l2 ]. By definition, such a represen-
tation is an M-constituent of the spectrally maximal factor τk,l−2k,l−2k which corresponds
by Proposition 4.12 to a subspace of hypereffective l-forms and is multiplicity free in τl by
Proposition 6.3. Note however that the K-types of hypereffective forms do not represent
all spectrally maximal factors in the case n+ 1 l  2n.
7. The spectrum of the Bochner Laplacian
We devote this last section to the proof of Theorem 1.6. Let us denote respectively
by Bl and Br,s,t the restrictions of the Bochner Laplacian B = ∇∗∇ to C∞(G, τl) and
C∞(G, τr,s,t ) (here, ∇ denotes as usual the lift of the Levi-Civita connection to the differ-
ential form bundle). We have then the corresponding Weitzenböck formulas (use (3.6) and
e.g. [9, Proposition 3.1]):
∆l = Bl + τl(Ωk), (7.1)
∆r,s,t = Br,s,t + τr,s,t (Ωk), (7.2)
where ∆r,s,t := −Ωg|C∞(G,τr,s,t ) corresponds to the restriction of ∆l to C∞(G, τr,s,t ) when
τr,s,t ∈ K̂(τl). Since τr,s,t is irreducible, the curvature term in (7.2) is scalar (hence the one
in (7.1) is diagonal):
τr,s,t (Ωk) = −c(τr,s,t ) Id, (7.3)
where the Casimir value of τr,s,t is given by the formula
c(τr,s,t ) = 〈λr,s,t , λr,s,t + 2δk〉.
An easy calculation using (2.10), (2.18) and (4.11) yields actually
c(τr,s,t ) = 2t (t + 2)+ 4r(2n+ 3 − r)+ 2s(2n+ 2 − s)− 4rs. (7.4)
Now, assume that l = 2n. Using Theorem 4.13 and (7.2), we see that each subspace
Hk = L2(G, τk,0,2n−2k)∆ of L2(G, τl) for 0  k  n is an eigenspace of Bl , the corre-
sponding (discrete) eigenvalue being
c(τk,0,2n−2k) = 8(n− k)(n− k + 1)+ 4k(2n+ 3 − k)
= 8n(n+ 1)+ 4k(k + 1 − 2n).
This proves the second part of Theorem 1.6.
Next, let βl denote the infimum of the continuous spectrum of Bl , for any l. Gathering
(7.1), (7.2), (7.3), Theorem 3.2 and Proposition 5.3, we see that
βl = min
{
βr,s,t : (r, s, t) such that τr,s,t ∈ K̂(τl)
}
, (7.5)
where
βr,s,t = (2n+ 1)2 + c(τr,s,t )− max
i=1,3,6,9
c(σ
r,s,t
i ).
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of {1,3,6,9} which depends on (r, s, t) as in the statement of Proposition 5.3 (for instance,
considering i = 6 is useless when s = 0).
Define also
γ
r,s,t
i = c(τr,s,t )− c(σ r,s,ti ) (i = 1,3,6,9).
By (7.4) and (5.4) we get
γ
r,s,t
1 = t (t + 2)+ 8r + 4s,
γ
r,s,t
3 = t2 + 4r + 4n− 1,
γ
r,s,t
6 = t2 + 4r + 4s + 4n+ 3,
γ
r,s,t
9 = t (t − 2)+ 8n.
These expressions are increasing functions of each variable r, s, t . Because of (7.5), we thus
look for the triples (r, s, t) which are ‘minimal’ (in the sense that the corresponding γ r,s,ti
are minimal) when τr,s,t ranges through the set K̂(τl). A clue for the solution to this prob-
lem is given by dealing first with the examples of low degree treated in Proposition 4.11.
We obtain
(r, s, t)min =
{
(0,1,1) if l = 1,3,5,
(0,0,2) or (1,0,0) if l = 2,6,
(0,0,0) if l = 4,
(7.6)
hence
min
r,s,t,i
γ
r,s,t
i =

γ
0,1,1
1 = 12 if l = 1,3,5,
min(γ 0,0,21 , γ
1,0,0
1 ) = γ 1,0,01 = 3 if l = 2,6,
γ
0,0,0
1 = 0 if l = 4.
(7.7)
As a matter of fact, by using Theorem 4.8 and Theorem 4.10 it is easy to see that (7.6) and
(7.7) do extend to any degree l by replacing the cases
(a) l = 1,3,5
(b) l = 2,6
(c) l = 4
respectively with
(a′) l odd
(b′) l even and not a multiple of 4
(c′) l a multiple of 4.
For instance, suppose that l = 4k for some k ∈ N. From (4.26) we see that R2k,2k always
contains the (trivial) representation τ0,0. Hence, τl always contains τ0,0,0 by Theorem 4.8.
The other verifications are similar and left to the reader.
As a consequence of this discussion, we have proved Theorem 1.6. Note that hyper-
effective forms play obviously the same role for the spectral information of the Bochner
Laplacian Bl as they do in the case of the Hodge–de Rham Laplacian ∆l .
264 E. Pedon / Bull. Sci. math. 129 (2005) 227–265Let us finish this article with an ultimate observation. One might be surprised by the
result of Theorem 1.6, in the sense that the continuous spectrum of the Bochner Laplacian
Bl only depends on the congruence of l modulo 4. As we know, this differs from the case
of real hyperbolic spaces Hn(R), for which the curvature term τl(Ωk) is scalar, equal to
−l(n− l) Id, so that Theorem 1.1 and Theorem 1.2 yield:
Theorem 7.1. Let Bl denote the Bochner Laplacian on a real hyperbolic space Hn(R).
(1) The continuous L2 spectrum of Bl has the form [βl,+∞), with
βl =

( n−12 )
2 + l if l  [n−12 ],
n2+1
4 if n is even and l = n2 ,
( n+12 )
2 − l if l  [n+12 ].
(2) The discrete L2 spectrum of Bl is empty, unless n is even and l = n2 , in which case it
reduces to the sole eigenvalue n24 .
However, we must not think that the result of Theorem 1.6 constitutes a sporadic exam-
ple. Indeed, by using the results of [21], one can prove (as above) the following statement.
Theorem 7.2. Let Bl denote the Bochner Laplacian on a complex hyperbolic space Hn(C).
(1) The continuous L2 spectrum of Bl has the form [βl,+∞), with
βl =
{
n2 if l is even,
n2 + 3 if l is odd.
(2) The discrete L2 spectrum of Bl is empty, unless l = n, in which case it consists of the
n+ 1 eigenvalues 2n(n+ 1)+ 4k(k − n), for 0 k  n.
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