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REDUCTIONS OF GALOIS REPRESENTATIONS OF SLOPE 1
SHALINI BHATTACHARYA, EKNATH GHATE, AND SANDRA ROZENSZTAJN
Abstract. We compute the reductions of irreducible crystalline two-dimensional representations
of GQp of slope 1, for primes p ≥ 5, and all weights. We describe the semisimplification of the
reductions completely. In particular, we show that the reduction is often reducible. We also
investigate whether the extension obtained is peu or tre`s ramifie´e, in the relevant reducible non-
semisimple cases. The proof uses the compatibility between the p-adic and mod p Local Langlands
Correspondences, and involves a detailed study of the reductions of both the standard and non-
standard lattices in certain p-adic Banach spaces.
1. Introduction
Let p be an odd prime. This paper is concerned with computing the reductions of certain crys-
talline two-dimensional representations of the local Galois group GQp . The first computations of
the reduction in positive slope, after Edixhoven [Edi92], were carried out by Breuil in [Bre03b], for
weights at most 2p+ 1. The reductions are also known for slopes which are large compared to the
weight by Berger-Li-Zhu [BLZ04]; see also [YY] for results using similar techniques. In the other
direction, the reductions have also recently been computed for small fractional slopes, namely, for
slopes in (0, 1) by Buzzard-Gee [BG09], [BG13], and for slopes in (1, 2) in [GG15], [BG15], under a
mild hypothesis. In this paper we compute the reduction in the important missing case of integral
slope 1. As far as we know, the shape of the reduction is not known for all weights, for any other
(positive) integral slope.
Let us introduce some notation. Let E be a finite extension field of Qp and let v be the valuation
of Q¯p normalized so that v(p) = 1. Let ap ∈ E with v(ap) > 0 and let k ≥ 2. Let Vk,ap be the
irreducible crystalline representation of GQp with Hodge-Tate weights (0, k− 1) and slope v(ap) > 0
such that Dcris(V
∗
k,ap
) = Dk,ap , where Dk,ap = Ee1 ⊕ Ee2 is the filtered ϕ-module as defined in
[Ber11, §2.3]. The semisimplification V¯ ssk,ap of the reduction V¯k,ap with respect to a lattice in Vk,ap
is independent of the choice of the lattice. Let ω = ω1 and ω2 denote the fundamental characters
of level 1 and 2 respectively. Let ind(ωa2 ) denote the representation of GQp obtained by inducing
the character ωa2 , for a ∈ Z, from GQp2 to GQp ; it is irreducible if p + 1 ∤ a. Finally, let µx be the
unramified character of GQp taking (geometric) Frobenius at p to x ∈ F¯
×
p .
The following theorem describes the reduction V¯ ssk,ap when the slope v(ap) is equal to 1, for all
primes p > 3.
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Theorem 1.1. Let p > 3, let k ≥ 2p + 2 and let r = k − 2 ≡ b mod (p − 1), with 2 ≤ b ≤ p.
Suppose that the slope v(ap) = 1. Then V¯
ss
k,ap
is as follows:
b = 2 =⇒


ind(ωb+12 ), if v
(
ap
p
−
(
r
2
)
p
ap
)
< v(r − 2)
µλ · ω
b ⊕ µλ−1 · ω, if v
(
ap
p
−
(
r
2
)
p
ap
)
= v(r − 2), with λ =
2
2− r
(
ap
p
−
(
r
2
)
p
ap
)
ind(ωb+p2 ), if v
(
ap
p
−
(
r
2
)
p
ap
)
> v(r − 2),
3 ≤ b ≤ p− 1 =⇒


µλ · ω
b ⊕ µλ−1 · ω, if p ∤ r − b, with λ =
b
b− r
·
ap
p
∈ F¯×p
ind(ωb+12 ), if p | r − b,
b = p =⇒


ind(ωb+p2 ), if p ∤ r − b
µλ · ω ⊕ µλ−1 · ω, if p | r − b, with λ+
1
λ
=
ap
p
−
r − p
ap
∈ F¯p.
Remark 1.2. We have:
• Theorem 1.1 describes the reduction V¯ ssk,ap completely for slope v(ap) = 1 and primes p ≥ 5.
The results in the theorem match with all previously known results for weights k ≤ 2p+ 1
summarized in [Ber11], except for k = 2, where our theorem does not give the correct result,
and for the cases (k, ap) = (4,±p), where the theorem does not directly apply as the quantity
λ is undefined.1 So, the theorem could have been stated for all weights excluding these cases.
• It is a classical fact that the reduction is reducible in the ordinary case, that is, when the
slope is 0. The theorem shows that the reduction V¯ ssk,ap is often reducible when the slope
is 1. For example, the reduction is reducible for the congruence classes 3 ≤ b ≤ p − 1 if
p ∤ r− b. This behaviour at the integral slopes {0}∪{1} contrasts with the behaviour of the
reduction for fractional slopes v(ap) ∈ (0, 1) ∪ (1, 2), where V¯k,ap is mostly irreducible.
• However, when v(ap) = 1, the theorem shows that in each congruence class of weights mod
(p− 1) there are further congruence classes of weights mod p where V¯k,ap is irreducible.
• A surprising trichotomy occurs for b = 2. This seems to be a more complicated manifestation
of the dichotomy that occurs for weights r ≡ 1 mod (p− 1) when v(ap) =
1
2 in [BG13].
The proof of Theorem 1.1 uses the compatibility of the p-adic and mod p Local Langlands Corre-
spondences, with respect to the process of reduction [Ber10]. This compatibility allows one to reduce
the reduction problem to one on the ‘automorphic side’, namely, to computing the reduction of a
lattice in a certain Banach space. Let G = GL2(Qp) and let B(Vk,ap) be the unitary G-Banach space
associated to Vk,ap by the p-adic Local Langlands Correspondence. The reduction B(Vk,ap)
ss
of a
lattice in this Banach space coincides with the image of V¯ ssk,ap under the (semisimple) mod p Local
1Recent work by Arsovski [Ars15] includes a study of the reduction V¯ ss
k,ap
when the slope is 1, for b 6= 3, p, though
the reduction is not uniquely specified there.
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Langlands Correspondence defined in [Bre03b]. Since the mod p correspondence is by definition
injective, it suffices to compute the reduction B(Vk,ap)
ss
.
Let K = GL2(Zp), a maximal compact open subgroup of G = GL2(Qp), and let Z = Q
×
p be the
center of G. Let X = KZ\G be the (vertices of the) Bruhat-Tits tree associated to G. The module
SymrQ¯2p, for r = k − 2, carries a natural action of KZ, and the projection
KZ\(G× Symk−2Q¯2p)→ KZ\G = X
defines a local system on X . The smooth representation of G
indGKZ Sym
k−2Q¯2p
consists of all sections f : G → Symk−2Q¯2p of this local system which are compactly supported
mod KZ. There is a G-equivariant Hecke operator T acting on this space of sections. Let Πk,ap
be the locally algebraic representation of G defined by taking the cokernel of T − ap acting on
the above space. Let Θk,ap be the image of the integral sections ind
G
KZ Sym
k−2Z¯2p in Πk,ap . Then
B(Vk,ap) is the completion Πˆk,ap of Πk,ap with respect to the lattice Θk,ap . The completion Θˆk,ap ,
and sometimes by abuse of notation Θk,ap itself, is called the standard lattice in B(Vk,ap). We have
B(Vk,ap)
ss ∼=
¯ˆ
Θssk,ap
∼= Θ¯ssk,ap .
Thus, to compute V¯ ssk,ap , it suffices to compute the reduction Θ¯
ss
k,ap
of Θk,ap . There are two main
steps. First, we study a quotient P of Symk−2F¯2p whose Jordan-Ho¨lder factors provide an upper
bound on the possible Jordan-Ho¨lder factors that can contribute to Θ¯ssk,ap . This is fairly routine and
is done in Section 3. It turns out that P has 3 (and sometimes 2) Jordan-Ho¨lder factors.
Second, we determine the eigenspaces of the Hecke operator T through which each of these
Jordan-Ho¨lder factors contribute to Θ¯ssk,ap , if at all. This involves some delicate spectral analysis
of the Hecke operator T and is the hardest part of the argument. The thrust of this analysis can
be summarized as follows: we either ‘eliminate’ all but one Jordan-Ho¨lder factor of P , or eliminate
all but two Jordan-Ho¨lder factors of P that ‘pair up’ nicely under the mod p Local Langlands
Correspondence. In the former case, Θ¯k,ap is generically a supersingular representation and V¯k,ap is
irreducible. In the latter case, Θ¯ssk,ap is generically a direct sum of principal series representations
and V¯ ssk,ap is reducible. There are additional complications. For instance, if the dimension of the sole
surviving Jordan-Ho¨lder factor of P in the former case is equal to p− 1, it is also possible for Θ¯ssk,ap
to be a direct sum of principal series, in which case V¯ ssk,ap is reducible with the inertia subgroup Ip
acting by scalars.
In order to carry out this spectral analysis, we must hunt for certain explicit rational sections f ,
respectively f±, of the cover above, and use the explicit formula for the Hecke operator T to show
that (T − ap)f , respectively (T − ap)f
±, is integral with non-zero reduction of a relatively simple
form. In particular, we require that either the image of (T − ap)f generates ind
G
KZ J , for some
Jordan-Ho¨lder factor J of P , or that (T − ap)f± generates (T − λ
±1)(indGKZ J
±), for some λ ∈ F¯×p
and some pair of Jordan-Ho¨lder factors J± of P . In the former case, an easy argument shows that J
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does not contribute to Θ¯k,ap , so is ‘eliminated’, and in the latter case the factors J
± ‘pair up’ nicely.
Note that neither the Jordan-Holder factors J , J± nor the ‘eigenvalue’ λ are specified in advance,
which makes even starting this analysis rather difficult.
The spectral analysis is carried out for the congruence classes a ∈ {1, 2, . . . , p−1} of r mod (p−1)
in three batches. The generic case 3 ≤ a = b ≤ p− 1 is treated first in Section 4. The cases a = 1
(so b = p) and a = 2 (so b = 2) are more complicated and require special treatment (see Sections 5,
6). Generally speaking, the explicit functions f we use are supported mod KZ on a ball of radius
at most 2 centered at the origin of the tree. But to establish the trichotomy in the case b = 2, we
work with functions f supported mod KZ on a ball of radius v(r − 2) + 1 centered at the origin,
which may be arbitrarily large depending on the valuation of r − 2. Moreover, the trichotomy we
establish when b = 2 shows that each of the three possibilities for V¯ ssk,ap |Ip allowed by the structure
of P in this case and the mod p Local Langlands Correspondence actually does occur.
As already remarked, Theorem 1.1 shows that V¯k,ap is often reducible. This gives rise to a
couple of subtler questions concerning the reduction, which do not seem to have been addressed
for the crystalline representations Vk,ap treated so far in the literature, perhaps primarily because
the reduction V¯k,ap in these cases was found to be generically irreducible. We describe these two
questions now.
First, if V¯ ssk,ap is isomorphic to ω ⊕ 1, up to a twist, then by a well-known result of Ribet, there is
a lattice which is unique up to homothety inside Vk,ap that reduces to a non-split extension of 1 by
ω, up to the same twist. One may ask whether this extension is “peu ramifie´e” or “tre`s ramifie´e”
in the sense of Serre [Ser87]. The answer does not depend on the choice of the lattice or the choice
of the basis. In the context of slope v(ap) = 1 and Theorem 1.1, this question arises in exactly two
cases:
(1) b = 2, r ≥ p+ 1, v
(
ap
p
−
(
r
2
)
p
ap
)
= v(r − 2) and λ =
2
2− r
(
ap
p
−
(
r
2
)
p
ap
)
= ±1, so
ap
p
= ±
r
2
or
ap
p
= ±(1− r),
(2) b = p− 1, r ≥ 2p− 2, p ∤ r − b and λ =
1
r + 1
·
ap
p
= ±1, so
ap
p
= ±(r + 1).
Section 7 of this paper is primarily concerned with providing an answer to this question. The
following theorem summarizes our results. To state it, note that the two roots
ap
p of the quadratic
equation λ = ±1 in case (1) above are distinct if and only if r 6≡ 2/3 mod p. We settle this question
for most cases when r 6≡ 2/3 mod p in case (1), and for all r in case (2), as follows.
Theorem 1.3. Let p > 3, let k ≥ p + 3 and let r = k − 2 ≡ b mod (p − 1), with b = 2 or p − 1.
Suppose that v(ap) = 1 and that V¯k,ap , the reduction of a lattice in Vk,ap , is a non-split extension of
1 by ω, up to a twist.
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(1) If b = 2, r 6≡ 2/3 mod p, and
u :=
2
2− r
(
ap
p
−
(
r
2
)
p
ap
)
is a p-adic unit with u = ε, for ε ∈ {±1},
and
(a)
ap
p
= ε
r
2
, then V¯k,ap is “peu ramifie´e”,
(b)
ap
p
= ε(1− r), and if in addition, when r ≡ 2 mod p, either
Qp(ap) is an unramified extension of Qp or u− ε is a uniformizer of Qp(ap),
then V¯k,ap is “peu ramifie´e” if and only if
v(u− ε) < 1.
Moreover, as ap varies with v(u − ε) ≥ 1, the reduction V¯k,ap varies through all “tre`s
ramifie´e” extensions.
(2) If b = p− 1, p ∤ r − b and
ap
p
= ±(r + 1), then V¯k,ap is “peu ramifie´e”.
Remark 1.4. We have:
• Theorem 1.3 distinguishes between the “peu” and “tre`s ramifie´e” possibilities completely for
primes p ≥ 5, when r 6≡ 2 or 2/3 mod p. The extra assumptions on Qp(ap) in part (1) (b),
when r ≡ 2 mod p, could probably be removed.
• As far as we are aware, part (1) (b) of the theorem provides, for a fixed prime p, the first
explicit infinite family of crystalline representations with “tre`s ramifie´e” reduction.
• The inequalities for u that occur in part (1) (b) of the theorem are reminiscent of similar
inequalities in the semistable (non-crystalline) case [BM02], separating out the “peu” and
“tre`s ramifie´e” cases in terms of the L-invariant.
The proof of Theorem 1.3 relies on the work of Colmez [Col10], where the Langlands corre-
spondences are studied functorially. One difficulty that arises is that one cannot usually use the
standard lattice above to study subtler properties of the reduction V¯k,ap . Colmez’s functors establish
correspondences between all stable lattices on the ‘Galois side’ and certain stable lattices on the ‘au-
tomorphic side’. Moreover, these functors are compatible with the process of taking reduction, again
allowing us to work on the automorphic side. The key is to find a suitable GL2(Qp)-stable lattice
lying in the image of Colmez’s functor whose reduction admits a particular composition series, which
makes it possible to recognize whether the corresponding mod p Galois representation is “peu” or
“tre`s ramifie´e”.
We now provide some more details about the proof, referring to the text for some notation. Let
St be the mod p Steinberg representation of G and let 1 be the trivial mod p representation of G.
The isomorphism classes of (non-split) extensions Eτ of 1 by St are parameterized by classes
[τ ] := (τ(1 + p) : τ(p)) ∈ P1(F¯p),
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of (non-zero) maps τ ∈ Homcont(Q
×
p , F¯p). For instance, if Eτ is the non-split extension of 1 by St
given by π(0, 1, 1), the cokernel of T − 1 acting on compactly supported mod p functions on the
tree X , then [τ ] = (0 : 1) ∈ P1(F¯p). Here π(r, λ, η) is the basic mod p representation of G, defined
using compact induction, for 0 ≤ r ≤ p − 1, λ ∈ F¯p and η a smooth mod p character of Q
×
p (cf.
Section 2.2).
Let Πτ be the unique non-split extension of the principal series representation π(p − 3, 1, ω) by
Eτ , for τ 6= 0, defined in [Col10]. If V is Colmez’s functor from the ‘automorphic side’ to the
‘Galois side’, then it is known that V (Πτ ⊗ω
m) is a non-split extension of ωm by ωm+1, for m ∈ Z.
Moreover, the extension V (Πτ ⊗ ω
m) is known to be “peu ramifie´e” if and only if Eτ ∼= π(0, 1, 1),
that is, [τ ] = (0 : 1). Thus if one can construct a possibly non-standard complete stable lattice Θ′
in B(Vk,ap) with Θ¯
′ ∼= Πτ ⊗ ω
m, in and of itself not easy to do, to check whether V (Θ¯′) is “peu
ramifie´e”, one ‘only’ needs to compute [τ ]. To this end, there is a linear form µ : St⊗ωm → F¯p(ω
m)
which has the property that if e ∈ (Eτ ⊗ ω
m) \ (St⊗ ωm), then
[τ ] =
(
µ
((
1+p 0
0 1
)
· e− e
)
: µ
((
p 0
0 1
)
· e− e
))
∈ P1(F¯p).
For instance, when b = 2 and so m = 1, under the conditions of part (1) (b), the most difficult
part of Theorem 1.3 to prove, if we take ε = 1 for simplicity, then we construct a non-standard
lattice Θ′ such that Θ¯′ ∼= Πτ ⊗ ω and show that
• v(u− ε) < 1 =⇒ [τ ] = (0 : 1) ∈ P1(F¯p), and,
• v(u− ε) ≥ 1 =⇒ [τ ] = (3r − 2 : y) ∈ P1(F¯p), for some (all) y ∈ F¯p,
proving this part of the theorem.
We now briefly turn to the second question alluded to above. If V¯ ssk,ap is the trivial representation
up to a twist, then again by Ribet, there is a lattice inside Vk,ap that reduces to a non-split extension
of the trivial representation 1 by 1, up to the same twist. One may ask whether this reduction is
unramified or ramified. In the context of Theorem 1.1, this question arises exactly when
(3) b = p, r ≥ 3p− 2, p | r − b and λ = ±1, so
ap
p
= λ±
√
r/p.
This second question seems rather difficult to answer in general because of the large number of
possible non-homothetic lattices involved. However, as an example, at the end of Section 7, we show
that the reduction corresponding to the standard lattice is (after twisting) non-split and unramified
(see Theorem 7.53 in Section 7.8).
We end this paper in Section 8 by giving some examples to illustrate Theorems 1.1 and 1.3. In
particular, we compare our results with the local restrictions of some known reductions of global
p-adic Galois representations attached to modular forms of level one and small weight computed in
[Ser73]. We show that our results match and also provide some new local information about the
reductions in these special cases.
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2. Basics
In this section, we recall some notation and well-known facts. Further details can be found in
[Bre03b] and [BG15].
2.1. Hecke operator T . Let G = GL2(Qp), K = GL2(Zp) be the standard maximal compact
subgroup of G and Z = Q×p be the center of G. Let R be a Zp-algebra and let V = Sym
rR2⊗Ds be
the usual symmetric power representation of KZ twisted by a power of the determinant character
D, modeled on homogeneous polynomials of degree r in the variables X , Y over R. We will denote
indGKZ to mean compact induction. Thus ind
G
KZV consists of functions f : G → V such that
f(hg) = h · f(g), for all h ∈ KZ and g ∈ G, and f is compactly supported mod KZ. For g ∈ G,
v ∈ V , let [g, v] ∈ indGKZV be the function with support in KZg
−1 given by
g′ 7→

g
′g · v, if g′ ∈ KZg−1
0, otherwise.
Any function in indGKZV is a finite linear combination of functions of the form [g, v], for g ∈ G and
v ∈ V . The Hecke operator T is defined by its action on these elementary functions via
(2.1) T ([g, v(X,Y )]) =
∑
λ∈Fp
[
g
(
p [λ]
0 1
)
, v (X,−[λ]X + pY )
]
+
[
g
(
1 0
0 p
)
, v(pX, Y )
]
,
where [λ] denotes the Teichmu¨ller representative of λ ∈ Fp.
Form = 0, set I0 = {0}, and form > 0, let Im = {[λ0]+[λ1]p+ · · ·+[λm−1]p
m−1 : λi ∈ Fp} ⊂ Zp,
where the square brackets denote Teichmu¨ller representatives. For m ≥ 1, there is a truncation map
[ ]m−1 : Im → Im−1 given by taking the first m−1 terms in the p-adic expansion above; for m = 1,
[ ]m−1 is the 0-map. Let α =
(
1 0
0 p
)
. For m ≥ 0 and λ ∈ Im, let
g0m,λ =
(
pm λ
0 1
)
and g1m,λ =
(
1 0
pλ pm+1
)
,
noting that g00,0 = Id is the identity matrix and g
1
0,0 = α in G. Recall the decomposition
G =
∐
m≥0, λ∈Im,
i∈{0,1}
KZ(gim,λ)
−1.
Thus a general element in indGKZV is a finite sum of functions of the form [g, v], with g = g
0
m,λ or
g1m,λ, for some λ ∈ Im and v ∈ V . For a Zp-algebra R, let v =
∑r
i=0 ciX
r−iY i ∈ V = SymrR2⊗Ds.
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Expanding the formula (2.1) for the Hecke operator T one may write T = T+ + T−, with
T+([g0n,µ, v]) =
∑
λ∈I1

g0n+1,µ+pnλ,
r∑
j=0

pj r∑
i=j
ci
(
i
j
)
(−λ)i−j

Xr−jY j

 ,
T−([g0n,µ, v]) =

g0n−1,[µ]n−1,
r∑
j=0

 r∑
i=j
pr−ici
(
i
j
)(
µ− [µ]n−1
pn−1
)i−jXr−jY j

 (n > 0),
T−([g0n,µ, v]) = [α,
r∑
j=0
pr−jcjX
r−jY j ] (n = 0).
These explicit formulas for T+ and T− will be used to compute (T − ap)f , for f ∈ ind
G
KZSym
rQ¯2p.
2.2. The mod p Local Langlands Correspondence. For 0 ≤ r ≤ p−1, λ ∈ F¯p and η : Q
×
p → F¯
×
p
a smooth character, let
π(r, λ, η) :=
indGKZ Sym
rF¯2p
T − λ
⊗ (η ◦ det)
be the smooth admissible representation of G, known to be irreducible unless (r, λ) = (0,±1) or
(p−1,±1), by the classification of irreducible representations of G in characteristic p in [BL94, BL95,
Bre03a]. With this notation, Breuil’s semisimple mod p Local Langlands Correspondence [Bre03b,
Def. 1.1] is given by:
• λ = 0: ind(ωr+12 )⊗ η
LL
7−→ π(r, 0, η),
• λ 6= 0:
(
µλ · ω
r+1 ⊕ µλ−1
)
⊗ η
LL
7−→ π(r, λ, η)ss ⊕ π([p− 3− r], λ−1, ηωr+1)ss,
where {0, 1, . . . , p− 2} ∋ [p− 3− r] ≡ p− 3− r mod (p− 1).
Consider the locally algebraic representation of G given by
Πk,ap =
indGKZSym
rQ¯2p
T − ap
,
where r = k − 2 ≥ 0 and T is the Hecke operator. Consider the standard lattice in Πk,ap given by
(2.2) Θ = Θk,ap := image
(
indGKZSym
rZ¯2p → Πk,ap
)
≃
indGKZSym
rZ¯2p
(T − ap)(ind
G
KZSym
rQ¯2p) ∩ ind
G
KZSym
rZ¯2p
.
It is known that the semisimplification of the reduction of this lattice satisfies Θ¯ssk,ap ≃ LL(V¯
ss
k,ap
),
where LL is the (semisimple) mod p Local Langlands Correspondence above [Ber10]. Since the map
LL is clearly injective, it is enough to know LL(V¯ ssk,ap) to determine V¯
ss
k,ap
.
2.3. Useful lemmas. We recall some combinatorial results from [BG15]. Lemma 2.4 is not stated
there but we skip the proof here, since it is similar.
Lemma 2.1. For r ≡ a mod (p− 1), with 1 ≤ a ≤ p− 1, we have
Sr :=
∑
0<j <r,
j≡ a mod (p−1)
(
r
j
)
≡ 0 mod p.
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Moreover, we have 1pSr ≡
a−r
a mod p, for p > 2.
Lemma 2.2. Let 2p ≤ r ≡ a mod (p − 1), with 2 ≤ a ≤ p − 1. Then one can choose integers
αj ∈ Z, for all j, with 0 < j < r and j ≡ a mod (p− 1), such that the following properties hold:
(1) For all j as above,
(
r
j
)
≡ αj mod p,
(2)
∑
j≥n
(
j
n
)
αj ≡ 0 mod p
3−n, for n = 0, 1,
(3)
∑
j≥2
(
j
2
)
αj ≡

0 mod p, if 3 ≤ a ≤ p− 1(r
2
)
mod p, if a = 2.
Lemma 2.3. We have:
(i) If r ≡ b mod (p− 1), with 2 ≤ b ≤ p, then
Tr :=
∑
0<j < r−1,
j≡ b−1 mod (p−1)
(
r
j
)
≡ b− r mod p.
(ii) If r ≡ b mod p(p − 1), with 3 ≤ b ≤ p, then one can choose integers βj , for all j ≡ b − 1
mod (p− 1), with b− 1 ≤ j < r − 1, satisfying the following properties:
(1) βj ≡
(
r
j
)
mod p, for all j as above,
(2)
∑
j≥n
(
j
n
)
βj ≡ 0 mod p
3−n, for n = 0, 1, 2.
Lemma 2.4. Let p ≥ 3, 2p ≤ r ≡ 1 mod (p− 1) and let p divide r. Then one can choose integers
αj ∈ Z, for all j with 1 < j < r and j ≡ 1 mod (p− 1), such that the following properties hold:
(1) For all j as above,
(
r
j
)
≡ αj mod p,
(2)
∑
j≥n
(
j
n
)
αj ≡ 0 mod p
3−n, for n = 0, 1, 2.
2.4. Further useful results. We now state some identities involving sums of products of binomial
coefficients, which will be useful in treating the delicate case r ≡ 2 mod (p− 1).
Lemma 2.5. Let p ≥ 3. If s ≡ 1 mod (p− 1) and t = v(s − 1), then pi
(
s
i
)
≡ 0 mod pt+2, for all
i ≥ 2.
Lemma 2.6. Let p > 3. If r ≡ 2 mod (p − 1) and t = v(r − 2), then pi
(
r
i
)
≡ 0 mod pt+3, for all
i ≥ 3.
Lemma 2.5 is [BG13, Lemma 2.1], and the proof of Lemma 2.6 is very similar, so is skipped here.
Lemma 2.7. Let p > 2. If P (X) = 1 + pX ∈ Zp[X ], then P (X)
pt ≡ 1 + pt+1X mod pt+2, for all
t ≥ 0.
Proof. We induct on t. The case t = 0 is clear. Write P (X)p
t
= 1 + pt+1X + pt+2Q(X), for
Q(X) ∈ Zp[X ]. Then P (X)
pt+1 = (1 + pt+1X + pt+2Q(X))p =
∑
i≥0
(
p
i
)
pi(t+1)(X + pQ(X))i. We
have vp(
(
p
i
)
pi(t+1)) ≥ t+ 3, for all i ≥ 2. Indeed, for i < p, we have vp(
(
p
i
)
pi(t+1)) = 1 + i(t + 1) =
ti+ i+1, and for i = p, we have vp(
(
p
i
)
pi(t+1)) = p(t+1) ≥ t+3, as p 6= 2. So P (X)p
t+1
≡ 1+pt+2X
mod pt+3. 
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The first part of the following proposition generalizes Lemma 2.1 when a = 2 and p > 3.
Proposition 2.8. Let p > 3 and write r = 2+n(p−1)pt, with t ≥ 0 and n > 0. Then, the following
identities hold:
(1)
∑
0<j<r
j≡2 mod (p−1)
(
r
j
)
≡
p(2− r)
2
mod pt+2.
(2)
∑
0<j<r
j≡2 mod (p−1)
j
(
r
j
)
≡
pr(2− r)
1− p
mod pt+2.
(3)
∑
0<j<r
j≡2 mod (p−1)
(
j
2
)(
r
j
)
≡
(
r
2
)
1− p
mod pt+1.
(4) For all i ≥ 3,
∑
0<j<r
j≡2 mod (p−1)
(
j
i
)(
r
j
)
≡ 0 mod pt+3−i.
Proof. Let 0 ≤ i < r. Let Si,r =
∑
0<j<r
j≡2 mod (p−1)
(
j
i
)(
r
j
)
. Let Σi,r = (p − 1)
∑
j≥0
j≡2 mod (p−1)
(
j
i
)(
r
j
)
,
so Σi,r = (p − 1)(Si,r +
(
r
i
)
). Let fr(x) = (1 + x)
r =
∑
ℓ≥0
(
r
ℓ
)
xℓ, which we consider as a function
Zp → Zp. Let gi,r(x) =
xi−2
i! f
(i)
r (x), so that gi,r(x) =
(
r
i
)
xi−2(1 + x)r−i =
∑
ℓ≥0
(
r
ℓ
)(
ℓ
i
)
xℓ−2.
Let µ′ = µp−1 \ {−1} be the (p − 1)-st roots of unity sans −1. Then Σi,r =
∑
ξ∈µp−1
gi,r(ξ) =∑
ξ∈µ′ gi,r(ξ), as r > i. Let Ui,r =
∑
ξ∈µ′ ξ
i−2(1 + ξ)r−i. Then Σi,r =
(
r
i
)
Ui,r, so that finally
(p− 1)(Si,r +
(
r
i
)
) =
(
r
i
)
Ui,r.
When i ≥ 3, observe that Ui,r ∈ Zp, so part (4) of the proposition follows from Lemma 2.6.
When i = 2, we have U2,r =
∑
ξ∈µ′(1+ξ)
n(p−1)pt . If ξ ∈ µ′, then 1+ξ ∈ Z×p , so (1+ξ)
p−1 = 1+pzξ,
for some zξ ∈ Zp. By Lemma 2.7, (1 + pzξ)
pt ≡ 1 mod pt+1, so (1 + ξ)r−2 ≡ 1 mod pt+1. So
U2,r ≡ p− 2 mod p
t+1 and S2,r ≡
(
r
2
)
/(1− p) mod pt+1, proving part (3).
When i = 1, write again (1 + ξ)p−1 = 1 + pzξ. Then (1 + ξ)
(p−1)pt ≡ 1 + pt+1zξ mod p
t+2, by
Lemma 2.7. So we get
U1,r ≡
∑
ξ∈µ′
ξ−1(1 + ξ) + npt+1
∑
ξ∈µ′
ξ−1(1 + ξ)zξ mod p
t+2.
By computing U1,2 and U1,p+1 we get that
∑
ξ∈µ′ ξ
−1(1 + ξ) = p− 1 and
∑
ξ∈µ′ ξ
−1(1 + ξ)zξ ≡ −1
mod p, which gives U1,r ≡ p− 1− np
t+1 mod pt+2, so S1,r ≡ nrp
t+1 mod pt+2, proving part (2).
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Let Sr = S0,r and Σr = Σ0,r, so that Σr = (p − 1)(Sr + 1). Note Σr =
∑
ξ∈µp−1
fr(ξ) =∑
ξ∈µ′ fr(ξ), as r > 0. We have (1 + ξ)
2+n(p−1)pt ≡ (1 + ξ)2(1 + npt+1zξ) mod p
t+2, so that
Σr ≡
∑
ξ∈µ′
(1 + ξ)2 + npt+1
∑
ξ∈µ′
(1 + ξ)2zξ mod p
t+2.
Let s =
∑
ξ∈µ′(1 + ξ)
2 and let s′ =
∑
ξ∈µ′(1 + ξ)
2zξ. Then s = Σ2 = p − 1. On the other hand,
s+ ps′ ≡ Σp+1 mod p
2. We also have that Σp+1 ≡ (p− 1)(1 +
(
p+1
p−1
)
) ≡ (p− 1)(1 + p/2) mod p2.
So s′ ≡ −1/2 mod p. Putting everything together, we get Σr ≡ (p − 1) − p
t+1n/2 mod pt+2 and
so Sr ≡ p
t+1n/2 mod pt+2, proving part (1) as well. 
We now state two more propositions of a similar nature.
Proposition 2.9. Let p > 3 and write s = 1 + n(p− 1)pt, with t ≥ 0 and n > 0. Then, we have:
(1) ∑
j≡1 mod (p−1)
(
s
j
)
≡ 1 + npt+1 mod pt+2.
(2) ∑
j≡1 mod (p−1)
j
(
s
j
)
≡
s(p− 2)
p− 1
− snpt+1 mod pt+2.
(3) For all i ≥ 2, ∑
j≡1 mod (p−1)
(
j
i
)(
s
j
)
≡ 0 mod pt+2−i.
Proposition 2.10. Let p > 3 and write r = 2 + n(p− 1)pt, with t ≥ 0 and n > 0. Then, we have:
(1) ∑
1<j≤r−1
j≡1 mod (p−1)
(
r
j
)
≡ 2− r + 2pt+1n mod pt+2.
(2) ∑
1<j≤r−1
j≡1 mod (p−1)
j
(
r
j
)
≡ nrpt+1 mod pt+2.
(3)
∑
1<j≤r−1
j≡1 mod (p−1)
(
j
2
)(
r
j
)
≡
(
r
2
)
p− 1
mod pt+1.
(4) For all i ≥ 3, ∑
1<j≤r−1
j≡1 mod (p−1)
(
j
i
)(
r
j
)
≡ 0 mod pt+3−i.
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We do not give the proofs of Proposition 2.9 and 2.10 as they are very similar to the proof of
Proposition 2.8. The proof of Proposition 2.9 makes use of Lemma 2.5 instead of Lemma 2.6.
3. A quotient of Vr = Sym
rF¯2p
3.1. Definition of P . Let Vr denote the (r+1)-dimensional F¯p-vector space of homogeneous poly-
nomials in two variables X and Y of degree r over F¯p. The group Γ = GL2(Fp) acts on Vr by the
formula
(
a b
c d
)
· F (X,Y ) = F (aX + cY, bX + dY ).
Let Xr ⊂ Vr denote the F¯p[Γ]-span of the monomial X
r. Let θ(X,Y ) = XpY −XY p. The action
of Γ on θ is via the determinant. We define two important submodules of Vr as follows.
V ∗r := {F ∈ Vr : θ | F}
∼=

0, if r < p+ 1Vr−p−1 ⊗D, if r ≥ p+ 1,
V ∗∗r := {F ∈ Vr : θ
2 | F} ∼=

0, if r < 2p+ 2Vr−2p−2 ⊗D2, if r ≥ 2p+ 2.
We set X∗r := Xr ∩ V
∗
r and X
∗∗
r = Xr ∩ V
∗∗
r .
The mod p reduction Θk,ap of the lattice Θk,ap is a quotient of ind
G
KZVr, for r = k−2. By [BG09,
Rem. 4.4] we know that if v(ap) = 1 and r ≥ p, then the map ind
G
KZVr ։ Θk,ap factors through
indGKZP , where
P :=
Vr
Xr + V ∗∗r
.
We now study the Γ-module structure of the quotient P of Vr. In particular, we will show that P
has 3 (and occasionally 2) Jordan-Ho¨lder (JH) factors.
3.2. A filtration on P . In order to make use of results in Glover [Glo78], let us abuse notation a
bit and model Vr on the space of homogeneous polynomials in two variables X and Y of degree r
with coefficients in Fp. Once we establish the structure of P over Fp, it will immediately imply the
corresponding result over F¯p, by extension of scalars.
We work with the representatives 1 ≤ a ≤ p− 1 of the congruence classes of r mod (p− 1). Note
that a = 1 corresponds to b = p from the Introduction, whereas the other values of a and b coincide.
Proposition 3.1. Let p ≥ 3, and r ≡ a mod (p− 1), with 1 ≤ a ≤ p− 1.
(i) For r ≥ p, the Γ-module structure of Vr/V
∗
r is given by
0→ Va →
Vr
V ∗r
→ Vp−a−1 ⊗D
a → 0,
and the sequence splits if and only if a = p− 1.
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(ii) For r ≥ 2p+ 1, the Γ-module structure of V ∗r /V
∗∗
r is given by
0→ Vp−2 ⊗D →
V ∗r
V ∗∗r
→ V1 → 0, if a = 1,
0→ Vp−1 ⊗D →
V ∗r
V ∗∗r
→ V0 ⊗D → 0, if a = 2,
0→ Va−2 ⊗D →
V ∗r
V ∗∗r
→ Vp−a+1 ⊗D
a−1 → 0, if 3 ≤ a ≤ p− 1,
and the sequences above split if and only if a = 2.
Proof. See [BG15, Prop. 2.1, Prop. 2.2]. 
Lemma 3.2. Let p ≥ 3, r ≥ 2p and r ≡ a mod (p− 1), with 1 ≤ a ≤ p− 1. Then
X∗r /X
∗∗
r =

Vp−2 ⊗D, if a = 1 and p ∤ r,0, otherwise.
Proof. This follows from [BG15, Lem. 3.1, Lem. 4.7]. 
There is a filtration on Vr/V
∗∗
r given by
0 ⊂
〈θXr−p−1〉+ V ∗∗r
V ∗∗r
⊂
V ∗r
V ∗∗r
⊂
Xr + V
∗
r
V ∗∗r
⊂
Vr
V ∗∗r
,
where the graded parts of this filtration are non-zero irreducible Γ-modules. Looking at the image
of this filtration inside P , we get a filtration:
0 ⊂W0 :=
〈θXr−p−1〉+Xr + V
∗∗
r
V ∗∗r +Xr
⊂W1 :=
V ∗r +Xr
V ∗∗r +Xr
⊂W2 :=
Vr
V ∗∗r +Xr
= P.
Each of the graded pieces of this filtration is either irreducible or zero. We set Ji := Wi/Wi−1, for
i = 0, 1, 2, withW−1 = 0. Note thatW1 ∼=
V ∗r /V
∗∗
r
X∗r /X
∗∗
r
is never zero by Proposition 3.1 (ii) and Lemma
3.2. In fact, W1 has two JH factors J0 and J1 unless a = 1 and p ∤ r, in which case W0 = J0 = 0
and W1 = J1 is irreducible. Also, J2 ∼=
Vr
V ∗r +Xr
∼=
Vr/V
∗
r
Xr/X∗r
is a proper quotient of Vr/V
∗
r . Using
Proposition 3.1, and [Glo78, (4.5)], we obtain:
Proposition 3.3. Let p ≥ 3, r ≥ 2p and r ≡ a mod (p−1), with 1 ≤ a ≤ p−1. Then the structure
of P is given by the following short exact sequences of Γ-modules:
(i) If a = 1 and p ∤ r, then
0→ V1 → P → Vp−2 ⊗D → 0,
that is, J0 = 0, J1 = V1 and J2 = Vp−2 ⊗D.
(ii) If a = 1 and p | r, or if 2 ≤ a ≤ p− 1, then
0→W1 ∼= V
∗
r /V
∗∗
r → P → Vp−a−1 ⊗D
a → 0,
that is,
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(a) J0 = Vp−2 ⊗D, J1 = V1 and J2 = Vp−2 ⊗D if a = 1 and p | r,
(b) J0 = Vp−1 ⊗D, J1 = V0 ⊗D and J2 = Vp−3 ⊗D
2 if a = 2, r > 2p (J1 = 0 if r = 2p),
(c) J0 = Va−2 ⊗D, J1 = Vp−a+1 ⊗D
a−1 and J2 = Vp−1−a ⊗D
a if 3 ≤ a ≤ p− 1.
The next lemma will be used many times below and describes some explicit properties of the
maps Wi ։ Ji, for i = 0, 1, 2.
Lemma 3.4. Let p ≥ 3, r ≥ 2p, r ≡ a mod (p− 1), with 1 ≤ a ≤ p− 1.
If 3 ≤ a ≤ p− 1, then:
(i) The image of θXr−p−1 in W0 maps to X
a−2 ∈ J0.
(ii) The image of θXr−p−a+1Y a−2 in W1 maps to X
p−a+1 ∈ J1.
(iii) The image of Xr−iY i in W2 maps to 0 ∈ J2, for 0 ≤ i ≤ a − 1, whereas the image of
Xr−aY a in W2 maps to X
p−a−1 in J2.
If a = 2, then:
(i) The image of θXr−p−1 in W0 maps to X
p−1 ∈ J0.
(ii) For r > 2p, the image of θXr−2pY p−1 in W1 maps to 1 ∈ J1.
(iii) The image of Xr−iY i in W2 maps to 0 ∈ J2, for i = 0, 1, whereas the image of X
r−2Y 2 in
W2 maps to X
p−3 ∈ J2.
If a = 1, then:
(i) If p | r, the image of θXr−p−1 in W0 maps to X
p−2 ∈ J0.
(ii) The image of θXr−2p+1Y p−2 in W1 maps to X ∈ J1.
(iii) The image of Xr−1Y in W2 maps to X
p−2 ∈ J2.
Proof. The proof is elementary and consists of explicit calculation with the maps given in [Glo78,
(4.2)] and [Bre03b, Lem. 5.3]. 
Let Ui denote the image of ind
G
KZWi under the map ind
G
KZP ։ Θ¯ = Θ¯k,ap , and let Fi := Ui/Ui−1,
for i = 0, 1, 2, with U−1 := 0. Then we have the following commutative diagrams of G-modules:
0 // indGKZW1


// indGKZP


// indGKZJ2


// 0
0 // U1 // Θ¯ (= U2) // F2 // 0,
(3.1)
0 // indGKZJ0


// indGKZW1


// indGKZJ1


// 0
0 // F0 (= U0) // U1 // F1 // 0.
(3.2)
The semisimplification of Θ¯ is completely determined by the G-modules F0, F1 and F2.
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4. The case 3 ≤ a ≤ p− 1
Let r > 2p and r ≡ a mod (p − 1), with 3 ≤ a ≤ p − 1. If p ∤ r − a and v(ap) = 1, then
u := aa−r ·
ap
p is a p-adic unit. In this section we will give a proof of the following result.
Theorem 4.1. Let 2p < k−2 = r ≡ a mod (p−1), with 3 ≤ a ≤ p−1, and assume that v(ap) = 1.
(i) If p ∤ r − a, then V¯ ssk,ap
∼= µλ · ω
a ⊕ µλ−1 · ω is reducible, with λ = u¯ ∈ F
×
p .
(ii) If p | r − a, then V¯k,ap
∼= ind(ωa+12 ) is irreducible.
Let us begin with the following elementary lemma.
Lemma 4.2. Let r ≡ a mod (p− 1), with 3 ≤ a ≤ p− 1. Then we have the congruence
Xr−1Y ≡
a− r
a
· θXr−p−1 mod Xr + V
∗∗
r .
Hence, if p | r − a, then Xr−1Y ∈ Xr + V
∗∗
r .
Proof. One checks that the following congruence holds:
aXr−1Y +
∑
k∈ Fp
kp−a(kX + Y )r ≡ (a− r) · θXr−p−1 + F (X,Y ) mod p,
with F (X,Y ) := (a− r) ·Xr−pY p −
∑
1<j≤r
j≡1 mod (p−1)
(
r
j
)
·Xr−jY j ∈ V ∗∗r , by [BG15, Lem 2.3]. 
We use the notation from Section 3.2 and the Diagrams (3.1) and (3.2). We have J0 = Va−2⊗D,
J1 = Vp−a+1 ⊗D
a−1, J2 = Vp−a−1 ⊗D
a, by Proposition 3.3. Recall that Fi denotes the factor of Θ¯
which is a quotient of indGKZJi, for i = 0, 1, 2.
Proposition 4.3. Let 2p < r ≡ a mod (p− 1), with 3 ≤ a ≤ p− 1, and suppose that v(ap) = 1.
(i) If p ∤ r − a, then F1 = 0 and Θ¯ fits in the short exact sequence
0→ F0 = U1 → Θ¯→ F2 → 0.
(ii) If p | r − a, then U1 = 0, and Θ¯ ∼= F2 is a quotient of ind
G
KZJ2.
Proof. Let us consider
f0 :=
[
Id,
Xr−a−p+2Y a+p−2 −Xr−a+1Y a−1
ap
]
∈ indGKZSym
rQ¯2p.
As r > 2p, T−f0 is integral and dies mod p. Also T
+f0 ∈ ind
G
KZ〈X
r−1Y 〉 + p · indGKZSym
rZ¯2p is
integral.
(i) If p ∤ r − a, then T+f0 ≡ −
p
ap
·
∑
λ∈Fp
[
g01,[λ], (−[λ])
a−2Xr−1Y
]
mod p. By Lemma 4.2, this is
the same as − pap ·
∑
λ∈Fp
[
g01,[λ], (−[λ])
a−2 (a− r)
a
· θXr−p−1
]
in indGKZP . Hence (T − ap)f0 maps to
T+f0 − apf0 ≡ −
p
ap
·
∑
λ∈Fp
[
g01,[λ], (−[λ])
a−2 (a− r)
a
· θXr−p−1
]
+
[
Id, θXr−p−a+1Y a−2
]
∈ indGKZP.
16 S. BHATTACHARYA, E. GHATE, AND S. ROZENSZTAJN
Note that θXr−p−1 maps to 0 ∈ J1 =W1/W0. By Lemma 3.4 (ii), the polynomial θX
r−p−a+1Y a−2
maps to Xp−a+1 6= 0 in J1. We conclude that (T − ap)f0 maps to
[
Id, Xp−a+1
]
∈ indGKZJ1, which
generates it as a G-module. Hence F1 = 0 and the result follows.
(ii) If p | r − a, then by Lemma 4.2, we know that Xr−1Y maps to 0 ∈ P . Thus T+f0 dies in
indGKZP . Hence (T − ap)f0 is integral and maps to the image of −apf0 = [Id, θX
r−p−a+1Y a−2] in
indGKZP . By Proposition 3.1 (ii), W1
∼= V ∗r /V
∗∗
r is a non-split extension of the weight J1 by J0. By
Lemma 3.4 (ii), the polynomial θXr−p−a+1Y a−2 maps to Xp−a+1 6= 0 in J1 and hence generates
W1 as a Γ-module, so [Id, θX
r−p−a+1Y a−2] generates indGKZW1 as a G-module. This proves that
the surjection indGKZW1 ։ U1 is the zero map. 
Proposition 4.4. Let 2p < r ≡ a mod (p − 1), with 3 ≤ a ≤ p − 1. Assume that p ∤ r − a and
v(ap) = 1, so that u :=
a
a−r ·
ap
p is a p-adic unit. Then
(i) F0 is a quotient of π(a− 2, u¯, ω),
(ii) F2 is a quotient of π(p− a− 1, u¯
−1, ωa).
Proof. (i) Consider f0 ∈ ind
G
KZSym
rQ¯2p given by
f0 =
[
Id,
Xr−1Y −Xr−pY p
p
]
=
[
Id,
θXr−p−1
p
]
.
Since r ≥ p+ 2, T−f0 ≡ 0 mod p. By the formula for the Hecke operator,
(T − ap)f0 ≡ T
+f0 − apf0 ≡
∑
λ∈Fp
[
g01,[λ], X
r−1Y
]
− (ap/p)
[
Id, θXr−p−1
]
mod p.
By Lemma 4.2, (T − ap)f0 maps to
(a−r)
a ·
∑
λ∈Fp
[
g01,[λ], θX
r−p−1
]
− (ap/p)
[
Id, θXr−p−1
]
∈ indGKZP ,
which in fact lies in the submodule indGKZW0. This maps to
(a−r)
a ·(T − u¯)
[
Id, Xa−2
]
∈ indGKZJ0, by
Lemma 3.4 (i). The element
[
Id, Xa−2
]
generates indGKZJ0 as aG-module, so the map ind
G
KZJ0 ։ F0
must factor through π(a− 2, u¯, ω).
(ii) Let us consider f = f0 + f1 + f2 ∈ ind
G
KZSym
rQ¯2p, where
f2 =
∑
λ∈Fp
[
g02,p[λ],
1
p
· (Y r −Xp−1Y r−p+1)
]
,
f1 =

g01,0, (p− 1)pap
∑
0<j<r
j≡a mod (p−1)
αj ·X
r−jY j

 ,
f0 =


0, if 3 ≤ a < p− 1,[
Id,
(1− p)
p
· (Xr −Xr−p+1Y p−1)
]
, if a = p− 1,
where the αj are integers from Lemma 2.2. We compute that T
+f2 ∈ ind
G
KZ〈X
r−1Y 〉 + p ·
indGKZSym
rZ¯2p, which maps to 0 ∈ ind
G
KZJ2, by Lemma 3.4 (iii). By Lemma 2.2 and as p ≥ 5,
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both T+f1 and T
−f1 die mod p. We have
−apf2 ≡
∑
λ∈Fp
[
g02,p[λ],
ap
p
·Xp−1Y r−p+1
]
mod Xr.
Using that Xp−1Y r−p+1 ≡ Xr−aY a mod V ∗r , and Lemma 3.4 (iii), we get that −apf2 maps to
ap
p ·
∑
λ∈Fp
[
g02,p[λ], X
p−a−1
]
∈ indGKZJ2. Moreover, T
+f0 − apf1 + T
−f2 is integral and congruent to

g01,0, ∑
0<j<r
j≡a mod (p−1)
p− 1
p
((
r
j
)
− αj
)
·Xr−jY j + Y r

 mod p,
unless a = p−1, in which case we also have the terms
∑
λ∈Fp
[
g01,[λ], (−[λ])
p−2 ·Xr−1Y
]
from T+f0, in
addition to the above. In any case, T+f0−apf1+T
−f2 maps to
[
g01,0,
r − a
a
·Xp−a−1
]
∈ indGKZJ2,
by Lemma 2.2, Lemma 2.1 and Lemma 3.4 (iii). If a = p− 1, then T−f0 dies mod p and −apf0 ≡[
Id,
ap
p ·X
r−p+1Y p−1
]
mod Xr maps to
ap
p · [Id, 1] in ind
G
KZJ2 = ind
G
KZV0.
So (T−ap)f is always integral and maps to
ap
p
(
T − pap ·
(a−r)
a
)
[g01,0, X
p−a−1] in indGKZJ2. There-
fore F2 is a quotient of π(p− a− 1, u¯
−1, ωa), as desired. 
Proof of Theorem 4.1. We have
(i) If p ∤ r − a, Proposition 4.3 (i) tells us that Θ¯ss ∼= (F0 ⊕ F2)
ss. By Proposition 4.4, we
have surjections π(a − 2, u¯, ω) ։ F0, and π(p − a − 1, u¯
−1, ωa) ։ F2. Using the fact
that Θ¯ lies in the image of the mod p Local Langlands Correspondence, we deduce that
Θ¯ss ∼= π(a− 2, u¯, ω)ss ⊕ π(p− a− 1, u¯−1, ωa)ss.
(ii) If p | r − a, then Proposition 4.3 (ii) and [BG09, Prop. 3.3] together imply that V¯k,ap
∼=
ind(ωa+12 ) is irreducible.

5. The case a = 1
We now treat the case r ≡ 1 mod (p−1) separately since the computations are more complicated.
Theorem 5.1. Let p ≥ 5, r ≥ 2p and r ≡ 1 mod (p− 1). Assume that v(ap) = 1.
(i) If p ∤ r, then V¯k,ap
∼= ind(ω22).
(ii) If p | r, then V¯ ssk,ap
∼= µλ · ω ⊕ µλ−1 · ω, where λ
2 − cλ+ 1 = 0 with c =
ap
p
−
r − p
ap
∈ F¯p.
Recall that by Proposition 3.3, we have J2 = Vp−2 ⊗D, J1 = V1, and J0 =

Vp−2 ⊗D, if p | r,0, if p ∤ r.
Proposition 5.2. If p ≥ 3, r > 2p and r ≡ 1 mod (p− 1), then F2 = 0. As a consequence,
(i) If p ∤ r, then Θ¯ ∼= F1 is a quotient of ind
G
KZJ1.
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(ii) If p | r, then Θ¯ ∼= U1, and the bottom row of Diagram (3.2) reduces to
0→ F0 → Θ¯→ F1 → 0.
Proof. Consider the function f = f0 ∈ ind
G
KZSym
rQ¯2p given by
f0 =
[
Id,
XY r−1 − 2XpY r−p +X2p−1Y r−2p+1
p
]
.
One checks that T+f0, T
−f0, apf0 are all integral, and that T
+f0 ≡ 0 mod p, apf0 ∈ ind
G
KZV
∗
r and
T−f0 ≡ [α,XY
r−1] mod p. By Lemma 3.4 (iii) and by Γ-linearity, XY r−1 = ( 0 11 0 ) ·X
r−1Y maps
to −Y p−2, under the map W2 ։ J2. So (T − ap)f maps to [α,−Y
p−2] ∈ indGKZJ2. As [α,−Y
p−2]
generates indGKZJ2 as a G-module, we have F2 = 0. 
Proposition 5.3. Let p ≥ 3, r > 2p, r ≡ 1 mod (p− 1) and p | r. Then we have
(i) F1 = 0, and
(ii) F0 is a quotient of
indGKZ(Vp−2 ⊗D)
T 2 − cT + 1
, where c =
ap
p
−
r − p
ap
∈ F¯p.
Proof. (i) Consider the function f = f2 + f1 + f0 ∈ ind
G
KZSym
rQ¯2p given by
f2 =
∑
λ∈F∗p
[
g02,p[λ],
[λ]p−2
ap
· (Y r −Xr−pY p)
]
+
[
g02,0,
1− p
ap
· (XY r−1 −Xr−p+1Y p−1)
]
,
f1 =

g01,0, XpY r−p −XY r−1p + p− 1a2p ·
∑
0<j<r−1
j≡0 mod (p−1)
βjX
r−jY j

 ,
f0 =
[
Id,
1− p
ap
· (Xr −XpY r−p)
]
,
where βj are the integers from Lemma 2.3 (ii). Using the facts that p | r − p and p ≥ 3, we
see that T+f2 and T
−f0 die mod p. We compute that
(5.1) T−f1 − apf0 ≡ [Id,−XY
r−1 − (Xr −XpY r−p)] mod p ≡ [Id, θY r−p−1] mod Xr.
Note that T+f0 + T
−f2 − apf1 is congruent mod p to
g01,0, ∑
0<j<r−1
j≡0 mod (p−1)
p− 1
ap
((
r
j
)
− βj
)
·Xr−jY j +
p− 1
ap
(r − p) ·XY r−1 −
ap
p
· θY r−p−1

 ,
which is integral because v(ap) = 1, p | r − p and each βj ≡
(
r
j
)
mod p. Rearranging the
terms, we can write
T+f0 + T
−f2 − apf1 ≡
[
g01,0, (p− 1)
(
F (X,Y ) +
p− r
ap
· θY r−p−1
)
−
ap
p
· θY r−p−1
]
,
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where F (X,Y ) :=
∑
0<j<r−1
j≡0 mod (p−1)
1
ap
·
((
r
j
)
− βj
)
· Xr−jY j −
p− r
ap
· XpY r−p ∈ V ∗∗r , as it
satisfies the criteria given in [BG15, Lem. 2.3]. Thus inside indGKZP , we have
(5.2) T+f0 + T
−f2 − apf1 ≡
[
g01,0,
(
−
p− r
ap
−
ap
p
)
· θY r−p−1
]
.
Then we compute that T+f1 − apf2 is congruent to∑
λ∈Fp
[
g02,p[λ], (−[λ])
r−p−1(−p+ 1) ·Xr−1Y
]
−
∑
λ∈F∗p
[
g02,p[λ], (−[λ])
p−2(−p+ 1) · (Y r −Xr−pY p)
]
− [g02,0, XY
r−1 −Xr−p+1Y p−1] mod p.
Going modulo Xr and V
∗∗
r , we get
(5.3)
T+f1−apf2 ≡
∑
λ∈F∗p
[
g02,p[λ], (−[λ])
p−2θXr−p−1
]
+
[
g02,0, θY
r−p−1 +
(r − 2p+ 1)
p− 1
· θXr−2p+1Y p−2
]
.
We know θXr−p−1, θY r−p−1 map to 0 ∈ J1 = W1/W0 and θX
r−2p+1Y p−2 maps to
X ∈ J1 = V1, by Lemma 3.4 (ii). By the equations (5.1), (5.2) and (5.3) above, (T − ap)f
is integral and its image in indGKZP lies in ind
G
KZW1 and maps to [g
0
2,0, −X ] ∈ ind
G
KZJ1,
which generates indGKZJ1 over G. Hence F1 = 0.
(ii) Consider the function f = f2 + f1 + f0 ∈ ind
G
KZSym
rQ¯2p given by
f2 =
∑
λ,µ∈Fp
[
g02,p[µ]+[λ],
Y r −Xr−pY p
ap
]
,
f1 =
∑
λ∈Fp

g01,[λ], −1p · (Xr−1Y −Xr−pY p) + p− 1a2p ·
∑
1<j<r
j≡1 mod (p−1)
αjX
r−jY j

 ,
f0 =
[
Id,
1− p
ap
· (Xr−1Y −Xr−pY p)
]
,
where the αj are the integers from Lemma 2.4. We check that T
+f2 and T
−f0 die mod p,
since p | r− p and r ≥ 2p. Next we compute that modulo p and Xr, T
+f0 − apf1 + T
−f2 is
congruent to
∑
λ∈Fp

g01,[λ], (p− 1)(r − p)ap Xr−1Y +
∑
1<j<r
j≡1 mod (p−1)
p− 1
ap
((
r
j
)
− αj
)
·Xr−jY j +
ap
p
· θXr−p−1

 .
Rearranging the terms, we get
T+f0 − apf1 + T
−f2 ≡
∑
λ∈Fp
[
g01,[λ],
(
ap
p
−
r − p
ap
)
θXr−p−1 − F (X,Y )
]
,
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where
F (X,Y ) =
r − p
ap
·Xr−pY p +
∑
1<j<r
j≡1 mod (p−1)
1
ap
((
r
j
)
− αj
)
·Xr−jY j
can be checked to be in V ∗∗r , using [BG15, Lem. 2.3]. Thus in ind
G
KZP , we have
(5.4) T+f0 − apf1 + T
−f2 ≡
∑
λ∈Fp
[
g01,[λ],
(
ap
p
−
r − p
ap
)
θXr−p−1
]
.
We check that T+f1− apf2 ≡
∑
µ,λ∈Fp
[
g02,p[µ]+[λ], −X
r−1Y − (Y r − Y pXr−p)
]
mod p, so
T+f1 − apf2 ≡
∑
µ,λ∈Fp
[
g02,p[µ]+[λ], −θX
r−p−1
]
mod Xr.(5.5)
Finally, we compute
(5.6) T−f1 − apf0 ≡ −apf0 ≡
[
Id,−θXr−p−1
]
mod p.
By Lemma 3.4, the image of θXr−p−1 (in P ) lands inW0 and maps to X
p−2 ∈ J0. Using the
formula for the T operator, and the equations (5.4), (5.5), (5.6), we obtain that (T − ap)f is
integral, and in fact it has the same image in indGKZP as that of −(T
2− cT +1)[Id, Xp−2] ∈
indGKZJ0, where c =
ap
p
−
r − p
ap
∈ F¯p.

Proof of Theorem 5.1. Part (i) follows from Proposition 5.2 (i) and [BG09, Prop. 3.3], at least if
p > 3. If p | r, then Θ¯ is a quotient of
indGKZVp−2 ⊗D
T 2 − cT + 1
, by Propositions 5.2 (ii) and 5.3. Now part
(ii) follows by the mod p semisimple Local Langlands Correspondence. 
6. The case a = 2
This section deals with the remaining case r ≡ 2 mod (p− 1), for r ≥ 2p and p > 3. This case is
special in the sense that there are further complications with the computation. We shall show that
the reduction V¯ ssk,ap depends on the size of the valuation of the quantity
a2p −
(
r
2
)
p2,
which is at least 2, since the slope v(ap) = 1. In fact, we show the reduction is determined according
to the following trichotomy: whether the valuation of this quantity is equal to, greater than or less
than the integer 2 + v(r − 2).
Theorem 6.1. Let p > 3, r ≥ 2p, with r ≡ 2 mod (p− 1). Assume that v(ap) = 1.
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(i) If v(a2p −
(
r
2
)
p2) = 2 + v(r − 2), then
V¯ ssk,ap
∼= µλ · ω
2 ⊕ µλ−1 · ω
where λ =
2
(
a2p −
(
r
2
)
p2
)
(2− r)pap
∈ F¯×p .
(ii) If v(a2p −
(
r
2
)
p2) > 2 + v(r − 2), then V¯k,ap
∼= ind(ω
p+2
2 ).
(iii) If v(a2p −
(
r
2
)
p2) < 2 + v(r − 2), then V¯k,ap
∼= ind(ω32).
Remark 6.2. When a = 2, there are a priori three possibilities for V¯ ssk,ap , if one counts the reducible
cases as one possibility. Remarkably, the theorem shows that all three possibilities do indeed occur.
The first case in the theorem is the generic case: for most r, in fact for r 6≡ 2 mod p, we have
v(r − 2) = 0; furthermore the condition v(a2p −
(
r
2
)
p2) = 2 holds whenever the unit (
ap
p )
2 and the
binomial coefficient
(
r
2
)
have distinct reductions in F¯p.
6.1. Preliminaries. Let us introduce some convenient notation. For x ∈ Q, x non-negative, write
O(px) for an integral function multiplied by a constant with valuation greater than or equal to x.
Throughout this section let us denote
c :=
a2p −
(
r
2
)
p2
pap
,
and set τ = v(c), t = v(2− r) and t0 = min(τ, t).
Lemma 6.3. Let p > 3, and let r ≥ 2p, with r ≡ 2 mod (p− 1). If
χ =
t∑
ℓ=0
aℓp [g
0
ℓ,0, Y
r −Xr−2Y 2],
then
(T − ap)χ = [α, Y
r] + ap[1, X
r−2Y 2] + pt+1hχ +O(p
t0+2),
where hχ is an integral linear combination of terms of the form [g,X
r] and [g,Xr−1Y ], for g ∈ G.
Proof. Write χ =
∑t
l=0 χl, where χl := a
l
p [g
0
l,0, Y
r − Xr−2Y 2], for l ≥ 0. By the formula for the
Hecke operator,
T−χ0 = [α, Y
r] +O(pt0+2) and − apχ0 + T
−χ1 = ap[1, X
r−2Y 2] +O(pt0+2),
as r − 2 > t+ 2 ≥ t0 + 2. Similarly, for 1 ≤ l ≤ t− 1, one computes
T−χl+1 − apχl + T
+χl−1 = p
t+1hl +O(p
t0+2),
where each hl is an integral linear combination of terms of the form [g,X
r−1Y ]. Here we use the facts
that for j ≥ 3, v(pj
(
r
j
)
) ≥ t+3, by Lemma 2.6, and that v(
(
r
2
)
−1) ≥ t, therefore v(p2(
(
r
2
)
−1)) ≥ t+2
and v(a2p − p
2) = v(papc+ p
2(
(
r
2
)
− 1)) ≥ min(τ + 2, t+2) = t0 + 2. Similarly for l = t, we compute
−apχt + T
+χt−1 = p
t+1ht +O(p
t0+2),
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where ht is an integral linear combination of terms of the form [g,X
r−1Y ] and [g, Y r]. Finally
T+χt = p
t+1ht+1 +O(p
t0+2),
where ht+1 is an integral linear combination of terms of the form [g,X
r−1Y ]. Combining all the
equations above, we obtain the lemma, with hχ =
∑t+1
l=1 hl. 
For g ∈ G, set
χg := gχ =
t∑
ℓ=0
aℓp [gg
0
ℓ,0, Y
r −Xr−2Y 2].
By Proposition 3.3 (ii) (b), the JH factors of P are given by J0 = Vp−1⊗D and J2 = Vp−3 ⊗D
2,
and in addition, J1 = V0 ⊗D when r  2p (we set J1 = 0 when r = 2p). Recall that the factors Fi
of Θ¯ are quotients of indGKZJi, for i = 0, 1, 2, as explained in Diagrams (3.1) and (3.2). We now
study each of the factors Fi in turn, starting with F2.
6.2. Study of F2. The following proposition tells us about F2, when t ≤ τ .
Proposition 6.4. Let p > 3, r ≥ 2p, with r ≡ 2 mod (p− 1) and assume v(ap) = 1.
(i) If τ > t, then F2 = 0.
(ii) If τ = t, then F2 is a quotient of π(p− 3, λ
−1, ω2), where λ =
2(a2p −
(
r
2
)
p2)
pap(2− r)
∈ F¯×p .
Proof. Assume t ≤ τ , so t0 = t in Lemma 6.3. Let f = f0 + f∞ ∈ ind
G
KZ Sym
rQ¯2p, with
f0 =
p− 1
pap(2− r)

1, ∑
0<j<r
j≡2 mod (p−1)
(
r
j
)
Xr−jY j +
p(r − 2)
2
Xr−2Y 2

 ,
f∞ =
1
p(2− r)

∑
λ∈F×p
χg0
1,[λ]
+ (1− p)χg01,0

 .
We have T−f0 = O(p). Indeed
T−f0 =
p− 1
pap(2− r)

α, ∑
0<j<r
j≡2 mod (p−1)
(
r
j
)
pr−jXr−jY j

+O(p),
and for all j in the sum, we have r − j ≥ p− 1 ≥ 3, so this is a consequence of Lemma 2.6. Also,
T+f0 =
p− 1
pap(2− r)
( ∑
λ∈F×p

g01,[λ],
r∑
i=0
pi(−[λ])2−i

 ∑
0<j<r
j≡2 mod (p−1)
(
r
j
)(
j
i
)
+
p(r − 2)
2
(
2
i
)Xr−iY i


+

g01,0, ∑
0<j<r
j≡2 mod (p−1)
(
r
j
)
pjXr−jY j +
p3(r − 2)
2
Xr−2Y 2


)
.
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By parts (1) and (2) of Proposition 2.8, we may write
∑
j
(
r
j
)
+ p(r − 2)/2 = pt+2a, and
∑
j j
(
r
j
)
+
p(r− 2) = pt+1b, for some a, b ∈ Zp. Moreover, by part (3) and (4) of the same proposition, we have
p2
∑
j
(
j
2
)(
r
j
)
+ p3(r − 2)/2 = p2
(
r
2
)
/(1 − p) mod pt+3 and pi
∑
j
(
j
i
)(
r
j
)
= 0 mod pt+3, for i ≥ 3.
Here all four sums are over j with 0 < j < r and j ≡ 2 mod (p− 1). Hence, we may write
T+f0 =
p− 1
pap(2− r)
( ∑
λ∈F×p
[
g01,[λ], [λ]
2apt+2Xr − b[λ]pt+2Xr−1Y + p2
(
r
2
)
1− p
Xr−2Y 2
]
+
[
g01,0,
(
r
2
)
p2Xr−2Y 2
])
+O(p),
by Lemma 2.6.
On the other hand, a simple computation shows that
1
p(2− r)

∑
λ∈F×p
[g01,[λ]α, Y
r] + (1− p)[g01,0α, Y
r]

 = p− 1
p(2− r)

1, ∑
0<j<r
j≡2 mod (p−1)
(
r
j
)
Xr−jY j

 ,
so, by Lemma 6.3, we have
(T − ap)f∞ =
p− 1
p(2− r)

1, ∑
0<j<r
j≡2 mod (p−1)
(
r
j
)
Xr−jY j


+
ap
p(2− r)
∑
λ∈F×p
[g01,[λ], X
r−2Y 2] +
ap(1− p)
p(2− r)
[g01,0, X
r−2Y 2] + h+O(p),
where h is an integral linear combination of terms of the form [g,Xr] and [g,Xr−1Y ], for g ∈ G.
Putting everything together we obtain:
(T − ap)f = (T − ap)(f0 + f∞) =
a2p −
(
r
2
)
p2
pap(2− r)
∑
λ∈Fp
[g01,[λ], X
r−2Y 2]−
1
2
[1, Xr−2Y 2] + h′ +O(p),
where h′ is an integral linear combination of elements of the form [g,Xr] and [g,Xr−1Y ], for g ∈ G.
By Lemma 3.4 (iii), for a = 2, we see Xr−1Y and Xr die in J2, and X
r−2Y 2 maps to Xp−3 ∈ J2.
Thus the image of (T − ap)f in ind
G
KZJ2 is
a2p −
(
r
2
)
p2
pap(2− r)
∑
λ∈Fp
[g01,[λ], X
p−3]−
1
2
[1, Xp−3],
which immediately proves both parts of the proposition. 
6.3. Study of F1. Before studying the structure of F1, let us first prove the following useful lemma.
Lemma 6.5. Let p ≥ 3, r ≥ 2p and r ≡ 2 mod (p− 1).
(i) The image of Xr−1Y in P lands in W1 and maps to −
r
2
, under the map W1 ։ J1.
(ii) If p | r, then Xr−1Y ≡ θXr−p−1 mod Xr + V
∗∗
r .
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Proof. By Lemma 3.4 (iii), Xr−1Y maps to 0 ∈ J2, so it lands in W1. The polynomial X
r−1Y −
XY r−1 ≡ θ · (Xr−p−1 + r−2pp−1 · X
r−2pY p−1 + Y r−p−1) mod V ∗∗r and so it maps to −r ∈ J1, by
Lemma 3.4 (ii). As Γ acts by determinant on J1, and as XY
r−1 = ( 0 11 0 ) ·X
r−1Y , we obtain that
Xr−1Y and Y r−1X map to −r/2 and r/2 respectively in J1, proving (i).
If p | r, then Xr−1Y maps to 0 ∈ J1, so in fact it lands in W0 ⊂ P . Now consider the polynomial
F (X,Y ) =
∑
k∈Fp
kp−2(kX + Y )r ∈ Xr. Using the fact p | r, we obtain
F (X,Y ) ≡ −
∑
0≤j≤r
j≡1 mod (p−1)
(
r
j
)
Xr−jY j ≡ −2Xr−pY p +H(X,Y ) mod p,
where H(X,Y ) = 2Xr−pY p −
∑
1<j<r−1
j≡1 mod (p−1)
(
r
j
)
Xr−jY j . One checks that H(X,Y ) ∈ V ∗∗r , using the
criteria given in [BG15, Lem. 2.3]. Thus we have Xr−pY p ∈ Xr + V
∗∗
r , proving (ii). 
Proposition 6.6. Let p ≥ 3, r ≥ 2p, with r ≡ 2 mod (p− 1) and assume v(ap) = 1.
(i) If p | r, then F1 = 0.
(ii) If p ∤ r, then F1 is a proper quotient of π(0, ν, ω), with ν =
rp
2ap
∈ F¯×p .
Proof. Recall that the JH factor J1 = V0 ⊗D of P occurs only when r > 2p. Therefore F1 = 0 for
r = 2p, and we assume r > 2p for the rest of the proof.
If p | r, we consider the function
(6.1) f0 =
[
Id,
Xr−pY p −Xr−2p+1Y 2p−1
ap
]
∈ indGKZSym
rQ¯2p,
and check that T−f0 dies mod p, and that T
+f0 maps to
∑
λ∈F∗p
[
g01,[λ],
p
ap
· θXr−p−1
]
in indGKZP , by
Lemma 6.5 (ii). Clearly T+f0 maps to zero in ind
G
KZJ1. Thus (T − ap)f0 maps to the image of
−apf0 ≡ [Id, −θX
r−2pY p−1] in indGKZJ1, which is [Id,−1] by Lemma 3.4 (ii). As [Id,−1] generates
indGKZJ1 over G, we have F1 = 0.
If p ∤ r, we consider the function f = f0 + f1 ∈ ind
G
KZSym
rQ¯2p, where
f0 =
[
Id, −
r
2ap
· (Xr−1Y − 2Xr−pY p +Xr−2p+1Y 2p−1)
]
,(6.2)
f1 =
[
g01,0,
1
p
· (Xr−1Y −Xr−pY p)
]
.(6.3)
As r > 2p, both T−f0 and T
−f1 die mod p. Then we compute
−apf0 ≡
[
Id,
r
2
· (θXr−p−1 − θXr−2pY p−1)
]
mod p,
T+f0 − apf1 ≡
[
g01,0, −
rp
2ap
·Xr−1Y −
ap
p
· θXr−p−1
]
mod p,
T+f1 ≡
∑
λ∈Fp
[
g02,p[λ], X
r−1Y
]
mod p.
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Clearly (T − ap)f is integral and its image in ind
G
KZJ2 is 0 by Lemma 3.4 (iii). Therefore (T − ap)f
lands in indGKZW1 ⊂ ind
G
KZP . Applying Lemma 3.4 (ii) and Lemma 6.5 (i), we obtain that it maps
to
−
r
2
·

[Id, 1]− [g01,0, rp2ap
]
+
∑
λ∈Fp
[
g02,p[λ], 1
] = − r
2
·
(
T −
rp
2ap
)[
g01,0, 1
]
∈ indGKZJ1.
Since r 6≡ 0 mod p, and as
[
g01,0, 1
]
generates indGKZJ1 over G, the map ind
G
KZJ1 ։ F1 must factor
through π(0, rp2ap , ω).
Since indGKZJ1
∼= (indGKZ F¯p)⊗ (ω ◦det), the elements of ind
G
KZJ1 can be thought of as compactly
supported F¯p-valued functions on the Bruhat-Tits tree of SL2(Qp), with the usual right translation
action of G twisted by ω◦det. Now (T−ap)f1 is integral and maps to −
r
2 ·
∑
λ∈Fp
[g02,p[λ], 1] in ind
G
KZJ1.
Using the definition of the usual sum-of-neighbours action of the Hecke operator on functions on
the tree, or the formula for T given in (2.1), we can see that this function cannot lie in the image of
T − ν, for any ν ∈ F¯×p . This shows that F1 must be a proper quotient of π(0,
rp
2ap
, ω). 
6.4. Study of F0. Recall c := (a
2
p −
(
r
2
)
p2)/pap, τ = v(c), t = v(2− r). We study F0, when τ ≤ t.
Proposition 6.7. Let p ≥ 3, r ≥ 2p, with r ≡ 2 mod (p− 1) and assume v(ap) = 1.
(i) If τ < t, then F0 = 0.
(ii) If τ = t, then F0 is a quotient of π(p− 1, λ, ω), where λ =
2(a2p −
(
r
2
)
p2)
pap(2− r)
∈ F¯×p .
Proof. Let r ≥ 2p. Write r = 2 + n(p − 1)pt, with t ≥ 0 and n ≥ 1, n co-prime to p. We assume
that τ ≤ t.
Since the functions we will define below are slightly more complicated than others that have
occurred so far, we first define some basic ‘building block’ functions. Let
A = [1, Xr−1Y ], B =

1, ∑
1<j<r−1
j≡1 mod (p−1)
(
r − 1
j
)
Xr−jY j

 and C = [1, Xr−pY p].
We set A′ = A− C and B′ = B + (r − 1)C. Also, for g ∈ G, let
Φg = [g,
∑
1<j≤r−1
j≡1 mod (p−1)
(
r
j
)
Xr−jY j + (r − 2)Xr−pY p] and Ψg =
∑
µ∈F×p
[µ]−1χgg0
1,[µ]
,
where χg is defined in Section 6.1.
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Now consider the function f = f0 + f1 + f∞ ∈ ind
G
KZ Sym
rQ¯2p, with
f0 =
1− p
pc
(
A′ +
rp2
2a2p
B′
)
=
1− p
pc
(
A+
rp2
2a2p
B
)
+
p− 1
ap
C,
f1 =
−1
2apc

∑
λ∈F×p
Φg0
1,[λ]
+ (1 − p)Φg01,0

 ,
f∞ =
1
2c

 1
1− p
∑
λ∈F×p
Ψg0
1,[λ]
+Ψg01,0

 .
The equivalent expressions for f0 above come from the identity −1 +
rp2
2a2p
(r − 1) = − cpap .
We now compute (T − ap)f in several simpler steps.
In radius ‘−1’, we have T−A = O(pr−1) and T−B = O(pt+3), by Lemma 2.5, since r− j ≥ p ≥ 5
and T−C = O(pr−p). Since r − 1 ≥ r − p ≥ t + 3, we see T−f0 = O(p
2), and so dies mod p. We
now compute the radius 0 term −apf0 + T
−f1. We have T
−Φg = [gα, rpXY
r−1] + O(pt+3), by
Lemma 2.6, so, for λ ∈ Fp,
T−Φg0
1,[λ]
= rp
[
1,
r−1∑
i=0
(
r − 1
i
)
[λ]r−1−iXr−iY i
]
+O(pt+3),
so
T−f1 =
rp(1− p)
2apc

1, ∑
1≤j<r−1
j≡1 mod (p−1)
(
r − 1
j
)
Xr−jY j

+O(p2).
We obtain that −apf0 + T
−f1 = −[1, X
r−1Y −Xr−pY p] +O(p).
Denote by h∞,1 the part of (T −ap)f∞ that lives in radius 1, and by h∞,2 the part of (T −ap)f∞
that lives in radius 2. Let us now compute the radius 1 term T+f0 − apf1 + h∞,1.
We have
T+A =
∑
λ∈Fp
[g01,[λ],−[λ]X
r + pXr−1Y ], T+C =
∑
λ∈Fp
[g01,[λ],−[λ]X
r] +O(p2),
and
T+B =
∑
λ∈F×p

g01,[λ],−[λ] ∑
1<j<r−1
j≡1 mod (p−1)
(
r − 1
j
)
Xr + p
∑
1<j<r−1
j≡1 mod (p−1)
j
(
r − 1
j
)
Xr−1Y

+O(pt+2),
using the fact that, for i ≥ 2, pi
∑
1<j<r−1
(
r−1
j
)(
j
i
)
= O(pt+2), as follows from part (3) of Proposi-
tion 2.9 (and Lemma 2.5 which shows that the j = r − 1 term is of no consequence). Using parts
(1) and (2) of the same proposition we see that
∑
1<j<r−1
(
r−1
j
)
= 1 − r + npt+1 + O(pt+2) and
p
∑
1<j<r−1 j
(
r−1
j
)
= p2(r − 1)/(1 − p) + O(pt+2). All three sums here are as usual over j ≡ 1
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mod (p− 1). Substituting, we get
T+B =
∑
λ∈F×p
[g01,[λ],−[λ]
(
1− r + npt+1
)
Xr +
p2(r − 1)
1− p
Xr−1Y ] +O(pt+2).
This gives
T+f0 =
1− p
c
[g01,0, X
r−1Y ] +
1
c
∑
λ∈F×p
[g01,[λ], X
r−1Y ] + h+O(p),
where h is an integral linear combination of terms of the form [g,Xr], with g ∈ G. Rewrite this as
T+f0 =
1− p
2c
[
g01,0,
(
r
1
)
Xr−1Y
]
+
1
2c
∑
λ∈F×p
[
g01,[λ],
(
r
1
)
Xr−1Y
]
+
2− r
2c
∑
λ∈Fp
[g01,[λ], X
r−1Y ]+h+O(p).
We also have
−apf1 =
1− p
2c

g01,0, ∑
1<j≤r−1
j≡1 mod (p−1)
(
r
j
)
Xr−jY j

+ 1
2c
∑
λ∈F×p

g01,[λ], ∑
1<j≤r−1
j≡1 mod (p−1)
(
r
j
)
Xr−jY j


−
2− r
2c
∑
λ∈Fp
[g01,[λ], X
r−pY p] +O(p).
So
T+f0−apf1 =
1− p
2c

g01,0, ∑
1≤j≤r−1
j≡1 mod (p−1)
(
r
j
)
Xr−jY j

+ 1
2c
∑
λ∈F×p

g01,[λ], ∑
1≤j≤r−1
j≡1 mod (p−1)
(
r
j
)
Xr−jY j


+
2− r
2c
∑
λ∈Fp
[g01,[λ], X
r−1Y −Xr−pY p] + h+O(p).
We now observe, by Lemma 6.3, that
(T − ap)Ψg = (p− 1)

g, ∑
1≤j≤r−1
j≡1 mod (p−1)
(
r
j
)
Xr−jY j

+ ap ∑
µ∈F×p
[µ]−1[gg01,[µ], X
r−2Y 2] +O(pτ+1),
since t0 = τ . We deduce that
(T−ap)f∞ =
−1
2c

(1− p)

g01,0, ∑
1≤j≤r−1
j≡1 mod (p−1)
(
r
j
)
Xr−jY j

+ ∑
λ∈F×p

g01,[λ], ∑
1≤j≤r−1
j≡1 mod (p−1)
(
r
j
)
Xr−jY j




+
ap
2c

∑
µ∈F×p
[µ]−1[g01,0g
0
1,[µ], X
r−2Y 2] +
1
1− p
∑
λ∈F×p
∑
µ∈F×p
[µ]−1[g01,[λ]g
0
1,[µ], X
r−2Y 2]

+O(p).
Putting everything together, in radius 1 we get that
T+f0 − apf1 + h∞,1 =
2− r
2c
∑
λ∈Fp
[g01,[λ], X
r−1Y −Xr−pY p] + h+O(p).
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Finally, let us compute the radius 2 term T+f1 + h∞,2. We have
T+Φg =
∑
µ∈Fp

gg01,[µ],∑
i≥0
pi
∑
1<j≤r−1
j≡1 mod (p−1)
(−[µ])j−i
(
j
i
)(
r
j
)
Xr−iY i + (r − 2)
p∑
i=0
(−[µ])p−ipi
(
p
i
)
Xr−iY i

 .
Using all parts of Proposition 2.10, and Lemma 2.6 for the µ = 0 terms, we get
T+Φg =
∑
µ∈F×p
[µ]−1
1− p
[
gg01,[µ], p
2
(
r
2
)
Xr−2Y 2
]
+ pt+1h′ +O(pt+2),
where h′ is an integral linear combination of terms of the form [g,Xr], for g ∈ G. So
−1
2apc
T+Φg =
−p2
(
r
2
)
2apc(1− p)
∑
µ∈F×p
[µ]−1[gg01,[µ], X
r−2Y 2] + h′′ +O(p),
where h′′ is an integral linear combination of terms of the form [g,Xr], for g ∈ G. Notice that
−p2(r2)
2apc(1−p)
= −
ap
2c(1−p) +O(p), so finally we get
T+f1 =
−ap
2c

 1
1− p
∑
λ∈F×p
∑
µ∈F×p
[µ]−1[g01,[λ]g
0
1,[µ], X
r−2Y 2] +
∑
µ∈F×p
[µ]−1[g01,0g
0
1,[µ], X
r−2Y 2]

+h′′′+O(p),
where h′′′ is an integral linear combination of terms of the form [g,Xr], for g ∈ G. Thus in radius
2, we get that T+f1 + h∞,2 = h
′′′ +O(p).
So, putting everything together, we see that
(6.4) (T − ap)f =
2− r
2c
∑
λ∈Fp
[g01,[λ], θX
r−p−1]− [1, θXr−p−1] + h′′′′ +O(p),
where h′′′′ is an integral linear combination of terms of the form [g,Xr], for g ∈ G.
Now the term h′′′′ above dies in indGKZP . Moreover, by Lemma 3.4 (i), θX
r−p−1 can be identified
with Xp−1 ∈ J0. So, we see that the image of (T − ap)f in ind
G
KZP lies in ind
G
KZJ0 and is
2− r
2c
∑
λ∈Fp
[g01,[λ], X
p−1]− [1, Xp−1].
This immediately implies both parts of the proposition. 
6.5. Conclusion.
Proof of Theorem 6.1. We apply Proposition 6.4, Proposition 6.6 and Proposition 6.7 to find the
possible structures of F2, F1 and F0 respectively. In each case we obtain a unique possibility
for the semisimplification of Θ¯ and we conclude using the (semisimple) mod p Local Langlands
Correspondence (LLC).
(i) If v(a2p−
(
r
2
)
p2) = v(r−2)+2, then let λ be the reduction mod p of
2(a2p−(
r
2)p
2)
pap(2−r)
, which is in F¯×p .
Then F2 is a quotient of the principal series representation π(p−3, λ
−1, ω2), F1 = 0 if p | r and
is otherwise a quotient of π(0, ν, ω), with ν = rp2ap ∈ F¯
×
p , and F0 is a quotient of π(p− 1, λ, ω).
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Thus none of F0, F1 or F2 can have a supersingular JH factor, and Θ¯ is forced to be reducible
with semisimplification π(p− 1, λ, ω)ss ⊕ π(p− 3, λ−1, ω2).
(ii) If v(a2p −
(
r
2
)
p2) > v(r − 2) + 2, then F2 = 0, F1 = 0 if p | r and is otherwise a quotient of
π(0, ν, ω). Again the mod p LLC forces F1 = 0, and hence Θ¯ ∼= F0 ∼= π(p− 1, 0, ω).
(iii) If v(a2p −
(
r
2
)
p2) < v(r − 2) + 2, then necessarily r ≡ 2 mod p, so F1 is a proper quotient of
π(0, pap , ω), and F0 = 0. Since Θ¯ lies in the image of the mod p LLC, we must have F1 = 0,
and hence Θ¯ ∼= F2 ∼= π(p− 3, 0, ω
2). 
Remark 6.8. In part (i), clearly F2 6= 0. Also, if λ 6=
rp
2ap
, then F0 = π(p − 1, λ, ω) and F1 = 0, as
we will see in Proposition 7.28. If λ = rp2ap , then λ = ±1. In this case, an additional possibility in
part (i) is that F0 = St⊗ (µλ ·ω ◦ det) and F1 = µλ ·ω ◦ det 6= 0, by Proposition 6.6 (ii). This might
explain why it does not seem possible to show that F1 = 0 uniformly in all three parts.
7. Reduction without semisimplification
In this section we investigate more subtle properties of the reduction V¯k,ap . In particular, if the
reduction is reducible and non-split, we wish to describe what type of extension one obtains. We
shall assume throughout that p ≥ 5, except for the last subsection where we allow p = 3.
7.1. Results. In earlier sections we computed the semisimplification V¯ ssk,ap of V¯k,ap , using a par-
ticular lattice. In [Col10], Colmez defined functors (see Section 7.2 for more details) that give
a correspondence between certain G-stable lattices in Πk,ap or its p-adic completion Πˆk,ap with re-
spect to the lattice Θk,ap , and GQp -stable lattices in Vk,ap , in a way that is compatible with reduction
modulo p. So by choosing a suitable lattice Θ′ inside Πˆk,ap we get a lattice inside Vk,ap , which we
denote by V (Θ′), and the reduction of V (Θ′) can be computed from Θ¯′, it is simply V (Θ¯′).
In this section we apply this in order to primarily investigate the following question. Assume
that V
ss
k,ap is isomorphic to ω ⊕ 1 (up to a twist). It is well known, by work of Ribet, that there is
a lattice inside Vk,ap that reduces to a non-split extension of 1 by ω (up to a twist). One can ask
whether this extension is “peu ramifie´e” or “tre`s ramifie´e” in the sense of [Ser87]. The answer does
not depend on the choice of the lattice, which is unique up to homothety. In fact, the extension is
given by a (non-zero) class in H1(GQp , F¯p(ω)) = Q
×
p /(Q
×
p )
p ⊗ F¯p, which has dimension 2 over F¯p,
and changing the basis used to define this cohomology class only changes the class by a (non-zero)
constant. The extensions corresponding to the (non-zero) elements in the line Z×p /(Z
×
p )
p ⊗ F¯p are
called “peu ramifie´e”, whereas the extensions corresponding to the remaining (non-zero) classes are
(by definition) called “tre`s ramifie´e”. In the context of the results proved so far in this paper (see
Sections 4 through 6 and Theorem 1.1), this question arises in exactly two cases:
(1) a = p− 1, p does not divide r + 1 and λ =
ap
p(r+1) = ±1, so
ap
p = ±(r + 1).
(2) a = 2, v(a2p −
(
r
2
)
p2) = 2 + v(r − 2) and u(ap) = ε¯, with ε = ±1, so
ap
p = ε
r
2 or ε(1− r),
where
u(ap) :=
2(a2p −
(
r
2
)
p2)
(2 − r)pap
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is a p-adic unit.
In these cases, the standard lattice Θ = Θk,ap studied in Section 4 (when a = p− 1) and Section 6
(when a = 2) does not always allow us to answer the question. For instance, in the first case V (Θ¯)
is a twist of an extension of ω by 1, and in the second case V (Θ¯) is a split extension when F1 = 0
(see Corollary 7.4).
We can however, study the reduction of certain non-standard lattices, and prove the following
result. To simplify the statement, we introduce the following terminology. Let ε ∈ {±1}. Assume
we are in case (2) above, so that r ≡ 2 mod (p− 1). The question of “peu” or “tre`s ramifie´e” arises
when
ap
p
∈
{
α ∈ Q¯p
∣∣∣ v(α) = 0, v(α− (r
2
)
α−1
)
= v(r − 2),
2(α−
(
r
2
)
α−1)
2− r
= ε¯
}
.
Assume further that r 6≡ 2/3 mod p. It’s easy to see then that this (big) set is a disjoint union of
two sets{
α ∈ Q¯p : v(α) = 0, v(α− εr/2) > v(r − 2)
}
⊔
{
α ∈ Q¯p : v(α) = 0, v(α− ε(1− r)) > v(r − 2)
}
.
The first set is empty if r ≡ 0 mod p and the second is empty if r ≡ 1 mod p.
Definition 7.1. We say that ‘ap is close to εpr/2’ if ap/p is in the first set, and that ‘ap is close to
εp(1− r)’ if ap/p is in the second set.
For ap/p in the big set above, ap is close to εpr/2 if and only if ap/p = εr/2, and similarly, ap is
close to εp(1− r) if and only if ap/p = ε(1− r).
Theorem 7.2 (Theorems 7.17, 7.19 and 7.27). Let p ≥ 5, let r ≥ p+ 1 and assume that v(ap) = 1.
(1) Suppose r ≡ p − 1 mod (p − 1), p does not divide r + 1 and
ap
p(r+1) = ε¯, with ε ∈ {±1}.
Then there exists a lattice L in Vk,ap such that L¯ is a non-split, “peu ramifie´e” extension of
µε by µε · ω.
(2) Suppose that r ≡ 2 mod (p− 1) and r 6≡ 2/3 mod p.
(a) Suppose ap is close to εpr/2, for some ε ∈ {±1}. Then there exists a lattice L in Vk,ap
such that L¯ is a non-split, “peu ramifie´e” extension of µε · ω by µε · ω
2.
(b) Suppose that ap is close to εp(1 − r), for some ε ∈ {±1}. If r ≡ 2 mod p, further
assume that u(ap)− ε is a uniformizer of E = Qp(ap) or that E is unramified over Qp.
(i) If v(u(ap)−ε) < 1, then there exists a lattice L in Vk,ap such that L¯ is a non-split,
“peu ramifie´e” extension of µε · ω by µε · ω
2.
(ii) If v(u(ap)−ε) ≥ 1, then there exists a lattice L in Vk,ap such that L¯ is a non-split,
“tre`s ramifie´e” extension of µε · ω by µε · ω
2.
(iii) Moreover, depending on the choice of ap satisfying ap/p = ε(1− r), all isomor-
phism classes of “tre`s ramifie´e” extensions appear.
The condition r 6≡ 2/3 mod p in part (2) of the theorem ensures that once we fix ε, cases (a) and (b)
above are mutually exclusive. We do not know what happens in case r ≡ 2/3 mod p, although this
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is also a case where the distinction between “peu” and “tre`s ramifie´e” could be made. The technical
conditions imposed when r ≡ 2 mod p in part (2) (b) are used in the proof of Proposition 7.38 (see
also Remark 7.35) and could possibly be removed if one finds a more direct proof of Proposition
7.28.
7.2. Colmez’s Montre´al functor. Let E be a finite extension of Qp, with ring of integers OE and
residue field kE .
We introduce the categories on which Colmez’s functors are defined (see [Col10, Intro., 4.]). We
denote by Reptors(G) the category of OE [G]-modules that are smooth, admissible, of finite length
and have a central character. We denote by RepOE (G) the category of OE [G]-modules Θ that are
complete and separated for the p-adic topology, without p-torsion and such that for all n, Θ/pnΘ
is in Reptors(G). Finally we denote by RepE(G) the category of E[G]-modules Π with a lattice
which is in RepOE (G). Hence objects of RepE(G) are p-adic Banach spaces, and the lattice as in
the definition defines the topology of the Banach space.
Let Π be a p-adic Banach space. Two OE-lattices Θ and Θ
′ in Π are said to be commensurable
if there exists n, m such that pnΘ ⊂ Θ′ ⊂ pmΘ. In this case Θ defines the topology of Π if and only
if Θ′ does. Let Π be in RepE(G) and Θ ⊂ Π be a lattice which is in RepOE (G), then any lattice Θ
′
that is commensurable with Θ and stable by G is also in RepOE (G).
In [Col10], Colmez has defined exact functors, which we all denote by V , that go from these
categories to categories of continuous representations of GQp with coefficients in E or OE . More
precisely V goes from Reptors(G) to torsion OE-representations of finite length, from RepOE (G)
to representations on free OE -modules of finite rank, and from RepE(G) to finite-dimensional E-
representations.
These various functors are compatible: if Π ∈ RepE(G) and Θ is a lattice in Π as in the definition,
then V (Θ) is a lattice in V (Π), and V (Θ¯) = V (Θ) (see [Col10, The´oreme IV.2.14] for the properties
of these functors). Moreover V (Πˆk,ap) = Vk,ap , and V (Θ¯k,ap)
ss = V¯ ssk,ap . We will always consider
lattices in Πˆk,ap that are commensurable with Θˆk,ap , and all the lattices L ⊂ Vk,ap as in Theorem
7.2 are of the form V (Θ′) for such a lattice Θ′ ⊂ Πˆk,ap .
7.3. Preliminaries in characteristic p. We fix a finite field kE of characteristic p. Let St be the
Steinberg representation with coefficients in kE . The definition of St is recalled in §7.3.2 below.
7.3.1. Extensions of π(p− 3, 1, ω) by St.
Proposition 7.3 (Proposition VII.4.22 of [Col10]). Any extension of π(p− 3, 1, ω) by St is split.
Corollary 7.4. If a = 2, u(ap) = ±1 and F1 = 0, then V (Θ¯) is a split extension of µu(ap) · ω by
µu(ap) · ω
2.
Proof. Let us assume for simplicity that u(ap) = 1. It follows from the computations of Section 6
that in this case Θ¯ is an extension of π(p− 3, 1, ω2) by π(p− 1, 1, ω). Hence Θ¯ contains a line L on
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which G acts by ω, and the quotient is an extension of π(p− 3, 1, ω2) by St⊗ω, hence is split. The
functor V takes the line L to zero ([Col10, The´ore`me 0.10]), and so V (Θ¯) = V (Θ¯/L) is split. 
Remark 7.5. The conditions of Corollary 7.4 are fulfilled for example when ap/p = ±(1− r) and r
is not 1 or 2 or 2/3 modulo p.
Remark 7.6. Note that the proof of Proposition 7.3 uses as an intermediate step the fact that if Π
is an extension of π(p− 3, 1, ω) by St, then V (Π) is a split extension of 1 by ω.
7.3.2. Linear forms on St. Let C0(P1(Qp), kE) be the smooth G-representation of locally constant
functions on P1(Qp) with values in kE . Then the Steinberg representation St is the quotient
C0(P1(Qp), kE)/kE of this space by the space of constant functions.
Let A be the subgroup of G that is isomorphic to Q×p , given by the set of (
a 0
0 1 ) ∈ G, a ∈ Q
×
p , and
let i : Q×p → A, a 7→ (
a 0
0 1 ). Let w ∈ G be the element (
0 1
1 0 ).
Let I(1) ⊂ G be the subgroup of K of matrices that are upper triangular and unipotent modulo
p. It is well known that StI(1) is a line. If we view St as C0(P1(Qp), kE)/kE , then St
I(1) is generated
by the image of the characteristic function of Zp.
Lemma 7.7. There exists a non-zero linear form µ : St→ kE which is invariant under the action of
A. The form µ is unique up to multiplication by a scalar. Moreover, µ ◦w = −µ, and µ is non-zero
on StI(1).
Proof. The existence and uniqueness of a non-zero µ which is invariant under the action of A come
from [Col10, Lemme VII.4.16]. Colmez also gives a description of such a linear form: it is a multiple
of the map f 7→ f(0)− f(∞), for f ∈ C0(P1(Qp), kE)/kE , so the other two properties are clear. 
In fact we will use the following variant:
Lemma 7.8. Let m ∈ Z. There exists a non-zero linear form µ : St⊗ωm → ωm which is A-
equivariant. It is unique up to multiplication by a scalar. It satisfies µ ◦ w = (−1)m+1µ, and is
non-zero on (St⊗ωm)I(1).
7.3.3. Extensions of 1 by St. Let H = Homcont(Q
×
p , kE). In [Col10, Para. VII.4.4], Colmez attaches
to any τ in H a representation Eτ of GL2(Qp) with coefficients in kE which is an extension of 1 by
the Steinberg representation St and which is non-split if and only if τ is non-zero. (Note that in
what follows we take Eτ to be the representation that Colmez calls E−τ .) Any object of Reptors(G)
which is a non-split extension of 1 by St with coefficients in kE is isomorphic to some Eτ (The´ore`me
VII.4.18 in [Col10]).
Note that Q×p = µp−1×(1+pZp)×p
Z. As kE is killed by p, we see that for all τ ∈ H , τ(µp−1) = 0.
Hence τ is entirely determined by τ(1+p) and τ(p). Let [τ ] ∈ P1(kE) be the class of (τ(1+p), τ(p)),
when the extension is not split. Then the isomorphism class of Eτ depends only on [τ ].
Let Π be an extension of 1 by St. Here is a method for computing [τ ], following [Col10, VII.4.4]:
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Lemma 7.9. Let Π be an extension of 1 by St. Let µ be as in Lemma 7.7 and e an element of Π
that is not contained in the subrepresentation St. Then either µ(i(1+p)e−e) = µ(i(p)e−e) = 0 and
the extension is split, or Π is isomorphic to Eτ , for τ such that [τ ] = (µ(i(1+p)e−e) : µ(i(p)e−e)).
Note that for all x ∈ Π and g ∈ G, gx − x is in the subrepresentation of Π isomorphic to the
Steinberg representation, so we can indeed apply µ to the given elements.
We use also the following variant:
Lemma 7.10. Let Π be an extension of ωm by St⊗ωm, for some m ∈ Z. Let µ be as in Lemma
7.8 and e an element of Π that is not contained in the subrepresentation St⊗ωm. Then either
µ(i(1 + p)e− e) = µ(i(p)e− e) = 0 and the extension is split, or Π is isomorphic to Eτ ⊗ ω
m, for τ
such that [τ ] = (µ(i(1 + p)e− e) : µ(i(p)e− e)).
7.3.4. Criterion for the extension to be “peu ramifie´e”. Colmez shows that if τ 6= 0, then there exists
a unique non-split extension class of π(p−3, 1, ω) by Eτ which we denote by Πτ ([Col10, Proposition
VII.4.25]).
Then Colmez’s functor attaches to Πτ a Galois representation V (Πτ ) which is a non-split extension
of 1 by ω ([Col10, Proposition VII.4.24]). The description of V (Πτ ) in [Col10, Para. VII.3] gives:
Proposition 7.11. V (Πτ ) is a non-split extension of 1 by ω and it is a “peu ramifie´e” extension if
and only if τ is zero on Z×p , that is, [τ ] = (0 : 1).
Hence:
Proposition 7.12. Suppose that Π is a non-split extension of π(p − 3, 1, ωm+1) by Eτ ⊗ ω
m for
some m ∈ Z and some non-zero τ . Then V (Π) is a non-split extension of ωm by ωm+1, which is
“peu ramifie´e” if [τ ] = (0 : 1) and “tre`s ramifie´e” otherwise.
7.3.5. A special extension. The representation π(0, 1, 1) is a non-split extension of 1 by St. We want
to know to which τ ∈ H it corresponds.
Proposition 7.13. The representation π(0, 1, 1) is isomorphic to the representation Eτ , for τ ∈ H
defined by τ(Z×p ) = 0 and τ(p) = 1, that is, [τ ] = (0 : 1).
Proof. This is the first part of the statement of [Pasˇ15, Lemma 6.18]. 
7.3.6. A preliminary lemma.
Lemma 7.14. Let F be a quotient of indGKZV0, with F
ss ∼= St⊕1. Then F ∼= π(0, 1, 1).
Proof. The Steinberg representation St is known not to be a quotient of indGKZV0. So F is a non-split
extension of the trivial representation by the Steinberg representation, hence is isomorphic to Eτ
for some τ : Q×p → k.
As before, let I(1) ⊂ G be the subgroup of K of matrices that are upper triangular and unipo-
tent modulo p. If indGKZV0 → 1 is a non-zero G-equivariant map, then it induces a surjection
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(indGKZV0)
I(1) → 1. Indeed, (indGKZV0)
I(1) contains the line generated by [1, 1], which generates
indGKZV0 over G, hence has non-zero image by any non-zero G-equivariant map.
Consider now the map indGKZV0 → 1 given by the composition of the maps ind
G
KZV0 → F and
F → 1. Taking I(1)-invariants, we get a map (indGKZV0)
I(1) → 1 that factors through F I(1), so in
particular the map F I(1) → 1 is surjective. It follows from the proof of [Pasˇ15, Lemma 6.18] that
the natural map (Eτ )
I(1) → 1 is surjective if and only if [τ ] = (0 : 1). So F is isomorphic to π(0, 1, 1)
by Proposition 7.13. 
7.4. A lemma on changing lattices. We denote by R = OE the ring of integers of the finite
extension E of Qp. The following lemma is very similar to Proposition VII 4.5 of [Col10], but it is
important for us that M is allowed to be reducible.
Lemma 7.15. Let Θ ∈ RepOE (G) and Π = Θ⊗OE E ∈ RepE(G), with Π irreducible. Suppose that
Θ¯ has a subrepresentation M that is indecomposable. Then there exists an OE [G]-lattice Θ
′ in Π,
commensurable to Θ, such that Θ¯′ is indecomposable and contains M as a subrepresentation.
Proof. The second paragraph of the proof of Proposition VII 4.5 of [Col10] applies without change,
with M playing the role of W1: note that at this point of the proof the fact that W1 is irreducible
does not play a role anymore, only the fact that it is indecomposable. 
Corollary 7.16. Let Θ ⊂ Πˆk,ap be an R[G]-lattice commensurable to Θˆk,ap . Suppose that Θ¯ is an
extension of π(p− 3, 1, ωm+1) by M , where M is an extension of ωm by St⊗ωm, for some m ∈ Z.
If M is non-split and isomorphic to Eτ ⊗ ω
m for [τ ] = (0 : 1), then there exists a lattice Θ′
commensurable to Θ such that V (Θ¯′) is a non-split, “peu ramifie´e” extension of ωm by ωm+1.
If M is non-split and isomorphic to Eτ ⊗ω
m for [τ ] = (1 : x), for some x ∈ kE, then there exists
a lattice Θ′ commensurable to Θ such that V (Θ¯′) is a non-split, “tre`s ramifie´e” extension of ωm by
ωm+1.
Proof. It suffices to apply Lemma 7.15 to Θ, M and then apply Proposition 7.12. 
7.5. The case a = p − 1 and r ≥ 2p − 2 and p does not divide r + 1 and
ap
p(r+1) = ±1. Let
ε =
ap
p(r+1) , so that ε = ±1.
Theorem 7.17. Let p ≥ 5 and r ≥ 2p − 2. Suppose p − 1 divides r, p does not divide r + 1 and
ap/p(r + 1) = ±1. Then, there exists a GL2(Qp)-stable lattice Θ
′ in Πk,ap such that V (Θ¯
′) is a
non-split, “peu ramifie´e” extension of µap/p(r+1) by µap/p(r+1) · ω.
Proof. Without loss of generality, assume that ap/p(r + 1) = 1. Let Θ be the standard lattice, so
it is an OE module for E = Qp(ap). We proved in Section 4 (see Propositions 4.3 and 4.4, with
a = p− 1, u¯ = 1, and the proof of Theorem 4.1) that the reduction of Θ is an extension
0→ F0 → Θ¯→ F2 → 0,
where F0 is isomorphic to π(p − 3, 1, ω) and F2 is isomorphic to π(0, 1, 1). Let π be the projection
Θ → Θ¯ and ̟ be a uniformizer of E. We define a new G-invariant lattice by setting Θ′′ =
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Θ + (1/̟)π−1(F0). Then the inclusion Θ → Θ
′′ induces a map Θ¯ → Θ¯′′, and the kernel of this
map is F0. So Θ¯
′′ has a subrepresentation isomorphic to F2, that is, π(0, 1, 1), and the quotient is
necessarily isomorphic to π(p− 3, 1, ω). So we can apply Corollary 7.16 to the lattice Θ′′, to deduce
the existence of the lattice Θ′ with the desired properties. 
Remark 7.18. Actually in this case the lattice Θ′ can be made entirely explicit. Consider the lattice
Vr = Sym
rZ¯2p + ηSym
r−(p+1)Z¯2p in Sym
rQ¯2p, where η = θ/p. This lattice is stable under the action
of K, as for all γ ∈ K, we have γη ∈ Z¯pη + Sym
p+1Z¯2p. Let Θ
′ be the image of indGKZVr inside
indGKZSym
rQ¯2p/((T − ap)ind
G
KZSym
rQ¯2p) and let Θ¯
′ be its reduction modulo mQ¯p . Then easy but
tedious computations show that V (Θ¯′) is a non-split, “peu ramifie´e” extension of µε by µε · ω.
7.6. The case a = 2 and ap is close to εpr/2 and r is not 2/3 mod p. Let E = Qp(ap), let
R = OE and let mE be its maximal ideal, with uniformizer ̟.
7.6.1. Statement.
Theorem 7.19. Let p ≥ 5 and r ≥ p + 1. Suppose that r ≡ 2 mod (p − 1), r 6≡ 2/3 mod p, and
that ap is close to εpr/2, for ε ∈ {±1}. Then there is a lattice Θ
′ in Πˆk,ap such that V (Θ¯
′) is a “peu
ramifie´e” extension of µε · ω by µε · ω
2.
Note that the condition that ap is close to εpr/2 implies that ap/p 6= ε(1− r), as r 6≡ 2/3 mod p.
It also implies that r 6≡ 0 mod p.
7.6.2. The case r = p + 1. Let us begin with the case r = p + 1. The semisimplification of the
reduction modulo p of Vk,ap is already known in this case by [Bre03b], [Ber10], and is V¯
ss
k,ap
∼=
µλ ·ω
2⊕µλ−1 ·ω, with λ = 2ap/p ∈ F¯
×
p . The distinction between “peu ramifie´e” and “tre`s ramifie´e”
was also studied in an unpublished paper of Berger-Breuil [BB] using (ϕ,Γ)-modules (see also [Vie12]
for a more general result). We give a proof using our methods as this is the smallest weight for which
the distinction between “peu ramifie´e” and “tre`s ramifie´e” arises when v(ap) = 1. We keep the same
notation as in Section 6.
Proposition 7.20. Let λ = 2ap/p. Then F0 = 0, F1 is a quotient of π(0, λ, ω) and F2 is a quotient
of π(p− 3, λ−1, ω2).
Proof. As mentioned, this was computed by Breuil in [Bre03b]. We sketch a proof by the methods
used in Section 6, but the computation is simpler for r = p+ 1 than what was done there. For F0,
we already have J0 = 0 in the filtration of P , for r = p+ 1. For F1, compute (T −ap)[Id, (1/p)θ] and
observe that θ ≡ 2XpY ≡ −2XY p mod Xp+1. For F2, compute (T−ap)(
∑
λ[g
0
1,[λ], (1/p)(X
p−1Y 2−
Y p+1]). 
Corollary 7.21. Θ¯p+3,ap is an extension of π(p− 3, λ
−1, ω2) by π(0, λ, ω) and V¯ ssp+3,ap ≃ µλ · ω
2 ⊕
µλ−1 · ω, for λ = 2ap/p.
Theorem 7.22. Let p ≥ 5 and r = p+ 1. Suppose that ap/p = ±1/2, so that λ = ±1. Then there
exists a lattice Θ′ in Πˆp+3,ap such that V (Θ¯
′) is a “peu ramifie´e” extension of µλ−1 · ω by µλ · ω
2.
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Proof. By twisting, we may assume λ = 1. The theorem then follows from Corollary 7.16, Proposi-
tion 7.13 and the previous corollary. 
Remark 7.23. Actually, as the referee pointed out to us, in Theorem 7.22 we can simply take for
Θ′ the standard lattice Θ. Indeed, we already know that Θ¯ is an extension of π(p − 3, λ−1, ω2) by
π(0, λ, ω) and we need only see that the extension is non-split. This can be deduced from the fact
that Θ¯ is a quotient of indGKZ Vp+1/V2, and Vp+1/V2 is a non-split extension of Vp−3⊗D
2 by V0⊗D.
7.6.3. The case r > p + 1. Now we will generalize the theorem above to the cases r > p + 1. For
simplicity, we shall assume ap/p = +r/2 ∈ kE since the proof in the case ap/p = −r/2 is identical.
Recall that the conditions v(ap) = 1 and ap/p = r/2 together imply that r 6≡ 0 mod p.
Recall that when a = 2, the submodule W1 ∼= V
∗
r /V
∗∗
r = J0 ⊕ J1 ⊂ P , where J0 = Vp−1 ⊗D and
J1 = V0 ⊗D. The image of ind
G
KZW1 in Θ¯k,ap was denoted by U1.
Let F ′1 be the image in U1 of the submodule ind
G
KZJ1 of ind
G
KZ W1. Then F
′
0 := U1/F
′
1 is a
quotient of indGKZJ0 and we have a diagram similar to Diagram (3.2):
0 // indGKZJ1


// indGKZW1


// indGKZJ0


// 0
0 // F ′1 // U1 // F
′
0
// 0.
(7.1)
Proposition 7.24. Suppose that r ≡ 2 mod (p − 1) and that v(a2p −
(
r
2
)
p2) = 2 + v(r − 2). Let
λ ∈ F¯×p be the reduction mod p of
2(a2p−(
r
2)p
2)
pap(2−r)
. Suppose that ap/p is not equal to λ(1 − r). Then
F ′0 = 0.
Note that F0 6= 0, by Remark 6.8, so F0 and F
′
0 do not always coincide, although each occurs as
a common factor in both indGKZJ0 and U1.
In order to prove the proposition, we need a few lemmas.
Lemma 7.25. Let p ≥ 3, r ≥ 2p, with r ≡ 2 mod (p − 1). Then the image of F (X,Y ) =
Xr−1Y +
r
2
·θXr−2pY p−1−
r
2
·θY r−p−1 in P lands in W0(∼= J0 ⊂ P ) and it maps to
2− r
2
·Xp−1 ∈ J0.
Proof. Using Lemma 3.4 and Lemma 6.5 (i), we get that F (X,Y ) maps to 0 ∈ J2, and it maps
to − r2 +
r
2 + 0 = 0 ∈ J1. Therefore its image in P lands in W0, as claimed. To find its image in
J0 = Vp−1 ⊗D, we rewrite F (X,Y ) modulo Xr + V
∗∗
r as follows:
F (X,Y ) ≡ Xr−1Y +
r
2
· θXr−2pY p−1 −
r
2
· θY r−p−1 +
1
2
·
∑
k∈Fp
kp−2(kX + Y )r mod Xr
≡
r
2
· θXr−2pY p−1 −
r
2
· θY r−p−1 +Xr−1Y −
1
2
·
∑
0≤j≤r
j≡1 mod (p−1)
(
r
j
)
Xr−jY j mod p.
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The last polynomial is divisible by θ, since, by Lemma 2.3 (i), the sum of its coefficients is 0. Writing
it as an element in θVr−p−1 = V
∗
r , we must have
F (X,Y ) ≡ θ ·
((
−
r
2
+
r
2
)
Y r−p−1 +
(
1−
r
2
)
Xr−p−1 + c ·Xr−2pY p−1
)
mod Xr + V
∗∗
r ,
for some c ∈ Fp. We already know that F (X,Y ) maps to 0 ∈ J1, so c = 0 ∈ Fp, by Lemma 3.4 (ii).
Now the result follows by Lemma 3.4 (i) applied to the right hand side of the congruence above. 
Lemma 7.26. For r > 2p, the projection Pr :W1 ∼= V
∗
r /V
∗∗
r ։ J0 = Vp−1⊗D takes the polynomials
θXs, θY s and θXr−2pY p−1 to Xp−1, Y p−1 and Xp−1 + Y p−1 respectively, where s = r − p − 1.
Moreover, the image of Xr−1Y in P lands in W1 and it projects to (1 − r) ·X
p−1 ∈ J0.
Proof. The image of θXs is Xp−1, Lemma 3.4 (i). The image of θY s is then obtained by applying
the matrix w = ( 0 11 0 ) to it and by using Γ-linearity of Pr. The image of θX
r−2pY p−1 under Pr can
be calculated using the action of w, the diagonal matrices and the unipotent matrices of Γ, on the
polynomial θXr−2pY p−1, and is left as an exercise.
The polynomial H(X,Y ) := Xr−1Y +
r
2
· θXr−2pY p−1 −
r
2
· θY s −
2− r
2
· θXs ∈ Vr maps to 0
in P , by Lemma 7.25 and Lemma 3.4 (i). Therefore using the previous calculations we obtain
Pr(Xr−1Y ) = −
r
2
· (Xp−1 + Y p−1) +
r
2
· Y p−1 +
2− r
2
·Xp−1 = (1− r) ·Xp−1.

Proof of Proposition 7.24. We consider the function f =
[
Id, 1p · θX
s
]
∈ indGKZ Sym
rQ¯2p and com-
pute that (T − ap)f is integral and reduces to −
[
Id,
ap
p · θX
s
]
+
∑
λ∈Fp
[
g01,[λ], X
r−1Y
]
mod p, which
further maps to −
[
Id,
ap
p ·X
p−1
]
+
∑
λ∈Fp
[
g01,[λ], (1− r) ·X
p−1
]
in indGKZJ0, by Lemma 7.26.
This shows that F ′0 = 0, when r ≡ 1 mod p. Suppose now that r 6≡ 1 mod p. Then F
′
0 is a
quotient of π(p − 1,
ap
p(1−r) , ω). It follows from the proof of Theorem 6.1 (i) that the JH factors of
U1 are the same as the JH factors of π(p− 1, λ, ω). But we have assumed that λ is not equal to the
reduction mod p of
ap
p(1−r) , so π(p− 1, λ, ω) and π(p− 1,
ap
p(1−r) , ω) have no common JH factor. So
F ′0 = 0. 
Proof of Theorem 7.19. Consider the subrepresentation U1 of Θ¯k,ap . Its JH factors are those of
π(p − 1, 1, ω), that is ω and St ◦ω. Consider its subrepresentation F ′1 and quotient F
′
0 = U1/F
′
1 as
above. We are in a situation where Proposition 7.24 applies, as we remarked after the statement
of Theorem 7.19. So U1 = F
′
1 is a quotient of ind
G
KZ(V0 ⊗ D). This forces U1 to be π(0, 1, ω), by
Lemma 7.14. The theorem now follows from Corollary 7.16 and Proposition 7.13, since Θ¯k,ap is an
extension of π(p− 3, 1, ω2) by U1. 
7.7. The case a = 2 and r ≥ 2p and ap is close to εp(1− r) and r is not 2/3 modulo p. Let
E = Qp(ap), let R = OE and let mE be its maximal ideal, with uniformizer ̟.
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7.7.1. Statement.
Theorem 7.27. Let p ≥ 5 and r ≥ 2p. Suppose that r ≡ 2 mod (p − 1), r 6≡ 2/3 modulo p, and
that ap is close to εp(1 − r), for ε ∈ {±1}. Let u = u(ap) =
2(a2p−(
r
2)p
2)
pap(2−r)
. If r ≡ 2 mod p, assume
further that either E is unramified over Qp or u− ε is a uniformizer of E.
(1) If v(u − ε) < 1, then there exists a lattice Θ′ in Πˆk,ap such that V (Θ¯
′) is a “peu ramifie´e”
extension of µε · ω by µε · ω
2.
(2) If v(u − ε) ≥ 1, then there exists a lattice Θ′ in Πˆk,ap such that V (Θ¯
′) is a “tre`s ramifie´e”
extension of µε · ω by µε · ω
2.
(3) Moreover, for a fixed r 6≡ 1 mod p, all isomorphism classes of “tre`s ramifie´e” extensions
appear depending on the choice of ap.
Note that the condition that ap is close to εp(1− r) implies that u(ap) = ε¯ 6= rp/2ap, as r 6≡ 2/3
mod p. It also implies r 6≡ 1 mod p.
Under the conditions of the theorem, we have that F1 = 0, by the following proposition.
Proposition 7.28. Suppose that v(a2p −
(
r
2
)
p2) = 2 + v(r − 2). If λ =
2(a2p−(
r
2)p2)
pap(2−r)
6= rp/2ap, then
F1 = 0.
Proof. Recall that F1 is a proper quotient of π(0, rp/2ap, ω), by Proposition 6.6, and we can assume
that p does not divide r.
If rp/2ap 6= ±1, then π(0, rp/2ap, ω) is irreducible, and so F1 = 0.
In general (allowing rp/2ap to be ±1), by the mod p LLC, we know that the JH factors of F0, F1
and F2 are contained in the JH factors of π(p − 1, λ, ω) and π(p − 3, λ
−1, ω2). As λ 6= rp/2ap, the
JH factors of π(0, rp/2ap, ω) are not contained in this set and so F1 = 0. 
Remark 7.29. The final paragraph of the proof of Proposition 7.28 does not make any distinction
between whether rp/2ap = ±1 or not. However, it will be useful later to know that if rp/2ap 6= ±1,
then we can prove F1 = 0 without using the mod p LLC and solely by computing explicit elements
in the kernel of the map indGKZ Vr → Θ¯k,ap ; see Remark 7.35. This is why we have separately
mentioned the proof given in the second paragraph above.
For the rest of this section, fix ap, r and u = u(ap), as in the hypotheses of Theorem 7.27. We
suppose also that ε = 1 (and so ap/p = 1 − r) to simplify notation, since the proof in the case that
ε = −1 is identical.
We define an element δ ∈ R as follows:
δ =

u− 1 if v(u − 1) < 1,p if v(u − 1) ≥ 1.
Note that δ is a uniformizer of E if and only if either u− 1 is a uniformizer of E or E is unramified.
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7.7.2. Comparing lattices for different values of ap. In this subsection (and only in this subsection),
we make the assumption that r 6≡ 2 mod p.
Let Λ = indGKZ Sym
rR2. Let Θ be the standard lattice for ap and let Θ
0
R be the standard lattice
when we take a0p = p(1− r) ∈ Zp ⊂ R for the value of ap, thought of as an R-lattice. Then:
Proposition 7.30. Θ⊗R
R
(δ) and Θ
0
R ⊗R
R
(δ) are isomorphic as R[G]-modules.
Let M = (T − ap)(Λ ⊗R E) ∩ Λ and M0 = (T − a
0
p)(Λ ⊗R E) ∩ Λ. We have that Θ ⊗R R/(δ) =
Λ/(M + δΛ) and Θ0R⊗RR/(δ) = Λ/(M0+ δΛ) as representations of G, so to prove Proposition 7.30
it is enough to prove the following result:
Proposition 7.31. M + δΛ =M0 + δΛ.
In order to prove this proposition, we introduce the submodule M ′ of M generated over R[G] by
all the functions of the form (T−ap)f that we used to compute V¯
ss
k,ap
in the proofs of Propositions 6.7,
6.6 and 6.4. To be more precise, M ′ is generated by the integral functions (T − ap)f introduced in
the proofs of these propositions, and also the functions f used in [BG09, Rem. 4.4] to show that Xr
and V ∗∗r do not contribute to Θ¯.
Let M ′0 be the analogous R[G]-submodule of M0 generated by the integral functions (T − a
0
p)f
0,
for the rational functions f0 as above defined using a0p = p(1− r). We have:
Lemma 7.32. M ′ + δΛ =M ′0 + δΛ.
Proof. It is enough to show that the various functions (T − ap)f and (T − a
0
p)f
0 used to define M ′
and M ′0 are same modulo δΛ.
The functions (T − ap)f and (T − a
0
p)f
0 used to show that V ∗∗r and Xr do not contribute to Θ¯
and Θ¯0R respectively, are the same even up to pΛ. Next, the identity
u− 1 =
2
2− r
·
p
ap
(
ap
p
−
r
2
)(
ap
p
− (1− r)
)
implies the equality of valuations v(u − 1) = v
(
ap
p − (1− r)
)
, as the other factors are units by the
hypotheses v(ap) = 1, r 6≡ 2 mod p and ap/p 6= ±r/2 ∈ F¯p. Using the definition of δ, it follows that
v
(
ap
p
−
a0p
p
)
= v
(
p
ap
−
p
a0p
)
= v(u − 1) ≥ v(δ).
Using this, one checks case by case that for each of the functions f and f0 used to define M ′ and
M ′0 respectively, the integral functions (T − ap)f and (T − a
0
p)f
0 are the same modulo δΛ. 
Remark 7.33. The lemma also holds for r ≡ 2 mod p, since ap/p is close to 1 − r implies that we
may replace the inequality above with v(
ap
p −
a0p
p ) = v(u − 1) + v(2 − r) ≥ v(δ).
Lemma 7.34. M ′ +̟Λ =M +̟Λ and M ′0 +̟Λ =M0 +̟Λ.
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Proof. Since M ′ ⊂M , there is a G-equivariant surjection Λ/(M ′+̟Λ)→ Λ/(M +̟Λ). This map
is in fact an isomorphism. Indeed, looking back at Section 6, we see that we effectively computed a
list of possible JH factors in Λ/(M ′ + ̟Λ), that is, we computed the set S = JH(Λ/(M ′ + ̟Λ)).
More precisely, Propositions 6.4, 6.7 and (part of) 7.28 show that S = {ω, St⊗ω, π(p − 3, 1, ω2)}.
The surjection above implies that JH(Λ/(M +̟Λ)) ⊂ S. However, considerations about the mod p
LLC show that JH(Λ/(M +̟Λ)) = S, and so we have JH(Λ/(M ′+̟Λ)) = S = JH(Λ/(M +̟Λ)).
Hence the kernel of the map above is zero, so M ′ +̟Λ =M +̟Λ.
The same reasoning applies to M0 and M
′
0. 
Remark 7.35. It is in the proof of this lemma that we use the additional condition r 6≡ 2 mod p.
Indeed, as r 6≡ 2/3 mod p, we have rp/2ap 6= ±1 if and only if r 6≡ 2 mod p, and we can use the
second paragraph in the proof of Proposition 7.28. When r ≡ 2 mod p, JH(Λ/(M + ̟Λ)) ⊂ S,
but we do not have equality. Indeed, in this case we have rp2ap =
1
1−r = −1 and Proposition 7.28
is proved using the mod p LLC and so does not give information about M ′. Propositions 6.4, 6.7
and 6.6 do show that the set S = JH(Λ/(M ′ + ̟Λ)) = {ω, St⊗ω, ω ⊗ µ−1, π(p − 3, 1, ω
2)}, as
λ = ε¯ = 1. However, considerations about the image of the mod p LLC show that necessarily
JH(Λ/(M +̟Λ)) = {St⊗ω, ω, π(p− 3, 1, ω2)} 6= S.
We now remark thatM andM0 are saturated, that is, if z ∈ Λ is such that ̟z ∈M , then z ∈M .
We then deduce from Lemma 7.36 below, applied to (Λ,M,M ′) and (Λ,M0,M
′
0), thatM
′+δΛ =
M+δΛ andM ′0+δΛ =M0+δΛ, henceM+δΛ =M0+δΛ, which completes the proof of Proposition
7.31.
Lemma 7.36. Let Λ be a free R-module, M ⊂ Λ a saturated submodule, and M ′ ⊂M a submodule
such that M +̟Λ =M ′ +̟Λ. Then M +̟nΛ =M ′ +̟nΛ, for all n ≥ 1.
Proof. We reason by induction on n. Suppose that M +̟nΛ =M ′+̟nΛ. Let x ∈M . There exist
y ∈ M ′ and z ∈ Λ with x = y +̟nz. Then ̟nz ∈ M , hence z ∈ M , as M is saturated. So there
exist y′ ∈M ′ and z′ ∈ Λ, with z = y′ +̟z′. Then x = (y +̟ny′) +̟n+1z′ ∈M ′ +̟n+1Λ. 
Note that in the course of proving Proposition 7.31 we have also proved:
Corollary 7.37. M +̟Λ =M0 +̟Λ, and hence Θ¯ is isomorphic to Θ¯
0
R.
7.7.3. Study of the standard lattice. We allow again the case r ≡ 2 mod p.
Let Θ = Θk,ap ⊂ Πk,ap be the standard lattice, and let Θˆ ⊂ Πˆk,ap be its completion. Let
Λ = indGKZ Sym
rR2.
As F1 = 0, by Proposition 7.28, we know that Θ¯ is an extension of π(p−3, 1, ω
2) by π(p−1, 1, ω).
Hence we have a filtration of Θ¯ with successive quotients ω, St⊗ω and π(p− 3, 1, ω2). We want to
lift this filtration to Θˆ.
Let Λ0 = indGKZSym
rZ2p and let Θ
0 be the standard lattice defined over Zp, for a
0
p = p(1−r) ∈ Zp.
Thus Θ0R = Θ
0 ⊗Zp R. Let B1 be the set with one element which is the image of [Id, θX
r−p−1] +
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[α, θY r−p−1] in Θ¯0, so that the line L in Θ¯0 generated by B1 is the line on which G acts by ω. Let B2
be a free family of elements of Θ¯0 such that B1∪B2 generate the subrepresentation π(p−1, 1, ω). Let
B3 be a free family of elements of Θ¯
0 such that B1∪B2∪B3 is a basis of Θ¯
0, and moreover the image
of B3 in Θ¯
0/L generates the subrepresentation of Θ¯0/L isomorphic to π(p−3, 1, ω2), which is possible
as Θ¯0/L is a split extension of π(p− 3, 1, ω2) by St⊗ω, by Proposition 7.3. We lift each Bi to a free
family B′i in Λ
0, taking B′1 to be the singleton set with the element [Id, θX
r−p−1] + [α, θY r−p−1].
For Θˆ coming from any ap, we now take Si to be the closure of the free R-submodule generated
by the image of B′i inside Θˆ, under the composition of maps Λ
0 → Λ→ Θˆ. By construction, we have
a decomposition of kE-vector spaces Θ¯ ∼= (Θ¯
0⊗Fp kE) = S¯1⊕ S¯2⊕ S¯3 (the first equality is Corollary
7.37), with S¯1 = L ⊗Fp kE the line on which G acts by ω and S¯1 ⊕ S¯2 is the subrepresentation
isomorphic to π(p− 1, 1, ω). In particular, Θˆ = S1 ⊕ S2 ⊕ S3. We set M1 = S1 and M2 = S1 ⊕ S2.
Let M¯i be their reductions modulo mE , for i = 1, 2. The sequence of R-modules 0 ⊂M1 ⊂M2 ⊂ Θˆ
lifts the filtration of Θ¯.
For 1 ≤ i, j ≤ 3, we define functions ai,j : G→ Hom(Si, Sj) so that, for all g ∈ G and x ∈ Si, we
have gx = ai,1(g)(x) + ai,2(g)(x) + ai,3(g)(x). If j > i, then we have ai,j(g) ∈ mEHom(Si, Sj), for
all g ∈ G. Moreover, by the choice of B3, we have a3,2(g) ∈ mEHom(S3, S2), for all g ∈ G.
Proposition 7.38. We have:
(1) a1,2(g) ∈ δHom(S1, S2), for all g ∈ G.
(2) a3,2(g) ∈ δHom(S3, S2), for all g ∈ G.
Proof. If δ is a uniformizer of E, both results follow from the remarks just before the statement of
the proposition.
Now suppose that δ is not a uniformizer of E. In particular, by the hypotheses of Theorem 7.27,
we have r 6≡ 2 mod p and we can use the results from Section 7.7.2.
Let us denote by a superscript 0 all the analogous constructions with a0p = p(1− r). So E
0 = Qp,
δ0 = p is a uniformizer of E0, S0i is the subspace of Θˆ
0 defined as before. Hence we get that
a01,2(g) ∈ pHom(S
0
1 , S
0
2), for all g ∈ G, and a3,2(g) ∈ pHom(S
0
3 , S
0
2), for all g ∈ G.
We consider now Θˆ0R = Θˆ
0⊗Zp R and let S
0
i,R be the closure of the image of S
0
i in Θˆ
0
R. Then S
0
i,R
is the closure of the R-submodule generated by the image of the elements of B′i inside Θˆ
0
R.
Then we can also define elements a0i,j,R(g) ∈ Hom(S
0
i,R, S
0
j,R) which come from the elements
a0i,j(g) ∈ Hom(S
0
i , S
0
j ) by R-linearity. In particular, a
0
i,j,R(g) ∈ pHom(S
0
i,R, S
0
j,R) if j = 2 and i = 1
or i = 3.
By Proposition 7.30, there is an isomorphism of R[G]-modules ψ : Θˆ0R/(δ) → Θˆ/(δ). By the
construction of the submodules Si of Θˆ, we have that ψ induces an isomorphism between S
0
i,R/(δ)
and Si/(δ). Indeed, if M and M0 are as defined just after the statement of Proposition 7.30, then
both spaces arise from the R-module generated by the image of the elements in B′i in Λ/(M0+δΛ) =
Λ/(M + δΛ).
In particular, if b′ is an element of B′i, b is its image in Θˆ and b
0 is its image in Θˆ0R, then ai,j(g)(b)
modulo δ is the image by ψ of a0i,j,R(g)(b
0) modulo δ. When j = 2 and i = 1 or 3, we know that
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a0i,j,R(g)(b
0) is in pS0j,R, so it is also in δS
0
j,R, so a
0
i,j,R(g)(b
0) = 0 modulo δ, so ai,j(g)(b) = 0 modulo
δ. Thus a1,2(g) and a3,2(g) are the zero functions modulo δ. 
7.7.4. Changing the lattice. Let S′1 = δS2, S
′
2 = S1, S
′
3 = S3. Let Θ
′ = S′1 ⊕ S
′
2 ⊕ S
′
3, so Θ
′ is
complete, and let M ′1 = S
′
1 and M
′
2 = S
′
1 ⊕ S
′
2, so that 0 ⊂ M
′
1 ⊂ M
′
2 ⊂ Θ
′ is a filtration of
R-modules. Note that M ′2 does not depend on the choice of S2, since M
′
2 = δM2 + S1.
Proposition 7.39. The lattice Θ′ is stable under the action of G. Moreover, Θ¯′ has a filtration
0 ⊂ M¯ ′1 ⊂ M¯
′
2 ⊂ Θ¯
′ with successive JH factors isomorphic to St⊗ω, ω and π(p− 3, 1, ω2).
Proof. The first statement follows from Proposition 7.38. Note that M ′1 is not G-stable, but that
M¯ ′1 is, since M¯
′
1 = δS2/̟δS2
∼= S¯2 = M2/M1 ∼= M¯2/M¯1 ∼= St⊗ω. Now M
′
2/M
′
1
∼= S1 ∼= M1, so
its reduction is S¯1 = ω. Finally, Θ
′/M ′2
∼= S3 ∼= Θ/M2 and its reduction must be the remaining JH
factor π(p− 3, 1, ω2). 
Using Corollary 7.16, we now have to study M¯ ′2 ⊂ Θ¯
′ which is an extension of ω by St⊗ω: we
must see if it is non-split and compute a τ such that it is isomorphic to Eτ ⊗ ω (note that the fact
that it is non-split will follow from the computation of τ).
7.7.5. Computations in the new lattice. Let Λ = indGKZ Sym
rR2 as before and let π : Λ→ Πˆk,ap , so
that π(Λ) = Θ. We also denote by π¯ the usual map Λ→ Θ¯. If x ∈ Λ satisfies π(x) ∈ Θ′, denote by
ψ(x) its image in Θ¯′. Let N ∼= St⊗ω be the image of M ′1 = S
′
1, or equivalently of δM2, in Θ¯
′, and
let M be the image of M ′2 in Θ¯
′.
Lemma 7.40. We have p2Λ and p ker π¯ are contained in kerψ. If v(δ) < 1, then so is pΛ. Moreover,
δS1 and δS3 also die in Θ¯
′.
Proof. By the construction of Θ′, we have π(δΛ) = δΘ ⊂ Θ′. So if t ∈ R, with v(t) > v(δ), then
tΛ ⊂ kerψ. The statement about δS1 and δS3 follows from the construction of Θ
′. 
In particular:
Lemma 7.41. Let F , F ′ be elements of SymrR2 such that the image of F −F ′ in Vr is in Xr+V
∗∗
r .
Then ψ([g, pF ]) = ψ([g, pF ′]), for all g ∈ G.
Proof. The hypothesis implies that [g, F − F ′] ∈ ker π¯. Now apply the previous lemma. 
Lemma 7.42. Let F ∈ SymrR2 be such that its image in Vr lies in Xr +V
∗∗
r . Then, for all g ∈ G,
[g, F ] ∈ kerπ + pΛ. In particular, π([g, F ]) ∈ Θ′ and if v(δ) < 1, then ψ([g, F ]) = 0.
Proof. This follows from the computations described in [BG09, Rem. 4.4], showing that the map
indGKZ Vr → Θ¯ factors through ind
G
KZ P . These are recalled in the proof of the next lemma, so we
omit the proof. 
Lemma 7.43. Let F ∈ SymrZ2p be such that its image in Vr lies in Xr + V
∗∗
r . Then, for all
g ∈ G, [g, F ] is in kerψ + pΛ0. More precisely, there is a z ∈ Λ0, independent of ap, such that
[g, F ] + pz ∈ kerψ.
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Proof. LetM be the Zp[K]-submodule of Sym
rZ2p generated by X
r and θ2Symr−2(p+1)Z2p. Then the
reduction of F modulo p lies in Xr+V
∗∗
r , the image of M in Vr . So F lies in the sumM +pSym
rZ2p
and [g, F ] lies in the sum of the Zp[G]-submodule generated by [Id,M ] and pΛ
0.
Hence, it is enough to show that [α, Y r] and [1, θ2F ′(X,Y )], for F ′(X,Y ) ∈ Symr−2p−2Z2p, are
in kerψ + pΛ0, as this last module is G-stable. To do this we recall the computations described in
[BG09, Rem. 4.4] of (T − ap)f used to show that ind
G
KZ Xr and ind
G
KZ V
∗∗
r go to zero under the
map indGKZ Vr → Θ¯. Indeed, computing (T − ap)f ∈ kerπ ⊂ kerψ, for f = [Id, (θ/X)Y
r−p], we
see that [α, Y r] ∈ kerπ + pΛ0 + apΛ
0 ⊂ kerπ + pΛ0 + pmEΛ ⊂ pΛ
0 + kerψ, since ap ≡ p(1 − r)
mod pmE, and both kerπ and p ker π¯ are in kerψ (cf. Lemma 7.40). Similarly, computing (T −ap)f ,
for f = [Id, (1/ap)θ
2F ′], we get [Id, θ2F ′] ∈ kerπ+ p(p/ap)Λ
0 ⊂ kerπ + pΛ0 + pmEΛ ⊂ kerψ + pΛ
0,
since p/ap ≡ 1/(1− r) mod mE .
The argument above shows that, up to kerψ, each of the functions [α, Y r] and [Id, θ2F ′] is of the
form −pz, for some z ∈ Λ0, and that z is independent of ap (it only depends on ap/p mod mE ,
which is fixed to be (1− r) in our case). 
We also have:
Lemma 7.44. ψ(δΛ) ⊂ N .
Proof. Let z be an element of Λ. Then π(z) is an element of Θˆ. Write it as π(z) = s1+ s2+ s3, with
si ∈ Si. Then the δsi and hence π(δz) are in Θ
′, and ψ(δz) is the sum of the reductions of the δsi,
for i = 1, 2, 3. But δS1 and δS3 die in Θ¯
′, by Lemma 7.40. Thus ψ(δz) is equal to the reduction of
δs2 ∈ S
′
1, which by definition, lies in N . 
7.7.6. A linear form on N . M is an extension of ω by N = St⊗ω, so it is of the form Eτ ⊗ ω for
some τ . We need to compute τ in order to see if the extension given by V (Θ¯′) is “peu ramifie´e” or
“tre`s ramifie´e”.
We fix µ a linear form on N as in Lemma 7.8. Recall that the element Xp−1 ∈ J0 = Vp−1 ⊗D
corresponds to the image of θXs in P , for s = r − p − 1, by Lemma 3.4 (i). Thus the image of
[Id, θXs] generates F0 = M¯2 = π(p − 1, 1, ω) inside Θ¯. By Lemma 7.44, the image of δΛ in Θ¯
′ lies
in the subrepresentation N of M . In fact, N is the image of δM2 in Θ¯
′, so it is generated as a
G-representation by the image of [Id, δθXs]. The image of [Id, δθXs] actually lies in N I(1), as we
can easily check, and it is non-zero since it generates N . So by the properties of µ, we know that
µ([Id, δθXs]) 6= 0. We normalize µ by setting µ([Id, δθXs]) = 1. As w[Id, δθXs] = −[Id, δθY s] we see
that µ([Id, δθY s]) = −1. Also, since α lies in A up to an element of Z, we have µ(ψ(αδz)) = µ(ψ(δz)),
for all z ∈ Λ, by the equivariance of µ under the action of A. These last three properties of µ will
be enough for the computations.
For later use in Section 7.7.8 we prove the following lemma. As in Section 7.7.3 and the proof of
Proposition 7.38, we decorate by a superscript 0 all objects for a0p = p(1− r).
Lemma 7.45. Let ap be an element for which δ = p. Then µ(ψ(pz)) = µ
0(ψ0(pz)), for all z ∈ Λ0.
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Proof. This is true by construction of µ and µ0, for z = z0 := [Id, θX
s] ∈ Λ0.
Since N ∼= N0 ⊗ kE , there is a G-equivariant map from N
0 to N . Any such map takes
I(1)-invariants to I(1)-invariants. Let λ : N0 → N be the unique G-equivariant map sending
ψ0([Id, pθXs]) to ψ([Id, pθXs]). Then µ0 = µ◦λ, by the uniqueness of the linear form µ (see Lemma
7.8). As ψ(pz0) = λ(ψ
0(pz0)), and ψ, ψ
0 and λ are G-equivariant, we get that ψ(pz) = λ(ψ0(pz)),
for all z ∈ Zp[G]z0, hence by applying µ, µ(ψ(pz)) = µ
0(ψ0(pz)), for all z ∈ Zp[G]z0.
For an arbitrary z ∈ Λ0, we can write z = b1 + b2+ b3+ x, for bi in the subspace of Λ
0 generated
by B′i and for some x ∈ ker π¯
0. Note that π¯0(Zp[G]z0) is the subspace F0 of Θ¯
0, generated by π¯0(B′1)
and π¯0(B′2). So π¯
0(b1+ b2) ∈ π¯
0(Zp[G]z0) and we can write b1+ b2 = z1+ x
′, for some z1 ∈ Zp[G]z0
and x′ ∈ ker π¯0. Hence we have z = z1 + z
′, where z1 ∈ Zp[G]z0 and z
′ := b3 + x+ x
′.
Note that π0(b3) ∈ S
0
3 , π(b3) ∈ S3 and x, x
′ ∈ ker π¯0 ⊂ ker π¯ (considering ker π¯0 as a part
of Λ via the inclusion Λ0 ⊂ Λ), by Corollary 7.37. Hence pz′ lies in both kerψ and kerψ0, by
Lemma 7.40. So µ(ψ(pz)) = µ(ψ(pz1)) and µ
0(ψ0(pz)) = µ0(ψ0(pz1)). But we have already shown
µ(ψ(pz1)) = µ
0(ψ0(pz1)) and thus we are done. 
Let e′ = [Id, θXs] + [α, θY s] ∈ Λ, so that π(e′) ∈ S1 ⊂ Θ
′, and let e = ψ(e′) ∈ Θ¯′. Then e is an
element of M which is not in N . Let γ0 =
(
1+p 0
0 1
)
and γ1 =
(
p 0
0 1
)
. Then according to Section 7.3.3,
to know τ it suffices to compute µ(γ0e− e) and µ(γ1e− e).
7.7.7. The case v(δ) < 1.
Proposition 7.46. µ(γ0e − e) = 0.
Proof. We have γ0e
′−e′ ∈ pΛ, so ψ(γ0e
′−e′) = 0, by Lemma 7.40. So γ0e = e and µ(γ0e−e) = 0. 
Proposition 7.47. µ(γ1e − e) = 2.
Proof. We have γ1e
′ = [g01,0, θX
s]+[Id, θY s], so γ1e
′−e′ = [g01,0, θX
s]+[Id, θY s]−[Id, θXs]−[α, θY s].
The computations in the proof of Proposition 6.7 show that∑
λ∈Fp
[g01,[λ], θX
s]− u(ap)[Id, θX
s] ∈ kerπ + pΛ.(7.2)
Indeed, taking f as in that proof, we have (T − ap)f is integral by (6.4), so is in kerπ. Then the
inclusion above follows, multiplying (6.4) by u(ap) =
2c
2−r , which is a unit in this section, and by
noting that [g,Xr] ∈ kerπ + pΛ, for g ∈ G.
Applying the matrix −w = − ( 0 11 0 ) on the left hand side of (7.2) and going mod pΛ, we get∑
λ∈F∗p
[g01,[λ], θX
s] + [α, θY s]− u(ap)[Id, θY
s] ∈ kerπ + pΛ,(7.3)
using wg01,[λ] = g
0
1,[λ]−1
(
0 −[λ]−1
[λ] p
)
w, for λ ∈ F∗p, and wg
0
1,0 = αw. Subtracting (7.3) from (7.2),
and writing u(ap) = 1 + δ, we have
[g01,0, θX
s]− [Id, θXs] + [Id, θY s]− [α, θY s] + ([Id, δθY s]− [Id, δθXs]) ∈ kerπ + pΛ.
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Since v(δ) < 1, we have ψ(γ1e
′ − e′) = ψ([Id, δθXs] − [Id, δθY s]), by Lemma 7.40. Hence the
result. 
So we have proved the following proposition, which gives part (1) of Theorem 7.27.
Proposition 7.48. If v(δ) < 1, then the extension 0 → N → M → ω → 0 is non-split, where
M ∼= Eτ ⊗ ω, with [τ ] = (0 : 1).
7.7.8. The case δ = p.
Proposition 7.49. µ(γ0e − e) = 3r − 2.
Proof. In the lattice Λ we have γ0e
′ − e′ − p([Id, sθXs −Xr−pY p]− [α,XY r−1]) ∈ p2Λ. So
µ(γ0e− e) = s− µ(ψ([Id, pX
r−pY p]))− µ(ψ([α, pXY r−1])),
by Lemma 7.40. Note that µ(ψ([α, pXY r−1])) = µ(ψ([Id, pXY r−1])), by the equivariance of µ with
respect to the action of A.
We know from Lemma 7.25 that the image of
F ′(X,Y ) = Xr−1Y + (r/2)θXr−2pY p−1 − (r/2)θY s − (1− r/2)θXs(7.4)
in Vr lies in Xr + V
∗∗
r . So, by Lemma 7.41, and using that X
r−pY p = Xr−1Y − θXs, we have
µ(ψ([Id, pXr−pY p])) = (−r/2)µ(ψ([Id, pθXr−2pY p−1])) − r. Applying w to F ′(X,Y ), we see that
the image of
XY r−1 − (r/2)θXr−2pY p−1 + (r/2)θXs + (1− r/2)θY s
in Vr is also in Xr+V
∗∗
r (note that (r/2)θX
r−2pY p−1 and (r/2)θXp−1Y r−2p have the same image in
Vr/V
∗∗
r , for r ≥ 2p). So by Lemma 7.41, we have µ(ψ([Id, pXY
r−1])) = (r/2)µ(ψ([Id, pθXr−2pY p−1]))+
1− r. So finally µ(γ0e− e) = 3r − 2. 
Proposition 7.50. µ(γ1e − e) = 2t¯+ c, where t¯ is the image in kE of t ∈ R with u(ap) = 1 + tp,
and c ∈ Fp is independent of ap.
Lemma 7.51. There are elements z and z′ in Λ0, independent of ap, such that∑
λ∈Fp
[g01,[λ], θX
s]− u(ap)[Id, θX
s] + pz ∈ kerψ
and ∑
λ∈F∗p
[g01,[λ], θX
s] + [α, θY s]− u(ap)[Id, θY
s] + pz′ ∈ kerψ.
Proof. The existence of z can be proven by revisiting carefully the computations leading to the proof
of Proposition 6.7. The existence of z′ then follows by applying the matrix −w as in the proof of
Proposition 7.47. 
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Proof of Proposition 7.50. Let z and z′ be the elements, independent of ap, in Λ
0, from Lemma
7.51. We set c = µ(ψ(pz′ − pz)) ∈ F¯p. By Lemma 7.45, we have c = µ
0(ψ0(pz′ − pz)) ∈ Fp. Since
u(ap) = 1 + tp, as in the proof of Proposition 7.47, we see that ψ(γ1e
′ − e′) = t¯ψ([Id, pθXs] −
[Id, pθY s]) + ψ(pz′ − pz). Hence µ(γ1e− e) = 2t¯+ c. 
Proposition 7.52. If δ = p, then the extension 0→ N →M → ω → 0 is non-split and [τ ] is of the
form (1 : x), for some x ∈ kE. Moreover, for any fixed r (6≡ 1, 2/3 mod p), as ap varies, all values
of x ∈ F¯p can occur.
Proof. The first statement follows from Proposition 7.49, since 3r − 2 6≡ 0 mod p.
Now let us fix r 6≡ 1, 2/3 mod p. Given any x ∈ F¯p, let t be a lift of
(3r−2)x−c
2 ∈ F¯p in some
unramified extension of Zp. Then the equation u(ap) = 1 + tp gives rise to a quadratic polynomial
in ap/p, one of whose roots reduces to (1 − r), hence is a unit. Note that if p | 2− r, then this root
lies in an unramified extension of Zp. This gives us a p-adic integer ap with v(ap) = 1 such that ap
is close to εp(1− r) for ε = 1, and moreover E = Qp(ap) is unramified when p | 2− r. Therefore the
corresponding τ satisfies [τ ] = (3r − 2 : 2t¯+ c) = (1 : x), as desired. 
This completes the proof of Theorem 7.27.
7.8. Trivial semisimplification. In this section we make some remarks about the case when V¯ ssk,ap
is the trivial representation, up to a twist.
Assume that the reduction V¯k,ap of a given GQp -stable lattice in Vk,ap is a non-split extension of
the trivial representation 1 by 1, up to a twist. Then one can ask whether, after the same twist,
the reduction is unramified or ramified. More precisely, the cocycle describing the (twist of the)
reduction is just a non-zero map from GQp to F¯p lying in the cohomology group H
1(GQp , F¯p)
∼= F¯2p,
and is again well-defined up to a constant. We say that (the twist of) V¯k,ap is unramified if this
map factors through the Galois group of the maximal unramified extension of Qp, and is ramified
otherwise. In the context of Theorem 1.1, this question arises in exactly one case, namely when
(3) a = 1, r ≥ 3p− 2, p divides r and λ = ±1, so
ap
p = λ±
√
r/p.
It is known, see [BC14, Prop. 11] (we thank F. Herzig for providing this reference), that the
GQp -stable lattices in this setting (when the semisimplification of the reduction is a direct sum of
equal characters) form a convex, bounded subset of the tree, whose interior vertices have full valency
and correspond to lattices whose reduction is split, and whose extremal vertices have valency one
and correspond to lattices whose reduction is non-split. In particular, since there may be a large
number of extremal vertices, there may be a large number of non-homothetic GQp -stable lattices to
study.
We shall answer this question now, but only for the lattice in Vk,ap corresponding to the standard
lattice Θ = Θk,ap on the automorphic side.
We let p ≥ 3 (allowing p = 3 in this subsection; for some related work for p = 2, but in the global
setting, see [AC17]). Assume that r > 2p, with r ≡ 1 mod (p−1), so a = 1, and that p | r. Assume,
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for simplicity, that λ = 1. We showed (Propositions 5.2, and 5.3 with c = 2) that Θ¯, the reduction
of the standard lattice, is isomorphic to indGKZ(Vp−2 ⊗D)/(T − 1)
2. The following theorem shows
that the corresponding (twist of the) reduction V¯k,ap ⊗ ω
−1 is an unramified non-split extension of
GQp , as mentioned in the Introduction.
Theorem 7.53. Let Π = (indGKZ Vp−2)/(T − 1)
2. Then V (Π) is a non-split, unramified extension
of the trivial mod p representation by itself.
Proof. Let W = V (Π). By the semisimple mod p local Langlands correspondence, W is a two-
dimensional mod p representation of GQp with trivial semisimplification. By [Kis09, Section 1.5.1
and Lemma 1.5.2], we know that there is an operator S acting onW such thatW is a free F¯p[[S]]/S
2-
module of rank 1 and S commutes with the action of GQp . By [Kis09, Lemma 1.5.9], we know that
GQp acts on W through the character µ1+S (with values in (F¯p[[S]]/S
2)×, noting that the central
character ψ in the statement of the lemma is ωp−2). So we see that the action of GQp on W is
unramified. Moreover S acts non-trivially on W , so W is not the trivial representation of dimension
2 of GQp . 
8. Examples
In this final section we compare our general theorems with some specific examples in the literature,
and also provide some new information about these examples.
Consider the Delta function ∆ =
∑∞
n=1 τ(n)q
n, the unique normalized cusp form of level 1 and
weight k = 12. It is known that the only primes p < 106 for which ∆ has positive slope (i.e.,
p | τ(p) = ap) are p = 2, 3, 5, 7 and 2, 411, though recently it was discovered that the 10 digit prime
p = 7, 758, 337, 633 is also of positive slope [LR10]. Serre and Swinnerton-Dyer [Ser73] computed
the global reduction of the Galois representations attached to cusp forms of level 1 and small weight,
for small primes p in order to explain congruences going back to Ramanujan. In particular, they
proved that the shape of ρ¯ss∆ : GQ → GL2(Fp), for p ≤ 7, is as follows:
• If p = 2, so τ(p) = −24 and v(ap) = 3, then ρ¯
ss
∆ is trivial.
• If p = 3, so τ(p) = 252 and v(ap) = 2, then ρ¯
ss
∆
∼=
(
ω 0
0 1
)
.
• If p = 5, so τ(p) = 4, 830 and v(ap) = 1, then ρ¯
ss
∆
∼=
(
ω 0
0 1
)
⊗ ω.
• If p = 7, so τ(p) = −16, 744, then v(ap) = 1 and ρ¯
ss
∆
∼=
(
ω3 0
0 1
)
⊗ ω.
For primes p of positive slope, the restriction of ρ¯ss∆ to GQp is isomorphic to V¯
ss
12,τ(p), at least if
τ(p)2 6= 4p11, so one may compare the results above for slope 1 with the results in this paper. The
primes p ≥ 11 are in the well understood Fontaine-Lafaille range 2 ≤ k ≤ p+1, covered by the work
of Edixhoven [Edi92] (for all positive slopes), so we do not comment further on these primes here.
Also, the restriction of ρ¯ss∆ above to GQp when p = 7 matches with what was computed by Breuil
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[Bre03b] who treated weights k ≤ 2p+1 for all positive slopes (though the case k = 2p+1 was only
later stated in [Ber11]).
We now consider the case p = 5. In this case, the shape of the global representation ρ¯ss∆ above
explains the congruence τ(n) ≡ nσ1(n) mod 5, for all n ≥ 1, which follows, e.g., from [Bam46]. We
show that the restriction of ρ¯ss∆ to GQp matches with what is predicted in general by Theorem 1.1.
In the notation of that theorem, we have r = 10 ≡ 2 mod (p− 1), so b = 2. Moreover
v
(
ap
p
−
(
r
2
)
p
ap
)
= 0 = v(2 − r),
so we are in the middle case of the trichotomy there. Since
λ ≡
2
2− r
(
ap
p
−
(
r
2
)
p
ap
)
≡ −
2
8
(966) ≡ 1 mod p,
the unramified characters µλ±1 are trivial, and we recover that (ρ¯∆|GQp )
ss ∼= ω2 ⊕ ω.
But we can say more. Since
ap
p ≡ 1 ≡ ε(1− r) mod p with ε = 1, and v(u− ε) is necessarily ≥ 1
being a positive integer, we deduce by Theorem 1.3 that when p = 5,
ρ¯∆|GQp is a tre`s ramifie´e extension,
whenever it is a non-split extension of ω by ω2.
We remark that the formula for λ above simplifies to the more na¨ıve one occurring for 3 ≤ b ≤ p−1
in Theorem 1.1, whenever
(
r
2
)
≡ 0 mod p, and in particular when p | r, as was the case above. We
now give an example to show that the more complicated formula above for λ when b = 2 is indeed
required. Consider instead ∆16, the unique cusp form of level 1 and weight k = 16, and again take
p = 5. Then p ‖ ap = 52, 110, so v(ap) = 1. Also r = 14 so b = 2 as before, and
λ ≡ −
2
12
(
10, 422−
7 · 13
10, 422
)
≡ 1 mod p,
compared to the more na¨ıve (and incorrect) λ = 3, and we again recover the result that (ρ¯∆16 |GQp )
ss ∼=
ω2 ⊕ ω, for p = 5, from [Ser73]. We also remark that Theorem 1.3 provides no extra information in
this example, since r ≡ 2/3 mod p.
For other examples, for small values of k and p, we refer the reader to [Roz16], where an algorithm
to compute V¯ ssk,ap is described and implemented for all positive slopes.
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