Network alignment (NA) aims to find a node mapping between compared networks that uncovers regions of high topological similarity, thus allowing for the transfer of functional knowledge between aligned nodes. For example, one can align protein-protein interaction networks of yeast and human and infer functions of human proteins based on functions of their yeast counterparts. However, many current NA methods do not end up aligning functionally related nodes. A likely reason is that current NA methods assume that topologically similar nodes have high functional relatedness. However, in this study we provide evidence that this assumption does not hold well. As such, a paradigm shift is needed with how the NA problem is approached. So, we redefine NA as a data-driven framework, called TARA (data-driven NA), which attempts to learn the relationship between topological relatedness and functional relatedness without assuming that topological relatedness corresponds to topological similarity. TARA makes no assumptions about what nodes should be aligned, distinguishing it from existing NA methods. Specifically, TARA trains a classifier to predict whether two nodes from different networks are functionally related based on their network topological patterns (features). We find that TARA is able to make accurate predictions. TARA then takes each pair of nodes that are predicted as related to be part of an alignment. Like traditional NA methods, TARA uses this alignment for the acrossspecies transfer of functional knowledge. Clearly, TARA as currently implemented uses topological but not protein sequence information for functional knowledge transfer. In this context, we find that TARA outperforms existing state-of-the-art NA methods that also use topological information, WAVE and SANA, and even outperforms or complements a state-of-the-art NA method that uses both topological and sequence information, PrimAlign. Hence, adding sequence information to TARA, which is our future work, is likely to further improve its performance.
translation in natural language processing [6] , identity matching across different social media platforms [41, 58, 24] , or visual feature matching in computer vision [14] ).
Like sequence alignment, NA can be categorized as local or global [35, 21] . Local NA methods aim to find highly conserved regions across the compared networks, usually leading to such regions being small, while global NA methods try to find a node mapping that maximizes the overall similarity of the compared networks, usually leading to large but suboptimally conserved network regions. Each type of NA method has its (dis)advantages [35, 21] . Because global NA has received more attention recently, we also focus on the problem of global NA in this paper.
Second, NA can be pairwise or multiple [18, 21] . Pairwise NA methods align exactly two networks, while multiple NA methods align more than two networks at once. Because multiple NA methods are more computationally complex than pairwise NA methods [55] , and because they are also less accurate that current pairwise NA methods, [53] , we focus on the problem of pairwise NA in this study.
Third, NA can categorized based on whether the output is a one-to-one or many-to-many alignment. In a one-to-one (global and pairwise) alignment, each node in the smaller network can be aligned to exactly one distinct node in the larger network (i.e., the node mapping is injective). On the other hand, in a manyto-many (global and pairwise) alignment, a given node in one network may be aligned to more than one node from the other network. While we propose a many-to-many NA approach (see below) in this study, we evaluate against both one-to-one and many-to-many NA methods.
Fourth, NA methods can be divided into those that consider topological information from the input networks, aligning nodes if their topologies, i.e., network neighborhoods, are similar, and those that additionally use external, non-topological information in the form of anchor links between nodes from the different networks prior to aligning the networks. For example, in the biological domain, sequence similarities between proteins are typically used to link proteins across molecular networks of different species. Or, in the social domain, known identities of users are typically used to link users' accounts across different social networks corresponding to different online media platforms. Alignments are then built around these anchor links, while also accounting for topological similarities between nodes across the different networks (like the first method type). We propose an NA method that does not use anchor links (see below), but we evaluate against both types of methods.
One major issue of current NA methods, no matter what category they belong to, is that regardless of how topological similarity is defined, or what kind of NA method is used, aligned nodes often do not correspond to nodes that should actually be mapped, i.e., that are functionally related. For example, when comparing PPI networks of different species, aligned nodes (proteins) do not correspond to proteins that perform the same biological function -in other words, measures of topological alignment quality do not correlate well with measures of functional alignment quality [43, 39, 12, 35, 21] . One possible reason is that NA methods operate under the assumption that topologically similar nodes have high functional relatedness and should thus be mapped to each other. However, for the first time, we examine this assumption in order to gain insights into why there is a poor correlation between topological and functional alignment quality. As a result, we provide evidence that this assumption does not hold well, as follows ( Figs. 1 and 2) .
First, as a baseline, consider a network aligned to itself, i.e., to its 0% noisy counterpart. Here, noisy counterpart means that some percent of the edges from the original network are randomly rewired, which is why the case of 0% noise is simply the original network. Clearly, we know the correct node mapping -pairs in this mapping can be considered functionally related. If we look at the topological similarity (specifically graphlet degree vector similarity, or GDV-similarity, a state-of-the-art measure for topological similarity [38] ) between pairs of nodes that should be aligned versus all pairs of nodes across the networks, we expect that the former are topologically identical, while the latter are not. Importantly, these two distributions should be different. Indeed, this is what we observe (Fig. 1a) . Now, consider a network aligned to its 25% noisy counterpart. Because only (a portion of) edges change, we still know the correct node mapping, i.e., which nodes are functionally related. At just 25% noise (where networks are still 75% identical), the similarity distribution of node pairs that should be aligned is close to the similarity distribution of all pairs (Fig. 1b) . In other words, nodes that should be aligned are only marginally more similar to each other than at random. So, even if the two networks being aligned are just a little different (and it is expected that PPI networks of different species are much more different than that), topological similarity is no longer a good indicator for functional relatedness.
We observe this disconnect between topological similarity and functional relatedness for real world net-
(b) Figure 1 : Distribution of topological similarity between node pairs of a geometric random graph (i.e., a synthetic network) and its (a) 0% and (b) 25% noisy counterparts. We show three lines representing the distribution of topological similarity for matching (i.e., functionally related) node pairs (blue), for all node pairs (red), and for 10 random samples of the same size as the set of matching pairs, averaged (purple). Equivalent results for a 50% noisy counterpart and for scale-free random graphs (a different type of synthetic network) are shown in Supplementary Fig. S1 .
works as well. We consider the yeast and human PPI networks from [56] . For every pair of proteins across the networks that are functionally related (i.e., that share at least one biological process Gene Ontology (GO) [3] term), we look at how many pairs have a given topological similarity (as measured by GDV-similarity) and a given sequence similarity (as measured by E-value). We observe that most of the pairs that share a GO term are not those that are the most topologically or sequence similar (Fig. 2) . Instead, most of such pairs are around the 60% to 80% topological similarity and 10 −10 sequence similarity mark. Note that these analyses were performed at the beginning of our study on older PPI data [56] . Since then, we have obtained more up-to-date PPI data that we use for the rest of our study, i.e., in our evaluation. Figure 2 : Distribution of topological similarity (GDV-similarity) vs. sequence similarity (E-value) between yeast and human PPI networks of those yeast-human protein pairs that share at least one biological process GO term. The color of a pixel represents how many node pairs have a given topological similarity and given sequence similarity.
Clearly, the assumption of existing NA methods that topologically (and sequence) similar nodes should be aligned (i.e., are functionally related) does not hold. So, we propose a new paradigm for NA that is different from how current methods approach the NA problem. Namely, we aim to redefine NA as a datadriven framework, which attempts to learn from the data what kind of topological relatedness corresponds to functional relatedness, without assuming that topological relatedness means topological similarity. In this way, we make no assumptions about what nodes should be aligned, distinguishing us from existing NA methods. Specifically, as a proof-of-concept methodological solution to test our new paradigm, we train a supervised classifier that, given a topological feature vector (i.e., low-dimensional embedding) of a node pair, learns from the (training) data when nodes are functionally related and when they are not. Importantly, we do not use any anchor links between nodes of different networks in order to calculate the feature vector of a node pair. Then, we use pairs (from the testing data) whose nodes are predicted to be functionally related to build an alignment. In other words, we convert the NA problem into the problem of across-network supervised protein functional classification. While established supervised versions of many problems do exist, supervised NA has barely been studied before. We refer to the entire framework described above as TARA (data-driven network alignment).
To analyze TARA, we perform three tests. First, in order to see whether functional relatedness can even be predicted from topological relatedness, we evaluate using 10-fold cross-validation. Here, given a set of node pairs that we know are functionally related (positive class), an equally-sized set of node pairs that we know are not (currently) functionally related (negative class), and a graphlet-based topological feature vector for each node pair, we train a classifier on 90% of the data (ensuring balanced class sizes) and predict on the remaining 10%. While there are many more node pairs that are not (currently) functionally related compared to those that are, we undersample these pairs in order to match the positive class in size, a common technique when dealing with class imbalance [51] . In this test, we take 10 stratified samples and average the result. If TARA is unable to make accurate functional predictions, then further study (of the resulting alignment, see below) would be pointless. Second, we evaluate using so called "percent training" tests, where we train a classifier on y% of the data (as described above) and test on the remaining. We vary y from 10 to 90 in increments of 10. Analyzing the amount of data actually needed to train a good classifier is important because in many real-world applications, only a small amount of data may be available. From a percent training test we can also generate an alignment, where any pair whose nodes are predicted as functionally related is part of the alignment. If both of these analyses result in high prediction accuracies, then it makes sense to test TARA, i.e., its resulting alignment, in the context of protein function prediction, one of the ultimate goals of biological NA. In this sense, third, we perform supervised protein functional classification across networks, which to our knowledge has not been done. Note that across-network classification is hard because obtaining across-network topological node features vectors (i.e., low-dimensional embeddings) without using anchor links is difficult: while many methods exist for obtaining topological feature vectors of nodes in a single network, such vectors are often not comparable across different networks, as shown in [20] .
TARA is a global, pairwise, and many-to-many method that does not use sequence similarity-based anchor links. We evaluate TARA against three state-of-the-art NA methods that are as similar as possible to TARA in terms of their algorithmic design or output, namely against WAVE [50] , SANA [34] , and PrimAlign [30] . Specifically, just like TARA, WAVE and SANA are global and pairwise, do not use anchor links, and furthermore are also graphlet-based. The only difference is that WAVE and SANA are one-to-one, unlike TARA. So, we also analyze PrimAlign, which is many-to-many and also global and pairwise, like TARA. Unlike TARA, PrimAlign does use anchor links in the form sequence similarities between networks. We evaluate each method on both synthetic (geometric and scale-free) and real-world (yeast and human PPI) networks.
Overall, we find that TARA is able to accurately learn what kind of topological relatedness corresponds to functional relatedness, and that TARA is able to predict the functions of proteins more accurately or in a complementary fashion compared to the existing NA methods, even those that use both topological and sequence information, mostly at lower running times. Thus, there is a need for introducing our new data-driven approach.
Related work
First, we discuss traditional biological NA methods. They typically consist of two algorithmic components. First the similarity between pairs of nodes is computed with respect to topology, sequence, or both. Then, an alignment strategy identifies alignments that maximize the similarity between aligned node pairs and the amount of conserved edges (intuitively, alignments should preserve interactions). There are two common types of alignment strategies. One is seed-and-extend, where first two highly similar nodes are aligned, i.e., seeded. Then, the most similar of the seed's neighboring nodes (or simply neighbors), the neighbors of the seed's neighbors, etc. are aligned. This continues until all nodes of the smaller of the two networks are aligned (until a one-to-one node mapping between the two networks is produced). WAVE [50] is a state-ofthe-art seed-and-extend alignment strategy that works the best under a graphlet-based topological similarity measure. The other type of alignment strategy is a search algorithm. Here, instead of aligning node by node like a seed-and-extend method, the solution space of possible alignments is explored, and the one that scores the highest with respect to some objective function is returned. This objective function typically tries to maximize the overall node similarity and the number of conserved edges. SANA [34] is a state-of-the-art search algorithm-based method. Specifically, it uses simulated annealing to search through possible one-toone alignments, and works the best under an objective function that maximizes the overall graphlet-based topological similarity as well as the number of conserved edges. On the other hand, PrimAlign [30] is a method with an alignment strategy that does not strictly belong to one of these categories. PrimAlign models the network alignment problem as a Markov chain where every node from one network is linked to some or all nodes in the other network with some scores; for PPI networks, these scores can be sequence similarities. In other words, PrimAlign makes use of anchor links between networks. The chain is then repeatedly transitioned until convergence, redistributing the across-network link scores using a PageRankinspired algorithm. Those links that are above a certain threshold are taken as the alignment. As a result, PrimAlign outputs a many-to-many alignment, where a protein from one network may be aligned to many proteins in the other.
All of the above methods are unsupervised. That is, they assume that topologically similar nodes are functionally related. Of course, many other such methods exist [21] . However, in the WAVE, SANA, and PrimAlign studies, the three methods were shown to outperform a number of the previous NA methods including AlignMCL [40] , AlignNemo [11] , CUFID [28] , HubAlign [23] , IsoRankN [32] , L-GRAAL [33] , MAGNA [47] , MAGNA++ [56] , MI-GRAAL [31] , NETAL [42] , NetCoffee [26] , NetworkBLAST [29] , PINALOG [45] , and SMETANA [46] . In turn, these methods were shown to outperform GHOST [43] , IsoRank [49] , NATALIE [15] , PISwap [10] , and SPINAL [1] . So, the fact that WAVE, SANA, and PrimAlign are state-of-the-art, coupled with the fact that they are the most directly comparable to TARA (in terms of algorithmic design or output), is why we focus on them. In addition, two supervised methods do exist, as follows.
IMAP [8] is an NA method that incorporates supervised learning, but in a different way then what we propose. First, IMAP requires an (unsupervised) alignment between two networks as input. Then, it obtains a topological feature vector for each node pair. Node pairs that are aligned form the positive class, and node pairs that are not aligned are sampled to form the negative class. Then, IMAP uses this data to train a linear regression classifier. After training, the data is passed through the classifier again in order to assign a score to every node pair. These scores are used in a matching algorithm (e.g., Hungarian or stable marriage) to form a new alignment, which is then given back as input into the method. This process is repeated for a set number of iterations -in general, it is shown that these iterations improve alignment quality. However, IMAP still makes the assumption that topologically similar nodes should be mapped to each other, meaning it still suffers from the issues of other NA methods. TARA on the other hand learns from the data what kind of topologically related nodes should be mapped to each other.
MEgo2Vec [57] proposes a framework to try to match user profiles across different social media platforms. Using graph neural networks and natural language processing techniques to obtain features of pairs of profiles from different platforms, MEgo2Vec then trains a classifier to predict whether two profiles correspond to the same person. However, because MEgo2Vec uses text processing techniques to match users' names, affiliations, or research interests (in addition to network topological information), it is not directly suitable for matching proteins across PPI networks. Unlike MEgo2Vec, TARA relies solely on topological information (although it can also use external, e.g., sequence, information, this is out of the scope of this study).
Methods

Data
Like many NA methods do, we evaluate TARA on network sets with known node mapping (networks generated from random graph models and their noisy counterparts) and a network set with unknown node mapping (yeast and human PPI networks).
Network sets with known node mapping. We use two network sets with known node mapping, generated from two random graph generators: 1) geometric random graphs [44] and 2) scale-free networks [5] . Because these two models have distinct network topologies [37] , we can test the robustness of our results to the choice of model. For a given model, we create a network with 1,000 nodes and 6,000 edges, and then generate five instances of x% noise (i.e., we randomly rewire x% of the edges), varying x to be 0, 10, 25, 50, 75, and 100. Because only edges differ between the original network and a noisy counterpart, we know the correct node mapping -pairs in this mapping can be considered to be "functionally" related. Network set with unknown node mapping. We use the PPI networks of yeast (5,926 nodes and 88,779 edges) and human (15,848 nodes and 269,120 edges) obtained from BioGRID [9] . Because we do not know the true node mapping between these networks, we rely on Gene Ontology [3] annotations to measure the functional relatedness between proteins (discussed in Section 2.2). We accessed the Gene Ontology data in November 2018.
TARA: Data-driven network alignment
TARA takes as input two networks, and for each node pair across networks, its feature vector and a label representing its functional relatedness (binary). Details are as follows. Topological relatedness of a node pair. We quantify topological relatedness using the notion of graphlets. Graphlets are Lego-like building blocks of complex networks, i.e., small subgraphs of a network (a path, triangle, square, etc.). In this study, we consider up to 5-node graphlets. They can be used to summarize the extended neighborhood of a node as follows. For each node in the network, for each topological node symmetry group (formally, automorphism orbit), one can count how many times a given node touches each graphlet at each of its orbits. The resulting counts for all graphlets/orbits are the node's graphlet degree vector (GDV) [38] . Then, to obtain the feature of a node pair, we simply take the absolute difference of the nodes' GDVs (GDVdiff). Note that we also tested appending the nodes' GDVs together (GDVappend), and a weighted difference of the nodes' GDVs based on the GDV-similarity [38] calculation (GDVsim). However, the GDVdiff outperformed GDVappend, and while it obtained similar results to GDVsim, GDVdiff is mathematically simpler. As such, we only focus on GDVdiff. TARA for network sets with known node mapping. Here, functionally related node pairs are those that are in the known mapping. We can consider these pairs as the ground truth, and so we define the positive class as node pairs in the ground truth, and the negative class as node pairs that are not. Note that because there are many more possible negative pairs, we randomly sample from these to match the size of the positive class, a common technique for dealing with class imbalance [51] . Given this balanced dataset, we then train a logistic regression classifier using the GDVdiff feature for a node pair to predict whether the given two nodes are functionally related, and evaluate this classifier using the average accuracy and area under receiver operating characteristic curve (AUROC) of 10-fold cross-validation. We repeat the sampling 10 times, obtaining 10 balanced datasets and thus 10 cross-validation accuracy and 10 cross-validation AUROC scores, and for each measure we average the 10 scores to ensure any outcome is unlikely due to how we sample the negative class. Note that we also tested Naive Bayes, decision tree, and simple neural network classifiers; trends were qualitatively similar, but logistic regression gave the best results. As such, we focus on logistic regression.
Second, we perform percent training tests. For each network model, for each noise level, we obtain 10 balanced datasets as above. Then, for a given balanced dataset, we split the data such that y% goes into the training set and the remaining (100 − y)% goes into the testing set, still keeping the class balance in both the training and testing sets, varying y from 10 to 90 in increments of 10. For a given value of y, we randomly create 10 instances of this training and testing split, resulting in 10 accuracy and 10 AUROC scores, and for each measure we average results to ensure the outcomes are not due to the how we select the instances. Finally, we average over all 10 balanced datasets to ensure the outcomes are unlikely due to how we sample the negative class. TARA for a network set with unknown node mapping. Since we do not know the node mapping between yeast and human PPI networks, we must define functional relatedness in a different way. We use Gene Ontology annotations to do this. Specifically, if a yeast-human protein pair shares at least k biological process (BP) GO terms in which the GO terms were experimentally inferred (i.e., if the GO term has one of the following evidence codes: EXP, IDA, IPI, IMP, IGI, IEP), then we say the pair is functionally related.
We vary k from 1 to 3. This gives us three sets of ground truth data, which we refer to as atleast1-EXP, atleast2-EXP, and atleast3-EXP. Then, for a given k, functionally related pairs form the positive class, and those that are not form the negative class. Once again because there are many more negative pairs, we take 10 samples that match the size of the positive pairs to create 10 balanced datasets and average over them. Again we use GDVdiff as the feature under logistic regression.
We perform 10-fold cross-validation and percent training tests on the 10 balanced datasets as before. TARA as an NA framework for protein function prediction. Protein function prediction is an important downstream task of NA. As such, it is necessary to test TARA in this context. We do so as follows. For a given set of ground truth data k, for a given percent training test y, we train TARA and make predictions on the remaining testing data. Every pair that is predicted to be in the positive class is added to an alignment. This alignment, as well as alignments of existing methods that we evaluate against, is then put through the protein function prediction framework proposed by [35] , which we summarize as follows. For each protein u in the alignment (that is annotated by at least k GO term(s)), we hide u's true GO term(s). Then, for each GO term g, we determine if the alignment is statistically significant with respect to g. This is done by calculating if the number of aligned node pairs in which the aligned proteins share g is significantly high (p-value less than 0.05 according to the hypergeometric test [35] ). After repeating for all applicable proteins and GO terms, we obtain a list of predicted protein-GO term associations. From this list we can calculate the precision and recall of the predictions.
Results
Network sets with known node mapping
10-fold cross-validation. First, we evaluate TARA using 10-fold cross-validation. Specifically, for each network model (geometric and scale free), for each noise level (0, 10, 25, 50, 75, 100), we obtain the average accuracy and average AUROC of the 10 folds. We expect that as noise increases, prediction accuracy and AUROC decrease since the networks become more and more dissimilar. Indeed, this is what we observe ( Fig.  3(a) and Supplementary Fig. S2 ). Also, we expect a random classifier to give around 50% accuracy since the class sizes are balanced; it will also have 50% AUROC by definition. This is empirically verified by the results at 100% noise, where we are attempting to classify nodes between two completely different networks ( Fig. 3(a) and Supplementary Fig. S2 ). Percent training tests. Again, we expect that as noise increases, accuracy and AUROC decreases since networks are becoming more dissimilar. Also, we expect that as we increase the amount of training data, the accuracy and AUROC increases as well since more information is being used in the classifier. Overall, these are the trends we observe (Fig. 3(b), Supplementary Fig. S3 ). We also see that using 90% of the data as training does not lead to drastic improvements; in fact, it is not always even the best. For some (geometric) networks, as low as 40% still gives comparable results. This is promising, as we do not necessarily have to rely on using a majority of the data for training.
These tests serve as a proof of concept that there is some learnable pattern between topological and functional relatedness, and so it makes sense to continue our study for real-world networks.
Network sets with unknown node mapping
10-fold cross-validation. Again, we evaluate TARA using 10-fold cross-validation. We expect that as k increases, accuracy and AUROC do as well since the conditions for a pair of proteins to be functionally related becomes more stringent. Indeed, this is what we observe (Fig. 4(a), Supplementary Fig. S4 ). Percent training tests. We see similar results for percent training as we do for 10-fold cross-validation (Fig. 4(b), Supplementary Fig. S5 ). Note that unlike percent training for synthetic networks, the amount of training data has very little effect on accuracy except for atleast3-EXP. This may be because atleast1-EXP and atleast2-EXP contain a lot more data, meaning even a small percentage is enough to train a good classifier.
Overall, we are able to detect a pattern between topological relatedness and functional relatedness. So, it makes sense to generate an alignment and evaluate TARA in the protein function prediction task. 
Protein function prediction
Here, we evaluate TARA in the task of protein function prediction. Specifically, we predict protein-GO term associations from the alignments created by TARA's percent training tests. Because there is not a huge difference between different percent training tests in terms of classification accuracy, for simplicity we focus on the extremes (10 and 90) and the middle (50) . So, we have 9 versions of TARA: combinations of the three ground truth datasets: atleast1-EXP, atleast2-EXP, and atleast3-EXP, and the three percent training tests: 10, 50, and 90. We expect that as we increase the amount of training data, precision increases and recall decreases. This is because more training data corresponds to less testing data, which means that the alignments will be smaller and fewer predictions will be made. Indeed, this is what we observe (Fig. 5 , Supplementary Tables S1-S3 ). However, also keep in mind that a theoretical precision of one is not possible with TARA, unlike the existing methods we compare against (see below). This is because we use part of the ground truth data for training, meaning it impossible to make predictions for that portion. In other words, TARA is inherently disadvantaged compared to existing methods. Tables S1-S3 .
We compare against three existing methods, WAVE, SANA, and PrimAlign. We compare against these three methods for the following reasons (also, see Section 1). WAVE and SANA are state-of-the-art methods that use graphlets, just like TARA, allowing us to fairly analyze how much TARA's supervised process helps. Also, they operate under the assumption that topologically similar nodes are functionally related, which is what TARA challenges. However, recall that WAVE and SANA are one-to-one methods, while TARA is a many-to-many method. So, we analyze PrimAlign, because it is a state-of-the-art many-to-many method. In addition, PrimAlign operates under the assumption we challenge, namely that topologically similar nodes are functionally related. Recall from Section 1 that WAVE, SANA, and PrimAlign were already shown to outperform a number of previous NA methods, and hence, we believe that comparing to these three methods is sufficient.
In more detail, WAVE and SANA use graphlet-based topological information like TARA (however, keep in mind that sequence information or any other data could also be used in TARA, which is subject of our future work). Specifically, WAVE and SANA both use GDV-similarity to score the similarities of node pairs, and SANA also uses an equal weighing of node conservation and edge conservation (i.e., we set both s3 and esim to 1). Unlike WAVE and SANA, PrimAlign uses both topological (PageRank-based) information and sequence similarity (negative log of E-value) information by default (PrimAlign-TS) . So, we also analyze a topological version of PrimAlign (PrimAlign-T) for fair comparison with TARA, which in this study uses topological but not sequence information. We run topological PrimAlign-T as follows. Recall that PrimAlign uses anchor links between nodes from different networks as part of its input. The PrimAlign study, which analyzes the same yeast and human PPI networks as we do in this study, considers all sequence similar proteins between the networks with an E-value ≤ 10 −7 , which results in 55,594 sequence similarity-based anchor links between the networks. So, to create an as fairly comparable as possible topological version of PrimAlign, i.e., PrimAlign-T, we consider the top 55,594 topologically (i.e., GDV) similar yeast-human protein pairs as anchor links.
Furthermore, because PrimAlign's alignment sizes can vary based on a parameter of the method, we generate alignments that most closely match our percent training alignments in size (e.g., for a given ground truth dataset k, the alignments of (S)ize(M)atched-PrimAlign-TS-90 and SM-PrimAlign-T-90 will match the alignment of TARA-90 in size). So, the fairest comparison of a given TARA is to the corresponding SM-PrimAlign-T, but again remember that TARA is inherently disadvantaged because it cannot make predictions on the training portion of the data and can thus never have precision of one, while all other methods can.
In summary, TARA, WAVE, SANA, SM-PrimAlign-T, and PrimAlign-T are methods that use topological information (referred to as T methods), while SM-PrimAlign-TS and PrimAlign-TS are methods that use both topological and sequence information (referred to as TS methods). Furthermore, recall that the different methods have different levels of comparability to TARA in terms of information used (T vs. TS), alignment size, and alignment type (one-to-one vs. many-to-many) ( Table 1) . To show that our assumption holds, namely that topologically related, rather than topologically similar, nodes should be aligned, it would be sufficient to show that TARA, a T method, outperforms the other T methods. If TARA, a T method, also outperforms the TS methods, then this would further underscore the need of a data-driven approach like ours. But since the TS methods use an additional data type, namely sequence similarity, unlike TARA, it is not necessary for TARA to outperform them. After all, TARA still has room to incorporate sequence similarity, which is our future work. For a given ground truth dataset k, we focus on the best of all TARA versions, which happens to be TARA-90. We focus on the best in terms of precision, since we primarily care about being able to reliably predict the GO term annotation(s) of a protein, and because all methods mostly have low (and comparable) recall.
We also indicate precision and recall obtained from a given method if it were to make random predictions with respect to a given ground truth dataset. Specifically, we first consider the set of all possible proteins and the set of all possible GO terms based on a given ground truth dataset. Then, we randomly pick a protein and randomly pick a GO term to form a protein-GO term association as a random prediction. We repeat until the number of distinct random predictions is the same as the number of actual predictions made by the given method. This process is then repeated 10 times to ensure results are not due to how we select predictions. We then evaluate and report precision and recall of these random predictions with respect to the ground truth dataset.
Our findings are as follows (Fig. 6 ). In terms of precision, we find that TARA-90 performs the best out of all T methods, except SANA for atleast1-EXP. Importantly, TARA-90 always outperforms SM-PrimAlign-T-90, the most fairly comparable method to TARA-90. Furthermore, the fact that TARA-90 almost always outperforms WAVE and SANA also supports our claim that topologically related, not topologically similar, nodes are the ones that are functionally related. However, note that WAVE and SANA being one-to-one could also influence this result. Also, TARA-90 even outperforms the two TS methods for atleast3-EXP. Keep in mind that the atleast1-EXP and atleast2-EXP datasets are less stringent on what is constituted to be functionally related, and they are much larger as well. So, these could be reasons for a classifier to perform worse in terms of precision on those datasets. All methods except some PrimAlign-T variants perform better than random.
We also look at the time it takes to obtain an alignment for TARA-90, WAVE, SANA, SM-PrimAlign-T-90, PrimAlign-T, SM-Primalign-TS, and PrimAlign-TS (i.e., the results we focused on above). We expect as that k increases, the time for TARA to produce an alignment decreases since there is less data to train on. This is what we observe (Table 2 ). PrimAlign and its variants are fast, which is expected because the method is linear in the number of edges. WAVE uses a more complex seed-and-extend alignment strategy so it makes sense to be slower than PrimAlign. The running time of SANA is a parameter, which we choose to Tables S1-S3. be 60 minutes since SANA requires such time to find a good alignment for networks of the sizes we analyze. In particular, WAVE and SANA are both slower than TARA for atleast2-EXP and atleast3-EXP, and SANA is comparable to TARA for atleast1-EXP, meaning that TARA is overall both faster and more accurate at predicting protein function than the two one-to-one NA methods. While precision and recall are important overall metrics, it is also necessary to zoom into the actual predictions that the methods make. For simplicity we focus on TARA-90 and SM-PrimAlign-TS-90 (while SM-PrimAlign-T-90 is a more fair comparison, SM-PrimAlign-TS-90 performs better) for atleast3-EXP, but results for other methods and for atleast1-EXP and atleast2-EXP are qualitatively similar (Supplementary  Tables S7-S10) .
For TARA-90 and SM-PrimAlign-TS-90, we see that TARA makes many more predictions than PrimAlign (492 vs. 156, Table 3 ), yet TARA still has higher precision (Fig. 6 ). This suggests that TARA is better suited to the task of protein function prediction compared to SM-PrimAlign. Furthermore, we see that the number of predictions in the overlap of TARA and PrimAlign is small, suggesting that most of the two methods' predictions are complementary. In fact, the largest overlap that we observe between any TARA version and any PrimAlign version is 20% of TARA's number of predictions (Supplementary Tables S7-S10) . Therefore, we can say that TARA generally outperforms, but at worst complements, PrimAlign, which even uses sequence information that TARA does not. This, in addition to TARA outperforming WAVE and SANA, justifies the need for introducing our new data-driven approach. 
A closer look at TARA
Finally, we explore why TARA is able to outperform traditional NA methods. Recall the distributions of topological similarity scores (which traditional NA methods use) from Section 1. When the two networks are just a bit different from each other, nodes that should be aligned are only marginally more similar to each other than at random, leading to suboptimal alignments. If we analyze TARA's topological relatedness scores (described below) in the same way, we find that TARA can better distinguish matching node pairs from random node pairs. This could explain why TARA outperforms the traditional NA methods.
To extract topological relatedness scores from TARA's framework, we do the following. Consider the 90% training test (while this applies to any percent training test, we focus on 90 because TARA-90 performs the best), where we first train a classifier on 90% of a balanced dataset. Then, instead of evaluating on the remaining 10% of the data as above, we input the feature vector of each node pair across networks into the trained classifier. Rather than directly output a class, we obtain the probability that the two nodes are functionally related. We can interpret this probability as a redefined "relatedness" measure, where now nodes are topologically related if they are likely to be functionally related.
Then, mirroring our initial analyses (Fig. 1) , we examine the distributions of these topological relatedness scores on the same networks and noise levels. For a geometric network and its 0% noisy counterpart, we now see a distinct difference between the distributions of matching pairs and all pairs ( Fig. 7(a) ). Also, even for 25% noise, the distributions are still different from each other (Fig. 7(b) ), and this difference is greater than the difference in distributions of the equivalent topological (GDV) similarity scores ( Fig. 1(b) ). In other words, TARA's relatedness scores are better able to distinguish a matching node pair from any node pair compared to traditional topological similarity scores, which could explain the superior results of TARA over traditional NA methods. Improving these learned topological relatedness scores (e.g., so that the difference in distributions at 25% noise looks like the difference at 0% noise), and using them to produce alignments that are more fairly comparable to some traditional NA methods (e.g., to produce one-to-one alignments) are subjects of our future work.
Conclusion
We present TARA as a method that challenges the assumption of current NA methods that topologically similar nodes are functionally related. We have shown that given the topological feature vector of a pair of nodes, TARA can accurately predict whether the nodes are functionally related. In other words, we have designed a method that can detect from training data a pattern between topological relatedness and functional relatedness in both synthetic and real-world networks. Then, taking pairs predicted as functionally related from the testing data as an alignment, we have shown TARA generally outperforms or at least complements existing approaches, even those that use sequence similarity-based anchor links across network as input (unlike TARA), in the task of protein function prediction, one of the ultimate goals of NA. As such, TARA provides researchers with a valuable data-driven approach to NA and protein function prediction. Figure 7 : Distribution of TARA's redefined topological relatedness between node pairs of a geometric random graph (i.e., a synthetic network) and its (a) 0% and (b) 25% noisy counterparts. We show three lines representing the distribution of topological relatedness for matching (i.e., functionally related) node pairs (blue), for all node pairs (red), and for 10 random samples of the same size as the set of matching pairs, averaged (purple).
To our knowledge, TARA is the first data-driven NA approach. As such, it is just a proof-of-concept. There are many directions in which this work can be taken. For one, we use a relatively simple GDVbased feature of a node pair. However, more sophisticated combinations of GDVs could be explored. Other embedding methods (i.e., ways to extract feature vectors of nodes) such as matrix factorization ( [24] ) or graph convolution networks ( [57] ), or including sequence similarity-based anchor links like PrimAlign does, could show improvement. Also, we train a simple classifier -logistic regression, but potential improvement could be seen with more sophisticated models. Furthermore, in this study we have focused on pairwise, homogeneous, and static NA. However, there has been work in aligning multiple ( [22, 53, 55, 25] ), heterogeneous ( [19, 36] ), or dynamic ([52, 54, 2]) networks. Our general framework could be adapted to each of these types of NA.
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