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ABSTRACT
The application of machine learning principles in the photometric search of elusive
astronomical objects has been a less-explored frontier of research. Here we have used
three methods: the Neural Network and two variants of k-Nearest Neighbour, to iden-
tify brown dwarf candidates using the photometric colours of known brown dwarfs.
We initially check the efficiencies of these three classification techniques, both individ-
ually and collectively, on known objects. This is followed by their application to three
regions in the sky, namely Hercules (2◦× 2◦), Serpens (9◦× 4◦) and Lyra (2◦× 2◦).
Testing these algorithms on sets of objects that include known brown dwarfs show
a high level of completeness. This includes the Hercules and Serpens regions where
brown dwarfs have been detected. We use these methods to search and identify brown
dwarf candidates towards the Lyra region. We infer that the collective method of clas-
sification, also known as ensemble classifier, is highly efficient in the identification of
brown dwarf candidates.
Key words: methods: statistical – (stars): brown dwarfs – infrared: stars – techniques:
miscellaneous – techniques: photometry
1 INTRODUCTION
Classification of astronomical objects has always posed a
problem to researchers. Classification usually depends on
characteristic spectral features of a set of objects that can
be observed through photometry at certain wavelengths
in the absence of spectroscopic data. Such photometry-
based classification schemes have been traditionally imple-
mented by applying colour and magnitude cuts to the data
(van der Veen & Habing 1988; Allen et al. 2004). The ad-
vent of large all-sky photometric surveys, each identifying
millions of new objects, necessitates automated techniques
for classification. It is clear that increasing the number of
features used for classification improves accuracy. The need
for handling multi-dimensional feature spaces (wherein dif-
ferent classes can be clearly distinguished) has led to the in-
troduction of machine learning algorithms for this purpose
(Ho & Agrawala 1968).
Among the earliest machine-learning methods used for
classification in astronomy are the k-Nearest Neighbour
(k-NN) method and the Neural Network (NeuN) algo-
rithm. These computational techniques for recognising pat-
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terns have been used for astronomical classification since
1970s. A statistical nearest-neighbour test was employed by
Bogart & Wagoner (1973) to study clustering of galaxies
and QSOs. Heydon-Dumbleton et al. (1989) used an auto-
matic classification procedure for star-galaxy classification
using NeuN. Thereafter, Odewahn et al. (1992) used the
perceptron and backpropagation neural network algorithms
to create accurate classifiers for separating star and galaxy
images. Similar networks were also used for morphological
classsification of galaxies by Storrie-Lombardi et al. (1992).
Nowadays, more sophisticated techniques are used for clas-
sification, such as the Support Vector Machines (SVMs)
(Krakowski et al. 2016; Kurcz et al. 2016), Random For-
est algorithm (Nakoneczny et al. 2018) and deep learning
(Gonza´lez et al. 2018). In the current work, we attempt to
create an ensemble classifier by applying simple machine
learning techniques like k-NN and NeuN for identification
of objects like brown dwarfs, which are rarely observed
despite being theoretically predicted to be in abundance
(Muzˇic´ et al. 2017).
Brown dwarfs are objects with mass so low that they
cannot sustain hydrogen fusion in their cores. They are
capable of fusing deuterium, and the minimum mass for
deuterium-burning is defined as the lower mass limit for
a brown dwarf (adopted by the International Astronomical
c© 2018 The Authors
2Union in 2002, Spiegel et al. 2011). Brown dwarfs fall under
3 spectral types, L, T and Y. Some of the hottest brown
dwarfs discovered have been found to be of late M-type as
well, but since the photometric properties of M-type brown
dwarfs are very similar to the M-type main-sequence stars,
we have omitted them from the brown dwarf category in this
study. Brown dwarfs are extremely faint and cool; T and Y
dwarf temperatures can range from 300 K to 1300 K, and
visible magnitudes of even the hotter L-dwarfs fall above
20 mag (Costa et al. 2005). Hence, they are very difficult to
detect. Their emission peaks in the infrared with a distinc-
tive spectral energy distribution arising from strong molecu-
lar absorption features (Warren et al. 2007; Stephens et al.
2009). Foraging the immediate solar neighbourhood for such
cold objects is one of the goals of the all-sky mission per-
formed by the Wide-field Infrared Survey Explorer (WISE;
Wright et al. 2010). WISE is an Earth-orbiting NASA mis-
sion that surveyed the entire sky simultaneously at wave-
lengths of 3.4, 4.6, 12, and 22 µm, hereafter referred to as
bands W1, W2, W3, and W4, respectively. These bands have
been selected so as to uniquely identify brown dwarfs based
on their spectral features (Kirkpatrick et al. 2011).
Most of the brown dwarf searches till date have used
generic colour cuts to identify candidates, which are then
confirmed or rejected on the basis of additional spec-
troscopy and proper motion studies (Cushing et al. 2011;
Kirkpatrick et al. 2011; Tinney et al. 2012; Thompson et al.
2013). However, Luhman (2012) cautions against the use of
theoretical magnitudes and colours for this purpose. Instead,
he recommends the use of photometry of known low-mass
objects, to guide the identification of candidates. But this
has been attempted by very few as of now. For example,
Marengo & Sanchez (2009) present a statistical method for
the photometric search of rare astronomical sources using
the k-NN method. Here k-NN acts as a non-parametric clas-
sifier, by deciding the class of a new set of data based on its
distance from a class of brown dwarf templates, where the
distance is defined in multi-dimensional colour and magni-
tude space. We have included the above technique, hereby
termed as k-NN threshold distance, in our analysis. In ad-
dition, we have applied a modified version of k-NN dis-
tance method, namely k-NN classification, whereby addi-
tional classes (i.e. different sets of background objects which
are not brown dwarfs) are considered for improvement in
the analysis. The third method used in the present work
is NeuN, a parametric classifier. Although this method has
been used for astronomical classification problems as men-
tioned earlier, it has not been applied to the specific problem
of brown dwarf classification problem till now.
In this work, we specifically aim to (i) pose the identi-
fication of brown dwarfs as a classification problem rather
than a (colour) threshold based identification, (ii) identify
satisfactory training data for brown dwarfs as well as back-
ground classes, and (iii) examine a suitable approach for
identifying brown dwarf candidates using their infrared pho-
tometry by applying well-known methods like k-NN classi-
fier and NeuN. In addition, we propose an ensemble classifier
for the same. The ensemble classifier will identify the final
brown dwarf candidates on the basis of a majority vote,
with each individual classifier being given equal weightage.
Simultaneously, we also use different training sets and com-
pare their efficiencies to determine an optimum set.
The organisation of this paper is as follows. Section 2
of this paper describes the machine learning methods, while
Sect. 3 provides details of the data used and features em-
ployed to form the training sets. In Sect. 4, the outcome
of the classification techniques are determined through ef-
ficiencies of few optimum training sets. These training sets
are applied to certain regions in sky in Sect. 5 and inferences
drawn in Sect. 6. A short summary of results is provided in
Sect. 7.
2 CLASSIFICATION SCHEMES
The data used for the photometric classification include the
colours of objects as derived from near and mid-infrared
photometric bands. The colours are designated as features
in machine-learning parlance, and these are described in
Sect. 3.1. Objects are classified based on their photomet-
ric similarity to known objects of a given class. These latter
objects are referred to as templates. Below, we briefly intro-
duce the classification schemes.
2.1 Neural Networks
Neural networks are a family of machine learning al-
gorithms developed for solving difficult pattern classifi-
cation problems. Inspired by biological neural networks
(Beale & Jackson 1990), they consist of individual process-
ing units, called neurons or nodes. A network is constructed
using layers of neurons. The first and last layer are the in-
put and the output layer respectively, while the layers in be-
tween are designated as hidden layers. The first mathemati-
cal models of neurons, called perceptrons (Rosenblatt 1958),
were capable of identifying only linearly separable patterns.
A network of such neurons formulated in a feed forward ar-
chitecture with input, output and one or more hidden layers,
called a feed forward neural network (or a multilayer percep-
tron), was found to possess far greater classifying power. The
layers are connected through one-directional weighted path-
ways between nodes in different layers. The input features
for classification correspond to the nodes in the input layer,
while the number of nodes in the the output layer is decided
by the number of output classes. The number of hidden neu-
rons and layers are set according to the complexity of the
classification problem, which decides the non-linearity of the
network. A schematic of this method is shown in Fig. 1(a).
Object classification was identified as one of the areas
in astronomy where NeuN methods were likely to make an
impact (Miller 1993). What sets NeuN apart from the more
conventional rule-based classifiers is their ability to learn
from examples (Cho et al. 1991). This learnt information is
stored in the network in the form of weights along the con-
necting pathways between individual neurons. This allows
the network to generalise, making them capable of classify-
ing patterns which may not be included in the initial training
set.
We create a simple feed-forward NeuN with the help
of the MATLAB neural network toolbox. This employs su-
pervised learning, with one hidden layer of neurons having
100 neurons. For training the network, we provide it with
a training data set of example inputs and their correspond-
ing desired outputs. Here, the inputs are a set of six colours
MNRAS 000, 1–13 (2018)
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Figure 1. Schematic of the three classification techniques used
in this study: (a) Neural networks, (b) k-NN Classification for k
= 3, and (c) k-NN Threshold Distances for k = 3.
(these are discussed in detail in Section 3.1) for each object
and the output is set to 0 or 1 depending on the class of
the object. The network weights, which are initially set to
random values, eventually store learnt patterns after train-
ing. During learning, the network weights are repeatedly ad-
justed in order to minimize the error between the obtained
and expected output. This process, termed as backpropa-
gation (Rumelhart et al. 1986), is repeated until either the
entire training set is correctly classified, or the network is
unable to minimize the error term further.
2.2 k-Nearest Neighbour Approach to
Classification (k-NN-C)
In k-NN classification, the class of an object is decided based
on its distance to a specific class of templates, where dis-
tances are defined in a multi-dimensional colour space. Usu-
ally, applications of the Nearest Neighbour methods consider
the k-nearest templates (of any class) in a parameter space
and decide the class based on the majority vote of these tem-
plates (Popescu et al. 2018; Miettinen 2018; Wallace et al.
2019; Akras et al. 2019). However, in the present case we
select k templates from each class and estimate an average
distance to each class. We then determine the class to which
the object has the shortest distance, and classify the object
as belonging to that class. This approach can be considered
as a modification of the threshold distance method used by
Marengo & Sanchez (2009). While these authors estimate
the distance to a single class, we consider a training sample
consisting of multiple classes: the brown dwarf and back-
ground. This approach is helpful for the current classification
problem since the templates of one class are clustered in a
small region and those of the other class (i.e. the background
objects) are sparsely distributed. The same 6 colours used
by the NeuN classifier as input parameters are again used
here to create the multi-dimensional colour-colour space. A
schematic of this method can be found in Fig. 1(b).
An averaged Euclidean metric is preferred for multi-
dimensional spaces as the distance does not increase with
increase in the number of dimensions. While calculating the
distance between the ith test object and the jth template
in the training set for each colour dl(i, j), their photometric
uncertainties (denoted by σi and σ j) are also taken into ac-
count. The k-NN distance of the ith test sample to each class
is the weighted average of the Euclidean distances D(i, j) to
the nearest k templates of that class, where the weights w(i,
j) are introduced to reduce the influence of isolated tem-
plates that happen to be much farther away than the near-
est neighbors. A Gaussian kernel is very effective for this
task (Marengo & Sanchez 2009) which is given by Eqn. 3.
In addition to using uncertainties of the input colours in the
k-NN distance equation, they also incorporate a sparseness
factor σs, in order to account for lack of observed templates
of a particular class in a given location in the colour-colour
space. This factor is a measure of how far apart the tem-
plates are with respect to each input colour.
σs( j) =
1
k
√√√√ k∑
t=1
dl(t, j)2 (1)
σl(i, j) =
√
(σ2i +σ
2
j )+σs( j) (2)
w(i, j) = exp

−

 D(i, j)
k×
√
∑Nl=1 σl(i, j)
2


2

 (3)
The k-NN distance of the ith test sample to a given class
is given by the equation:
DkNN(i) =
∑kj=1 D(i, j)×w(i, j)
∑kj=1 w(i, j)
. (4)
The final classification is based on the minimum k-NN
distance of the ith test sample to each class.
2.3 k-NN Threshold Distances (k-NN-TD)
In this method, the k-NN distance of each test object is cal-
culated from a training sample consisting entirely of brown
dwarfs, and objects whose k-NN distance is within a certain
defined threshold, are classified as brown dwarfs. This can
be visualised through the schematic given in Fig. 1(c). This
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4method is identical to the one used by Marengo & Sanchez
(2009) and the same formula, as given in Eqn. (4) is used
for calculating the k-NN distance. This application requires
templates only for the search class, relying on the assump-
tion that the templates are an accurate representation of the
class, and that the selected features (colours) chosen in the
analysis are sufficient to provide an effective discrimination.
The threshold distance, denoted by Dth, and the num-
ber of neighbors, k, are optimized for maximum complete-
ness and rejection efficiency using the bootstrap method
(Hastie et al. 2001). The completeness (C ) and rejection (R)
efficiencies are defined as follows:
Completeness, C =
No. of true positives
No. of expected brown dwarfs
(5)
Rejection Efficiency, R =
No. of true rejections
Total no. of background objects
(6)
Samples of the template and background classes are cre-
ated and then tested for C and R for different values of k
and Dth. In order to standardize this approach, we select the
k and Dth values which give the highest product of C and
R.
2.4 Ensemble Classifier
We use the parametric (NeuN) as well as the two non-
parametric (k-NN) techniques to create an ensemble clas-
sifier. Such a classifier will identify brown dwarfs by fac-
toring in the outputs from all the individual classifiers and
making the final decision on the basis of a majority vote.
In other words, if either two or all three methods classify
an object as a brown dwarf candidate, then the ensemble
method would label this object as a brown dwarf candidate
and vice-versa. In this method, each individual classifier is
given equal weightage. This helps to reduce the misclassi-
fication due to the shortcomings of any one classifier. We
attempt to quantify the performance of the ensemble classi-
fier by calculating C and R in each case.
3 FEATURES AND DATA FOR
CLASSIFICATION
The dearth of work done in this type of automated brown
dwarf classification problem prompted us to create training
datasets from scratch and we have decided on a set of fea-
tures to be used for classification, after going through a wide
variety of pre-existing literature. These are described in this
section.
3.1 Colours used as input features
The data used for photometric classification includes the
brightness of objects as measured in WISE and the Two
Micron All-Sky Survey (Skrutskie et al. 2006, 2MASS). The
WISE bands W1, W2 and W3 have been incorporated in
the analysis. W4 has been excluded as the angular resolu-
tion in this band is lower than the other bands by a fac-
tor of ∼ 2. In addition, the photometric uncertainties of
Table 1. Photometric colours used as features for brown dwarf
classification, using WISE and 2MASS filters.
Colour Characteristic
W1-W2 Methane absorption in W1
W2-W3 Methane absorption in lower bands
J-H H2O absorption in J
J-W1 H2O absorption in J
J-W2 H2O absorption in J
J-Ks Presence of methane
many objects are not available in W4. Moreover, we find
that its inclusion did not show any significant improvement
in the results. In 2MASS, all the three bands: i.e. J (1.25
µm), H (1.65 µm), Ks (2.17 µm) bands have been consid-
ered. With these bands, it is possible to identify the near-
infrared spectral features associated with H2O in the atmo-
spheres of the L and T dwarfs (Stephens & Leggett 2004).
We have selected six colours based on the spectral charac-
teristics of brown dwarfs in the WISE and 2MASS filter
combinations (Kirkpatrick et al. 2011; Marengo & Sanchez
2009; Faherty et al. 2016; Zhang et al. 2018). The colours
used in this work are: W1-W2, W2-W3, J-H, J-W1, J-W2,
J-Ks, and the spectral characteristics of brown dwarfs that
they describe are listed in Table 1.
3.2 Training Samples
The training sets are constructed using different combina-
tions of brown dwarfs and background objects. The selection
of templates used for the classification is described below.
(i) Brown dwarfs - The brown dwarfs used as templates
for this work have been taken based on availability of
infrared data in all the required bands. For this we have
used brown dwarfs from the following research papers:
Kirkpatrick et al. (2011), Thompson et al. (2013), and
Best et al. (2018).
(ii) Background objects - In this classification problem,
background objects include other sources such as stars in
different evolutionary stages or galaxies. For this work, we
have attempted to incorporate a variety of background ob-
ject templates and only those have been included in the
training sets, which were felt to have an effect on the clas-
sification on brown dwarfs and, hence, were likely contami-
nants. The objects were taken from existing literature and
include NLS1 galaxies (Chen et al. 2017a), Ap and Am stars
(Chen et al. 2017b), Young Stellar Objects (YSOs; Su et al.
2014; Fischer et al. 2016), Red Giants (Anders, F. et al.
2017), K-type stars (Pecaut & Mamajek 2016), and M-
dwarfs (Best et al. 2018). Along with all these known back-
ground objects, some objects have been taken randomly
from the WISE All-Sky point source catalog (Wright et al.
2010) by applying magnitude cuts so that they are brighter
than the known brown dwarf templates in each band.
Apart from the above objects, some artificial sam-
ples are created for both classes with the characteristics
of the known templates. This is carried out in a man-
MNRAS 000, 1–13 (2018)
Classifier to Detect Elusive Astronomical Objects 5
ner similar to the bootstrap implementation described by
Marengo & Sanchez (2009).
4 OPTIMAL TRAINING SETS AND
PERFORMANCE OF CLASSIFICATION
METHODS
It is well known that for any classification problem, diverse
training data sets are of great importance. But, when it
comes to brown dwarfs, few attempts have been made in
this regard. Here, we have experimented with different cata-
logs of known brown dwarfs as well as various other stars and
galaxies to create the brown dwarf and background classes,
respectively. Distinct training sets were generated by com-
bining specific template groups.
For each set, C and R are employed as the validation
metrics. Each set is randomly divided into three parts, in the
ratio 70:15:15, and labelled as training, validation and test
samples, respectively. The validation set is used to tune the
parameters of a classifier, for example, to tune the weights
in a neural network. In the k-NN-TD method, the validation
set was used to fix the distance threshold value which gave
the maximum C - R efficiency product. The test set is then
used to assess the performance of the final tuned classifier by
the estimation of C and R. We carried out a rigorous 5-fold
cross-validation for the verification of these efficiencies. In
this method, each dataset is divided randomly into 5 parts.
One part is taken as the test set whereas the other 4 are
combined to form a training set. This testing is repeated for
all the 5 parts, and the average C and R evaluated. We find
that the efficiencies computed by both these methods are
very similar (match within ∼ 90%).
Based on the values of C and R, the composition of the
sets were modified to select the best training sets for this
particular problem. These are described below.
4.1 2-Class Training Sets
The 2-class training sets include the classes of (i) brown
dwarfs, and (ii) background objects. Three distinct groups
were constructed for this purpose, using the combinations of
objects described below. All the classification methods were
applied on the training sets and the results are presented.
The k-NN-TD method is also discussed here although
it employs only one class of brown dwarf templates as its
training set. The threshold distance effectively demarcates
the feature space into two classes, with all the objects falling
within the threshold considered as brown dwarf candidates
and the rest taken as other (background) objects. Thus, it is
equivalent to a 2-class classification technique in this study,
and we have compared its performance with the rest of the
2-class methods. We note that for all the 2-class training
sets described below, only the brown dwarf template class
in each group is used by the k-NN-TD classification method.
(i) Set A - This set comprises of the brown dwarfs from
the sample of Kirkpatrick et al. (2011) and Thompson et al.
(2013), in addition to the simulated objects created from
these samples. The background class includes random WISE
background objects and the corresponding simulated objects
alongwith NLS1 galaxies. Note that the NLS1 galaxy sample
also includes point-like sources, with colours similar to those
of brown dwarfs in the bands under consideration. The re-
sultant efficiency values, on application of the classification
techniques, are shown in Fig. 2. We find that the efficien-
cies are 100%. This is due to the relatively small variety
of objects in the training samples, and a marked difference
between the characteristic colours of the two classes, i.e.,
brown dwarfs and the WISE background.
(ii) Set B - The composition of this set is similar to Set
A, the difference being the addition of YSO templates to
the background class (Fischer et al. 2016). The inclusion of
YSOs lowers the R of the k-NN-C method to ∼ 98%, which
in turn lowers the R of the ensemble classifier by ∼ 0.3%
(see Fig. 2). This could be because of the fact that YSOs
have colours similar to those of brown dwarfs in the infrared
bands with few being misclassified. We note that C values
remain unaffected.
(iii) Set C - This set includes the brown dwarfs from the
samples of Kirkpatrick et al. (2011), Thompson et al. (2013)
and Best et al. (2018). The background class comprises of all
known objects (NLS1 galaxies, Ap and Am stars, YSOs, Red
Giants, K-type stars, and M- dwarfs). The resultant efficien-
cies display a lowering of the C and R values with respect
to sets A and B, see Fig. 2. The ensemble classifier performs
marginally better than the others. The NeuN and k-NN-
C methods give similar values of C (98%) and R (95%).
k-NN-TD returns a better R (98%) but a relatively lower
C (95%). It would appear that an increase in the variety
of the samples has affected the efficiencies. Such diversifica-
tion of training set is expected to help improve the R of the
classifiers during testing on a real scenario, as more non-
brown dwarf templates start finding representation in the
background class.
The composition of the different training sets are sum-
marised in Table 2.
4.2 3-Class Classification
The spectral categories of brown dwarfs (L, T, Y) can be uti-
lized to make finer constraints in the feature space, for their
identification. The L category of objects cannot be strictly
considered as a brown dwarf class as it can also include low-
mass stars. Therefore, in order to better evaluate the effects
of L-dwarfs in the training sets on the classification of both
types of objects (brown dwarfs and background), the NeuN
and k-NN-C classifiers have been built with 3 categories: (i)
T- & Y-dwarfs, (ii) L-dwarfs, and (iii) background objects.
Each test object is classified into one of the three classes
based on the features. The training set created for the 3-
class classification contains 2698 objects. There are 335 ob-
jects in the first category which has T- and Y-dwarfs taken
from Kirkpatrick et al. (2011) and Thompson et al. (2013),
along with T-dwarfs from Best et al. (2018). There are 1087
objects taken from the above samples in the second category
(i.e. L-dwarfs). There are 1275 background objects compris-
ing of randomWISE background, NLS1 galaxies, YSOs from
the Fischer et al. (2016) catalog and M-dwarfs. This compo-
sition is listed in Table 4. For this training set, only k-NN-C
and NeuN methods are applicable as they cater to multiple
classes.
The resultant efficiencies of this classification are dis-
MNRAS 000, 1–13 (2018)
6Table 2. Composition of the 2-class Training Sets.
Set Brown Dwarfs Background Objects
Composition
No. of
objects
Composition
No of
objects
Total no.
of objects
A
Kirkpatrick,Thompson,
Simulated
1430
WISE background objects
(Real&Simulated), NLS1 galaxies
1200 2630
B
Kirkpatrick,Thompson,
Simulated
1430
WISE background objects (Real&Simulated),
NLS1 galaxies, Fischer YSOs
1275 2705
C
Kirkpatrick,Thompson,
Best T-dwarfs
344
NLS1 galaxies, Fischer YSOs,
Ap & Am stars, Red Giants, K-type stars
325 669
Figure 2. Completeness and Rejection Efficiencies of the 2-class training sets A, B and C, described in Sec 4.
Table 3. Efficiencies of 2-Class Training Sets, described in Sec 4..
Completeness Rejection Efficiency
Set
NeuN
(%)
k-NN-C
(%)
k-NN-TD
(%)
Ensemble
(%)
NeuN
(%)
k-NN-C
(%)
k-NN-TD
(%)
Ensemble
(%)
A 100 100 100 100 100 100 100 100
B 100 100 100 100 100 98.5 100 99.7
C 98.3 98.3 94.9 99.1 95.1 95.1 97.6 95.35
Figure 3. Completeness and Rejection Efficiencies of the 3-Class Classification (Background denoted by Bg, L-dwarfs and T, Y-dwarfs),
described in Sec 4.2.
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Figure 4. Confusion matrix for the 3-Class Classification (Background denoted by Bg, L-dwarfs and T, Y-dwarfs) by NeuN classifier
for (left) validation and (right) test sets.
Table 4. 3 Class Classification-Training Set Composition
Set Composition
No. of
objects
3A
Best Dwarfs(1000 M,L,T),
Kirkpatrick+Thompson,
WISE background (Real),
NLS1 galaxies, CM YSOs
2698
(Bg-1275,
L-1087,
T-335)
played in Table 5 and Fig. 3. We observe that R values for
the T- and Y-dwarfs are high (> 97%), but the C values
are relatively lower (R ≥ 88%). This can be attributed to
the misclassification of early T-dwarfs as L-dwarfs. The L-
dwarfs have lower R values (∼ 91%) as compared to the T-
and Y-dwarfs but the C values are comparable (≥ 90%).The
background class exhibits a trend similar to the T- and Y-
dwarfs: low C values(≥ 87%) but high C values (≥ 87%).
The confusion matrix for the 3-class NeuN classifier is
illustrated in Fig. 4. A confusion matrix is used to describe
the performance of a classifier with multiple classes on a set
of test data for which the true values are known. The rows
of the matrix correspond to the class predicted by the NeuN
classifier for a test object while the columns correspond to
the actual class of the object. The cells along the diagonal
represent the fraction of test objects correctly classified by
the network. From the figure, we see that a relatively larger
fraction of L-dwarfs (3.5%) are being misclassified as back-
ground when compared to T- & Y-dwarfs (∼ 0.5% or lower).
The fraction of correctly classified test objects of that class,
given by the last cell at the end of each row, is lower for
the L-dwarfs when compared to the T- and Y-dwarfs, as ex-
pected. All these results imply that a small fraction of the
L-dwarfs are closer to the background templates, than brown
dwarfs. The lowermost cell towards the right end gives the
C of the network for the given sample. We find that the
C > 91.5% for NeuN. It is to be noted here that the ensem-
ble classifier cannot be applied for the 3-class training sets
as there are only two methods, and hence a majority vote
would not be possible in some cases.
4.3 Performance of Classification Methods
We summarise the performance of the classification tech-
niques here. We find that all the three classification methods
perform well on the training sets considered, with C ≥ 87%
and R ≥ 88%. In the 2-class classification, the ensemble clas-
sifier performs as well as NeuN for the sets A and B, and
marginally outperforms the other classifiers for set C. In the
classification methods using 3-class training sets, it would
appear that both NeuN and k-NN-C perform equally well.
Thus, we see that the methods outlined above perform un-
equivocally well on the diverse training sets that have been
created.
5 TESTING ON REGIONS IN SPACE
Having analysed the performance of the classification meth-
ods to known objects, we apply them to objects in three
different regions of the sky. Two of them, Hercules and Ser-
pens, have been selected due to the relatively larger number
density of known brown dwarfs in these regions. The third
arbitrary region was selected based on the attribute that it
should not have any known brown dwarf. For this, we con-
sidered a region towards the Lyra. The details of these three
regions are given below:
(i) A part of the constellation Serpens: This comprises a
region of size 4◦×9◦, centred on RA (J2000)=246.500◦ , Dec
(J2000)=4.500◦ .
(ii) The constellation Hercules: This comprises a re-
gion of size 2◦×2◦, centred on RA (J2000)=268.000◦ , Dec
(J2000)=17.000◦ .
(iii) The constellation Lyra: This comprises a region
of size 2◦×2◦centred on RA (J2000)=275.410◦ , Dec
(J2000)=32.450◦ .
We include all sources for analysis in a given region
whose infrared photometry in the requisite bands are avail-
able in the AllWISE Source Catalog (Cutri & et al. 2014).
The catalog also lists the association of sources with 2MASS
Point and Extended Source Catalog. The WISE photometric
magnitudes, their uncertainities and the associated 2MASS
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8Table 5. Efficiencies of 3-Class Training Set.
Completeness Rejection Efficiency
Set
Output
Class
NeuN
(%)
k-NN-C
k=5 (%)
k-NN-C
k=10 (%)
NeuN
(%)
k-NN-C
k=5 (%)
k-NN-C
k=10 (%)
Bg 93.3 87.0 87.0 92.9 97.6 96.6
Validation L 91.1 94.3 94.3 93.1 90.7 90.3
T and Y 88.9 95.8 95.8 99.7 97.5 98.3
Bg 91.6 88.0 89.0 93.5 97.7 97.2
Test L 90.3 95.2 94.6 92.9 88.7 89.5
T and Y 95.9 91.5 91.5 99.2 99.2 99.2
photometry and uncertainities have been used for the clas-
sification. We restrict the search to point sources by taking
only those sources with 2MASS extended source flag =
0, which indicates that the morphology of the source is con-
sistent with a point source.
The Hercules region has 3 known T-dwarfs, one iden-
tified by Thompson et al. (2013) and two by Best et al.
(2018). The Serpens region has 5 T-dwarfs, all of them iden-
tified by Best et al. (2018), and two of them were identified
by Thompson et al. (2013). Therefore, if a classifier is able
to identify the known brown dwarfs in these regions, it would
further validate the performance of the classification tech-
niques. For these regions, it is not possible to calculate R
as we do not know the exact number of brown dwarfs and
background objects that are present. Therefore, in order to
quantify how effectively the classifier rejects background ob-
jects, we define a new parameter called the rejection ratio
(RR) in the following way.
Rejection Ratio, RR =
No. of objects rejected
Total no. of objects in the region
(7)
5.1 Serpens
The Serpens region contains 21,022 objects with photometry
in all the requisite bands. This region contains 5 T-dwarfs.
The classifier techniques developed till now are applied to
the region. We find that, among the 2-class methods, NeuN
performs exceptionally well and identifies all the five known
brown dwarfs with RR of 99.9% and above, see Table 6. In
the k-NN-C method, all the training sets, except Set A for
k=10, identify all known dwarfs with a reasonably high RR.
The performance of the k-NN-TDmethod, is quite poor with
sets A and B unable to identify any known dwarf, whereas
set C identifies all known dwarfs, albeit with a lower RR than
the other methods (RR ∼ 94%). The ensemble classifier also
works well with sets B and C identifying all known dwarfs
and set A identifying 4 out of 5. The RR values for the
ensemble classifier are better than the k-NN methods, but
not as high as the NeuN classifier. Among the training sets,
only Set C identifies all 5 known dwarfs in all the methods.
The other two sets work well in all classifiers except k-NN-
TD. The classification methods using 3-class training sets
also work extremely well (Table 7), identifying all 5 known
dwarfs with a RR around 99.8%.
5.2 Hercules
The selected region in Hercules contains 2,611 objects with
photometry in all the requisite bands. The region is known
to contain 3 known brown dwarfs. Application of the clas-
sification methods towards the objects in this region show
that among the 2-class methods, NeuN classifier (Table 6)
again produces the best results with two out of three train-
ing sets identifying all known brown dwarfs, all with RR
values above 99.5%. This is followed by k-NN-C and k-
NN-TD methods. In this region, the ensemble classifier per-
forms better than the k-NN methods, but not as well as the
NeuN classifier. Among the training sets, only Set C iden-
tifies all 3 known dwarfs and has a RR value above 99%.
Training set A performs well in the NeuN (identifying all 3
known dwarfs with RR=99.53%) but is unable to identify
the known dwarfs by the other two methods. The classi-
fication techniques using 3-class training sets perform well
(Table 7), identifying all 3 known dwarfs with a RR value
∼ 99.8%.
5.3 Lyra
The selected region in the constellation Lyra has 4,620 ob-
jects with photometry in all infrared wavebands considered
here. No known dwarf is found in this region. In this re-
gion, the NeuN and the ensemble classifiers (Table 6) work
well giving RR above 99% for all training sets. The k-NN-
C method does not fare so well in comparison, with only
sets B and C having a RR of above 99%. The same follows
for k-NN-TD method, with sets A and B having a RR of
above 99%. But both the k-NN methods have RR>96% for
all sets. The 3-class classification techniques (Table 7) give
a high RR, but classify an abnormally large number of ob-
jects as L-dwarfs, which may be due to the inclusion of early
L-dwarfs from Best et al. (2018) in the 3-class training set.
5.4 Search for counterparts
5.4.1 SIMBAD counterparts
The objects identified as brown dwarf candidates by the
NeuN and ensemble classifiers for each region are given in
Tables 8, 9, 10. We carried out a search in the SIMBAD
astronomical database to see if these sources matched with
any known objects identified previously. The search was ap-
plied based on the positional coordinates of the source and
a search radius of 3.5′′. This corresponds to half the beam
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Table 6. Results on the three regions in sky for 2-class training sets.
Training Sets Set A Set B Set C
Region Method N1 KR2
RR3
(%)
N1 KR2
RR3
(%)
N1 KR2
RR3
(%)
NeuN 16 5/5 99.9 7 5/5 99.9 20 5/5 99.9
k-NN-C (k=5) 351 5/5 98.3 68 5/5 99.7 510 5/5 97.6
Serpens k-NN-C (k=10) 562 4/5 97.3 78 5/5 99.6 123 5/5 99.4
k-NN-TD (k=5) 45 0/5 99.8 1 0/5 100 1230 5/5 94.2
k-NN-TD (k=10) 25 0/5 99.9 1 0/5 100 1294 5/5 93.8
Ensemble 47 4/5 99.8 8 5/5 99.9 27 5/5 99.9
NeuN 4 3/3 99.9 3 2/3 99.9 5 3/3 99.8
k-NN-C (k=5) 22 2/3 99.2 5 2/3 99.8 72 3/3 97.2
Hercules k-NN-C (k=10) 37 2/3 98.6 7 2/3 99.7 19 3/3 99.3
k-NN-TD (k=5) 4 1/3 99.9 1 1/3 99.9 69 3/3 97.4
k-NN-TD (k=10) 2 1/3 99.9 1 1/3 99.9 35 3/3 98.7
Ensemble 3 1/3 99.9 1 1/3 99.9 7 3/3 99.7
NeuN 7 - 99.8 1 - 99.9 2 - 99.9
k-NN-C (k=5) 81 - 98.3 22 - 99.5 139 - 97.0
Lyra k-NN-C (k=10) 119 - 97.4 23 - 99.5 46 - 99.0
k-NN-TD (k=5) 9 - 99.8 0 - 100 149 - 96.8
k-NN-TD (k=10) 6 - 99.9 2 - 99.9 162 - 96.5
Ensemble 9 - 99.8 1 - 99.9 9 - 99.8
1N - Number of brown dwarfs
2KR - Ratio of known brown dwarfs
3RR - Rejection Ratio
Table 7. Results on the three regions in sky for 3-class training sets.
Region Method
No of objects
in class Bg
No of objects
in class L
No of objects
in class T&Y
KR2
RR3
(%)
NeuN 18354 2629 39 5/5 99.8
Serpens k-NN-C (k=5) 15827 5172 23 5/5 99.9
k-NN-C (k=10) 2218 389 4 5/5 99.9
NeuN 2395 208 8 3/3 99.7
Hercules k-NN-C (k=5) 2196 411 4 3/3 99.9
k-NN-C (k=10) 2218 389 4 3/3 99.9
NeuN 3713 541 6 - 99.9
Lyra k-NN-C (k=5) 3183 1071 6 - 97.0
k-NN-C (k=10) 3300 955 5 - 99.0
2KR - Ratio of known brown dwarfs
3RR - Rejection Ratio
of the W3 WISE band, which has the largest beams among
the bands considered.
In the Serpens region, both the NeuN and ensemble
classifiers together identify 59 objects, out of which 9 ob-
jects have counterparts in the SIMBAD database. We were
pleasantly surprised to see one of them as a L-type brown
dwarf , 2MASS J16192830+0050118. This was not included
in the previous 5 known dwarfs based on the catalogs con-
sidered, as its corresponding WISE data was not linked to
this particular object. The other 8 objects are M-type vari-
able stars and galaxies. In the Hercules region, out of the
6 candidates, only one has a previously identified counter-
part (an M-type variable star). The classifiers identify 15
brown dwarf candidates in the Lyra region, of which four
have SIMBAD counterparts. Two of these are variable stars
and two are radio sources. While the association provides a
certain estimate of the type of source, one caveat is that due
to the WISE resolution, the search diameter considered for
the positional search is not small, i.e. 7′′.
5.4.2 Gaia Counterparts
A search was also carried out using the Gaia database using
the DR2 catalog (Gaia Collaboration et al. 2018) for the ob-
jects identified as brown dwarf candidates by the NeuN and
ensemble classifiers. Again, a search radius of 3.5′′ was used
and the nearest positional association was considered. For
every source which had a corresponding Gaia identification,
the parallaxes, proper motions and photometric magnitudes
were obtained. The distance to each source was derived from
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the parallax. Using the distance and apparent G magnitude,
we estimated absolute G magnitude of each source. This was
then was compared with the absolute magnitudes of known
L and T brown dwarfs (Best et al. 2018) to estimate the
spectral type of each source. The associated Gaia sources
and their properties are listed in Table 11.
Three objects in Hercules, sixteen in Serpens and two
in Lyra were found to have Gaia associations. Of these, only
one object is of spectral type L or later and that is the known
L-type brown dwarf 2MASS J16192830+0050118 which was
identified earlier from the SIMBAD database. It is also the
only object which is within a distance of 100 parsecs from
the Earth. The majority of sources do not have Gaia coun-
terparts. This is expected as the cooler brown dwarfs are
likely to be faint at optical wavelengths.
6 INFERENCES
The NeuN classifier emerges as the best technique out of the
individual methods, performing well in training set efficiency
calculations as well as on tests in regions on the sky. The k-
NN-C method with 3-class training set also holds promise
with R for T-dwarfs as high as 99%, and C values in the
range 90-95%. NeuN gives much better results than k-NN-
C with 2-class training set while testing on specific regions
in the sky. This method also identified a brown dwarf in
the Serpens region which was not part of the initial training
sets or the dwarfs identified by WISE. The k-NN-C using
2-class training set gives results comparable to NeuN while
comparing training set efficiencies but does not hold up as
much while testing on known test samples or new regions.
The k-NN-TD method fares less well than the previously
discussed methods in the training set efficiency calculations
and the Hercules test region.
Thus, if the classification is to be implemented using a
single method, the NeuN classifier would be an appropriate
choice. But a better option would be to use the ensemble
classifier, which performs reasonably well in all scenarios,
and where the decision would not be dependent on a single
classifier alone. Of all the training sets used (in 2-class clas-
sifications), training set C performs best on sources from
given regions on the sky. It shows maximum efficiency in
the Hercules and Serpens regions, and high rejection ratios
in the Lyra region. But the set has low training set effi-
ciency in cross-validation (one amongst the lowest in both
k-NN methods). Training Set B was found to be effective
in rejecting background sources but its performance in the
Hercules region was poor compared to training set C. Train-
ing set A has high efficiencies and managed to identify the
new brown dwarf in the Serpens region, but it does not hold
up as well in the other aspects. Also, it has the least sample
variety among the 3 training sets. The fact that Set C, which
has the most sample variety, is also the best performer seems
to indicate that there is a strong correlation between perfor-
mance and background sample variety. Set B has intermedi-
ate sample variety and its performance is also intermediate
that of the other 2 sets. Since astronomical objects are found
in a vast variety, inclusion of different types of background
objects helps machine-learning algorithms perform better.
A number of objects have been identified in the three
regions using the classification techniques described in the
work. We note that the SIMBAD associations indicate that
we are also selecting objects which are not brown dwarfs, viz.
M-type stars, few galaxies and carbon stars. In one case, a
radio source is also identified as a counterpart. Thus, one
needs to probe in detail in order to confirm the associa-
tions of the identified candidates. However, the fact that
known brown dwarfs have been identified by these methods
provides strong support to the fact that the methods are
effective and one can verify the nature of the other brown
dwarf ‘candidates’ through follow-up spectroscopic studies.
It is worth noting that the number of brown-dwarf candi-
dates identified by these classifiers is much lower than those
identified by traditional techniques of colour-magnitude re-
strictions which, in turn, saves time and resources required
for the final verification.
We have used WISE and 2MASS data for this study
as they were easily available for numerous different objects.
A more robust classification calls for additional information
in the form of identification of the background objects, eg.
YSOs in a given star-forming region. Alternate examples in-
clude cross-identifications of background stars and galaxies
across catalogs, or investigation of regions away from Galac-
tic plane where the number density of stars is lower than
the Galactic plane. The amount and nature of extinction to-
wards each object is also expected to play a crucial role in
ascribing a background source as a brown dwarf. This ad-
ditional information provided to the classifiers can improve
the classification and reliability of the methods. Lastly, we
note that these classification techniques can be used to iden-
tify any group of elusive astronomical objects, by changing
the input colours and training sets. Hence, this approach
can serve as a base for classification of other astronomical
objects as well.
7 SUMMARY
• NeuN and k-NN methods have been used for classifying
astronomical objects based on their photometric colours. Al-
though the methods are general and can be applied to select
any specific kind of astronomical objects, we have applied it
to the specific case of brown dwarfs.
• In this study, apart from NeuN, we have used two dif-
ferent k-NN methods: k-NN-C and k-NN-TD, for classifying
brown dwarfs, using six colours from WISE and 2MASS. We
also propose an ensemble classifier which identifies brown
dwarf candidates on the basis of a majority vote from the
above three methods.
• A number of training sets have been constructed for
testing the performance of the classifiers. This includes the
2-class and 3-class training sets.
• In addition to the different techniques, we create dif-
ferent training sets by combining templates from various
known brown dwarf and background object catalogs. The
efficiencies for the sets, and for different methods, are then
calculated by using C and R as the validation metrics.
• All the methods perform well on the training sets con-
sidered, with C ≥ 87% and R ≥ 88%. In the 2-class classifi-
cation, both NeuN and the ensemble classifier emerge as the
best methods. Both NeuN and k-NN-C perform equally well
in the 3-class clssification methods.
• We apply the methods and optimal training sets to
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Table 8. Brown dwarf candidates identified by NeuN and Ensemble Classifier in Hercules, the alphabets in brackets indicate the training
set.
WISE ID
αJ2000
(deg)
δJ2000
(deg)
Technique
SIMBAD
Association
Category
J175510.28+180320.2 268.7928 18.0555 NeuN(A,B,C); Ensemble(A,B,C) 2MASS J17551062+1803203 Brown Dwarf
J175032.93+175904.2 267.6378 17.9844 NeuN(A,C); Ensemble(C) 2MASS J17503293+1759042 Brown Dwarf
J175454.47+164919.6 268.7273 16.8218 NeuN(A,B,C); Ensemble(C) 2MASS J17545447+1649196 Brown Dwarf
J174846.58+165936.8 267.1941 16.9935 NeuN(C); Ensemble(A,C) No object found
J175527.28+162322.9 268.8637 16.3897 Ensemble(A) No object found
J175338.61+164013.8 268.4109 16.6705 NeuN(A); Ensemble(C) NSV 9827 Semi-regular pulsating star
J174811.68+174109.6 267.0487 17.6860 NeuN(C) No object found
J174827.01+175113.4 267.1125 17.8537 Ensemble(C) No object found
J174854.84+164232.2 267.2285 16.7089 Ensemble(C) No object found
Table 9. Brown dwarf candidates identified by NeuN and Ensemble Classifier in Lyra, the alphabets in brackets indicate the training
set.
WISE ID
αJ2000
(deg)
δJ2000
(deg)
Technique
SIMBAD
Association
Category
J181811.58+325942.6 274.5483 31.5300 Ensemble(C) No object found
J181820.10+314200.5 274.5837 31.7001 NeuN(A,B,C); Ensemble(A,B,C) V* A0 Lyr Variable star of Mira Cet type
J181850.55+315116.8 274.7106 31.8546 NeuN(A); Ensemble(A) No object found
J181811.58+325942.6 274.8476 31.7453 Ensemble(C) No object found
J181950.91+325747.9 274.9621 32.9633 NeuN(A); Ensemble(A,C) No object found
J182043.02+314006.9 275.1793 31.6686 Ensemble(A) NVSS J182043+314006 Radio Source
J182046.97+332431.9 275.1957 33.4089 Ensemble(C) No object found
J182047.58+313841.0 275.1983 31.6447 Ensemble(C) No object found
J182138.94+323907.4 275.4122 32.6521 NeuN(A) No object found
J182240.79+332256.1 275.6699 33.3822 Ensemble(A) No object found
J182246.23+322258.9 275.6926 32.3830 NeuN(A); Ensemble(A,C) NVSS J182246+322258 Radio Source
J182259.75+314404.1 275.7490 31.7345 Ensemble(A) No object found
J182302.37+321010.3 275.7599 32.1695 Ensemble(C) No object found
J182528.82+313045.4 276.3701 31.5126 NeuN(A); Ensemble(A) No object found
J182529.61+313305.3 276.3734 31.5515 NeuN(A,C); Ensemble(A,C) V* IS Lyr Variable star of Mira Cet type
three regions in the sky: Serpens, Hercules and Lyra. Of
these, Serpens and Hercules have known brown dwarfs, pre-
viously identified by WISE.
• The NeuN classifier performs relatively better than the
k-NN methods in the three regions, in the 2-class classifi-
cation, identifying all the previously known dwarfs. This is
followed by the ensemble classifier. The two k-NN methods
do not fare as well, withk-NN-C being the better of the two.
• The 3-class classification also holds promise with its
performance equalling or even exceeding that of the 2-class
NeuN.
• A search for counterparts in the SIMBAD and Gaia
databases was also carried out for the brown dwarf candi-
dates from each region. This led to the identification of one
of the candidates in the Serpens region as a brown dwarf
which was not part of the brown dwarfs identified by WISE.
A fraction of the other candidates are variable stars and
other background objects.
• These methods of multi-dimensional classification based
on photometric colours are expected to significantly down-
size the candidate sample for follow-up studies, as compared
to traditional colour and magnitude diagrams or threshold
cuts.
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Table 10. Brown dwarf candidates identified by NeuN and Ensemble Classifier in Serpens, the alphabets in brackets indicate the training
set.
WISE ID
αJ2000
(deg)
δJ2000
(deg)
Technique
SIMBAD
Association
Category
J162918.56+033535.5 247.3273 3.5932 NeuN(A,B,C); Ensemble(A,B,C) 2MASS J16291840+0335371 Brown Dwarf
J163236.47+032927.3 248.1520 3.4909 NeuN(A,B,C); Ensemble(A,B,C) 2MASS J16323642+0329269 Brown Dwarf
J161927.53+031348.1 244.8649 3.2299 NeuN(A,B,C); Ensemble(A,B,C) 2MASS J16192751+0313507 Brown Dwarf binary
J162414.07+002915.6 246.0587 0.4877 NeuN(A,B,C); Ensemble(A,B,C) 2MASS J16241436+0029158 Brown Dwarf
J163022.90+081821.0 247.5954 8.3058 NeuN(A,B,C); Ensemble(B,C) 2MASS J16302295+0818221 Brown Dwarf
J161800.81+074046.4 244.5034 7.6795 NeuN(A) No object found
J161804.33+034225.6 244.5180 3.7071 Ensemble(C) No object found
J161817.46+073151.3 244.5728 7.5309 Ensemble(A) No object found
J161835.18+070629.7 244.6466 7.1083 Ensemble(A) No object found
J161910.21+011905.8 244.7926 1.3183 NeuN(C); Ensemble(C) No object found
J161910.47+064223.3 244.7936 6.7065 NeuN(C); Ensemble(C) SDSS J161910.48+064223.2 Starburst Galaxy
J161915.97+083555.5 244.8166 8.5987 Ensemble(A) No object found
J161917.17+060856.5 244.8215 6.1490 Ensemble(A) No object found
J161928.33+005010.8 244.8681 0.8363 NeuN(A) 2MASS J16192830+0050118 Brown Dwarf
J161938.90+043203.8 244.9121 4.5344 NeuN(C); Ensemble(C) No object found
J161950.93+082348.4 244.9622 8.3968 Ensemble(A) No object found
J162004.13+002141.9 245.0172 0.3616 Ensemble(A) No object found
J162017.70+040808.8 245.0737 4.1358 Ensemble(A) No object found
J162037.66+014617.6 245.1569 1.7715 NeuN(A) No object found
J162055.66+070510.0 245.2319 7.0861 Ensemble(A) No object found
J162106.03+073555.9 245.2751 7.5988 Ensemble(C) No object found
J162208.71+014252.2 245.5363 1.7145 NeuN(C); Ensemble(C) No object found
J162221.38+030814.8 245.5891 3.1374 Ensemble(A) No object found
J162308.40+002259.7 245.7850 0.3832 Ensemble(A) No object found
J162327.26+000643.4 245.8636 0.1120 Ensemble(C) No object found
J162348.61+043008.2 245.9526 4.5023 NeuN(C); Ensemble(C) No object found
J162350.29+053635.4 245.9595 5.6098 NeuN(A) No object found
J162359.75+082017.6 245.9990 8.3382 NeuN(A) No object found
J162407.87+072619.7 246.0328 7.4388 Ensemble(C) No object found
J162426.65+054218.5 246.1110 5.7051 Ensemble(A) No object found
J162450.40+054231.4 246.2100 5.7087 Ensemble(A) No object found
J162450.47+014948.1 246.2103 1.8300 Ensemble(A) No object found
J162454.89+025957.7 246.2287 2.9994 NeuN(C) V* V911 Oph Long-period variable star
J162532.03+012123.7 246.3834 1.3566 Ensemble(A) No object found
J162532.15+055407.0 246.3839 5.9019 Ensemble(C) No object found
J162616.28+051700.6 246.5678 5.2835 Ensemble(A) No object found
J162618.85+041127.6 246.5785 4.1910 NeuN(A) No object found
J162623.15+020009.7 246.5965 2.0027 Ensemble(C) No object found
J162642.50+045429.5 246.6771 4.9082 Ensemble(A) No object found
J162655.81+083510.7 246.7325 8.5863 Ensemble(A) No object found
J162716.25+004031.8 246.8177 0.6755 Ensemble(A) No object found
J162810.89+003947.7 247.0454 0.6632 Ensemble(C) No object found
J162815.15+005836.8 247.0631 0.9769 NeuN(B,C); Ensemble(C) No object found
J162823.78+072620.6 247.0991 7.4390 NeuN(C); Ensemble(C) No object found
J162903.50+055218.3 247.2646 5.8717 NeuN(A,C); Ensemble(C) No object found
J162936.12+060416.8 247.4005 6.0713 NeuN(C); Ensemble(C) No object found
J162948.11+054951.4 247.4504 5.8309 NeuN(A) No object found
J163030.11+030044.7 247.6255 3.0124 Ensemble(A) No object found
J163045.42+065252.6 247.6893 6.8813 NeuN(C); Ensemble(C) SDSS J163045.43+065252.5 Blue object
J163053.87+045609.3 247.7244 4.9359 Ensemble(C) LARCS a2204r04-2748 Galaxy in a cluster
J163109.27+033600.5 247.7887 3.6001 NeuN(C); Ensemble(B,C) No object found
J163114.37+044720.4 247.8099 4.7890 NeuN(C); Ensemble(C) No object found
J163157.59+030610.9 247.9899 3.1030 NeuN(C); Ensemble(B,C) V* V721 Oph Variable star (Mira Cet type)
J163236.72+014649.0 248.1530 1.7803 Ensemble(A) No object found
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