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a b s t r a c t
A method to determine material parameters by comparing the evolution of experimentally determined
3D microstructures to simulated 3D microstructures is proposed. The temporal evolution of a dendritic
solid-liquid mixture is acquired in situ using x-ray tomography. Using a time step from these data as an
initial condition in a phase-ﬁeld simulation, the computed structure is compared to that measured
experimentally at a later time. An optimization technique is used to ﬁnd the material parameters that
yield the best match of the simulated microstructure to the measured microstructure in a global manner.
The proposed method is used to determine the liquid diffusion coefﬁcient in an isothermal Al-Cu alloy.
However, the method developed is broadly applicable to other experiments in which the evolution of the
three-dimensional microstructure is determined in situ. We also discuss methods to describe the local
variation of the best-ﬁt parameters and the ﬁdelity of the ﬁtting. We ﬁnd a liquid diffusion coefﬁcient
that is different from that measured using directional solidiﬁcation.
© 2017 Acta Materialia Inc. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-
ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction
Computational methods play an important role in accelerating
the discovery and development of advanced materials [1]. One of
the most promising areas in which computational methods are
employed is in Integrated Computational Materials Engineering
(ICME), which is receiving increased attention from both academia
and industry [2,3]. The establishment of reliable and comprehen-
sive materials databases - the main component of the Materials
Genome Initiative (MGI) [3] - is a key to the success of ICME [2,4].
Traditionally, material parameters are measured one at a time by
designing dedicated experiments using idealized specimens and
specimen geometries (e.g. a planar interface in a diffusion couple
experiment for measuring the diffusion coefﬁcient). However, such
procedures are often tedious, and typically parameters are
measured only in a fraction of the relevant phase space, which may
involve materials composition, temperature, pressure, etc. In
addition, the idealized geometry may not be representative:
industrially relevant microstructures are heterogeneous and arti-
ﬁcial surfaces may introduce unwanted boundary effects. Further-
more, for hierarchically ordered materials, effects on different
length scales compete and interact. Recently, researchers have
begun to calculate material parameters from ﬁrst-principles, such
as the free energy [5] and the diffusion coefﬁcients in the solid
phase [6e8] and the liquid phase [9]. However, experimental
veriﬁcation of the calculated material parameters under realistic
conditions is needed.
In this work, we propose to determine material parameters
directly from structural studies of bulk samples acquired during
synthesis or processing. To image material microstructure evolu-
tion, various techniques have been used, e.g. Computed Tomogra-
phy (CT) [10,11], 3D X-Ray Diffraction (3DXRD) [12] and Diffraction
Contrast Tomography (DCT) [13]. Using x-rays emitted from a
synchrotron source, time-resolved high spatial resolution 3D im-
ages can be acquired using tomographic methods, for a review see
Ref. [14]. In favorable cases, the temporal resolution may be on the
sub-second scale [15]. Some of these techniques are increasingly
becoming available in laboratory sources, such as the laboratory-
based DCT (labDCT) [16]. At the same time, the rapid increase in
computing power and the development of advanced modeling* Corresponding author.
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techniques such as quantitative phase-ﬁeld models [17e20], ac-
curate simulations of microstructure evolution in 3D have become
feasible. Therefore, we propose to determine material parameters
by direct comparison between the 3D temporal evolution of mi-
crostructures determined through experiment and phase-ﬁeld
simulation. We claim that the parameter values that provide the
best match between the experimental and the simulated micro-
structure in a global manner (both in 3D space and in time)
correspond to the physically correct ones. The proposed method
can be used to verify the calculated material parameters by ﬁrst-
principles and multiscale modeling simulations. Another advan-
tage of this approach is that it permits themeasurement of multiple
- in some cases potentially all relevant - material parameters from
one experiment in a realistic environment. Notice that though this
paper focuses on the phase-ﬁeld method, other modeling tech-
niques relevant to the problem studied can also be used, such as
Monte Carlo Potts model [21] and the vertex model [22] for grain
growth and the level-set method for solidiﬁcation [23].
In recent years, several direct comparisons between experiment
and phase-ﬁeld simulations have been performed [24e27], but the
comparisons have mainly been qualitative or based on average
quantities, such as the average particle size and the interface area
per unit volume. Rigorous comparisons of the morphologies are
rare. McKenna et al. [25] used a one-to-one comparison to test a
grain growth phase-ﬁeld model, but they did not use it for
extracting material parameters. Demirel et al. [28] used a similar
approach for grain growth in thin ﬁlms. Aagesen et al. [24] esti-
mated a value of the liquid diffusion coefﬁcient using a comparison
between phase-ﬁeld simulations and tomography in a heuristic
manner. We here introduce a general optimization formalism and
discuss key aspects of this ﬁtting approach, such as the cost func-
tions to quantify the similarity between experiment and simula-
tion, the accuracy, the initial and boundary conditions and the
computational speed. To the best of our knowledge, this is the ﬁrst
systematic study where phase-ﬁeld simulations and 3D tomogra-
phy are combined to extract material properties. Though in general
the optimization relies on performing phase-ﬁeld simulations
many times, we predict that one may only need to consider a small
fraction of space-time in a given step of the optimization for many
relevant problems.
We demonstrate the approach by ﬁtting the liquid diffusion
coefﬁcient DL and the capillary length lL in the context of the
isothermal coarsening of dendrites in a liquid of composition nearly
equal to that of the eutectic composition in the Al-Cu system. It is a
well-studied system, and relevant material parameters have been
extensively measured by traditional means, e.g. the free energy
[29,30], the solid/liquid interfacial energy [31,32] and the liquid
diffusion coefﬁcient [33e35]. However, the values determined from
the liquid diffusion coefﬁcientmeasurements display a large scatter
in value, argued to be mainly due to convection [33]. Moreover, an
existing temperature gradient during directional solidiﬁcation may
alter the measured liquid diffusion coefﬁcient. In section 2, the
ﬁtting methodology is presented in detail. In section 3, the results
of the demonstration on the Al-Cu system are provided. We discuss
limitations and potential applications in section 4 and conclude the
paper in section 5.
2. Optimization approach
Initially, we present the mathematical model and the associated
terminology and notations. Then two types of cost functions and
several ways to deﬁne the ﬁtting domain are proposed and
compared. Finally, the statistics of the ﬁtting method is discussed.
Throughout, for reasons of simplicity, we shall assume a two-phase
problem, where the microstructure is characterized by a moving
boundary between the two phases.
2.1. The mathematical model
The ﬁtting approach is shown schematically in Fig. 1. Here the
symbol G represents the geometry of the material microstructure.
The x-ray experiment provides a series of 3D material micro-
structures G expðtÞ evolving with time (shown in the upper solid
box in Fig. 1). With one frame of the experimental microstructure
(time t0) as input (G
simðt0Þ ¼ G expðt0Þ) and a guess of material
parameters p, the simulation method [19] can produce a series of
evolving microstructures G simðt;pÞ (shown in the lower dashed
box in Fig. 1). For time t > t0, a cost function fcost is used to measure
the dissimilarity between the two microstructures. We claim the
real material parameters preal should give the least dissimilarity
between the experimental and simulated microstructures, i.e. fcost
reaches a minimum as shown in Fig. 1 (right).
This ﬁtting process can be described by the following optimi-
zation problem:
find p
minimize fcostðt;pÞ ¼ fcost

G expðtÞ;G simðt;pÞ

such that G simðt;pÞ fulfills phase­field equation
G simðt0;pÞ ¼ G expðt0Þ
G simðt;pÞ fulfills boundary condition
(1)
The optimization problem can be solved by any appropriate
optimization algorithm. Notice here the optimization approach is
independent of the geometric representation G , whichmay thus be
discretized like a binary image or be continuous like NURBS
(explicit) [36] and level-set methods (implicit) [37]. The ﬂowchart
of the ﬁtting algorithm is shown in Fig. 2.
2.2. The cost function
Two types of cost functions are proposed based on the repre-
sentation of the microstructure geometry. If these microstructures
are represented by binary images (G exp ¼ Imgexp, G sim ¼ Imgsim),
the correlation function can be used to construct the cost function
(the corr-cost function)
fcostðt;pÞ ¼ 1 corr
Ufit

ImgexpðtÞ; Imgsimðt;pÞ

(2)
where Ufit is the ﬁtting domain. If a continuous geometry repre-
sentation like the signed distance function as known from the
level-set method is used (G exp ¼ fexp, G sim ¼ fsim), the squared 2-
norm function can be used:
fcostðt;pÞ ¼
fsimðt;pÞ  fexpðtÞ22;Ufit
kfexpðtÞ  fexpðt0Þk22;Ufit
(3)
Here, the normalization is used to make the cost function in-
dependent of the ﬁtting domain size. By this deﬁnition,
ﬃﬃﬃﬃﬃﬃﬃﬃ
fcost
p
has a
physical meaning, namely representing the root mean square
migration distance of the simulated interfaces relative to the
experimentally determined interfaces if no topological change oc-
curs. As the segmentation applied to the tomographic data in the
example case given in the current work is based on the signed
distance function [38], fexp is available. However, fsim is not
directly available from the phase-ﬁeld simulation. In this work, the
equilibrium proﬁle of a planar interface is used to provide an
approximation of the signed distance function from the interpo-
lation function in the phase-ﬁeld model, and then a reinitialization
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algorithm [39] is used to calculate the signed distance function
while leaving the interface position unchanged.
2.3. The ﬁtting domain
We anticipate that a proper ﬁtting domain Ufit often will be
critical for the ﬁtting. In particular, we need to remove regions
which provide noisy or even wrong information on the underlying
interfacial evolution due to known limitations of the appliedmodel,
such as missing physics or violated assumptions.
In the current work, we use an implicit representation of the
microstructure. As the comparison of microstructures is only
needed at the interfaces, regions far from the interface are removed
from ﬁtting. This also helps to reduce the computational cost. In
this work, we restrict the ﬁtting to an interfacial domain Uinterface;
see the region between two dashed lines in Fig. 3. The interfacial
domain with width w is deﬁned as
Uinterface¼w ¼
n
x : jfexpðxÞj⩽w
2
o
(4)
where fexp is the signed distance function of the experimental
interface. We ﬁnd that the cost function is insensitive to the width
wwhenw is small, so in the current workw ¼ 5 grid points will be
used throughout.
A region near the boundary of the simulation domain is
removed from the ﬁtting domain. To reduce the computational
cost, the simulation domain Usim is usually chosen to be a subset of
the sample. Artiﬁcial boundary conditions are imposed on the
boundary of Usim. In the region close to the external boundary of
Usim, wewill not expect simulation tomatch experiment because of
the assumed boundary condition. To overcome this problem, the
ﬁtting is constrained to a smaller subdomain Usub, with size k,
deﬁned as
Usub¼k ¼

x :
xi  xci ⩽ k2; i ¼ 1;2;3

(5)
where xc is the center of Usim (see Fig. 3). The subdomain size k
plays an important role in the ﬁtting and will be discussed in detail
Fig. 1. Schematic diagram of the ﬁtting method.
Fig. 2. Flowchart of the ﬁtting algorithm.
Fig. 3. Schematic diagram of the ﬁtting domain. The thick lines show the interfaces;
the simulation domain Usim is where the phase-ﬁeld simulation is performed; the
subdomain Usub is a smaller domain inside U
sim with size k; the interfacial domain
Uinterface is a narrow region with width w near the interface.
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in section 3.4.2.
In some applications, there are regions with small features
which are difﬁcult to capture by simulation with a reasonable
computational cost. In relation to the coarsening study below, there
are regions where solid particles are separated by thin liquid ﬁlms,
as shown in Fig. 4. These ﬁlms are too thin be resolved using the
interface thickness employed in the phase-ﬁeld simulation, so solid
particles in close vicinity tend to coalesce in the simulations, which
leads to a high local interface velocity. We can either reduce the
grid size or exclude these regions. As these regions are not neces-
sary for determining the liquid diffusion coefﬁcient and it is more
efﬁcient to look at larger volumes that do not contain these small
features than it is to reﬁne the mesh signiﬁcantly, these high-
velocity regions will be removed from the ﬁtting domain.
2.4. Statistics
Differences between experiment and simulation may arise from
numerous sources, such as temperature gradients in the experi-
ment, reconstruction and segmentation error, local ﬂuctuation in
the material parameters and discretization error in the simulation.
These errors are often stochastic in nature.We hypothesize that one
can reduce these errors by using a large number of interface
patches in the ﬁtting. Below we test this hypothesis as part of a
systematic study of the importance of varying a number of settings
of relevance to the ﬁtting: the number of interface patches used, the
size and position of the simulation domain Usim and various com-
binations of starting time t0 and ﬁtting time tn.
3. Application: coarsening of a hypo-eutectic Al-Cu system
In this section, the ﬁtting methodology proposed in section 2 is
applied to the coarsening of a hypo-eutectic Al-Cu system with a
composition of 20 wt% Cu (calculated from the measured phase
volume fraction). Firstly, the x-ray experiment, the setup of simu-
lations and the ﬁtting algorithm speciﬁc to this system are pre-
sented. Then we make a one-parameter ﬁt to the liquid diffusion
coefﬁcient only, as it is the simplest case for ﬁtting and easy for
visualization and analysis. Finally, to demonstrate the generality of
the ﬁtting method, a two-parameters ﬁt to both the liquid diffusion
coefﬁcient and the capillary length is given in section 3.5.
3.1. X-ray tomography experiment
The experimental data used in this paper are phase contrast
tomography data collected at the beamline TOMCAT at the Swiss
Light Source. An isothermal coarsening experiment was performed
for 362 min at a ﬁxed temperature of 558+C, 5+C above the eutectic
temperature. The tomography data were reconstructed and
segmented to provide a 3D movie of the microstructure evolution.
The spatial and temporal resolutions are Dx ¼ 1:44 mm and
Dtexp ¼ 231 s, respectively. Details about the experiment, recon-
struction and segmentation can be found in Refs. [40e42].
3.2. Setup of phase-ﬁeld simulation
To model coarsening of the Al-Cu system, multiorder-parameter
models [43] or multiphase-ﬁeld models [44] can be used. In the
current work, the multiorder-parameter model presented in
Refs. [43,45e47] with the interpolation function introduced in
Ref. [19] is used. The total free energy of the system is expressed as a
functional of phase-ﬁeld variables (hS and hL) and Cu compositions
(cS and cL) for each phase
F ¼
Z
Usim
0
@m
2
4 X
i¼S;L
 
h4i
4
 h
2
i
2
!
þ gh2Sh2L þ
1
4
3
5
þ k
2
X
i¼S;L
	
V
!
hi

2þhSf S þ hLf L
1
A dV (6)
The evolution of the system is governed by the phase-ﬁeld
equations
vhi
vt
¼ L dF
dhi
; i ¼ S; L (7)
vci
vt
¼ V!,

MiV
! dF
dci

; i ¼ S; L (8)
Furthermore, appropriate initial conditions for hiðt ¼ 0; xÞ and
ciðt ¼ 0; xÞ and boundary conditions for hi

t; x

vUsim

and
ci

t; x

vUsim

are needed to guarantee a well-posed problem. The
last two terms in Eq. (6) represent the bulk free energy density,
which is constructed by interpolating the free energy densities of
different phases (f S and f L) with the interpolation functions (hS and
hL) of the form
hS ¼ h
2
S
h2S þ h2L
; hL ¼ h
2
L
h2S þ h2L
(9)
The mobilities (MS and ML) are related to the diffusion co-
efﬁcients (DS and DL) by
MS ¼
DS
v2f S
vcS2
; ML ¼
DL
v2f L
vcL2
(10)
For further details on the model parameters (m,g,k and L) and
their connection to the material parameters, and the calculation of
functional derivatives in Eqs. (7) and (8), the reader can refer to
[19].
The simulation domain size is chosen to provide a sufﬁcient
amount of interface patches for accurate ﬁtting while keeping an
affordable computational cost. In the one-parameter ﬁtting in
section 3.4, a simulation domain of 300 300 300 voxels is used.
Fig. 4. Illustration of thin liquid ﬁlms that are present in the microstructure. The
simulation result (red curve) overlaid on the experimental data. The arrows show the
regions of thin liquid ﬁlms where coalescence occurs in the simulation. (For inter-
pretation of the references to colour in this ﬁgure legend, the reader is referred to the
web version of this article.)
J. Zhang et al. / Acta Materialia 129 (2017) 229e238232
In the two-parameters ﬁtting in section 3.5, a simulation domain of
400 400 400 voxels is used. To discretize the phase-ﬁeld
equations, the second-order ﬁnite difference is used for the
spatial discretization and the forward Euler method is used for the
temporal discretization. For details on solving the phase-ﬁeld
equations with the ﬁnite difference method, the reader can refer
to e.g. Ref. [48] formore information. The interfacewidth l is chosen
to be seven grid points, where the width of one voxel is equal to the
grid spacing. The code is written in C and uses MPI to parallelize
over multiple nodes. At the beginning of the experiment, there are
features with high curvatures and the spatial resolution is not high
enough to capture them; therefore the very ﬁrst time steps are not
used. Unless otherwisementioned, the simulations are startedwith
the experimental time step t0 ¼ 10 and the ﬁtting is performed at
later time steps, e.g. tn ¼ 11;12;/;15.
3.2.1. Material parameters
In the current work, a parabolic free energy density function
is used by ﬁtting to the CALPHAD free energy [29]:
f S ¼ 2:78ðcS  0:78Þ2  4:61 J=m3 and f L ¼ 5:10ðcL  0:57Þ2  4:45
J=m3. The capillary lengthof the liquid phase is lL ¼ 0:63 nm,which is
calculated from the Gibbs-Thomson coefﬁcient measured in Ref. [31].
The initial guess of the diffusion coefﬁcient is DL0 ¼ 1 109 m2=s.
The anisotropy of the solid-liquid interfacial energy in Al-Cu is 0.0098
[49], which is small for coarsening, so we assume isotropic interfacial
energy in this work. The diffusion coefﬁcient in the solid is estimated
to be four orders of magnitude less than in the liquid [50] and is
therefore taken to be zero:DS ¼ 0. The anti-trapping current [18,51] is
neglected in this work because the solute trapping effect of the
problem studied is negligible: Vl=DL  O ð105Þ≪1, where V is the
interface velocity and l is the interface width in the phase-ﬁeld
calculation, which is around 10mm in this work. The phase-ﬁeld
method is known to only reproduce the accepted sharp interface
predictions when the product of the interface width and the mean
curvature is small, lH≪1 [52], so regions where this assumption is
invalidated should be removed from the ﬁtting domain. Regions of
high curvature occur, for example, at topological singularities where
there is pinching or merging of solid domains. However, in this case
the high-curvature region is always related to the high-velocity re-
gion. In this work, the high-velocity region is removed, and the high
curvature regions are not considered explicitly.
3.2.2. Initial condition
The initial condition for the phase-ﬁeld variables (hS and hL) is
input directly from experiment (use fexp), but the initial condition
for the diffusion ﬁelds (cS and cL) is unknown as the small varia-
tions in liquid composition occurring during coarsening are unde-
tectable with the current experimental method. Thus, the phase
compositions are initially set to their equilibrium values. Numerical
simulation shows that the initial relaxation caused by this artiﬁcial
initial condition is fast and the change of volume fraction is much
smaller than that in the experiment; therefore we assume the
uncertainty related to the initial diffusion ﬁeld will not inﬂuence
the results of the ﬁtting.
3.2.3. Boundary conditions
In the current work, a no-ﬂux boundary condition is used in the
one-parameter ﬁtting in section 3.4 and a periodic boundary con-
dition is used in the two-parameters ﬁtting in section 3.5. As ex-
pected, both types of boundary conditions give rise to problems
near the simulation domain boundary. The inﬂuence of the
boundary condition will be studied in section 3.4.2 by varying the
subdomain size.
3.3. Fitting method
As shown in Fig. 2, the phase-ﬁeld equations need to be solved
in each iteration, which makes the ﬁtting process quite time-
consuming. However, for the case of determining the diffusion
coefﬁcient only, the ﬁtting can be done with only one phase-ﬁeld
simulation. This is based on the scaling property of the governing
phase-ﬁeld equations [19]:
G sim

t;aDL

¼ G sim

at;DL

(11)
where a is an arbitrary positive constant. So we only need to run
the simulation once with an arbitrary value of the diffusion coef-
ﬁcient to determine the cost function for other values of the
diffusion coefﬁcient through above scaling to the simulation time. A
spline interpolation is used to interpolate the curve of fcost over DL
since the simulations only produce output at discrete times. A
standard nonlinear optimization algorithm is used to ﬁnd the
optimal DL. The convergence criteria is that the derivative of the
cost function is less than 1 106 in the current work.
3.4. One-parameter ﬁtting: liquid diffusion coefﬁcient
In this ﬁrst case, all material parameters except the liquid
diffusion coefﬁcient are assumed to be known. Thus the only ﬁtting
variable is p ¼ fDLg.
3.4.1. Test of the ﬁtting with a small interface patch
To demonstrate the proposed ﬁtting method, the subdomain is
restricted to a domain of size 49 36 51 voxels to include only
one interface patch. Both types of cost functions are calculated at
various experimental time steps tn and are shown in Fig. 5. Notice
here
ﬃﬃﬃﬃﬃﬃﬃﬃ
fcost
p
of the norm-cost function is shown as it has a clear
physical meaning. The norm-cost function (Eq. (3)) shows a smaller
difference between ﬁtting time steps tn than the corr-cost function
(Eq. (2)), as a result of the normalization. There is a well-deﬁned
minimum in all cases. At various time steps, the experimental mi-
crostructures and the simulated microstructures with three values
of DL represented by the three vertical lines in Fig. 5 are shown in
Fig. 6. For visualization purposes, two slices are shown. We can see
that when a small diffusion coefﬁcientDL ¼ 6 1010 m2=s is used,
the simulated interfaces move slower than the experimental ones.
When a large diffusion coefﬁcient DL ¼ 1:8 109 m2=s is used,
the opposite is observed. Only when the diffusion coefﬁcient is near
the optimal point DL ¼ 1:3 109 m2=s, we see a better match
between experiment and simulation. Notice that the optimal value
determined from the interface patch is a local ﬁt and it can be
different from a global ﬁt. This will be discussed in section 3.4.2 and
section 3.4.3.
3.4.2. Subdomain size study
To determine the size of a representative subdomain and study
the inﬂuence of the external boundary, the ﬁtting is performed
using subdomains with an increasing size. Examples of cubic sub-
domains with different edge length k in units of grid points are
shown in Fig. 7. The regions subject to the coalescence problem are
removed from the ﬁtting domain, see Appendix A for details. The
resulting diffusion coefﬁcients and the cost functions at the best ﬁt
are shown in Fig. 8. It is seen, that as more interface patches are
included in the ﬁtting domain, the ﬁtted material parameter rea-
ches a stable value for all four experimental time steps after
k ¼ 160. We interpret this to mean that interface area becomes
statistically sufﬁcient when k>160. As the subdomain size con-
tinues to increase (k>250), the inﬂuence of the boundary condition
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starts to alter the ﬁtted values. Simultaneously, as shown in
Fig. 8(b), the cost functions start to increase near the boundary
(k>250), which means that the resulting diffusion coefﬁcients are
not correct. In summary, the inﬂuence of the boundary condition is
around 25 to 50 grid points from the boundary. For the current
problem, a subdomain with a size between k ¼ 160 and k ¼ 210 is
Fig. 5. The variation of the cost functions with DL for the small interface patch at different experimental time steps tn .
Fig. 6. Comparison between experimental and simulated microstructures of the small interface patch at different experimental time steps tn .
Fig. 7. Examples of subdomains with different sizes k.
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called a representative subdomain. Here the values of time steps
tn ¼ 12;13;14 are used (the time step 11 is not used to be consis-
tent with section 3.4.4). The average of the 3 6 (three time steps
and six representative subdomains) best-ﬁt liquid diffusion co-
efﬁcients is 8:21±0:12 1010 m2=s with the indicated interval
being the standard error.
3.4.3. Spatial variation of the ﬁtted diffusion coefﬁcients
In this section, subdomains with a ﬁxed size but different lo-
cations within the simulation domain are studied. Using ﬁve sub-
domain sizes varying from k ¼ 50 to k ¼ 150, ﬁtting is performed as
the center of the subdomain sweeps through the entire simulation
domain with a step of 10 grid points. The domain within 50 grid
points from the simulation domain boundary is excluded because
of the boundary condition (see section 3.4.2). The area of the
interface within each subdomain is calculated and is plotted
together with the ﬁtted liquid diffusion coefﬁcient in Fig. 9. As the
surface area increases, there is a smaller spread of the points while
the mean values of the distributions are similar for all subdomain
sizes. As a result of the small step size, there will be overlap regions
between subdomains; however, removing the overlapping regions
reduces the density of points but does not change the overall trend
in Fig. 9. Possible reasons for the spread of points include the
inﬂuence of convection, temperature gradients in the sample, local
impurity, reconstruction and segmentation errors and simulation
errors. The convergence shown in Fig. 9 implies that the variation
caused by these systematic errors is averaged out with increasing
interface area. Hencewe conclude that in the current system a large
interface area is essential to average out local heterogeneity while
ﬁtting a limited number of representative subdomains is sufﬁcient
to get a high precision value of the material parameter.
3.4.4. Temporal variation of the ﬁtted diffusion coefﬁcients
As shown in Fig. 8, if we compare the resulting ﬁtted diffusion
coefﬁcients of the representative subdomains at different ﬁtting
time steps tn, they show a very small deviation.
Starting from different experimental time steps t0, several
phase-ﬁeld simulations are performed, and the liquid diffusion
coefﬁcient DL is ﬁtted by comparing with three later experimental
time steps texp ¼ t0 þ 2;3;4 (the immediately followed time step
t0 þ 1 is not used because the interfaces need time to move a suf-
ﬁcient distance). The six representative subdomains determined in
section 3.4.2 are used for ﬁtting. In total, 3 6 (three time steps and
six representative subdomains) best-ﬁt values of DL are determined
from the ﬁtting. Themean value and standard deviation of these are
shown as a function of t0 in Fig. 10. We observe that the best-ﬁt
diffusion coefﬁcient is nearly constant in time. Taking into ac-
count the variation in t0, the ﬁtted liquid diffusion coefﬁcient is
Fig. 8. Subdomain size study. Different curves are the ﬁtting with different experimental time steps tn .
Fig. 9. Correlation between best-ﬁt values of DL and the ﬁtting interface area for
different subdomain size (ﬁtting time tn ¼ 12). Points with the same color are results
from the same subdomain size. The gray line shows the result of the ﬁtting from the
representative subdomains (section 3.4.2). The red lines show the mean value for each
subdomain size. The scatter in the best-ﬁt DL decreases as the surface area increases.
(For interpretation of the references to colour in this ﬁgure legend, the reader is
referred to the web version of this article.)
Fig. 10. Fitting results of different starting time steps t0. The orange line shows the
mean value determined from all t0. The blue line shows the result determined from
t0 ¼ 10, as given in section 3.4.2. (For interpretation of the references to colour in this
ﬁgure legend, the reader is referred to the web version of this article.)
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8:33±0:24 1010 m2=s.
3.5. Two-parameters ﬁtting: diffusion coefﬁcient and capillary
length
The ﬁtting parameters are now the liquid diffusion coefﬁcient
and the capillary length p ¼ fDL; lLg. As the approach to determine
the diffusion coefﬁcient given in section 3.3 does not work for the
capillary length, we need to perform a full phase-ﬁeld simulation
for each trial value of the capillary length. To reduce the compu-
tational cost, we here perform six phase-ﬁeld simulations with six
values of the capillary length. The liquid diffusion coefﬁcient is
ﬁtted in a similar manner as in section 3.4 for each capillary length.
The starting time step is t0 ¼ 10 and the ﬁtting time step is
tn ¼ 12;13;14. The size of representative subdomains is found to be
between k ¼ 150 and k ¼ 250. The mean value and the standard
deviation of the ﬁtted liquid diffusion coefﬁcients for each capillary
length are determined with the representative subdomains. A
linear ﬁt as shown in Fig.11 reveals that the best-ﬁt values ofDL and
lL are not unique, but rather fulﬁll the relationship
DLlL ¼ 0:518±0:011 mm3=s to good approximation. This is further
substantiated by the values of the cost function at best-ﬁt being
indistinguishable within the ﬁtting error. The observed relationship
between the best-ﬁt values of DL and lL is consistent with coars-
ening theory [53], and therefore indicates that the assumptions of
the theory are correct.
4. Discussion
4.1. The ﬁtting methodology
The results show that a consideration of statistics is important to
get reliable ﬁtted values of material parameters. Various error
sources in experiment, simulation, and ﬁtting may cause a large
scatter of the locally ﬁtted values. This, on the one hand, indicates
that the local measurement of material parameters, which tradi-
tional techniques rely on, can be questionable. On the other hand,
the amount of interface involved in the ﬁtting methodology
introduced here needs to be statistically sufﬁcient to make sure the
local variation is averaged out.
A good cost function should help extract useful information
from the experimental data while being insensitive to noise. The
corr-cost function (Eq. (2)) is easy to calculate, but when the
geometry is represented by a limited number of voxels, there will
be discontinuities in the cost function. The norm-cost function (Eq.
(3)) is continuous, but an extra effort is needed to generate the
signed distance function. Generally speaking, both cost functions
work equally well in the case investigated here.
Though in this paper we apply the proposed ﬁtting methodol-
ogy to coarsening of a binary system, we foresee it can be applied to
more complex material systems and physical processes, for
example:
1. Systems with more than two phases and/or components:
measure e.g. the interdiffusion coefﬁcients in a multicomponent
system and the anisotropic grain boundary energies/mobilities
and the triple junction mobilities of a polycrystalline material.
2. Processes other than coarsening: measure e.g. the mobilities of
domain walls in ferroelectric/piezoelectric materials and the
dislocation mobility in crystalline materials.
3. Materials with structural hierarchy: determine material pa-
rameters which have an inﬂuence across scales with the help of
multiscale experimental and modeling techniques.
The ﬁtting methodology is also a very powerful way to provide
insight on the quality of the materials model. If the result of the
optimization is a poor global match between experiment and
optimized model, it may indicate that one or more mechanisms are
absent from the model. If the simulation only deviates from the
experiment in a local region, wemay either attempt to improve the
underlying model or exclude the problematic regions. Our work
shows that in the case of coarsening we can get good results with
the simpliﬁed model and a ﬁtting domain excluding the problem-
atic regions.
Applying the proposed method to ﬁtting more than one inde-
pendent material parameters is straightforward by using multi-
variable optimization algorithms. The main limitation of the
ﬁtting methodology is the heavy computational cost as generally
the phase-ﬁeld simulation need to be performed many times. For
the case investigated here, the phase-ﬁeld simulations for one
experimental time stepwith a 3003 domain took 22 h on a Nehalem
architecture machine with 16 cores and took 11 h for simulations
with a 4003 domain on a Sandy Bridge architecture machine with
64 cores. However, the simulations may be speeded up by
massively parallel computing and fast convergence optimization
algorithms, and a good initial guess of the material parameters will
shorten the path to the global minimum. Furthermore, we antici-
pate that in many cases it will be sufﬁcient to base the ﬁtting of
some of the parameters on small regions in space-time.
4.2. The Al-Cu alloy
The liquid diffusion coefﬁcient of the hypo-eutectic Al-Cu has
been experimentally measured several times [24,33e35], resulting
in a large scatter of values between  8 1010 m2=s and
 6 109 m2=s. Except for the value determined by Aagesen et al.
[24]: DL ¼ 8:3 1010 m2=s, the previously reported values are
larger than the one determined in this paper. The most popular
technique to measure the liquid diffusion coefﬁcient employs a
capillary tube. As shown by Lee et al. [33], convection in the liquid is
not negligible in a capillary tube experiment if the diameter of the
tube is large and this will result in a larger measured liquid diffu-
sion coefﬁcient. In that work, the liquid diffusion coefﬁcient is
measured during directional solidiﬁcation, and the capillary tube
diameter is chosen to be small (<0:8 mm) to minimize the effect of
convection, but it is not clear that convection had been eliminated
as a source of bias. In Aagesen et al. [24] and in the current study,
the features of the microstructures are at a micrometer scale so the
Fig. 11. The optimal values of the liquid diffusion coefﬁcient DL and the capillary
length lL . The blue line shows a linear ﬁt to the points. The error bar is calculated from
the representative subdomains. The dotted lines show lL used in the one-parameter
ﬁtting and the corresponding DL .
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Rayleigh number is very small; hence convection can be neglected.
The experiment is also isothermal, unlike experiments that deter-
mine diffusion coefﬁcients by composition measurements on
quenched samples following directional solidiﬁcationwhere a large
temperature gradient is present, e.g. 10 K=mm in Ref. [33]. This can
result in an uncertainty in the temperature and composition at
which the liquid diffusion coefﬁcient is determined. Moreover,
microstructure evolution during quench may alter the composition
proﬁle, which is prevented in the present study since the mea-
surements are in situ. Compared to the liquid diffusion coefﬁcient,
the measured values of the capillary length show small scatter
[31,32]. The capillary length used in the one-parameter ﬁtting is
calculated from the Gibbs-Thomson coefﬁcient measured by Gün-
düz and Hunt [31] in the grain boundary groove experiments. Given
this value of the capillary length, the measured liquid diffusion
coefﬁcient from the one-parameter ﬁtting has a value of
DL ¼ 8:33±0:24 1010 m2=s. Taking into account the uncertainty
in the measurement of the Gibbs-Thomson coefﬁcient (5%  7%)
[31,32], we have DL ¼ 8:3±0:9 1010 m2=s by assuming linear
error propagation.
5. Conclusion
Wehave developed amethodology ofﬁttingmaterial parameters
by comparison between time-resolved 3D experimental measure-
ments of microstructure and simulations. Compared to traditional
ways of material parameter measurement, samples and sample en-
vironments representative of bulk properties and actual processing
conditions can be used and several parameters can be ﬁtted simul-
taneously. The ﬁtting methodology was presented with subsequent
discussions on the cost functions, the ﬁtting domain, and the sta-
tistics. As a demonstration, our methodology is applied to a hypo-
eutectic Al-Cu system to determine the liquid diffusion coefﬁcient
and the capillary length. A detailed analysis of the ﬁtting is given,
including the convergence over subdomain size/interface area and
the temporal and the spatial variation of the ﬁtted values. From
simulations varying both diffusion coefﬁcient and liquid capillary
length, it is found that the best-ﬁt values are not unique, but are
found to fulﬁll DLlL ¼ 0:518±0:011 mm3=s which corroborates a
basic hypothesis of the coarsening theory. Given the value of the
capillary length, the measured liquid diffusion coefﬁcient from the
one-parameter ﬁtting has a value of DL ¼ 8:33±0:24 1010 m2=s.
The proposed ﬁtting methodology provides a way to measure
microstructure material parameters which are difﬁcult to be
measured by traditional methods.
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Appendix A. Elimination of the coalescence regions
As the thin liquid ﬁlms sometimes observed separating solid
particles in the experiment, see Fig. 4, are too thin to be resolved in
the phase-ﬁeld simulation, interfaces close to each other in the
simulations will tend to coalesce. Regions where this happens
should be removed from the ﬁtting domain to get a reliable ﬁtted
value of material parameters. A common feature of those regions is
that the interface has very high velocity. Here the high-velocity
domains are selected and then removed from Ufit with a given
velocity threshold vmin by
Uhighv ¼ fx : jvðxÞj⩾vming (A.1)
The coalescence may inﬂuence the evolution of interfaces
nearby, so a dilation of the high-velocity region is performed to
include nearby regions. The velocity threshold and the extent of
dilation are chosen to ensure that the inﬂuence on the ﬁtting result
is minimized.
Fig. A.12. In coalescence regions, there is a large difference between fexp and fsim,
indicating a large velocity. The square boxes show the subdomains with different sizes
k.
Fig. A.13. Inﬂuence of the high-velocity region Uhighv. Solid and dashed lines are ﬁtting
results with and without Uhighv, respectively. Lines with circular and cross symbols are
ﬁtting results using the corr-cost function (Eq. (2)) and the norm-cost function (Eq.
(3)), respectively.
The inﬂuence of the high-velocity regions on the ﬁtting results is
shown by a simpliﬁed problem. For visualization purposes, the
ﬁtting domain is a 2D slice of a 3D simulation domain. We can see a
coalescence event inside subdomain of size k ¼ 210 but not
k ¼ 170. The value ðfsim  fexpÞ=Dt can be regarded as the inter-
facial velocity and is shown in Fig. A.12 (right). For simplicity, here
Dt is set to be one and the signed distance functions have a unit of
grid points. The magnitude of fsim  fexp is very large in the coa-
lescence region compare to the other regions. The ﬁtted values of
the liquid diffusion coefﬁcient are plotted with the subdomain sizes
in Fig. A.13. When the ﬁtting is performed with the high-velocity
regions, the best-ﬁt DL will be underestimated as the high-
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velocity interfaces tend to dominate the ﬁtting result. So as more
high-velocity regions are included in ﬁtting, the best-ﬁt values
decrease, as shown by the solid lines in Fig. A.13. The ﬁtted values
with a ﬁtting domain eliminating the high-velocity region (dashed
lines) show a smaller scatter than the ones with the high-velocity
region (solid lines) and show a similar best-ﬁt value for both cost
functions. We conclude that the proposed process excludes regions
of the simulations where coalescence occurs without biasing the
global ﬁt.
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