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QUANTIZATIONS OF THE HITCHIN AND BEAUVILLE-MUKAI
INTEGRABLE SYSTEMS
B. ENRIQUEZ AND V. RUBTSOV
Abstract. Spectral transformation is known to set up a birational morphism between the
Hitchin and Beauville-Mukai integrable systems. The corresponding phase spaces are: (a)
the cotangent bundle of the moduli space of bundles over a curve C, and (b) a symmetric
power of the cotangent surface T ∗(C). We conjecture that this morphism can be quantized,
and we check this conjecture in the case where C is a rational curve with marked points and
rank 2 bundles. We discuss the relation of the resulting isomorphism of quantized algebras
with Sklyanin’s separation of variables.
Introduction. In [18], Hitchin introduced an algebraically completely integrable system (ACIS).
This system is attached to a complex curve C and a reductive complex Lie group G. Its phase
space is the cotangent bundle to the moduli space of stable G-bundles over C. This system can
be generalized to the case of marked points and parabolic bundles. It is important because its
quantization (in a D-module sense) plays a central role in the Beilinson-Drinfeld study of the
geometric Langlands conjectures. The Hitchin system is also a common framework for several
many-body integrable systems.
The fact that the Hitchin system is algebraically completely integrable means that its fibers
are open subsets of suitable Jacobians. This fact was proved by Hitchin in [18] and relies on
a variant of the spectral construction. This construction attaches to each point of the moduli
space, a covering Ch of C (contained in the surface T
∗C) and a line bundle L over Ch.
In [16], Gorsky, Nekrasov and the second-named author studied the case G = GLn(C). They
constructed a bijection between open subsets of (a) the restriction of the Hitchin system to the
connected component Un,d of bundles of degree d = n2(g − 1) + 1, and (b) a Beauville-Mukai
system. The latter system is an integrable system associated to a Poisson surface; its phase
space is a symmetric power of the surface (see [3], [6], [22]).
The isomorphism of [16] is constructed as follows:
(1) Hitchin’s spectral transformation is a map from T∗Un,d to the moduli space of pairs
(Ch,L),
(2) Hurtubise constructs a birational morphism from this moduli space to the g˜ = d-th
symmetric power of T ∗(C) ([19]).
In this paper, we first come back to the construction of [16]. We prove that the Hitchin system
for bundles of degree g˜ and the Beauville-Mukai system are birationally equivalent (Section 1).
We then discuss quantizations of both systems (in the ”classical” sense, meaning a commutative
subalgebra of a noncommutative algebra). A quantization of the Beauville-Mukai system was
obtained in [9, 10] (see also [1] for another proof of the first results of [10]). On the other hand,
the Beilinson-Drinfeld construction gives a quantization of the Hitchin system. We conjecture
that the isomorphism between both classical systems can also be quantized.
In the next sections, we check this conjecture explicitly in the particular case where C is P1
with marked points and n = 2. We recall the explicit form of the Hitchin and Beauville-Mukai
systems, as well as of the isomorphism GNR in Section 2. GNR is then an isomorphism of
Poisson fields with C×-actions. These fields are the fraction fields of graded Poisson algebras,
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which correspond to ”ringed Lie algebras”, which we introduce in Section 3. We show that
GNR induces an isomorphism of ringed Lie algebras (Section 4) and of Poisson fields (Section
5). In Section 6, we study the quantization of these systems. The quantization of the Hitchin
system is provided by the Gaudin hamiltonians (see [12]), and we quantize the Beauville-Mukai
system according to [10]. We then obtain the quantization of GNR in Theorem 6.1.
Our computations are closely related with Sklyanin’s separation of variables. We discuss the
relations with the works of Sklyanin and E. Frenkel in Section 7.
Sklyanin’s separation of variables was generalized in [15] to the case of the group SLn(C)
(at the classical level). This work might help to generalize the ”explicit” part of our paper to
n > 2.
1. A birational equivalence of ACIS
In this section, we recall the construction of [16] of an isomorphism between the Hitchin and
Beauville-Mukai systems in the case of a general curve C. We then propose a conjecture on the
quantization of this isomorphism.
1.1. An isomorphism of ACIS and a quantization conjecture. Let C be a smooth,
connected, complete algebraic curve over C. We denote by K its canonical bundle. When E is
a bundle over a variety V , we denote by E the total space of E.
(a) The Hitchin system. Let n, d be integers such that n ≥ 1. Let Un,d be the moduli space of
stable bundles over C, with rank n and degree d. Let us set
H =
n⊕
i=1
H0(C,K⊗i).
The Hitchin fibration is the morphism
Hitch : T∗Un,d → H,
defined at the level of points by Hitch(E, φ) = (tr(∧i(φ)))i=1,... ,n. Here E is a stable bundle
over C and φ ∈ H0(C,End(E)⊗K). Hitch is a C×-equivariant, Lagrangian fibration ([18]).
(b) The Beauville-Mukai system. Let S be a Poisson surface, let g˜ be an integer ≥ 1, and let L
be a line bundle over S, such that h0(L) = g˜ + 1. Then there is a morphism
BM : S[g˜] ⊃ U → P(H0(S,L)),
taking the class of a generic collection (s1, . . . , sg˜) of points of S to the line of all sections of
L vanishing at these points. When S[g˜] is equipped with the Mukai-Bottacin Poisson structure
([22, 6]), BM is a Lagrangian fibration.
Let us construct S as follows. Let K be the compactification P(OC ⊕ K) of K, where the
curve at infinity is blown down to a point: so K is a one-point compactification of K. Let C∞
the the zero-section of K ⊂ K. We take S = K, L = O
K
(nC∞), g˜ = n
2(g − 1) + 1. Then
H0(K,O
K
(nC∞)) =
n⊕
i=0
H0(K,O
K
(nC∞))
i =
n⊕
i=0
H0(C,K⊗i),
where the exponent i denotes the subspace of regular functions, homogeneous of degree i in
each fiber. So we get a dominant morphism
BM : K
[g˜]
⊃ U → P(C⊕H).
H is an open subset of P(C⊕H) = H ∪ P(H), so BM restricts to a morphism
BM : K
[g˜]
⊃ U ′ → H,
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where U ′ is a Zariski-open subset of K
[g˜]
. K − C∞ is a cone over C and H is graded, so both
sides of this map are equipped with an action of C×; then BM is C×-equivariant.
(c) The birational morphism GNR.
Theorem 1.1. (see [16]) In n, d are related by d = n2(g − 1) + 1 and if g˜ = d, then there is a
birational Poisson morphism
GNR : K
[g˜]
⊃ U ′′ → T∗Un,d,
such that the diagram
K
[g˜]
⊃ U ′′
GNR
→ T∗Un,d
BMց Hitchւ
H
commutes.
In other words, GNR sets up a birational morphism of ACIS between the Hitchin and
Beauville-Mukai systems. At the level of sets of points, GNR and its inverse can be described
as follows.
Let us first describe GNR. Let (s1, . . . , sg˜) be a g˜-uple of generic points of K. Let h be its
image under BM : K
[g˜]
⊃ U ′ → H. Let Ch be the curve of |nC∞| corresponding to h; then
Ch contains the points (s1, . . . , sg˜) (and is uniquely determined by this requirement). When
(s1, . . . , sg˜) are generic, Ch is smooth. Let ph : Ch → C be the canonical projection. Its degree
is n. Let E = (ph)∗(OCh(s1 + · · ·+ sg˜)), then E is a rank n bundle over C. Moreover, we have
a natural element φ ∈ H0(C,End(E) ⊗K), provided by the embedding Ch ⊂ K.
Let us now describe the map GNR−1. Let (E, φ) ∈ T∗Un,d; let h be the image of (E, φ)
be the Hitchin map T∗Un,d → H. When (E, φ) are generic, the curve Ch is smooth. The
spectral line bundle L over Ch is defined as the kernel of p
∗
h(φ) − λ : p
∗
h(E) → p
∗
h(E ⊗ K),
where ph : Ch → C is the canonical projection, and λ is the tautological section of the bundle
p∗(K) (p : K → C is the canonical projection). When (E, φ) is generic, L has degree g˜, and
h0(Ch,L) = 1. The divisor of a nonzero section σ of L is then an element of C
(g˜)
h . We define
an element of K[g˜] as the ideal of length g˜, preimage of the ideal sheaf of σ by OK ։ OCh ; this
is GNR−1(E, φ).
(d) The quantization conjecture. The algebraic translation of the statements of Section (a) is
that the rational function fields R(K
[g˜]
) and R(T∗Un,d) are Poisson, and we have linear maps
H∗ → R(K
[g˜]
) and H∗ → R(T∗Un,d) with Poisson-commutative images. The translation of
Theorem 1.1 is that there is an isomorphism of Poisson fields R(T∗Un,d)→ R(K
[g˜]
), such that
the diagram
R(T∗Un,d) → R(K
[g˜]
)
տ ր
H
(1)
commutes. In Section 1.3.4, we will present a conjecture on quantization of this diagram. We
then check this conjecture in the case when (n, d) = (2,−1) and C = P1 with marked points.
1.2. Proof of Theorem 1.1: construction of the birational morphism GNR.
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1.2.1. Moduli spaces. We recall some facts about moduli spaces of bundles ([24, 23]). Recall
first the notion of a coarse moduli space. Let F be a functor from the category of C-schemes
to that of sets, a coarse moduli space for F is the data of (1) a C-scheme MF , (2) a natural
transformation F → MorSchemes(−,MF ), inducing a bijection F (Spec(C)) = MF (C), and
such that for any scheme S, any natural transformation F → MorSchemes(−, S) gives rise to as
schemes morphism MF → S, such that the resulting diagram
F → MorSchemes(−,MF )
ց ↓
MorSchemes(−, S)
commutes.
Let n, d be integers, with n ≥ 1. Let Fn,d be the functor, defined at the level of objects by
Fn,d(X) = {bundles E over X×C, such that for any point x ∈ X(C), E|{x}×C is stable, of rank
n and degree d}/ ∼, where the equivalence relation ∼ is defined by E ∼ E ′ iff there exists a line
bundle L over X , such that E and E ′⊗ p∗1(L) are isomorphic (p1, p2 are the natural projections
X × C → X , X × C → C).
Theorem 1.2. ([24]) There exists a coarse moduli space Un,d for Fn,d. It is a smooth, connected
quasiprojective variety of dimension n2(g − 1) + 1.
Let Gn,d the functor defined at the level of objects by Gn,d(X) = {stable pairs (E , φ) of (a)
a bundle E over X × C, such that for any x ∈ X(C), E{x}×C has rank n and degree d, (b) a
bundle morphism φ : E → E ⊗ p∗2(K)}/ ∼
′, where
• ”stable pair” means that for any φ-invariant proper subbundle F of E , we have µ(F) < µ(E)
(where µ = degree/rank). So if E is stable, any pair (E , φ) is stable;
• the equivalence relation ∼′ is defined by (E , φ) ∼′ (F , ψ) iff there exists a line bundle L
over X , and an isomorphism of (F , ψ) with (E ⊗ p∗2(L), φ ⊗ idp∗2(L)).
Theorem 1.3. ([23]) There exists a moduli spaceMn,d for Gn,d. It is a smooth, quasiprojective
variety, which contains T∗Un,d as an open subvariety.
One checks that T∗Un,d(C) identifies with the preimage π−1(Un,d(C)) by the (set-theoretic)
projectionMn,d(C)→ {classes of bundles over C}, taking (E, φ) to E.
Recall now some openness results:
Theorem 1.4. (see [24, 23]) Let X be a complex variety.
1) Let E be a bundle over X × C, then the subset of X(C) of all points x such that E|{x}×C
is stable, is Zariski-open.
2) Let (E , φ) be a pair of a bundle over X × C and a bundle morphism φ : E → E ⊗ p∗2(K),
then the subset of X(C) of all points x, such that (E , φ)|{x}×C is stable, is Zariski-open.
1.2.2. Construction of a bundle E over U ′′′ ⊂ K
[g˜]
. The Beauville-Mukai map is a dominant
morphism
BM : K
[g˜]
⊃ U ′ → H,
where U ′ ⊂ K
[g˜]
is Zariski-open, and H = ⊕ni=1H
0(C,K⊗i).
To each h ∈ H, one attaches the spectral curve Ch. Recall this construction. Let UC ⊂ C be
an open subset, over which K is trivial, and let ω : OC|UC → K|UC be a trivialization. Then ω
induces an identification p−1(UC) → UC × A1. We define ϕUC ∈ OH ⊗Op−1(UC) as the image
of the function ϕ˜ ∈ OH ⊗OC×A1 , which takes ((h1, . . . , hn), x, y) to
ϕ˜ = yn + (h1/ω)(x)y
n−1 + · · ·+ (hn/ω
n)(x).
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For h fixed in H, the ideals (ϕUC (h,−)) glue to an ideal sheaf defining Ch. When Ch is smooth,
it has genus g˜. When P1, . . . , Pg˜ ∈ K are distinct and (P1, . . . , Pg˜) ∈ U
′, then Ch contains the
points P1, . . . , Pg˜. So
mi,g˜+1
(
ϕUC ◦ (BM, id)
)
= 0,
where mi,g˜+1 : OKg˜+1 → OKg˜ is the multiplication of ith and (g˜ + 1)th factors.
There exists a Zariski-open subset Hsmooth ⊂ H, such that for any h ∈ Hsmooth, the curve Ch
is smooth. According to [4], remark 3.5, Hsmooth is nonempty if Kn admits a section without
multiple zeroes; this is always the case according to [18], 5.1 (based on the Bertini theorem).
Then Usmooth = BM
−1(Hsmooth) is a Zariski-open subset of U ′.
Let π : K[g˜] → C(g˜) be the canonical projection, let ∆ ⊂ C(g˜) be the image of the union of
all diagonals under C g˜ → C g˜/Sg˜ = C
(g˜), and let V = π−1(C(g˜) −∆). Set U ′′′ = V ∩ Usmooth.
Then U ′′′ is an open subset of K[g˜].
We construct a sheaf E of OU ′′′×C -modules over U ′′′×C as follows. Let U1, . . . , Ug˜ be open
subsets of K, and let UC be an open subset of C over which K trivializes. Then
O(U1, . . . , Ug˜) = π
′
((
∪σ∈Sg˜ Uσ(1) × · · · × Uσ(g˜)
)
∩ (π′)−1(U ′′′)
)
is an open subset of U ′′′. Here π′ is the natural projection Kg˜ − diagonals→ K[g˜]. We set
Γ(O(U1, . . . , Ug˜)× UC , E) = {regular functions f on((
∪σ∈Sg˜ Uσ(1) × · · · × Uσ(g˜)
)
∩ (π′)−1(U ′′′)
)
× p−1(UC) ⊂ K
g˜+1,
symmetric in their g˜ first arguments, such that for any
i = 1, . . . , g˜, mi,g˜+1(f) = 0}/ ideal generated by ϕUC ◦ (BM, id).
Proposition 1.1. E is a locally free sheaf on U ′′′ × C of rank n. If (P1, . . . , Pg˜) ∈ U
′′′,
then its restriction to {(P1, . . . , Pg˜)} × C is isomorphic to (ph)∗(O(P1 + · · · + Pg˜)), where
h = BM(P1, . . . , Pg˜).
Proof. The stalk of E at ((P1, . . . , Pg˜), P ) ∈ U
′′′ × C is
E((P1,... ,Pg˜),P ) = lim→ Γ(V, E),
where V runs over all open subsets containing ((P1, . . . , Pg˜), P ). Set
Ê((P1,... ,Pg˜),P ) = E((P1,... ,Pg˜),P ) ⊗O((P1,... ,Pg˜),P ) Ô((P1,... ,Pg˜),P ),
where O((P1,... ,Pg˜),P ) is the local ring at ((P1, . . . , Pg˜), P ), and Ô((P1,... ,Pg˜),P ) is its completion.
According to [17], ex. 5.7, E is locally free iff each E((P1,... ,Pg˜),P ) is free, and since E((P1,... ,Pg˜),P )
is finitely generated, according to [17], Lemma 8.9, it is free of rank n iff Ê((P1,... ,Pg˜),P ) is. So
we should prove that Ê((P1,... ,Pg˜),P ) is a free Ô((P1,... ,Pg˜),P )-module of rank n.
Let us compute Ê((P1,... ,Pg˜),P ). We identify locally K with a product C×A
1, and derive from
there local coordinates (z1, λ1), . . . , (zg˜, λg˜) of K at P1, . . . , Pg˜. Let z be a formal coordinate
of C at P .
If UP is a formal neighborhood of P at C, then p
−1(UP ) identifies with a trivial bundle
UP × A1 with coordinates (z, λ). Then the function ϕ˜ takes the form
ϕ˜(λ, z|z1, λ1, . . . , zg˜, λg˜) = λ
n +
n∑
i=1
λn−iαi(z|z1, λ1, . . . , zg˜, λg˜),
where each αi belongs to C[[z, z1, . . . , λg˜]].
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The projections P ′1, . . . , P
′
g˜ of P1, . . . , Pg˜ on C are all distinct. Assume first that none of
them is equal to P . Then the vanishing condition mi,g˜+1(f) = 0 is empty. So Ê((P1,... ,Pg˜),P )
identifies with the quotient
C[λ][[z, z1, λ1, . . . , zg˜, λg˜]]/(λ
n +
n∑
i=1
λn−iαi(z, z1, . . . , λg˜)).
This is a free C[[z, z1, . . . , λg˜]]-module with basis (1, λ, . . . , λ
n−1).
Assume now that one projection P ′i equal P . Then all P
′
j , j 6= i, are different from P , and
P ′i = (P, λ0), with λ0 ∈ C; zi is a local coordinate on C at P and λi is a local coordinate on A
1
at λ0. There are unique elements βi of C[[z, z1, . . . , λg˜]], such that
ϕ˜(λ, z|z1, λ1, . . . , zg˜, λg˜) = (λ− λi)
n +
n∑
α=1
(λ− λi)
n−αβα(z, z1, . . . , λg˜). (2)
Moreover, ϕ˜(λi, zi|z1, λ1, . . . , zg˜, λg˜) = 0, so β0(zi, z1, . . . , λg˜) = 0. So there exists γ ∈
C[[z, z1, . . . , λg˜]], such that
β0(z, z1, . . . , λg˜) = (z − zi)γ(z, z1, . . . , λg˜). (3)
Now
{f ∈ C[λ][[z, z1, . . . , λg˜]]|mi,g˜+1(f) = 0}
= (⊕α≥1C(λ− λi)
α)[[z, z1, . . . , λg˜]]⊕ (z − zi)C[[z, z1, . . . , λg˜]]. (4)
Lemma 1.1. The quotient
{f ∈ C[λ][[z, z1, . . . , λg˜]]|mi,g˜+1(f) = 0}/(ϕ˜(λ, z|z1, . . . , λg˜))
is a free module over C[[z, z1, . . . , λg˜]] with basis
(z − zi, λ− λi, . . . , (λ− λi)
n−1). (5)
Proof of Lemma. Let us show that (5) is a generating family. According to (4), it suffices
to show that each (λ − λi)k, k ≥ 1 is a combination of the elements of (5). We show this by
induction on k: this is obvious when k ∈ {1, . . . , n − 1}. Let us assume that we have shown
that for some αk,l ∈ C[[z, z1, . . . , λg˜]], we have
(λ− λi)
k =
( n−1∑
l=1
αk,l(z, . . . , λg˜)(λ − λi)
l
)
+ αk,0(z, . . . , λg˜)(z − zi).
Then
(λ− λi)
k+1 =
( n−1∑
l=2
αk,l−1(z, . . . , λg˜)(λ − λi)
l
)
+ αk,0(z, . . . , λg˜)(z − zi)(λ − λi)
− αk,n−1(z, . . . , λg˜)
( n−1∑
α=1
(λ− λi)
n−αβα(z, z1, . . . , λg˜) + (z − zi)γ(z, z1, . . . , λg˜)
)
according to (2) and (3). So (5) is generating.
On the other hand, since the degree in λ − λi of a combination of the elements of (5) is
always < n, it cannot belong to (ϕ˜(λ, z|z1, . . . , λg˜)) without vanishing. So (5) is also a free
family. 
This ends the proof of the local freeness of E . The second statement of Proposition 1.1 is
clear. 
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1.2.3. A bundle morphism φ : E → E⊗p∗2(K). Recall that p : K→ C is the canonical projection.
We have a section σ of p∗(K), defined as follows: for c ∈ C, the restriction to p−1(c) of p∗(K)
identifies with the trivial bundle over Tc(C)
∗ with fiber Tc(C)
∗, and the restriction of σ is the
identity map Tc(C)
∗ → Tc(C)∗. Then the operation
f(P1, . . . , Pg˜, P ) 7→ f(P1, . . . , Pg˜, P )σ(P ),
where (P1, . . . , Pg˜, P ) ∈ K
g˜+1, induces a linear map
Γ(O(U1, . . . , Ug˜)× UC , E)→ Γ(O(U1, . . . , Ug˜)× UC , E ⊗ p
∗
2(K)),
which defines a bundle morphism φ : E → E ⊗ p∗2(K).
1.2.4. The map GNR : U ′′ → T∗Un,d. For h ∈ Hsmooth, let (ph)∗ : Jac
g˜(Ch) → Bunn(C) be
the direct image map. Let J g˜h be the preimage (ph)
−1
∗ (Un,d) of stable bundles. Then the proof
of Theorem 1 of [4] says that for h in a nonempty open of H, J g˜h → Un,d is dominant. Since
dimJacg˜(Ch) = dimUn,d, J
g˜
h contains a nonempty open subset of Jac
g˜(Ch). Since the same
is true of the image of the Abel-Jacobi map AJg˜ : C
(g˜)
h → Jac
g˜(Ch), AJg˜(C
(g˜)
h ) and J
g˜
h have
a dense intersection. So there exists (P1, . . . , Pg˜) ∈ U
′′′, such that (ph)∗(O(P1 + · · · + Pg˜)) is
stable, where h = BM(P1, . . . , Pg˜).
It then follows from Theorem 1.3, 1), that U ′′ = {u ∈ U ′′′|E{u}×C is stable} is a nonempty
open subset of U ′′′. Now since Un,d is a coarse moduli scheme, the bundle E gives rise to a
morphism U ′′ → Un,d.
Moreover, the each u ∈ U ′′, the pair (E , φ)|{u}×C is also stable, so according to [23],
(E , φ)|U ′′×C gives rise to a morphism µ : U
′′ → Mn,d(K). According to [23], the subset of
Mn,d(K)(C) of all stable pairs (E , φ) such that E is stable, can be identified with T∗Un,d, so µ
factors through a morphism GNR : U ′′ → T∗Un,d.
1.2.5. BM = Hitch ◦GNR. Let us now show that the diagram
U ′′
GNR
→ T∗Un,d
BMց ւHitch
H
(6)
commutes. BM and Hitch ◦GNR are two morphisms U ′′ → H of algebraic varieties. The maps
BM(C) and (Hitch ◦ GNR)(C) : U ′′(C) → H(C) between sets of closed points are the same.
Therefore BM = Hitch ◦ GNR.
1.2.6. GNR is a birational morphism. In the last sections, we have constructed an open subset
U ′′ ⊂ K
[g˜]
and a morphism U ′′ → T∗Un,d. To prove that it induces a birational morphism
between K
[g˜]
and T∗Un,d, we use the following lemma (see [17]).
Lemma 1.2. 1) Let f : X → Y be a morphism of connected complex algebraic varieties.
Assume that there exists a smooth point x0 ∈ X(C), such that f(x0) is smooth and df(x0) is
a linear isomorphism. Then f is dominant and corresponds to a finite extension of rational
function fields R(Y ) ⊂ R(X).
2) If in addition, for any y ∈ Y (C), f−1(y) is connected, then f has degree 1, so R(Y ) =
R(X), i.e., f is a birational morphism.
Proof. 1) follows from the Zariski main theorem ([7], Theorem 1, p. 134). 2) follows from
Corollary 1 of loc. cit. 
Let us apply this lemma to GNR : U ′′ → T∗Un,d. For this, we should check the following
statements:
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Lemma 1.3. There exists (P1, . . . , Pg˜) ∈ U
′′(C), such that d(GNR)(P1, . . . , Pg˜) is a linear
isomorphism.
Lemma 1.4. For any (E, φ) ∈ T∗Un,d(C), GNR
−1(E, φ) is connected.
Proof of Lemma 1.3. Recall that the diagram (6) commutes. BM : K
[g˜]
⊃ U ′ → H is
dominant, so the rank of its differential is maximal on some nonempty open subset O ⊂ U ′′′. Let
us fix h ∈ BM(O). Then the rank of d(BM) is maximal on a nonempty open of BM−1(h)∩U ′′′.
The restriction of GNR to BM−1(h) ∩ U ′′′ induces a morphism
GNR′ : BM−1(h) ∩ U ′′′ → Hitch−1(h).
Let Ch ⊂ K be the curve of the linear system |nC∞| attached to h. Then BM
−1(h) ∩ U ′′′
identifies with a nonempty open of C
(g˜)
h . Moreover, we have a commutative diagram
C
(g˜)
h
AJg˜
→ Jacg˜(Ch)
∪ ∪
BM−1(h) ∩ U ′′′ → J g˜h
GNR′ց ↓BNR
Hitch−1(h)
(7)
where AJg˜ is the Abel-Jacobi map, Jac
g˜(Ch) is the degree g˜ Jacobian of Ch, and BNR is the
map defined in [4].
Since BNR is bijective (see [4], Proposition 3.6), and AJg˜ is a birational morphism, GNR
′ is
a birational morphism. So we can find u ∈ BM−1(h) ∩ U ′′′, such that
d(GNR′)(u) : Tu(BM
−1(h′) ∩O)→ TGNR′(u)(Hitch
−1(h))
is a linear isomorphism. We have a commutative diagram
0→ Tu(BM
−1(h) ∩O) → Tu(O)
d(BM)(u)
→ Th(H) → 0
↓ d(GNR)(u)↓ id↓
0→ TGNR(u)(Hitch
−1(h)) → TGNR(u)(T
∗Un,d) → Th(H) → 0
where the rows are exact. Since d(BM)(u) is surjective, d(GNR)(u) is a linear isomorphism.

Proof of Lemma 1.4. Let us recall the structure of the Abel-Jacobi map in degree g˜ (see
[11]). The morphism
AJg˜ : C
(g˜)
h → Jac
g˜(Ch)
is surjective; it is 1-1 on all of Jacg˜(Ch), except on the codimension 2 divisor equal to div(K)−
AJg˜−2(C
(g˜−2)
h ), where div(K) is the canonical divisor class of Ch and AJg˜−2 is the degree g˜− 2
Abel-Jacobi map. The fiber of AJg˜ at a point div(K)−AJg˜−2(x1, . . . , xg˜−2) of the codimension
2 divisor is connected. Indeed, it is the image of the map
P(Vx1,... ,xg˜−2)→ C
(g˜)
h ,
where Vx1,... ,xg˜−2 = {regular 1-differentials on Ch, vanishing at x1, . . . , xg˜−2}, taking ω to
div(ω)− (x1 + · · ·+ xg˜−2) (here div(ω) is the divisor class of ω).
Let us now fix (E, φ) ∈ T∗Un,d and let us study GNR
−1(E, φ). If this set is nonempty, then
Hitch(E, φ) ∈ Hsmooth. Then GNR
−1(E, φ) identifies with the fiber (GNR′)−1(E, φ) under
GNR′ : BM−1(h) ∩ U ′′ → Hitch−1(h).
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It follows from the diagram (7), from the fact that BNR is bijective, from the structure of
AJg˜ recalled above, and from the fact that a Zariski open subvariety of a connected variety is
connected, that (GNR′)−1(E, φ) is connected.
This proves Lemma 1.4. 
1.3. Quantization. In this section, we construct quantizations of the rational function fields
R(T∗Un,d) and R(K
[g˜]
). For this, we first construct quantizations of the underlying graded rings,
and then quantize their fraction fields using “algebraic microlocalization” . We then propose a
conjecture on quantization of the isomorphism of Theorem 1.1.
1.3.1. Fraction fields of graded commutative rings. Let A = ⊕i∈ZAi be a graded commutative
algebra, equipped with a Poisson structure of degree −1. We assume that A is integral. Let
Q(A) be the fraction field of A. It contains the graded subalgebra Q(A)graded, which can either
be viewed as the localization of A with respect to the multiplicative part (∪i∈ZAi)− {0}, or as
the direct sum ⊕i∈ZQ(A)i, where Q(A)i is the subspace of Q(A) of all homogeneous of degree
i elements.
Let us denote by Q̂(A) the completion ofQ(A)graded with respect to the family (⊕j≤iQ(A)j)i∈Z.
So an element of Q̂(A) is a sequence (qi)i∈Z, such that qi ∈ Q(A)i and qi = 0 for i large enough.
We have a double inclusion
Q(A)graded ⊂ Q(A) ⊂ Q̂(A);
the two first algebras are dense in the last one; all three algebras are Poisson, and the Poisson
structure of Q(A)graded has degree −1; only the two last algebras are fields.
Example 1. Set A = {rational functions on T∗Un,d, polynomial in the fibers}, then we have
A = ⊕i≥0Ai, where Ai = {elements of A, homogeneous of degree i in the fibers}. Here Ai = 0
for i < 0. Then for i ∈ Z, Q(A)i = {rational functions on T∗Un,d, rational and homogeneous of
degree i in the fibers}.
Example 2. Set A′ = ⊕i≥0H
0(C,K⊗i), A′−i = H
0(C,K⊗i) for i ≥ 0 and A′i = 0 for i > 0.
Then A′ = ⊕i∈ZA′i is a graded algebra, with Poisson structure of degree −1 (see [9]). Let us set
A′′ = S g˜(A′) = ((A′)⊗g˜)Sg˜ , then A′′ is also graded, and its Poisson structure also has degree
−1. The elements of A′ are the regular functions on K − C∞, so they are polynomial in the
fibers of the projection K − C∞ → C. The elements of Q(A′′)i are the rational functions on
K[g˜], rational and homogeneous of degree i in the fibers of (K − C∞)[g˜] → C(g˜).
1.3.2. Quantization of fraction fields. By a quantization of the graded Poisson algebra A =
⊕i∈ZAi, we understand a filtered algebra B, with filtration
· · · ⊂ Bi ⊂ Bi+1 ⊂ · · · ,
with ∩i∈ZBi = {0}, ∪i∈ZBi = B, BiBj ⊂ Bi+j , B = lim←(B/Bi), i.e., B is complete for the
topology defined by the (Bi)i∈Z, such that the associated graded gr(B) of B is commutative,
and we have an isomorphism of graded Poisson algebras gr(B)
∼
→ A.
The theory of “algebraic microlocalization” provides a quantization of Q(A)graded starting
from a quantization of A (see [26]).
Elements of Q(B) are infinite series
∑
i≥0 PiQ
−1
i , where ω(Pi)−ω(Qi)→ −∞. The product
of two such series is computed using the formula
Q−1R = RQ−1 + [R,Q]Q−2 + · · ·+ ad(−Q)n−1(R)Q−n + · · ·
Such a series is zero iff its degree is ≤ d for any d. To prove that a series
∑
i≥0 PiQ
−1
i is zero,
one should iterate the following operation: (1) show that the image of the series in Q(A)ω
is zero, where ω = maxi(ω(Pi) − ω(Qi)), and (2) using this vanishing, rewrite it as a series∑
i≥0 P
′
i (Q
′
i)
−1, where maxi(ω(P
′
i )− ω(Q
′
i)) < maxi(ω(Pi)− ω(Qi)).
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1.3.3. Quantization of the Hitchin and Beauville-Mukai phase spaces. A quantization of the
algebra A of Example 1 is the algebra Diff(Un,d) of rational differential operators on Un,d.
In [9], we introduced an algebra B′ of pseudodifferential operators, quantizing the algebra
A′ of Example 2. Then B′′ = S g˜(B′) = (B′⊗g˜)Sg˜ is a quantization of A′′.
Then Q(B) and Q(B′′) are quantizations of R(T∗Un,d) and of R(K[g˜]), respectively.
1.3.4. A quantization conjecture. It is natural to expect that the Beilinson-Drinfeld adelic con-
struction of twisted differential operators on the moduli stack Bunn,d yields a linear map
t : H∗ → Diff(Un,d), whose image generates a commutative algebra. Once such a linear map
is fixed, another such map can be obtained using any element h ∈ H: we set (t + h)(ξ) =
t(h) + ξ(h)1. So we get an affine space of linear maps generating commutative algebras of
differential operators; its underlying vector space is H.
On the other hand, we proposed in [10] the construction of a linear map t′′ : H∗ → Q(B′′)
with image generating a commutative algebra, starting from a linear map H∗ → A′.
It is therefore natural to conjecture that for any linear map
t : H∗ → Diff(Un,d) = B
provided by the Beilinson-Drinfeld construction, one can find a linear map H∗ → A′ and an
isomorphism Q(B)→ Q(B′′), such that the diagram
Q(B) → Q(B′′)
տ ր
H∗
commutes and is a deformation of (1).
2. Explicit expressions in the rational case
Theorem 1.1 can be extended to the case of curves with marked points and parabolic bundles.
In this section, we recall the explicit forms of the Hitchin and Beauville-Mukai systems in the
case of P1 with marked points and n = 2 (Sections 2.1 and 2.2). The rational version of the
Hitchin system was introduced and studied by Beauville in [2]. In Section 2.3, we construct an
explicit isomorphism between both systems and we explain in Section 2.4 why it coincides with
GNR.
2.1. The rational Hitchin system.
2.1.1. The fibration P˜g → V˜g . If n is an integer, we denote by O(n) the line bundle of degree
n on P1. We denote by P∞ the point at infinity of P
1, and identify O(n) with O(nP∞).
Let E = O ⊕O(−1). Then E is a vector bundle on P1 of rank 2 and degree −1. Let g ≥ 0
be an integer. Let us set
Hom0(E,E ⊗O(g + 1)) = {φ ∈ Hom(E,E ⊗O(g + 1))| tr(φ) = 0}.
Definition 2.1. Let us set
P˜g = Hom0(E,E ⊗O(g + 1))/Aut(E), V˜g = H
0(P1,O(2g + 2)),
and let H˜g : P˜g → V˜g be the map induced by φ 7→
1
2 tr(φ)
2.
Then we have the following description of P˜g and V˜g. We set
M˜g = {M =
(
A C
B −A
)
∈ sl2(C[X ])| deg(A) ≤ g, deg(B) ≤ g + 1, deg(C) ≤ g + 2}
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(A,B,C are polynomials in one variable X) and
Γ = {
(
a bX + c
0 a−1
)
|a ∈ C∗, b, c ∈ C}
(Γ is a subgroup of SL2(C[X ])). Then Γ acts on M˜g by conjugation.
Lemma 2.1. P˜g identifies with the quotient M˜g/Γ, V˜g identifies with the space C[X ]≤2(g+1)
of polynomials of degree ≤ 2(g+1), and the map H˜g identifies in its turn with the map induced
by M 7→ A2 +BC.
If P ∈ V˜g , let us denote by CP the curve of T ∗(P1), whose intersection with T ∗(P1 − {P∞})
is defined by the equation y2 = P (x).
When deg(P ) = 2(g+1), we have genus(CP ) = g. According to [2], in this case, the preimage
H˜−1g (P ) identifies with a Zariski open subset of Jac
g(CP ).
2.1.2. Poisson structure and integrable system on Pg. Let a1, . . . , ag+3 be distinct points of
P1 − {P∞}.
Lemma 2.2. Set
Vg = {P ∈ V˜g|P (a1) = . . . = P (ag+3) = 0}, Pg = H˜
−1
g (Vg).
The fibration H˜g : P˜g → V˜g restricts to a fibration HHitchg : Pg → Vg.
We now introduce a Poisson structure on Pg. For this, we will show that Pg is isomorphic,
as a variety, to a symplectic quotient N g//Γ, where N is the nilpotent cone of sl2(C), and
transport on Pg the Poisson structure of N g//Γ. To construct the isomorphism Pg → N g//Γ,
we will need the following explicit description of Pg.
Lemma 2.3. Let us set
Mg = {M ∈ M˜g| tr(M
2)(a1) = . . . = tr(M
2)(ag+3) = 0}.
Then the action of Γ preserves Mg, and Pg identifies with the quotient Mg/Γ.
We now describe the symplectic quotientN g+3//Γ. We will denote byN = {N ∈ sl2(C)| tr(N
2) =
0} the nilpotent cone of sl2(C). The group Γ acts on the product N g+3 via
γ · (A1, . . . , Ag+3) :=
(
Ad(γ(a1))(A1), . . . ,Ad(γ(ag+3))(Ag+3)
)
, γ ∈ Γ. (8)
Recall that the nilpotent cone N (and hence N g+3) has a natural Poisson structure; we
equip N g+3 with the product structure. Then the action (8) is hamiltonian, and its moment
map is given by
µ : N g+3 → (Lie Γ)∗ = C3,
(A1, . . . , Ag+3)→ (
g+3∑
i=1
vi,
g+3∑
i=1
ui,
g+3∑
i=1
aiui),
where (ui, vi, wi) are the coordinates of Ai ∈ sl2(C) in the the Chevalley basis e, f, h, and we
identify Lie Γ with C3 using the basis (h⊗ 1, e⊗ 1, e⊗X).
Then the symplectic quotient N g+3//Γ is equal to the quotient µ−1(0)/Γ, which is equipped
with a natural Poisson structure.
We now construct the isomorphism Pg → N g+3//Γ. For each M ∈ Mg, and each i =
1, . . . , g + 3, let us set
Ai(M) =
M(ai)∏
j|j 6=i(ai − aj)
.
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The family (Ai(M))i=1,... ,g+3 is uniquely determined by the identity
M(X)
Πg+3i=1 (X − ai)
=
g+3∑
i=1
Ai(M)
X − ai
.
Then the assignment M 7→ (A1(M), . . . , Ag+3(M)) defines a morphism
i′ :Mg → N
g+3. (9)
The image of this morphism is contained in µ−1(0), and it actually induces an isomorphism
Mg → µ−1(0). This morphism is equivariant with respect to the action of Γ.
We have therefore:
Proposition 2.1. (see [2]) i′ induces an isomorphism
i : Pg =Mg/Γ→ µ
−1(0)/Γ = N g+3//Γ. (10)
of algebraic varieties, and we define a Poisson structure on Pg uniquely by the condition that i
is a Poisson morphism (this structure is actually symplectic at a generic point).
Moreover, the family of the functions on Pg obtained as (HHitchg )
∗(ℓ) Poisson-commute (ℓ a
function on Vg), so the fibration H
Hitch
g : Pg → Vg is Lagrangian.
This is in fact an algebraic completely integrable system. We will call this system the rational
Hitchin system.
Remark 1. We have dim(P˜g) = (3g + 6) − 3 = 3g + 3, dim(V˜g) = 2g + 3, and dim(Pg) = 2g,
dim(Vg) = g.
2.1.3. Relation with the Hitchin systems. Let N be arbitrary and let us set a = (a1, . . . , aN).
Hitchin’s integrable system is defined on the cotangent bundle T ∗(Bun(P1,a)(n)), where Bun(P1,a)(n)
is the moduli stack of vector bundles of rank n on P1, with parabolic structures at a. Bun(P1,a)(n)
is the disjoint union of all Bun(P1,a)(n, d), d ∈ Z, where Bun(P1,a)(n, d) is the moduli stack of
parabolic structures on vector bundles of rank n and of degree d. The spaces Bun(P1,a)(n, d)
and Bun(P1,a)(n, d+ n) are isomorphic, so we assume d ∈ [1− n, 0].
The open cell of the moduli space Bun(P1,a)(n, d) corresponds to parabolic structures on the
bundle O⊕(n+d) ⊕O(−1)⊕(−d). The system studied here corresponds to n = 2, d = −1.
The reason we are studying the case (n, d) = (2,−1) rather than (n, d) = (2, 0) is that in the
latter case, the fibers of (HHitch)−1(P ) are isomorphic, when P is generic, to the degree g˜ − 1
Jacobian Jacg˜−1(CP ) (here g˜ = genus(CP ), see [2]); the generic line bundle of this Jacobian
has no section. In the former case, the fibers are isomorphic to Jacg˜(CP ); generic bundles of
this Jacobian have a unique (up to scalar multiplication) non-zero section and are uniquely
determined by the set of zeroes of this section.
In the general case, this situation corresponds to d = 1− n.
2.1.4. Reformulation (the rational Hitchin system as a classical limit of the Gaudin system.)
Let us reexpress the rational Hitchin system as a classical limit of the Gaudin magnetic model
([14]).
For i = 1, . . . , g + 3 let us define the functions HHitchi : N
g+3//Γ 7→ C by
HHitchi (class of (A1, . . . , Ag+3)) =
∑
j 6=i
tr(AiAj)
ai − aj
,
for any (A1, . . . , Ag+3) ∈ µ−1(0).
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The map HHitch = (HHitch1 , . . . , H
Hitch
g+3 ) maps N
g+3//Γ to the g-dimensional vector subspace
V g of C
g+3, defined as the set of all (h1, . . . , hg+3) obeying the equations
g+3∑
i=1
hi =
g+3∑
i=1
aihi =
g+3∑
i=1
ai
2hi = 0.
Lemma 2.4. The fibrations HHitch : N g+3//Γ 7→ V g and H
Hitch : Pg → Vg are isomorphic.
More precisely, we have HHitch = iV ◦ HHitch ◦ i−1, where iV : Vg → V g is the linear
isomorphism taking a polynomial P of Vg to the vector (P
′(a1), . . . , P
′(ag+3)); the inverse map
takes the vector (h1, . . . , hg+3) to the polynomial
g+3∏
i=1
(X − ai)
2
g+3∑
i=1
hi
X − ai
.
2.2. The Beauville-Mukai system. In [3], Beauville introduced integrable systems associ-
ated with a symplectic surface and a linear system. This construction was later generalized to
Poisson surfaces (see [6]). This family of integrable systems can be described as follows. Let S
be a Poisson surface, let C(S) be the function field of S and let g be an integer.
Then (C(S)⊗g)Sg may be viewed as a ring of functions over S(g) = Sg/Sg and has a natural
Poisson structure.
Let f1, . . . , fg−1, f be elements of C(S), such that the family (1, f1, . . . , fg−1, f) is free. For
ϕ ∈ C(S), let ϕ(i) be the image of ϕ in the i-th factor of (C(S)⊗g)Sg , so ϕ(i) = 1⊗i−1⊗ϕ⊗1⊗n−i.
For i = 1, . . . , g, let Mi be the i-th minor of the matrix
1 f1
(1) . . . fg−1
(1) f (1)
1 f1
(2) . . . fg−1
(2) f (2)
...
...
...
...
...
1 f1
(g) . . . fg−1
(g) f (g)

(obtained by removing the i-th column and taking the determinant) and set
HBMi = (−1)
g+1−i Mi
Mg+1
.
Then (HBM1 , . . . , H
BM
g ) is a Poisson commuting family of functions on S
(g) (in this generality,
this statement is proved in [10]; it is a generalization of the ”birational” part of the involutivity
statements of [3, 6]).
Moreover, (HBM1 , . . . , H
BM
g ) defines a Lagrangian fibration
HBMS : S
(g) ⊃ US → C
g,
where US is a Zariski open subset in S
(g).
We will be interested in the situation where S = T ∗(P1). We consider a collection a =
(a1, . . . ag+3) of distinct points in C and we identify T
∗(P1 − {P∞}) with T ∗(C) = C2. Then
C(S) = C(X,Y ) (X,Y are algebraic independent variables, X is the canonical coordinate on C
and Y is the coordinate on the cotangent fibers). It is equipped with the Poisson bracket
{X,Y } = −2
g+3∏
i=1
(X − ai) .
We set
f1 = X, f2 = X
2, . . . , fg−1 = X
g−1, f =
Y 2∏g+3
i=1 (X − ai)
.
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The hamiltonians HBMk can be computed explicitly as follows: the variables are X =
(X1, . . . , Xg) and Y = (Y1, . . . , Yg). For k = 1, . . . g, we set
HBMg+1−k(X,Y ) :=
(−1)k
g∑
α=1
1∏
β|β 6=α(Xα −Xβ)
Y 2α∏g+3
i=1 (Xα − ai)
∑
(β1,... ,βk)|β1<···<βk,
β1,... ,βk∈{1,... ,αˇ,... ,g}
Xβ1 · · ·Xβk
and the Poisson brackets in C(S)⊗g are
{Xα, Yβ} = −2
g+3∏
i=1
(Xα − ai) δαβ, {Xα, Xβ} = {Yα, Yβ} = 0.
We denote by Ua the Zariski open subset of (T
∗(P1))(g) where each HBMi is regular, and
HBMa = (H
BM
1 , . . . , H
BM
g ) : (T
∗(P1))(g) ⊃ Ua → C
g
the corresponding morphism.
2.3. A birational equivalence between the rational Hitchin and the Beauville-Mukai
systems. We will construct inverse birational morphisms
α : (N g+3//Γ) ⊃ U → (T ∗(P1))(g)
and
β : (T ∗(P1))(g) ⊃ V → (N g+3//Γ)
and a linear isomorphism η : V g → C
g, such that the diagram
(N g+3//Γ) ⊃ U
HHitch
−→ V g
α ↓ ↓ η
(T ∗(P1))(g) ⊃ Ua
HBMa
−→ Cg
(11)
commutes (the morphism HHitch was introduced in Section 2.1.4).
(α, η) and (β, η−1) will therefore set up inverse birational equivalences between the rational
Hitchin and the Beauville-Mukai systems.
Construction of α: let U be a subset of (N g+3//Γ) consisting of all classes of (g + 3)-uples
(A1, . . . , Ag+3) such that
∑g+3
i≥1 (ai)
2ui 6= 0. For any such (g + 3)-uple, the polynomial
g+3∏
i=1
(X − ai)
g+3∑
i=1
ui
X − ai
has exactly g zeroes; we denote this set of zeroes by {x1, . . . , xg}.
For α = 1, . . . , g, we set
yα = (
g+3∑
i=1
vi
xα − ai
)
g+3∏
i=1
(xα − ai). (12)
Then {(xα, yα), α = 1, . . . , g} belongs to T
∗(P1)(g). We will show that it depends only on the
Γ-orbit of (A1, . . . , Ag+3), and we set
α(class of (A1, . . . , Ag+3)) = {(xα, yα), α = 1, . . . , g}.
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Construction of β: let us set V = T ∗(P1−{a1, . . . , ag+3, P∞})(g) = ((C−{a1, . . . , ag+3})×
C)(g), then β maps {(xα, yα), α = 1, . . . , g} to the class of (A1, . . . , Ag+3) ∈ N g+3, defined by
ui =
∏g
α=1(ai − xα)∏g+3
j=1,j 6=i(ai − aj)
; (13)
vi =
g∑
α=1
yα ·
∏g
β 6=α(ai − xβ)∏
β 6=α(xα − xβ)
∏g+3
j=1,j 6=i(ai − aj)
; (14)
wi = −
v2i
ui
. (15)
We will show that (A1, . . . , Ag+3) ∈ µ−1(0), so there is a well-defined map β taking {(xα, yα), α =
1, . . . , g} to the class of (A1, . . . , Ag+3).
Construction of η: V g consists of all (h1, . . . , hg+3) ∈ C
g+3, such that
g+3∑
i=1
hi =
g+3∑
i=1
aihi =
g+3∑
i=1
(ai)
2hi = 0.
η maps such a (g + 3)-uple to the vector (h
a
1 , . . . , h
a
g) of Cg, defined by the identity
(
g+3∑
i=1
hi
X − ai
)
g+3∏
i=1
(X − ai) =
g∑
i=1
h
a
iX
i.
In other words, we have
h
a
i = (−1)
g−i
g+3∑
j=1
hj
∑
(j1,... ,jg+3−i)|
j1,... ,jg+3−i∈{1,... ,jˇ,... ,g+3}
j1<...<jg+3−i
aj1 . . . ajg+3−i
and
hi =
∑g−1
j=0 h
a
j+1(ai)
j∏g+3
k=1,k 6=i(ai − ak)
.
Theorem 2.1. The maps α and β are inverse to each other on Zariski-open subsets, and when
restricted to suitable such subsets, they induce isomorphism between the fibrations HHitch :
(N g+3//Γ)→ V g and H
BM
a : (T
∗(P1))(g) → Cg. In other words, the diagram (11) commutes.
We will study in the next sections the Poisson aspects of this statement (Poisson isomorphism
between Poisson rings.)
Proof. Let us first show that the map α is well-defined. The action of the element
γ =
(
a bX + c
0 a−1
)
of Γ on (A1, . . . , Ag+3) multiplies
(
g+3∑
i=1
vi
X − ai
)
g+3∏
i=1
(X − ai)
by a nonzero scalar, and it adds to
(
g+3∑
i=1
vi
X − ai
)
g+3∏
i=1
(X − ai),
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the polynomial
a−1(bX + c)
g+3∑
i=1
ui
X − ai
)(
g+3∏
i=1
(X − ai),
which vanishes at each xα. So the set {(xα, yα), α = 1, . . . , g} is not changed by the action of
γ. This shows that α is well-defined.
Let us show that β is well-defined. The relations (13) and (14) imply
g+3∑
i=1
ui
X − ai
= (
g+3∑
i=1
a2iui)
∏g
α=1(X − xα)∏g+3
i=1 (X − ai)
, (16)
and
g+3∑
i=1
vi
X − ai
=
∏g
α=1(X − xα)∏g+3
i=1 (X − ai)
g∑
α=1
y˜α
X − xα
, (17)
where
y˜α =
yα∏g
β=1,β 6=α(xα − xβ)
. (18)
Looking at the behavior at infinity of identities (16) and (17), we get
g+3∑
i=1
ui =
g+3∑
i=1
aiui = 0
and
∑g+3
i=1 vi = 0, so (A1, . . . , Ag+3) ∈ µ
−1(0) and β is well-defined.
The maps α and β are inverse to each other, because the equations (16), (17), (18) and (15)
uniquely define {(xα, yα), α = 1, . . . , g} in terms of the class (A1, . . . , Ag+3) and vice versa.
To complete the proof of Theorem 2.1, let us prove that the diagram (11) commutes. Assume
that {(xα, yα), α = 1, . . . , g} and the class of (A1, . . . , Ag+3) are related by (16), (17), (18) and
(15). Then
1
2
tr
(
g+3∑
i=1
Ai
X − ai
)2
=
g+3∑
i=1
HHitchi (A1, . . . , Ag+3)
X − ai
.
Set A(X) =
∑g+3
i=1
Ai
X−ai
, then the relations (16) and (17) imply that A(xα) has the form
A(xα) =
(
yα ∗
0 −yα
) g+3∏
i=1
(xα − ai)
−1
so
1
2
tr
(
g+3∑
i=1
Ai
X − ai
)2
|X=xα =
(
yα∏
i(xα − ai)
)2
.
The behavior of
∑g+3
i=1
Ai
x−ai
when x→∞ shows that
g+3∏
i=1
(X − ai) ·
1
2
tr
(
g+3∑
i=1
Ai
X − ai
)2
is a polynomial of degree ≤ g − 1, so it is equal to
( g∏
α=1
(X − xα)
) g∑
α=1
y2α
X − xα
( g∏
β=1,β 6=α
(xα − xβ)
)−1( g+3∏
i=1
(xα − ai)
)−1
.
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So we get
g+3∑
i=1
HHitchi (A1, . . . , Ag+3)
X − ai
=
∏g
α=1(X − xα)∏g+3
i=1 (X − ai)
g∑
α=1
y2α
X − xα
( g∏
β=1,β 6=α
(xα − xβ)
)−1( g+3∏
i=1
(xα − ai)
)−1
.
and it follows that
HHitchi (A1, . . . , Ag+3) =∏g
α=1(ai − xα)∏g+3
j=1,j 6=i(ai − aj)
g∑
α=1
y2α
ai − xα
( g∏
β=1,β 6=α
(xα − xβ)
)−1( g+3∏
i=1
(xα − ai)
)−1
,
therefore
HHitchi (A1, . . . , Ag+3) =
1∏
j|j 6=i(ai − aj)
g−1∑
k=0
akiH
BM
k+1(x, y),
which shows the commutativity of (11). This ends the proof of Theorem 2.1. 
2.4. Relation with spectral transformation and GNR. Let us show that the map α coin-
cides with the map GNR. For this, we compute GNR.
Recall that P˜g = Hom0(E,E ⊗O(g + 1))/Aut(E) identifies with M˜g/Γ, where
M˜g = {
(
A C
B −A
)
, A,B ∈ C[X ], deg(B) ≤ g, deg(A) ≤ g + 1, deg(C) ≤ g + 2}
and
Γ = {
(
a bX + c
0 a−1
)
, a ∈ C∗, b, c ∈ C}.
In the definition of P˜g, the bundle E may be replaced by E ⊗O(k), where k is any integer.
If M ∈ M˜g, the spectral curve C(M) is defined by y2 = (A2 + BC)(x) (equation in
T ∗(P1)). Assume that deg(A2 + BC) = 2(g + 1), and write (A2 + BC)(X) = a20X
2(g+1) +
terms of degree < 2(g + 1). Then the curve C(M) has two branches at infinity: a local pa-
rameter at infinity is x−1, and the branches are defined by y = ±a0xg+1 + o(xg+1). We have a
natural projection π : C(M) 7→ P1.
If M ∈ M˜g, its spectral bundle is the line bundle over C(M), defined as the subbundle of
π∗(E ⊗O(k)) whose fiber over (x, y) ∈ C(M) is
LM (x, y) = Ker (M(x)− y) ⊂ π
∗(E ⊗O(k))(x, y)
(see [18]).
When k = g + 1, then H0(C(M),LM ) is one-dimensional, spanned by
σ(x, y) =
(
y +A(x)
B(x)
)
;
σ(x, y) is regular at all points of C(M) at finite distance, and at the branches at infinity, it has
the expansion (
(α± a0)xg+1 + o(xg+1)
βxg + o(xg)
)
,
so it is a regular section of E ⊗ O(g + 1) (here we set A(x) = αxg+1 + O(xg), B(x) = βxg +
o(xg)). Moreover, LM ∈ Jac
g(C(M)) belongs to the image of the injection AJg : C(M)
(g) →
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Jacg(C(M)). The preimage of LM in C(M)(g) is the collection of zeroes of σ(x, y), which is
the set of all (xi, yi) defined as follows:
(1) x1, . . . , xg is the set of zeroes of B(X);
(2) for i = 1, . . . , g, yi = A(xi).
Then the map GNR associates to M the collection {(xi, yi), i = 1, . . . , g}. So GNR = α.
3. Ringed Lie algebras and their reductions
Our next task is to express explicitly the isomorphism between the Poisson fields of N g+3//Γ
and K
[g]
P1
. It turns out that these Poisson fields are the fraction fields of graded subrings S•X 0(X
1)
and S•U0(U
1), which correspond to ”ringed Lie algebras” X and U . In this section, we explain
the formalism of ringed Lie algebras and the consturction of X and U .
3.1. Ringed Lie algebras. Let R be a commutative ring over C, and let V be a vector space
over C. Then R⊗ S•(V ) is a graded algebra, where elements of R have degree 0 and elements
of V have degree 1.
Set G0 = R, G1 = V ⊗ R. Set G = G0 ⊕ G1, and view G as a graded complex vector space.
It is also a graded R-module. Then if
{, } : ∧2(G)→ G
is a linear map of degree −1, then {r, f} ∈ G0 = R if r ∈ R and f ∈ G.
Lemma 3.1. There is a bijective correspondence between:
(1) Poisson structures on R⊗ S•(V ) of degree −1, and
(2) Lie brackets {, } : ∧2(G)→ G of degree −1, satisfying the relations
{rf, f ′} = r{f, f ′}+ {r, f ′}f
for any r ∈ R and f, f ′ ∈ G.
Such Lie brackets yield, and are uniquely determined by a pair of maps ∧2(V ) → (V ⊗ R)
and V ⊗R→ R. We say that (G, {, }) is a ringed Lie algebra.
3.2. Reductions of ringed Lie algebras.
3.2.1. Reduction of type I. Let R be a ring and let
(
R⊕ (V ⊗R), {, }
)
be a ringed Lie algebra.
Let I be a prime ideal of R. Let us set
N = {f ∈ V ⊗R|{f, I} ⊂ I}
and V = N/(V ⊗ I). Then V is a vector space over R/I.
Lemma 3.2. (R/I)⊕ V has a ringed Lie algebra stucture.
Proof. We have a sequence of inclusions
I ⊕ (V ⊗ I) →֒ R⊕N →֒ R⊕ (V ⊗R).
The first map is a Lie ideal inclusion, and the second map is an inclusion of Lie algebras. So
(R/I) ⊕ V is a Lie algebra. One checks that it satisfies the Leibniz rules with respect to the
structure of module over R/I. 
3.2.2. Reduction of type II. Assume that R is a field and let
(
R⊕ (V ⊗R), {, }
)
be a ringed Lie
algebra. Let Φ ∈ R⊗ V be a fixed element. Set RΦ = {r ∈ R|{Φ, r} = 0}, so RΦ is a subfield
of R, and (R ⊗ V )Φ = {f ∈ R ⊗ V |{Φ, f} = 0}. Then {, } restricts to RΦ ⊕ (R ⊗ V )Φ, and(
RΦ ⊕ (R ⊗ V )Φ, {, }
)
is a ringed Lie algebra. Let us denote by RΦΦ the RΦ-vector subspace
of (R ⊗ V )Φ generated by Φ. Then {0} ⊕RΦΦ is a Lie ideal of RΦ ⊕ (R⊗ V )Φ. Moreover:
Lemma 3.3. RΦ ⊕
(
(R⊗ V )Φ/RΦΦ
)
is a ringed Lie algebra.
QUANTIZATIONS OF HITCHIN AND BEAUVILLE-MUKAI INTEGRABLE SYSTEMS 19
3.3. Other constructions of ringed Lie algebras.
(1) R is a field, g is a C-Lie algebra, and we have a Lie algebra morphism g→ Der(R). Then
R ⊕ (g⊗R) (19)
is a ringed Lie algebra.
(2) R is a field, R⊕ (V ⊗R) is a ringed Lie algebra, and Γ is a finite group of automorphisms
of R⊕ (V ⊗R). Then RΓ is a field and RΓ ⊕ (V ⊗R)Γ is a ringed Lie algebra.
3.4. Examples.
3.4.1. The ringed Lie algebra X . We set R = C(xα, α = 1, . . . , g); g is the abelian Lie algebra
⊕gα=1Cyα, and the morphism g→ Der(R) takes yα to −
∏g+3
i=1 (xα−ai)
∂
∂xα
. We therefore obtain
a ringed Lie algebra
X ′ = C(xα, α = 1, . . . , g)⊕
(
(⊕gα=1Cyα)⊗ C(xα, α = 1, . . . , g)
)
.
Then Γ = Sg acts on this ringed Lie algebra by permuting the pairs (xα, yα). We set
X = (X ′)Γ. Then we have
X = C(xα, α = 1, . . . , g)
Sg ⊕ C(xα, α = 1, . . . , g)
Sg−1 ;
in the last vector space, Sg−1 acts by permuting the last variables x2, . . . , xg. This is a vector
space over C(xα, α = 1, . . . , g)
Sg (g-dimensional by Galois theory). An element f(x1, . . . , xg)
of C(xα, α = 1, . . . , g)
Sg−1 corresponds to the element
Y [f ] =
g∑
α=1
f(xα, x1, . . . , xˇα, . . . , xg)yα
of (X ′)Γ.
3.4.2. Ringed Lie algebras associated with vector spaces. Let V be a finite-dimensional vector
space, and let W ⊂ V be a subspace. Let C(V )W be the localization of the symmetric algebra
S(V ) with respect to V \W . Let I ⊂ C(V )W be the ideal (W ). Then C(V )W /I = C(V/W ).
Let G(V,W ) be the ringed Lie algebra
G(V,W ) = C(V )W ⊕
(
C(V )W ⊗ V
∗
)
,
where the brackets are {ξ, v} = 〈ξ, v〉, {ξ, ξ′} = 0 for ξ, ξ′ ∈ V ∗, v ∈ V .
Then the reduction of G(V,W ) with respect to (W ) is
G(V/W, 0) = C(V/W )⊕
(
C(V/W )⊗ (V/W )∗
)
. (20)
We have
N =
(
C(V )W ⊗W
⊥
)
+ (W )⊗ V ∗.
The reduction of G(V, 0) with respect to Φ =
∑
i xi ⊗ ξ
i = the canonical element of V ⊗ V ∗
is
C(V )0 ⊕
(
(C(V )0 ⊗ V ∗)/C(V )−1Φ
)
, (21)
where C(V )0 (resp., C(V )−1) is the field (resp., space) of all rational functions on V , homoge-
neous of degree 0 (resp., −1). Note that (21) is isomorphic to the algebra G(H, 0) , where H is
any hyperplane of V , not containing the origin.
Applying this reduction to G(V/W, 0), we obtain the ringed Lie algebra
U = U0 ⊕ U1, (22)
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where U0 = C(V/W )0 and
U1 = NΦ/
(
(I ⊗ V ∗)Φ + C(V/W )−1Φ
)
=
(
C(V/W )0 ⊗ (V/W )∗
)
/
(
C(V/W )−1Φ
)
.
3.4.3. The ringed Lie algebra U . We apply the constructions of Section 3.4.2 to
V = ⊕g+3i=1Cui, W = Span(ℓ0, ℓ1),
where ℓ0 =
∑
i ui and ℓ1 =
∑
i aiui. We denote by (u
∗
i )i=1,... ,g+3 the basis of V
∗ dual to
(ui)i=1,... ,g+3, and we set vi = −2uiu
∗
i .
The relation of this notation with that of Section 2 is
ui = (Ai)f , vi = (Ai)h.
Then U0 = K, where K is the field
C(u1, . . . , ug+3|
∑
i
ui =
∑
i
aiui = 0,
∑
i
a2iui = 1),
and
U1 = NΦ/
(
(I ⊗ V ∗)Φ + C(V/W )−1Φ
)
.
Here ui is the class of ui/(
∑
i a
2
iui). We use the following notation: if x1, . . . , xN are
indeterminates, and ℓ1, . . . , ℓk is a collection of independent linear combinations of x1, . . . , xN ,
then the field C(x1, . . . , xN |ℓ1 = a1, . . . , ℓk = ak) is the function field of the affine subspace
defined by the equations ℓ1 = a1, . . . , ℓk = ak.
On the other hand, U1 is a g-dimensional K-vector space. We have
U1 ≃ {(λ1, . . . , λg+3) ∈ K
g+3|
∑
i
λi =
∑
i
aiλi = 0}/K(u1, . . . , ug+3).
The inverse isomorphism takes the class of (λ1, . . . , λg+3) to the class of∑
i λi(vi/ui).
4. An isomorphism of ringed Lie algebras
We have C(V )W = C(u1, . . . , ug+3)Span(ℓ0,ℓ1), where ℓ0 =
∑
i ui, ℓ1 =
∑
i aiui. Define
Pu(X) ∈ C(V )W [X ] as
Pu(X) =
g+3∏
i=1
(X − ai) ·
g+3∑
i=1
ui
X − ai
.
Theorem 4.1. 1) For any φ ∈ C[X ], the element
W [φ] = Rest=∞
(∑
i
vi
t− ai
(P ′u
Pu
(t)−
P ′u
Pu
(ai)
)
φ(t)dt
)
belongs to NΦ and therefore defines an element W [φ] ∈ U1 (recall that vi = −2uiu∗i ).
2) There is a unique ringed Lie algebra morphism Λ : X → U , whose degree zero component
X 0 → U0 is defined by ∑
α1<...<αk
xα1 · · ·xαk 7→
g+3∑
i=1
ui
∑
j1<···<jk+2
j1,... ,jk+2 6=i
aj1 · · · ajk (23)
and whose degree 1 component X 1 → U1 is defined by
Y [φ] =
∑
α
(φ/Π)(xα)yα 7→W [φ] = Rest=∞
(∑
i
vi
t− ai
(P ′u
Pu
(t)−
P ′u
Pu
(ai)
)
φ(t)dt
)
(24)
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where φ is any element of C[X ]. Here Π(X) =
∏g+3
i=1 (X − ai).
Proof. Let us prove 1). Let n be an integer ≥ 0. W [Xn] is the image of the coefficient of
X−n−1 in
g+3∑
i=1
vi
X − ai
(P ′u
Pu
(X)−
P ′u
Pu
(ai)
)
∈ X−1U1[[X−1]]. (25)
Let us compute the Poisson bracket of (25) with ℓ0 and ℓ1. We find
{ℓ0, (25)} = 2
g+3∑
i=1
ui
X − ai
(P ′u
Pu
(X)−
P ′u
Pu
(ai)
)
= 2
P ′u(X)∏
i(X − ai)
− 2
∑
i
ui
X − ai
P ′u
Pu
(ai) = 0;
the last equality is
P ′u(X)∏
i(X − ai)
=
∑
i
1
X − ai
ui
P ′u
Pu
(ai),
which follow from simple poles decomposition of the left side and the identity Pu(ai) =
ui
∏
j|j 6=i(ai − aj). Therefore
{ℓ0,W [X
n]} = 0.
Next,
{ℓ1, (25)} = 2
g+3∑
i=1
aiui
X − ai
(P ′u
Pu
(X)−
P ′u
Pu
(ai)
)
= −2
(∑
i
ui
)P ′u
Pu
(X) + 2
∑
i
ui
P ′u
Pu
(ai) + 2X
( P ′u(X)∏
i(X − ai)
−
∑
i
ui
X − ai
P ′u
Pu
(ai)
)
= − 2
(∑
i
ui
)P ′u
Pu
(X) + 2
∑
i
ui
P ′u
Pu
(ai). (26)
Now the first term of (26) belongs to X−1I[[X−1]] (I is the ideal (W ) ⊂ C(V )W ) and the
second term belongs to C(V )W . Therefore∑
i
ui
P ′u
Pu
(ai) = 0,
and W [Xn] ∈ N . Clearly, {Φ,W [Xn]} = 0, so W [Xn] ∈ NΦ. This proves 1).
2) To prove that Λ is a linear isomorphism, we construct its inverse Λ−1. It is given by the
formulas
(Λ−1)0 : ui 7→
∏g
α=1(ai − xα)∏
j|j 6=i(ai − aj)
for the degree zero part, and
(Λ−1)1 : class of
∑
i
λi(vi/ui) 7→ −
∑
α
yα/Π(xα)∏
β|β 6=α(xα − xβ)
(∑
i
(Λ−1)0(λi)
xα − ai
)
for the degree 1 part, where (λ1, . . . , λg+3) ∈ Kg+3 is such that
∑
i λi =
∑
i aiλi = 0.
Let us now prove that Λ is a morphism of ringed Lie algebras. We introduce the generating
series
X(t) =
∑
α
1
t− xα
∈ X 0[[t−1]], Y (t) =
∑
α
yα/Π(xα)
t− xα
∈ X 1[[t−1]],
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and
U(t) =
P ′u(t)
Pu(t)
∈ U0[[t−1]], W (t) =
∑
i
vi
t− ai
(P ′u
Pu
(t)−
P ′u
Pu
(ai)
)
∈ U1[[t−1]].
Then the relations {xα, yβ} = −2Π(xα)δα,β and {yα, yβ} = 0 imply
{Y (t), X(s)} = 2∂s
(X(s)−X(t)
s− t
)
(27)
and
{Y (t), Y (s)} =
2
s− t
(
∂sY (s) + ∂tY (t)−
2
s− t
(
Y (s)− Y (t)
))
. (28)
These relations generate the brackets of X .
On the other hand, we have Λ(X(t)) = U(t) and Λ(Y (t)) = W (t). So it suffices to prove
that relations (27) and (28) are satisfied, when X(t), Y (t) are replaced by U(t),W (t). We prove
this in the next two lemmas.
Lemma 4.1.
{W (t), U(s)} = ∂s
( 2
s− t
(
U(t)− U(s)
))
. (29)
Proof. We will prove
{W (t), log(Pu(s))} =
2
s− t
(
U(t)− U(s)
)
.
Then the derivative of this identity with respect to s is (29).
Since
{vi, log(Pu(s))} = −2
ui
s− ai
Π(s)
Pu(s)
,
we find
{
∑
i
vi
t− ai
(P ′u
Pu
(t)−
P ′u
Pu
(ai)
)
, log(Pu(s))}
= −2
∑
i
Π(s)
Pu(s)
ui
(t− ai)(s− ai)
(P ′u
Pu
(t)−
P ′u
Pu
(ai)
)
= −
2
s− t
∑
i
Π(s)
Pu(s)
( ui
t− ai
−
ui
s− ai
)(P ′u
Pu
(t)−
P ′u
Pu
(ai)
)
= −
2
s− t
Π(s)
Pu(s)
P ′u(t)
Pu(t)
(Pu(t)
Π(t)
−
Pu(s)
Π(s)
)
+
2
s− t
Π(s)
Pu(s)
∑
i
( ui
t− ai
−
ui
s− ai
)P ′u
Pu
(ai)
=
2
s− t
P ′u(t)
Pu(t)
−
2
s− t
Π(s)
Pu(s)
(P ′u(t)
Π(t)
−
∑
i
( ui
t− ai
−
ui
s− ai
)P ′u
Pu
(ai)
)
. (30)
On the other hand, the polynomials (in t) P ′u(t) and
Π(t)
∑
i
ui
t− ai
P ′u(ai)
Pu(ai)
both have degree ≤ g + 2, and since Pu(ai) = uiΠ′(ai), their values for t = ai coincide for each
i = 1, . . . , g + 3. Therefore
P ′u(t) = Π(t)
∑
i
ui
t− ai
P ′u(ai)
Pu(ai)
;
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it follows that
P ′u(t)
Π(t)
−
∑
i
( ui
t− ai
−
ui
s− ai
)P ′u
Pu
(ai) =
P ′u(s)
Π(s)
;
plugging this identity into (30), we get
{
∑
i
vi
t− ai
(P ′u
Pu
(t)−
P ′u
Pu
(ai)
)
, log(Pu(s))} =
2
s− t
(P ′u(t)
Pu(t)
−
P ′u(s)
Pu(s)
)
.
This ends the proof of Lemma 4.1. 
We now prove
Lemma 4.2. We have
{W (t),W (s)} =
2
s− t
(
∂sW (s) + ∂tW (t)−
2
s− t
(
W (s)−W (t)
))
. (31)
Proof. We have
{v(s), u(t)} = 2
u(s)− u(t)
s− t
, so {v(s),
P ′u
Pu
(t)} = ∂t
( 2
s− t
(Π(t)
Π(s)
Pu(s)
Pu(t)
− 1
))
,
therefore
{v(s)
P ′u
Pu
(s), v(t)
P ′u
Pu
(t)} = v(t)
P ′u
Pu
(s)∂t
( 2
s− t
(Π(t)
Π(s)
Pu(s)
Pu(t)
− 1
))
− (s↔ t).
Taking the singular part of both sides at s = ai, we get
{
vi
s− ai
P ′u
Pu
(ai), v(t)
P ′u
Pu
(t)} =
1
s− ai
P ′u
Π′
(ai)v(t)∂t
( 2
ai − t
Π
Pu
(t)
)
+
vi
s− ai
P ′u
Pu
(t)
( 2
ai − t
Π′
Pu
(ai)
Pu
Π
(t) +
2
(ai − t)2
)
and
{
vi
s− ai
P ′u
Pu
(ai),
vj
t− aj
P ′u
Pu
(aj)} =
2
ai − aj
1
s− ai
1
t− aj
(
vj
P ′u
Π′
(ai)
Π′
Pu
(aj) + vi
P ′u
Π′
(aj)
Π′
Pu
(ai)
)
for i 6= j and = 0 for i = j.
Since Π′(ai) = Pu(ai)/ui, we get
{W (s),W (t)} =
(
v(t)
P ′u
Pu
(s)∂t
( 2
s− t
(Π(t)
Π(s)
Pu(s)
Pu(t)
− 1
))
− v(t)
∑
i
1
s− ai
ui
P ′u
Pu
(ai)∂t
( 2
ai − t
Π
Pu
(t)
)
−
P ′u
Pu
(t)
∑
i
vi
s− ai
( 2
ai − t
1
ui
Pu
Π
(t) +
2
(ai − t)2
))
− (s↔ t)
−
∑
i,j|i6=j
2
ai − aj
1
s− ai
1
t− aj
(
vj
ui
uj
P ′u
Pu
(ai) + vi
uj
ui
P ′u
Pu
(aj)
)
.
The second term is rewritten as
v(t)
P ′u
Π
(s)∂s
( −2
s− t
Π
Pu
(t)
)
+ v(t)∂t
( 2
s− t
P ′u
Pu
(t)
)
.
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After simplifications, we get
{W (s),W (t)} =
2
s− t
v(t)
(P ′u
Pu
)′
(t)
+
P ′u
Pu
(t)
( 2
(s− t)2
(v(s) + v(t)) −
∑
i
2vi
(s− ai)(t− ai)2
)
+
2
s− t
v(s)
(P ′u
Pu
)′
(s) +
P ′u
Pu
(s)
(
−
2
(s− t)2
(v(s) + v(t)) +
∑
i
2vi
(s− ai)2(t− ai)
)
+
(P ′u
Π
(t)−
P ′u
Π
(s)
)∑
i
2vi/ui
(s− ai)(t− ai)
−
∑
i,j|i6=j
2
ai − aj
1
s− ai
1
t− aj
(
vj
ui
uj
P ′u
Pu
(ai) + vi
uj
ui
P ′u
Pu
(aj)
)
.
On the other hand, the right hand side of (31) is equal to
2
s− t
v(t)
(P ′u
Pu
)′
(t) +
P ′u
Pu
(t)
( 2
s− t
v′(t) +
4
(s− t)2
v(t)
)
+
2
s− t
v(s)
(P ′u
Pu
)′
(s) +
P ′u
Pu
(s)
( 2
s− t
v′(s)−
4
(s− t)2
v(s)
)
+
2
s− t
∑
i
vi
P ′u
Pu
(ai)
( 1
(s− ai)2
+
1
(t− ai)2
)
+
4
(s− t)2
∑
i
vi
P ′u
Pu
(ai)
( 1
s− ai
−
1
t− ai
)
.
Identity (31) then follows from the identities
2
s− t
v′(t) +
4
(s− t)2
v(t) =
2
(s− t)2
(v(t) + v(s))−
∑
i
2vi
(s− ai)(t− ai)2
and (P ′u
Π
(t)−
P ′u
Π
(s)
)∑
i
2vi/ui
(s− ai)(t− ai)
−
∑
i,j|i6=j
2
ai − aj
1
s− ai
1
t− aj
(
vj
ui
uj
P ′u
Pu
(ai) + vi
uj
ui
P ′u
Pu
(aj)
)
=
2
s− t
∑
i
vi
P ′u
Pu
(ai)
( 1
s− ai
−
1
t− ai
)2
.
The first identity is immmediate, and the second identity follows from the identity
P ′u
Π
(t) =
∑
i
1
t− ai
ui
P ′u
Pu
(ai).

This ends the proof of Theorem 4.1. 
4.1. The isomorphic ringed Lie algebras X ≃ U may be described as follows. Let us define
Pu ∈ K[X ] as
Pu(X) =
g+3∏
i=1
(X − ai) ·
g+3∑
i=1
ui
X − ai
.
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Set A0 = K, A1 = K[X ]/(Pu). Since Pu is a monic polynomial of degree g, A1 is a g-
dimensional K-vector space with basis (1, X, . . . , Xg−1). Let us set
A = A0 ⊕A1;
for φ ∈ K[X ], we denote by V [φ] the element of (0, class of φ) of A. We define a bracket
{, } : ∧2(A)→ A
of degree −1 as follows:
Proposition 4.1. 1) For each φ ∈ K[X ], there is a unique derivation δ(φ) of K, such that for
any i = 1, . . . , g + 3,
δ(φ)(ui) =
(
φ(ai)
P ′u
Pu
(ai)−
(
φ(X)
P ′u
Pu
(X)
)
≥0|X=ai
)
ui;
here the argument of ( )≥0 is a Laurent formal series in K((X
−1)), and the index ( )≥0|X=ai
means projection on K[X ] parallel to X−1K[[X−1]], followed by evaluation of a polynomial at
ai. Then δ factors through a linear map δ : K[X ]/(Pu) → Der(K). For φ ∈ K[X ], u ∈ K, we
set
{V [φ], u} = δ(φ)(u). (32)
2) There is a unique ringed Lie algebra map ∧2(A) → A, extending (32) and such that for
any φ, ψ ∈ C[X ], we have
{V [φ], V [ψ]} = V [2(φ′ψ − φψ′)(X)].
The isomorphism A → X is given by
ui 7→
∏
α(ai − xα)∏
j|6=i(ai − aj)
,
V [φ] 7→ Y [φ],
and the isomorphism A → U is given by
ui 7→ class of ui/
∑
i
a2iui,
V [φ] 7→W [φ].
5. An isomorphism of Poisson fields
Theorem 5.1. The field of rational functions on N g+3//Γ is Frac(S•U0(U
1)); the field of rational
functions on (T ∗(P1))(g) is Frac(S•X 0(X
1)). The isomorphism of ringed Lie algebras X → U
(see Theorem 4.1) induces an isomorphism of graded Poisson algebras S•X 0(X
1) → S•U0(U
1),
and therefore an isomorphism of Poisson fields
Frac(S•X 0(X
1))→ Frac(S•U0(U
1)),
i.e., a birational Poisson morphism N g+3//Γ→ (T ∗(P1))(g).
Proposition 5.1. The Poisson-commuting families (HBM1 , . . . , H
BM
g ) and (H
Hitch
1 , . . . , H
Hitch
g+3 )
(see Section 2) actually belong to S2X 0(X
1) ⊂ S•X 0(X
1) and to S2U0(U
1) ⊂ S•U0(U
1).
The isomorphism of ringed Lie algebras X → U induces an isomorphism of graded Poisson
algebras S•X 0(X
1)→ S•U0(U
1), which takes HBMi to
(−1)g−i
g+3∑
j=1
HHitchj
∑
(j1 ,... ,jg+2−i)|
j1,... ,jg+2−i∈{1,... ,jˇ,... ,g+3}
j1<...<jg+2−i
aj1 . . . ajg+2−i .
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Proof. One can show that S•X 0(X
1) is the subalgebra
C(x1, . . . , xg)[y1, . . . , yg]
Sg ⊂ C(x1, . . . , yg)
Sg .
On the other hand, S•U0(U
1) is the reduction of
O = C(u1, . . . , ug+3)Span(ℓ0,ℓ1)[v1, . . . , vg+3]
with respect to the ideal I = (
∑
i vi,
∑
i ui,
∑
i aiui); here the reduction is defined as
{f ∈ O|{f, I} ⊂ I}/I.
Set
H˜Hitchi =
∑
j|j 6=i
1
aj − ai
1
uiuj
(uivj − ujvi)
2;
then H˜Hitchi ∈ O, and {H˜
Hitch
i , I} ⊂ I, therefore H˜
Hitch
i defines elements in the reduced algebra;
these elements are the HHitchi , i = 1, . . . , g + 3. 
6. Quantization of the isomorphism of Poisson algebras
We summarize Theorem 5.1 and Proposition 5.1 by saying that there is an isomorphism of
integrable systems between(
S•X 0(X
1), (HX1 , . . . , H
X
g )
)
and
(
S•U0(U
1), (HU1 , . . . , H
U
g+3)
)
.
By a quantization of this isomorphism, we understand the following data:
(1) explicit quantizations AX and AU of the Poisson algebras S
•
X 0(X
1) and S•U0(U
1), and an
isomorphism i : AX → AU quantizing the isomorphism S
•
X 0(X
1)→ S•U0(U
1);
(2) commuting families (ĤX1 , . . . , Ĥ
X
g ) ofAX and (Ĥ
U
1 , . . . , Ĥ
U
g+3) ofAU , quantizing (H
X
1 , . . . , H
X
g )
and (HU1 , . . . , H
U
g+3), which are mapped to each other by i.
We will construct a family of quantizations of this isomorphism, associated with a collection
(C1, . . . , Cg+3) of scalars (values of the Casimir elements at the marked points).
6.1. Quantization of S•X 0(X
1). We have
S•X 0(X
1) =
(
C(x1, . . . , xg)[y1, . . . , yg]
)Sg
.
Let C(x̂1, . . . , x̂g)[ŷ1, . . . , ŷg] be the semidirect product of the commutative field C(x̂1, . . . , x̂g)
by the abelian Lie algebra ⊕gi=1Cŷi, acting by the derivations ŷi 7→ (f 7→ 2Π(x̂i)∂x̂if). So we
have the relations
[ŷi, ŷj ] = 0, [ŷi, f(x̂1, . . . , x̂g)] = 2Π(x̂i)
∂f
∂x̂i
(x̂1, . . . , x̂g).
Then Sg acts on C(x̂1, . . . , x̂g)[ŷ1, . . . , ŷg] by permuting the pairs (x̂i, ŷi).
Proposition 6.1. Set AX =
(
C(x̂1, . . . , x̂g)[ŷ1, . . . , ŷg]
)Sg
. Then AX is a quantization of
S•X 0(X
1).
For φ ∈ C(x1, . . . , xg)Sg and ψ ∈ C(x1, . . . , xg)Sg−1 (where Sg−1 permutes the g − 1 last
variables), set
X̂[φ] = φ(x̂1, . . . , x̂g), Ŷ [ψ] =
∑
α
ψ(x̂α, x̂1, . . . , x̂α−1, x̂α+1, . . . , x̂g)ŷα.
Then the X̂[φ] and Ŷ [ψ] generate AX . Relations between these generators are:
φ 7→ X̂[φ] and ψ 7→ Ŷ [ψ] are linear, (33)
X̂ [φφ′] = X̂[φ]X̂ [φ], Ŷ [φψ] = X̂ [φ]Ŷ [ψ], (34)
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[X̂ [φ], Ŷ [ψ]] = −2X̂[
∑
α
Π(xα)ψ(xα, x1, . . . , xˇα, . . . , xg)(∂αφ)(x1, . . . , xg)], (35)
[Ŷ [ψ], Ŷ [ψ′]] = 2Ŷ [
∑
α
Π(xα)ψ(xα, x1, . . . , xˇα, . . . , xg)(∂αψ
′)(x1, . . . , xg)− (ψ ↔ ψ
′)],
(36)
for any φ, φ′ ∈ C(x1, . . . , xg)Sg and ψ, ψ′ ∈ C(x1, . . . , xg)Sg−1 .
AX is isomorphic to the algebra generated by the X̂[φ] and Ŷ [ψ], subject to relations (33),
(34), (35) and (36).
6.2. Quantization of Poisson algebras associated with vector spaces. Let W ⊂ V be
an inclusion of finite-dimensional vector spaces. Let us set O = C(V )W and I = (W ) ⊂ O. We
have a Lie algebra morphism V ∗ → Der(O), ξ 7→ ∂ξ, where V ∗ is equipped with the zero Lie
bracket. Let A = O[V ∗] be the corresponding crossed product algebra. Then A is a localization
of the Weyl algebra of V . The product induces an isomorphism O ⊗ S•(V ∗)→ A.
Let us set
N = {f ∈ A|fW ⊂WA}.
Then N is a subalgebra of A; the product of A induces an isomorphism (W ) ⊗ S•(V ∗) +O ⊗
S•(W⊥)→ N . Moreover, WA ⊂ N is a two-sided ideal of N , and the quotient Ared = N/WA
is isomorphic to
Ared = C(V/W )[(V/W )
∗],
a localization of the Weyl algebra of V/W .
Let now Φ =
∑
i xi ⊗ ξ
i ∈ V ⊗ V ∗ be the canonical element. Define a grading on a part of
C(V )[V ∗] by giving degree 1 to the elements of V ⊂ C(V ) and degree −1 to the elements of
V ∗ ⊂ C(V )[V ∗]. We denote by C(V )[V ∗]0 the degree zreo part of C(V )[V ∗]. Then if C(V )α is
the degree α part of C(V ), then the product induces a linear isomorphism⊕
α≥0
C(V )α ⊗ Sα(V ∗)→ C(V )[V ∗]0.
Then Φ is a central element in C(V )[V ∗]0. The quantization of the Poisson algebra associated
to (21) is
C(V )[V ∗]0/(Φ).
Applying this reduction to Ared, we obtain the following quantization A
′
red of the Poisson
algebra associated with (22): set N0 = {f ∈ A0|Wf ⊂ A0W}, then N0 contains A−1W as a
2-sided ideal, and Φ as a central element. Then
A′red = N
0/
(
A−1W +N0Φ
)
.
6.3. Quantization of S•U0(U
1). A quantization of S•U0(U
1) is then the algebra A′red associated
to V = ⊕g+3i=1Cfi and W = Span(ℓ̂0, ℓ̂1), where ℓ̂0 =
∑
i fi and ℓ̂1 =
∑
i aifi.
We denote by A,Ared and AU = A
′
red the resulting algebras. The relations
[f∗i , fj ] = δi,j , [fi, fj ] = [f
∗
i , f
∗
j ] = 0
hold in A. We set hi = −2fif∗i ∈ A.
We also set f i = fi/(
∑
i a
2
i fi). Then we have f i ∈ N
0. We also denote by fi, f i the images
of fi, f i in A
′
red. Then we have the relations∑
i
f i =
∑
i
aif i = 0,
∑
i
a2i f i = 1
in A′red. We therefore have an injection K →֒ A
′
red.
Elements of degree ≤ 1 of A′red are the classes of the
∑
i λif
∗
i , where (λ1, . . . , λg+3) ∈ K
g+3
is such that
∑
i λi =
∑
i aiλi = 0.
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AU may also be considered as the reduction of
A = C(f1, . . . , fg+3)Span(ℓ̂0,ℓ̂1)[h1, . . . , hg+3]
with respect to the left ideal
Î = A(
∑
i
hi − 2) +Aℓ̂0 + Aℓ̂1.
Then
AU = N̂/Î, (37)
where N̂ = {f ∈ A|If ⊂ I}.
6.4. Quantization of the isomorphism S•X 0(X
1)→ S•U0(U
1). We set
Pf (X) =
∏
i
(X − ai) ·
∑
i
fi
X − ai
∈ Ared[X ].
Theorem 6.1. 1) For any φ ∈ C[X ], the element
Ŵ [φ] = Rest=∞
(∑
i
(P ′f
Pf
(t)−
P ′f
Pf
(ai)
) hi
t− ai
φ(t)dt
)
belongs to N0; we also denote by Ŵ [φ] its image in A′red = AU .
2) There is a unique isomorphism Λ̂ : AX → AU , taking∑
1≤α1<...<αk≤g
x̂α1 · · · x̂αk 7→
∑
i
f i
∑
j1<...<jk+2
j1,... ,jk+2 6=i
aj1 · · ·ajk+2
and
Ŷ [φ] =
∑
α
(φ/Π)(x̂α)ŷα 7→ Ŵ [φ] = Rest=∞
(∑
i
(P ′f
Pf
(t)−
P ′f
Pf
(ai)
) hi
t− ai
φ(t)dt
)
.
Proof. Set
Ŵ (X) =
∑
i
(P ′f
Pf
(X)−
P ′f
Pf
(ai)
) hi
X − ai
∈ X−1Ared[[X
−1]].
Then
Ŵ [φ] = Rest=∞(Ŵ (t)φ(t)dt).
We have
[ℓ̂0, Ŵ (X)] = 2
P ′f (X)
Π(X)
− 2
∑
i
fi
X − ai
P ′f
Pf
(ai) = 0
by the same argument as above. We have also
[ℓ̂1, Ŵ (X)] = −2ℓ̂0
P ′f
Pf
(X) + 2
∑
i
fi
P ′f
Pf
(ai).
As before, we derive from this
∑
i fi(P
′
f/Pf )(ai) = 0, therefore Ŵ (X) ∈ X
−1N [[X−1]].
On the other hand, Ŵ (X) commutes with
∑g+3
i=1 hi, so it belongs to X
−1N0[[X−1]]. This
proves 1).
Let us prove 2). Let us set
X̂(t) =
∑
α
1
t− x̂α
∈ t−1AX [[t
−1]], Ŷ (t) =
∑
α
Π(x̂α)
−1
t− x̂α
ŷα ∈ t
−1AX [[t
−1]],
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and
Û(t) =
P ′f (t)
Pf (t)
∈ t−1AU [[t
−1]], Ŵ (t) =
∑
i
(P ′f
Pf
(t)−
P ′f
Pf
(ai)
) hi
t− ai
∈ t−1AU [[t
−1]].
Then X̂(t), Ŷ (t) satisfy the relations
[X̂(t), X̂(s)] = 0,
[Ŷ (t), X̂(s)] = 2∂s
(X̂(s)− X̂(t)
s− t
)
,
[Ŷ (t), Ŷ (s)] =
2
s− t
(
∂sŶ (s) + ∂tŶ (t)−
2
s− t
(Ŷ (s)− Ŷ (t))
)
.
A family of relations for AX can be extracted from these relations. We have Λ̂(X̂(t)) = Û(t),
Λ̂(Ŷ (t)) = Ŵ (t).
In the same way as the proof of Theorem 4.1, one shows
[Û(t), Û(s)] = 0,
[Ŵ (t), Û(s)] = 2∂s
( Û(s)− Û(t)
s− t
)
,
[Ŵ (t), Ŵ (s)] =
2
s− t
(
∂sŴ (s) + ∂tŴ (t)−
2
s− t
(Ŵ (s)− Ŵ (t))
)
.
This implies that Λ̂ : AX → AU is an algebra morphism. Since its associated graded is the
isomorphism Λ, Λ̂ is also an isomorphism. 
Remark 2. AU contains the Hecke algebra B/J , where B ⊂ ⊗Ni=1
(
U(sl2)/(C −Ci)
)
is {f |Jf ⊂
J}, and J is the left ideal generated by
∑
i hi−2,
∑
i fi and
∑
i aifi. B/J may be viewed as the
quantization of the algebra of regular functions on N g+3//Γ. So the isomorphism AU → AX
restricts to an isomorphism of quantized regular function algebras.
6.5. Quantization of the Hitchin hamiltonians. Let C1, . . . , Cg+3 be scalars. Let us set
ei = −
1
2fi
Ci −
1
4fi
h2i −
1
2fi
hi.
Then there is a unique algebra morphism
g+3⊗
i=1
(
U(sl2)/(ef + fe+
1
2
h2 − Ci)
)
→ AU ,
taking each x(i) to xi, x ∈ {e, f, h}, i ∈ {1, . . . , g + 3}.
Let us set
ĤHitchi =
∑
j|j 6=i
eifj + fiej +
1
2hihj
ai − aj
.
Then if we set
x(X) =
∑
i
xi
X − ai
,
for x ∈ {e, f, h}, we have the identity
g+3∑
i=1
ĤHitchi
X − ai
+
g+3∑
i=1
Ci/2
(X − ai)2
=
1
2
(
e(X)f(X) + f(X)e(X) +
1
2
h(X)2
)
.
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Proposition 6.2. The ĤHitchi belong to N̂ = {f ∈ A|If ⊂ I}. Their classes in AU , also
denoted ĤHitchi , form a commutative family, quantizing the H
Hitch
i . Moreover, we have∑
i
ĤHitchi = 0,
∑
i
aiĤ
Hitch
i = −
1
2
∑
i
Ci,
∑
i
a2i Ĥ
Hitch
i = −
∑
i
aiCi (38)
(equalities in AU ).
Proof. Let us set
Ĥ(X) = e(X)f(X) + f(X)e(X) +
1
2
h(X)2.
We have
(
∑
i
hi − 2)Ĥ(X) = Ĥ(X)(
∑
i
hi − 2),
(
∑
i
fi)Ĥ(X) = Ĥ(X)(
∑
i
fi),
and
(
∑
i
aifi)Ĥ(X) = Ĥ(X)(
∑
i
aifi)− 2f(X)(
∑
i
hi − 2) + 2h(X)(
∑
i
fi).
This proves that the ĤHitchi belong to N̂ .
On the other hand, we have
Ĥ(X) = e(X)f(X) +
1
2
h(X)2 − h′(X),
whose expansion in X−1 gives∑
i
ĤHitchi = 0,
∑
i
aiĤ
Hitch
i +
∑
i
Ci/2 = (
∑
i
ei)(
∑
i
fi) +
1
4
(
∑
i
hi)(
∑
i
hi − 2),
and∑
i
a2i Ĥ
Hitch
i +
∑
i
aiCi = (
∑
i
aiei)(
∑
i
fi) + (
∑
i
ei)(
∑
i
aifi) +
1
2
(
∑
i
aihi)(
∑
i
hi − 2).
The right sides of these identities all belong to Î. This implies the identities (38). 
6.6. Quantization of the Beauville-Mukai hamiltonians. Let T̂ be an element of the
algebra A = C(x̂)[ŷ], where the relations are
[ŷ, f(x̂)] = 2Π(x̂)(∂x̂f)(x̂).
The Beauville-Mukai hamiltonians corresponding to the family (1, x̂, . . . , x̂g−1, T̂ ) are the
ĤBMi =
(∏
j>1
(x̂j − x̂1)
)−1 ∑
1<j1<...<jg−i
x̂j1 · · · x̂jg−i T̂1 + cyclic permutations .
We set fi = f
(i) = 1⊗i−1 ⊗ f ⊗ 1⊗g−i ∈ A⊗g.
They satisfy the identity
g∑
i=1
∏
j|j 6=i(X − x̂j)∏
j|j 6=i(x̂i − x̂j)
T̂i =
g−1∑
i=0
(−1)iX iĤBMi+1 .
in A⊗g[X ].
We will set
T̂ = (Π(x̂α)ŷα)
2 +
g+3∑
i=1
−Ci/2
(x̂− ai)2
.
QUANTIZATIONS OF HITCHIN AND BEAUVILLE-MUKAI INTEGRABLE SYSTEMS 31
Then (ĤBMi )i=1,... ,g is a commuting family of quantum hamiltonians, quantizing (H
BM
i )i=1,... ,g.
6.7. Isomorphism of quantum integrable systems.
Theorem 6.2. Assume that (Ci)i=1,... ,g+3 satisfies
∑
i Ci =
∑
i aiCi, then the families (Ĥ
Hitch
i )i=1,... ,g+3
and (ĤBMi )i=1,... ,g are mapped to each other by the isomorphism Λ̂. More precisely, we have
the identities
g−1∑
i=0
(−1)iX iΛ̂(ĤBMi+1 ) =
(∑
i
ĤHitchi
X − ai
) g+3∏
i=1
(X − ai),
that is
ĤHitchi =
( ∏
j|j 6=i
(ai − aj)
)−1 g−1∑
k=0
(−1)k(ai)
kΛ̂(ĤBMk+1)
and
ĤBMk = (−1)
g
∑
i
Λ̂−1(ĤHitchi )
∑
j1<...<jg+3−k
j1,... ,jg+3−k 6=i
aj1 · · · ajg+3−i .
Proof. Let Abig be the algebra with generators
x̂α, (x̂α − ai)
−1, α = 1, . . . , g, ei, hi, fi, i = 1, . . . , g + 3,
and the following relations:
(1) there is a morphism
⊗g+3
i=1 (U(sl2)/(C − Ci))→ A
big, taking x(i) to xi, i = 1, . . . , g + 3,
x ∈ {e, h, f};
(2) we have
∑
i fi =
∑
i aifi = 0, and
(
∑
i
a2i fi)
∏
α
(X − x̂α) =
∏
i
(X − ai)
∑
i
fi
X − ai
.
Set for any α,
ŷα = −Π(x̂α)
∑
i
(x̂α − ai)
−1hi. (39)
Let Aa be the localization in x̂ − ai of C〈x̂, ŷ〉/([ŷ, x̂] = 2Π(x̂)), then there is a morphism
(Aa)
⊗g → Abig, such that x̂(α) 7→ x̂α, ((x̂− ai)−1)(α) 7→ (x̂α − ai)−1, ŷ(α) 7→ ŷα.
The subalgebras B/J ⊂ AU and (Aa)⊗g ⊂ AX are both subalgebras of Abig. These inclusions
are compatible with the isomorphism Λ̂ : AX → AU .
Lemma 6.1. We have∑
α
Λ̂−1(
∑
α
φ(x̂α)(x̂α − ai)
−1) = Λ̂−1(−
∑
α
(φ/Π)(x̂α)ŷα)
Proof. This follows from∑
α
φ(x̂α)(x̂α − ai)
−1 = −Rest=∞
((P ′f
Pf
(t)−
P ′f
Pf
(ai)
) φ(t)
t− ai
dt
)
.

We now show: ∑
i
(x̂α − ai)
−1ĤHitchi = (Π(x̂α)
−1ŷα)
2 +
∑
i
−Ci/2
(x̂α − ai)2
(40)
(equality in Abig). This will imply the desired identities.
Set, for x ∈ {e, f, h}, x(x̂α) =
∑
α(x̂α−ai)
−1xi. Then f(x̂α) = 0, and h(x̂α) = −Π(x̂α)−1ŷα.
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We follow Sklyanin’s computation (see [25]):∑
i
(x̂α − ai)
−1ĤHitchi = f(x̂α)e(x̂α) +
1
4
h(x̂α)
2 +
∑
i
−Ci/2
(x̂α − ai)2
+
1
2
∑
i
(x̂α − ai)
−1hi +
1
4
∑
i,j
(x̂α − aj)
−1[(x̂α − aj)
−1, hj]hi.
Then the first terms vanishes, and the two last terms cancel out due to Lemma 6.1. 
7. Relation with the works of Sklyanin and E. Frenkel
7.1. Sklyanin’s work.
7.1.1. Classical case. In [25], Sklyanin constructs the separation of variables for the Gaudin
system. In the classical case (a system on N g+3), his map coincides with the map GNR, i.e.,
it takes the matrix M(X) =
(
A(X) C(X)
B(X) −A(X)
)
to the set {(xi, yi), i = 1, . . . , g}, where {xi} is
the set of zeroes of B(X) and yi = B(xi).
Let HHitch(X) =
∑g+3
i=1
HHitchi
X−ai
be the generating function of the Hitchin hamiltonians. Set
Hα = H
Hitch(xα).
Sklyanin shows that the (Hα)α=1,... ,g form a ”separated system”, i.e., there exists a function
H(x, y), such that Hα = H(xα, yα). So the separated system is obtained only after mixing
the dynamical variables xα with the formal variable X . The Hitchin system is therefore not
isomorphic with the separated system, but the birational morphism of phase spaces GNR
induces a birational morphism between the zero sets of the mapsHHitch and (H1, . . . , Hg). This
suggests that the Beauville-Mukai system should be viewed as an intermediate step between
the Hitchin system and its separated version. This idea was recently exploited in [1] in the case
of other integrable systems (the Neumann model and the Toda chain).
7.1.2. Quantum case. The quantum system is formed by the commuting family (ĤHitchi )i=1,... ,g+3
of B/J . He constructs the variables (x̂α)α=1,... ,g and ŷα by (39), and shows the ”separation
identity” . It implies that if V is a module over the quantum algebras, the systems of equations
ĤHitchi (ψ) = λiψ and
P
(α)
λ1,... ,λg+3
(ψ) =
(
(Π(x̂α)ŷα)
2 +
∑
i
−Ci/2
(x̂α − ai)2
+
−λi
x̂α − ai
)
(ψ) = 0
are equivalent. (40) also implies that the right ideals generated by (ĤHitchi − λi)i=1,... ,g+3 and
by (P
(α)
λ1,... ,λg
)α=1,... ,g are the same.
7.2. Frenkel’s work. In [13], Frenkel shows that the construction of [25] can be translated
as the equivalence of the two constructions of a D-module over Bun2,1(P1, a), related to the
geometric Langlands problem.
One of these D-modules is based on Radon transformation (see Drinfeld’s construction in
[8], and also [20]), while the second is based on the Sugawara construction ([5, 12]). Both
D-modules are quotients of the form D/
∑
iDLi. The relation with Sklyanin’s work is relation
(40), which shows that two kinds of right ideals are the same.
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7.3. Relation with the present work. As in the classical case, the quantum systems defined
by the operators (ĤHitchi −λi)i=1,... ,g+3 and (P
(λ1,... ,λg+3)
α )α=1,... ,g are not equivalent, but their
left ideals coincide. On the other hand, ĜNR is an isomorphism of quantum integrable systems,
which does not involve Radon transformations. Presumably, it can be constructed for Gaudin
systems in higher rank.
Appendix A. Conformal blocks in degree 6= 0
In this Appendix, we explain the relation of the construction of a quantum integrable system
in Proposition 6.2 with the usual ”conformal blocks” approach.
Let k ≥ 0 be an integer and let λ1, . . . , λN be a collection of integrable weights for g = sl2
(hereN = g+3). To these data corresponds a line bundle L(λ1, . . . , λN , k) over Bun(P1,a)(2,−1).
Its sections may be described as follows.
Let V1, . . . , VN be the finite-dimensional representations of g with highest weights λ1, . . . , λN .
Then
Lemma A.1. We have an injection
H0(Bun(P1,a)(2,−1),L(λ1, . . . , λN , k)) →֒
(
(V1 ⊗ · · · ⊗ VN )
∗
)γ
, (41)
where γ ⊂ U(g)⊗N is the Lie algebra generated by
∑N
i=1 h
(i) + k,
∑N
i=1 f
(i) and
∑N
i=1 aif
(i).
Proof. The space of sections of L(λ1, . . . , λN , k) may be described as follows. Let ĝ =
g((z∞))⊕ CK. Let g+ ⊂ ĝ be the Lie subalgebra
g+ = (e⊗ z∞C[[z∞]])⊕ (h⊗ C[[z∞]])⊕ (f ⊗ z
−1
∞ C[[z∞]])⊕ CK,
and let χ : g+ → C be the character such that χ(x ⊗ zα∞) = 0 for any α and x ∈ {e, f}, and
χ(K) = k.
Let (ρ,V) be the integrable module over ĝ, generated by a vector v ∈ V, such that ρ(x)(v) =
χ(x)v for any x ∈ g+. We have an inclusion g[z] ⊂ ĝ, given by x⊗ f(z) 7→ x⊗ f(z−1∞ ).
Then
H0(Bun(P1,a)(2,−1),L(λ1, . . . , λN , k)) = Homg[z]
(
V1(a1)⊗ · · · ⊗ VN (aN )⊗ V,C
)
,
where V (a) is the evaluation module over g[z] corresponding to the g-module V and to a ∈ C.
The map (41) takes
ψ ∈ Homg[z]
(
V1(a1)⊗ · · · ⊗ VN (aN )⊗ V,C
)
to the linear form ψ˜ : v1 ⊗ · · · ⊗ vN 7→ ψ(v1 ⊗ · · · ⊗ vN ⊗ v). Then
ψ˜((
∑
i
h(i))(⊗Ni=1vi)⊗ v) = −ψ((⊗
N
i=1vi)⊗ v)⊗ (h⊗ 1)(v)) = −kψ˜((⊗
N
i=1vi)⊗ v),
since (h⊗ 1)v = ([e⊗ z∞, f ⊗ z−1∞ ] +K)(v) = kv. In the same way, we have
ψ˜((
∑
i
f (i))(⊗ivi)) = ψ˜((
∑
i
aif
(i))(⊗ivi)) = 0.

The usual computation shows that the action of the Sugawara tensor T (z∞) (dz∞)
2 on
H0(Bun(P1,a)(2,−1),L(λ1, . . . , λN , k)) is the restriction to
(
(V1⊗· · ·⊗VN )∗
)γ
of e(z∞)f(z∞)+
f(z∞)e(z∞) +
1
2h(z∞)
2, where
x(z∞) =
∑
i
x(i)
z−1∞ − ai
dz∞.
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When k = −2 (critical level), the Sugawara operators are central, so this series generates a
commutative family of operators on
(
(V1 ⊗ · · · ⊗ VN )∗
)γ
.
The Hecke algebra of operators acting on
(
(V1 ⊗ · · · ⊗ VN )∗
)γ
is the quotient B/J defined
in Remark 2. Proposition 6.2 shows that the operator e(z∞)f(z∞) + f(z∞)e(z∞) +
1
2h(z∞)
2
belongs to AU , which contains the Hecke algebra B/J .
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