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ABSTRACT 
This paper is, in a sense. a continuation of the author’s previous paper on the 
numerical range of matrices. In particular, its connection to Levinger’s theorem for 
the case of nonnegative matrices is extended for general complex matrices. An 
elementary proof of Levinger’s theorem is also included. 
1. INTRODUCTION 
As is well known, the numerical range W(A) of a complex n X n matrix 
A, also called the field of values of A, is the set 
W(A) = {(Av) I (x,x) = l} 
in the Gaussian plane I of complex numbers. Here (x, y) means the inner 
product of the complex column vectors x, y. Let us briefly recall the basic 
properties of W(A): 
P.l. W(A) is a compact convex set in F. It contains the spectrum S(A) 
of A and is equal to the convex hull of S(A) if A is normal. 
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P.2. For a unitary matrix U, 
W( UAU*) ?? W(A); 
for complex numbers a and 15, 
W(aB + bl) ??= aW( A) + b. 
P.3. If A = H, + iH, where H,, H, are Hermitian, then W(H,) is the 
orthogonal projection of W(A) on the real axis of r. More generally, if x and 
y are orthonormal coordinates in r corresponding to x + iy, and ux + my + 
w = 0 is a real equation of a supporting line L to W(A), then 
det(uH, + uH, + WI) = 0 (1) 
and -w is the maximum or minimum eigenvalue of uH, + vH, according to 
whether ux + my + w I 0 for all points in W(A) or ux + by + w 2 0 for 
these points. 
The converse is also true, and in that case the intersection L n W(A) 
consists of all points ( Az, z> for which z is a unit eigenvector of uH, + vH, 
corresponding to -w. 
P.4. If C(A) is th e a e lg b raic curve with dual (line) equation cl), then 
W(A) is the convex hull of C(A): 
In [2], we studied further geometric properties of W(A). We found the 
point equation of C(A) as well as a formula for the curvature of W(A) at its 
boundary point. This last result can be reformulated as follows: 
THEOREM 1.1. Let z be a unit vector corresponding to a boundary point 
(AZ, z> of W(A); I et ux + vy + w = 0 be an equation of theAcorresponding 
supporting line, -w being the maximum eigenvalut of A = uH, + vH, 
according to P.3. If -w is a simple eigenualue of A, then the radius of 
curvature of the boundary of W( A) at the point (Ax, z> is 
where P’ means the Moore-Penrose inverse of P, and Q is the matrix 
Q = vH, - uH,. 
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In [2], we also observed a close connection between the curvature of the 
boundary of W(A) f or A nonnegative in the Perron root of the symmetric 
part of A and the curvature of the Levinger curve of A, by which we mean 
the graph of the function ~((1 - a) A + a A1‘) defined for o E [0, l], p(C) 
denoting the Perron root of the nonnegative matrix C. Let us first recall 
Levinger’s theorem, stated without proof in [3]. 
THEOREM 1.2 (B. Levinger [3]). Let A he an n X u nonnegative ma- 
trix. Then the function 
&( A; o) = ~((1 - o)A + aA“), 
defined for cx E [0, 11, is nondecreasing in [0, +I. 
(2) 
We intend to give an elementary proof (known to us since 1970 but never 
published) in Section 2. 
In this connection, it seems appropriate to publicize here an interesting 
result of T. BGinska which completely describes the set of all points of all 
Levinger curves passing through the points (0, p,,), (i, p,) for given p,, pi, 
0 I p, < p,, solving thus a problem posed by the author. 
THEOREM 1.3 CT. BGinski [l]). Let p,,, p, be real numbers satisfying 
0 < p, < p,; let M,( p,,, pl) denote the set of all n X n nonnegative matrices 
satisfying 4( A; 0) = p,,, +( A; i) = p, in the notation of (2). Then for all 
A E M,( p,, pl>, for all t E [0, I], and for each n 2 3, 
m=( PO, GG-?P*) 
2 4( A; t) 5 p,, 
+(&i-q= + yiF$--q)(p, -pO), 
and these inequalities are the best possible. 
The upper bound is attained (un$ormly for t E [0, 11) for the matrix 
A = (aik) satisfying a,, = p,, i = 1,. . . , n; ai,i+l = p0 - p,, i = 1,. . . , n - 
1; aI,, = p,, - p,, aik = 0 in all other cases. 
In Section 3, we shall prove a “local” Levinger theorem for a general 
complex matrix A as well as a theorem relating the curvature of the “local” 
Levinger curve at i to the curvature of the boundary of W(A) at the point 
A,,,(Re A); here, as well as in the sequel, we shall sometimes use the 
abbreviation Re A for the matrix i( A + A*). 
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2. AN ELEMENTARY PROOF OF LEVINGER’S THEOREM 
As usual, we shall use the notation A 0 B for the (elementwise) Hadumurd 
product 
A0 B = (aikbik) 
if A = (a,,), B = (bik) are matrices of the 
denote by e the column vector of all ones. 
We also call a nonnegative square matrix C 
same dimensions. We shall 
= (cik) balanced if 
Fci, = Fcki, for each i, 
i.e. if 
Ce = CTe. 
LEMMA 2.1. Let C be a balanced nonnegative matrix. If u 2 0, v 2 0 
are vectors satisfying u 0 v = e, then 
vTCu 2 eTCe. (3) 
Proof. For C = 0, (3) is correct. Let thus C # 0. For s = Ce, s = (si) 
denote by S matrix diag(si), and let rr = maxi si, so that (J > 0. 
The matrix 
D = Z + ;(C - S) 
is clearly doubly stochastic. By Birkhoffs theorem, D = xi q Pi for some 
permutation matrices Pi and some oi > 0, Cj cyi = 1. 
For each permutation matrix P, we have vTPu 2 eTPe, since by the 
arithmetic-geometric-mean inequality 
VTPU = &ppi 
=n 
= e?‘Pe. 
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It follows that 
vTDu L eTDe, 
which implies 
vTcu 2 VTSU 
= trS 
= eTs 
= eTCe. ??
LEMMA 2.2. Let A be a square nonnegative matrix, and p, q positive 
vectors. lf 
then whenever x > 
Proof. Define 
the matrix C by 
(AP)Oq = (AT+P, (4 
0, y > 0 are vectors satisfying x 0 y = p 0 q, one has 
yTAx 2 qTAp. (5) 
diagonal matrices P, Q satisfying Pe = p, Qe = q, and 
C = QAP. (6) 
By (41, C is a balanced nonnegative matrix. The vectors u = P-’ x and 
v = Q-’ y satisfy u 0 v = e. By Lemma 2.1, 
vTCu 2 eTCe, 
which means 
yTQ-‘CP-‘x 2 eTQAPe, 
i.e. (5). ??
Let us now complete the proof of Levinger’s theorem 1.3. Suppose first 
that A is irreducible. Let CY satisfy 0 5 (Y < f. Then the matrix B = 
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(1 - a) A + a AT is again irreducible and there exist positive vectors U, D 
satisfying 
Bu = p( B)u, 
BTU = p( B)u, 
and the eigenvalue p(B) is simple. 
By a well-known result of perturbation theory, if Y is a complex matrix of 
the same size as I3 and if E + 0, the matrix B + EY has an eigenvalue 
VTYU 
P(B) + E- vTu + O( &“). 
Thus for E > 0, E + 0, 
4(A;a+~) -c$(A;a) =p &(B’ - B)) -P(B) 
& u’( BT - B)u 
=- 
1-2o OI‘U 
+ O( &“). 
The derivative +‘( A; a>, which clearly exists, thus satisfies 
tl’( BT - B)” 
d+ka) = j& *Tu . (7) 
The matrix B and the vectors U, z, satisfy the condition (4) for A = B, 
p = u, q = 0). s e tt ing x = u, y = U, we obtain by (5) 
which implies 
uTBv 2 vTBu, 
4’( A; a) 2 0. 
The general case (if we allow A to be reducible) follows by continuity. ??
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3. A LOCAL LEVINGER THEOREM 
We shall first prove a simple perturbation theorem which slightly general- 
izes Theorem 3.1 in [2]. 
THEOREM 3.1. Let A be a Hermitian matrix; let A, be a simple 
eigenvalue of A, and =: the corresponding unit eigenvector. Then for any 
complex matrix Y of the same size as A and jiw E complex, I EI + 0, 
A(&) = A, + &(YZ , z) - e2(Y( A - A,$)+ Y=., z) + O(c2) (8) 
is the expansion of the eigenvalue of the matrix A + EY in the neighborhood 
of A,. (Here again, P+ means the Moore-Penrose inverse of P.) 
Proof. It is immediate that (8) remains unchanged if we substitute, with 
some unitary U, UAU * for A, WU* for Y, and Uz for 2. We may thus 
assume that A is diagonal, 
A-A,I= 
and z = (LO,. . . ) 0)r. Since A,, is assumed to be simple, 6 is nonsingular 
and (n - 1) X (n - 1). Let 
Y= 
Yll YI 
i I Ye y^ 
be partitioned conformally. By simplicity of A,, A( E) is an analytic function of 
.s in the neighborhood of A,. Let A(s) = A, + /cl& + k,&’ + 0(c3). Then 
/ EYll + A, - A(c) EYI 
I~+EP+A~I-A(E)I 
0 det 
i &Ye 
identically. This implies easily 
kJ = Yll k, = -y1Py2. 
Since yii = (Yz, z) and y i6’-iyz = (Y(A - A,Z)+Yz, z), the proof is 
complete. ??
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Let us define now for a complex square matrix A the generalized 
Levingerfunction as the real function of (Y defined in [0, I] by 
+( A; a) = max{ Re A; A E S( (1 - LY) A + &A*)}. 
It is immediate that, like the usual Levinger function defined for nonneg- 
ative A, the generalized Levinger function is symmetric with respect to the 
point f. In the following theorem, we shall show that the generalized 
Levinger function also behaves similarly in the neighborhood of the point i. 
THEOREM 3.2. Let A be a complex square matrix; let the maximum 
eigenvalue A, of Re A be simple with a corresponding unit eigenvector z. 
Then: 
(i) lf z is not an eigenvector of A, then there is an open interval 9 with 
midpoint i such that the generalized Levinger function 4( A; (Y > is increasing 
in the Eef half of J”, h as zero derivative at the point i, and is concave in 3, 
and the radius of curvature R at the point f is related to the radius of 
curvature r of the boundary of W( A) at the point A, by 
Rr= $. (9) 
(ii) Zf x is an eigenvector of A, then (p( A; a> is constant (even on the 
whole interval (- 03, + ~1). 
Proof. Since A, is a simple eigenvalue of Re A, there is a unique 
eigenvalue A(E) of Re A + EY where Y = A* - A in some neighborhood of 
0. By Theorem 3.1, 
A(E) = A, + E(Yx, z) - E2(Y(Re A - A,,)+Yz, z) + o(c3). 
We have thus 
Re A( ,s) = A,, - E”(( A,Z - Re A)+ Yx, Yz) + 0( e”), 
since Re(Yz, x) = 0. 
Since for E real there is an open interval containing 0 in which +( A; i + 
E) = Re A( E), we have for the derivatives 
+‘( A; ;) = 0, +“( A; i) = -2((A,Z - Re A)+Yz,Yz). 
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In case (i), Yz is not a multiple of Z. Since A,1 - Re A is positive 
semidefinite and has only multiples of z as annihilating vectors, the same 
holds for its Moore-Penrose inverse. Therefore, the second derivative of the 
generalized Levinger function at the point i is positive and remains positive 
in some neighborhood of i. In addition, we obtain for the radius R that 
1 
'= 2(&Z-ReA)+Y,_,Y+ (10) 
By Theorem 1.1, the radius of curvature of the boundary of W(A) at the 
boundary point A, is (for u = I, u = 0, w = -A,) 
r = -2((Re A - A,,I)+q, y), 
where 
4 = $A -A*)z, 
i.e., q = (i/2)Yz. It follows that 
r = $(( A,Z - Re A)+ Yz,Yz), 
i.e. (9). 
In case (ii), the eigenvalue A, is a common eigenvalue of all matrices 
(1 - (Y) A + LY A*, which (e.g., by Bendixon’s theorem) implies the assertion. 
??
4. REMARKS 
REMARK 4.1. Case (ii) in Theorem 3.2 corresponds to the case that 
W(A) has a comer point at A,, so that the radius of curvature r can be 
considered as zero and the radius of curvature R as infinity. The other 
extreme case, that W(A) has a flat point at A,, is obtained if the maximum 
eigenvalue of Re A is multiple. 
REMARK 4.2. Theorem 3.2 also completes in a sense Levinger’s theorem 
1.2 by showing that the Levinger function is concave is some neighborhood 
of +. 
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REMARK 4.3. BGinskA’s theorem 3.1 yields implicitly the fact that the 
spectral properties of the noncommutative three-parameter linear system 
aQ + bQT + cl can completely be described, where Q = (qik) is the n X n 
matrix with entries qi, i+, = 1, i = 1, . . . , n - 1, qln = 1, qjk = 0 otherwise. 
This is a consequence of the following theorem, which is easy to prove: 
THEOREM. Let n 2 3; let u, v, w be complex parameters. Then the 
n X n matrix 
has the eigenvalues 
0 u” 0 . . . 
vn 0 un 0 
0 v” 0 u* . . . . . 
0 0 . . . v* 
vn 0 . . . 0 
0 u” 
. . . 0 
. . . 0 
. . 
0 IL” 
vn 0 
Ekun- lv + En-kuvn- 1, k = 0, 1, . . . ) n - 1. 
where E = eCzr/n’i. The corresponding right eigenvectors are 
(U 
1 n-l, EkUn-2,., E2kUn-3vj2,. . . , Ek(n-l)vn-l) ; 
the corresponding left eigenvectors are 
(v 
tl- 1 , E-kvr~-2U 
,...,E 
-k(n-l),Ln-l 
)* 
REFERENCES 
1 T. Bu3insk& A quantitative estimate of the Levinger-Fiedler theorem for nonnega- 
tive matrices (in Slovak), Thesis, Comenius Univ., Bratislava, 1978. 
2 M. Fiedler, Geometry of the numerical range of matrices, Linear Algebra Appl. 
37:81-96 (1981). 
3 B. W. Levinger, An inequality for nonnegative matrices, Notices Amer. Math. Sot. 
17:260 (1970). 
Receid 19 September 1993; $nal manuscript accepted 14 March 1994 
