We investigate the problem of the existence of a noncompact operator T : X 0 ⊆ X → Y in terms of the asymptotic structure of separable Banach spaces X and Y . More precisely, for ξ = x i n 1 ∈ {X} n and η = y i n 1 ∈ {Y } n , let T ξ,η be the linear map which sends each x i to y i . We prove that if inf{ T ξ,η : ξ ∈ {X} n , η ∈ {Y } n } > 1 for some n ∈ N then every T : X 0 ⊆ X → Y is compact. If for n = 2 all such maps have norm 1 we show the existence of a noncompact T : X 0 ⊆ X → Y .
Introduction
Given separable infinite-dimensional Banach spaces X and Y , it is unknown if there exists either a subspace X 0 ⊆ X and a noncompact bounded linear operator T : X 0 → Y or a noncompact operator from a subspace of Y into X. The most famous result along these lines is the classical theorem of H.R. Pitt [10] (see also [4, p. 76] ). It asserts that if 1 r < p < ∞ then each linear bounded operator T : p → r is compact, i.e. L( p , r ) = K( p , r ). The same is true for operators from c 0 to p for 1 p < ∞ [4, p. 76].
Various authors have obtained generalizations of Pitt theorem (see [1, 12, 14] ) and shown that other possible generalizations fail [14] . The Pitt theorem is proved by showing that a noncompact operator T from p to r maps a basis, equivalent to the unit vector basis of p , to one, equivalent to the unit vector basis of r . One would not need the full strength of that. Indeed, asymptotic estimates would suffice. This formed the motivation for our work.
In this paper we consider the problem of, given separable Banach spaces X and Y , the existence of a noncompact operator T : X 0 ⊆ X → Y in terms of the asymptotic structure of X and Y .
We use standard terminology and notations (see [4] ). Unless otherwise is stated, by a Banach space X we mean a separable infinite-dimensional Banach space over the reals. By B X and S X we denote the closed unit ball and the unit sphere of X, respectively. cof(X) denotes the set of all finite-codimensional subspaces of X. L(X, Y ) and K(X, Y ) denote the space of all bounded linear operators from X to a Banach space Y and, respectively, the subspace of all compact operators.
Asymptotic structure was introduced by B. Maurey, V.D. Milman and N. TomczakJaegermann in [6] and [5] and studied in a number of papers (recent ones include [3, 8, 13] ). Definition 1.1. A finite-dimensional space E together with a normalized monotone basis
is called an element of the nth-asymptotic structure of X (denoted:
where T is the linear operator from E to [y i ] n i=1 which maps e i to y i (the index b in d b means the "basis" distance).
For any Banach space X and each n ∈ N the set {X} n is nonempty [5] . If all members of {X} n are at a uniform distance from n p , a Banach space X is said to be an asymptotic p .
Definition 1.2.
A Banach space X is called an asymptotic-p space (1 p ∞) if there exists a constant C > 0 such that for every n and every (E, {e i } n i=1 ) ∈ {X} n we have
where n p is considered with its unit vector basis (for convenience here and in the sequel by an asymptotic-∞ space we mean an asymptotic-c 0 space).
Actually, for 1 < p < ∞ one can replace d b by the usual Banach-Mazur distance d in Definition 1.2 [5] .
An example of an asymptotic-∞ space is the convexified Tsirelson space T (p) (see [2] ), or more generally, any space X with an asymptotic-∞ finite-dimensional decomposition (FDD) (E n ), i.e.
We note that it has recently been shown [9] that if 1 p ∞ and X is a reflexive asymptoticp space then there exists a reflexive space Z with an asymptotic-p FDD such that X embeds isomorphically into Z.
Section 2 is devoted to a study of some asymptotic notions. The main result (Theorem 2.5) gives a sufficient condition for Banach spaces X and Y to satisfy the inclusion {X} n ⊆ {Y } n for all n.
In Section 3 we introduce our main notion-a deviative pair of Banach spaces (X, Y ). This means that there exist an n ∈ N and a λ > 1 so that if x i n 1 ∈ {X} n and y i n 1 ∈ {Y } n then the operator mapping x i to y i has norm at least as large as λ. Our main result (Theorem 3.5) states that for any deviative pair of Banach spaces (X, Y ) every operator from any subspace of X to Y is compact. As a consequence we obtain that if X and Y are asymptotic-p and -r spaces, respectively, where 1 r < p ∞ then every operator from any subspace of X to Y is compact.
In Section 4 we obtain a result in the opposite direction. If for every x 1 , x 2 ∈ {X} 2 and y 1 , y 2 ∈ {Y } 2 the operator from [x 1 , x 2 ] to [y 1 , y 2 ] which maps x i to y i has norm 1 then there exists a subspace X 0 ⊆ X and a noncompact operator T :
Note that in [7] V. Milman and R. Wagner studied asymptotic types of a Banach space X with a shrinking basis and properties of operators on X. In particular, they investigated compact operators K(X) on X and obtained a characterization of compactness for operators in L(X) in terms of asymptotic versions of T .
Asymptotic norms and asymptotic similarity
We begin by defining the asymptotic norm of an operator. Definition 2.1. Given a linear bounded operator T ∈ L(X, Y ) between Banach spaces X and Y , the asymptotic norm of T is defined by
It is easy to see that · as is a semi-norm. The following proposition is quite well known and its proof is straightforward.
Proposition 2.2. Let X, Y be Banach spaces and T ∈ L(X, Y ). Then T is compact if and only if
The next number which we introduce for an operator is not a semi-norm.
Definition 2.3. Let X, Y be Banach spaces and let T ∈ L(X, Y ). The inverse asymptotic norm of T is
This explains the following definition. 
In this case T −1
as T is an asymptotic isometry. It is perhaps worth noting that if there exists an X ∈ cof(X) and an asymptotic similarityT
is also an asymptotic similarity. Now we introduce some more notation and terminology.
where E is a finite-dimensional normed space and (x k ) n 1 is a basis for E (not necessary normalized or monotone, in general) will be called an nth type.
be nth types. By T ξ,η we denote the linear operator from E to F which takes x k to y k for each
It is well known that the set of all nth types is a locally compact complete (compact if we restrict to normalized monotone bases) metric space with respect to the metric
is a linearly independent system in a Banach space X then denote x k
. By n p we shall also denote the nth type generated by the space n p and its standard basis. An nth type ξ = (E, (x k ) n 1 ) with x k = 1, k = 1, . . . , n, is called an nth asymptotic type of a Banach space X if for each ε > 0 there exists a strategy
such that for any X 1 , . . . , X n ∈ cof(X) and
The set {X} n of all nth asymptotic types of a Banach space X is called the nth asymptotic structure of X. It is not hard to see that if ξ = (E, (x k ) n 1 ) ∈ {X} n then the basis (x k ) n 1 is monotone. Thus, ({X} n , ρ) is a compact metric space.
We shall use the following fact from [5] : for each ε > 0 there exists a strategy
The first strategy σ X ε,ξ is called the V -strategy (or "vector" strategy) and the second σ X ε is called the S-strategy ("space" strategy).
Theorem 2.5. Let X, Y be Banach spaces such that
Consider any ξ = (E, (x k ) n 1 ) ∈ {X} n . We show that ξ ∈ {Y } n . Given ε ∈ (0, 1), there exist strategies
and choose X 0 by ( * ). Put
Continuing in this fashion n times we obtain ξ = x k n 1 and η = y k
Since (y k ) n 1 is monotone, standard perturbation arguments yield that d b (η,η) < 1 + δ n (ε) where δ n (ε) → 0 as ε 0. Combining these estimations we obtain that
Since lim ε→0 ϕ(ε) = 1, we obtain that
Thus by compactness of {Y } n with respect to ln d we obtain ξ ∈ {Y } n . 2
Now we prove an auxiliary statement.
Proposition 2.6. Let X, Y be Banach spaces and T ∈ L(X, Y ) with
Proof. Fix any X ∈ cof(X). Then λ < T as T | X which implies that there is an x ∈ S X with T x λ. Then taking into account that λ > T ias , choose an x ∈ S X such that T x λ. Since S X is connected and T is continuous, there exists an x ∈ S X with T x = λ. 2
Asymptotic deviation and compact operators
Let X, Y be Banach spaces. We shall prove here that if the asymptotic types of X are "bigger" than that of Y , then each operator from X to Y is compact, i.e.
L(X, Y ) = K(X, Y ).
Definition 3.1. We define the nth asymptotic deviation of X from Y as dev n (X, Y ) = inf T ξ,η : ξ ∈ {X} n and η ∈ {Y } n .
It is easy to see that (dev n (X, Y )) ∞
n=1 is a nondecreasing sequence and dev n (X, Y ) 1. Given X ∈ cof(X), put
Theorem 3.5. Let (X, Y ) be a deviative pair of Banach spaces. Then L(X, Y ) = K(X, Y ).

Proof. Suppose to the contrary that there exists a noncompact operator T ∈ L(X, Y ). Then
Since X 1 ∈ cof(X) then there exists an x 1 ∈ S X 1 such that T x 1 = λ by Proposition 2.6. We set
Again by Proposition 2.6, choose an x 2 ∈ S X 2 with T x 2 = λ and put y 2 = λ −1 T x 2 . Repeating n times we obtain ξ = x k n 1 and η = y k n 1 such that
for some ξ ∈ {X} n and η ∈ {Y } n . Then
Thus, T ξ,η > M/4 and so T > λM/4. Since M was arbitrary, this is impossible. 2
Corollary 3.6. Let (X, Y ) be a deviative pair of Banach spaces. Then for every subspace
The following consequence of Theorem 3.5 generalizes the Pitt theorem to the setting of asymptotic-p spaces. Remark that the Pitt theorem cannot be generalized to the hereditarily p Banach spaces [11] . Using many S-strategies instead of one, we can obtain the following statement which was communicated to us by Professor Odell.
1 from S X and (y i ) ∞ 1 from Y satisfying the following:
given an n ∈ N and integers n k 1 < · · · < k n , there are types ξ ∈ {X} n and η ∈ {Y } n such that
Proof. Without loss of generality, we assume that X and Y are separable. Let δ n 0. We consider S-strategies σ n :
which are chosen for ε = δ n . Now fix any λ ∈ (0, T as ) (by Proposition 2.2, T as > 0). We assume that X and Y are subspaces of Banach spacesX andỸ respectively with normalized monotone bases (u n ) ∞ 1 and (v n ) ∞ 1 . Now describe an inductive construction of basic sequences
Indeed, let (x i ) i<k and (y i ) i<k be already constructed. Set where the intersections are taken over all integer indices for which < i s 1 < · · · < s < k.
Since Y k ∈ cof(Y ), we have that X k ∈ cof(X) and hence T | X k T as > λ. Therefore there exists an x k ∈ S X k such that for y k = T x k ∈ Y k we have that y k > λ. Thus, the desired sequences (x k ) ∞ 1 and (y k ) ∞ 1 are constructed. Then given ε > 0, if we take δ k 's to be small enough then we obtain that (
satisfy (i) and (ii). 2
This also could be used to prove Theorem 3.5 without using the results of Section 2.
The converse of Theorem 3.5 is easily seen to fail. For example, if T is Tsirelson's space [2] then T is an asymptotic-1 space but does not contain an isomorph of 1 . Thus, L(X, 1 ) = K(X, 1 ) for all subspaces X of T . But dev n (X, 1 ) = 1 for all n by James' theorem (see [4, p. 97] ) on the nondistortability of 1 .
Reflexive examples can also be produced. Given 1 < r < ∞, there exists a reflexive space Y such that every normalized weakly null sequence in Y admits a subsequence 2-equivalent to the unit vector basis of r and also c n 0 ∈ {Y } n for all n [3] . Thus,
Noncompact operators
We shall prove in Theorem 4.3 the existence of a noncompact operator from some X 0 ⊆ X into Y if T ξ,η = 1 for all ξ ∈ {X} 2 and η ∈ {Y } 2 .
Lemma 4.1. Let (e 1 , e 2 ) be a monotone basis in R 2 with respect to a norm · and α > 1. Then
The proof is an easy exercise. y 1 )∩···∩τ ε n−1 (y n−1 ) , .... N and all scalars α 1 , . . . , α n we have
Then for all n ∈
Proof. First let n = 2. Since σ ε 1 and τ ε 1 are S-strategies, there are ξ ∈ {X} 2 and η ∈ {Y } 2 such that
Then we obtain
Thus, for each α 1 , α 2 ∈ R we have
and the lemma is proved for n = 2. Assume that the lemma is true for n = k 2 and prove it for n = k + 1. Set γ = 3ε 2 + 9ε 3 + · · · + 3 n−2 ε n−1 . Note that vectors x 2 , . . . , x n and y 2 , . . . , y n satisfy the induction assumption and therefore
We consider the case when α = α 2 x 2 + · · · + α n x n > 0 and β = α 2 y 2 + · · · + α n y n > 0 only (in the cases when α = 0 or β = 0 the proof is quite simple). We setx 2 = α −1 (α 2 x 2 + · · · + α n x n ) and alsoỹ 2 = β −1 (α 2 y 2 + · · · + α n y n ). Sincex 2 ∈ S σ ε 1 (x 1 ) andỹ 2 ∈ S τ ε 1 (y 1 ) then there are a ξ = u 1 , u 2 ∈ {X} 2 and an η = v 1 Proof. Put ε n = 6 −n and let x i ∈ S X , y i ∈ S Y , i ∈ N, be chosen as in Lemma 4.2. Clearly, we can force (x i ) and (y i ) to be 2-basic. Let X 0 be the closed linear span of x i 's and let T be the linear map sending x i to y i . By Lemma 4.2, T ∈ L(X 0 , Y ) and clearly, T is not compact. 2
From Lemma 4.2 we obtain the following consequence.
Corollary 4.4. Let T ξ,η = 1 for each ξ ∈ {X} 2 and η ∈ {Y } 2 . Then T ξ,η = 1 for each n ∈ N, ξ ∈ {X} n and η ∈ {Y } n .
