Introduction
OR several years, various Earth-to-orbit transportation options have been examined with the goal of reducing operating costs relative to the current U.S. launch fleet._'2 Many of these solutions have focused on fully reusable systems employing various levels of advanced technology)
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*Aerospace Engineer, Space Systems and Concepts Division. Member AIAA Associate Professor, Department of Aeronautics and Astronautics. Member AIAA such a vehicle is a multidisciplinary process in which aerodynamics. propulsion, weights and sizing, structures, performance, heating, operations, and cost must be addressed. 5 Although it is imperative that each of these disciplines be addressed at the conceptual design level, it is equally vital to be able to perform this multidisciplinary analysis and optimization rapidly so that the numerous design options may be evaluated and understood.
The present investigation focuses on development of a rapid multidisciplinary analysis capability for launch-vehicle design. The specific application chosen is that of a dual-fuel, single-stage-to-orbit launch vehicle. TWo multidisciplinary optimization strategies are implemented and evaluated for the solution of this problem, and differences among the approaches are highlighted. Weights and sizing, propulsion, and trajectory issues are directly addressed ill the optimization processes. Additionally, the need to maintain a consistent vehicle model across the disciplines is discussed.
Problem Definition and Disciplinary Analyses
In this analysis, design of a single-stage-to-orbit launch-vehicle includes specification of the ascent trajectory through the initial launch azimuth, time of flighl, and pitch-angle history. Determination of the appropriate component weights and sizes is performed, and the vehicle dry weight (delined as the vehicle weight without payload, propellant, fluids, or crew) is selected as the minimization variable. Table 1 summarizes the design wtriables and constraints that characterize this optimization problem. Propulsionsystem characteristics to be optimized include the liftoff thrust-toweight ratio, two nozzle area ratios, and two fuel-to-oxidizer mixture ratios. In this analysis, a dual-position nozzle is used to provide the performance benefit of a smaller nozzle exit area at liftoff (to maximize sea-level thrust) while allowing for a larger expansion at high altitudes (to maximize vacuum thrust). Two mixture ratios require specification because the vehicle is operated in different propulsive modes. Beginning with liftoff, hydrogen and kerosene are both burned as fuel, but during a later portion of the ascent, hydrogen becomes the sole fuel. Such a dual-fuel strategy has been shown to provide significant dry-weight reductions. ¢' As listed in Table 1 , the transition time from mode 1 to mode 2 propulsion and the extension of the dual-position noz7 re also optimally determined. The vehicle is sized t iver and return a 25,000-1b payload to (Fig. 4) . bin this system, 0 deg is vertical; 4-90 deg is horizontal. _Not treated as a constraint in the iterative-loop approach ( Fig. 4L the Kennedy Space Center. For this analysis, the Space Station is assumed to be in a 220-n-mile-altitude, circular orbit with a 51.6-deg inclination. The single-stage-to-orbit vehicle is initially inserted into an orbit with an altitude of 50 × 100 n mile with the correct inclination. Onboard propellant is then used to transfer to and circularize at 220 n mile. This maneuver is accomplished by two engines, each with a vacuum thrust of 6000 lb and vacuum l_p of 462.2 s.
Terminal constraints on altitude, velocity, flight-path angle, and inclination are enforced, as are maximum in-flight normal-force, angle-of-attack, and dynamic-pressure limits (see Table 1 ). Each of these in-flight constraints is included to reflect an analysis restriction derived outside the scope of the present investigation.
For example, a limit on the allowable normal force is included such that the ascent wing loading does not exceed structural limits (2.5 times the landed weight) derived in an entry sizing analysis. Furthermore, an angle-of-attack constraint is included such that the validity range of the aerodynamic analysis is not exceeded. Sizing restrictions require that a limit be placed on the allowable extension of the dual-position nozzle such that a maximum 2-to-1 increase in exit area results. A pitch-rate limit of 5 deg/s (to reflect control issues that are not modeled) and a maximum 3 g acceleration limit are also imposed. Note that since the maximum acceleration is enforced within the trajectory analysis by engine throttling, not by the optimizer, a maximum acceleration limit is not listed in Table 1 . To simplify the analysis so that the problem is tractable, several design disciplines were decoupled from the present analysis. An existing vehicle geometry, aerodynamics database, and internal packaging analysis were used. 7 Data from aerodynamics, structures, heating, and other subsystems were fixed or scaled appropriately. Of major significance for the current optimization study are the disciplines of propulsion, performance, and weights and sizing, each of which is modeled here.
For this analysis, propulsion-system parametrics supplied by Pratt and Whitney, based on modification of the proposed Russian RD-701 dual-fuel engine, were used. _ After a regression analysis,
--Nozzle area ratios this parametric data set is used as shown in Fig. 1 . Given the nozzle area ratios and fuel-to-oxidizer mixture ratios, numerous engine parameters are computed. These parameters include the sea-level engine thrust-to-weight ratio, sea-level specific impulse, and propellant bulk density (required inputs to the weights and sizing analysis), as well as the vacuum thrust, vacuum specific impulse, and nozzle exit area (required trajectory inputs).
In this investigation, the three-degree-of-freedom equations of motion were numerically integrated with use of the Program to Optimize Simulated Trajectories (POST). 9 The vehicle is treated as a point mass; Earth rotation and oblateness are modeled, and the 1976 standard atmosphere is used. As shown in Fig. 2 , the required set of POST inputs includes vehicle parameters (e.g., gross liftoff weight, vehicle thrust-to-weight ratio at liftoff, aerodynamic coefficients, From Figs. 1-3, it is clear that solution of this problem requires an iterative approach because the trajectory and weights and sizing analyses each require inputs that are computed by another discipline. For example, one must ensure that the reference aerodynamic surface area resulting from the vehicle sizing process (Sref, of Fig. 3 ) is the same as the reference aerodynamic surface area used to compute the aerodynamic forces and evaluate the flight path (S,_f of Fig. 2 ). Consistency must also be maintained in regard to the gross liftoff weight, base diameter, landed weight (which effects the ascent normal-force limit), mass ratio, propellant fractions, and each of the propulsion discipline outputs. Furthermore, the liftoff thrustto-weight and fuel-to-oxidizer mixture ratios must be treated in a similar fashion, since these parameters are input to more than one discipline.
Optimization Approaches
The disciplinary analysis tools used in this study were originally created as independent programs, each operated by a disciplinary expert. To obtain a feasible point design vehicle, a design team was required to iterate manually among these disciplinary analyses. In many cases, "optimization" was performed through trade studies in which the parameters were varied one at a time. Significant improvement over this one-variable-at-a-time, parametric approach has been achieved using response-surface methods (RSMs). 5 7 In this multidisciplinary strategy, feasible designs are computed at numerous statistically selected points in the design space, and a surface is fitted to these points. Optimization is then performed on this approximate representation of the design space. As another means of comparison, the launch-vehicle design problem discussed in the present investigation is solved using system sensitivity analysis (SSA) in Ref. 10. The present results are compared with those obtained with SSA in that reference.
The present investigation considers two solution approachcs in which the previously independent disciplinary tools are integrated. These two optimization strategies will be referred to as 1) the iterative-loop approach and 2) the sequential compatibilityconstraint method. For this particular problem and set of analysis tools, these integrated approaches provide several advantages over the use of RSMs. These advantages include the following: 1) optimization over the actual design space as opposed to the use of an approximate surface, 2) no human interface time requirement to negotiate between disciplinary programs, and 3) the guarantee of a consistent multidisciplinary vehicle model at the solution. The primary disadvantage to the use of either of these integrated strategies is the up-front time required to integrate the disciplinary tools in a general manner. For example, prior to integration with the other di sciplinary analyses, several modifications to CONSIZ were required so that accurate derivative information could be obtained in a rapid fashion. The lack of sensitivity information at design points other than the optimum is another drawback of the integrated approaches. and reference area) as well as trajectory parameters (pitch-angle history, launch azimuth, and propulsion-system transition Mach numbers) and propulsion parameters (propellant mixture ratios and engine performance characteristics). POST is used to evaluate the in-flight and terminal constraints and to compute the vehicle mass ratio and required propellant fractions (weights and sizing inputs). For a given mass ratio, the configuration sizing program (CON-SIZ), developed at NASA Langley Research Center, is used to size the vehicle and determine the dry weight. Within CONSIZ, the vehicle is modeled as a collection of components representing structure, subsystem, and propulsion elements. Specific weight-estimating relationships for each component are considered part of the program input. This provides user flexibility in both vehicle modeling and analysis depth. As shown in Fig. 3 , the liftoff thrust-to-weight ratio, mass ratio, and propellant fractions, as well as several other propulsion system parameters, are required inputs to CONS1Z. Note that, with the exception of the liftoff thrust-to-weight ratio, all of these inputs are computed by one of the other two disciplinary analyses.
In addition to dry weight, CONSIZ computes the gross liftoff weight, reference aerodynamic surface area, base diameter, and landed weight (each of which is a required trajectory input).
Results and Discussion
For each optimization method, solution of the single-stage-toorbit problem is attempted from the two starting points listed in Table 1 . The first starting point may be viewed as a good initial guess, whereas starting point 2 is quite poor. For each solution strategy, optimization was performed with the sequential quadratic programming algorithm NPSOL. It NPSOL uses a quasi-Newton method to approximate the Hessian of the Lagrangian. This algorithm is known to converge to local minimum for problems that are scaled properly and are twice continuously differentiable. Prior to optimization (with each solution strategy), the problem was scaled so that the design variables, constraints, and objective function were all of order one. However, in this investigation, no attempt was made to provide a twice continuously differentiable model. Sources that contribute to this nonsmoothness include the ascent pitch profile, which is modeled by discrete control points connected by linear segments, and the atmospheric properties (1976 standard model). Hence, in this analysis, NPSOL is not expected to achieve a tightly converged, optimal solution, but rather to identify near-optimal solutions useful at the conceptual design level. All
Iterative-Loop Method
The first approach toward an integrated multidisciplinary solution strategy is depicted in Fig. 4 . Here, an iterative loop is set up between the trajectory and weights and the sizing disciplines; values of GLOW, Srcf, the base diameter, and the landed weight are used as loop convergence criteria. This type of strategy has been employed by other investigators t2-14 for solution of launch-vehicle design problems. Indeed, as an integrated design tool, this method should be viewed as the current way of doing business within the space transportation community.
The popularity of the approach is largely a result of the tool-integration simplicity. Using the terminology of Ref. 15, this formulation may be referred to as "multidisciplinary feasible" in that, for each set of design variables, the looped analyses return a design candidate that is consistent across disciplinary boundaries.
Using this iterative-loop formulation, the single-stage-to-orbit launch-vehicle design problem was solved from each of the two starting points listed in Table 1 . Each of these solutions is summarized in Table 2 . Although the solution that began at point 2 required 10 extra iterations, it is evident that both optimization processes converged to approximately the same point. At the solution, the vehicle liftoff thrust-to-weight ratio is the only variable on its bound (a liftoff T/W < 1.2 is not allowed for abort reasons). The vehicle's ascent profile is summarized in Figs. 5 and 6 for the solution that began at starting point 1. Flight begins with a 400-ft vertical rise to clear the launch facility. This is followed by a maximum-pitch-rate segment in which the vehicle is trying to attain a maximum-lift orientation. The pitch rate is limited to 5 deg/s to reflect control issues that are not modeled in this analysis. As shown in Fig. 6 , during this segment of flight, the angle of attack (_) increases until it reaches the allowed maximum of 15 dog. Flying at this or, the normal force builds until a limit load is reached. The vehicle rides this normal-force boundary through peak dynamic-pressure, which for the optimum flight path is about 830 psf. Hence, the dynamic pressure limit of 1000 psfis not active. During this phase of flight, at approximately 18 kit, the back-pressure losses are low enough that the dual-position nozzle is extended to gain propulsive efficiency. After the nozzle extension is completed, the vehicle acceleration initially decreases as a result of flight through the transonic regime. At about 47 kit, as the dynamic pressure decreases, the vehicle comes off the normal-force boundary but continues to accelerate towards 3 g. The vehicle reaches 3 g while in the dual-fuel propulsive mode and throttles down the engines to maintain this level of acceleration. In this analysis, transition of all seven engines from a dual-fuel to single-fuel mode is performed instantaneously. This results in the large decrease in acceleration shown in Fig. 5 Fig. 7 . Figures 8 and 9 show the objective function and nonlinear constraint convergence histories beginning from the more demanding starting point. Note 1) the dry-weight scale change in going from Fig. 8a to Fig. 8b and 2 ) the semilog format of Fig. 9 , which depicts the norm of the constraint violations. From these figures, it is clear that after approximately 10 iterations the objective function achieves a near-optimum value, whereas the constraints are not satisfed to the prescribed level (indicated by the nonlinear feasibility tolerance).
These optimization characteristics are a result of the rather fiat design space in which the most difficult task is to find a consistent vehicle model that satisfies all of the constraints.
Lack of model smoothness is also evident in Fig. 9 and may have hampered the convergence rate. Note that at about iteration 60, after the optimizer has formed a good model of the design space, a large 'V 
Sequential Compatibility Constraint Method
In the second approach, the iterative loop of Fig. 4 is replaced by the use of auxiliary variables and compatibility constraints.t6-t_ As shown in Fig. 10 , an auxiliary variable and a compatibility constraint are added to the optimization-problem statement for each variable that is required as input to one discipline but is computed by another discipline later in the analysis sequence. Hence, S_,f, GLOW, the base diameter, and the landed weight are added as design variables in the Fig. 10 optimizer. In this manner, the iterative loop of Fig. 4 is removed, and configuration control becomes an additional task of the optimizer. By satisfying these four compatibility constraints, a consistent vehicle model is guaranteed. However, as opposed to the approach of Fig. 4 , compatibility is required at the solution only. This type of approach may be referred to as "simultaneous analysis and design," since both a consistent and an optimum set of design variables are converged upon simultaneously. 2_ Using this formulation, solutions of the single-stage-to-orbit launch-vehicle design problem were obtained from each of the two starting points listed in Table 1 . These solutions are summarized in Table 3 . Once again, although the solution that began at starting point 2 required more iterations, both optimization paths converged to approximately the same point. Note that the solutions obtained through use of the compatibility-constraint approach are approximately 100 lb heavier than those found with the iterative-loop approach. This discrepancy results because the use of larger compatibility tolerances (1.0 × 10 -5) was possible with this method. When these tolerances were reduced to 1.0 × 10 -12 (the tolerance level that was required for the iterative-loop solutions), the compatibilityconstraint solutions were within 20 Ib of the looped solutions. Recall that in the iterative-loop approach, a compatibility tolerance on the order of 10-5 was not possible because of the loss of finite-difference accuracy. Hence, a major advantage of the compatibility-constraint approach is that accurate derivatives may be obtained without requiring strict convergence of the disciplinary models. This flexibility may be used to realize reduced computational requirements in preliminary design analyses where coarser approximations are adequate, while maintaining the capability for more accurate solutions as the design progresses.
Another computational advantage results from the fact that a consistent vehicle model is only required at the solution. Theretbre, discipfinary-model convergence is not required at each design iterate, each point along the line search, and each finite-difference point. These computational advantages are clear in the number of analysis calls (and corresponding CPU time) required to obtain each solution.
Compared to the iterative-loop method, the sequential compatibility-constraint approach requires only 25% of the computational time to reach approximately the same solution (within 0.05% in dry weight). Recall that in this approach we have 40 design variables (the original 36, plus the four auxiliary variables used to establish compatibility).
Hence, for 70 iterations, one would expect slightly more than 2870 analysis calls. This estimate matches well with the actual number of analysis calls listed in Table 3. The  only disadvantage to this approach relative to the looped method would be in a situation where solution convergence is not achieved. In that case, one could end up with no valid design information, since model convergence is not guaranteed across disciplinary boundaries. Note that this situation, which could arise in a poorly scaled problem, may be mitigated by adjusting the scaling strategy 2_ or through application of a feasible-point optimization method. The ascent-trajectory time histories for this case were nearly identical to those obtained with the previous solution strategy (Figs. 5  and 6 ). Convergence histories are shown for the objective function and norm of the nonlinear constraints beginning from starting point 2 in Figs. 11 and 12 . Note the dry-weight scale change in going from Fig. 1 la to Fig. 1 lb, 
