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Abstract
We establish a simple connection between certain in-control characteristics of the CUSUM Run
Length and their out-of-control counterparts. The connection is in the form of paired integral (re-
newal) equations. The derivation exploits Wald’s likelihood ratio identity and the well-known fact
that the CUSUM chart is equivalent to repetitive application of Wald’s SPRT. The characteristics
considered include the entire Run Length distribution and all of the corresponding moments, start-
ing from the zero-state ARL. A particular practical benefit of our result is that it enables the in- and
out-of-control characteristics of the CUSUM Run Length to be computed concurrently. Moreover,
due to the equivalence of the CUSUM chart to a sequence of SPRTs, the ASN and OC functions
of an SPRT under the null and under the alternative can all be computed simultaneously as well.
This would double up the efficiency of any numerical method one may choose to devise to carry
out the actual computations.
Keywords: Control charts, Cumulative Sum chart, Integral equations, Sequential analysis,
Sequential Probability Ratio Test, Quality control.
1. Introduction
It cannot be disputed that Wald’s [1] likelihood ratio identity is one of the fundamental method-
ological tools in all of theoretical sequential analysis. The powerful change-of-probability-measure
technique essentially enabled the proof of nearly every classical result in the areas of sequential hy-
potheses testing and sequential (quickest) change-point detection: strong optimality of Wald’s [1]
Sequential Probability Ratio Test (SPRT) first proved by Wald and Wolfowitz [2] (see also [3]) and
then also re-established, e.g., by Matthes [4] and, notably, by Le Cam, whose proof may be found
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in [5]; exact minimaxity (in the sense of Lorden [6]) of Page’s [7] Cumulative Sum (CUSUM)
“inspection scheme” established by Moustakides [8] (although an alternative, viz. game-theoretic,
proof was also later offered by Ritov [9]); exact Bayesian optimality of Shiryaev’s [10, 11] detec-
tion procedure shown in [10–12]; exact maximum-probability-type optimality of the Shewhart’s [13,
14] X¯-chart proved in [15] and in [16]; and exact multi-cyclic optimality of the Shiryaev–Roberts
procedure—to name a few; the Shiryaev–Roberts detection procedure emerged from the indepen-
dent work of Shiryaev [10, 11] and Roberts [17]—hence, the name,—and its multi-cyclic optimal-
ity was established in [18, 19] and in [20]. For a recent survey of the state-of-the-art in theoretical
sequential analysis, see, e.g., [21] or [22], and the references therein.
More recently, however, in [23, 24] the technique was put to a different, more applicative
use: to improve the accuracy and efficiency of the numerical method the authors of these papers
developed to compute the performance of the so-called Generalized Shiryaev–Roberts detection
procedure; the Generalized Shiryaev–Roberts procedure was proposed in [25] as a headstarted
version of the classical Shiryaev–Roberts procedure, and the motivation to headstart the latter
was drawn from the seminal work of Lucas and Crosier [26] where it was proposed to headstart
the CUSUM chart. The aim of this work is to extend the ideas laid out in [23, 24] beyond the
Generalized Shiryaev–Roberts procedure, viz. to the CUSUM chart and the SPRT; the possibility
of such an extension was previously entertained in [23, Section 5]. Specifically, in this work we
employ Wald’s [1] likelihood ratio identity and establish a connection between a host of in-control
characteristics of the CUSUM Run Length and their out-of-control counterparts. The connection
is in the form of coupled integral (renewal) equations, and the derivation utilizes the well-known
observation first made by Page [7] that the CUSUM chart is equivalent to repetitive application of
the SPRT (with properly selected initial score and control bounds). The Run Length characteristics
considered include the entire distribution and all of the corresponding moments, starting from the
standard zero-state Average Run Length (ARL). On the practical side, the obtained connection
enables concurrent evaluation of the in- and out-of-control characteristics of the CUSUM Run
Length. This would double up the efficiency of any numerical method one may devise to compute
the performance of the CUSUM chart (through solving the corresponding integral equations). The
efficiency improvement would be of an even greater magnitude for the two-sided CUSUM chart,
also proposed by Page [7, Section 3]. Moreover, thanks to the observation first made by Page [7]
that the CUSUM chart is equivalent to a sequence of SPRTs, the Average Sample Number (ASN)
and the Operating Characteristic (OC) functions of an SPRT under the null and under the alternative
can all be computed simultaneously as well, again with the aid of the main result obtained in
the sequel. Hence, in a sense, this work is an attempt to bridge the gap between the theory and
applications of sequential analysis.
It is worth recalling that the need to evaluate the performance of the CUSUM chart (or that of
the SPRT, or any other control chart for that matter) numerically is dictated by the fact that the
corresponding characteristics (e.g., the zero-state ARL, the ASN function, or the OC function) are
governed by integral (renewal) equations that seldom allow for an analytical solution; cases where
an analytic closed-form solution is possible are offered, e.g., in [27–33] for the CUSUM chart,
in [34–38] for the SPRT, in [39–41] for the Exponentially Weighted Moving Average (EWMA)
chart (introduced by Roberts [17]), and in [21, 42–47] and [48, Chapter 4] for the Generalized
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Shiryaev–Roberts procedure. Since control charts’ performance evaluation is a persistent problem
in applied sequential analysis (notably in quality control), numerical treatment of the correspond-
ing integral equations has de facto become a separate research field, and the literature on the subject
is vast indeed. For a recent survey of the state-of-the-art in the field, see, e.g., [49]. By and large,
two types of approaches can be distinguished: randomized (i.e., simulation) and deterministic. For
specific examples, see, e.g., [50–52], [25], [23, 24] and [48, Chapter 3]. To get a clear picture as to
the capabilities of a control chart in a concrete observations model, the chart’s performance needs
to be evaluated both in the in-control regime as well as in the out-of-control regime. The problem,
however, is that the in- and out-of-control regime equations are usually treated separately, which
is obviously inefficient. The reason, in part, is that (apparently) there is no a simple and explicit
relationship between the in- and out-of-control regime equations. This work proves otherwise, if
the chart of interest is either the CUSUM chart or the SPRT. Specifically, using the result obtained
in the sequel, the in- and out-of-control characteristics of the CUSUM chart and those of the SPRT
under the null and under the alternative can all be computed simultaneously and irrespective of
which particular numerical method—whether randomized or deterministic—is used to carry out
the actual calculations.
The rest of the paper is organized as follows. Section 2 provides the necessary preliminary
background. The centerpiece of the paper is Section 3 which is where we first establish our main
result and then also explain how exactly it can be used to compute the zero-state in- and out-of-
control ARLs of the CUSUM chart and the SPRT’s ASNs and OCs under the null and under the
alternative—all in one run of whatever numerical method one may devise to perform the compu-
tations. Section 4 draws a line under the entire paper.
2. Preliminaries
To fix ideas, suppose we wish to “sense” whether or not the common probability distribution
function (pdf) of a “live”-sampled series of independent observations X1, X2, . . . has changed from
f0(x) initially to f1(x) . f0(x); in the quality control literature, the densities f0(x) and f1(x) are
customarily referred to as the on- and off-target distributions, respectively. Since its inception,
Page’s [7] CUSUM “inspection scheme” has been just the tool for the job. The CUSUM scheme
flags a alarm at sample number Ch , min{n > 1: Wn > h}, where h > 0 is a control limit (which
is selected so as to achieve a desired level of the “false positive” risk), {Wn}n>0 is the CUSUM
statistic defined as Wn , max{0,Wn−1 + log Λn}, n > 1, with W0 = 0, and Λn , f1(Xn)/ f0(Xn) is
the instantaneous likelihood ratio (LR) for the n-th data point Xn. The (random) stopping time Ch
is often referred to as the Run Length, for it literally is the length of a single run of the CUSUM
statistic {Wn}n>0 before it exits the strip [0, h) through the control limit h > 0. For simplicity,
we shall assume here and throughout the paper that Λ1 is absolutely continuous, although at an
additional effort the case of purely nonarithmetic Λ1 can be handled as well.
A more general version of the CUSUM chart, viz. one proposed by Lucas and Crosier [26],
assumes that the CUSUM statistic {Wn}n>0 is started not off zero, but off a deterministic point
W0 = w ∈ [0, h). This point is a parameter referred to as either the headstart or the “initial score”.
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Formally, the respective Generalized CUSUM Run Length is defined as
Cwh , min{n > 1: Wwn > h}, h > 0, (1)
where the generalized CUSUM statistic {Wwn }n>0 admits the recurrence
Wwn , max{0,Wwn−1 + log Λn}, n > 1, Ww0 = w ∈ [0, h), (2)
and it is apparent that setting w = 0 reduces the Generalized CUSUM chart to the classical one
introduced by Page [7]. From now on we shall concentrate exclusively on the Generalized CUSUM
chart (1)-(2), although, for brevity and without loss of generality, we shall refer to it as simply the
CUSUM chart. We note that, as a parameter of the chart, the headstart w ∈ [0, h) directly affects
the Run Length’s characteristics, just as does the control limit h > 0. The effect of the headstart on
the performance of the CUSUM chart (1)-(2) was thoroughly studied in [26].
The two most popular metrics used to quantitatively assess the performance of the CUSUM
chart are the zero-state in- and out-of-control ARLs, conventionally denoted as ARL0(w; h) and
ARL1(w; h), respectively; the 0 (1) in the subscript is to indicate that the pdf of the observations
is assumed to be f0 ( f1), so that the hypothesis in effect is the null hypothesis H0 (the alternative
hypothesis H1, respectively). The two ARL metrics were introduced by Page [7] who formally
defined them as ARLi(w; h) , Ei[Cwh ], i = {0, 1}. It goes without saying that both ARLs are of
interest, for either ARL0(w; h) or ARL1(w; h) alone does not tell the whole story as to the CUSUM
Run Length’s characteristics. However, given an initial score w ∈ [0, h), a control limit h > 0, and
a particular observations model characterized by the densities f0(x) and f1(x), the evaluation of the
ARLs is a major problem in applied sequential analysis, especially in quality control. To that end,
a common practice in quality control has been to rely on the work of Page [7] who demonstrated
that ARL0(w; h) and ARL1(w; h) satisfy certain integral (renewal) equations, which we state next.
For notational brevity, let Li(w; h) , ARLi(w; h), i = {0, 1}. Then, according to Page [7], we
have
Li(x; h) = 1 + Li(0; h) Fi(−x) +
∫ h
0
Ki(y − x) Li(y; h) dy, i = {0, 1}, x ∈ [0, h), (3)
where
Ki(z) ,
∂
∂z
Pi(log Λ1 6 z), i = {0, 1}, z ∈ R, (4)
i.e., Ki(z) is the pdf of the log-likelihood ratio (log-LR) under the hypothesis Hi, i = {0, 1}, and
Fi(z) ,
∫ z
−∞
Ki(x) dx, i = {0, 1}, z ∈ R, (5)
i.e., Fi(z) is the cumulative distribution function (cdf) of log-LR under the hypothesis Hi, i = {0, 1};
in the quality control literature Ki(z) is sometimes referred to as the “frequency function” (under
the hypothesis Hi, i = {0, 1}). Equations (3) are renewal equations, and for either i = {0, 1} can be
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derived merely by conditioning on the first observation X1.
Depending on the particular observations model given by the pair of pdf-s fi(x), i = {0, 1},
equations (3) may be recognized as either Fredholm (linear) integral equations of the second kind,
or as Volterra integral equations, or as delayed Volterra integral equations. Regardless, a closed-
form analytic solution is rarely an option. Hence the equations are usually solved numerically, and,
as we mentioned in the introduction, the quality control literature is rife with numerical methods to
solve specifically equations (3), assuming that the densities fi(x), i = {0, 1}, the control limit h > 0,
and the headstart w ∈ [0, h) are all given.
One of the first numerical methods to treat integral (renewal) equations akin to equations (3)
dates back to the work of Page [50], and is based on a technique now known as the Markov Chain
Monte Carlo (MCMC) method—a truly pioneering idea at that time. With regard to equations (3)
specifically, Page [7] also observed that the CUSUM chart is equivalent to repetitive application
of the SPRT with the same initial score (headstart) and control boundaries at 0 and at h > 0. This
equivalence is significant, for it provides a way to link together the performance of the CUSUM
chart and that of the underlying repeated SPRT.
To be more specific, recall that the SPRT with control boundaries a and b (a 6 0 < b, so that
a is the lower boundary and b is the upper boundary) and initial score w ∈ (a, b) is given by the
stopping time
Swa,b , min{n > 1: Zn < (a, b)},
where Zn ,
∑n
i=1 log Λi with Z0 = w ∈ (a, b). Under either hypothesis Hi, i = {0, 1}, the efficiency
of the SPRT is customarily measured in terms of two functions: the ASN function and the OC
function, defined, respectively, as ASNi(w; a, b) , Ei[Swa,b] and OCi(w; a, b) = Pi(ZSwa,b 6 a),
i = {0, 1}. The decision made by the SPRT at termination is either “accept H0” if the statistic
{Zn}n>1 exits the interval (a, b) through the lower boundary a, or “reject H0” (i.e., “accept H1”) if
the statistic {Zn}n>1 exits the interval (a, b) through the upper boundary b. If the terminal decision
is “accept H0” (“reject H0”) then the SPRT is referred to as an acceptance test (rejection test,
respectively). We also note that, by definition, the OC function is the probability that the SPRT
will terminate at the lower boundary a, under the appropriate hypothesis Hi, i = {0, 1}.
The significance of the aforementioned equivalence between the CUSUM chart and a sequence
SPRTs can now be made more clear: it allows to express the ARLs of the former through the ASNs
and OCs of the latter. Specifically, for notational convenience, put Ni(x; a, b) , ASNi(x; a, b)
and Pi(x; a, b) , OCi(w; a, b) for i = {0, 1}. Since for either i = {0, 1} the SPRTs are applied
independently, the number of acceptance tests before the first rejection test is a geometrically-
distributed random variable. As a result, for each hypothesis Hi, i = {0, 1}, the ARL of the CUSUM
chart and the ASN and OC functions of the SPRT turn out to be connected through the relation
Li(x; h) = Ni(0; 0, h)
Pi(x; 0, h)
1 − Pi(0; 0, h) + Ni(x; 0, h), i = {0, 1}, (6)
where x ∈ [0, h) and h > 0. A detailed derivation of the foregoing formula may be found, e.g.,
in [22, p. 387]. It is now evident that the problem of computing the ARLs of the CUSUM chart
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boils down to the problem of computing the ASNs and the OCs of the underlying SPRT, and the
latter problem, in turn, consists in recovering N0(x; a, b), N1(x; a, b), P0(x; a, b), and P1(x; a, b).
With regard to computing the latter four quantities, Page [7] proved that they satisfy the following
integral equations:
N0(x; a, b) = 1 +
∫ b
a
K0(y − x) N0(y; a, b) dy,
P0(x; a, b) = F0(a − x) +
∫ b
a
K0(y − x) P0(y; a, b) dy,
N1(x; a, b) = 1 +
∫ b
a
K1(y − x) N1(y; a, b) dy,
P1(x; a, b) = F1(a − x) +
∫ b
a
K1(y − x) P1(y; a, b) dy,
(7)
where Ki(z) and Fi(z) for i = {0, 1} are as in, respectively, (4) and (5) above. Just as equations (3),
each of the foregoing four equations can also be derived by conditioning on the first observation
X1.
More importantly, just as equations (3), the four equations (7) are again integral (renewal)
equations, so that, again, just as equations (3), they can rarely be solved analytically, compelling
one to resort to the numerical solution. To explain the general idea behind any numerical method
to solve equations (7), consider the following generic integral equation
u(x) = v(x) +
∫ b
a
K(y − x) u(y) dy, (8)
where the unknown function is u(x), and the nonhomogeneous term v(x) as well as the integral
equation’s kernel K(z) are given. The generic integral equation (8) can be easily turned into any
one of the four equations (7) merely by appropriately choosing v(x) and K(z). Indeed, setting
K(z) = Ki(z) with Ki(z) given by (4) and v(x) ≡ 1 for all x ∈ [a, b] gives the equation for Ni(x; a, b),
i = {0, 1}. Likewise, keeping K(z) = Ki(z) but instead setting v(x) = Fi(a − x) with Fi(z) as
in (5) gives the equation for Pi(x; a, b), i = {0, 1}. Since equation (8) combines all of the four
equations (7), any methodology to solve equation (8) can be quickly adapted to any one of the
four equations (7). The main step of any (deterministic) numerical method to solve the generic
integral equation (8) is to linearize the integral in the right-hand side. This linearization can be
performed, e.g., by means of a quadrature scheme, or using an interpolation method of some sort.
The end-result of the linearization is that the original equation is reduced to a system of linear
equations u = v + K u which is then solved for u by standard linear-algebraic methods. Here
v , [v(x1), v(x2), . . . , v(xn)]> where {x j}16 j6n is a set of a priori chosen n > 1 discrete partition
points of the interval [a, b], i.e., a 6 x1 < x2 < . . . < xn 6 b. The n × n matrix K is a discrete
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equivalent of the integral operator
K ◦ u ,
∫ b
a
K(y − x) u(y) dy, (9)
and the elements of K are computed off the actual kernel K(z) using the partition points {xi}16i6n.
If the approximation of K by K is sufficiently accurate, then the system u = v + K u has a unique
solution u , [u1, u2, . . . , un], and it is reasonable to expect this solution to be close to the column-
vector [u(x1), u(x2), . . . , u(xn)]> of the actual values of the unknown function u(x) at the partition
points {x j}16 j6n. It is straightforward to see that u = (I − K)−1 v where here and onward I denotes
the n × n identity matrix.
Going back to equations (7), let Ki, i = {0, 1}, denote the matrix approximation of the integral
operator (9) induced by the kernel Ki(z), i = {0, 1}, given by (4). Suppose also that the correspond-
ing partition points are {x j}16 j6n, and introduce 1 , [1, 1, . . . , 1]> and Fi , [Fi(a − x1), Fi(a −
x2), . . . , Fi(a − xn)]> for i = {0, 1}. Then, by linearization, the four equations (7) are reduced
to N0 = 1 + K0 N0, P0 = F0 + K0 P0, N1 = 1 + K1 N1, and P0 = F1 + K0 P1. Here Ni and
Pi are column-vectors comprised of approximate values of Ni(x; a, b) and Pi(x; a, b), respectively,
evaluated at the partition nodes {x j}16 j6n. We are now in a position to make the following observa-
tion. While the system of linear equations for N0 and that for P0 have different nonhomogeneous
terms, they both have the same matrix of coefficients I − K0. As a result, both systems can be
(and should be) solved simultaneously by combining the nonhomogeneous terms into the n × 2
matrix [1, F0] and solving the system (I − K0) [N0, P0] = [1, F0]. Likewise, the system for N1
and that for P1 can be solved in exactly the same manner. There is no question that grouping the
right-hand sides of any two or more different systems of linear equations with the same matrix of
coefficients allows to cut down the overall number of operations needed to solve all of the systems.
This a basic fact taught in any course on elementary linear algebra. The problem, however, is that
of the four equations (7), the top two (which correspond to the null hypothesis) and the bottom
two (which correspond to the alternative hypothesis) appear to be unrelated, and therefore have
to be solved separately. The main result of this paper is to prove otherwise. Specifically, it turns
out that K1(z) and K0(z) are connected, and the connection is simple and allows one to show that
the four equations (7) are all instances of the same single equation involving the same kernel and
parameterized only by the nonhomogeneous term. As a result, all four equations (7) can be solved
simultaneously by grouping the nonhomogeneous terms together, just as we described above for
the generic equation (8). This would clearly lead to a reduction of the computational burden re-
quired to approximately recover Ni(x; a, b) and Pi(x; a, b) as Ni and Pi, respectively. The specifics
are discussed in the next section.
3. The Main Result and Its Discussion
We begin with an observation that will be key to obtain a link between K0(z) and K1(z) given
by (4), and subsequently establish the main result of this paper. Let PΛi (t) , Pi(Λ1 6 t), t > 0,
i = {0, 1}, denote the cdf of the LR under the hypothesis Hi, i = {0, 1}, respectively. Since the
LR is the Radon–Nikodým derivative of the probability measure P1 with respect to the probability
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measure P0 (the two measures are assumed to be mutually absolutely continuous), one can deduce
the following result.
Lemma 3.1. dPΛ1 (t) = t dP
Λ
0 (t), t > 0.
This result is nothing but Wald’s [1] likelihood ratio identity (see also, e.g., [53, p. 13], [54,
p. 4], [55], or [22, Theorem 2.3.3, p. 32]), and can be obtained from the following argument:
dPΛ1 (t) , dP1(Λ1 6 t)
= dP1(X1 6 Λ−11 (t))
= Λ1(Λ−11 (t)) dP0(X1 6 Λ−11 (t))
= t dP0(Λ1 6 t)
= t dPΛ0 (t),
whence dPΛ1 (t) = t dP
Λ
0 (t), t > 0, as needed; cf. [23, 24] and [48, Chapter 3].
As an immediate implication of Lemma 3.1, observe that since
Ki(z) ,
d
dz
Pi(log Λ1 6 z)
=
d
dz
Pi(Λ1 6 ez)
=
d
dz
PΛi (e
z), i = {0, 1},
it follows that K1(z) = ez K0(z), z ∈ R. Now, setting z = y − x, the following can be seen to hold
true.
Lemma 3.2. e−y K1(y − x) = e−x K0(y − x), x, y ∈ R.
The foregoing lemma is the main result of this paper. It is an obvious extension of the results
obtained previously in [23, 24] for the Generalized Shiryaev–Roberts procedure. As simple as it
may seem, the established connection between K1(z) and K0(z) has far-reaching consequences. We
shall now elaborate on this at greater length.
At the very least Lemma 3.2 provides a “shortcut” to derive a formula for K1(z) from that for
K0(z), or the other way around—whichever one of the two is found first. To illustrate this point,
suppose that
f0(x) =
1√
2 pi
e−
x2
2 and f1(x) =
1√
2 pi
e−
(x−θ)2
2 ,
where x ∈ R and θ , 0, a known parameter (which is the “off-target” mean level). This basic
Gaussian model is the standard “testbed” model widely used in the literature for demonstrational
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purposes. Under this model it is direct to see that the log-LR is of the form
log Λn , log
f1(Xn)
f0(Xn)
= θ Xn − θ
2
2
, (10)
whence
K0(z) =
1√
2 pi θ2
exp
− 12θ2
(
z +
θ2
2
)2 , z ∈ R,
i.e., K0(z) is the pdf of a Gaussian distribution with mean −θ2/2 (< 0) and variance θ2 (, 0). As a
result, from K1(z) = ez K0(z) we obtain that
K1(z) =
1√
2 pi θ2
exp
− 12θ2
(
z − θ
2
2
)2 , z ∈ R,
i.e., K1(z) is the pdf of a Gaussian distribution with mean θ2/2 (> 0) and variance θ2 (, 0). This is
exactly what K1(z) is supposed to be for the Gaussian model at hand. We stress that the formula for
K1(z) was not obtained from (10), i.e., from the log-LR formula: we used the log-LR formula (10)
to recover K0(z) only, and then with K0(z) expressed explicitly, we exploited the identity K1(z) =
ez K0(z) to find K1(z). When fi(x), i = {0, 1}, are complicated, and the log-LR is not a simple
function, obtaining both Ki(z), i = {0, 1}, in a closed-form directly from the log-LR formula may
be rather “calculusy”. It is in such cases that appealing instead to the identity K1(z) = ez K0(z)
may prove especially advantageous, for the calculus involved is effectively half that required to get
K1(z) directly from the log-LR formula.
More importantly, observe that in view of Lemma 3.2, the aforementioned four integral equa-
tions (7) on Ni(x; a, b) and Pi(x; a, b), i = {0, 1}, can be rewritten as follows:
N0(x; a, b) = 1 +
∫ b
a
K0(y − x) N0(y; a, b) dy,
ex N1(x; a, b) = ex +
∫ b
a
K0(y − x) [ey N1(y; a, b)] dy,
P0(x) = F0(a − x) +
∫ b
a
K0(y − x) P0(y; a, b) dy,
ex P1(x) = ex F1(a − x) +
∫ b
a
K0(y − x) [ey P1(y; a, b)] dy,
so that the kernel K1(z) is eliminated entirely, and all of the equations turn out to involve only the
kernel K0(z). It is now evident that the ASN and OC functions of the SPRT under the null and
under the alternative are all governed by the same one integral equation but with different non-
homogeneous terms: the equation for N0(x; a, b) has 1 as its nonhomogeneous term, the equation
for P0(x; a, b) has F0(a − x) as its nonhomogeneous term, the equation for ex N1(x; a, b) has ex
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as its nonhomogeneous term, and the equation for ex P1(x; a, b) has ex F1(a − x) as its nonhomo-
geneous term. We note also that the latter two equations are to be solved not for N1(x; a, b) and
P1(x; a, b), but for ex N1(x; a, b) and ex P1(x; a, b), respectively, and the exponential factor present
in the obtained solutions is taken care of once ex N1(x; a, b) and ex P1(x; a, b) are found. Therefore,
Lemma 3.2 allows to find the ASNs and OCs of the SRPT under the null and under the alter-
native simultaneously in the manner that was explained at the end of Section 2, i.e., by simply
grouping the nonhomogeneous terms into one matrix. Furthermore, via the relation (6) the in- and
out-of-control ARLs of the CUSUM chart can also be computed concurrently, thereby making a
more efficient use of the computational resources available. This is the primary practical benefit
of Lemma 3.2, i.e., the main result of this paper.
To provide yet another illustration of the practical benefits of Lemma 3.2, consider the problem
of computing the entire distribution of the CUSUM Run Length under the hypothesis Hi, i = {0, 1}.
The respective integral equations and recurrences were obtained, e.g., by Ewan and Kemp [56] and
then also by Woodall [57]. See also, e.g., Waldmann [58]. Specifically, capitalizing on the fact
that the CUSUM chart is a sequence of SPRTs, for each hypothesis Hi, i = {0, 1}, Woodall [57]
expressed the distribution of the CUSUM Run Length through that of the Run Length of the SPRT.
See [57, p. 296]. The distribution of the SPRT, in turn, is found using repetitive application of the
linear integral operator
Ki ◦ u ,
∫ b
a
Ki(y − x) u(y) dy, (11)
where i = {0, 1}. Therefore, from Lemma 3.2 it is easy to see that the distribution of the SPRT
Run Length under the hypothesis H0 can be found concurrently with the distribution under the
hypothesis H1.
We would like to conclude this section with two remarks. First, note that the integral oper-
ator (11) was involved in all of the integral equations we considered. As a matter of fact, the
integral operator (11) can be used as a universal index that summarizes the overall performance of
the chart, whatever the specific metric be. By way of example, if one were interested in computing
the higher-order Hi-moments of the CUSUM Run Length, i.e., the quantities µ
(k)
i , Ei[(Cwh )k],
i = {0, 1}, k = 0, 1, . . ., then the equivalence of the CUSUM chart to sequential application of
the SPRT would again allow to express µ(k)i through the corresponding moments of the SPRT, and
the latter moments would again satisfy integral equations similar to equations (7). See, e.g., [56].
Therefore, Lemma 3.2 would again allow to lessen the computational cost, for it would allow to
compute µ(k)1 and µ
(k)
0 concurrently for any fixed k = 0, 1, . . .. Second, note that for Page’s [7]
symmetric two-sided CUSUM scheme, Lemma 3.2 would allow for an even greater reduction of
the computational complexity.
4. Conclusion
As part of the author’s ongoing effort to bridge the gap between the theory and application
of sequential analysis, this work sought to build on to the results obtained previously in [23, 24]
and in [48, Chapter 3], and provide an example of an alternative, more applicative use of one
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of the central techniques of theoretical sequential analysis—Wald’s [1] likelihood ratio identity.
Specifically, by virtue of the latter we obtained a connection between a broad range of in-control
characteristics of the CUSUM chart and their out-of-control counterparts. The obtained connection
relates directly the integral equations on the in-control characteristics and the integral equations on
the corresponding out-of-control characteristics. On a practical level, this relationship allows the
in- and out-of-control characteristics to be recovered simultaneously as solutions of the respective
integral equations, thereby improving the efficiency of any numerical method one may employ to
compute the performance of the CUSUM chart as well as that of the SPRT.
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