We study fractional stochastic volatility models in which the volatility process is a positive continuous function σ of a continuous fractional stochastic process B. The main results obtained in the present paper are generalizations of large deviation principles for the log-price process due to Forde and Zhang. We assume that the function σ satisfies a relatively mild condition expressed in terms of its local modulus of continuity in L 2 , while the process B is a Volterra type Gaussian process. The assumptions used by Forde and Zhang are more restrictive. It is supposed in their work that the function σ satisfies a global Hölder condition and the process B is fractional Brownian motion. We establish a small-noise large deviation principle for the log-price, and under an additional assumption of the self-similarity of the process B, derive a similar large deviation principle in the smalltime regime. As an application, we obtain asymptotic formulas for binary options, call and put pricing functions, and the implied volatility in certain mixed regimes.
INTRODUCTION
In this paper, we study stochastic volatility models in which the volatility process is a continuous function of a fractional stochasic process. Typical examples of such processes are fractional Brownian motion, the Riemann-Liouville fractional Brownian motion, and the fractional Ornstein-Uhlenbeck process. We establish small-noise and small-time large deviation principles for fractional models, and also charactrize leading terms in asymptotic expansions of option pricing functions and the implied volatility in various regimes.
Over the past few years fractional stochastic volatility models have become increasingly popular. In fractional models of our interest in the present paper, the asset price process S satisfies the following stochastic differential equation:
where s 0 is the initial price, while T > 0 is the time horizon. The processes W and B in (1) are independent standard Brownian motions, and ρ ∈ (−1, 1) is the correlation coefficient. We also use a standard notationρ = 1 − ρ 2 . It is assumed in (1) that σ is a continuous function on R, and B is a continuous fractional stochastic process. The equation in (1) is considered on a filtered probability space (Ω, F , {F t } 0≤t≤T , P), where {F t } 0≤t≤T is the completion of the filtration generated by W and B. The process σ( B) in (1) describes the stochastic evolution of volatility in the fractional model.
For 1 2 < H < 1, the kernel K H in formula (2) is defined by
while for 0 < H < 1 2 , the kernel K H is as follows:
The number c H > 0 in (3) and (4) is a normalizing constant given by
.
The Volterra type representation in (2) is called the Molčan-Golosov representation of B H (see [57] , p. 135). More details and explanations can be found in [16, 59, 25] .
Riemann-Liouville fractional Brownian motion: For 0 < H < 1, the Riemann-Liouville fractional Brownian motion is defined by
Recall that we denoted by K H the kernel associated with fractional Brownian motion (see (3) and (4)). Formula (7) provides the Volterra type representation of the process U H , while the function K H in (8) is the Volterra type kernel associated with U H . Our next goal is to give a short survey of fractional stochastic volatility models. One of the first continuous-time fractional models with stochastic volatility was introduced in the paper [13] of Comte and Renault. In [13] , σ(x) = e x and B is the fractional Ornstein-Uhlenbeck process with the Hurst parameter H > 1 2 (the long memory case). The same process B and a more general function σ are used in [10, 11] . In the paper [67] , the function σ is given by σ(x) = e β+kx , where β and k are constants, while the process B is as follows:
In the previous equality, the constant δ > 0 is interpreted as the observation time scale, while the process B is fractional noise.
The paper [1] introduces a fractional model, where the function σ satisfies certain boundedness and differentiablity conditions, while the process B is the Ornstein-Uhlenbeck process driven by the Riemann-Liouville fBm. Uncorrelated Gaussian and Gaussian selfsimilar models were introduced in [37] and [38] , respectively. In such models σ(x) = |x|, while B is a general Gaussian process ( [37] ), or a Gaussian self-similar process ([38] ).
In the groundbreaking paper [31] , Gatheral, Jaisson, and Rosenbaum analyzed highfrequency time series of volatility. They claimed that the volatility behaves like the exponential of fBm with H approximately equal to 0.1.
In [5] , a rough Bergomi model was introduced. A simple case of such a model is the following: σ(x) = e x and B is equal to the Riemann-Liouville fBm with 0 < H < 1 2 . The other papers, where this model is studied, are [43, 44] . In the version of the rough Bergomi model used in [44] , the process B is a non-centered Riemann-Liouville fractional Brownian motion. In the present paper, only centered Volterra type processes B are considered. However, in our opinion, it should not be difficult to obtain similar results for fractional models with non-centered processes B.
In [26] , the function σ satisfies a global Hölder condition, while B is fBm with 0 < H < 1 2 . In [27] , a rough model, in which the function σ satisfies certain smoothness and boundedness conditions, and the process B is the Muravlev representation of fractional Brownian motion, is studied. The rough model considered in [29, 30] uses the function σ that is smooth, bounded, and has bounded derivatives, and a scaled fractional Ornstein-Ulenbeck process as the process B. The paper [6] deals with rough stochastic volatility models, in which the function σ is smooth, while the acceptable processes B are certain 3 Volterra type Gaussian processes. In an important paper [4] , rough paths and regularity structures are used to study fractional models. The function σ used in [4] satisfies certain smoothness conditions, while the process B is the Riemann-Liouville fractional Brownian motion. Furthermore, the paper [4] deals with more complicated fractional models.
In [8] , interesting fractional stochastic volatility models are introduced and studied. In one of them, the log-volatility is modelled by the Cauchy process, that is, the centered stationary Gaussian process with the correlation function given by
where − 1 2 < α < 1 2 and β > 0. In a certain sense, the parameter α describes roughness of the volatility, while β characterizes its memory properties. It is important to emphasize that roughness and memory are decoupled in the volatility model described above. In more standard stochastic volatility models, which depend on the Hurst parameter H, this effect of decoupling is absent. In such models, roughness and memory properties of the volatility are expressed in terms of the same parameter H. The authors of [8] also study more complicated non-Gaussian volatility models based on the Cauchy process, or on a Brownian semistationary process (more information can be found in [8] ).
We finish our incomplete overview of fractional stochastic volatility models by giving references to the so-called fractional Heston models. In such models, the variance process is a fractional verison of the CIR-process (the square root process). Fractional Heston models go back to Comte, Coutin, and Renault (see [12] ). The variance process in [12] is the Riemann-Liouville fractional integral operator applied to the CIR-process. A similar variance process is used in [32] , while in [22, 23] , the Riemann-Liouville fractional integral operator is used to modify the stochastic differential equation for the variance in the Heston model. In [42] , the Volterra Heston model is introduced and studied. In this model, the Riemann-Liouville kernel is replaced by a more general Volterra type kernel.
We will next comment on what has been accomplished in the present paper. The main results obtained in it (Theorems 16 and 20 below) generalize small-noise and small-time large deviation principles for fractional models, established in the paper [26] of Forde and Zhang. Theorem 16 contains a small-noise large deviation principle for the log-price process X = log S, while Theorem 20 deals with a small-time version. The restrictions imposed on σ and B in the present paper are rather mild in comparison with those used in [26] . We assume that the function σ is locally ω-continuous, where ω is a given modulus of continuity, while B is a Volterra type Gaussian process (see Definition 2 in Section 2). In [26] , the function σ satisfies a global Hölder condition, while the process B is fractional Brownian motion. Large deviation principles, similar to those in [26] , were obtained in [4] for a special class of rough volatility models. In [44], a large deviation principle for the rough Bergomi model was established.
Asymptotic analysis of fractional stochastic volatility models has become a popular field of research in financial mathematics. A significant part of such an analysis is the study of a small maturity behavior of option pricing functions and the implied volatility. In [26] , Forde and Zhang obtained asymptotic formulas in a mixed small-maturity small-log-moneyness regime for call and put pricing functions and the implied volatility. Using the large deviation principles in Theorems 16 and 20, we derive similar asymptotic formulas in a more general setting (see Section 7) . A great deal of information about the small-maturity asymptotics of various quantities, arising in the theory of fractional models, can be extracted from the papers mentioned above.
The structure of this paper is as follows. In Section 2, we study Gaussian processes which admit a Volterra type representation with the kernel satisfying the Hölder condition in L 2 . We call such processes Volterra type Gaussian processes. Our definition is based on the definition of a Volterra type process in [40, 41] . Note that an extra restriction is imposed on a Volterra type process in [40, 41] (see condition (c) in Remark 3 below). This restriction is not used in the present paper. We also prove in Section 2 that fractional Brownian motion, the Riemann-Liouville fractional Brownian motion, and the fractional Ornstein-Uhlenbeck process are Volterra type processes (see Lemmas 7, 8 , and 10 below). In Section 3, we discuss fractional stochastic volatility models, and comment on the martingality of the asset price process S. In Section 4, we formulate our main results (Theorems 16 and 20) . Theorem 16 contains a small-noise large deviation principle for a scaled version of the Volterra type stochastic volatility model. This theorem generalizes a corresponding theorem in [26] (see (4.16) and the proof of Theorem 4.8 in Appendix B of [26] ). However, no additional scaling is used in [26] . Although the structure of the proof of Theorem 16 is essentially the same as that of the corresponding assertion in [26] , various difficulties arise in the case considered in the present paper. The first difficulty is the loss of the stationarity of increments property for the process B (fractional Brownian motion possesses this property, while more general Volterra type Gaussian processes used in this paper do not). One more difficulty is that since our restriction on the function σ is local and rather mild, a more refined choice of stopping times is needed in the proof of Theorem 16. In Section 4, we also derive a small-time large deviation principle using Theorem 16. We use an additional assumption that the process B is self-similar in this derivation (see Theorem 20) . Section 5 deals with the following question: Does the large deviation principle remain the same if we remove the drift term in the stochastic differential equation for the log-price? We show in Section 5 that the ansver to the previous question is affirmative. Section 6 contains the proof of the small-noise large deviation principle in the case where T = 1 (the general case is discussed after the formulation of Theorem 16 in Section 4). Finally, Section 7 provides asymptotic formulas for binary options, call and put pricing functions, and the implied volatility in a fractional Volterra type stochastic volatility model.
VOLTERRA TYPE GAUSSIAN PROCESSES
Fix the time horizon T > 0, and suppose K is a Lebesgue measurable function on [0, T] 2 such that T 0 T 0 K(t, s) 2 dtds < ∞ (a square integrable kernel). For such a kernel, the linear operator K :
The operator K is called a Hilbert-Schmidt integral operator.
It will be assumed throughout the paper that
The next assertion is well-known.
The space of all functions, which are Hölder continuous with exponent α, is denoted by C α [0, T]. This space, equipped with the norm || · || α defined by
is a compact linear operator. We will not use the previous statement in the present paper.
Suppose B is a centered Gaussian process of the following form:
where K is a square integrable kernel, and B is the standard Brownian motion appearing in (1) . Denote by { F t } 0≤t≤T the completion of the filtration generated by the process B.
The covariance function of the process B is given by
Definition 2. We call the process in (10) a Volterra type Gaussian process if the following conditions hold for the kernel K: (9) for the definition of M). [40, 41] (see Definition 5 in [40] and Definition 5.4 in [41] ). Note that the definitions in [40, 41] also contain the following restriction on the kernel K: (c) The operator K :
Remark 3. Condition (a) is a typical Volterra type condition for the kernel. Condition (b) was included in the definitions of a Volterra type Gaussian process in
will not be used in the present paper.
Remark 4.
There is a considerable literature on Volterra type stochastic processes. We will only mention several papers. In [42] , affine Volterra processes are introduced and studied. Besides, stochastic convolutions of the following form are considered: t → t 0 K(t − s)dM s , where M is a local martingale, while the kernel K satisfies condition (b) in Definition 2 (see (2.3) and (2.5) in [42] ). In [58] , Volterra type processes with respect to semimartingales are studied under the condition that the kernel K is a function of smooth variation (see [58] , Definition 1.3). Volterra processes in [15] have the following representation: t → A Volterra type Gaussian process in Definition 2 has a β-Hölder continuous modification for 0 < β < α 2 . Moreover, such a process is F t -adapted (see [40, 41] ). In the sequel, we will always assume that the Volterra type process has β-Hölder continuous paths a.s for all β with 0 < β < α 2 . In the rest of the present section, we discuss various examples of Volterra type processes. Let us first consider standard Brownian motion B and the Ornstein-Uhlenbeck process Z
The Volterra type kernels associated with these processes are given by K(t, s) = χ {s<t} and K (a) (t, s) = e −a(t−s) χ {s<t} , respectively. It is easy to see that the processes B and Z (a) t satisfy the conditions in Definition 2, and one can take α = 1 in part (b) of that definition. Hence, Brownian motion and the Ornstein-Uhlenbeck process are Volterra type processes. The previous fact was established in [40, 41] . [40, 41] 
Remark 5. Standard Brownian motion satisfies condition (c) in Remark 3 (see
Then, differentiating the previous equality, we obtain f (t) = 0 a.e. The Ornstein-Uhlenbeck kernel also satisfies condition (c). This can be shown as follows:
s. Finally, it follows from the previous two equalities that f (t) = 0 a.e. Remark 6. It is stated in [40, 41] that the condition K(t, s) > 0 for Lebesgue almost all 0 ≤ s < t ≤ T implies condition (c) in Remark 3. In our opinion, the proof of the previous statement given on p. 6 in [40] contains an error. More precisely, there should be the plus sign instead of the minus sign in the formula obtained by differentiating the last dispayed formula on p. 6 of [40] . We are not sure whether the proof included in [40] and [41] can be corrected.
We will next prove that classical fractional processes are of Volterra type. For fractional Brownian motion and the Riemann-Liouville fractional Brownian motion, the previous assertion was stated in [40, 41] . However, no proof of the validity of condition (b) for those processes was included in [40, 41] , and no information was provided about an acceptable value of the constant α. We will next give a detailed proof of the above-mentioned statement, and find the value of the constant α. We will also do the same for the fractional Ornstein-Uhlenbeck process.
Lemma 7. The Riemann-Liouville fractional Brownian motion R H is a Volterra type process. For R H , the constant α in Definition 2 is given by
Proof. Recall that the kernel K H for the process R H is defined by
Therefore, condition (a) in Definition 2 is satisfied. It will be shown next that condition (b) also holds. We have
It is not hard to prove, using the mean value theorem, that the last integral in (11) is finite. This shows that the process R H satisfies condition (b) in Definition 2 with α = 2H. (3). In the next estimates, the symbol c will stand for a positive constant that does not depend on t and h, but may change from line to line. It will also be assumed that t + h ≤ T.
It is easy to see that
We also have
and
It follows from (12), (13) , and (14) that condition (b) in Definition 2 holds with α = 1. Next suppose 0 < H < 1 2 . Then, using (4), we obtain
The following estimate holds true:
Next, taking into account the inequality
It follows from (15), (16) , and (17) that for the kernel K
H , condition (b) in Definition 2 holds with α = 2H. 9 Our next goal is to estimate the modulus of continuity of the kernel K
Moreover,
To estimate L 2 , we make the substitutions u = tv and s = tw. This gives
Next, making one more substitution v = wz, we get
It follows from (18), (19) , and (20) that for the kernel K
H , condition (b) in Definition 2 holds with α = 2H. Next, we observe that since this condition holds for the kernels K (1) H and K (2) H , it also holds for the kernel K H . We have established above that for the kernel K H , condition (b) in Definition 2 holds with α = 2H provided that 0 < H < 1 2 , and with α = 1 if 1 2 < H < 1. The proof of Lemma 8 is thus completed. Lemma 10. Fractional Ornstein-Uhlenbeck process U H is a Volterra type process. For this process, the constant α in Definition 2 is given by α = min(1, 2H).
Remark 11. We do not know whether Lemma 10 with α = 2H holds for 1 2 < H < 1. Proof of Lemma 10. Using formula (8) and Lemma 8, we see that in order to prove that condition (b) in Definition 2 holds for the kernel K H , it suffices to show that this condition with α = 1 holds for the Volterra type kernel defined by
We have
It follows from (21) that condition (b) with α = 1 holds for the kernel D H . This completes the proof of Lemma 10.
FRACTIONAL STOCHASTIC VOLATILITY MODELS
In the rest of the present paper, we assume that the process B in the stochastic model described by (1) is a continuous Volterra type Gaussian process (see (10) and Definition 2).
Since the function σ is continuous on R and the process B is continuous, we have
P-a.s. on Ω. It follows that the equation in (1) is a linear stochastic differential equation dS t = S t dM t with respect to the local martingale
The unique solution to the equation in (1) is the Doléans-Dade exponential
Therefore, the log-price process X t = log S t satisfies
11 where x 0 = log s 0 . Using (1) and (23), we see that the process S is a strictly positive local martingale, and hence a supermartingale. Therefore,
The inequality in (25) means that for every t ∈ [0, T], the first order moment of the asset price S t is finite. However, for some Volterra type Gaussian models higher-order moments of the asset price may be infinite (the moment explosion property). For every t > 0, we set p
The moment explosion property means that p
For instance, in the uncorrelated Stein-Stein model, where σ(u) = |u| and the volatility process B is the Ornstein-Uhlenbeck process (see [65] ), the moments explode (see [35] , or Theorem 6.17 in [36] ). For similar results in the case of the correlated Stein-Stein model with σ(u) = u, see [19] . In the case of a general uncorrelated Gaussian stochastic volatility model, model explosions are also present (see Theorem 9 in [37] ). An extreme example of the model explosion feature is the uncorrelated Hull-White model with σ(u) = e u and B equal to a standard Brownian motion. Then p (m) t = 1 for all t ∈ [0, T] (see [33, 34] , or [36] , Theorem 6.22).
By taking into account (25) , we see that the asset price process S is a martingale if and only if E [S t ] = s 0 for all t ∈ [0, T]. In such a case, P is a risk-neutral measure. There are numerous conditions guaranteeing that the Doléans-Dade exponential S is a martingale, e.g., Novikov's condition, Kazamaki's condition, Krylov's condition, and Benes' condition (see, e.g. [47, 62, 66] ). It is interesting that the asset price process S may be a martingale even for an exponentially growing function σ (see [45, 50, 64] ). For instance, it was established in [45] that for the Scott model (see [63] ), where σ(x) = e x and B is the Ornstein-Uhlenbeck process, the process S is a martingale if and only if −1 < ρ ≤ 0. Since the Ornstein-Uhlenbeck process with both the initial condition and the long-run mean equal to zero is a Volterra type Gaussian process, the previous statement shows that the asset price process in a Volterra type Gaussian model can be a strict local martingale. The loss of the martingality property in stochastic volatility models was studied in [2, 7, 39, 50, 54, 64] .
The next lemma shows that if the function σ in (23) grows slowly, then S is a martingale.
Lemma 12.
Suppose σ is a positive continuous function on R, satisfying the linear growth condition: σ(x) 2 ≤ c 1 + c 2 x 2 , for some c 1 > 0, c 2 > 0, and all x ∈ R. Suppose also that B is a nondegenerated continuous Gaussian process adapted to the filtration F t , 0 ≤ t ≤ T. Then the stochastic exponential S defined by (23) is an {F t }-martingale.
Proof. Denote by C and m the covariance function and the mean function of the process B, respectively. Since the process B is continuous, the functions C and m are continuous on [0, T] 2 and [0, T], respectively. It suffices to prove that there exists δ > 0 such that 12 (see, e.g., [36] , Corollary 2.11). It will be shown that the previous statement holds provided that
Let δ > 0 be such as in (27) . Then, we have
Set α(t) = 1 2C(t,t) − c 2 δ and β(t) = m(t) C(t,t) . Then, transforming the expression on the righthand side of (28), we see that
Finally, using (27) and the estimate |m(t)| < M for all 0 ≤ t ≤ T, we obtain (26) . This completes the proof of Lemma 12.
Remark 13. If S is a strict local martingale, then it is a sigma-martingale with respect to the measure P (see Proposition 2.5 in [17] ), and hence, by the Fundamental Theorem of Asset Pricing for not necessarily locally bounded semimartingales established in [17] , S satisfies the condition of No Free Lunch with Vanishing Risk (see Theorem 1.1 in [17] ).
SMALL-NOISE AND SMALL-TIME LARGE DEVIATION PRINCIPLES
Fix a parameter H > 0, and for every ε ∈ (0, 1], consider the following scaled version of the stochastic differential equation in (1):
For every β ∈ (0, 1], we have 
We will need the following definition. 13 
Definition 14.
Let ω be an increasing modulus of continuity on [0, ∞), that is, ω : R + → R + is an increasing function such that ω(0) = 0 and lim s↓0 ω(s) = 0. We call a function σ defined on
A special example of a modulus of continuity is ω(s) = s α with α ∈ (0, 1). In this case, we get a local α-Hölder condition. If α = 1, then the condition in Definition 14 is a local Lipschitz condition.
Remark 15.
With no loss of generality, we may suppose that δ → L(δ) is an even strictly increasing continuous function on [0, ∞) with L(0) > 0 and lim δ→∞ L(δ) = ∞. Then, the inverse function L −1 is defined and continuous on [L(0), ∞). Moreover, lim γ→∞ L −1 (γ) = ∞. We will assume throughout the paper that the function L satisfies the conditions formulated above.
where the symbol H 1 0 [0, T] stands for the Cameron-Martin space, consisting of absolutely continuous functions f on [0, T] such that f (0) = 0 andḟ ∈ L 2 [0, T]. The following notation will be used in the sequel:
The next assertion is one of the main result of the present paper. It provides a generalization of a large deviation principle established in [26] . Theorem 16. Suppose σ is a positive function on R that is locally ω-continuous for some modulus of continuity ω. Let H > 0, and let B be a Volterra type Gaussian process. Set
Then the function I T is a good rate function. Moreover, a small-noise large deviation principle with speed t −2H and rate function I T given by (32) holds for the process
T is defined by (30) . More precisely, for every Borel measurable subset A of R, the following estimates hold:
The symbols A • andĀ in the previous estimates stand for the interior and the closure of the set A, respectively.
In the next assertion, we discuss various properties of the function I T . Bayer (private communication, December 2017) . We are grateful to Christian for sharing his proof.
Remark 18. The proof of the monotonicity properties of the rate function I T given below is a simple modification of the proof of a similar statement in a slightly different setting due to Christian
Proof of Lemma 17. The fact that I T is continuous is rather standard (see, e.g., Corollary 4.6 in [26] ). We include its proof for the sake of completeness. Since I T is a rate function, it is lower-semicontinuous. On the other hand, the function I is equal to the infimum of a family of continuous functions, and hence it is upper-semicontinuous. It follows that I is a continuous function. It is also clear that the function I T is everywhere nonnegative. Next, using the function f = 0, we see that I T (0) = 0. It remains to prove the monotonicity statements in Lemma 17. We will only prove that I 1 is a non-decreasing function on (0, ∞). The proof in the remaining cases is similar.
The representation of the function I T given in formulas (78) and (49) below will be needed in the proof. We will reason by contradiction. Let x 1 < x 2 , and suppose I T (x 2 ) < I T (x 1 ). Fix ε > 0, for which I T (x 2 ) + ε < I T (x 1 ). Then, it follows from (78) and (49) 
for all z ∈ R and g ∈ H 1
The function t → Φ t y, f ,f is continuous. Moreover, Φ 0 y, f ,f = 0 and
Next, using the assumption 0 < x 1 < x 2 and the intermediate value theorem, we see that there exists r ∈ (0, 1), depending on ε and such that Φ r (y, f ,f ) = x 1 . Define a function h as follows:
Finally, taking z = y and g = h in (34), we arrive at a contradiction.
This completes the proof of Lemma 17. The proof of Theorem 16 in the special case where T = 1 is contained in Section 6. It resembles the proof of the small-noise analogue of Theorem 4.5 in [26] . However, as it has already been mentioned in the introduction, we had to overcome two major difficulties. It is assumed in [26] that the function σ satisfies a global Hölder condition, while our resriction on σ is local and rather weak. Moreover, the process B in [26] is fractional Brownain motion, which allows the authors of [26] to use the fact that the increments of fractional Brownian motion are stationary. In the present paper, the process B is a general continuous Volterra type Gaussian process, and among such processes, only fractional Brownian motion has stationary increments. Our next goal is to explain how to prove Theorem 16 in the general case, assuming that it holds for T = 1. The Volterra kernel K in Theorem 16 is defined on the set [0, T] 2 . Set
Then K T is a Volterra type kernel on [0, 1] 2 . Consider the process ε → X ε,H 1 , 0 < ε ≤ 1, associated with the kernel K T . Then for every ε ∈ (0, 1], we have
36) (we leave the previous equality as an exercise for the interested reader). Applying Theorem 16 with T = 1 to the process on the right-hand side of (36), we see that for every Borel set D ⊂ R,
Suppose A is a Borel set in R. Then, replacing ε by Tε and D by T H− 1 2 A, we obtain
It remains to show that for every x ∈ R,
Let
Using (35) and the previous remark in (37) , and simplifying the resulting expression, we obtain
where
Now, it is clear that (38) follows from (39), (40) , and (32) . The previous reasoning shows how to derive Theorem 16 in the general case from the case where T = 1.
If the process B is H-self-similar, then it is not hard to see, using (24) , (30) , and the 1 2 -self-similarity of Brownian motion, that
Let us set
Then, using Theorem 16, we see that the following small-time large deviation principle holds:
Theorem 20. Suppose σ is a positive function on R that is locally ω-continuous for some modulus of continuity ω. Suppose also that B is a Volterra type Gaussian process, and in addition, the process B is H-self-similar for some H with 0 < H < 1. Then a small time LDP with speed t −2H and good rate function I T given by (42) holds for the process (24) . More precisely, for every Borel measurable set A ⊂ R,
Proof. It follows from (41) that for every t ∈ (0, 1], X t,H T = X tT . It is not hard to see, using (33) and the previous equality that (43) holds.
Remark 21.
In this remark, we show that in a sense, the function I T does not depend on T. Let 0 < T 1 ≤ T. Then the kernel K, initially defined on [0, T] 2 , can be restricted to [0, T 1 ] 2 , and hence the process t → B t can be considered on the interval [0, T 1 ]. It is important to mention that if the process t → B t , 0 ≤ t ≤ T, is H-self-similar, then I T (x) = I T 1 (x) for all x ∈ R. Indeed, the self-similarity of B implies that K(t, s) = ε 1 2 −H K(εt, εs) for all 0 ≤ s ≤ t ≤ T and 0 < ε ≤ 1. Therefore, T (35) . Next, we see that (37) implies that I T (x) = I T 1 (x) for all x ∈ R. Finally, the equality I T (x) = I T 1 (x), x ∈ R, follows from (38) and (42) .
THE LDP DOES NOT CHANGE IF THE DRIFT TERM IS REMOVED
Suppose B is a Gaussian process such as in (10) . Suppose also that σ is a positive and continuous function on R. It is not hard to prove that there exists a continuous positive even function j on R, satisfying the following conditions: j is strictly increasing on [0, ∞); lim u→∞ j(u) = ∞; and σ(u) 2 ≤ j(u) for all u ∈ R. Then, there exists the inverse function j −1 defined on [j(0), ∞).
Compare the SDE in (30) with the following SDE:
The solution to the previous equation is given by
and it follows that
Therefore, for every δ > 0,
Using the large deviation principle for the maximum of a Gaussian process (see, e.g., (8.5) in [52] ), we can show that there exist constants C 1 > 0 and y 0 > 0 such that
for all y > y 0 . Therefore, for ε < ε 0 ,
Now, it is easy to see using (45) that
It follows that the processes
T − x 0 are exponentially equivalent (see Definition 4.2.10 in [18] ). Therefore, if the large deviation principle with speed ε −2H and rate function I T holds for the latter process, it also holds for the former one (see Theorem 4.2.13 in [18] ).
Similarly, the removal of the drift term in (24) does not influence the corresponding large deviation principle.
PROOF OF THE SMALL-NOISE LARGE DEVIATION PRINCIPLE
Let us assume that ρ = 0. The proof for ρ = 0 uses the same ideas and is much simpler. In the present section, we will prove Theorem 16 in the case where T = 1.
For every ε ∈ (0, 1), we have
The stochastic integrals in (46) exist, while the ordinary integral exists almost surely, by the L 2 -condition in (22) . To prove the equality in law in (46) , we show that the distribution functions of the second and the third expressions in (46) coincide. This can be done by conditioning on the path of the process s → σ(ε H B s ) and the value of the random variable 1 0 σ(ε H B s )dB s , and taking into account the independence of the processes B and W. It is not hard to prove, using the same ideas as in the proof of Lemma B-1 in [26] , that the two-dimensional process t → (B t , B t ) is Gaussian. In [26] , Lemma B-1 concerns the process t → (B t , B H t ), where B H is fBm with Hurst parameter H. However, the selfsimilarity property of the process B H is never used in the proof of Lemma B-1 in [26] .
Let us consider a centered Gaussian vector G in the space E = C[0, 1] 2 given by G = (B, B) . The covariance operator K : E * → E associated with G is as follows: Our next goal is to apply a well-known large deviation result for Gaussian measures (see Theorem 3.4.12 in [20] , or Theorem 2.2.3 in [3] ) to the vector G defined above. We will first define the abstract Wiener space W corresponding to G (see Definition 2.2.2 in [3] ).
where the closure is taken in the space C 0 [0, 1] 2 ; and µ is the Gaussian measure on (W, B(W)) induced by the process t → B t , B t . It is not hard to see that the space W is a separable Banach space, the space H is a separable Hilbert space, and j : H → W is a continuous linear injection (the first component of j is injective). It remains to prove that
where , denotes the duality between W * and W and j * : W * → H * = H is the adjoint transformation of j.
The space W * is the quotient space of the space of pairs of signed Borel measures of bounded variation on [0, 1] by the subspace A of E * annihilating W. The annihilation
We will next prove that the process ε → Φ m ε H W 1 , ε H B, ε H B is an exponentially good approximation as m → ∞ to the process
(see Definition 4.2.14 in [18] for more details on exponentially good approximations).
Lemma 23.
For every δ > 0,
Proof. Using (50), we see that in order to prove (58) , it suffices to show that
where σ
m , for all 0 ≤ t ≤ 1. In (59) , the symbol [a] stands for the integer part of the number a ∈ R.
In the sequel, we borrow some ideas from the proof in Appendix B.2 of [26] . However, we adapt that proof to our environment, and also need to change certain parts of the proof in [26] , since stronger restrictions on the function σ and the process B are imposed in [26] , than in the present paper. We will establish the following stronger condition than that in (59) :
There exists a positive function q(η), on η ∈ (0, η 0 ) for which q(η) ↑ ∞, L(q(η)) ↑ ∞, and L(q(η))ω(η) ↓ 0
as η ↓ 0. For instance, we can take q(η) = L −1 ( ω(η)) and η 0 = ω −1 (L(0)), where ω is a strictly decreasing positive continuous function on (0, ∞) such that ω(η) ↑ ∞ and ω(η)ω(η) ↓ 0 as η ↓ 0. Fix an integer m ≥ 1 and a number η with 0 < η < η 0 , and define a random variable by
If for ω ∈ Ω, the set in the previous definition is empty, then we set ξ
and 22 Next, using (62), (63) , and the local ω-continuity condition for σ, we see that
Let us fix λ > 0. Reasoning as in [26] (see the formulas after formula (B-4) in [26] ) and using estimate (64) instead of the estimates in (B-4) in [26] , we obtain
It follows that
(see a similar estimate in [26] ). Therefore, Chebyshev's inequality gives 2 , we get from the previous inequality that
Next, using the fact that the process t → −B t is a Brownian motion, we derive from (65) that
Now, replacing δ by δ |ρ| , transforming the resulting inequality, and using the last statement in (61), we obtain the following equality:
It is not hard to see that
and P ξ
We will need the following auxiliary statement. 
Remark 25. For fractional Brownian motion, Lemma 24 was established in [26] (see the proof on p. 138 of [26] ). The authors of [26] used the fact that fBm has stationary increments. Gaussian processes in Theorem 16 do not necessarily have stationary increments. However, Lemma 24 still holds.
Proof. We have P sup
To estimate the term on the right-hand side of (70), we will use estimates obtained in an interesting paper [14] of Csáki and Csörgő. The estimates in [14] are formulated for continuous stochastic processes indexed by the real line. With no loss of generality, we may assume that B t = 0 for t < 0 and B t = B 1 if t > 1. Let h > 0 be a small number and let t ∈ [0, 1 − h]. Recall that B is a Volterra type process. It follows from (10) that B t+h − B t is a Gaussian random variable with mean zero and variance V(t, h)
It follows that there exists x * > 0 such that for all x > x * ,
Next, using (71), we see that the estimate in (2.1) in [14] holds with γ = 1 2 , β = 2, and σ(h) = h α 2 . Now, we are ready to use Lemma 2.2 in [14] . It follows from this lemma with L(h) = 1 and α 2 instead of α that there exist constants C > 0, δ > 0, h 0 > 0, and x 0 > 0 such that P sup 24 for all x > x 0 and 0 < h < h 0 . Our next goal is to derive (69) from (72). Let us take any integer m such that 1 m < h 0 , and put h = 1 m . Let us also take any ε > 0 such that the number x defined by x = m α 2 ε −H y, where y is a number in Lemma 24, satisfies x > x 0 . Then, applying (72), we obtain P   sup t 1 ,t 2 ∈[0,1]:|t 1 −t 2 |≤ 1
It is easy to see that (69) 
It follows from (66) 
In the previous formulas, c 1 and c 2 are the constants appearing in the linear growth condition in Lemma 12, while λ k are the Karhunen-Loéve eigenvalues (see (90)).
Proof. Using formula (90) and taking into account (91), we obtain
It follows from (91) that 2aελ k < 1 2 for all k ≥ 1. Hence, 2aελ k 1−2aελ k < 1, k ≥ 1. Using (91), (93), and the inequality log(1 + h) ≤ h, 0 < h < 1, we obtain Therefore, the upper large deviation estimate for the call price follows from the previous inequality. The proof of Corollary 30 is thus completed. We will next turn our attention to the asymptotic behavior of the implied volatility. It is rather standard to use a call price estimate such as in Corollary 30 to study the small-noise and the small-maturity behavior of the implied volatility in the mixed regime. Important results, explaining how to charactrize the asymptotic behavior of the implied volatility in various regimes, knowning the behavior of the log-call, are contained in the paper [28] of Gao and Lee. The authors of [28] use various parametrizations of the log-moneyness and the dimensionless implied volatility by a parameter θ → ∞. In the small-noise case, we use the parameter θ = ε −1 and the parametrization ε → k ε,H T = yε 1 2 −H , ε → √ ε σ H (ε, k ε,H T ). In the small-time regime, the parameter θ = t −1 is used, and the parametrization is as follows: t → k t = yt We will only sketch the proof of part (i) of Corollary 35. The proof of part (ii) is similar.
Let L ε = log 1 C H (ε,K ε,H T )
. Then it follows from (86) that k ε,H T L ε → 0 as ε → 0. Therefore, we can use formula (7.8) in [28] in the regime considered in Corollary 35. It is not hard to see how to derive the formula in part (i) of Corollary 35 from formula (7.8) in [28] .
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