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Abstract
Spatial Fourier Transform for Blind Detection of Radio Observations of Rotating Radio
Transients
Xiaoqian He
In this thesis we propose a new blind algorithm, which we call Energy in Transformed Data
(ETD), for the detection of isolated astrophysical pulses. Unlike the conventional algorithm, which
requires de-dispersion, integration over frequency channels and matched filtering, the ETD algo-
rithm detects pulses in a space reciprocal to the space of filterbank data. The ETD algorithm is
implemented in three steps: (1) it applies the Spatial Fourier Transform (SFT) to filterbank data,
(2) it evaluates the energy of signal in the transformed space, and (3) it compares the value of the
total energy to a threshold. If the energy in transformed data exceeds the threshold, we claim that
we detect a potential pulse.
To analyze the detection capabilities of the ETD algorithm, we applied it to data of ten dif-
ferent Rotating Radio Transients (RRATs). The performance of the algorithm was compared to
the performance of two other algorithms, one of which is the conventional algorithm and the other
one is an algorithm that performs matched filtering in the SFT domain. The performance of the
ETD algorithm depends on the Signal-to-Noise ratio (SNR) of pulses. When the SNR threshold
is set to a large value such as 8, the ETD algorithm can detect 80.5% of all pulses detected by the
conventional algorithm. When the SNR threshold is set to 5, the ETD algorithm can detect only
40.4% detectable by the conventional algorithm.
The ability to detect broad and relatively weak astronomical pulses is a special feature of ETD.
As we demonstrate it in this thesis, the energy of pulses with a broad pulse profile (broad compared
to the time delay of the pulse arrival at the lower frequency of receiver) is concentrated around the
origin in the SFT domain. This allows to easily detect broad pulses by ETD.
The main drawback of the ETD algorithm is in its inability to detect pulses which are relatively
low in SNR value and have a narrow pulse profile. Analyzing the main advantages and disad-
vantages of ETD, we conclude that the algorithm can be used as a complementary method to the
conventional algorithm, especially when the task is to detect broad pulses parameterized by a low
SNR value. In addition to its use for current observations, we expect this method will be beneficial
for detection of other types of isolated transients.
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1Chapter 1
Introduction
Rotating radio transients (RRATs) are a special category of pulsars. Unlike pulsars, rotating
magnetized neutron stars [3], RRATs emit energy sporadically. RRATs were discovered through a
single pulse search of the Parkes Multibeam Pulsar Survey data (see McLaughlin et al. 2006 [4]).
Since then they are objects of intense study, see for example publications by Keith et al. 2009 [5]
and Keane et al. 2011 [6]. Figure 1.1 shows a plot of Dispersion Measure (DM) versus time which
is traditionally used to inspect single pulses. A bright single pulse can be noticed around DM
channel of 300. We can also notice a peak at the DM value of 0 pc/cm3, which is an indicator of
strong Radio Frequency Interference (RFI), a signal originated on the Earth. RRATs are known as
a subgroup of rotating magnetized neutron stars. Typical values of the rotational period of RRATs
are from 0.1 to 7 sec [2]. As stated earlier RRATs emit energy sporadically so that their burst rates
vary from one per minute to less than one per hour (see for details Keane & McLaughlin 2011 [6]).
Standard periodicity searches applied in radio astronomy for detection of new pulsars are based on
Fast Fourier Transform (FFT) which is applied to time series data. The transformed data are then
folded at a certain period to enhance Single-to-Noise Ratio (SNR) and profile of the pulse (Larsson
1996 [7]).
Since their discovery RRATs have been the subject of continuous analysis. The first X-ray
counterpart to a rotating radio transient (RRAT), J1819–1458, was discovered by Chandra obser-
vation. The X-ray properties of CXOU J181934.1–145804 suggested that it was the same object
as RRAT J1819–1458 and it was very likely to be a cooling neutron star. RRATs were thought to
be a new class of neutron stars (Reynolds 2006 [8]). To figure out the connection and difference
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Figure 1.1: Shown is a single pulse search output of a half hour observation (RR0037 0151.dat
data file) of J1819–1548. The three upper panels (left to right) show the number of pulses versus
SNR and DM channel, and the SNR versus DM channel. The panel at the bottom shows single
bright pulses around DM channel of 300, which corresponds to the DM value of 196 pc/cm3. Note
also the presence of the RFI peak at the DM value of 0 pc/cm3. [1]
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between RRATs and other neutron stars, RRATs’ characteristics and X-ray properties of CXOU
J181934.1–145804 were compared with the multiwavelength properties of other classes of neutron
stars. After observing the differences of P–P˙ distribution and birthrate (Burgay 2007 [9]) it was
concluded that RRATs are not magnetars.
During the last decade various interpretations were presented to explain the sporadic nature
of the energy emission by RRATs. There was a suggestion saying that a surrounding debris disk
interacted with the magnetosphere of neutron star and quenched the radio emission. Transient
radio emissions were allowed only temporarily when the disk did not go through the light cylinder
(Li 2006 [10]). In addition, radiation belts might trap plasma in a certain density. When the
trapped plasma got excited and waves disrupted the radiation belts, the plasma was released and
radio bursts were produced (Luo & Melrose 2007 [11]). Also asteroidal material injected into
magnetosphere would affect the density of plasma and altitude of emission, which would let some
emissions be intermittently detectable (Cordes & Shannon 2008 [12]).
On the other hand, RRATs might be too far away from observation or too weak so that some
emissions could not be detected and made RRATs emission behavior different from normal pulsars.
It was suggested that longer observing time would be able to reveal this conjecture (Weltevrede et
al. 2006 [13]).
1.1 Main Goal
The main goal of this thesis is to develop a novel transform-based algorithm for the detection of
isolated astrophysical pulses and to demonstrate its performance on time series of several RRATs.
The performance of the algorithm will be compared to the performance of the conventional algo-
rithm developed by McLaughlin et al. [4]. The conventional algorithm is the one which is currently
applied in practice.
Our algorithm will use filterbank data (spectrograms) as its input. Filterbank data can be in-
terpreted as images (the displayed function is an energy of the pulse across a number of discrete
channels vs time; due to the properties of the interstellar medium (ISM) the signal first arrives to
high frequencies of a receiver bandwidth, it will arrive to lower frequencies with a delay).
The conventional detection of pulses involves a number of basic steps: (1) data are de-dispersed,
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that is, the energy of the signal in different channels is vertically aligned, (2) the energy of the sig-
nal is integrated across frequency channels resulting in a one dimensional signal of the pulse as
a function of time, (3) a filter with impulse response matched to the signal is applied to the one
dimensional signal and (4) the peaks of the signal above the threshold of 5 of the noise are marked
as potential pulses.
The new algorithm developed and presented in the next chapter is an alternative to the conven-
tional detection algorithm for the detection of relatively bright pulses (high in SNR values). In the
case of a low value of SNR it can be viewed as a complimentary approach with an ability to easily
detect broad pulses while the conventional approach is sensitive to the detection of narrow pulses.
1.2 Data for performance analysis
In this thesis, we applied our algorithm to ten RRATs. They are J1317–5759, J1423–5647,
J1444–6026, J1739–2513, J1754–3011, J1819–1458, J1826–1419, J1839–0136, J1846–0257, and
J1913+1330. The listed RRATs were discovered while analyzing Parkes Multibeam Pulsar Survey
data (Manchester et al. 2001 [14]; McLaughlin et al. 2006 [4]; Keith et al. 2009 [5]). The
Parkes Observatory is an radio observatory in Australia with a dish of 64 meter in diameter. Since
1961 when it was built, the Parkes Observatory provided data supporting discoveries of quasars,
interstellar magnetic fields and most of the known pulsars [15].
1.3 Thesis Organization
The rest of this thesis is organized as follows:
• Chapter 2 describes three blind algorithms used to detect isolated transient pulses. Among
these algorithms, two are newly designed and the third one is the conventional algorithm
currently used by radio astronomers.
• Chapter 3 describes data used to analyze performance of the algorithms. It also presents the
experimental design and data pre-processing steps.
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• Chapter 4 compares the performance of the Conventional Algorithm (CA), Energy in Trans-
formed Data (ETD) and the algorithm implementing Matched Filtering in Spatial Fourier
Transform domain (MF-SFT).
• Chapter 5 presents conclusions regarding the performance of the algorithms and discusses
the future work.
6Chapter 2
Detection Rules
In this chapter we describe three algorithms for detection of dispersed astrophysical pulses.
One of them is the conventional approach and the other two are newly developed algorithms. We
will begin with a description of new algorithms, but prior to this we will introduce a few relevant
quantities.
2.1 Basic Concepts
Dispersion: An astrophysical pulse is broadband in its nature. It disperses as it travels through the
ISM, which is filled with free electrons. As a result, low frequencies describing the pulse will be
delayed compared to its high frequencies. This is a phenomenon known as dispersion. The time
delay, ∆t, experienced by an astrophysical pulse between a high frequency and a low frequency is
described by the following equation:
4 t = 4.149×103×DM×
(
1
f 2low
− 1
f 2high
)
[in sec.], (2.1)
where DM is the Dispersion Measure, the integrated column of free electrons over the line sight
measured in pc/cm3 and flow and fhigh are the low and high frequency in MHz. For example, the
L-band receiver installed on the Green Bank Telescope (GBT) has a receiver with flow set to 720
MHz and fhigh set to 920 MHz. Denoting the time of arrival to the lowest frequency of a receiver
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(a) Spectrogram and SFT (b) Lower left corner of SFT
Figure 2.1: This is an example of a bright pulse of J1819–1458. Its spectrogram is shown in the
top panel. The size of the spectrogram is 512× 2000 (K = 512, N = 2000). The lower panel shows
the result of applying a spatial Fourier transform (SFT) to the spectrogram. The characteristic
signature of a pulse in the SFT domain is shown at the lower left corner and upper right corner.
Zoomed in lower left corner is shown in the right figure.
as reference time, tre f , we can rewrite (2.1) for the delay in any frequency channel f :
tre f − t = 4.149×103×DM×
(
1
f 2re f
− 1
f 2
)
[in sec.]. (2.2)
Spectrogram: Astronomical pulses observed by a telescope are time series sampled at extremely
high frequency. The data are first cleaned of RFI and then transformed by means of a short time
Fourier transform. The adjacent transformed time intervals are arranged along columns of a two
dimensional array. To be more specific, a first interval composed of K temporal samples of a
received voltage signal, when Fourier transformed, is displayed as the first column of a two di-
mensional array. Next K temporal samples are transformed and placed in the two-dimensional
array as a second column, and the process continues until the end of time series is reached. The
entries along each column are discrete frequency channels. The two-dimensional array is then
passed through a squarer, which computes pixel-wise power of the two dimensional signal [16].
This array with K channels and N temporal bins is known as a spectrogram or filterbank data. An
example of a typical spectrogram is displayed at the top of Figure 2.1.
Pulse Parameters: Each dispersed astrophysical pulse displayed in the form of a spectrogram is
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a two-dimensional function of time and frequency. In addition to this, each pulse can be described
by a number of parameters including the pulse profile in each frequency channel. A typical pulse
profile may be modeled as a Gaussian pulse or as a Gaussian function convolved with an exponen-
tial function. The width of the pulse varies widely. It can be as small as 0.1 ms in width and as
broad as 100 ms in width. Both the width and the shape of the pulse profile affect the signature of
the pulse in the Spatial Fourier transform (SFT) domain.
Spatial Fourier Transform (SFT): Let g(t, f ) denote a spectrogram. The SFT of the spectrogram,
denote it G(u,v), is given as
G(u,v) =
N−1
∑
t=0
K−1
∑
f=0
g(t, f )exp
(
− j 2pitu
N
)
exp
(
− j 2pi f v
K
)
, (2.3)
where u and v are known in image processing as spatial frequencies [16] and in astronomy as
reciprocals of t and f . The dimensions of the transformed spectrogram, G(u,v) are the same as
the dimensions of g(t, f ), that is, K×N. As an illustration, a strong dispersed pulse and its SFT
are shown in Figure 2.1. Note that due to parameters of the pulse (it is a relatively broad pulse
compared to the time delay ∆t between the highest and lowest frequencies) the energy of SFT
pulse is concentrated around the (0,0) point in the SFT domain. The SFT signature of this pulse is
shown in Figure 2.3.
From (2.1), for a given number of frequency channels and a given number of temporal bins
(samples) in a spectrogram, increasing the value of DM results in increasing the delay between the
lowest and the highest frequencies. In the SFT domain increasing the DM value of the pulse rotates
its SFT signature counterclockwise. As an example, three dispersed pulses generated at DM = 50,
150, 250 pc/cm3 are displayed in Figure 2.2. The width of dispersed pulses was set to 5 ms and
the shape profile is selected to be a rectangle.
2.2 Algorithm 1: Energy in Transformed Data (ETD)
2.2.1 Decision Metric
Let R(u,v) denote the SFT of a noisy spectrogram. To detect a pulse in R(u,v), we zoom on
a small area of the (u,v) space around (0,0). The size of the area is determined by the width of
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Figure 2.2: The left panels show three generated pulses parameterized by the DM values of 50,
150, and 250 pc/cm3 without noise. The right panels show their SFT signatures. No bounding
mask as in Equation (2.5) is applied.
(a) SFT of a noisy pulse (b) SFT of noise
Figure 2.3: Two examples of a Spatial Fourier transformed spectrogram. The left panel shows the
SFT signature of a pulse of J1819–1548. The right panel shows the SFT signature of noise.
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the pulse, denote it as W. In our numerical evaluation, for typical time and frequency resolutions,
the area is set to maxval×maxval pixels with maxval varied from 16 to 32. The choice of the two
values results from the assumption that the width W of the pulse is between 1 ms and 15 ms, and
the DM values are in the range between 30 and 300 pc/cm3. We defer the mathematical explanation
of the choice of maxval to Appendix.
The DC component (u,v) = (0,0) as well as the vertical and horizontal axes u = 0 and v = 0
are set to zero for R(u,v). This ensures the removal of persistent RFI that show up in a spectrogram
in the form of horizontal or vertical lines or bands.
As a performance metric we choose the Energy in Transformed Data (ETD) defined as:
dET D = ∑
{(u,v): 0<u,v<maxval}
|R(u,v :)|2 . (2.4)
To reduce the effect of noise in some (but not in all) cases the sum in (2.4) is evaluated only over
the discrete values of (u,v) satisfying the following double inequality:
2d
f 3high
≤ v
u
≤ 2d
f 3low
, (2.5)
where d = 4.149× 103×DM. The double inequality (2.5) is a bounding “fan” defined by the
tangent lines to a dispersed pulse at flow and fhigh. As the DM value increases, the “fan” rotates
counter-clock wise around the origin in the SFT space.
In addition to the bounding box, we include an option that allows selecting “informative”
entries in |R(u,v)|2. The selection is justified by the Stein’s principle [17] of estimation of the
mean of a multivariate normal distribution, which underlies the theory of wavelet shrinkage by
Donoho and Johnstone [18]. They argue that wavelet coefficients above a universal asymptotic
threshold contribute information to the representation of a signal in terms of wavelets, while the
coefficients below the threshold are attributed to noise. The asymptotically optimal threshold by
Donoho and Johnstone is given as σ2
√
2log(KN), where σ2 is the noise variance in the SFT
domain.
Denote by Φ{x} an indicator function of an event x, that is Φ{x} = 1, if the event x holds and
Φ{x}= 0, otherwise. Thus, the metric (2.4) constrained by the two conditions above can be reduced
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to
dET D = ∑{
(u,v): 2d
f 3high
≤ vu≤ 2df 3low
} |R(u,v)|2× Φ{|R(u,v)|2>σ2√2log(KN)}. (2.6)
Note that the metric (2.6) allows for a blind search of pulses, when the DM values of pulses is
unknown. In our analysis in Ch. 3 and Ch. 4, we will not use this option, since the DM value of
all analyzed RRAT series is known.
The computational complexity of ETD is dominated by the term maxval×N log(N), which is
comparable to the complexity of the algorithm recently published by Zackay [19].
2.2.2 Decision Rule
Given a sequence of time-of-arrivals (TOAs) of potential pulses in a RRAT series, we crop
chunks of the spectrogram around each time-of-arrival (TOA), then apply SFT to each chunk and
calculate its ETD. The exact process of partitioning data into chunks is described in Ch. 3.
To have a rule which allows us to differentiate candidate pulses from noise, we select 100
chunks of noise from the same RRAT series. Chunks containing noise only are collected from the
space between the chunks with potential pulses. These chunks are transformed to the SFT space
and an ETD value for each chunk is found.
To make a distinction between pulses and noise, among the values of ETD of noise we picked
the maximum value of ETD and set it as a threshold in both 16×16 and 32×32 areas. Mathemat-
ically it is described as
dmaxnoise(maxval) = max
(i∈(1,...,N))
di(maxval) (2.7)
If dcandidate(maxval = 16)> dmaxnoise(maxval = 16)
and dcandidate(maxval = 32)> dmaxnoise(maxval = 32),
then we claim that the candidate is a pulse. Otherwise, we decide that the candidate is noise.
2.3 Algorithm 2: Matched Filtering in SFT domain (MF-SFT)
As an alternative to Algorithms 1 and 3 described in this chapter, we suggest to apply a two-
dimensional matched filter approach described in details in a recently accepted for publication
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MNRAS paper [20]. It requires (1) develop a bank of two-dimensional matched filters with the
filter response mimicking an underlying pulse in a spectrogram. Since the true shape and width of
the pulse are unknown, we would have to develop a number of filters parameterized by width and
DM values of the pulse; (2) each filter is spatially correlated with the tested spectrogram resulting
in a two-dimensional correlation function; (3) peak signal-to-noise ratio (PSNR), a performance
metric frequently used in image restoration and enhancement [16], used as a decision metric; (4)
the bank of matched filters are also spatially correlated to a set of spectrograms containing noise
only; (5) a decision rule that relates the maximum value of PSNR of the tested spectrogram and
the PSNR values of the spectrograms containing noise only is applied.
2.3.1 Implementation of Matched Filters in the SFT Domain
From the theory of the Fourier transform, spatial correlation in a two-dimensional space is a
computationally expensive signal processing operation. Its SFT counterpart is much more efficient
compared to the spatial correlation. From the convolution (correlation) property of the SFT, spatial
frequencies of a test spectrogram and of a matched filter simply multiply.
Let γ(t, f : DM,W ) be a spectrogram of a simulated pulse parameterized by a DM value and
a pulse width W (for details of how to simulate dispersed pulses see 2.4). No noise is added to
the pulse. Let Γ(u,v : DM,W ) be its two-dimensional Fourier transform. As before, denote a
test spectrogram transformed to the SFT domain as R(u,v). Similar to the case of Algorithm 1, to
match each filter to the noisy transformed data, we zoom on a small area around the zero frequency
and multiply R(u,v) by the complex conjugate of each response Γ(u,v : DM,W )∗.
2.3.2 Decision Metric
Since the product of R(u,v) and Γ(u,v : DM,W )∗ is complex valued in general, we use the
energy in correlated data (ECD) as a performance metric:
dECD(DM,W ) =
∞
∑
(u,v):0<u,v<maxval
|R(u,v)Γ∗(u,v : DM,W )|2×Φ
(|R(u,v)Γ∗(u,v:DM,W )|2>σ2
√
2log(KM)),
(2.8)
where we used the same rule of selection of informative pixels as before.
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Figure 2.4: The left panels show spectrograms of three noise free dispersed pulses. The right
panels show their three SFT signatures. The first row presents a pulse parameterized by DM =
196 pc/cm3 and W = 5 ms. The second row presents a pulse parameterized by DM = 196 pc/cm3
and W = 25 ms. The last row is a pulse generated with DM = 100 pc/cm3 and W = 5 ms.
Figure 2.5 shows an example of the SFT signature of a noisy spectrogram and the SFT signature
of a dispersed pulse. The generated dispersed pulse plays the role of spatial filter. The third figure
shows the energy of the product of the two functions.
2.3.3 Decision Rule
To distinguish candidate pulses from noise, we identify a set of spectrograms containing noise
only, extract the dependence of the ECD as a function of DM value from each spectrogram and
then find the maximum ECD value as a function of DM. Mathematically, this step can be described
as follows. Let d1(DM), . . . ,dL(DM) be L ECD functions extracted from L spectrograms of noise.
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(a) SFT of noisy pulse (b) SFT of dispersed pulse (c) Energy of (a) and (b)
Figure 2.5: The left panel shows the SFT signature of a noisy pulse of J1819–1458. The second
panel shows a simulated SFT signature of a dispersed pulse with the same DM and width of
J1819–1458, which is used as mask. The third figure shows the energy of the product of the two
signatures.
The maximum over the L functions for a given DM value is
dmax noise(DM) = max
i∈{1,...,L}
di(DM). (2.9)
To decide if raw data contain a pulse, we form a ratio of draw data(DM) to dmax noise(DM), then
search for a peak. Then the detection rule is based on the maximum value of the ratio:
Pulse is detected, if max
DM
{
draw data(DM)
dmax noise(DM)
}
≥ 1. (2.10)
Pulse is not detected, otherwise. This is an equivalent of determining the probability of detection
of the algorithm at an empirical zero false alarm rate. We will use the probability of detection to
characterize the performance of the SFT based method.
Note we neglected the dependence of the metric on the pulse width W. In the SFT domain,
W affects the length of the ”fan” that we observe. We found that fixing it at W = 5 ms generates
sufficiently good results in terms of the detection performance of Algorithm 2. This parameter can
be varied if needed.
2.4 Algorithm 3: Conventional Algorithm (CA)
The algorithm that we call here Conventional Algorithm (CA) is the one which is used by most
of radio astronomers for the search of isolated astrophysical pulses.
The conventional algorithm can be described in a few steps:
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• Convert the raw data collected at the back end of a radio telescope into a filterbank format.
• Dedisperse the filterbank data at the DM of each RRAT and also at a zero DM by using
the software named SIGPROC [21]. Since high frequencies of pulses travel faster through
the ISM compared to lower frequencies, the lower frequency components of the pulse are
observed by the receiver 4t seconds later compared to high frequency components. This
phenomenon is known as dispersion. To dedisperse the data, we shift data in each frequency
channel by the amount of time equal to the delay experienced by the frequency component
of the pulse and thus align pulse components across all channels into a vertical column.
To improve the SNR of the pulse the pulse components are integrated across all frequency
channels resulting in a one dimensional signal displayed as a function of time. An example
of a spectrogram and a one dimensional signal after its dedispersion is shown in Fig. 2.6.
Figure 2.6: Shown is a bright pulse of J1819–1458. The lower panel displays a spectrogram of a
dispersed pulse. The upper panel displays its time series after dedispersion.
• Apply a matched filter with a Gaussian profile to the dedispersed time series and search for
pulses exceeding in value a 5σ threshold. Here σ is the noise standard deviation after the
series is matched filtered. Pulses with SNR values above 5σ are considered to be candidate
pulses [22].
• Manually inspect the candidate pulses to verify their astrophysical nature.
16
Chapter 3
Data
In this chapter we describe the data which we use to evaluate performance of the three algo-
rithms presented in Chapter 2. We also discuss data preprocessing steps which we applied to the
data prior to the detection algorithms. At the end of this chapter we discuss the timing solution
used to locate potential pulses in each RRAT series.
3.1 Data Used and Initial Data Processing
In our analysis we used ten RRAT time series. All time series were acquired by the SCAMP
datataking machine at the Parkes Telescope. The data has 512 frequency channels. The total
bandwidth of the Parkes’ receiver is 256 MHz. The highest frequency of the receiver band was set
to 1518 MHz. The lower frequency of the band was set to 1262 MHz. All data were stored in a
binary form, with 1 bit per sample. The temporal length of the analyzed times series varied from
20 minutes to 30 and 60 minutes. The sampling interval in filterbank data was set to 100 µs. The
ten selected RRAT time series are listed in Table 3.1 together with the observational parameters
describing every RRAT. The parameters of the conventional pulse detection algorithm applied to
the data are listed in Table 3.2.
Before applying the three detection algorithms to the RRAT time series, we performed a num-
ber preprocessing steps. They are as follows:
• We first transformed raw time series with the extension .dat (data files) into (.dat.fil) fil-
terbank data format by using program FILTERBANK [21] on bowser, a server located in
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Physics and Astronomy Department at WVU.
• As a next step we saved a single .dat.fil file into 16 .ascii files parameterized by different
frequency ranges divided into groups of frequency channels (1 to 32, 33 to 64, 65 to 96,
97 to 128, 129 to 160, 161 to 192, 193 to 224, 225 to 256, 257 to 288, 289 to 320, 321 to
352, 353 to 384, 385 to 416, 417 to 448, 449 to 480, and 481 to 512 frequency channels) by
using program READER [21] on bowser, since we implemented new detection algorithms
in MATLAB which can not read .dat.fil files, or the whole array as large as time series data.
While saving data into different frequency ranges, a column of sample time was automati-
cally saved to the first column so that there were 33 columns per each .ascii file.
• As a following step, 16 .ascii files are transformed into 16 .mat files by using function tex-
tread in MATLAB. Simultaneously, we removed the first column in every .ascii file, which
represents the sampling time. After this we adjusted the time series of all frequency chan-
nels (the channels 1 through 8 had a different length from all other channels) to the same
length. For example, if a file has an observation time of 60 minutes, it would have a
length of 36,000,000 samples. However the first eight frequency channels have the length of
36,000,001.
• We calculated the time delay4t of pulses in a RRAT time series and made a decision about
the temporal size of the window into which we are going to partition each time series. This
step is needed to apply the two proposed algorithms to RRAT data.
4 t = 4.149×103×DM× ( 1
f 2low
− 1
f 2high
) (3.1)
Based on our calculations, we chose windows of six different lengths. A window can be set
to the length of 0.05, 0.1, 0.15, 0.2, 0.25 and 0.3 sec. For example, J1819–1458 has a 4t
of 0.1577 sec. To ensure that the entire pulse is displayed in a window, but no additional
noise is included in it, we set the window to the size of 0.2 sec. All window sizes selected
for performance testing are listed in Table 3.1.
• To analyze each pulse, we selected 7 different windows with a shift of 1/5 of the length of
the window around the anticipated location of each potential pulse. The overlap is set to be
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Figure 3.1: Choosing the size of the window for J1819–1458. Shown are seven windows. Each
following window is shifted 0.04 sec to the right or left of the previous window.
4/5 of the window length. In this case, we make sure that one of the seven windows contains
the entire pulse. Figure 3.1 illustrates a window of length 0.2 sec, and its shifted versions
with an overlap of 0.16 sec for J1819-1458.
3.2 Timing Solution
RRATs are irregularly emitting pulsars. If they would be normal pulsars they would emit
regularly, every rotating period. However, not every pulse can be observed in a RRAT series. To
Figure 3.2: Calculate TOA of potential pulses by adding n × Period to the TOA of a known
pulse. For J1819–1458, a strong known pulse is located at 440.1873 sec. The period of this RRAT
is 4.263 sec. By adding and subtracting one period at a time, we obtained the TOAs of potential
pulses. Thus pulses detected at the locations 444.4503 sec, 448.7133 sec and so on.
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save processing time we choose to work with windows of potential pulses. To be more specific,
since we know the period of every RRAT, we form windows around a few bright pulses first. To
calculate the TOA of other potential pulses, we selected one brightest pulse from each data file as
a known pulse, and then added or subtracted one period, two periods, and so on. The brightest
pulses of each data file are listed in Table3.1. After identifying the location of each potential pulse
in a RRAT series, we formed the seven shifted windows around the TOA of every potential pulse
in hope that one of the windows will contain the entire potential pulse. We illustrate this process
on the time series of J1819–1458 as shown in Figure 3.2.
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Chapter 4
Experimental Results
The pulse detection rules developed and described in the previous chapters were tested on
filterbank data of ten different RRATs.
4.1 Performance Comparison
The performance of the three algorithms is summarized in Tables 4.7–4.16. The Energy in
Transformed Data (ETD) and the Conventional Algorithms (CA) were applied to every location of
a potential pulse. To confirm pulse candidates detected by ETD, we applied Matched Filtering in
the Spatial Fourier Transform domain (MF-SFT) to the locations with pulses already detected by
either of the other two methods. The number of candidate pulses for each RRAT series are shown
in Table 4.1.
The application of the conventional algorithm with the detection threshold set to 5σ to the
RRAT data results in a large number of candidate pulses. After inspecting the candidates, pulses
due to RFI and spikes caused by noise are manually removed. The false alarm rate (FAR) of the
conventional algorithm for the threshold of 5σ is shown in Table 4.2.
There are three major steps of manual inspection. First, a pulse is a candidate if its value ex-
ceeds 5σ and is at the right phase. According to the periodicity of RRATs, pulses can be observed
only at certain locations. If a peak is not located at the expected phase, it is most likely noise
or RFI. Second, a candidate pulse is smoothed by using rebinning in time. The smoothing level
should not be too large or too small. In most cases selecting it between 4 and 7 is ideal. Re-binning
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Figure 4.1: Shown are several candidates detected by the conventional algorithm. The left panel
shows an example of a composite pulse. The pulse can be seen as a vertical line in the dedispersed
data on the left panel. The middle panel shows an example of noise. The right panel shows an
example of RFI, which can be seen as an approximately diagonal line in dedispersed data.
is a process of adding up the adjacent bins of data in an attempt to decrease the level of noise in
the data, which also improves SNR of the pulse. The re-binning level is the number of times the
data are re-binned in time. If raw data have 1,000 time samples and are re-binned once (a level
one re-binning is applied), then there will be 500 columns in a new window. Third, after reduc-
ing the resolution of a dedispersed time series (now performed in frequency direction) a candidate
dedispersed pulse is announced as a detected pulse only if the pulse is visible as a vertical line in
frequency channels.
Examples of pulses manually classified as RFI and of detected astrophysical pulses are shown
in Figure 4.1 Figure 4.2, Figure 4.3, and Figure 4.4 show three examples of different smoothing
levels of a bright pulse, a weak pulse and noise.
We employ the conventional algorithm as a baseline for our analysis. Using the pulses detected
by this algorithm as the ground truth we present the detection rates of the other two algorithms,
ETD and MF-SFT in Table 4.3.
When the conventional algorithm does not detect a candidate pulse but the ETD algorithm
suggests that this is a candidate pulse, we do not have a means to confirm that the pulse detected
by the ETD is a real pulse. In this case, we apply the algorithm performing MF-SFT to have a third
“opinion” about the presence or absence of a pulse. It is interesting to note that the total percentage
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Figure 4.2: This figure shows different smoothing levels of a bright pulse. Smoothing level 0
means the data is not smoothed. We can see that this bright pulse is visible even when it is not
smoothed. When the smoothing level is larger, the pulse is more visible and has a higher SNR.
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Figure 4.3: This figure shows different smoothing levels of a weak pulse. The peak of pulse is not
significant, when smoothing level is 0 to 2. When the smoothing level is larger, the pulse is more
significant.
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Figure 4.4: This figure shows different smoothing levels of white noise. There is no significant
peak of pulse showing up from smoothing level 1 to 9.
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Figure 4.5: (a) Spectrogram of the pulse with the TOA at 645.3976 sec. in RR0090 0121 and SNR
of 16.1. The pulse is detected by both the conventional algorithm and by the ETD algorithm. (b)
Signature of the pulse in (a) in the SFT domain. (c) Spectrogram of the pulse at 661.5901 sec. in
RR0090 0121 with SNR of 4.1. The pulse is detected by the ETD algorithm but not detected by
the conventional algorithm. (d) The signature of this pulse in the SFT domain.
of candidate pulses detected by the ETD algorithm and confirmed by MF-SFT, but not detected by
the conventional algorithm, is equal to 79.1%.
Two candidate pulses from the RRAT time series RR0090 0121 of J1826–1419 are shown in
Figure 4.5. The top pulse with the conventional SNR of 10.5, is detected both by the conventional
algorithm and by ETD. The pulse at the bottom, with the SNR value of 3.4, is detected by the
ETD algorithm, but not detected by the conventional algorithm with the detection threshold set to
5σ . Note that the two pulses are very faint, but can be seen by a trained eye, both in time series
and the SFT domain. They have the same DM value (based on the slope of the dispersed pulses)
and a very similar signature in the SFT domain. Two other examples from the RRAT time series
RR0086 0181 of J1913+1330 and the RRAT time series RR0037 0071 of J1317–5759 are shown
in Figure 4.6 and Figure 4.7.
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Figure 4.6: (a) Spectrogram of the pulse at 1408.0501 sec. in RR0086 0181 and SNR of 19.6. The
pulse is detected by both the conventional algorithm and by the ETD algorithm. (b) Signature of
this pulse in the SFT domain. (c) Spectrogram of the pulse at 1757.9401 sec. in RR0086 0181
with SNR of 2.8. The pulse is detected by the ETD algorithm but not detected by the conventional
algorithm. (d) Signature of this pulse in the SFT domain.
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Figure 4.7: (a) Shown is a spectrogram of the pulse timed at 516.9901 sec. in RR0037 0071. The
pulse is detected by both the conventional algorithm and by the ETD algorithm. (b) The signature
of this pulse in the SFT domain. (c) Shown is a spectrogram of the pulse at 305.7601 sec. in
RR0037 0071. The pulse is detected by the ETD algorithm but not detected by the conventional
algorithm. (d) The signature of this pulse in the SFT domain.
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Data File Name PSR Name
Detected
by CA
Detected
by ETD
Detected
by MF-SFT
Detected by
CA and ETD
Detected by
ETD and MF-SFT
RR0037 0011 J1754–3011 6 8 7 0 4
RR0037 0031 J1839–0136 1 30 30 0 29
RR0037 0071 J1317–5759 13 41 25 7 21
RR0037 0151 J1819–1458 48 30 50 27 30
RR0070 0131 J1423–5647 1 2 2 1 2
RR0086 0181 J1913+1330 7 5 9 2 5
RR0090 0121 J1826–1419 16 23 28 4 18
RR0090 0181 J1444–6026 2 1 2 1 1
RR0090 0211 J1846–0257 7 1 6 0 1
RR0090 0271 J1739–2513 3 12 13 0 10
Total – 104 153 172 42 121
Table 4.1: The second, third and forth columns present the number of candidate pulses detected
by each individual algorithm. The fifth column lists the number of candidate pulses detected by
both the conventional algorithm and by the ETD algorithm. The sixth column is the number of
candidate pulses detected by both the ETD algorithm and by the algorithm performing Matched
Filtering in the SFT domain.
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File Name Number of Candidates Detections Non-candidates False Alarm Rate
RR0037 0011 6 82 76 92.7%
RR0037 0031 1 9 8 88.9%
RR0037 0071 13 24 11 45.8%
RR0037 0151 48 73 25 34.2%
RR0070 0131 1 14 13 92.9%
RR0086 0181 7 27 20 74.1%
RR0090 0121 16 25 9 36.0%
RR0090 0181 2 29 27 93.1%
RR0090 0211 7 28 21 75.0%
RR0090 0271 3 22 19 86.4%
Total 104 333 229 68.8%
Table 4.2: The second column is the number of candidate pulses detected by the conventional
algorithm after manual inspection. It means they are confirmed pulses. The third column presents
the number of candidate pulses detected by the algorithms but not inspected by eye. The fourth
column lists the number of candidate pulses which are not confirmed after being inspected by eye.
They are considered as RFI and pulses due to noise. The fifth column presents the false alarm rate
of the conventional algorithm for each data file. The last row of the table shows the total number
of candidate pulses in the second through the fourth columns and the average false alarm rate.
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Algorithm SNR>10 SNR>9 SNR>8 SNR>7 SNR>6 SNR>5
Conventional Algorithm 27 37 41 51 68 104
Energy in Transformed Data
Algorithm
25 33 35 39 40 42
Matched Filtering in SFT do-
main Algorithm
27 37 43 51 67 93
Energy in Transformed Data
Algorithm/Conventional Al-
gorithm
92.6% 89.2% 81.4% 76.5% 58.8% 40.4%
Matched Filtering in SFT do-
main Algorithm/Conventional
Algorithm
100.0% 100.0% 100.0% 100.0% 98.5% 89.4%
Table 4.3: The second column is the number of candidate pulses detected by the conventional
algorithm with SNR exceeding 10, 9, 8, 7, 6, and 5. The third and fourth columns show how
many candidate pulses, which have been detected by the conventional algorithm, are also detected
by the ETD algorithm and by the algorithm implementing Matched Filtering in the SFT domain,
respectively. The fifth and sixth columns present the percentage of detected candidate pulses by
the ETD algorithm and by the algorithm implementing Matched Filtering in the SFT domain.
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4.2 SNR calculated by a Matched Filter with a Gaussian vs.
Rectangular Profile
To calculate the SNR value for each detected pulse, we involved two matched filters, one with
a Gaussian profile and the other one with a rectangular profile. These filters were applied to de-
dispersed time series. These filters denoise data resulting in a more visible pulse and a smoothed
noise after their application. The profile of a pulse is often modeled as a Gaussian profile. It also
can be modeled as a Gaussian profile convolved with an exponential function which results in a
slow decaying right tail of the profile.
After applying a matched filter with a Gaussian profile, we re-bin the data with different
smoothing levels, from 0 to 11 (mentioned in section 4.1). Then we calculated SNR for all 12
smoothing levels and pick the maximum SNR. A typical value of smoothing which results in a
maximal SNR is between 4 and 7. When the maximum SNR appears at a smoothing level between
8 and 11, the SNR is not accurate, because the data are over-smoothed. For example, the 1023.56
sec pulse in RR0037 0011 data file has a SNR value of 19, but its smoothing level is 8. It was not
detected by the conventional algorithm, and was considered to be noise.
To have a second opinion about a value of SNR, we involved a filter with rectangular profile.
After applying this filter, we did not re-bin the data with different smoothing level, so that there
is only one SNR calculated for each candidate. Besides the candidates with smoothing level over
7, the SNR calculated by both filters are identical. Taking the RR0037 0151 data file as an ex-
ample, the average difference in SNR between a matched filter based on a Gaussian profile and a
rectangular profile is 1.3.
4.3 Candidate Pulses Detected in a Window Size of either 16 x
16 or 32 x 32, but not in Both
Apart from the pulses detected by the ETD algorithm and listed in Tables 4.7 through 4.16,
there are 11 candidate pulses detected by the conventional algorithm, but not detected by the ETD
algorithm. Also, there are 9 candidate pulses detected in the SFT space when the size of the
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(a) window size 16×16 (b) window size 32×32
Figure 4.8: Two examples of a Fourier transformed spectrogram. Both figures show the SFT
signature of a pulse of J1819–1548 arrived at 11005.3497 sec in RR0037 0151 data file. The left
panel shows the SFT signature in only 16×16 window size, and the right panel shows the SFT
signature in only 32×32 window size.
(u,v) window was set to 16×16, and 2 more candidate pulses are detected in the SFT space when
the size of the (u,v) window was set to 32×32. The pulses are listed in Table 4.4 and Table 4.5,
respectively. The algorithm performing MF-SFT confirmed the 11 candidate pulses detected by the
ETD algorithm. To illustrate one of the pulses detected by the ETD algorithm with the window size
16×16 but not with the window size 32×32, Figure 4.8 shows an example of the SFT signature of
a pulse of J1819–1548. Note that most of the pulse signature is concentrated around the origin of
the SFT space and thus the window of size 32×32 will include more noise pixels than the window
size of 16×16. On the other hand in the case of a pulse with a narrow profile in the filterbank
format, its reciprocal signature in the SFT space will stretch over a larger window and the window
of size 16×16 will not account for the energy of all pixels in the pulse signature. In this case
applying the window of size 32×32 leads to more reliable detection results.
4.4 Broad Pulses
The Fourier Transform of a rectangular pulse is a sinc function. Its first zero is observed at
N/W bin. The sinc function has a main lobe and side lobes. Most of energy is concentrated in its
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File Name TOA(s) SNR SNR2 CA ETD MF-SFT
RR0037 0151 1105.35 7.5 5.9 X - X
RR0037 0151 1326.97 6.2 7.0 X - X
RR0037 0151 1391.02 6.3 5.0 X - X
RR0086 0181 1417.30 6.0 8.8 X - X
RR0086 0181 1489.31 8.5 7.0 X - X
RR0090 0121 602.24 5.2 5.4 X - X
RR0090 0121 680.84 6.4 5.8 X - X
RR0090 0121 686.24 9.1 13.5 X - X
RR0090 0181 1771.41 5.5 4.8 X - X
Table 4.4: List of candidate pulses of the conventional algorithm detected by ETD only in the SFT
16×16 matrix. SNR2 is SNR calculated for the rectangular pulse.
File Name TOA(s) SNR SNR2 CA ETD MF-SFT
RR0037 0151 1578.56 11.6 9.5 X - X
RR0090 0271 313.11 5.0 3.5 X - X
Table 4.5: List of candidate pulses of the conventional algorithm detected by ETD only in the SFT
32×32 matrix. SNR2 is SNR calculated for rectangular pulse.
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Figure 4.9: The left plot shows a rectangular pulse A.1. The right plot shows its Fourier Transform
A.2.
main lobe (that is within N/W bins). It is interesting to note that the larger width (W) is, the more
concentrated energy is around the origin in the SFT domain. Figure 4.9 illustrates this. Rectangular
pulse A.1 is shown on the left panel and its Fourier Transform A.2 is shown on the right panel. As
W grows, the pulse becomes broader and the value of 2N/W become smaller.
We also observed an example of extremely narrow pulses. Some are as narrow as a few pixels
in width. Figure 4.11 presents two candidate pulses from the RRATs’ time series RR0070 0131 of
J1423–5647. The pulse at the top has SNR of 21.5 and estimated width of 12.8 ms. It is detected
by both the conventional algorithm and by the ETD algorithm. The pulse at the bottom has SNR
of 7.17 and estimated width of 12.8 ms. It is detected by only the ETD algorithm in the window of
size 16×16. It is not detected by the conventional algorithm with the threshold set to SNR = 5 (this
candidate was not detected as a pulse). Note that the two pulses are broad in time series and very
concentrated in the lower left corner of the SFT domain. They have the same DM value (based on
the slope of dispersed pulses) and a very similar signature in the SFT domain. In addition, both
pulses are detected in smaller window size of 8×8.
For a deeper analysis of the detection performance of the ETD algorithm in Table 4.6 we
displayed the SNR values of all pulses in RR0037 0151 detected by the conventional algorithm
versus the estimated width of each pulse. Figure 4.12 demonstrates this dependence. We color-
coded all pulses based on whether or not the ETD algorithm also detects them. A pulse represented
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Figure 4.10: Panel (a) shows a spectrogram of the pulse timed at 440.1873 sec. in RR0037 0151.
The pulse is detected by both the conventional algorithm and by the ETD algorithm. Panel (b)
shows the signature of this pulse in the SFT domain. Panel (c) shows the spectrogram of the pulse
at 423.0801 sec. in RR0037 0151. The pulse is detected by both the conventional algorithm and
by the ETD algorithm. Panel (d) shows the signature of the pulse in (c) in the SFT domain.
by a red square is not detected by the ETD algorithm. A pulse marked with a blue diamond
represents a detection. Note that the ETD algorithm fails to detect almost all pulses of width 0.8
ms. Only one pulse, with the largest SNR among all 0.8 ms width pulses, is detected in a window
of size 32 × 32. As the width of pulses increases, the ETD algorithm is able to detect more and
more pulses. There are 2 pulses of width 25.6 ms, but only one of them is detected in both types of
window. The other pulse with a lower SNR value is detected only by the window of size 16 × 16.
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Figure 4.11: Panel (a) shows the spectrogram of the pulse timed at 331.3901 s in RR0070 0131.
The pulse is detected by both the conventional algorithm and by the ETD algorithm. Panel (b)
displays the signature of this pulse in the SFT domain. Panel (c) shows the spectrogram of the
pulse at 198.5001 s in RR0070 0131. The pulse is detected by only the ETD algorithm in 16×16
window size, but not detected by the conventional algorithm. Panel (d) displays the signature of
this pulse in the SFT domain.
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Figure 4.12: A plot of SNR values of pulses detected by the conventional algorithm versus the
estimated width of each pulse. Blue diamonds indicate pulses detected by the ETD algorithm. Red
squares indicate pulses missed by the ETD algorithm. Green triangles are pulses detected by the
ETD algorithm but in a window of size 16 × 16. Purple crosses mark pulses detected by the ETD
algorithm in a window of size 32 × 32.
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Width
Number of
Candidates
Detections
Not
Detected
Detected only
by 16x16
Detected only
by 32x32
Detection
Rate
Detection Rate including
16x16 or 32x32 only
25.6 2 1 1 1 0 50.0% 100.0%
12.8 6 5 1 0 0 83.3% 83.3%
6.4 11 9 2 1 0 81.8% 90.9%
3.21 10 4 6 1 0 40.0% 50.0%
1.6 11 7 4 0 0 63.6% 63.6%
0.8 8 1 7 0 1 12.5% 25.0%
Sum 48 27 21 3 1 56.3% 64.6%
Table 4.6: The table presents a summary of the detection performance by the three detection al-
gorithms described in the previous chapter. The table lists estimated width of pulse, number of
candidate pulses, number of pulses detected by ETD, number of pulses not detected by ETD (nei-
ther in 16 × 16 nor 32 × 32 window size), number of pulses detected only in 16 × 16 window
size, number of pulses detected only in 32 × 32 window size, detection rate of ETD, and detection
rate if counting the pulses detected only in 16 × 16 or 32 × 32 window size. Each entry of the last
row in the table is a sum of values along each column. The last two entries of the last row present
the average of columns 7 and 8.
TOA (s) SNR SNR2 CA ETD MF-SFT
911.34 3.9 2.7 - X X
994.51 5.2 3.1 X - -
1023.56 19.0 2.8 - X -
1067.28 5.4 4.3 X - -
1110.76 4.1 2.4 - X -
1135.94 3.1 2.0 - X -
1394.66 4.9 2.7 - X -
1476.36 5.2 4.1 X - -
1918.48 3.7 2.0 - X X
2145.54 4.1 3.4 - X X
2361.84 5.3 2.8 X - X
2628.78 5.4 6.1 X - X
2792.50 5.2 4.5 X - X
3176.56 4.0 2.5 - X X
Table 4.7: A summary of the detection performance by the three detection algorithms introduced
in the previous chapter. The algorithms were applied to J1754–3011 data file of RR0037 0011.
SNR2 is an SNR calculated using a rectangular pulse profile.
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TOA (s) SNR SNR2 CA ETD MF-SFT
19.75 3.4 3.3 - X -
34.60 3.8 3.1 - X X
74.85 2.9 3.1 - X X
87.90 3.2 2.9 - X X
211.05 3.2 3.3 - X X
277.30 3.6 2.6 - X X
304.40 3.0 2.8 - X X
484.40 3.1 2.8 - X X
656.95 4.3 3.1 - X X
694.35 3.2 2.6 - X X
736.25 3.2 2.5 - X X
736.30 4.7 2.6 - X X
813.70 4.0 2.4 - X X
842.55 3.9 2.8 - X X
855.65 3.0 3.4 - X X
874.55 3.3 4.1 - X X
959.40 3.2 2.7 - X X
1045.95 4.2 3.4 - X X
1073.10 3.3 3.7 - X X
1124.40 3.1 3.5 - X X
1149.55 3.7 2.6 - X X
1214.20 3.5 2.8 - X X
1352.10 3.4 3.0 - X X
1354.90 3.3 3.2 - X X
1365.15 2.9 3.1 - X X
1367.00 3.5 3.3 - X X
1372.69 5.2 5.3 X - X
1500.65 3.1 3.2 - X X
1573.30 3.9 2.7 - X X
1665.55 3.1 5.1 - X X
1722.40 3.0 2.9 - X X
Table 4.8: A summary of the detection performance by the three detection algorithms introduced
in the previous chapter. The algorithms were applied to J1839–0136 data file of RR0037 0031.
SNR2 is an SNR calculated using a rectangular pulse profile.
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TOA (s) SNR SNR2 CA ETD MF-SFT
70.74 10.4 2.2 - X -
147.24 5.1 2.9 X - -
152.67 3.4 2.0 - X -
171.18 2.6 3.2 - X X
195.00 3.8 2.9 - X X
197.64 3.6 3.1 - X X
297.81 3.9 3.0 - X X
303.06 3.4 3.0 - X -
305.76 2.8 2.6 - X X
421.95 2.7 3.0 - X X
432.60 3.4 2.7 - X X
517.00 19.6 22.8 X X X
519.63 9.7 3.3 - X X
524.88 3.0 3.2 - X -
532.77 3.8 2.7 - X -
588.34 9.8 11.7 X X X
612.12 6.9 3.2 - X -
635.88 3.2 2.9 - X -
649.11 7.5 6.3 X X X
670.32 3.6 2.7 - X X
770.61 4.5 4.8 - X -
773.31 11.8 12.1 X X X
828.81 15.9 12.9 X X X
831.43 6.0 7.0 X - X
836.72 5.3 7.2 X - -
839.37 3.6 2.9 - X -
847.17 4.2 2.4 - X -
857.88 4.8 4.2 - X -
971.28 4.2 3.4 - X -
1013.75 13.2 11.6 X X X
1024.32 3.8 2.8 - X X
1048.02 2.8 2.4 - X -
1108.71 2.7 2.4 - X X
1177.38 inf 2.3 - X -
1267.08 3.0 3.2 - X -
1288.32 4.1 3.2 - X -
1341.18 3.7 3.1 - X -
1372.83 3.1 2.7 - X X
1380.72 3.6 2.8 - X -
1396.53 31.9 2.4 - X -
1431.20 9.9 7.3 X X X
1552.56 2.4 2.5 - X -
1573.74 3.4 2.9 - X X
1642.32 3.0 3.7 - X X
1655.81 6.8 6.3 X - X
1661.11 5.6 6.5 X - X
1758.86 5.4 4.5 X - X
Table 4.9: A summary of the detection performance by the three detection algorithms introduced
in the previous chapter. The algorithms were applied to J1317–5759 data file of RR0037 0071.
SNR2 is an SNR calculated using a rectangular pulse profile.
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TOA (s) SNR SNR2 CA ETD MF-SFT
9.53 6.0 5.1 X - X
116.14 9.1 7.3 X X X
256.81 34.4 30.0 X X X
291.00 3.8 5.3 - X X
312.29 9.3 7.5 X X X
388.77 5.1 4.2 X - X
423.08 17.2 11.8 X X X
427.40 20.7 18.7 X X X
440.19 65.1 54.4 X X X
444.47 11.8 13.8 X X X
448.74 7.4 7.4 X - X
457.30 6.2 6.2 X - X
461.55 18.9 19.5 X X X
555.35 9.1 6.9 X X X
597.94 9.5 7.2 X - X
781.32 7.4 6.4 X X X
807.09 5.3 3.6 X - X
883.59 7.8 7.8 X X X
900.65 55.2 51.6 X X X
934.82 9.8 9.8 X X X
1016.14 5.1 4.0 X - -
1079.72 30.7 36.4 X X X
1083.99 28.6 22.9 X X X
1096.78 10.5 7.9 X - X
1101.08 6.7 6.2 X - X
1105.35 7.5 5.9 X - X
1186.30 5.6 7.0 X - X
1216.22 5.7 6.3 X - X
1220.48 5.1 5.4 X - X
1237.42 9.8 9.0 X X X
1241.70 8.0 8.5 X - X
1322.70 16.5 12.5 X X X
1326.97 6.2 7.0 X - X
1331.27 61.2 42.0 X X X
1348.35 17.0 18.6 X X X
1352.66 5.6 6.4 X - X
1356.85 14.6 7.9 X X X
1365.38 5.5 7.8 X - X
1369.70 22.7 21.9 X X X
1386.79 5.2 6.8 X X X
1391.02 6.3 5.0 X - X
1429.27 7.0 7.0 X - X
1459.32 3.5 3.4 - X X
1463.49 8.8 7.7 X - X
1467.71 18.0 24.4 X X X
1480.56 8.0 8.2 X X X
1578.56 11.6 9.5 X - X
1612.71 12.5 11.8 X X X
1625.52 9.2 8.6 X X X
1761.85 8.8 4.4 X X X
1791.84 8.4 8.1 - X X
Table 4.10: A summary of the detection performance by the three detection algorithms introduced
in the previous chapter. The algorithms were applied to J1819–1458 data file of RR0037 0151.
SNR2 is an SNR calculated using a rectangular pulse profile.
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TOA (s) SNR SNR2 CA ETD MF-SFT
331.40 21.5 7.2 X X X
1602.84 3.6 3.4 - X X
Table 4.11: A summary of the detection performance by the three detection algorithms introduced
in the previous chapter. The algorithms were applied to J1423–5647 data file of RR0070 0131.
SNR2 is an SNR calculated using a rectangular pulse profile.
TOA (s) SNR SNR2 CA ETD MF-SFT
446.34 7.3 2.6 - X X
887.58 3.6 2.7 - X X
1260.36 5.3 3.0 X - -
1408.06 16.1 17.1 X X X
1408.99 6.7 7.3 X - X
1417.30 6.0 8.8 X - X
1420.99 6.8 7.3 X X X
1489.31 8.5 7.0 X - X
1642.54 5.1 5.4 X - X
1757.94 4.1 3.2 - X X
Table 4.12: The performance of the three algorithms for J1913+1330 data file RR0086 0181’s
candidate pulses. SNR2 is SNR calculated for rectangle pulse profile.
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TOA (s) SNR SNR2 CA ETD MF-SFT
26.19 2.7 3.0 - X -
158.04 2.7 3.3 - X X
185.79 inf 3.0 - X X
200.49 3.6 2.8 - X X
251.34 3.3 3.2 - X X
290.79 2.9 2.6 - X X
335.52 3.0 3.2 - X -
341.61 2.7 3.5 - X -
395.58 5.5 3.5 X - X
400.14 4.0 3.8 - X -
422.58 2.7 3.1 - X X
495.81 3.0 3.0 - X X
561.24 3.3 3.6 - X X
567.45 3.1 2.8 - X X
595.32 4.1 2.5 - X X
600.69 6.1 5.9 X - X
602.24 5.2 5.4 X - X
608.41 6.7 5.6 X - X
609.18 7.5 8.6 X X X
609.95 5.7 7.4 X - X
635.31 4.0 3.7 - X X
636.92 7.3 8.9 X - X
644.63 10.4 10.5 X X X
645.40 10.5 12.9 X X X
661.59 3.4 2.9 - X X
670.82 5.5 5.1 X - X
680.84 6.4 5.8 X - X
686.24 9.1 13.5 X - X
693.95 6.4 7.2 X - -
694.72 5.7 6.2 X X X
697.03 8.2 8.1 X - X
697.80 5.6 6.2 X - -
707.76 3.0 3.0 - X -
1008.51 9.6 3.0 - X X
1169.67 2.9 3.1 - X X
Table 4.13: The performance of the three algorithms for J1826–1419 data file RR0090 0121’s
candidate pulses. SNR2 is SNR calculated for rectangle pulse profile.
Xiaoqian He Chapter 4. Experimental Results 46
TOA (s) SNR SNR2 CA ETD MF-SFT
1771.41 5.5 4.8 X - X
2038.21 14.8 9.8 X X X
Table 4.14: The performance of the three algorithms for J1444–6026 data file RR0090 0181’s
candidate pulses. SNR2 is SNR calculated for rectangle pulse profile.
TOA (s) SNR SNR2 CA ETD MF-SFT
588.68 2.9 3.0 - X X
893.08 5.1 3.5 X - -
1287.10 6.0 5.3 X - X
1425.74 5.7 3.4 X - -
3212.14 5.3 3.9 X - X
3216.63 5.0 4.9 X - X
3516.56 5.8 4.0 X - X
3574.64 5.0 4.3 X - X
Table 4.15: The performance of the three algorithms for J1846–0257 data file RR0090 0211’s
candidate pulses. SNR2 is SNR calculated for rectangle pulse profile.
TOA (s) SNR SNR2 CA ETD MF-SFT
81.92 4.3 2.9 - X X
313.11 5.0 3.5 X - X
369.28 4.2 2.4 - X X
376.36 4.8 2.5 - X X
460.16 11.8 1.8 - X -
574.64 2.8 2.8 - X X
643.75 6.4 4.8 X - X
994.68 3.5 3.3 - X X
1025.60 5.7 3.5 - X X
1049.27 6.0 3.7 X - X
1094.52 6.0 3.7 - X X
1232.84 16.2 2.8 - X -
1392.64 4.0 2.4 - X X
1612.72 11.8 2.9 - X X
1650.88 3.2 2.7 - X X
Table 4.16: The performance of the three algorithms for J1739–2513 data file RR0090 0271’s
candidate pulses. SNR2 is SNR calculated for rectangle pulse profile.
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Chapter 5
Summary and Future Work
In this final chapter, we present a summary of our results and discuss future directions for our
work.
5.1 Brief Summary
In this thesis we proposed a new algorithm, which we called Energy in Transformed Data
(ETD), for the detection of isolated astrophysical pulses. Unlike the conventional algorithm, the
ETD algorithm detects pulses in a space reciprocal to the space of filterbank data. The ETD
algorithm is implemented in three steps: (1) it applies the SFT to filterbank data, (2) it evaluates
the signal energy in the transformed space, and (3) it compares the value of the total energy to
a threshold. If the energy in transformed data exceeds the threshold, we claim that we detect
a potential pulse. To analyze the detection capabilities of the ETD algorithm, we applied the
algorithm to ten different RRAT time series. The performance of the algorithm was compared to
the performance of two other algorithms one of which is the conventional algorithm and the other
one is an algorithm that performs matched filtering in the SFT domain.
5.1.1 Conclusions regarding the relative performance of the ETD
The performance of the ETD algorithm depends on the SNR value of pulses. When the detec-
tion threshold is set to a large value such as 8σ , the ETD algorithm is capable of detecting 80.5%
of all pulses detected by the conventional algorithm. When the detection threshold is set to 5σ , the
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ETD algorithm is able to detect only 40.4% detectable by the conventional algorithm.
As it is difficult to evaluate the exact value of SNR of pulses parameterized by a low SNR value,
we set the lower threshold to SNR = 5. Note that the ETD algorithm is able to detect many pulses
with the conventional SNR below 5 due to its ability to detect pulses with broad pulse profiles. For
the conventional algorithm, however, setting the SNR threshold to 4 or smaller leads to detecting
hundreds or even thousands of candidate pulses, which will further require manual inspection to
confirm or reject a pulse. Also, the pulses with SNR lower than 4 are not significant in time series
and hard to confirm by eye. This is why the conventional algorithm can not be used to confirm
single candidate pulses detected by the ETD algorithm, when SNR is set to a value below 5. If
we assume that all single candidate pulses detected by the ETD algorithm are due to noise, in this
case the average false alarm rate of the ETD algorithm is equal to 72.5%. The average FAR of the
conventional algorithm is 68.8%.
5.1.2 Using the MF-SFT Algorithm to Confirm Candidates
Since the conventional algorithm can not confirm some single candidate pulses detected by
the ETD algorithm, we used a third method called Matched Filtering in Spatial Fourier Transform
domain (MF-SFT), to confirm those candidate pulses.
The MF-SFT algorithm detects all pulses with the SNR values greater 7. When the SNR is
set to 5 and above, the MF-SFT algorithm detects 89.4% previously detected by the conventional
algorithm. This indicates that the detection ability of the algorithm is relatively accurate.
The percentage of single candidate pulses detected by the ETD algorithm confirmed by the
MF-SFT algorithm is 79.1%. If we assume that the MF-SFT is a baseline, then the ETD algorithm
demonstrates a relatively good performance.
5.2 Limitations of the ETD algorithm
The main drawback of the ETD algorithm is its decision rule (step 3 of the algorithm). If
the candidate’s ETD value is greater than maximum ETD value of noise in both the 16×16 and
32×32 matrix, we decide the candidate is a pulse. Otherwise, we decide the candidate is noise.
Since different RRATs have different DM values and other parameters, testing both windows is
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not appropriate, only one optimal window size should be used for a specific RRAT. As of now, the
decision rule is too stringent and it often leads to missed pulses.
5.3 Future Work
In the future we would like to continue testing performance of the ETD algorithm. The algo-
rithm can be applied to other data containing isolated astrophysical pulses. For example, the ETD
algorithm can be applied to search for Fast Radio Bursts or to search for perytons. We would also
like to vary a number of parameters of the ETD algorithm. For example, we can choose different
sizes of windows in the SFT space and find the maximum value of the ETD metric over all selected
window size.
Also, it would be interesting to see how the ETD algorithm would perform when applied to
beamformed array data (such as obtained by the Focal L-band Array instrument recently installed
at the Green Bank Telescope) and how it compares to the conventional algorithm in this case.
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Appendix A
Appendix
To better explain the choice of maxval, we will use a rectangular function as a profile of a
pulse. Let f (x) be a rectangle function:
f (n) =
1, |n|<
W
2
0, |n| ≥ W2
(A.1)
the discrete Fourier Transform of A.1, denote it as F(u), is given as
F(u) =
W/2
∑
n=−W/2
exp
(
− j2piu
N
n
)
=
sin(piuW/N)
sin(piu/N)
=W
(uW/N)
(u/N)
, (A.2)
for u = 0, . . . ,N−1.
Thus the discrete Fourier Transform of a rectangular function is a ratio of two functions. The
first zero of the in the numerator occurs at u = N/W. The first zeros of the denominator is at N.
Note that the main lobe of the in the numerator contains most of the energy of the signal. Thus
maxval in our computations has to be approximately set to N/W. For example, if N = 1024 and
W = 32, then N/W = 32. Using the typical sampling interval of length 10−4 seconds of the Parkes
telescope, the width of the pulse detectable using maxval of 32 is 3.2 ms.
