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Abstract
Microgrids are essential subsystems of modern electric power systems. They allow providing
electrical energy service for millions of people around the world by integrating multiple
distributed energy resources and energy storage technologies at a small scale. This thesis
studies these systems from the dynamical analysis and control point of view, to fulfill three
main objectives: first, to model pulse-width-modulated voltage and current source converters
for integrating distributed energy resources in ac microgrids (µGrids) with single-phase and
three-phase topologies; second, to develop Hamiltonian models for representing the whole
dynamics of ac µGrids via classical circuit theory, since this model exhibits interconnection
and dissipation structures typical in Lagrangian and Hamiltonian modeling; third, to design
passivity-based controllers for guaranteeing stable operation of the entire µGrids when these
are operated under grid-connected or isolated modes. Hamiltonian modeling of power
electronic converters based on voltage and current source technologies as well as Hamiltonian
models of electrical µGrids facilitate the dynamical analysis under the passivity paradigm
with stability and scalability criteria. The main contributions of this thesis are: integrating
supercapacitors and superconducting coils in ac power grids through a unified control model;
unified ac grid modeling via circuit theory and active and reactive power decoupling in power
converters under grid-connected mode as well as voltage and frequency control for isolated
µGrid configurations. Finally, simulation results corroborate the theoretical developments
presented in this thesis.
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This is a short list of the main abbreviations used in this thesis.
AC (ac) : Alternating current.
DC (dc) : Direct current.
DERs : Distributed energy resources.
IDA-PBC : Interconnection and damping assignment passivity-based control.
µGrids : Microgrids.
PLL : Phase-locked loop.
PI-PBC : Proportional-integral passivity-based control.
PWM-CSC : Pulse width modulated current source converter.
PWM-VSC : Pulse width modulated voltage source converter.
pH : port-Hamiltonian.
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SMES : Superconducting magnetic energy storage.
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Chapter 1
Introduction
This chapter presents the motivation for this thesis focusing on AC microgrids for providing
electrical service to end-users via the integration and control of multiple distributed energy
resources. The general concepts of Hamiltonian models and passivity-based control theory are
sketched here. Additionally, the state-of-the-art as well as the objectives, contributions and
publications derived from this thesis are presented.
1.1 Motivation
Recent advances in power electronics as well as the reduction in the cost in distributed
generation and energy storage have added to the worldwide preoccupation about the
greenhouse effects caused by power systems, have made possible the transformation of
conventional passive power systems into active electrical networks with the integration of
multiple distributed energy resources (DERs) [1–4]. Note that for integrating renewable
energy resources in electrical grids, energy storage technologies are needed, since these
devices allow reducing the energy fluctuations caused by variations in the weather (e.g., solar
radiation and temperature in solar systems or wind speed, humidity and pressure in wind
plants) or serving electrical users during periods of higher consumption and lower generation
capabilities, i.e., demand response strategies [5–7]. The integration of DERs has greatly
affected the electrical distribution system, much more so than the transmission system.
Additionally, it has drawn attention in multiple areas, such as planning [8], operation [9] and
control of power systems [10–12]; in the particular case of distribution systems, the planning
studies are mainly focused on the improvement of the grid through optimization models
related to economical dispatch and the reduction of power losses [7, 13, 14]; nevertheless, in
the case of operation and control, the main challenges are oriented to guaranteeing the stable
and reliable operation of the grid under variations in the load/generation [15, 16] or large
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disturbances such as short-circuits and electromagnetic transients [10, 17,18].
This investigation is oriented to the control of power electronic converters for the
integration of DERs. The control is via linear and nonlinear control strategies guaranteeing
dynamical stability in AC µGrids [19]. This area of research plays an important role in
the current structure of distribution systems, due to the rapid penetration of renewable
generation [20, 21] (mainly photovoltaic and wind) as well as the increasing penetration
of energy storage devices [10, 22–24], which have produced multiple challenges in classical
distribution systems, such as bidirectional power flow [25], dynamical energy compensation
[24], harmonic distortion, and voltage and frequency oscillations [26, 27], which need to be
analyzed from a dynamical point of view.
An additional interest of this thesis lies in the particular mathematical structure of the
power electronic converters fed by a current or voltage source and the grid itself, which allows
designing nonlinear control strategies that guarantee stability in the sense of Lyapunov [19].
This mathematical structure is widely known in the specialized literature as the Hamiltonian
formulation, which makes evident the intrinsic relation between the energy stored in the
electrical network with its dynamical representation [28–30]. Also, a Hamiltonian structure is
the main component of passivity-based control theory to design robust and reliable controllers
guaranteeing stability conditions [31,32]; besides, this control approach allows the scalability
of the power system via the theory interconnected systems [33], which corresponds to an
important advantage of the passivity-based control theory when compared with classical
linear and nonlinear control approaches.
1.2 Problem statement
Modern electrical networks have changed from hydro-thermal systems with passive loads
and a clear separation between generation, transmission and distribution, to active electrical
networks with distributed energy resources (DERs) which include renewable generation [21],
energy storage systems [34–36] and dynamic loads [4, 10, 37, 38]. These technologies can
be integrated into the electric power system by using power electronic converters under
the concept of microgrids (µGrids) [39–41], allowing improvements in voltage regulation,
reducing power oscillations caused by renewable energy, performing frequency regulation,
and supplying energy to the loads during service outages [4]. However, these improvements
can be only achieved by using effective control strategies that consider the µGrid as a whole
and not only as individual components [42,43].
All µGrids have power electronic converters based on forced commutation (e.g.,
voltage/current source [44] [11, 42]) or line commutation technologies [45]. These allow
advanced control strategies for operation in transient and steady state [10]. Several control
strategies have been explored in the specialized literature, namely: fuzzy-logic [46, 47],
www.utp.edu.co
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feedback linearization [11, 17, 44], model predictive [48] and passivity-based control [49–53].
Nevertheless, proportional-integral controls [10,54] are the most used approaches.
These controls are used when the µGrid operates in grid-connected mode. However, they
must be modified in island mode in order to support voltage profile and regulate electrical
frequency by using a primary/secondary control [55] that, in turn, can be centralized or
distributed [4]. The former is highly efficient but relies on the communication system [56]
while the latter requires fewer communication channels, which entails fewer investment costs
and allows scalability [57, 58].
Closed-loop stability must be guaranteed in the increasingly complex µGrids [15].
However, in many cases, the optimal tuning of a proportional-integral control in one device
could affect negatively the stability of the grid. This is because the model of the system is
oversimplified and the control is locally designed. In this context, we can pose the following
research question:
How to control each component so that the stability of the entire µGrid is guaranteed
under interconnected and islanded operation modes?
In order to answer this question it is necessary to use a generalized theory with the
following characteristics: i) Applicable to different types of devices (e.g., renewable energy,
batteries, and energy storage devices, among others), ii) Applicable to the nonlinear intrinsic
models of the components, iii) Easily integrable with the model of the entire system, iv)
Suitable to include the communication system, v) Guaranteed stability in different operative
conditions, and vi) Scalable.
Passivity-based control can be an appropriate control strategy to fulfill all these control
tasks [28]. However, research is required in order to apply this control paradigm to µGrids
taking into account all the complexities inherent in power networks.
Note that in the specialized literature there exist a few references that propose the
application of the passivation theory to operate AC µGrids, considering the natural passive
model of the electrical system. Nevertheless, these approaches are mainly focused on
single-phase microgrids (SP-µGrids) [15,19] as shown in Section 1.4 where a detailed review
of the state of the art is presented.
1.3 Background
1.3.1 Microgrids
Nowadays, the advance of power electronics for designing distributed generation and energy
storage systems has been proceeding steadily [1, 4]. These distributed energy resources are
typically connected in distribution systems [59, 60]. The interconnection of those devices at
distribution levels has changed the concept of passive networks with unidirectional flows to
www.utp.edu.co
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active networks with bidirectional flows, generating massive changes in distribution networks
[1, 61, 62]. The main changes correspond to the redesign of protection schemes and control
strategies to operate all distributed energy resources as an intelligent entity, in order to
improve its static and dynamic performance. Figure 1.1 presents a schematic representation
of the µGrid concept, which is defined by the U.S. Department of Energy as follows1
Definition 1 (Microgrid) A microgrid is a group of interconnected loads and DERs with
clearly defined electrical boundaries that acts as a single controllable entity with respect to the
grid and can connect and disconnect from the grid to enable it to operate in both grid-connected
or island modes.
ac
dc
ac
dc
RL filter
RL branch
Resistive
Load
Cap. Effect
B
re
ak
er
Phot. Syst.
DC link
Converter
Utility
Batteries
Figure 1.1: Possible configuration of a generic µGrid [63]
In addition, Table 1.1 presents a short list of successful µGrid experiences in the USA.
Most of the information related to µGrid projects presented in Table 1.1 was taken from [64].
1This definition was taken from [4]
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Based on these short successful experiences, it is possible to conclude that energy storage is
a necessary complement to guarantee the reliability, quality and uninterruptable operation
of any µGrid, i.e., energy storage devices give dynamical support to the µGrid and they
are entrusted with guaranteeing its dynamical stability by supplying generation and demand
variations [10, 65]. The next section shows the main applications of energy storage devices
to electric power systems.
Table 1.1: Some successful µGrid real systems in the USA
Project lead and title Location Technologies References
Chevron Energy Solutions –
CERTS microgrid demonstration
Santa Rita Jail, CA
large-scale energy storage
PV generation
fuel cells
[66]
SDG&E –
Beach Cities microgrid
Borrego Springs, CA
Storage system
outage management system
automated distribution control
advanced metering infrastructure
[67]
University of Hawaii –
Transmission congestion relief
Maui, HI
Intermittency management system
wind turbines
dynamic simulations modeling
[68]
University of Nevada Las Vegas –
“Hybrid” Homes: dramatic residential
demand reduction in the desert southwest
Las Vegas, NV
PV, advanced meters
in-home dashboard
automated demand response
storage system
[64]
ATK Space Systems –
powering a defense company with renewables
Promontory, UT
hydro-turbines
compressed air storage
solar thermal, wind turbines
waste heat recovery system
[64]
City of Fort Collins –
mixed distribution resources
Fort Collins, CO
PV, bio-fuel CHP
thermal storage, fuel cell
microturbines, PHEV
Demand response
[64]
Illinois Institute of Technology –
the perfect power prototype
Chicago, IL
advanced meters
intelligent system controller
gas fired generators
demand response controller
uninterruptable power supply
energy storage
[64]
Allegheny Power –
WV super circuit demonstrating
the reliability benefits of
dynamic feeder reconfiguration
Morgantown, WV
biodiesel combustion engine
microturbine, PV
energy storage
advanced wireless communications
dynamic feeder reconfiguration
[69]
Con Ed –
interoperability of DR resources
New York, NY
PHEVs, fuel cell
combustion engines
intelligent islanding
dynamic reconfiguration
fault isolation
[64]
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1.3.2 Energy storage devices
Energy storage technologies have emerged as promising low-cost alternatives to improve
the dynamical performance of power systems [70, 71]. These devices allow compensating
for the power and frequency oscillations in electrical networks which are produced by the
intermittence of the primary energy resources in renewable generation applications [72, 73],
large disturbances caused by variations in the circuit topology or short-circuit events [10,11,
15].
Multiple energy storage devices have been developed based on different design
technologies. The most prominent and widely used are based on chemical, mechanical and
electrical technologies [65]. In chemical technologies, the batteries correspond to the first
energy storage devices commonly employed for power systems and industrial applications,
the most attractive devices being Ion-Lithium, Nickel-Metal and Lead-Acid alloys [36,74]. In
the case of mechanical technologies, the most common energy storage devices are fly-wheels,
compressed-air and pumped-hydro systems; and their main applications are related with
transient stability and economic dispatch in power systems [10, 70, 75]. Finally, electrical
energy storage is an emerging technology that uses electrical and magnetic fields to store
energy, e.g., supercapacitors and ultracapacitors [76] as well as superconducting magnetic
energy storage have been recently developed [77]. The main applications of these technologies
are in distribution systems for compensating for the fluctuations produced by renewable
energies and frequency regulation in isolated operation [72,78].
For µGrid applications, energy storage based on chemical and electrical technologies
are preferred. Batteries are typically for power support and energy compensation over
long periods [79, 80], while electrical energy storage devices are used for their high power
density and fast response to transient phenomena and high variation in renewable generation
applications [72,78].
1.3.3 Hamiltonian Systems
Passivity-based control is a mathematically well-founded control theory based on the
Lagrangian and Hamiltonian formulations [28, 81]. In particular, in power systems, the
port-Hamiltonian (pH) structure has advantages over Lagrangian models, since dynamical
models related to circuits and power electronic converters have a natural Hamiltonian
structure [19]. The main advantage of representing power systems and µGrids with
Hamiltonian models lies in the strong relation between energy storage, dissipation and
interconnection structures with physical electrical phenomena such as inductive, capacitive
and resistive effects in transmission and distribution lines, power electronic converters and
generation systems [15].
This thesis uses the pH formulation to represent the interaction between DERs and
www.utp.edu.co
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µGrids through the dynamical modeling of power electronic converters by using an averaging
modeling of dynamical systems [29, 82]. The main idea of using Hamiltonian formulations
for modeling and controlling power systems lies in the possibility of exploiting the natural
open-loop Hamiltonian model of the network for designing nonlinear controllers under
Lyapunov’s stability paradigm while preserving their interconnection properties [19,28,31].
1.4 Related work
This section presents a brief literature review in the context of designing passivity based
controllers for DERs and µGrids. The analysis is mainly concentrated on superconducting
coils, supercapacitors, batteries, and photovoltaic and wind generation systems. Additionally,
there is presented a general approximation to analyze AC µGrids via the passivation theory
approach.
Table 1.2 presents the most popular control strategies for energy storage devices. Only
three energy storage technologies are considered: superconducting coils, batteries, and
supercapacitors. These are precisely the components in the scope of the thesis.
Table 1.2: Summary of investigations related to energy storage devices
Energy storage technology Control approach Type of converter References
Superconducting coils
Passivity-based control
Linear matrix inequalities
Feedback linearization
Passivity-based control
Model predictive control
Proportional-integral control
PWM-CSC
PWM-CSC
PWM-CSC and VSC
VSC with DC/DC Chopper
VSC with DC/DC Chopper
VSC with DC/DC Chopper
[83]
[84]
[11,44]
[85]
[86]
[87]
Supercapacitors
Passivity-based control
Model predictive control
Fuzzy logic control
DC/DC
VSC with DC/DC
VSC with DC/DC
[88]
[89]
[90]
Batteries
Adaptive Passivity-based control
Model predictive control
Fuzzy-sliding mode control
Bidirectional Boost converter
DC/DC
DC/DC
[91]
[92,93]
[94]
Note that [83] presents a PBC approach for controlling a superconducting coil connected
directly to a robust grid with a PWM-CSC for managing the current flowing through
the superconducting coil as well as managing the active power interchange between the
SMES system and the electrical network so as to compensate for the power fluctuations
in renewable generation sources, such as wind or solar photovoltaic. In addition, in [84],
the same problem is analyzed by using a matrix inequalities approach. The authors of
[11] propose the use of PWM-CSC for stabilizing power systems with rotatory machines
during electromagnetic transients caused by short-circuit events. For this purpose, they
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used a decoupling control method based on a feedback control method. In [44] proposed a
superconducting coil integrated with the power system via a VSC in cascade ith a DC-DC
chopper for compensating for voltage fluctuations in sensitive loads. A feedback strategy is
employed to control those converters. In [85] a passivity-based control approach based on
the energy shaping strategy is employed for integrating superconducting coils into microgrids
in order to compensate for the power oscillations introduced by renewable generation. in
addition, [86] proposes a model predictive control approach for reducing the power losses
caused by eddy currents in transformers, by integrating superconducting coils with VSCs
in cascade with DC-DC choppers. Authors of [87] propose a conventional proportional
integral control for smoothing the power from photovoltaic plants using VSCs with DC-DC
choppers for integrating the SMES system into the grid. In the case of the integration of
supercapacitors, authors of [88] propose the use of this energy storage system for enlarging the
useful life of a fuel cell. They presented a PBC approach applied to DC-DC converters for the
control of the supercapacitor and fuel cell. In [89] is proposed a model predictive controller for
integrating supercapacitors with a connection cascade between a VSC and a DC-DC converter
for load frequency control applications. Authors of [90] present a fuzzy control approach for
supercapacitor integration in elevator applications for smoothing speed variations during
elevator movements. In the case of battery integration, in [91] apply an adaptive PBC
approach to hybrid battery/photoivoltaic systems for smoothing power oscillations as well
as providing constant voltage at load terminals using DC-DC converters. [92] propose a
model predictive control approach for smoothing the power output of diesel plants for marine
applications via DC-DC converters. Authors of [93] use the same control approach for electric
vehicle applications.
Although passivity-based control has been proposed for controlling energy storage devices,
those articles focus only on analyzing one specific device, without taking into account the
rest of the electrical network, which does not bring about the possibility of extending the
stability properties to the whole of the electrical network.
Table 1.3 shows some papers that explore different control techniques to integrate wind
and photovoltaic generators in power µGrids. Note that passivity-based control theory
appears recurrently in the review of the state-of-the-art.
Note that [29] and [95, 96] propose PBC approaches for optimally tracking the power
from wind energy by controlling induction machines through back-to-back voltage source
converters in isolated and grid connected applications. In [97], instantaneous active
and reactive power theory is presented for controlling double-fed induction generators in
wind generation applications for interconnection to unbalanced three-phase microgrids.
In [98] is proposed an adaptive fuzzy controller for wind turbines in applications to
the voltage regulation of TP-µGrids. In [20] a model predictive control approach for
permanent-magnet synchronous machines in wind generation is presented. Authors of [42]
www.utp.edu.co
Chapter 1. Introduction 9
Table 1.3: Summary of investigations related to photovoltaic and wind generation
Generation technology Control approach Type of grid References
Wind generators
Passivity-based control
Instantaneous power theory
Adaptive fuzzy logic control
Model predictive control
Adaptive control
Control by consensus
Backstepping control
SP-µGrids and TP-µGrids
TP-µGrids
TP-µGrids
TP-µGrids
TP-µGrids
TP-µGrids
TP-µGrids
[29,95,96]
[97]
[98]
[20]
[42]
[99]
[100]
Photovoltaic generators
Passivity-based P control
Model predictive control
Instantaneous power theory
TP-µGrids
TP-µGrids
TP-µGrids
[101]
[102]
[103]
propose an interconnection of permanent-magnet synchronous machine with a combination
of diode-bridge in conjunction with a PWM-CSC for wind generation considering an adaptive
control strategy. In [99] is presented a consensus control for voltage and frequency control
of virtual synchronous generators in isolated TP-µGrid applications. In [100] is proposed a
backstepping control approach for voltage source converters connected in back-to-back form
for managing induction machines in wind generation systems. In the case of photovoltaic
applications, in [101] is proposed a proportional PBC control approach for controlling
voltage source inverters in solar generation integration to three-phase networks. In [102] a
combination of photovoltaic and wind plants for water desalination applications is presented
by employing a supervisor predictive controller. In [103] a classical PI control is used
for maximum power point tracking in solar systems based on voltage-power control or
active-reactive power control, depending on the amount of energy available in the solar system
and the requirements of the three-phase grid.
After a detailed review of the literature, there were found only two approximations
that analyze the whole microgrid as a complete entity. The first one, [19], explores the
structural properties of µGrids via passivation theory; nevertheless, it focuses particularly
on a single-phase µGrid with linear and nonlinear components without considering details
about the converters. The second one, [104], studies the operating conditions that allow an
inverter-based µGrids with meshed topologies to remain stable. However, they reduce the
dynamics of the grid to conventional power flow equations, assuming that the line parameters
are independent of the frequency. Additionally, it is important to mention that there are some
papers that analyze stability in DC microgrids [26,105–108]
Based on this review of the existing state-of-the-art, it is clear that there are no approaches
that analyze three-phase µGrids considering simultaneously distributed generators and
energy storage devices via passivation theory. This lack is used in this thesis as an opportunity
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for investigation. Passivity theory is chosen as the tool of analysis of electrical networks due
to the fact that most of the elements analyzed in this investigation can be modeled by using
pH formulations [15, 19].
1.5 Objectives
1.5.1 General
To design passivity-based controllers for power electronic converters for integrating
distributed energy resources (DERs) in AC µGrids.
1.5.2 Specifics
1. To study different mathematical models that represent the full dynamical behavior of
power electronic converters.
2. To analyze the structural properties of the dynamical models obtained using different
reference frames.
3. To propose linear and nonlinear controllers using passivity-based control theory to
integrate and operate the DERs in µGrids.
4. To develop general dynamical models that allow operating the µGrids considering
single-phase and three-phase representations and taking into account different operating
scenarios.
5. To develop passivity-based controllers for non-autonomous systems via the dynamics
of the error with proportional-integral actions.
1.6 Scope
This thesis focuses on the port-Hamiltonian modeling of µGrids, including distributed energy
resources such as distributed generation and energy storage devices. Nevertheless, to analyze
all the aspects associated with this topic is not realistic or achievable in just one doctoral
thesis. Hence, this research is limited, as follows.
1. Integration of renewable generation (wind or solar) based on current source modeling
at the DC sides of the power electronic converters. This means that the dynamics of
the primary resource is not considered in the model. This assumption is valid for the
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time window considered and allows a general methodology that would otherwise be
very dependent on the control of the DC side.
2. Integration of energy storage devices based on chemical and electrical technologies, i.e.,
batteries, supercapacitors and superconducting magnetic energy storage.
3. Control active and reactive power of power electronic converters based on pulse width
modulated voltage and current technologies.
4. Alternating-current microgrids operating under master–slave mode with three-phase
and single-phase configurations.
The general approach of this thesis is that of a theoretical investigation from
the point of view of dynamical analysis considering passivity-based control as a
nonlinear robust and mathematically well-founded control theory. The validation of the
proposed controllers for interfacing DERs with distribution networks has been carried
out with MATLAB/SIMULINK software. The experimental validation of the proposed
passivity-based approaches is left for future research.
1.7 Contributions
The main contributions of this thesis are:
• The development of a general passivity-based Hamiltonian formulation for power
electronic converters based on voltage and current source technologies that allows
integrating multiple DERs in single-phase and three-phase µGrids.
• The application of the passivity-based control theory for operating single-phase
and three-phase power electronic converters in µGrids for supporting active and
reactive power independently, i.e., four-quadrant operation, and also the possibility
of controlling the voltage and frequency for isolated microgrid applications.
• The possibility of analyzing dynamical models for power electronic converters
preserving their Hamiltonian mathematical structure under different reference frames
(time-varying and time-invariant reference frames) as well as designing passivity-based
controllers that guarantee stable operation in the sense of Lyapunov.
• The definition of the desired operating point (trajectory) for the control requirements in
the power electronic converters by measuring the voltage and current variables, which
allows avoiding the off-line solution of the conventional power flow equations and allows
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preserving the stable operation of the grid independent of variations in the the load or
topology.
• The analysis and inclusion of electrical energy storage systems based on
superconducting coils and supercapacitors for dynamic energy compensation in µGrids
with three-phase and single-phase topologies.
1.8 List of publications
Next, the lists of journal and conference publications as well as the undergraduate thesis are
presented.
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1.9 Document outline
The remainder of this thesis is organized as follows.
Chapter 2 presents the general theory related to Hamiltonian dynamical modeling
applied to bilinear systems as well as the theoretical derivation of passivity-based
proportional-integral control and interconnection and damping assignment approaches. The
dynamics of the error theory is introduced for solving the tracking trajectories problem,
transforming this problem into an equivalent regulation problem.
Chapter 3 presents the mathematical modeling associated with power electronic converters
based on voltage and current source technologies by applying the averaging modeling
theory. The integration of supercapacitors, superconducting coils, batteries and renewable
generation is also analyzed there, from the point of view of converter technology and control
requirements.
Chapter 4 presents the mathematical structure of the whole electrical network considering
single-phase and three-phase structures. Additionally, this chapter discusses concepts of
islanding and grid-connecting operation modes for AC microgrids, focusing on the control
objectives.
Chapter 5 presents the simulation results obtained from the application of passivity-based
controllers for integrating DERs in SP-µGrids and TP-µGrids. The application of
supercapacitors and superconducting coils for energy compensation, batteries for isolated
applications with renewable energy resources and multiple combination of DERs are also
analyzed.
Chapter 6 presents the conclusions and outlines future research needs.
1.10 Summary of the chapter
This chapter presented the conceptualization of this thesis by analyzing the main components
of AC µGrids. First, the motivation for carrying out this investigation was presented by
highlighting the transition from passive to active µGrids due to the rapid advances in power
electronic devices in terms of efficiency, cost reduction, and energy density, among others.
Second, a comprehensive review of the state-of-the-art was presented for supporting the
research question addressed in the problem statement section, which is about the possibility
of proposing a general PBC approach for integrating multiple DERs in AC µGrids. Finally,
the objectives of this thesis as well as its scope were also presented here to make their
verification easier in the following chapters. Lists of publications derived directly from this
work were also presented.
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Preliminaries about Hamiltonian
systems and passivity control design
This chapter presents the concept of a Hamiltonian system, focusing on dynamical systems
with port-Hamiltonian structure. In addition, nonlinear control analysis and designing based
on interconnection and damping assignment as well as passivity-based proportional-integral
control for general bilinear systems are presented and analyzed.
2.1 Passive and dissipative systems
The concept of dissipation can be intuitively understood as a general phenomenon of energy
loss1, which corresponds to an intrinsic property of any physical system. This idea was
initially introduced for analyzing electrical machines [109] and widely exploited in the field
of control theory [110, 111]. From the point of view of power systems, energy dissipation is
mainly produced by the resistive effects in conductors and mechanical friction in rotatory
machines [33]. From an analytical standpoint, the notion of dissipativity can be studied by
introducing two main concepts related to a nonlinear dynamical system with the general
structure presented in Fig. 2.1 [30]:
• The supply rate is a real-valued function that measures the energy flowing through the
dynamical system. It is defined by w
(
u, y
)
, where u represents the control inputs and
y the desired outputs.
• The amount of energy stored in the system is quantified by a storage function V (x).
1Note that the concept of energy loss is presented in the context of the transformation of energy into
heat, mainly caused by dissipation in real processes, e.g., resistive effects in electrical circuits or friction in
mechanical systems, among others.
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x˙ = f (x, u)
y = h (x)
u y
Figure 2.1: Generic representation of a nonlinear dynamical system
The dissipativity can be defined if the supply rate is such that for all admissible u (t) and
x (0), this function fulfills ∫ t
0
∣∣w (u(τ), y(τ))∣∣ dτ ≤ +∞, t ∈ R+; (2.1)
where w is assumed to be integrable independently of the input and initial conditions.
The concept of admissibility is related to the existence of a bounded solution for the set
of differential equations that defines the dynamical behavior of the physical system under
analysis [112].
The relation between the supply rate w and the energy storage function V is
well-established by the dissipation inequality, which means that along the time trajectories of
a dissipative system the increase in the stored energy is not greater than the supply rate [113].
This relation is mathematically formulated as follows.
Definition 2 (Dissipative system) A dynamical system is said to be dissipative if there
exists an energy storage function V (x) such the following dissipation inequality holds.
V (x (t)) ≤ V (x (0)) +
∫ t
0
∣∣w (u(τ), y(τ))∣∣ dτ ; (2.2)
along every possible trajectory followed by the dynamical system starting at x (0), for all x (0)
and t ≥ 0.
Note that the concept of storage function no longer has to be attached to a physical
interpretation of energy [113]. Although this perspective was dominant at the time when this
theory was introduced, the concept of storage function has acquired a much more general
meaning with the latest developments in the field [19,28].
Now, the concept of passive system is introduced [30,33]
Definition 3 (Passive system) A dissipative dynamical system is said to be passive with
the supply rate w
(
u, y
)
= uT y and storage function V(x) if V(0) = 0 for all t ≥ 0 and
V (x (t)) ≤ V (x (0)) +
∫ t
0
u(τ)T y(τ)dτ ; (2.3)
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A dynamical system is said to be strictly passive if the following definition is fulfilled
Definition 4 (Strictly passive system) A dynamical system is a strictly passive system
if it is passive and there exists a positive definite function S(x) for all t ≥ 0 and
V (x (t)) = V (x (0)) +
∫ t
0
u(τ)T y(τ)dτ −
∫ t
0
S (x(τ)) dτ ; (2.4)
If the equality holds in (2.4) and S (x(t)) ≡ 0, the dynamical system is said to be lossless
[114]. For practical purposes, in the specialized literature, the function S (x) is referred to
as a dissipative function. It can be positive semidefinite and some authors use it to define
systems as weak passive systems. The concept of passivity is particularly important for the
analysis of ac microgrids, since power electronic converters as well as the electrical network
itself exhibit this property in their dynamical models [31, 72,113].
2.2 Stability in the sense of Lyapunov
Lyapunov theory is a well known methodology to characterize the dynamical behavior of
dynamical systems around equilibrium points or trajectories. For the sake of completeness,
this theory is briefly presented in this section. Most of these results were taken from [30,33,
114].
Consider a general nonlinear autonomous dynamical system:
x˙ (t) = f (x (t)) , x (0) = x0, t ∈ Ix0 (2.5)
where x(t) ∈ D ⊆ Rn, t ∈ Ix0 represents the state vector, D is an open set with 0 ∈ D,
f : D → Rn is continuous on D, and Ix0 = [0, τx0), 0 ≤ τx0 ≤ ∞.
For every initial condition x(0) ∈ D and every τx0 > 0, the dynamical system (2.5)
possesses a unique solution x : [0, τx0)→ D on the interval [0, τx0). Unless otherwise stated,
it is assumed that f(0) = 0 and f(·) is Lipschitz continuous on D. The following definition
introduces several types of stability corresponding to the zero solution x(t) = 0 of (2.5) for
Ix0 = [0, τx0).
Definition 5 (Characterization of stability ) i. The zero solution x(t) ≡ 0 to (2.5)
is Lyapunov stable if, for all  > 0, there exists δ = δ() > 0 such that if ‖x(0)‖ < δ,
then ‖x(t)‖ < δ, t≥ 0.
ii. The zero solution x(t) ≡ 0 to (2.5) is (locally) asymptotically stable if it is Lyapunov
stable and there exists δ > 0 such that if ‖x(0)‖ < δ, then lim
t→∞
x (t) = 0.
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iii. The zero solution x(t) ≡ 0 to (2.5) is globally asymptotically stable if it is Lyapunov
stable and for all x(0) ∈ Rn, lim
t→∞
x (t) = 0.
iv. The zero solution x(t) ≡ 0 to (2.5) is unstable if it is not Lyapunov stable.
Theorem 1 (Lyapunov’s Theorem) Consider the nonlinear dynamical system (2.5) and
assume that there exists a continuously differentiable function V : D → R such that
V(0) = 0, (2.6)
V(x) > 0, x ∈ D, x 6= 0, (2.7)
∇V(x)Tf (x) ≤ 0, x ∈ D. (2.8)
Then the zero solution x(t) ≡ 0 to (2.5) is Lyapunov stable. If, in addition,
∇V(x)Tf (x) < 0, x ∈ D, x 6= 0, (2.9)
then the zero solution x(t) ≡ 0 to (2.5) is asymptotically stable.
For a complete proof of Lyapunov’s theorem, see [30].
2.3 Port-Hamiltonian systems
The general structure of a port-Hamiltonian (pH) system takes the following form [19,28,49].
x˙ = [J (x, u)−R (x)]∇H (x) + G (x) u
y = GT (x)∇H (x)
(2.10)
Here, x ∈ Rn are the state variables, J (x, u) ∈ Rn×n is an skew-symmetric interconnection
matrix, R(x) = RT (x) ∈ Rn×n is a positive semidefinite symmetric dissipation matrix,
∇H(x) ∈ Rn is the gradient of the Hamilton function (H(x) ∈ R0,+), G(x) ∈ Rn×p is the
input matrix, and y ∈ Rp and u ∈ Rp are called the port variables: their inner product
corresponds to the supply rate w [113].
It is straightforward to demonstrate that the pH system defined in (2.10) is passive and
dissipative. Additionally, Lyapunov’s stability theory allows demonstrating passivity in case
the input u is equal to zero [112], as presented below.
H˙ (x) = ∇H(x)T x˙
H˙ (x) = ∇H(x)T [J (x, u)−R (x)]∇H (x)+∇H(x)TG (x) u
(2.11)
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Now, if some terms in (2.11) are rearranged and combined to (2.10), then the following result
is reached.
H˙ (x) = −∇H(x)TR (x)∇H (x) + yT u (2.12)
Here, yT u is, as it was previously, the supply rate. Note that if the dissipation matrixR(·)  0
is positive semidefinite, then the expression (2.12) may be reduced to
H˙ (x) ≤ yT u (2.13)
Note that (2.11) is a passive system since the change in the total energy stored is less
than or equal to w , ∀t ≥ 0 [112], as presented in Definition 3.
It is important to point out that in electrical systems, from power systems to µGrids, the
open-loop dynamical system has an intrinsic Hamiltonian structure [29], which implies that
passivity-based control based on Hamiltonian formulations is an adequate control approach
for analyzing these systems [72,78]. In the next section, the general concepts of the application
of passivity-based control theory to Hamiltonian systems will be presented.
2.4 Passivity-based control
Different passivity-based control approaches have been developed based on energy
modification via damping injection and interconnection modification [28]. Two
approaches stand out: interconnection and damping assignment (IDA-PBC) [31], and
proportional-integral (PI-PBC) [29, 115]. Both techniques employ the same energy shaping
principle. The possible applications of these techniques depend on the nature of the
dynamical system under study, e.g., IDA-PBC is ideal for nonlinear systems with an affine
structure, while PI-PBC is applicable mainly to bilinear systems. Nevertheless, both can
be applied for controlling power electronic converters based on voltage or current source
technologies [49,78].
2.4.1 Bilinear systems
Electrical power systems, especially µGrids, allow a bilinear mathematical model due to the
insertion of distributed energy resources via power electronic converters [77]. Here, the main
interest is in a particular type of bilinear systems, called pH-bilinear systems. A pH-bilinear
system can be defined as follows.
Definition 6 (pH-bilinear system) A pH-bilinear system is a nonlinear dynamical system
such that there are products between the state variables and control inputs with the following
structure
Dx˙ = [J (u)−R]x+ ϕ (t) ; (2.14)
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where D ∈ Rn×n is a positive definite diagonal matrix, commonly known as the inertia matrix,
J (u), R, x and u fulfill the definition given for (2.10), while ϕ (t) ∈ Rn is a vector that
contains all external inputs. These inputs can be either time-dependent or time-independent.
Note that the physical existence of a pH-bilinear system implies that the control inputs
u and the external inputs ϕ (t) are bounded for t > 0 [115]. Based on this, the existence of
an admissible behavior for the state variables can be defined as follows
Definition 7 (Admissible trajectory [115]) The dynamical behavior x? corresponds to
an admissible trajectory of (2.14) if it is bounded, differentiable and
Dx˙? = [J (u?)−R]x? + ϕ (t) ; (2.15)
for some bounded and well-defined u?.
Recall that the bilinear system (2.14) is nonlinear and non-autonomous [29]. Hence, x?
corresponds to a trajectory, not an operating point. Nevertheless, the tracking trajectory
problem for Hamiltonian systems has not been solved yet. For this reason, a transformation
to a regulation problem is commonly used for solving the control tasks via the dynamics of
the error [113], as is required for applying the PI-PBC approach [77].
To reformulate the tracking trajectories problem into a regulation problem [29], the
following variables can be defined:
x˜ = x− x?,
u˜ = u − u?, (2.16)
where x˜ and u˜ represents the error of the state variables and the control variables, respectively.
In addition, x? represents the desired trajectories (defined by the control designer and the
particular dynamics of the system under study), and u? defines the desired control inputs,
which can be obtained by solving (2.15).
If (2.16) is substituted in (2.14) and combined with (2.15), the dynamics of the error is
mathematically defined as
D ˙˜x = [J (u)−R] x˜+ J (u˜)x?; (2.17)
Note that (2.17) corresponds to a pH-bilinear system as a function of the error variables,
which implies that the stability properties of this system can be imposed via Lyapunov’s
stability theory in order to define its desired dynamical performance.
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2.4.2 IDA-PBC
Interconnection and damping assignment passivity-based control [116,117] tries to modify the
dynamical behavior of a Hamiltonian system by moving the current behavior to the desired
behavior by changing its energy flow [28, 49]. In general terms, the desired Hamiltonian
model can be defined as follows:
D ˙˜x = [Jd (u)−Rd] x˜; (2.18)
where Jd (u) is the desired interconnection matrix, which is typically selected as the open-loop
interconnection matrix, i.e., Jd (u) = J (u), to simplify the control input as presented in [31].
Additionally, Rd corresponds to the desired damping matrix, which is conventionally selected
to be a diagonal positive definite matrix [49].
To find the general structure of the IDA-PBC as applied to pH-bilinear systems, the
set of equations (2.18) can be compared to (2.17), and by making some straightforward
manipulations, this allows obtaining the following expression.
J (u˜)x? = [R−Rd] x˜; (2.19)
Solving the set of equations (2.19) gives the general expression for u˜. It is worth noting
that if the desired control inputs u? obtained from (2.15) are combined with (2.19), the
classical IDA-PBC approach presented in [28,49] is easily reached.
To prove stability with the IDA-PBC approach applied to a bilinear system, the
Hamiltonian function is selected as the Lyapunov candidate function:
V(x˜) = Hd(x˜) = 1
2
x˜TDx˜. (2.20)
Note that (2.20) corresponds to a quadratic positive definite function, which fulfill the
first two Lyapunov stability conditions [33, 114], i.e., V(0) = 0, x˜ = 0 and V(0) > 0, x˜ 6= 0,
respectively.
Taking the temporal derivative of V(x˜), substituting into (2.18) and making some
algebraic manipulations, one obtains
V˙(x˜) = x˜TD ˙˜x = −x˜TRdx˜; (2.21)
From (2.21), the following conclusions about stability of the dynamics of the error can be
made:
• if Rd is positive semidefinite, then (2.18) is stable in the sense of Lypaunov.
• if Rd is positive definite, then (2.18) is asymptotically stable in the sense of Lypaunov.
• ifRd is positive definite, then the exponential stability of (2.18) in the sense of Lypaunov
can be guaranteed for β ≤ λmin(D−1Rd), where V˙(x˜) ≤ −βV(x˜).
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2.4.3 PI-PBC control
Proportional-integral passivity-based control is a nonlinear control for non-affine systems that
guarantees asymptotic stability in the sense of Lyapunov [77]. This approach was originally
proposed by [29] for general bilinear systems. To define the general control law employed
by PI-PBC control approach, the candidate Lyapunov function (2.20) and its corresponding
time derivative function are applied to (2.17), which produces
V˙(x˜) = −x˜TRx˜+ x˜TJ (u˜)x?; (2.22)
Observe that by using the bilinear properties in (2.17), one obtains
J (u˜)x? =
p∑
i=1
u˜iJix?; (2.23)
Now, substituting (2.23) into (2.22) and remembering that R is positive semidefinite, the
following expression can be obtained.
V˙(x˜) ≤
p∑
i=1
u˜ix˜TJix?; (2.24)
If the ith component of the output function y is defined as yi = x˜TJix?, then (2.24) takes
the form
V˙(x˜) ≤ yT u˜; (2.25)
which corresponds to the definition 3 for a passive system with supply rate w .
To design a control input under the proportional-integral concept, the following control
structure is employed [115].
u = −Kpy +Kiz;
z˙ = −y ; (2.26)
where Kp is a symmetric positive definite matrix that contains all proportional gains, Ki is
a positive definite symmetric matrix that contains all integral gains, and z is an auxiliary
variable associated to the integral component of the PI-PBC design, as reported by [29].
The stability analysis of the proposed control law applied to the dynamics of the error
can be carried out with an extended candidate Lypunov function,W(x˜, z), defined as follows
[15,77]
W(x˜, z) = V(x˜) + 1
2
zTKiz; (2.27)
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Taking the temporal derivative of (2.27), and combining (2.22) with (2.18) and rearranging
some terms, one obtains
W˙(x˜, z) = V˙(x˜)− zTKiy ;
= −x˜TRx˜− yTKpy
≤ −λmin{Kp}
∣∣∣∣y∣∣∣∣2 − ∣∣∣∣R1/2x˜∣∣∣∣2 (2.28)
which is the same expression studied in [115] to guarantee asymptotic stability for the
dynamics of the error approach. This result implies that the PI-PBC approach can be used
for bilinear systems such as (2.17 in terms of the concepts of Lyapunov stability, guaranteeing
stability convergence, as below.
lim
t→∞
||x(t)− x?(t)|| = 0; (2.29)
Finally, Equation (2.29) shows that the desired operating point or trajectory can be
achieved by applying PI-PBC to a bilinear system.
The two main approaches based on passivity-based control theory, employing
interconnection and damping assignment or employing the action of a proportional-integral
control, were presented in this chapter for analyzing non-affine dynamical systems in terms
of the Lyapunov stability criteria, based on Hamiltonian formulations [77, 117]. These
mathematical structures will play a significant role when the bilinear behavior of power
electronic converters for the integration of distributed energy resources will be studied in
Chapter 3.
2.5 Summary of the chapter
This chapter explored the mathematical foundations of the design of passivity-based controls
for bilinear pH-bilinear systems. The most important characteristics of passive and dissipative
systems were presented by focusing on their strong relation to energy storage functions and
physical systems.
Lyapunov’s stability concepts were used as the fundamental basis for designing controllers
for pH-bilinear systems. Nevertheless, only concepts about practical and asymptotical
stability were discussed, since the passivity-based theory analyzed here for bilinear systems
allows guaranteeing these kinds of stability when power electronic converters are analyzed.
A theoretical derivation of passivity-based controllers based on classical interconnection
and damping assignment as well as on proportional-integral actions were discussed by
considering the dynamics of the error, so as to transform tracking trajectory problems into
regulation problems.
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Chapter 3
Power electronic converters:
Hamiltonian modeling and control
Power electronic converters allow integrating multiple distributed energy resources into power
systems, by controlling the active and reactive power independently. Two power electronic
converter technologies are studied in this thesis: the pulse-width-modulated voltage source
converter and the pulse-width-modulated current source converter. These are the most
common technologies in practical applications for three-phase microgrids. The Hamiltonian
formulation for single-phase and three-phase converter configurations are also explored from
the circuits theory point of view. In addition, the mathematical modeling of the synchronous
reference frame phase locked loop, the three-phase and single-phase converters are studied.
3.1 Power electronic converters in µGrids
Power electronic converters are essential devices for the integration, management, and
operation of renewable energy resources and energy storage systems in electrical power
grids [4]. These devices also allow interfacing alternating-current to direct-current power
grids from low-voltage to high-voltage applications and vice versa [118]. Fig. 3.1 presents
the classical interconnection of multiple distributed energy resources into a µGrids via power
electronic converters [63].
The power electronic converters in this thesis for control and stability purposes are
represented via averaged models [82], by simplifying discontinuous commutation states
to modulation index equivalents [31]. Additionally, the power converters of interest are
pulse-width-modulated current source converters (PWM-CSC) [73] or pulse-width-modulated
voltage source converters (PWM-VSC) [31].
Note that pulse-width commutated power electronic converters (i.e., PWM-VSC and
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AC power grid
Back-to-Back VSC, Matrix converter or Transformer
Main grid
p, q AC
AC
Load 1
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DC
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DC
Battery
AC
DC
+ −
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Figure 3.1: Typical interconnection of distributed energy resources in AC power grids [63]
PWM-CSC) can be designed for single-phase as well as three-phase configurations with
minimal changes in their principles. For this reason, single-phase configurations will be
analyzed before the three-phase schemes. Additionally, it is important to point out that
in this thesis, PWM-VSC will be employed to integrated supercapacitors and renewable
generation whereas PWM-CSC will help to integrate superconducting coils.
3.2 Internal connection of power electronic converters
Voltage and current source converters are typically constituted by arrays of switches with
IGBT or MOSFET technologies [119], which are operated (opened or closed) via pulse-width
or space-vector modulation methods. Fig. 3.2 depicts the internal connection of these
single-phase and three-phase converters.
Observe that PWM-VSC are made up by arrays of IGBTs with two or three legs, where
in the DC side a DC voltage source is required, as shown in Figs. 3.2(a) and 3.2(b). This
implies that the two IGBTs of the same leg can not conduct at the same instant; this is in
order to avoid short-circuits at the DC link.
In the case of PWM-CSCs, they are composed by the series connection of IGBTs and
power diodes which are distributed in pairs for each leg, as presented in Figs. 3.2(c) and
3.2(d). The function of each power diode is to prevent inversions of the DC current. These
converters maintain a path for the DC current, which means that one upper and one down
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a
b
c
−+
(a) Three-phase PWM-VSC
f
n
−+
(b) Single-phase PWM-VSC
a
b
c
(c) Three-phase PWM-CSC
f
n
(d) Single-phase PWM-CSC
Figure 3.2: Internal switch connection and diodes for making three-phase and single-phase
power electronic converters based on voltage and current source technologies
IGBT must be conducting all times to avoid open circuits at the DC link. The details of
the modulation of the topology of each of these converters can be found in [120]. This thesis
uses averaging modeling to analyze these converters.
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3.3 Single-phase converters
The PWM-VSC is more suitable for interconnecting solar photovoltaic and wind power as well
as supercapacitors, whereas the PWM-CSC is more suitable for integrating superconducting
coils. The former requires an electrolytic capacitor in the DC side for controlling the DC
voltage, as depicted in Fig. 3.3(a), while the latter can control the DC current directly, as
can be seen in Fig. 3.3(b) [11,76].
From Fig. 3.3 there can be seen the main differences between the PWM-VSC and
PWM-CSC lines in the shunt capacitive filter Cf located in the AC side of the converter as
well as the elements interconnected in their DC sides. In the case of PWM-VSC, a parallel
combination between a capacitive element Csc and a DC current source is is made [31, 63],
whereas in the PWM-CSC, a superconducting coil Lsc is directly interconnected in the DC
side of the converter [72,78].
Note that both converters employ in their AC sides a series inductive-resistive filter (Rf−
Lf ). In addition, in the case of PWM-VSC, if renewable energy resources or batteries are
non-existent, then this implies that is = 0, and the capacitance in its DC side may become
DC
AC
AC grid
i(t) e(t)v(t)
Rf Lf
is
vsc
+
−
Csc
PWM-VSC
(a) Single-phase PWM-VSC
DC
AC
AC grid
i(t) e(t)v(t)
Rf Lf
Cf
isc
vsc
+
−
Lsc
PWM-CSC
(b) Single-phase PWM-VSC
Figure 3.3: Interconnection of DERs in single-phase µGrids via PWM-VSCs and PWM-CSCs
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a supercapacitor energy storage system [63].
For the mathematical interpretation, e(t) is the voltage in the AC grid, while v(t) is the
AC voltage output in each converter and i(t) is the AC current flowing to the series filter.
In the DC side, vsc is the DC voltage at each converter, while isc is the current through the
superconducting coil, and t is the time.
3.3.1 Dynamical modeling
Equations (3.1) and (3.2) present the averaged models1 of single-phase converters for the
integration of DERs in single-phase µGrids [19,31,63,72].
Dynamical model for the PWM-VSC
Lf
d
dt
i(t) = −Rf i(t) +m(t)vsc(t)− e(t);
Csc
d
dt
vsc(t) = is(t)−m(t)i(t);
(3.1)
Dynamical model for the PWM-CSC
Lf
d
dt
i(t) = −Rf i(t) + v(t)− e(t);
Cf
d
dt
v(t) = m(t)isc(t)− i(t);
Lsc
d
dt
isc(t) = −m(t)v(t);
(3.2)
Note that both dynamical systems have a similar mathematical structure. The variable
t will be suppressed from here on, for simplicity and brevity in the mathematical modeling.
On the other hand, it is straightforward that both dynamical models take the form defined
by (2.13) for bilinear non-affine non-autonomous dynamical systems if m(t) is considered as
the control input. Additionally, observe that both models are under-actuated since there is
only a control input and more than one differential equation for each dynamical model. The
matrices and vectors that allow writing (3.1) and (3.2) as (2.14) are presented in Table 3.1.
3.3.2 Selection of the references
The operation of power electronic converters requires not only their dynamical modeling: it
is also necessary to know what is the desired dynamical performance to achieve the control
objectives by integrating these devices into AC µGrids. The main idea of the integration
of multiple DERs is the possibility of interchanging active and reactive power between the
1Note that averaged models allow designing controllers in the continuous-time domain, by simplifying
discrete states as continuous states, which facilitates stability proofs.
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Dynamical model for PWM-VSC
D = diag
(
Lf
Csc
)
, J =
(
0 m
−m 0
)
, u = m
R = diag
(
Rf
0
)
, x =
(
i
vsc
)
, ϕ =
( −e
is
)
Dynamical model for PWM-CSC
D = diag
 LfCf
Lsc
 , J =
 0 1 0−1 0 m
0 −m 0
 , u = m
R = diag
 Rf0
0
 , x =
 iv
isc
 , ϕ =
 −e0
0

Table 3.1: Hamiltonian representation of each single-phase power electronic converter
technology
converter and the main grid. Henc, the variable of interest in terms of control is the filter
current i (see Fig. 3.2) since this current allows managing the total power to the AC grid.
Next, the general procedure to control the active and reactive power for a single-phase power
electronic converter is presented.
To achieve the control objectives by integrating DERs in AC µGrids, the selection of the
reference for the filter current is given in detail later in this chapter. A sinusoidal behavior
for the voltage profile provided by the main grid e is supposed, which implies that the filter
current i exhibits the same dynamical performance of this voltage, as presented below.
e =
√
2Vrms cos (ωt) V; (3.3)
i =
√
2Irms cos (ωt− θ) A; (3.4)
Here, Irms and Vrms denote the root mean square vales of the current and voltage, respectively.
Note that by employing a phasorial representation of the sinusoidal signals, the voltage
and current defined by (3.3) and (3.4) can be expressed as
E = Vrms∠0 V; (3.5)
I = Irms∠− θ, A; (3.6)
Remembering that the complex power is defined by S = EI∗, then
S = VrmsIrms∠θ, VA; (3.7)
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Now, if the complex power (apparent power) is defined as a function of the desired
behaviors of the active and reactive power, i.e., P ?ac and Q
?
ac, then (3.7) can be rewritten
as
P ?ac = VrmsIrms cos (θ) , W; (3.8)
Q?ac = VrmsIrms sin (θ) , VAr; (3.9)
On the other hand, the current defined by (3.4) can be reformulated as
i =
√
2Irms (cos (ωt) cos (θ) + sin (ωt) sin (θ)) A; (3.10)
Note that by recurring to (3.8) and (3.9), the reference for the filter current i given in
(3.10) as a function of the desired active and reactive power is
i =
√
2
Vrms
(P ?ac cos (ωt) +Q
?
ac sin (ωt)) A; (3.11)
Observe that (3.11) depends on the time-varying sinusoidal functions (sin (ωt) and
cos (ωt)), respectively. This implies that these signals need to be estimated as functions
of the voltage input e. For this reason, the following quadrature signal generator is employed
[76,121].
Define the quadrature signal of the voltage profile delivered by the grid as
e‖ =
e√
2Vrms
= cos (ωt) ; (3.12)
Now, suppose that there is a dynamical system that allows generating a perpendicular
signal of e‖(t), which is defined by[
z˙1
z˙2
]
=
( −ks ω
−ω 0
)[
z1
z2
]
+
[
ks
0
]
e‖ (t) ; (3.13)
where ks defines the convergence rate of the state variables z1 and z2 to their reference values,
with ks a positive constant. Additionally, it is important to point out that (3.13 is a passive
Hamiltonian system, since it fulfills Definition 3. From [76, 121], the general solution of this
dynamical system is [
e‖
e⊥
]
=
(
1 0
0 α
)[
z1
z2
]
; (3.14)
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where e⊥ is perpendicular to e‖ and α helps to define if it is leading or lagging, i.e., α = +1
if e⊥ lags e‖ but α = −1 if e⊥ leads e‖. For the case of interest in this thesis (see Eq. (3.6)),
α = +1 is selected, which allows defining the reference signal of the filter current to be
i? =
√
2
Vrms
(P ?acz1 +Q
?
acz2) A; (3.15)
Finally, the selection of the desired active and reactive power behaviors depends
exclusively on the control designer as well as the grid requirements as function of the
availability of renewable generation or storing capabilities [63].
3.4 Three-phase power electronic converters
Three-phase PWM-VSCs and PWM-CSCs have the same functionality as single-phase
configurations. Nevertheless, they can be interconnected with three-phase balanced and
unbalanced distribution networks by including additional forced-commuted switches, as
presented in Fig. 3.2 [11]. For simplicity, three-phase variables can be added to Fig. 3.3,
which allows developing the dynamical models presented in the next subsection.
The main difference between single-phase and three-phase converter configurations is that
single-phase models are non-autonomous, while three-phase models can be modeled in terms
of either autonomous or non-autonomous reference frames. Next, the three-reference frames
for a three-phase power electronic converter will be presented.
3.4.1 Dynamical modeling in the abc reference frame
This reference frame corresponds to the conventional time-varying working reference frame
for TP-µGrids. The dynamical models of PWM-VSC as well as PWM-CSC are obtained
by applying Kirchhoff’s first law to any node with at least one capacitance, and Kirchhoff’s
second law to any closed-loop trajectory with at least one inductance [78]. These dynamical
models are presented below.
Dynamical model for the PWM-VSC in abc reference frame
Lf
d
dt
iabc = −Rf iabc +mabcvsc − eabc;
Csc
d
dt
vsc = is −mTabciabc;
(3.16)
where the subscript abc represents a group of three variables, e.g., iabc = [ia ib ic]
T .
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Dynamical model for the PWM-CSC in abc reference frame
Lf
d
dt
iabc = −Rf iabc + vabc − eabc;
Cf
d
dt
vabc = mabcisc − iabc;
Lsc
d
dt
isc = −mTabcvabc;
(3.17)
Note that the three-phase model of the PWM-VSC corresponds to a fourth-order
dynamical model with three control inputs mabc. The dynamical model of the PWM-CSC
corresponds to a seventh-order dynamical model with the same number of control inputs
as the PWM-VSC. This evidences the under-actuated nature of these dynamical models.
By comparison with (2.14), the inertia, damping and interconnection matrices will be
easily obtained as well as the structure of the state variables, control, and external inputs,
respectively.
3.4.2 Dynamical modeling in the αβ0 reference frame
This reference frame allows turning three-phase variables yabc into the variables yαβ0. This
transformation is known in the specialized literature as Clarke’s transformation [122]. It can
be formulated as follows.
yαβ0 = Tyabc ⇒
 yαyβ
y0
 = k
 2 −1 −10 √3 −√3
1 1 1
 yayb
yc
 ; (3.18)
Here, k is a positive constant associated to the possibility of obtaining a transformation
invariant in power or invariant in signal magnitudes between both reference frames.
Note that if the three-phase variables have a sinusoidal behavior, then the zero component
of the αβ0 takes a zero value: yayb
yc
 = √2Yrms
 cos (θ)cos (θ − 2
3
pi
)
cos
(
θ + 2
3
pi
)
 ,
 yαyβ
y0
 = √2Yrms
 cos (θ)sin (θ)
0
 ; (3.19)
If Clarke’s transformation is applied to the dynamical models of the PWM-VSC and
PWM-CSC, then the following dynamical models are obtained in the αβ reference frame.
Dynamical model for the PWM-VSC in αβ reference frame
Lf
d
dt
iαβ = −Rf iαβ +mαβvsc − eαβ;
Csc
d
dt
vsc = is −mTαβiαβ;
(3.20)
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where the subscript αβ represents a group of two variables, e.g., iαβ = [iα iβ]
T .
Dynamical model for the PWM-CSC in αβ reference frame
Lf
d
dt
iαβ = −Rf iαβ + vαβ − eαβ;
Cf
d
dt
vαβ = mαβisc − iαβ;
Lsc
d
dt
isc = −mTαβvαβ;
(3.21)
Observe that when Clarke’s transformation was applied, the PWM-VSC model was
reduced to a third-order dynamical model with two control inputs, whereas the PWM-CSC
models was reduced to a fifth-order model with the same number of control inputs.
3.4.3 Dynamical modeling in the dq0 reference frame
This transforms three-phase variables yabc into three DC variables ydq0. This transformation
is known as Park’s transformation [11,49] and can be formulated as
ydq0 = Wyabc
 ydyq
y0
 = k

cos
(
θˆ
)
cos
(
θˆ − 2
3
pi
)
cos
(
θˆ + 2
3
pi
)
− sin
(
θˆ
)
−sin
(
θˆ − 2
3
pi
)
−sin
(
θˆ + 2
3
pi
)
√
2
2
√
2
2
√
2
2

 yayb
yc
 (3.22)
where k fulfills the same function as it did for Clarke’s transformation. Additionally, θˆ is
to the relative angular position of the rotating dq0 reference frame, which is estimated as a
function of the angular speed by
θˆ =
∫ t
t0
(ωˆτ) dτ + θˆ0; (3.23)
where ωˆ is calculated by employing phase-looked-loop (PLL) techniques, as will be presented
in the next section [123, 124]. Note that if ωˆ is equal to the angular frequency of the
three-phase signals (3.19), then θˆ = θ, which implies that the dq0 reference frame turns
the non-autonomous time-varying dynamical systems (3.1) and (3.2) into the autonomous
dynamical system [49,73].
If Park’s transformation is applied to the dynamical models for the PWM-VSC and
PWM-CSC given in (3.1) and (3.2), then, suppressing the zero component in the dq0 reference
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frame (the three-phase AC system without neutral access), the following dynamical models
in Park’s reference frame are obtained.
Dynamical model for the PWM-VSC in dq reference frame
Lf
d
dt
idq = −(Rf + LfΩ)idq +mdqvsc − edq;
Csc
d
dt
vsc = is −mTdq(t)idq;
(3.24)
where the subscript dq represents a group of two variables, e.g., idq = [id iq]
T , and
Ω =
(
0 ωˆ
−ωˆ 0
)
is defined as a skew-symmetric matrix, which entails by definition that their components are
contained inside of the interconnection matrix J in the Hamiltonian formulation.
Dynamical model for the PWM-CSC in dq reference frame
Lf
d
dt
idq = −(Rf + LfΩ)idq + vdq − edq;
Cf
d
dt
vdq = mdqisc − CfΩvdq − idq;
Lsc
d
dt
isc = −mTdqvdq;
(3.25)
Observe that the total number of equations associated to Clarke’s and Park’s reference
frames remains constant, i.e., four for the PWM-VSC model and five for the PWM-CSC
model.
Note that all the dynamical models for the three-phase PWM-CSCs and PWM-VSCs
analyzed in above sections satisfy the definition of a pH-bilinear structure as in Definition
6. These pH-bilinear structures are obtained by comparison between the abc, αβ0 and dq0
models (see Eqs. (3.16)–(3.17), (3.20)–(3.21) and (3.24)–(3.25), respectively) and the bilinear
standard model defined by (2.14).
3.5 Three-phase PLL
Here the phase-locked loop system for a three-phase system is only discussed for the purpose
of providing information about its passivity-based structure and its dynamical behavior for
balanced and unbalanced grid conditions. Its rigorous stability analysis is beyond the scope
of this thesis.
A PLL is a key component for µGrids since it allows measuring the frequency of the
grid and transforming three-phase sinusoidal signals with constant angular speed into three
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constant signals by employing a proportional-integral estimator with the schematic structure
presented in Fig. 3.4 [123].
abc
αβ
vα(t)
vβ(t)
Clarke’s and Park’s Transformations
va(t)
vb(t)
vc(t)
αβ
0dq
v0(t)
vd(t)
vq(t)
vrefq
+− err(t) kp + 1ski
+
∆ω(t)
ω0ω(t)1
s
θˆ(t)
1
2pi
f(t)
Figure 3.4: Proportional-integral conception of a three-phase PLL estimator
The conventional synchronous reference-frame PLL consists of a phase detector, a loop
filter, and a voltage-controlled oscillator, as depicted in Fig. 3.4. Its objective is to estimate
the frequency of the grid ωˆ and an angle θˆ that defines a rotating reference frame dq which,
for the sake of simplicity, is attached to the d axis. The dynamical model of this PLL can be
reduced to an ordinary differential equation in the plane θ, γ as follows:
˙ˆ
θ = −kp(vα(t) sin(θˆ) + vβ(t) cos(θˆ)) + kiγ + ω0
γ˙ = −vα(t) sin(θˆ)− vβ(t) cos(θˆ)
(3.26)
where θˆ is the estimated angle, γ is the state variable associated to the integral action of the
filter, and vα(t), vβ(t) are obtained from the power-invariant Clarke’s transformation given
by
vα(t) =
√
2
3
(
va(t)− vb(t)2 − vc(t)2
)
vβ(t) =
√
2
3
(
−
√
3vb(t)
2
+
√
3vc(t)
2
) (3.27)
where kp is a proportional gain, and ki is an integral gain such that {ki, kp} ∈ R+. Note
this is a non-autonomous dynamical system, since the voltages va(t), vb(t), vc(t) depend
explicitly on time. Note that this representation was obtained by applying an invariant
power transformation.
www.utp.edu.co
Chapter 3. Power electronic converters: Hamiltonian modeling and control 41
Lemma 1 (pH representation) Let us define state variables z1 = θˆ, z2 = γ. Then the
synchronous reference frame PLL can be represented as the following Hamiltonian system
z˙ = (J −R) ∂H(t, z)
∂z
(3.28)
with
J =
(
0 1
−1 0
)
R = kp
(
1 0
0 0
)
(3.29)
H(t, z) =
z1∫
0
vq(t, θ
′)dθ′ +
ki
2
z22 + ω0z2; (3.30)
vq(t, θ) = vα(t) sin(θ) + vβ(t) cos(θ); (3.31)
Remark 1 Considering the interconnection and damping matrix defined by (3.29), the
storage function shown in (3.30) and the time-varying function presented in (3.31), and
making some calculations and substitutions in (3.28), the proof can be completed. Note that
H depends on the time.
3.5.1 Operation under balanced conditions
Consider the voltage signals of a balanced three-phase grid with sequence abc:
va(t) =
√
2Vrms cos (ωt)
vb(t) =
√
2Vrms cos
(
ωt− 2pi
3
)
(3.32)
vc(t) =
√
2Vrms cos
(
ωt+
2pi
3
)
where Vrms is the root mean square of the voltage signal in positive sequence per phase of
the three-phase power system. Substituting (3.31) in (3.27) and after some straightforward
calculations, the following expression is obtained:
vq(t, θ) =
√
3Vrms sin (θ − ωt) (3.33)
where vq is the voltage output in the quadrature axis in Park’s reference frame. For other
versions of the 0αβ transformation, the constant
√
3Vp will be different. However, the form of
the function remains the same. Usually, the voltage is normalized and therefore it is possible
to assume that Vrms = 1 in per-unit representation.
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3.5.2 Constant frequency
Consider first the case of an infinite bus in which the voltage and frequency of the grid is
constant.
Lemma 2 (Autonomous transformation) The synchronous reference-frame PLL given
by (3.28) can be transformed into an autonomous system for a balanced grid with constant
frequency by the following affine transformation.(
x1
x2
)
=
(
z1
z2
)
−
(
ωt
(ω − ω0)/ki
)
(3.34)
This transformation preserves the Hamiltonian structure of the system, that is,
x˙ = (J −R)∂H
∂x
(3.35)
Proof 1 Let us define a constant α =
√
3 and note that under balanced conditions, (3.33)
becomes vq = α sin(x1). Therefore the Hamiltonian becomes
H = 2α sin2
(x1
2
)
+
ki
2
x22 (3.36)
which is time independent. In addition, ∂H/∂x = ∂H/∂z. The rest of the proof is a
consequence of substituting (3.34) in (3.28).

For the sake of clarity, the PLL model can be rewritten explicitly as
x˙1 = −kpα sin (x1) + kix2; (3.37)
x˙2 = −α sin (x1); (3.38)
Now we will study the stability properties of this model.
Theorem 2 (Periodic equilibrium points) The autonomous dynamical system given by
(3.37) and (3.38) has equilibrium points at x? = (npi, 0). These equilibria are a sink for
n = 2m and a saddle node for n = 2m+ 1, where m is an integer.
Proof 2 Consider the Jacobian matrix Jm = Df(x0)
Jm =
( −kpα cos(x1) ki
−α cos(x1) 0
)
; (3.39)
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its determinant det(Jm) and trace Tr(Jm) evaluated at zero are given by
|Jm| = kiα
Tr(Jm) = −kpα
Since |Jm| > 0 and Tr(Jm) < 0 for (2m, 0), it is possible to conclude that this equilibrium is
stable. In the same way, since |Jm| < 0 for (2m+ 1, 0), we can conclude it is a saddle node.

Remark 2 This equilibrium point is hyperbolic, hence we can invoke the Hartman–Grobman
theorem [114] in order to extend this result to non-linear dynamical systems.
Lemma 3 (Dissipative pH system) The autonomous dynamical system given by (3.37)
and (3.38) is a dissipative Hamiltonian system as presented in Definition 3. In addition, the
Hamiltonian has a minimum at x∗ = (2mpi, 0) with m ∈ Z.
Remark 3 The proof of this lemma can be made by substituting H,J ,R in (3.28) and
evaluating the Hessian of H which is given by (3.36).
From Theorem 2, it is clear that the equilibrium points appear in multiples of 2pi. Without
loss of generality we can study the equilibrium at (0,0). Applying this theorem to the PLL
model we obtain the following result.
Theorem 3 (Stability properties) The dissipative Hamiltonian system given by (3.37)
and (3.38) has an isolated minimum at (0, 0). Therefore, it is asymptotically stable. In
addition, a lower bound of the attraction region is given by
Ω =
{
(x1, x2) ∈ R2 : sin2
(x1
2
)
+
ki
4α
x22 < 1
}
Proof 3 The proof of the first part of this proposition is obtained by directly invoking Lemma
3 and Lyapunov’s stability Theorem 1 [30]. The attraction region is obtained by solving the
optimization problem
hm = inf
{
H(x1, x2) : H˙(x1, x2) = 0, x 6= 0
}
; (3.40)
which gives x1 = ±pi, x2 = 0 and hm = 2α. Therefore, hm is a sub-level set of H and an
estimate of the attraction region is given by H < hm.

Fig. 3.5 shows the attraction region Ω for ki = α. This plot illustrates the conditions for the
convergence of the PLL under ideal conditions (e.g., constant frequency).
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Figure 3.5: Lower bound of the attraction region for ki = α
3.5.3 Unbalanced conditions
Consider now the case in which the grid is under small unbalanced conditions and the fact
that vα, vβ are given by
vα =
√
3Vp cos(ωt) + 
√
3Vp sin(ωt)
vβ = −
√
3Vp sin(ωt)
where 0 <  << 1 is an small imbalance on the grid which produces a negative sequence.
Therefore, the dynamical system can be represented as
x˙ = (J −R)
(
∂H
∂x
)
+ g(t, x, ) (3.41)
with
g(t, x, ) = α sin(ωt) sin(x1 + ωt)
( −kp
−1
)
(3.42)
Lemma 4 (Periodic solutions) There exist positive constants δ and k such that ∀|| < δ,
the PLL has a unique 2T-periodic solution x˜ such that ‖x˜(t)‖ ≤ k and this solution is
exponentially stable.
Proof 4 Note that (3.41) is just the autonomous system (3.37) with a continuous 2T-periodic
perturbation. Since the autonomous system is exponentially stable at (0,0) then the perturbed
system is also 2T-periodic and exponentially stable [114].

As a direct consequence of Lemma 4, any unbalanced condition will produce oscillations
of the estimated frequency and angle.
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3.5.4 Operation of the PLL during a transient in the grid
Consider the case in which the grid has a balanced transient, for example a three-phase
short-circuit that modifies the frequency of the grid. The primary control acts on the
synchronous generators and/or voltage source converters, resulting in a new stable operating
point. However, this transient can affect the performance of the PLL. In this case, the
frequency of the grid is given by ω+∆ω(t) where ‖∆ω(t)‖ ≤ . The voltage can also change,
but we can scale by dividing by its magnitude (recall the transient is balanced). Define a set
of variables x1 = θ − ω(t)t and x2 = γ + (ω0 − ω(t))/ki. For the sake of simplicity, in the
following the time dependence of ∆ω is omitted.
Lemma 5 (Transient Hamiltonian representation) For balanced transient operation,
the synchronous reference-frame PLL can be represented as
x˙ = (J −R)∂H
∂x
+ u(t)
with H,R,J as in Lemmas 1 and 2, and
u(t) =
(
ω˙t
ω˙/ki
)
Note that the estimated frequency of the grid can be obtained from x1. However, the
PLL could lose its ability to estimate, due to this transient. Therefore it is important to
determine the exact conditions under which the PLL maintains its ability to estimate the
frequency after a transient.
3.5.5 Single-phase PLL
In single-phase µGrids for controlling active and reactive power independently or supporting
the voltage and frequency in isolated networks, it is required to measure the grid frequency.
This measurement is made in these grids via Single-phase PLLs [125]. Multiple topologies
have been proposed to address this problem, via an orthogonal signal generator, as presented
in Fig. 3.6 [126].
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Park’s Transformation
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Figure 3.6: Proportional-integral conception of a single-phase PLL estimator
Note that the single-phase PLL structure is similar to the three-phase PLL, since it uses
Park’s transformation in conjunction with a PI estimator. Notwithstanding, a quadrature
generator (QG in Fig. 3.6) allows transforming e‖ into an orthogonal signal e⊥ by measuring
its instantaneous frequency, in order to generate the needed inputs for Park’s transformation.
In this thesis, the single-phase PLL structure for controlling single-phase converters is
employed; furthermore, its analysis is beyond the scope of this thesis.
3.6 Summary of the chapter
This chapter presented the general characteristics of the power electronic converters based on
voltage and current source technologies for µGrid applications. A general topology for those
converters was presented in terms of the composition of their switches, which are operated
via pulse-width-modulation strategies.
These converters for single-phase and three-phase µGrids were dynamically modeled
through an averaged representation with continuous functions, which allows finding a
natural pH-bilinear structure for proposing passivity-based controllers. The single-phase
converters needed a non-autonomous dynamical model, while the three-phase converters
could use either autonomous or non-autonomous dynamical models, depending on the
reference frame employed, i.e., time-domain (abc), Clarke’s (αβ0) and Park’s (dq0) reference
frames, respectively.
Lastly, the structures of single-phase and three-phase PLLs were studied in order to
highlight their importance for control purposes in AC µGrids. Nevertheless, note that only
the three-phase model was exhaustively analyzed in comparison to the single-phase case,
since those systems did not correspond to the main focus of study in this thesis.
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Hamiltonian modeling of AC µGrids
This chapter studies the general characteristics of AC µGrids focusing on their mathematical
modeling in different modes of operation. Single-phase and three-phase representations
are studied and mathematically formulated as Hamiltonian systems controlled by ports.
Additionally, constant-power terminals are integrated via power electronic converters based
on voltage source technologies.
4.1 Operating modes of AC µGrids
Microgrids can be operated in two main modes: grid-connected [127] and isolated [128]. Fig.
4.1 presents both concepts applied to generic AC µGrid configurations by considering the
two possible operative states of the main breaker. Suppose the main breaker is governed by
a binary variable δ. Then, if δ takes the lower state (δ = 0), the main breaker is closed and
the µGrid operates in grid-connected mode. Otherwise, if δ takes the upper state (δ = 0),
the main breaker is opened and the µGrid operates in isolated mode. The next definitions
present both concepts clearly.
Definition 8 (Grid-connected operating mode) A µGrid is operating in grid-connected
mode if there exists an interconnection between the µGrid and the AC power grid (δ = 0) and
the voltage and frequency are totally controlled by the grid, which behaves as an infinite bar.
This implies that all DERs contained in the µGrid operate in active/reactive power control
mode. This operating condition is also known as a master–slave scheme [129].
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Figure 4.1: Interconnection of multiple DERs in AC µGrids for operation in grid or isolated
operating modes
Definition 9 (Isolated operating mode) A µGrid is operating in isolated mode if the
interconnection to the AC grid is interrupted (δ = 1) or does not exist, and all DERs work
cooperatively to support the voltage and frequency in the grid by maintaining the energy
balance in the whole µGrid.
Observe that in isolated operating mode, the µGrid may be operated via a master–slave
strategy if there exists a robust energy storage system (see the battery support in Fig. 4.1)
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that works as a slack node, i.e., controlling the voltage and frequency regulation, which
implies that the remaining group of DERs will continue working under the slave philosophy.
In this thesis, the main interest is to analyze the passivity-based properties of AC µGrids.
The master–slave strategy is considered for developing the complete dynamical model of the
network. This implies that there will always exist an ideal source that allows supporting the
voltage and frequency in the µGrid. This source may be the main grid or a large-battery
energy storage system integrated through a voltage source converter.
4.2 Modeling of passive components in AC µGrids
The dynamical modeling of electrical distribution networks can be obtained by applying
circuit laws in conjunction with graph theory [19]. The inductive and capacitive effects of
the distribution lines as well as the shunt capacitive filters are employed to formulate its
dynamical behavior. Constant power consumption or generation are typically integrated
in the grid via power electronic converters for managing their consumption/generation via
control actions [63]. The next subsections will give in detail the dynamical modeling of
single-phase µGrids as well as their extension to the three-phase case.
4.2.1 Single-phase dynamical model
4.2.1.1 General considerations
Consider a generic single-phase µGrid with linear and nonlinear loads, which operates in
grid-connected mode as depicted in Fig. 4.1. In addition, the following assumptions for the
single-phase microgrid (SP-µGrid) are made:
Assumption 1 The electrical connections between the different nodes in the SP-µGrid are
modeled by a connected graph with n external ports. Each port has variables (vk, ik), k =
1, . . . , n− 1.
Assumption 2 There is a master–slave control. This implies that the SP-µGrid operates
in grid-connected mode and that the grid provides the voltage profile and the fundamental
frequency for the entire SP-µGrid.
Assumption 3 Each node has at least one electrical element connected directly to ground
(electrical reference). This element corresponds to the capacitive effect between each branch
(line) and the physical (electrical) ground.
Assumption 4 The constant-power pq terminals are modeled as single-phase voltage source
converters. Each pq terminal corresponds to a constant power load or to a distributed energy
resource (energy storage or distributed generator technology).
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4.2.1.2 Dynamical model of a generic node
Assume the existence of pq terminals for the n− 1 nodes different from the master node, as
presented in Fig. 4.2(a). Then, by applying Kirchhoff’s first law,
fk = gkvk + Ck
d
dt
vk + ik; k = 2, 3, . . . , n (4.1)
where fk is the current generated by the distributed energy resource or consumed by a
nonlinear load connected at node k, which in matrix form can be rewritten as
fl = Glvl + Cl d
dt
vl + il, (4.2)
where fl = col(fk) ∈ Rn−1, Cl,Gl ∈ Rn−1×n−1 diagonal matrices with positive elements Ck
and gk, respectively. Note that G contains the conductive effects associated with the constant
resistive loads interconnected to each node and must be a positive semidefinite matrix, while
Cl must be a positive definite matrix to guarantee the existence of the voltage dynamics at
each node. Additionally, observe that il, fl and vl are vectors that contain all nodal variables
except for the master node, where the subscript zero is employed to refer to its variables.
4.2.1.3 Dynamical model of a generic branch
Suppose that there are b electrical lines in the SP-µGrid, represented by the internal edges
of the graph, with variables (vj, ij), j = 1, . . . , b. The lines can be modeled employing a
classical Π model as depicted in Fig. 4.2(b), where Lj and Rj represent the series inductance
and resistance parameters of the electrical conductor, and Cj is the capacitive effect between
the conductor and the electrical reference.
By applying Kirchhoff’s laws in one line one obtains that
vm − vn = vj = Lj d
dt
ij +Rjij, (4.3)
ij
Node m Node n
Cj
RjLj
Cj
(b)(a)
Ck
Node k
gkfk
ik
Figure 4.2: pi model of the jth electrical branch connected between m and n nodes
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with vm and vn the voltages in both ends of the line (nodes m and n), which implies that
vj corresponds to the voltage drop in the j
th line, and ij to the current flowing through this
line. This expression can be generalized for all branches in matrix form as
vE = LE d
dt
iE +REiE , (4.4)
where vE = col(vj) ∈ Rb, iE = col(ij) ∈ Rb, while LE = diag{Lj} ∈ Rb×b and RE =
diag{Rj} ∈ Rb×b contain the inductive Lj > 0 and resistive Rj > 0 effects, respectively.
Note that the capacitive effects of each branch Cj will be considered in the dynamics of
the electrical nodes.
4.2.1.4 Line–Node relationship
The line–node relationship is given by the Incidence matrix A ∈ Rb×n with entries equal to
±1 depending on the incidence and the chosen current flow. Let the vector of nodal voltages
be vN = col(vk) ∈ Rn, then
iN = AT iE , vE = AvN . (4.5)
Due to the existence of a master node, the vector of nodal voltages and currents can be
split into
vN =
[
v0
vl
]
, iN =
[
i0
il
]
(4.6)
with v0 ∈ R and i0 ∈ R the master voltage and current respectively, while vl, il ∈ Rn−1 are
the rest of the nodal voltage and currents. Under these conditions, Eq. (4.5) can also be
rewritten as
vE =
[
A0 Al
] [ v0
vl
]
= A0v0 + Alvl (4.7a)[
i0
il
]
=
[
AT0
ATl
]
iE ⇒ il = ATl iE (4.7b)
with A0 ∈ Rb×1 the first column of A and Al ∈ Rb×(n−1). Equation (4.7)b also implies that
i0 = A
T
0 iE , which is always satisfied since the master node is ideal.
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4.2.1.5 Complete dynamical model
The dynamical model of the SP-µGrid is represented by the set of equations (4.4) and (4.2)
in the line–node relation (4.7) as
LE d
dt
iE = −REiE + Alvl + A0v0 (4.8a)
Cl d
dt
vl = −Glvl − ATl iE + fl (4.8b)
s.t.
i0 = AT0 iE (4.8c)
It is important to note that the dynamical model of the SP-µGrid (4.8) corresponds to a
port-controlled Hamiltonian system with an external input
Dx˙ = [J −R]∇H (x) + Γ (4.9)
where D = diag{LE , Cl} ∈ R(b+n−1)×(b+n−1), D = DT > 0, the dissipation matrix R =
diag{RE ,Gl} ∈ R(b+n−1)×(b+n−1), R = RT > 0, the state x =
[
iTE v
T
l
]T ∈ Rb+n−1, the
matrices
Γ =
[
A0v0
fl
]
∈ Rb+n−1, J =
[
0 Al
−ATl 0
]
= −J T (4.10)
and the quadratic function
H (x) = 1
2
xTx, ∇H (x) =
[
∂
∂x
H (x)
]T
= x (4.11)
4.2.1.6 Integration of constant pq terminals via VSCs
The integration of any constant power pq terminal that models a nonlinear load
interconnected to the SP-µGrid is made via a voltage source converter technology, as was
presented in Fig. 3.2, which clearly exhibited a Hamiltonian representation as defined in the
set of equations (3.1) with parameters presented in Table 3.1.
4.2.1.7 Stability analysis
We now study the dynamic behavior of a general SP-µGrid considering external sources Γ.
In this context, the admissible trajectories x?(t) are the set of state trajectories that the
system can follow. These trajectories fulfill
Dx˙? = [J −R]∇H (x?) + Γ? (4.12)
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where
Γ? =
[
A0v0
f ?l
]
, and H(x?) = 1
2
x?Tx?
Define the classical tracking error as x˜ = x − x?. Then the dynamic behavior for the
tracking error can be written as
D ˙˜x = [J −R]∇H (x˜) + Γ˜ (4.13)
In the next proposition, conditions for x˜→ 0 are given.
Proposition 1 Assume that v0(t) and fl(t) are time-varying and that their steady state
behaviors are well defined. Then, x˜(t) of the system (4.13) is ultimately bounded. Moreover,
if it is assumed that f ?l (t) = fl(t) is imposed by the constant power load controllers, which
means Γ˜→ 0, the asymptotic stability of x˜ = 0 is achieved.
Proof 5 Consider the positive function
V (x˜) = 1
2
x˜TDx˜ (4.14)
The time derivative of (4.14) along the trajectories of (4.13) is
V˙(x˜) = −x˜TRx˜+ x˜T Γ˜
≤ −λmin{R}|x˜|2 + |x˜||Γ˜|
= −(1− θ)λmin{R}|x˜|2 − θλmin{R}|x˜|2 + |x˜||Γ˜|
with 0 < θ < 1, while λmin{R} is the minimum eigenvalue of R and | · | denotes the norm.
So, it can be concluded that
V˙(x˜) ≤ −(1− θ)λmin{R}|x˜|2 (4.15)
for all
|x˜| ≥ |Γ˜|
θλmin{R} > 0 (4.16)
Since (1 − θ)λmin{R}|x˜|2 is a continuous positive definite function of x˜, inequality (4.15)
shows that the solutions x˜(t) are ultimately bounded. Moreover, note that if it is assumed
that the control of the power converters guarantees that Γ → Γ?, then the ball defined in
(4.16) becomes the origin and x˜ = 0 is asymptotically stable, which concludes the proof.
Remark 4 As long as Γ˜ 6= 0, the trajectories of the error tend to a ball of radius determined
by the norm of Γ˜.
Remark 5 Note that the components of fl, which are the loads, will tend to f
?
l . Each f
?
l
must be admissible, which means that it must satisfy the power flow equations that results
from solving (4.9) in the sinusoidal regime.
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4.2.2 Three-phase microgrid dynamical model
A TP-µGrid can be modeled with three different reference frames, referred to as abc, αβ, and
dq, as presented for three-phase power electronic converters in Chapter 3. In this section,
the abc and αβ models will be discussed, while dq will left for future analysis, since special
assumptions on the TP-µGrid are required to develop this model.
A general dynamical model for a three-phase power system operating with a master-slave
strategy requires the following definitions:
Definition 10 (Three-phase node) A three phase node is a set of three nodes
corresponding to each phase. For example, when we refer to the node 5 we are referring
to the set of single phase nodes {5a, 5b, 5c}. The set of all three phase nodes is denoted by
N :
N = {(1a, 1b, 1c) , (2a, 2b, 2c) , ..., (na, nb, nc)}
where n is the number of slave nodes. On the other hand, the master or slack node is
represented by the three-phase node 0, that is, (0a, 0b, 0c).
Definition 11 (Three-phase branch) A three-phase branch is a set of three branches that
connect two adjacent three-phase nodes. For example, the branch 7 − 5 is the set of three
branches {7a− 5a, 7b− 5b, 7c− 5c}. The set of all three-phase branches is denoted by E and
has dimension (3 (n+ 1))× (3n).
Definition 12 (Branch-to-node incidence matrix) The branch-to-node incidence
matrix A is an N ×E matrix of which the entries aij are +1 if there is a three-phase branch
between the tree-phase nodes k and m and the current flows in the direction i → j, −1 if
the current is in the direction j → i, and zero if there is no direct connection between the
nodes. Note that the branch-to-node incidence matrix is made with the three-phase nodes as
individual nodes and branches in the graph.
Definition 13 (Three-phase branch-to-node incidence matrix) The three-phase
incidence matrix corresponds to an extension of the branch-to-node incidence matrix
previously defined considering each phase, as follows
A = 13 ⊗ A
where ⊗ denotes the Kronecker product and 13 is the 3× 3 identity matrix.
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4.2.2.1 General assumptions
The formulation of the dynamical model is based on the following assumptions:
Assumption 5 The graph that represents the grid is connected.
Assumption 6 The TP-µGrid operates under master-slave control. There exists a master
controller (the slack in the grid) which imposes the electrical frequency and the voltage
reference for all nodes in the grid.
Assumption 7 All elements on the TP-µGrid have a three-phase structure.
Assumption 8 The power electronic converters are three-phase without neutral access.
4.2.2.2 Three-phase line segment
Each three-phase line segment is represented by a generalized pi model as depicted in Fig.
4.3, where [LEk ] and [REk ] are 3×3 matrices that represent the inductive and resistive effects
respectively, while [CEk ] corresponds to the line to ground capacitive effects. The general
structure of these matrices is defined below:
i j
CEk
REkLEk
CEk
Figure 4.3: pi model of an electrical three-phase branch Ek connected between i and j
three-phase nodes
LEk =
 laa lab laclba lbb lbc
lca lcb lcc
 REk =
 raa rab racrba rbb rbc
rca rcb rcc
 CEk =
 caa cab caccba cbb cbc
cca ccb ccc
 (4.17)
The conventional representation of a TP-µGrid neglects the mutual effects between
phases. In the present formulation, mutual resistances/inductances are possible and hence
these matrices are not diagonal. Both [LEk ] and [REk ] in (4.17) correspond to the reduced
matrices obtained after applying Carson’s ground return corrections. For more details, refers
to [130].
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In case of underground electrical lines or lines with cables as conductors, the [CEk ] matrix
has a diagonal structure. Nevertheless, [REk ] and [LEk ] preserve the structure above defined.
Now, the resistance matrix of the entire microgrid is defined by block matrices as follows
R =

[RE1 ]3×3 [0]3×3 · · · [0]3×3
[0]3×3
[
R(E2)
]
3×3 · · · [0]3×3
...
...
. . .
...
[0]3×3 [0]3×3 · · · [REm ]3×3
 (4.18)
where m corresponds to the total number of line segments. The capacitance and inductance
matrices for the entire micro-grid (C and L) can also be defined in the same way. Note that
all these matrices are non-singular.
4.2.2.3 Dynamical model in the abc reference frame
By using these definitions, the following current and voltage relations can be obtained for
the whole of the TP-µGrid:
VE = AVN +A0V0, IN = AT IE (4.19)
where IE is a real vector that represents the current in the three-phase branches, VE is the
voltage drop in the three-phase branches, IN and VN are the total injected current and nodal
voltage three-phase node, A0 is the three-phase incidence matrix for the master node, and
V0 is its three-phase voltage.
For any line segment (see Fig. 4.3), the following relation is fulfilled
VE = L
d
dt
IE +RIE = AVN +A0V0 (4.20)
Each node in N is represented by a constant resistive load R plus a power electronic
converter (this converter controls a constant power load consumption) as depicted in Fig.
4.4. In case there is no resistive load, the admittance g is zero.
gF (VN , P,Q)
iN
Figure 4.4: Interconnection of constant power terminals in a generic three-phase node
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The current injection in each power electronic converter is represented by a non-linear
function F . Consequently, the dynamic model of the nodes is given by
F (VN , P,Q) = GVN + C
d
dt
VN +AT IE (4.21)
Note that C contains all the capacitive effects of the line segments, as well as the physical
capacitors connected to the nodes, and G is a load admittance matrix (possibly singular).
Finally, the three-phase unbalanced micro-grid can be represented by the following
dynamical system[
L 0
0 C
]
d
dt
[
IE
VN
]
=
[ −R A
−AT −G
] [
IE
VN
]
+
[ A0V0
F (VN , P,Q)
]
(4.22)
Note that model (4.22) is non-autonomous since V0 and F are time dependent.
4.2.2.4 Dynamical system in the αβ reference frame
To obtain an equivalent αβ model for TP-µGrids, Clarke’s transformation as given in (3.18)
is employed, and in addition, a power conservation characteristic between the abc and αβ
model is taken into consideration. Moreover, Clarke’s transformation satisies T T = T−1
TN = T ⊗ 1N , TE = T ⊗ 1E (4.23)
These definitions are applied to (4.20) and (4.21) to obtain the following
LT−1E
d
dt
IE = −RT−1E IE +AT−1N VN +A0T−1c V0
CT−1N
d
dt
VN = F (VN , P,Q)−GT−1N VN −ATT−1E IE
(4.24)
where IE = TEIE and VN = TNVN are the three-phase line segment currents and three-phase
node voltages in the αβ0 reference frame, while V0 and F are the master voltage and the
nonlinear power function in the αβ reference frame.
To simplify the dynamical model defined by (4.24), the first equation is premultiplied by
TE , while the second equation is premultiplied by TN
L d
dt
IE = −RIE + TEAT−1N VN + T0V0
C d
dt
VN = F (VN , P,Q)−GUN − TNATT−1E IE
(4.25)
where the following definitions have been used in (4.25) to complete the representation
L = TELT−1E ; C = TNCT
−1
N ; G = TNGT
−1
N
T0 = TEA0T−1c ; R = TERT−1E
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4.2.2.5 A compact representation
Proposition 2 (Hamiltonian model of the TP-µGrid) The dynamical system of the
TP-µGrid defined by (4.25) can be written as
Mx˙− Jx+ Dx = S(x, t) (4.26)
where M is a positive definite matrix, J is a skew-symmetric matrix called the interconnection
matrix, D is a positive semi-definite matrix called the dissipation matrix, and S(x, t) is an
external time-varying perturbation.
Proof 6 Define the following state variables and matrices to complete the proof.
x =
[
IE
VN
]
, M =
[
L 0
0 C
]
, D =
[
R 0
0 G
]
J =
[
0 TEAT−1N
−TNATT−1E 0
]
S(x, t) =
[
T0V0
F (VN , P,Q)
]
(4.27)
Definition 14 (Matrix A (Three-phase interconnection matrix)) By using the
definitions for TE and TN given by (4.23), and using the properties of the Kronecker product,
it is easy to prove the next relation:[
TNATT−1E
]T
= TEAT−1N = A
By employing this definition, J takes the following form, which proves that it is
skew-symmetric definite.
J =
[
0 A
−AT 0
]
Note that (4.26) preserves the same Hamiltonian structural properties analyzed for the
SP-µGrid model shown in (4.9). This implies that its stability analysis is the same as that
presented for the SP-µGrid model, mutatis mutandis.
4.3 General comments
Next, the main characteristics of both single-phase and three-phase microgrids are given:
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• The derivation of the dynamical models for single-phase or three-phase µGrids is based
on the classical Kirchhoff’s laws, together with incidence matrix modeling, and they
do not evidence any structural difference in terms of Hamiltonian modeling, since both
models are nonlinear non-autonomous dynamical systems.
• Single-phase or three-phase power electronic converters based on voltage or current
source technologies can be integrated with SP-µGrids and TP-µGrids preserving
passivity structural properties via interconnection and damping assignments of
proportional integral passivity-based control approaches.
• Constant power terminals must be integrated via power electronic converters to
guarantee their nominal consumption under power grid variations.
• The steady state behavior of single-phase and three-phase µGrids can be determined via
a power flow analysis via numerical methods, e.g., Newton–Raphson [15], by assuming
sinusoidal operation with constant frequency. These conditions must be provided by
the master node of the µGrid.
4.4 Summary of the chapter
This chapter addressed the dynamical formulation of models for three-phase and single-phase
µGrids from the point of view of circuit theory based on the incidence matrix as well as
Kirchhoff’s laws by considering the power electronic converters as ideal controlled current
sources.
The three-phase and single-phase µGrid models showed exactly the same mathematical
passive structure, since those µGrids are composed by passive components such as capacitors,
inductors and resistors with external controlled and well-defined inputs.
Finally, the main conceptualizations about the operation of AC µGrids in grid-connected
or isolated modes were briefly discussed and analyzed from the point of view of the
master–slave control approach, which allows operating distributed energy resources in active
and reactive power mode independently of the voltage and frequency supplier.
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Chapter 5
Numerical validation and discussion
Simulation results for single-phase and three-phase alternating current µGrids will be analyzed
in this chapter. The dynamical behavior of quadrature signals and single-phase converters
for power compensation in an SP-µGrid as well as different reference frames for three-phase
converter control will also be discussed. Test system configurations available in the specialized
literature, which are derived from this thesis, will be used to validate the passivity-based
proposed controllers.
5.1 Single-phase microgrids
The integration of DERs in SP-µGrids is studied in this section. The integration of
supercapacitors and superconducting coil energy storage systems are analyzed considering an
equivalent SP-µGrid to independently compensate for active and reactive power; additionally,
an isolated operation is tested via a large-scale battery system which is controlled to support
the voltage and frequency in the four-node small test feeder reported in [15].
5.1.1 Supercapacitor integration
The integration of a supercapacitor energy storage system is made as depicted in Fig. 5.1.
The parameters of this test system are presented in Table 5.1.
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DC
AC
AC grid
i(t) e(t)v(t)
Rf Lf
vsc
+
−
Csc
PWM-VSC
Figure 5.1: Supercapacitor integration in SP-µGrid via PWM-VSC
Parameter Value Unit Parameter Value Unit
Lf 2.50 mH Rf 1.25 mΩ
Csc 2.50 F vsc 600 V
Vrms 220 V f 50 Hz
Table 5.1: Parameters of the lateral branch presented in Fig. 5.1 for integrating
supercapacitors
Note that this supercapacitor allows storing 450 kJ of electrical energy. Its operating
voltages are from 350 V to 600 V. The PWM-VSC was designed with nominal power rate of
12 kVA.
Fig. 5.2 shows the charging process for the supercapacitor when the voltage begins from
350 V and the desired operating charges are 600 V. For this simulation test, the PI-PBC
approach was employed, assuming that the PWM-VSC is operated under unity power factor
with varied power transference capabilities: 50%, 75%, and 100% of its nominal capacity.
0 5 10 15 20 25 30 35 40 45 50 55 60
300
350
400
450
500
550
600
650
Time [s]
v s
c
[V
]
50%
75%
100%
Figure 5.2: Charging process for supercapacitor with different power rates
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Note that the required charging time for the supercapacitor system depends on the active
power interchange between the AC grid and the converter. For this reason, when the active
power transference is 6 kW, the charging time is around 45 s (from 10 s to 55 s, approximately,
as shown in Fig. 5.2); when the rate of charging is 9 kW, the required time is reduced to
approximately 30 s. When the active power transference corresponds to the nominal capacity
of the PWM-VSC (12 kW), the needed time is around 23 s. Additionally, observe that the
charging curve is not exactly a ramp curve since there is a quadratic relation between the
active power and the voltage profile in the supercapacitor, as discussed in [72], which is solved
by a root-square curve such as the one presented in Fig. 5.2.
Fig. 5.3 presents the active and reactive power behavior for the supercapacitor energy
storage system, when an arbitrary set of reference has been selected for proving its ability to
control active and reactive power independently.
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Figure 5.3: Active and reactive power for the supercapacitor energy storage system
Fig. 5.3 presents the active and reactive power behavior for a supercapacitor energy
storage system in SP-µGrids. Observe that both proposed passivity-based controllers,
IDA-PBC and PI-PBC, have the same dynamical performance. This behavior is expected
in these controllers, since they have the same analytic derivation and the only difference is
in the signal control associated to the error u˜, as presented in Chapter 2. Besides, both
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control inputs directly actuate on the variable of interest (the filter current i), making it
possible to design a direct control strategy, which simplifies the PWM-VSC when compared
to PWM-CSC, where an indirect control design is required. Nevertheless, from Figs. 5.3(a)
and 5.3(b) it is possible to conclude that both passive controllers allow satisfying the
control objective in terms of active and reactive power control independently for SP-µGrid
applications. Note that the selection of any one of those controllers (i.e., IDA-PBC and
PI-PBC) depends on the requirements of the plant as well as the capabilities of signal
processing of the hardware where the controller is implemented. Notwithstanding, when
possible, the PI-PBC approach should be selected over the IDA-PBC approach, since the
actions of the PI allow reducing the parametric uncertainties present in the filter parameters.
Fig. 5.4 shows the dynamical performance of the energy storage variable for both proposed
passivity-based controllers. Observe that the voltage behavior is directly related to the active
power behavior (see Fig. 5.3): when the active power is positive (5 kW from 0.25 s to 0.5 s
and 10 kW from 0.5 s to 0.75 s) the voltage profile at the supercapacitor begins decreasing,
which implies that energy is flowing from the supercapacitor to the main AC grid. When the
active power is negative, the voltage profile starts to increase: see the period of time between
0.75 s to 1 s. Otherwise, the voltage remains constant, as observed from 0 s to 0.25 s in
Figs. 5.3 and 5.4.
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
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Figure 5.4: Voltage at the terminals of the supercapacitor when the active and reactive power
references vary
It is important to stress that the reactive power behavior does not have any effect on
the supercapacitor voltage, since it is directly interchanged between the commuted devices
present in the PWM-VSC and the main grid.
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5.1.2 Superconducting coil integration
The integration of superconducting coils in AC SP-µGrids is made as presented in Fig. 5.5.
The parameters of the series filter and AC voltage and frequency operation are contained
in Table 5.1. Additionally, the shunt capacitor filter Cf was taken to be 150µF, while the
superconducting coil was designed with the same energy storage capability used in the case of
the supercapacitor, which implies that its nominal current rate isc is 300 A and its inductance
value Lsc corresponds to 10 H.
DC
AC
AC grid
i(t) e(t)v(t)
Rf Lf
Cf
isc
vsc
+
−
Lsc
PWM-CSC
Figure 5.5: Interconnection of superconducting coils in AC SP-µGrids via PWM-CSC
The charging process of the superconducting coil is presented in Fig. 5.6. An IDA-PBC
controller is employed in this case to validate the ability of passivity-based control theory to
manage the energy stored in a superconducting coil system by controlling the PWM-CSC.
For this test, it is supposed that the superconducting coil has an initial current of 175 A.
When the simulation time has reached 5 s, different power rates are used to take its current
to its nominal value. Recall that the PWM-CSC was designed and operated in this test with
the same properties as the PWM-VSC.
From Fig. 5.6 it is possible to see that the rate of active power used to charge the
superconducting coil (increase its current) is directly related to the required charging time.
For example, when the active power rate is 6 kW, the charging time is approximately 50 s
(from 5 s to 55 s); when the active power rate is 9 kW, the charging time is around 32 s.
When the nominal power rate of the converter is used, the charging time is approximately
25 s.
Note that the form of the curve exhibit by the charging process of the superconducting
coil (see Fig. 5.6) evidence a root-square form as as presented in [83] for the three-phase
superconducting coil case. This behavior is expected for energy storage devices since, the
energy function is quadratic in terms of the time, with implies that its inverse is a root-square
function.
Fig. 5.7 shows the active and reactive power behavior for a superconducting coil energy
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storage system when active and reactive power are controlled independently.
From Fig. 5.7 that both passivity-based controllers in general terms fulfill the control
objectives; notwithstanding, IDA-PBC has a better tracking performance than the PI-PBC,
since when the active (reactive) power changes its reference, the reactive (active) power has
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Figure 5.6: Charging process for the superconducting coil with different power rates
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Figure 5.7: Active and reactive power for the superconducting magnetic energy storage
system
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lesser oscillations. Also observe that in the interval of time between 0.4 s and 0.8 s, the
reactive power has an important deviation of its reference value for the PI-PBC approach,
while IDA-PBC remains closer to its reference, as can be seen in Fig. 5.3b. This is a
consequence of the greater oscillations produced by any change in the reference value of the
active power, which moves the reactive power away from its desired value, as well as the
oscillations present in the voltage signal of the capacitive filter Cf , which may be amplified
by the integral action of the PI-PBC approach, and that it does not suffer in the IDA-PBC
approach.
Finally, Fig. 5.8 presents the dynamical performance of the energy storage variable for the
superconducting coil as a function of the active power variations shown in Fig. 5.7. Note that
the same interpretation used to understand the dynamical behavior of the supercapacitor can
be applied in this case.
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Figure 5.8: Current through the superconducting coil when active and reactive power
references are varied
5.1.3 Integration of batteries and renewable generation
This section presents the possibility of using a passivity-based control for operating an
SP-µGrid under a master–slave scheme. Nevertheless, this configuration corresponds to a
large-scale of batteries integrated via PWM-VSC to control the voltage profile as well as the
frequency in the whole microgrid. A photovoltaic system is also integrated via PWM-VSC,
being operated as a constant power module with unity power factor. Additionally, a
non-controlled constant power load is directly connected to the SP-MG. The configuration
of the test system is presented in Fig. 5.9, while all data are listed in Table 5.2.
In the case of the photovoltaic system, its behavior is emulated as a variable current
source is, such that is ≥ 0 ∀t ≥ 0. The current profile selected for emulating the photovoltaic
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dcv
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dc
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vdc
Bus 5
Filter 34
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RL23
RL25
R3
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C3
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Phot. Syst. VSC
VSC
CPL
is
Figure 5.9: Electrical configuration of the test system [15]
Element Value Unit Element Value Unit
C1 50 µF C2 120 µF
C3 100 µF C5 160 µF
C4dc 4700 µF R2 5 Ω
R3 3 Ω R5 4 Ω
Ls1 1.25 mH L34 2.5 mH
L12 1.5 mH R12 10 mΩ
L23 2.5 mH R23 10 mΩ
L25 1.25 mH R25 50 mΩ
Vrms 127 V f 60 Hz
vdc 300 V v¯
4
dc 400 V
Table 5.2: Electrical parameters of the test system
system during a typical sunny day is presented in Fig. 5.101.
1This current curve was adapted from real values reported in [131]
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Figure 5.10: Current provided for the photovoltaic system
For simulation purposes, due to the fact that both proposed passivity-based controllers
exhibit a similar dynamical performance, as was observed in the above sections, in this case,
only the results obtained with the IDA-PBC approach will be presented in this section.
In the case of isolated µGrids operating under a master–slave control scheme, the main
idea is to emulate the behavior of an ideal AC sinusoidal AC source. In this context, the
battery system connected at node s is operated under voltage–frequency to support these
variables at node 1, which implies that the objective of control for the battery system is
v?C1(t) =
√
2Vrms sin(2pift); (5.1)
where Vrms and f were listed in Table 5.2.
On the other hand, the photovoltaic system is operated with a unity power factor, in
order to extract all active power available in the primary energy resource (see the current is
in Fig. 5.9). Finally, the non-controlled constant power terminal located at node k consumes
3 kW and 2 kVA until 0.5 s of simulation time; after this period, this load operates under
unity power factor, consuming 5 kW.
Fig. 5.11 presents the root mean square performance of voltage at the main nodes of the
network as well as the frequency profile at node 1.
From Fig. 5.11(a) it is possible to observe that node 1 (the slack node) preserves
its desired rms value with deviations lower than 1.5% independently of the photovoltaic
generation or load consumptions. On the other hand, the other voltage profiles fulfill the
conventional regulation voltage deviation estimated around 10% for AC low-voltage power
grids [8]. Additionally, observe that their rms behavior is highly correlated to the active
power generation by the photovoltaic system, since these voltages follow a similar curve to
that presented by is (see Fig. 5.10). It is also important to point out that the commutation
of the controlled constant power load at 0.5 s produces a transient behavior in the voltage
profile of the network, since the currents through the lines change instantaneously, producing
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Figure 5.11: Voltage and frequency at the main nodes of the network
drastic variations in their terminal voltages. Note that the averaging frequency in the slack
node is depicted in Fig. 5.11(b), which clearly evidences small oscillations around 60 Hz.
These oscillations are lower than 0.05%. Note that these variations in the frequency are
mainly cased by the commutation strategy applied to the PWM-VSC.
From the results depicted in Fig. 5.11 it is possible to conclude that the proposed
IDA-PBC allows fulfilling the control objective for the voltage profile defined by (5.1) in
terms of voltage amplitude and frequency.
Fig. 5.12 shows the active power performance in both sides of the PWM-VSC that
interconnects the photovoltaic system to the AC grid as well as its DC voltage.
Note in Fig. 5.12(a) that the active prower transference from the DC side of the
PWM-VSC to the AC main grid (node 3) follows the same behavior shown by is (see Fig.
5.10), since the power in the DC side corresponds to the product of this current and their
DC link voltage (v4dc in Fig. 5.9(a)), which implies that if the DC link voltage is constant
(see Fig. 5.12(b)), then the DC power follows the same pattern exhibited by the current.
Moreover, from 5.12(a) it is possible to see that the AC power pac wraps the DC power Pdc,
which implies that the AC current follows its reference with minimal error. Finally, Fig.
5.12(b) shows a quite constant performance in the voltage on the DC link of the photovoltaic
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Figure 5.12: Active power and DC voltage in the photovoltaic system
system, which implies that the amplitude of the AC current through the filter only depends
on the value of the current coming from the primary energy resource, i.e., is.
5.1.4 Additional comments
The performance of any PWM-CSC or PWM-VCS depends on the quadrature generator
as presented by the differential first-order Hamiltonian system given in (3.13), since this
quadrature generator allows controlling the current through the AC filter in order to control
the active and reactive power in constant power operation mode. Fig. 5.13 shows the
performance of the quadrature generator for different proportional gains, considering as
normalized input a sinusoidal function.
Note that in Fig. 5.13 the parallel e‖ and the quadrature e⊥ signals associated to the
input signal e have a rate of convergence related to the proportional gain ksync, e.g., when
ksync = 50 the required time to reach the desired behavior is greater than five cycles of the
reference signal; nevertheless, when ksync = 200 only two cycles of the reference signal are
required to obtain a perfect parallel-quadrature signal generator. Additionally, note that the
simulations presented in Fig. 5.13(b) show a quadrature signal leading the parallel signal,
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Figure 5.13: Dynamical behavior of the quadrature generator
which is related to the power factor in the operation of the converters.
It is important to mention that the comparison between the proposed PBC approaches
with classical methods such as the PI control or feedback linearization methods can be found
in the papers contained in the list of publications presented in Section 1.8.
5.2 Three-phase microgrids
The integration of DERs in TP-µGrids is studied in this section.
5.2.1 Battery/PV system for voltage and frequency support
Consider a reduced topology presented in Fig. 5.14, which corresponds to an interconnection
between a battery energy storage system and a photovoltaic system to support the voltage and
frequency of an isolated power grid modeled as a current source. The electrical parameters
of this network are presented in Table 5.3.
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Figure 5.14: Proposed circuit configuration for voltage and frequency support in TP-µGrids
in isolated operating mode
Parameter Value Unit Parameter Value Unit
C1 10 mF C2 250 µF
Lf 2.25 µF Rf 1.25 mΩ
RL 20 Ω — — —
Table 5.3: Parameters of the test system presented in Fig. 5.14
The battery considered for this study is based on Lithium-Ion technology with 800 V
and 30 Ah of voltage and current nominal values, respectively. We assume that the battery
contains an initial charge of 70% and its time response is 30 s. The desired output voltage
profile at the point of the three-phase load coupling is to Vrms = 220 V with an electrical
frequency of 50 Hz. In addition, the current model is which is generated for the distributed
energy resource is depicted in Fig. 5.15.
For simulation purposes, a constant power load is considered, as follows. If t ∈ [0, 0.5) s,
then pac = 15 kW and qac = 5 kVAr. If t ∈ [0.5, 1] s, then pac = 20 kW and qac = 10 kVAr.
Fig. 5.16(a) shows the dynamical behavior of the frequency at the point of common
coupling for the proposed PI-PBC as well as PI-PBC. Note the transient behavior in the
interval of time from 0 s to 0.2 s; this behavior is produced by the single-phase system used
to observe the frequency behavior, since it is composed by a proportional-integral action and
it has a transient reaction when the AC signals have not reached a steady state behavior. It
is possible to observe that both control approaches have a similar dynamical performance.
Nevertheless, the PI-PBC approach has small oscillations around the desired value, while the
IDA-PBC presents a quite constant behavior (see Fig. 5.16(b)).
Fig. 5.17 presents the root-mean-square performance of the voltage profile at the load
coupling point for both proposed control approaches. Note that the percentage deviations
are less than 1% for both controllers; notwithstanding, the PI-PBC method shows a smaller
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steady state error than the IDA-PBC method. This can be explained by the active and
reactive power behaviors presented in Fig. 5.18.
In Fig. 5.18 the dynamical behavior of the active and reactive power in the point
of load coupling is presented. Note that the IDA-PBC and PI-PBC approaches have a
similar behavior during the transient periods; nevertheless, under steady state conditions,
the PI-PBC method tracks its reference with less error than does the IDA-PBC method.
The active power in the case of PI-PBC has a 0.12% tracking error, while IDA-PBC exhibits
0.35% tracking error (see Fig. 5.18(a)). This difference in the active power tracking produces
deviations in the rms voltage profile, as was shown in Fig. 5.17. On the other hand, Fig.
5.18(b) shows the reactive power performance. In this case, both controllers present tracking
errors lower than 0.08%, which fulfills the control objective for both approaches.
Finally, Fig. 5.19 shows the dynamical performance of the current in the DC side of the
converter, i.e., distributed energy resource current is as well as the battery current ib for both
proposed PBC approaches. Note that both behaviors have the same dynamical performance
in terms of wave form. During the starting period, a transient phenomena is seen for t < 0.1 s,
which is caused by the initial conditions of the simulation. During the period of time when is
has enough energy to support all loads, the current through the battery is negative, as seen
from 0.2 s to 0.5 s. This implies that the battery is storing energy during this period of time.
Finally, the power consumption increase in the AC load for simulation times greater than
0.5 s: the current through the battery changes its sign, which implies that the battery starts
to support the difference between the power provide by the distributed energy resource in
the DC side of the converter and the AC power consumption.
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Figure 5.15: Behavior of the DC current present in the DC side of the PWM-VSC in Fig.
5.14
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Figure 5.16: Dynamical behavior of the electrical frequency of the AC power grid for the
IDA-PBC and PI-PBC approaches
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Figure 5.17: Dynamical behavior of the root-mean-square values in the point of load
connection with IDA-PBC and PI-PBC approaches
5.2.2 Integration of superconducting coils
In this section the possibility of integrating superconducting coils in TP-µGrids via
PWM-CSC is presented. The electrical parameters are presented in Table 5.4 and Fig.
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Figure 5.18: Active and reactive power supported at the point of three-phase load connection
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Figure 5.19: Current in the DC side of the converter
5.20 shows the interconnection of this device to the TP-MG.
To study the possibility of controlling the active and reactive power in three-phase
superconducting coil applications via IDA-PBC theory, an arbitrary set of active and reactive
power references have been selected. Park’s reference frame as well as Clarke’s reference frame
are used to validate the possibility of controlling autonomous and non-autonomous dynamical
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Figure 5.20: Connection of an SMES system using PWM-CSC to TP-µGrids
Parameter Value Unit Parameter Value Unit
Lf 2.5 mH Rf 1.25 mΩ
LSC 7.5 H Cf 160 µF
imaxdc 100 A i
min
dc 20 A
vrmsLL 440 V f 60 Hz
Table 5.4: Parameters for the simulation of the superconducting coil connection to a TP-MG
systems via passivity-based control theory.
Fig. 5.21 shows the active and reactive power output of the superconducting coil system
when IDA-PBC control is applied with the dq and αβ reference frames.
For both reference frames, the active and reactive power effectively follow their references;
nevertheless, the dq reference frame has less tracking error when compared to the αβ reference
frame. This is since in the dq reference frame, a three-phase PLL is employed to estimate
the electrical frequency of the grid. If this frequency is adequately estimated, then the dq
reference frame has constant input signals and references, which implies that the control
problem is easier than for the time varying signals present in the αβ reference frame.
It is important to mention that the charging process as well as the dynamical behavior
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Figure 5.21: Active and reactive power in Clarke’s and Park’s reference frames
of the energy storage variable remain the same as in the single-phase case. For this reason,
these simulations are not included in this section.
5.2.3 Unbalanced operation
As test system, a low voltage TP-µGrid is employed. Its configuration is depicted in Fig.
5.22. All parameters of this system are presented in Table 5.5. These values have been taken
from [63].
The information related to the total active power available in the photovoltaic system is
presented in Fig. 5.23(a). The active and reactive power of dynamic loads are depicted in
Figs. 5.23(b) and 5.23(c), respectively.
Note that for DL3 there are balanced and unbalanced loads, which produces oscillations
in the normal operation of the TP-MG.
As simulation cases, two scenarios are considered here:
Case 1: In the photovoltaic system, the generic converter is controlled to transfer all
active power available in the DC side at the same time that it supports all reactive
power required by the dynamic load 1.
www.utp.edu.co
Chapter 5. Numerical validation and discussion 79
Bus 2Bus 1
ac
dc
vdc
Bus 3Bus S
ac
dc
vdc
Bus 4Bus 5
Filter 1
Filter 2
Equiv. Syst.
L1
L2
DL1
DL2
DL3
Cf1
Cf2
Cf3
Photovoltaic System VSC
VSC
Utility
Supercapacitor
Figure 5.22: TP-µGrid configuration for unbalanced operation
www.utp.edu.co
80 Chapter 5. Numerical validation and discussion
Parameter Value Unit Parameter Value Unit
DC voltage at the Phot. Syst. 800 V Filter 2 resistance 50 mΩ
DC voltage at the SCES Syst. 1500 V Grid voltage, line to line, rms 380 V
Capacitance at the Phot. Syst. 0.5 F Grid fundamental frequency 50 Hz
Capacitance at the SCES Syst. 1 F Line 1 inductance 100 µH
Capacitance at the bus 1 200 µF Line 2 inductance 120 µH
Capacitance at the bus 2 150 µF Line 1 resistance 50 mΩ
Capacitance at the bus 3 200 µF Line 2 resistance 60 mΩ
Filter 1 inductance 800 µH Equiv. Syst. inductance 200 µH
Filter 2 inductance 800 µH Equiv. Syst. resistance 20 mΩ
Filter 1 resistance 50 mΩ — — —
Table 5.5: Electrical parameters of the TP-MG
Case 2: The SCES system is employed to support all reactive power requirements in
the dynamic load 3. This SCES is also used to reduce active power oscillations caused
by unbalanced load conditions in this load.
Case 1 This simulation scenario evaluates the possibility of the VSC’s holding the DC
voltage in the capacitor at a constant value, in order to transfer all active power available
in the photovoltaic system to the AC grid. The converter is used to support all reactive
power demanded by DL1. In Fig. 5.24 are presented the active power transfered from the
photovoltaic system to the AC side as well as the steady state error, the dc-link voltage and
the power factor in the dynamic load before and after the compensation. Case 2 In this
simulation scenario there is evaluated the possibility of using a SCES system to compensate
for the power oscillations caused by the unbalanced behavior in the DL3. The possibility
of compensating all reactive power demanded by DL3 is also evaluated. Fig. 5.25 shows
the active and reactive power in DL3 after compensation as well as the voltage behavior in
the supercapacitor. The SCES system guarantees a power factor of unity in dynamic load
3 at the same time that its active power oscillations are reduced, considering an average
consumption in this load of around 30 kW.
After evaluating the dynamic performance of the proposed IDA-PBC controller, it is
possible to conclude that:
• The tracking error, between the total active power available in the photovoltaic system
(DC link) and the active power in the AC side of the converter, is 2% of the average
value, with oscillations of 2%, caused mainly by the unbalanced loads, as can be seen in
Fig. 5.24(b). Additionally, there appear commutation losses in the converter and the
resistance of the filter, which are not quantified. These power losses affect the tracking
reference process, reducing the electrical efficiency of the system.
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Figure 5.23: Active and reactive power consumed/generated in the dynamic loads and
photovoltaic generation: (a) available power generation in the photovoltaic generation
system, (b) active power consumption in the dynamic loads and (c) reactive power
consumption in the dynamic loads
• The DC link voltage during the simulation time always remains at its nominal value,
as shown in Fig. 5.24(c), which implies that the controller fulfills the control task,
delivering all active power available in the photovoltaic system while holding the DC
voltage as constant as possible.
• It is possible to use the VSC to support the reactive power consumed by the dynamic
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load as presented in Fig. 5.24(d). Note that for all the period of simulation, the active
power factor observed by the electric grid in the point of connection of DL1 is unitary
as well as in DL3.
• Figure 5.25(c) shows that the dynamical behavior of the voltage profile in the
supercapacitor device depends only on the active power delivered (consumed) to (from)
the AC grid. When the active power is positive, the supercapacitor behaves as a power
generator, which implies that it is discharging (reduction in this voltage value). In
contrast, if the active power is negative, the supercapacitor behaves as a load (increasing
the voltage magnitude). This behavior is easy to observe by comparing Figs. 5.25(b)
and 5.25(c).
5.3 Summary of the chapter
This chapter summarized the application of the passivity-based controllers for the integration
of multiple distributed energy resources in AC µGrids with single-phase and three-phase
topologies, including grid-connected and isolated operation modes. Note that electrical
energy storage systems based on supercapacitor and superconducting coil technologies and
their integration with PWM-VSCs and PWM-CSCs exhibited the same applicability and
dynamical performance, which clearly evidenced that the proposed pH-bilinear modeling
and control allowed the generalization of these devices for single-phase and three-phase
applications without structural changes in their mathematical conceptualizations.
Renewable energy as well as battery banks were included for long term operation in
isolated µGrids, confirming that the master–slave control strategy can always be used
for voltage and frequency support. The power electronic converters can also control the
active and reactive power in four-quadrant operation, which allowed maximizing operating
conditions on those networks without recurring to conventional power flow analysis under
steady state conditions.
Finally, a complete analysis for three-phase µGrids showed the possibility of controlling
the active and reactive power independently under different reference frames, even if the AC
µGrid has uncontrolled and unbalanced loads, which implies that passivity-based control
approaches based on interconnection and damping assignment or proportional-integral
actions allowed satisfactory performance even under adverse operating conditions.
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Figure 5.24: Dynamical behavior in the photovoltaic and DL1 systems (a) active power
transfered from the photovoltaic system to AC system through VSC1 (b) steady state error
between DC and AC power in the VSC1, (c) DC link voltage and (d) power factor in DL1
before and after compensation
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Figure 5.25: Dynamical behavior in the SCES system: (a) active and reactive power
consumed in DL3 after compensation, (b) active and reactive power behavior in the SCES
system and (c) DC voltage in the supercapacitor device
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Conclusions
This chapter recapitulates the main results of this thesis and gives some recommendations for
future investigations.
6.1 Main results
The following conclusions can be made regarding the principal topics addressed in this thesis.
• This thesis reviewed passivity-based control theory in the Hamiltonian formulation
for power electronic converters based on voltage and current source technologies with
single-phase or three-phase topologies. The integration of distributed energy resources,
such as renewable generation as well as energy storage systems based on electrical and
chemical technologies, was studied from the point of view of the control of the active
and reactive power transference between these devices and the main alternating-current
power grid.
• General mathematical models for the integration of supercapacitors and
superconducting coils in three-phase and single-phase microgrids were developed
within the Hamiltonian paradigm. These models were obtained by using energy
modeling methods, which permit directly observing the strong relation between power
electronic converters for energy storage applications and Lyapunov’s stability theory
for control design. In addition, these Hamiltonian models allow developing general
controllers based on passivity-based control theory for managing the power interchange
between energy storage devices and AC electrical networks guaranteeing stability
conditions in closed-loop operation for each energy storage device.
• Supercapacitors and battery energy storage systems were integrated with the AC grids
via PWM-VSCs, since these devices allow controlling the voltage profile in the DC side
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of the converters. PWM-VSCs exhibit a natural port-Hamiltonian formulation that
was exploited via the PI-PBC and IDA-PBC approaches to manage the total energy
stored in both energy storage systems, guaranteeing stable operation in the AC power
grid. Battery energy storage systems allow controlling the active and reactive power
flow in grid-connected operating mode or providing voltage and frequency regulation for
isolated AC microgrids. Supercapacitors were used to control the active and reactive
power in fourth-quadrants operation as dynamic compensators. The integration of
renewable generation was made via PWM-VSCs, since they allow extracting the
maximum power available in the generators while achieving a dynamic power factor.
On the other hand, PWM-CSCs were studied for the integration of superconducting
magnetic energy storage systems, since these power electronic converters allow directly
controlling the current flow in the DC side without using an additional converter, which
is the case of the energy stored in superconductors.
• Conventional circuit theory based on Kirchhoff’s laws and Tellegen’s theorems in
conjunction with incidence branch-to-node matrices under single-phase and three-phase
representation were used to formulate general grid models in Hamiltonian form giving
information about the structural properties of AC power grids. In addition, these
models showed that power electronic converters represented as Hamiltonian systems
can be perfectly integrated with the grid, preserving their passivity properties and
making a stability analysis by energy function representations easier.
• A Hamiltonian structure of classical phase-looked loops for three-phase power grids
was also proposed in order to develop controllers in Clarke’s reference frame for
three-phase PWM-CSCs and PWM-VSCs. Additionally, a quadrature signal generator
was proposed to control the active and reactive power in single-phase converters; this
system also has a Hamiltonian structure with passive properties.
• Numerical validation of the proposed passivity-based controllers for single-phase and
three-phase microgrids allowed demonstrating the dynamical properties and times
required for achieving the desired references in isolated and grid connected scenarios.
All the simulations were carried out in MATLAB by using the SimPowerSystems
toolbox. The switching characteristics were included in the converter’s simulation,
showing the possibility of real applications of the proposed controllers for operating
distributed energy resources on AC microgrids.
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6.2 Future research
Next, some research topics about the stability and control of power grids are suggested for
future research projects.
• Propose general passivity-based control models for controlling power electronic
converters in direct-current power grids considering renewable generation and energy
storage technologies. Power electronic converters for DC power grids exhibit a
Hamiltonian structure that can be exploited via the IDA-PBC and PI-PBC approaches.
• The structural properties of DC power grids as well as AC power grids with
constant power terminals could be analyzed with Hamiltonian modeling in order to
provide sufficient conditions for stable operation. Such an investigation would allow
understanding the borders of the stability region in terms of the voltage profiles when
the power consumption increases as well as the impact of parametric variations on the
dynamical performance of the power grids.
• Develop passivity based controllers for Quasi-Z and Z converters, since they allow
integrating multiple distributed energy resources with AC or DC power grids, and they
can be configured for controlling voltage or current variables with minimal topological
variations. These control advantages will allow unifying voltage and current source
converters in a unique converter, which will permit simplifying multiple control tasks
in power grids.
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