The paper presents a three-dimensional numerical study of the bifurcations and onset of chaotic regime for the thermoconvective oscillatory flow in cylindrical liquid bridge. Three-dimensional Navier-Stokes equations in Boussinesq approximation are solved numerically by finite volume method. Silicone oil 1cSt, with rather large Prandtl number, Prϭ18.8, is chosen as test liquid. The simulations are done at normal gravity conditions and unit aspect ratio. The dependence of viscosity of the fluid upon temperature allows us to be close to the real phenomenon. Both spatial and temporal changes occurring in the system are analyzed. The results are compared to the experimental data. A following sequence of well-defined dynamic regimes was detected when temperature difference between the supporting disks is increasing: steady, periodic, quasiperiodic, periodic, and chaotic. The observed succession of bifurcations on the way to chaos is similar to the one coming from experiments. Except for these dynamic bifurcations the system exhibits numerous transitions in spatial organization of the flow. Two-dimensional steady-state flow undergoes standing wave ͑SW͒ with azimuthal wave number mϭ1 as a result of supercritical Hopf bifurcation. Moving above the critical point the following succession of flow states has been numerically found: SW(mϭ1)→TW (mϭ1)→SW(mϭ1ϩ2)→TW(mϭ1ϩ2). The transition to chaos occurs while the flow pattern represents a traveling wave ͑TW͒ with a mixed mode mϭ1ϩ2, while the mϭ2 is dominant. Particular attention is paid to the analysis of special properties of the flow: entropy, net azimuthal flow, frequency skips, splitting of maxima, and related phenomena.
I. INTRODUCTION
The floating-zone method, which may be modeled by the liquid bridge, is a very attractive technique as there is no contact of the melt with the vessel walls that minimizes the impurity striations in grown crystals. The study of such systems is currently an active field of physical and mathematical research, as it models the real technological process. Investigations are conducted through the experiments or analysis of partial differential equations; see recent reviews by Schatz and Neitzel 1 and by Kuhlmann. 2 Dealing with the floating zone method, onset of chaos is unavoidable as the process usually takes place with large temperature difference between the supporting disks.
When a liquid column with cylindrical free surface is heated from below or above, both surface tension gradients and buoyancy force drive convective motion. The ratio between the two factors, the so-called Bond number, defines whether gravity or thermocapillary forces are dominant. A pulsating/rotating array of convective patterns develops above the critical temperature difference. [3] [4] [5] [6] From a theoretical point of view, liquid bridge provides a unique terrain on which to test fundamental theories of nonlinear dynamics and chaos. 3, [7] [8] [9] [10] [11] Each state of the system exists in a phase space of dimension equal to the number of parameters describing the state. The system's long-term behavior in phase space is described by attractors. Among the simplest ones are a single point representing stationary state and a circle corresponding to a periodic oscillatory behavior. Related to the crystal growth, one should mention deterministic chaos. The hallmark of deterministic chaos is the sensitive dependence of future states on the initial conditions. An initial infinitesimal perturbation will typically grow exponentially. The two different but close initial conditions ͑initial guesses in our numerics͒ will result in divergence of the dynamical states from each other very quickly in phase space. Small changes in initial conditions lead to large and, what is more important, unpredictable changes in the evolution of the system. 12 Understanding transition from ordered to turbulent flow is a long standing challenge in various fields of science such as hydrodynamics, chemistry, biology, optics, etc. In fluid mechanics, theories of chaos have significant applications in such fields as fluid mixing 13 or convective flows. 14, 15 As there are always some impurities in the melt influencing the final quality of crystal, investigation of long-range transport-mixing of impurities over distances much longer than typical length scales of the flow 16 -might be important. Even laminar fluid flows can advect passive tracers ͑impuri-ties͒ in surprisingly complicated trajectories 17 ͑chaotic advection͒. The impurities in the melt are not considered in the frame of the present study. The central point of our interest is the exploration of both spatial structure and temporal behava͒ Telephone: ϩ32 ͑2͒ 650 30 24, fax: ϩ32 ͑2͒ 650 31 26; electronic mail: dmelniko@ulb.ac.be; homepage: http://www.ulb.ac.be/polytech/mrc ior of the nonperiodic thermoconvective flows.
The present study is motivated by the results of groundbased experiments. 7, 8 Actually, we found their data attractive and reliable to be compared with. Having investigated liquid bridges formed by silicone oil of 1, 2, and 5cSt, a transition between different flow regimes was explored in increasing the temperature difference between the supporting rods.
The recent laboratory experiments by Kawamura et al., 7, 8 Frank and Schwabe, 3 and Shevtsova et al., 18 investigating the flow patterns far above the threshold of oscillatory instability, have shown that even the time-periodic flow patterns are rather complex. For example, all experimental teams reported, that at certain range of parameters the recorded time signals do not enable to predict the spatial flow configuration unambiguously. It appears, that starting from a distance above the critical point the flow organization cannot be described by a single mode. However, no general picture has yet theoretically been developed for spatiotemporal complexity.
This study is one of the first to map out the temporal and spatial transitions of the liquid bridge system starting from critical point up to the development of chaotic regime. With the increase of a bifurcation parameter the system exhibits complex dynamic behavior, which has been captured experimentally: 2D→periodic motion→quasiperiodic with two incommensurate frequencies→periodic window→nonperiod-ic. Concerning the spatiotemporal flow organization, the numerical results give valuable support to the experimental observations in recognition of such complicated scenario: SW(mϭ1)→TW (mϭ1)→SW(mϭ1ϩ2)→TW(m ϭ1ϩ2).
The paper is organized as follows. At first, Sec. II formulates the problem and Sec. III briefly describes numerical technique of solving the governing equations. Section IV treats how to gain information about the system and what methods are used to handle the data. Section V presents results of calculations. We discuss our findings and demonstrate the scenario followed by the system on its way to nonperiodicity when the temperature difference between walls is increasing. Finally, Sec. VI includes main conclusions and a brief summary of the results.
II. MATHEMATICAL FORMULATION
A liquid bridge is considered, consisting of a fluid volume held between two differentially heated horizontal flat co-axial disks of radius R, separated by a distance d. The temperatures T hot and T cold (T hot ϾT cold ) are prescribed at the upper and lower solid-liquid interfaces, respectively, yielding a temperature difference of ⌬TϭT hot ϪT cold . The free surface is considered cylindrical and nondeformable. Geometry of the problem is shown in Fig. 1 .
The surface tension and kinematic viscosity are taken as linear functions of temperature,
The governing Navier-Stokes, energy and continuity equations are written in nondimensional primitive-variable formulation in the cylindrical coordinate system,
where velocity is defined as Vϭ(V r ,V ,V z ), ⌰ 0 ϭ(T ϪT cold )/⌬T is the dimensionless temperature and ⌰ is the deviation from the linear temperature profile ⌰ϭ⌰ 0 Ϫz, S ϭ 1 2 (‫ץ‬V i /‫ץ‬x k ϩ‫ץ‬V k /‫ץ‬x i ) is the strain rate tensor. At the rigid walls no-slip conditions are used V ᠬ (r,,z ϭ0,t)ϭ0, V ᠬ (r,,zϭ1,t)ϭ0, and constant temperatures are imposed ⌰(r,,zϭ0,t)ϭ0, ⌰(r,,zϭ1,t)ϭ0.
On the cylindrical free surface (rϭ1,0рр2,0рz р1), the freeϪslip conditions have the form V r ϭ0 and ͑ 1ϩR ͑ ⌰ϩz ͒͒S•e r ϩRe ͩ e z ‫ץ‬ z ϩe 1 r ‫ץ‬ ͪ ͑ ⌰ϩz ͒ϭ0.
The free surface is assumed thermally insulated, ‫ץ‬ r ⌰͑rϭ1,,z,t ͒ϭ0.
The Prandtl, Reynolds, Grashof, Bond numbers and aspect ratio are defined as The relative variation of viscosity is described by a parameter R ,
Here, k is the thermal diffusivity, is the dimensionless viscosity scaled by 0 ЈϭЈ(T cold ) and the density is scaled by 0 ЈϭЈ(T cold ). The superscript Ј indicates the dimensional quantity. The scales for time, velocity, and pressure are V ch ϭ 0 /d, t ch ϭd 2 / 0 , and P ch ϭ 0 V ch 2 . The test liquid is 1cSt silicone oil, and the other conditions are similar to those, utilized in experiments. 7, 8 To reduce evaporation the temperature of the cold rod was maintained at T cold ϭϪ20°C. Taking into account this condition, the viscosity of the silicone oil near the cold wall was 0 ϭ1.357ϫ10 Ϫ6 m 2 /s. The radius and the height of the liquid zone were equal to 2.5ϫ10 Ϫ3 m. Hence, throughout this study the Prandtl number and the aspect ratio are kept constant, Prϭ18.8 and ⌫ϭ1. For the chosen system the relative strength of the buoyancy to the thermocapillary forces, which is determined by the dynamic Bond number, is constant, Bo dyn ϭGr/Reϭ0.9. Considering viscosity as a linear function of temperature, R is proportional to temperature difference between the two rods, i.e., the ratio R /Re ϭϪ9.96ϫ10 Ϫ5 is constant. For comparison with experimental data both characteristics, Re and ⌬T will be used further. Hereinafter, it is assumed Reϭ105.8ϫ⌬T.
Thus, the only control parameter of the system is Re number ͑i.e., the temperature difference between the disks͒. This outlined the problem, in the nonlinear and dimensionless form.
Note, that we do not perform the direct numerical simulation of the experiments, 7, 8 taking into account all details. Our model allows us to perform qualitative comparison with experiments. Quantitatively, we compare only the value of critical parameters at the first Hopf bifurcation.
III. SOLUTION METHOD
The governing equations ͑1͒-͑3͒ are solved on a staggered nonuniform mesh. For numerical simulations, the finite volume method in its cell-centers representation based on an explicit single time step marching method is applied. Central differences for spatial derivatives and forward differences for time derivatives are utilized for discretization of the partial differential equations. The finite volume method is chosen to fulfill the conservation laws within a truncation error of approximation of the governing equations.
The computation of the velocity field at each time step is carried out with the projection method. In numerical experiments, we need to be concerned about the singularities at the symmetry axis of the cylindrical domain, because the governing equations ͑1͒-͑3͒ have inverse radius containing terms. These singularities may cause numerical problems. To overcome these difficulties, velocity on the cylinder axis is calculated separately with a special algorithm. A combination of fast Fourier transform in azimuthal direction and of an implicit ADI method at others is applied for calculating the Poisson equation for the pressure.
More details on the methods described above could be found in numerous books and articles, see for example, Refs. 19 and 20. One can refer to Ref. 5 for a detailed code validation. The first critical point at Hopf bifurcation, was determined with small steps ⌬ Re to be compared with experimental data. The onset of oscillatory instability has been calculated on four different grids, indicated in Table I . In all cases instability begins as a standing wave with an azimuthal wave number mϭ1 and the critical Reynolds numbers are located between Re cr ϭ642 and Re cr ϭ638.
As the present results spread to supercritical values of the Reynolds number, the code validation was extended for this region, when ReϷ3.1 Re cr and Reϭ5.8 Re cr . The data in Table I present the results obtained on different grids. Comparison was done for the fundamental frequency and entropy of oscillations ͓see definition in Eq. ͑5͔͒. The results from four nonuniform meshes have been compared, where the smaller space intervals are chosen near the cold wall and free surface. The variation of the frequency does not exceed 2% and the variation of the entropy for this highly supercritical Reynolds number on different grids is about 6%. Optimizing both the quality of the results and time consumption, the basic calculations have been done on the grid ͓25ϫ16 ϫ31͔. The relatively low dispersion between the results on the chosen grid and the more fine ones, allows us to conclude that the flow and stability features are well resolved. To verify the azimuthal structure near the beginning of aperiodicity the calculations have been done for certain points on the grid ͓25ϫ32ϫ31͔.
As the present system allows hysteresis ͑coexistence of two different solutions when the system is heated and when the system is cooled͒, the convergence was done for both of them. The convergence of the results for the flow with a mixed mode, while the mode mϭ2 is dominant, is shown in Table II in the case of the cooling. It follows that dispersion of the data on different grids is quite small. Agreement of behavior of the integral and spectral characteristics for the three different grids is considered as a good validation of the code.
IV. ANALYSIS OF DATA
Unlike some other nonlinear dynamical systems, in liquid bridges there is only one stable solution of the timedependent flow near the threshold of instability for the fixed set of the parameters. 2 The only well distinguished fundamental frequency, 0 , exists in the spectrum, the amplitudes of its harmonics are negligibly small. Increasing the control parameter causes higher order harmonics to be excited. The power spectrum is clear with a single sharp, thin peak and harmonics. The periodic oscillations may undergo a secondary bifurcation when a subharmonic or several incommensurate frequencies appear but no broadband noise. The fluid motion still keeps a temporal regular structure ͑periodic, quasiperiodic͒ with several sharp peaks in spectrum. With further increasing of supercriticality the initially thin peaks begin to broaden and broadband noise is developed. When broadband noise is present in the power spectrum, even if it is small in comparison with the amplitudes of main frequencies and their linear combinations, it signs to nonperiodicity. At the same time, the spatial organization of the flow may remain quite regular.
One of the numerous ways of obtaining information about the system is by recording the time series of some quantity, e.g., ⌰ or V. Naturally it could be done by placing several thermocouples inside the domain, exactly as one does in experiments. To analyze the data, Fourier analysis of time series can be utilized. Gathered spatial and temporal power spectra help distinguish the different states and define the scenario of the onset of aperiodicity in the system.
A classification of flows encounters some difficulties when a weak aperiodic flow still contains distinguishable fundamental frequencies. Broadband contributions have a less clear interpretation since they can be either due to deterministic or stochastic irregularity. Therefore, the power spectrum is only of limited use for the study of signals with possible nonlinear deterministic structure. There are other ways to recognize chaotic behavior in oscillatory systems, such as analyzing their Poincare ͑return͒ maps, phase space trajectories, etc.
In the present study, the processing of the data includes different approaches: Fourier analysis, control of the trajectories of the system in the phase space, calculating integral characteristics of the signals ͑e.g., global entropy͒. All precautions are taken to perform the precise Fourier transform of the time series. Time signals are preprocessed in such a manner that the 4096 equidistant ͑in time͒ points taken for spectral analysis to cover exactly several periods of oscillations.
The present results are obtained when ⌬T is gradually increasing if it is not specified otherwise. For integrating the governing equations at a supercritical Reynolds number, the final solution for the previously investigated Re is taken as initial guess, i.e., the initial location of the system in phase space is always known. To record the time series, four equidistant in azimuthal direction thermocouples are placed inside the liquid bridge at the mid cross section, zϭ0.5, and rather close to the free surface, rϭ0.9.
V. RESULTS AND DISCUSSION

A. Possible flow regimes
Before starting the discussion of the results and their classification, let us briefly dwell on the possible spatial thermocapillary flow states in the liquid bridge. As mentioned above, for supercritical Reynolds numbers, thermal convection becomes highly nonlinear and time dependent. At the threshold, ReϭRe cr , two counterpropagating waves in the azimuthal direction bifurcate in the bulk. The standing ͑SW͒ or traveling ͑TW͒ waves are the results of their interaction depending upon the amplitudes of these waves. If they are equal, then the result is a pulsating wave; otherwise, a traveling wave is observed rotating in the direction of the wave with the largest amplitude.
To represent the structure of the flow, the 2D solution, obtained by averaging the final 3D result in the azimuthal direction, is subtracted. 5 Being drawn in a transversal section ͑herein the midsection is chosen͒ or along the free surface, the resulting disturbance field gives the spatial symmetry of the 3D solutions. To classify them, a concept of wave number is applied. If there are m hot and m cold spots rotating or pulsating, then the flow is described by the traveling ͑rotat-ing͒ or standing ͑pulsating͒ wave model with azimuthal wave number equal to m, and a function f ϳe
describes the disturbance field. Due to the fact that the problem is periodic in the azimuthal direction, the spatial spectrum is discrete, i.e., only integer azimuthal wave numbers ͑0,1,2, . . . ͒ suit for description of the solution. One should distinguish the cases of single and mixed modes. The former is a regime when one wave number significantly prevails or predominates over the others, while the latter is simultaneous coexistence of two or more wave numbers.
Some remarkable spatial properties of the standing and traveling waves have been noticed. By the origin, the standing wave represents a kind of pulsation, when during a halfperiod cold spot occupies some place in the horizontal cross section, and at the next half-period this place is occupied by a hot spot. Inevitably, at some moments ͑when the spots exchange their locations͒ the double or triple amounts of spots are observed at the temperature ͑velocity͒ disturbance field. It results in the appearance of higher harmonics (m ϭ2,4, . . . ) in the spatial spectrum. Thus the SW contains its higher spatial harmonics in the Fourier spectrum even near the critical point. The amplitudes of these spatial harmonics vary during the oscillation period. On the contrary, the typical spatial spectrum of TW not far from the critical point does not exhibit higher harmonics with a distinguishable amplitude. In a different approach analogous properties of SWs were discussed for Prϭ4 by Leypoldt et al. 21 
B. Bifurcations of the time-dependent periodic flow
In this section we will describe the bifurcations of the time-periodic solution found by increasing the Reynolds number (⌬T). The 2D steady toroidal-like thermoconvective flow appears when the temperature difference between the rods exceeds zero. The considered system passes over seven bifurcations on the way to the chaotic state. To go easily along the different bifurcations with increasing ⌬T one may look at the schematic bar graph in Fig. 12 or in Table III .
As soon as the temperature difference overcomes the critical value ͑unique for each set of the control parameters͒, the flow bifurcates from stationary to time periodic with a single frequency. For the considered problem it takes place at ⌬T 1 cr Ϸ6.0 K (Re 1 cr ϭ640). Index below indicates the number of a transition. Oscillations start as a standing wave ͑SW͒ with azimuthal wave number mϭ1. At this point our numerical results are in excellent quantitative and qualitative agreement with the experimental ones. 22 The experiments identified the critical mode mϭ1 and ⌬T cr Ϸ5.6 K, i.e., the difference is only about 7%.
We should emphasize that the standing wave is a stable solution near the stationary state-breaking bifurcation. We did not observe a decay of the SW for 640ϽReϽ665, although our calculations were carried out rather long in time, i.e., computed dimensionless time considerably exceeds the thermal time, th ϳPr. Also for those runs, when TWs were chosen as an initial guess, the solution finally switched to the SW. The standing wave was also observed near the onset of instability in the related experiments by Ueno et al. 8 The system admits the realization of different flow patterns: the finite-amplitude azimuthally standing wave is found to decay to the mϭ1 traveling wave shortly after the threshold of instability, at ϭ0.04. Here Fig. 2͑a͒ when ⌬Tϭ18.0 K (Reϭ1904). One hot ͑dark͒ and one cold ͑bright͒ spots of the comparable intensity indicate the mode mϭ1. The upper drawing shows the temperature disturbance field at horizontal cross section at midheight, zϭ0.5. The position of ϭ0 corresponds to the horizontal line passing through the circle center and the positive direction for is in a counterclockwise direction. For the traveling wave each temperature spot has a kind of curled tail spreading towards the free surface and could be thought to have a spiral-like form. Also, the temperature spots on the free surface ͑lower drawing͒ are inclined for the traveling wave. Under normal gravity conditions the same scenario for the development of instability, 2D→SW→TW, was rather often observed in the large Prandtl number liquid bridges, e.g., Prϭ35, mϭ1 in Refs. 5 and 23 and Prϭ74, mϭ1 in Ref. 24 . At the next bifurcation, ⌬Tϭ18.5 K (Re 3 cr ϭ1957), this traveling wave undergoes transition back to the standing wave, but with a mixed mode (mϭ1)ϩ(mϭ2). Figure 2͑b͒ illustrates the complex situations when it is difficult to define a wave number. The snapshot of temperature field disturbances in zϭ0.5 transversal section, upper graph, indicates a feature of mϭ2 wave ͑two cold and two hot spots͒. But the snapshot of temperature disturbances on the free surface ͑lower part of the figure͒ exhibits 2 hot ͑dark͒ spots of comparable intensity and eventually 2 cold ͑bright͒ spots, but one of them is relatively weak. The investigation of the temperature field dynamics on the free surface has shown that the number of spots, which are clearly visible, changes with time: sometimes there are four hot and cold spots, sometimes ''three'' ͑only visually, as the fourth spot is very weak and it is located between two bright spots͒ or two, depending on which wave number dominates in the spatial spectrum of the solution and hence determines the structure of the flow. What Fig. 2͑b͒ , that each spot representing the temperature disturbances in a transversal section exhibits absolute symmetry with respect to some imaginary line passing through the center of the cylinder while ϷϪ12°. Also, another sign of SW is that the temperature spots on the free surface ͑lower plot͒ are straightly vertical. For this situation the spatial Fourier analysis of the numerical results gives explanation about the flow organization. Figure 3 presents the results of the spatial Fourier analysis of the solutions during one oscillatory period for the case of mixed modes. It is clearly seen that the new oscillatory mode with mϭ2 wave number appears in addition to the observed earlier mode mϭ1. The spatial Fourier analysis could be performed as follows: ͑a͒ remove the 2D axisymmetric component from 3D solution; ͑b͒ calculate the integral of the disturbances over radius at a chosen cross section and at fixed time moment; ͑c͒ make Fourier transform of the resulting function F(); ͑d͒ repeat procedure for another time moment.
To investigate the dynamic of mixed-mode flow, the spatial Fourier data analysis have been performed for different values of the bifurcation parameter ⌬T. Figures 3͑a͒-3͑c͒ demonstrate the evolution of spatial power spectrum with the increase of ⌬T. Two spatial symmetries (mϭ1 and mϭ2) are observed during one oscillatory period, while Figs. 3͑a͒ and 3͑b͒ correspond to the standing wave and Fig. 3͑c͒ illustrates a traveling wave. Figure 3͑a͒ specifies spatial organization just above the bifurcation single mode→mixed mode, ⌬TϷ18.7 K (⑀ϭ2.09). Two wave numbers present in spectrum at the same time or one of them may appear and the others being suppressed for a while. All of them have to be recorded over a period of oscillations. The standing wave mϭ2 plays a leading role. While the spots exchange places the amplitude of mϭ2 mode is diminishing and the mϭ1 starts to grow. As mϭ1 is not strong enough to win against mϭ2 mode, it will be suppressed within the next halfperiod. Formally, in the fulfillment of a pulsating regime, the mode mϭ1 plays the role of higher spatial harmonics in the case of single mode standing wave. Nevertheless, mϭ1 is an independent mode with relatively large amplitude. Moreover, this mode was dominating before the third bifurcation (⌬T 3 cr ϭ18.5 K). Experimentally it is nearly impossible to detect the structure of the flow for this case. The authors of the described experiments 8 have reported that in some region of ⌬T ͑Rg.4 in their notations͒ one cannot recognize any well-organized patterns in the flow field. Using suspended particle technique, they discovered that the new regimes after this transition would be different from the previous ones.
A special study has been performed in the vicinity of this transition, single mode→mixed mode, on various computational grids. It is found that the system allows two different solutions depending upon the conditions ͑i.e., hysteresis͒: either the temperature difference in system ⌬T is increasing or decreasing. For example, for ⌬Tϭ27 K (Re ϭ2857), two different flow patterns have been observed: in the case of heating it was SW with a frequency 0 ϭ29.4, while A(mϭ1)/A(mϭ2)ϭ0.14, and in the case of cooling it was a TW with the frequency 0 ϭ22.4, while A(m ϭ1)/A(mϭ2)ϭ47.6.
The competition of the two modes lasts with increasing the Reynolds number up to ⑀ϭ4.46, see Fig. 3͑b͒ . One can clearly see the presence of mϭ1, 2. Figure 3͑b͒ (⌬T Ϸ33.0 K) illustrates the spectrum when there is a second independent frequency in the spectrum, and Fig. 3͑c͒ (⌬T Ϸ38.0 K, ⑀ϭ5.28) corresponds to a regime when aperiodic state is fully developed ͑nonlinear properties of these regimes will be considered below͒. The latter case demonstrates the traveling wave, when the mϭ2 wave still dominates, but the wave with mϭ1 does not vanish anymore. Two waves with different symmetries and their spatial harmonics co-exist over the whole period.
C. Nonlinear properties of the flow
In this section we will consider nonlinear properties of the periodic oscillatory flow, when Ͻ4.3. The development of the flow with further increasing of supercriticality and transition to chaos will be considered in the following section.
Azimuthal flow
One of the ways to recognize the type of the wave established in the system is to calculate a net azimuthal flow, which reflects the interaction between the two azimuthally, counterpropagating waves. The net azimuthal flow is determined as an integral over volume, 
where V (r,z,,t) is the azimuthal velocity. Actually, the resulting mean velocity V ,mean includes only nonlinear selfinteractions. In the case of a standing wave the mean flow is equal to zero due to symmetry, ⌽(SW)ϭ0. In the case of a traveling wave this integral characteristic of the flow indicates the rotational intensity of the process, ⌽(TW) 0. The net azimuthal flow ⌽ is shown in Fig. 4 . Our experience shows, 5 that ⌽ is a linear function of ⑀ near the threshold of the instability. This linear dependency ⌽ϭ ϫ⑀ϩO(⑀ 3/2 ), ϭconst, holds up to ⑀Ϸ0.1. Thus with the help of the net azimuthal flow the critical Reynolds number can be roughly predicted by extrapolating the results obtained at supercritical values of Re.
Looking at the insertion in Fig. 4 one can see that near the threshold of instability the net azimuthal flow is equal to zero. It confirms, that flow pattern is a standing wave near the onset of oscillations. After the bifurcation, SW→TW, at ⑀ϭ0.04 the net azimuthal flow starts to grow. At ⌬T 3 cr Ϸ18.5 K (⑀ϭ2.06) the system chooses another stable regime. Again the flow becomes pulsating and the net azimuthal flow abruptly diminishes down to zero. A new flow pattern, mixed SW (mϭ1ϩ2) with zero azimuthal net flow, ⌽ϭ0, exists during the large interval of temperature differences up to ⌬Tϭ33.0 K, see Fig. 4 . Being oscillatory in the form of a mixed-mode standing wave, the flow becomes quasiperiodic starting from ⌬Tϭ32.0 K. After decaying the latter SW, the flow switches back again to a periodic one, where the ⌽ is negative. At the aperiodic regime, ⌬Tу36.9, the net azimuthal flow oscillates.
Frequency skips
The fundamental frequency of oscillatory thermocapillary flow grows up with the increasing ⌬T. At the transition TW (mϭ1)→SW (mϭ1ϩ2), a local abrupt 7% decrease of the fundamental frequency ͑frequency skip͒ of the temperature oscillations takes place. One can see in Fig. 5 at ⌬T 3 cr Ϸ18.5 K (⑀ϭ2.06) that 0 remarkably diminishes. It is initiated by the appearance of the additional wave-number solution with its own frequency of oscillations. The slope of the fundamental frequency over ⌬T during this SW regime slightly diminishes in comparison with the previous TW regime. Although the flow pattern consists of two different modes, we never observed the presence of two independent frequencies simultaneously near this transition. Following the development of the flow with increasing ⌬T, the mixed mode reveals only one frequency, which is smaller than the frequency of the previous mode mϭ1. As it was mentioned above, near this transition the system allows the existence of hysteresis. The other solution, obtained by decreasing ⌬T, presents also a mixed mode but with a different frequency.
The second frequency skip is detected at the following bifurcation SW (mixed mode)→TW (mixed mode). The flow pattern changes from quasiperiodic to periodic in the vicinity of the last frequency skip at ⌬TϷ35.0 K. This periodic flow exists within a narrow interval of ⌬T and undergoes transition to a chaos, where the fundamental frequency can not be determined uniquely. Experimentally Kawamura 7 has also recorded two drops of the fundamental frequency for analogous systems on the way to chaos. Another ground based experiments in liquid bridges when Prϭ49 (C 24 H 50 ) by Frank and Schwabe 3 have also detected the frequency skips. They found, similar to our results, that one skip was related to the transition from periodic to quasiperiodic flow. For the other skips in the periodic regime they did not observe any essential changes in the spatial structure of the flow. Possibly they were related to the transitions between SW and TW waves which were not studied.
Not only the frequency, but the amplitude exhibits nonmonotonic behavior near the bifurcation TW→SW at first, second, and third harmonics while ⌬T is only changing from 18.3 to 18.5 ͑e.g., ⌬ ReϷ20). On the contrary, at ⌬T Ϸ18.7 K (Reϭ1978) slightly above this transition, they decrease by 5.56, 291, 5.26, and 1000 times, respectively.
Splitting of maxima and related phenomena
Near the Hopf bifurcation, ReϭRe 1 cr , the velocity and temperature oscillations have a perfect sinusoidal form, only the amplitudes vary with distance from the critical point. Beginning from ⌬TϷ8.03 K (ϭ0.32) the oscillations are not any more sinusoidal, although periodical and selfsustained. A second maximum appears on the timedependent signal, see Fig. 6͑a͒ . Being the TW solution with mϭ1, the temperature oscillations obtain three maxima shape, see Fig. 6͑b͒ , and keep it up to the following change of spatial flow organization ͑i.e., between ⌬TϷ13.0 K and ⌬TϷ18.3 K). There is a singular point, ⌬TϷ20.0 K, where the three maxima profile turns back to the two maxima profile, see Fig. 6͑c͒ . It is found that the phase shift between the first harmonic and the fundamental frequency is responsible for the splitting of the maximum, e.g., ⌰(t)ϭ͚ i ⌰ i cos( i t ϩ␣ i ), where ␣ i ␣ j , if i j.
More information about transitions and complexity of the oscillatory flow could be obtained via Fig. 7 . It is seen, that the splitting of maxima of the temperature oscillations starts rather soon after the Hopf bifurcation. At ⌬T Ϸ8.03 K (ϭ0.32) oscillations of temperature switched from one maximum to two maxima ones, and later to three maxima. That leads to deformations of the circle-like trajectory of the system in phase plane and it consists now of several closed loops. One may see in Fig. 7 , that during the TW regime the difference between the lowest and highest maxima remains almost constant with the increasing ⌬T.
At the transition TW (mϭ1)→SW (mϭ1ϩ2) the curve abruptly performs a jump and all three maxima join together. The clarification of the fact, what is the shape of time-dependent signal when the maxima converge to the same value, can be seen in Fig. 6͑c͒, i. e., all maxima are located at the upper part of the time-dependent signal. Soon after the transition to the mixed mode, at ⌬TϷ20.0 K (Re ϭ2116), the temperature oscillations again have all maxima of equal value. This type of evolution is exposed inside the insertion in Fig. 7 . Analyzing carefully the behavior of different harmonics and their ratios one can explain such nonmonotonic behavior of the curve.
In accordance with the observation of Frank and Schwabe 3 we have faced a phenomena, when exclusively odd or even harmonics of 0 exist in temporal Fourier spectrum. Frank and Schwabe 3 attached those phenomena to a maximum splitting. In our system the splitting phenomena is observed in a wide range of ⌬T, almost throughout the timedependent oscillatory regime. We found that 2-3 K of ⌬T before the first frequency skip the even harmonics vanish. Moreover, within this interval the amplitude of the first harmonic is larger than the amplitude of the fundamental frequency. Just at the transition, ⌬TϷ18.5 K the even harmonics take power and suppress the odd ones. During the next step, 18.5 KϽ⌬TϽ20 K, the odd harmonics again control the situation. With some tolerance, the region of ⌬T where the even or odd harmonics die ͑in succession even-oddeven͒ overlaps with the distance of nonmonotonic behavior of the curves in Fig. 7 , which is shown at large scale in the insertion.
If a system has a nonhysteretic transition from a stationary state to an oscillatory state or a traveling wave, and a certain quantity, e.g., ⌰(t) evolves in time as ⌰(t) ϭA st ϩA 0 cos( 0 tϩ␣ 0 )ϩA 1 cos(2 0 tϩ␣ 1 )ϩA 2 cos(3 0 tϩ␣ 2 ) ϩ¯then one can expect that near the transition point the ratios A 1 /A 0 2 and A 2 /A 0 3 are nearly constant, i.e., these ratios do not tend neither to zero nor to infinity as A 0 →0. Here A j , jϭ0,1,2, . . . denote the amplitudes of the main frequency ( jϭ0) and its jth harmonics. Indeed, one may see in Fig. 8 that the ratios of amplitudes remain constant near the critical point. As we have mentioned in Sec. V C 2, the amplitude of the main frequency goes down by 38% after the bifurcation at ⌬T 2 cr ϭ18.5 K. Analysis of Fig. 8 shows that slightly above, at ⌬Tϭ20.0 K, the ratios A 1 /A 0 2 and A 3 /A 0 4 reach their local maxima. The amplitudes A 1 and A 3 become almost 5 and 3.6 times larger than they were at the previously calculated ⌬Tϭ19.0 K. Moreover, the amplitude of the first harmonic noticeably exceeds the amplitude of the main frequency, A 1 /A 0 ϭ5.1. Figure 8 also proves that even harmonics disappear at the vicinity of ⌬Tϭ20.0 K. It is clearly seen in the scale of graph that at least the second harmonics, A 2 , is absent.
Entropy
The global entropy S is an integral quantity and is playing the role of criterion of how well ordered and structurized the system is. Such a global characteristic is used to detect any changes taking place in the system. To see the contribution of the dynamically important modes, the first mode, representing the spatiotemporal average value of the signal, was excluded from the calculation of the global entropy as it contains a large percentage of the total energy of the system. Pursuing the analogy with thermodynamics, entropy can be defined as
͑5͒
where a j are eigenvalues of the spectrum, and the frequency spectra are calculated using the fast Fourier transform from the time series of Nϭ4096 points, ⌰(t)ϭ ͚ nϭ0 N a n exp͓i( n t ϩ n )͔. To designate the amplitude of the fundamental frequency 0 and its harmonics, the following is assumed:
Being minimal near the onset of instability, the entropy starts growing at ⌬TϷ7.5 K and it reaches stable value at ⌬TϷ13.0 K, and remains almost constant up to following bifurcation. One may see a plateau on the dependence S(⌬T) in Fig. 9 . The situation, when the entropy stays practically constant with ⌬T, physically means that the energy is spread over a few eigenvalues ͑harmonics͒. This is coherent with the information coming from Fourier spectrum, see later Fig. 11 .
The rapid variation in the global entropy corresponds to ⌬T when the spatial organization sharply changes. At the transition from the pure to the mixed mode, the global entropy strongly goes down and reaches its locally minimal value. Further the entropy demonstrates nonsmooth behavior and arrives to more deep minimum at ⌬Tϭ20.0 K. As the global entropy is a net input of all the modes and there is no spectral noise at this region, then one should expect the twists on S curve to be only the result of some changes in behavior of the fundamental frequency and its harmonics. Indeed, as we discussed above, at this region even harmonics strongly compete with odd harmonics and the maxima of the temperature oscillations merge to the same value, see Fig. 7 . The entropy gradually grows passing the quasiperiodic regime and the following jump takes place at the beginning of the aperiodic regime.
D. Onset of aperiodic oscillatory state
In this section we will describe evolution of the flow patterns far above the critical point, when system exhibits quasiperiodic, aperiodic, and chaotic behavior. Suppose, there are two different independent frequencies in the spectrum. If the ratio is irrational, the situation is called quasiperiodic. Otherwise, the oscillations remain periodic. A new frequency with a tiny amplitude can be remarked in Fourier spectrum at ⌬TϷ30 K ͑Fig. 11͒. Due to the smallness of the amplitude we consider, that an independent frequency 1 with appreciable amplitude appears in the spectrum at ⌬TϷ32 K, although even at that point the amplitude is rather small, Ϸ10
Ϫ4 -10 Ϫ3 of the fundamental one. The value of the frequency is closed to be one-half of the fundamental one, but it is not really a subharmonic, e.g., the value 0 ϭ33.2 while 1 ϭ16.2 at ⌬TϷ32 K. Since 0 grows with ⌬T, and new frequency, on the contrary, remains invariant, then sometimes their ratio 0 / 1 becomes irrational. Hence, quasiperiodic regime with two incommensurate frequencies is established. Note, that the quasiperiodic regime arises and develops, when the flow pattern is the mixed-mode SW.
The quasiperiodicity may be observed via investigating phase portrait ͑Fig. 10͒. The first plot, Fig. 10͑a͒ , displays the phase portrait of the periodic flow, when the temperature oscillations have three maxima. In presence of a second in- commensurate frequency a flow exhibits spectacular pattern dynamics, see Fig. 10͑b͒ . The quasiperiodic trajectories do not look like thin lines ͑periodic attractors͒ as for irrational ratio the orbit never returns to its initial point after one cycle. The orbit points come to lie on invariant closed curves. In the phase plane the quasiperiodic process is represented as torus attractor.
At ⌬TϷ33.3 K (⑀ϭ4.46) the pattern flow switches to a mixed mode traveling wave. The independent frequency 1 survives at the mixed mode transition SW→TW and vanishes shortly after, at ⌬TϷ35.6 K. The oscillations turn back to periodic but having rather complicated periodic trajectory, see Fig. 10͑c͒ . The traveling wave mϭ1ϩ2 remains stable within very narrow periodic window until the broadband noise appears at ⌬TϷ36.9 K (⑀ϭ5.10) destroying the periodic orbits. Bifurcation to chaos occurs. The phase plane portrait of a chaotic orbit in Fig. 10͑d͒ demonstrates extreme values in comparison with the case of the periodic and quasiperiodic orbits depicted in Figs. 10͑a͒-10͑c͒ . The dynamics remain aperiodic until ⌬Tϭ40 K (⑀ϭ5.61), the largest value which was investigated.
The considered system does not reveal a period-doubling bifurcation on the way to chaos. For the period of existence of the second independent frequency 1 , the ratio of the frequencies 0 / 1 , slightly varies, but never was equal to 2, i.e., 2.05Ͻ 0 / 1 Ͻ2.3.
All nonlinear characteristics of the flow indicate the development of the chaotic regime when Ͼ5.1. Within the periodic window, 35.6Ͻ⌬TϽ36.9 K, maxima plot locally goes down, see Fig. 7 . From the beginning of the aperiodic regime the domain of the temperatures, at which maxima are scattered, sharply enlarges. The spectral noise transforms the temperature oscillations in such a way that the number of maxima is no longer countable. The system exhibits a broadband of maxima at ⌬TϾ36.9 K ͑Fig. 7͒, which is the result of the irregular trajectories portrayed in the phase plane. Such behavior gives an indication of a chaotic motion.
On the global entropy plot in Fig. 9 transition to chaotic regime is associated with the strong increase of the entropy's value. The monotonous increase of the entropy indicates that the energy is spread over a large number of eigenvalues ͑har-monics͒ without abrupt transitions between them. This might be caused by the spectral noise which contains large fraction of the total energy of the system and ''feedbacks'' the entropy. Note, that in highly disordered systems the entropy could attain unity, S→1, the highest possible value. For the considered type of aperiodic flow, the rapidly increasing S value indicates that a quite disordered flow field oscillates in the liquid bridge (SϷ0.32 in the beginning of the chaotic regime͒.
The evolution of the frequencies and their amplitude is shown in Fig. 11 which summarizes the temporal Fourier analysis made throughout the range of the investigated Reynolds numbers from the onset of instability and up to the chaotic regime. To display the highest harmonics, the square root of the amplitudes are drawn. The system admits the presence of a rather strong first harmonic in the spectrum near the threshold of instability. The higher harmonics arise moving off the critical point. One may clearly see nonmonotonic behavior of the amplitudes of various harmonics near the bifurcation pure mode→mixed mode at ⌬T Ϸ18.5 K. A quasiperiodic regime partly covers the domain of existence of an independent frequency, which appeared at ⌬TϷ30.0 K. To emphasize the transition to aperiodic regime the 3D spectrum is shown below in Fig. 11 at enlarged scale. It starts in the vicinity of the last frequency skip, close to the beginning of the periodic window, where there are a few distinct harmonics. A spectral noise is generated within the nonperiodicity, progressing from ⌬TϾ36.9. It is difficult to decide what is the main frequency because numerous spectral picks of more or less the same intensity hide it. Analyzing the particle motion suspended in silicone oils and the Fourier spectrum of the surface temperature variations the eight regimes have been experimentally 8 identified with the increase of ⌬T. The succession of the regimes is shown in Table III . It is noticeable, that the numerically detected bifurcations on the way to chaos well matches transitions observed in the experiments.
To see a complete overview on the sequence of all the states, followed by the system when increasing the temperature difference between the rods, Fig. 12 is suggested. This schematic bar-graph compiles all the previously discussed results. Along the vertical axis the wave number m is marked while on the horizontal axis ⌬T is shown. Taking the temperature difference as the control parameter it is easy to follow the temporal-spatial flow organization. If two horizontal bars correspond to the chosen ⌬T then one deals with the mixed mϭ1ϩ2 mode, where mϭ2 is a dominant one. To designate the different regimes the following abbreviations are adopted: S reads for stationary, P for periodic, QP for quasiperiodic, and NP for nonperiodic, as well as TW and SW are for traveling and standing waves. Below the bars the transitions SW→TW or TW→SW are marked. The analysis of Figs. 7, 9, and 11, allows to conclude that there is transition to chaotic motion. This transition to chaos takes place when the mixed mode solution is set in the liquid bridge. In the considered problem islands of two-frequency quasiperiodic and periodic orbits preceed to chaos.
Note that the spatial Fourier spectra reveal the increasing amplitudes of the various modes in the temporally aperiodic regime. Nevertheless, the modes mϭ1 and, especially mϭ2, remain dominant while the temporal chaos is progressing. We did not observe disordered spatial flow structure.
It is impossible to state what solution ͑described by m ϭ1 or 2 wave number or both of them together͒ causes chaotic dynamics in the present Prϭ18.8 liquid bridge. The investigations performed earlier 11 on the onset of the chaos in a Prϭ4 liquid bridge ͑while g ជ ϭ0) demonstrates another example of simultaneous presence of different modes in the system ͑nominated as multistability͒. Two branches of threedimensional periodic orbits, traveling waves with mϭ2 and mϭ3, coexist above some certain value of the Reynolds number. Additional stable branches do not connect them. They are both the results of the solution of the full nonlinear problem and can be excited separately by the initially chosen wave number guess. The different flow organizations reveal different behaviors in the supercritical area. The mϭ2 traveling wave ͑TW͒ always remains periodic, but the mode m ϭ3 undergoes a transition from periodic to a weakly chaotic flow regime via quasiperiodic and period-doubling states.
There are evidences of several distinct routes to chaos in the present class of nonlinear systems. For example, some solutions follow the classical period doubling route to chaos. 25 The most common and frequently observed in experiments is a scenario when limit cycle makes a transition from a simple orbit to a quasiperiodic state and then forms a strange attractor, see for example, Ref. 26 . In intermittency route, first described by Manneville and Pomeau, 27 a simple periodic orbit is replaced by chaotic attractor as a parameter passes through a critical value. This regime results from the collision of stable and unstable periodic cycles. The sequence of the bifurcations in the considered system, periodic→quasiperiodic→periodic→chaotic, indicates that, among the well-known major routes, the possible one is close to Manneville and Pomeau type I intermittency route.
VI. SUMMARY AND CONCLUSIONS
Spatiotemporal flow states were studied in a half-zone for a wide range of the bifurcation parameter, i.e., ⌬T or Re, starting from the Hopf bifurcation until transition to temporal FIG. 12 . Schematic bar-graph represents transitions of the liquid bridge system on the way to chaos under the normal gravity conditions. S, 2D stationary regime; P, periodic; QP, quasiperiodic; and NP, nonperiodic; SW and TW mean standing and traveling waves. The mode mϭ2 is dominant while both, mϭ1ϩ2, are present. chaotic behavior. One of our primary goals was to carry out a numerical study of the flow in a cylindrical liquid bridge to understand complex behavior in both time and space far away from the critical point.
To deal with realistic flow structure the parameters of the system were linked to the laboratory experiments by Kawamura, 7 Ueno, 8 i.e., Prϭ18.8, ⌫ϭ1. Different regimes of the convective oscillatory flow were observed analyzing the spatial flow organization and the Fourier analysis of time signals.
Our numerical model reproduced rather well the succession of various regimes, observed in the experiments by Ueno et al. 8 They are summarized in Table III . The obtained results demonstrate a good qualitative and quantitative agreement with the experimental results, e.g., the data for critical temperature difference diverge only by 7%. Note, that the key point for this quantitative agreement is that the numerical code takes into account dependence of the viscosity upon the temperature throughout in the bulk.
A standing wave with azimuthal wave number mϭ1 appears as the result of supercritical Hopf bifurcation at ⌬T Ϸ6.0 K (Re cr ϭ640), this SW switches to a traveling wave already at ⑀Ϸ0.04. Going beyond the experimental observations, 8 we can explain the spatial organization of the flow after the transition Rg 3 →Rg 4 . Using the spatial Fourier spectrum, it was found, that the flow represents a combination of two modes, mϭ1 and mϭ2. At ⑀Ϸ2.06 the second wave with mϭ2 wave number appeared that led to observation of the mixed mϭ1ϩ2 standing wave where mϭ2 is dominant. Apart from this, at this region of parameters the system allows another hysteretic solution in the form of TW where mϭ1 is dominant.
Moving off the critical point the flow becomes quasiperiodic, remaining a mixed mode standing wave. At higher supercriticality, Ͼ4.9 two-frequency quasiperiodic scenario turns into periodical window, and then to chaotic regime. The transition to temporal chaos occurs for Ͼ5.1, when flow organization continues to be the mixed mode.
Being concentrated on the flow structures far beyond the critical point, Kawamura et al., 7 Ueno et al. 8 did not report a systematic analysis of the frequency behavior. Therefore some characteristics of the supercritical flow were compared with experiments by Frank and Schwabe.
3 Even though their experiments were done for a liquid with different properties, Prϭ49, the similar ''nontypical events'' have been observed in presently reported numerical results: frequency skips, splitting of maxima, the appearance of only even or odd harmonics in the spectrum.
Several studies near the critical point have noticed that in large Prandtl number liquids TW's propagate on the free surface obliquely with respect to the axial direction. Here it was remarked that even shortly before the chaotic regime, in the periodical window, Ͼ4.94, the TW spreads still having a regular inclination. Again in accordance with experimental observations, 3 this regular slope was replaced by an erratic inclination of hydrothermal waves from the beginning of the chaotic regime. It seems that these ''nontypical'' characteristics catch the essential dynamics of the flow states in a floatzone model.
