For k = 0, 1, 2, 3, 4, 5, let P k be the class of k-edge-connected 5-regular planar graphs. In this paper, graph operations are introduced that generate all graphs in each P k .
Introduction
A well known theorem of Steinitz and Rademacher [15] states that the class G of 3-connected 3-regular simple planar graphs can be generated from the tetrahedron by adding handles (also known as ears), a graph operation which is illustrated in Figure 1 .1 below. This result can be stated more precisely as follows. For every graph G in G, there is a sequence G 0 , G 1 , ..., G t of members of G such that G 0 is the tetrahedron, G t is G, and each G i+1 is obtained from G i by adding a handle. In [1, 2, 4, 12] , analogous results are obtained for 3-regular simple planar graphs with other connectivities. For 4-regular simple planar graphs, the situation is similar and the readers are referred to [3, 9, 10] . In this paper, we will consider 5-regular planar (not necessarily simple) graphs.
For k = 0, 1, 2, 3, 4, 5 let P k be the class of k-edge-connected 5-regular planar graphs. We introduce, for each P k , a set of graph operations for which all graphs in P k can be generated from the smallest members of P k by these operations. Like the operation of adding a handle, these operations only modify a graph locally. In fact, each of these operations only changes the number of vertices by either two or four. There are twelve operations in total involved in, and most of them are needed for only one P k . In the remaining six sections of this paper, we consider the six different connectivities separately. In some sections, we also discuss the corresponding results for simple graphs.
We emphasize that planarity is not essential in our theorems; our theorems work for all surfaces. Let Σ be a surface and G k be the class of k-edge-connected 5-regular graphs that can be drawn on Σ. Then P k can always be substituted by G k , in the statements and the proofs of our theorems. As a consequence, such a substitution is also valid if G k is the class of all k-edge-connected 5-regular graphs. We choose to only deal with planar graphs because this is the most interesting class of graphs, the generalizations do not have any new ideas, and we do not need to introduce more terminology.
We should also point out that, in the rest of the discussions, instead of trying to generate all graphs in P k , we shall consider how to reduce a graph in P k into a smaller graph in P k . this is an equivalent problem but it is more convenient to work with. To be more precise, we say that a graph G can be reduced within a class G of graphs by a set G 0 = G, G t = H, and each G i is obtained from G i−1 by applying an operation in O only once. The set of operations will be made clear later in this paper.
We close this section by introducing some terminology and notation to be used in this paper. Let 5K 2 , 3K L 2 , and K 2L 2 be the only 5-regular graphs on two vertices with 0, 2, and 4 loops, respectively. If Z is a vertex, an edge, or a set of vertices or edges of a graph G, then we denote by G\Z the graph obtained from G by deleting Z. Let G be a plane graph, that is, a planar drawing of a planar graph. If a vertex x of G has degree four, then by splitting x we mean the operation illustrated in Figure 1 .2. Observe that, when G and x are given, there are two possible outcomes of this operation since there are two ways to pair the four edges. Clearly, an edge could be paired with itself, if it is a loop. In fact, it is easy to verify that, if x is incident with a loop e, then splitting x has only one outcome -it is the graph obtained from G\e by contracting an edge incident with x. 
The class of all 5-regular planar graphs
We start with the definitions of the three graph operations that are used to generate all graphs in P 0 . Our first operation is an analog of "removing a handle", the inverse of adding a handle. Here, e is assumed to be simple. That is, it is not a loop and it is not in parallel with any other edges. Clearly, applying O 1 to e is equivalent to deleting e and then splitting the end vertices of e. Since there are up to two ways to split each end of e, there are up to four different outcomes when O 1 is applied. We need to point out that O 1 is very special among the twelve operations we introduce in this paper. It is one of the only two operations (the other one is O 9 which will be defined in Section 6) that depend on the drawing of the graph and it is the only one that is needed to generate graphs in every P k . In the definition of O 2 , the edge e is in a parallel family of size exactly three. This is another analog of removing handles. Like in the operation of splitting a vertex, if a loop is involved in, it is actually being deleted when O 2 is applied to e.
The definition of O 3 is quite clear from Figure 2 .3. It is worth mentioning that O 3 preserves the edge-connectivity of a graph. This is because O 3 is the result of contracting five edges and contracting edges does not change The main results in this section are easy to prove. We choose to include them here for the completeness of this paper. Another reason for including them here is that the lemmas that are used to prove these results will be needed in later sections as well. This result is an obvious consequence of the following observation. A graph G is called an alternating path if it has vertices x 1 , x 2 , ...x 2t , where t ≥ 1, such that there are three parallel edges from x 2i−1 to x 2i (i = 1, 2, ..., t) and two parallel edges from x 2i to x 2i+1 (i = 1, 2, ..., i − 1). If we add two more edges from x 1 to x 2t , then the resulting graph is called an alternating cycle. Notice that an alternating cycle is 5-regular, and an alternating path is "almost" 5-regular -other than the two ends, all its vertices have degree five. Proof. Let H be the graph obtained from G by deleting all loops and then deleting all but one edge from each parallel family. Clearly, the maximum degree of H is at most two and thus H is either a cycle or a path. If H has only two vertices, then G is either the alternating path 3K L 2 or the alternating cycle 5K 2 . If H has more than two vertices, then G is an alternating cycle when H is a cycle and G is an alternating path, plus two loops, when H is a path. 
Connected 5-regular planar graphs
The following is another graph operation which is needed to generate all graphs in P 1 . To prove Theorem 3.1, we first prove two easy lemmas. An edge in a connected graph is a cut if its deletion disconnects the graph. Proof. Since x has degree four, it is incident with four (not necessarily distinct) edges, say e 1 , e 2 , e 3 , e 4 , where e i = e j for i = j only if the edge is a loop. Let us assume that these four edges are listed in the same cyclic order as drawn on the plane around x. Suppose some e i , say e 1 , is not a cut edge. It follows that there is a cycle that contains both e 1 and e i for some i = 1. By symmetry, we assume that i = 2. Then it is easy to verify that the split {e 1 , e 2 }-{e 3 , e 4 } results in a connected graph.
A vertex is singular if it is incident with three or more cut edges. Let G be a graph in P 1 and let e = x 1 x 2 be a simple non-cut edge of G. We will call e singular if each x i is incident with precisely two cut edges and G\{x 1 , x 2 } has precisely six components, Figure 3 .2 illustrates what a singular edge should look like. Proof. First, G\e is connected since e is not a cut. We also observe that each x i is incident with at most three cut edges of G\e. Because otherwise, the four edges that are incident with x i in G\e must be all cut edges of G\e. Thus, by putting e back, we conclude that x i is incident with at least three cut edges of G, contradicting the assumption that x i is non-singular. By Lemma 3.1, G\e can be split at x 1 so that the resulting graph H is still connected. If not all edges incident with x 2 in H are cut edges of H, then Lemma 3.2 follows from the application of Lemma 3.1 to H at x 2 . Thus we may assume that all the four edges in H that are incident with x 2 are cut edges of H. By considering the reverse operation of the splitting at x 1 , we deduce that x 2 is incident with at least two cut edges of G. Since x 2 is not singular, it must be incident with precisely two cut edges of G. By symmetry, x 1 is also incident with precisely two cut edges of G. It follows that G\{x 1 , x 2 } has at least five components. Since e is not singular, G\{x 1 , x 2 } can not have more than five components. Hence G\{x 1 , x 2 } has exactly five components. Now, at each x i , let us pair each cut edge with a non-cut edge. Then it is easy to verify that this pairing results in a connected graph when O 1 is applied to e.
In a connected graph, a block is a maximal 2-connected subgraph. Let x and y be vertices and let P be path between x and y. Suppose edges of P belong to l distinct blocks. Then it is easy to see that l depends only on x and y, it is independent of the choice of P . In the following, this number l will be denoted by l(x, y).
Proof of Theorem 3.1. We prove the theorem by induction on |V (G)|. If |V (G)| = 2, then the theorem is trivially true. Next, we consider the general case when Suppose O 1 can be applied to an edge of G to produce a connected graph
and Lemma 2.2 implies that either (i) or (ii) is satisfied. Thus we may assume in the following that all outcomes of O 1 are disconnected.
Suppose G\x is connected for all x ∈ V (G). Since |V (G)| > 2, G can not have cut edges. Thus we deduce from Lemma 3.2 that G has no simple edges. Therefore, by Lemma 2.1, G can only be an alternating cycle. Now it is clear that (ii) holds.
Suppose G\x is disconnected for at least one vertex x ∈ V (G). Then among all such vertices, which are called cut vertices, we choose a special one as follows. First, let x 0 be a non-cut vertex. Then let x be a cut vertex such that l(x 0 , x) is maximized. Let C 0 , C 1 , ..., C p be the components of G\x, where C 0 is the component that contains x 0 . For each i > 0, let B i be the subgraph of G with vertex set V (C i ) ∪ {x}, and edge set E(C i ) ∪ F i , where F i is the set of edges of G of the form xy with y ∈ V (C i ). From the choice of x it is clear that x is the only cut vertex of G that is contained in V (B i ). Therefore, if e ∈ E(B i ) is a cut edge of G, one end of e must be x and the other end of e must be incident with two loops. Suppose e = xy is such a cut edge. Since we have assumed that all outcomes of O 1 on e are disconnected, we deduce from Lemma 3.1 that all edges of G that are incident with x are cut edges. It follows that p = 4 and each B i , consists of a cut edge and two loops. Clearly, in this case, O 4 can be applied to reduce G. Notice that the resulting graph H = 5K 2 since H has a loop. Thus (i) holds in this case. As a consequence, we may assume in the following that no B i contains a cut edge of G. This assumption clearly implies that no B i has a singular vertex or a singular edge. Thus we deduce from Lemma 3.2 that no B i has a simple edge. We consider the following two possibilities.
(1) Suppose that every edge in every B i of the form xy is in a parallel family of size two; xy be such an edge of some B i . Since y is not a cut vertex of G and y has degree five, B i must have an edge xz with z = y. Similar to the proof of Lemma 2.1, it is easy to show that B i must consist of xy, xy, xz, xz, and an alternating path between y and z. Clearly, in this case, both O 2 and O 3 can be applied to B i and hence to G as well. In addition, it is easy to see that H = 5K2 when |V (G)| = 4, and H = K 2L 2 when |V (G)| = 4. Thus (ii) holds in this case.
(2) Since no B i has simple edges, it remains to consider the case when there is a vertex y in some B i such that there are three or more edges between x and y. Since x is a cut vertex while y is not, there must be exactly three edges between x and y, and, in addition, there is a loop incident with y. Since G has more than two vertices, x must be incident with two other distinct edges xu, xv. We prove that u = v.
Suppose, on the contrary, that u = v. Then both xu and xv are simple. It follows that both u and v are in V (C 0 ), as no B i has simple edges. Consequently, G has cycle C that contains both xu and xv, and hence xu, xv are not cut edges. Since O 1 can not be applied to xu, by Lemma 3.2, u must be a singular vertex. For the same reason, v is also singular. Let uu 1 , uu 2 , uu 3 be the three edges that are incident with u and are not in the cycle C. Then, as u is singular, every e i = uu i is a cut edge. For each i = 1, 2, 3, let G i be the component of G\e i that contains u i . Because of the symmetry between u and v, we may assume that x 0 is not in any G i . In addition, since x and u are both contained in the cycle C, they are contained in the same block. It follows that l(x 0 , x) = l(x 0 , u). From the choice of x we conclude that no u i can be a cut vertex. Thus each u i is incident with two loops. Therefore, applying O 1 to e 1 can result in a connected graph. This is a contradiction and thus u = v is proved. Now it is easy to see that (ii) holds in this case, since both O 2 and O 3 can be applied to xy, and the resulting connected graph is not 5K 2 as it has loops.
2-edge-connected 5-regular planar graphs
Both of the following two graph operations will be needed to reduce graphs in P 2 . Here, e and f are distinct simple edges. We also remark that the 2-edgeconnectivity is preserved under these operations.
We point out that operations O 2 and O 3 are only used in very special ways. In fact, they are only used to shorten an alternating path in a graph. To prove Theorem 4.1, we need to prove a few lemmas. For any two disjoint vertex sets X and Y of a graph G, let m G (X, Y ), or simply m(X, Y ) if there is no ambiguity, be the number of edges with one end in X and one end in
It is well known that the cut function of a graph is submodular (Corollary 3.1a [14] ). This property is used very widely to uncross (simplify) a given collection of cuts. The following is a refinement of this property in a special situation. Thus p must be even and the lemma is proved.
Next, we consider a generalization of Lemma 3.1 to higher edge-connectivity. Suppose a vertex x of a plane graph G is incident with four simple edges xx 1 
Notice that the conclusion of Lemma 3.1 can be restated as; if both splittings at x are disconnected, then G has a quadrilateral partition, with center x and width 0. Our next result generalizes Lemma 3.1. For a set X of vertices of a graph G, let E G (X) denote the set of edges of G with one end in X and one end in V (G) − X.
Lemma 4.2 Let t be a positive integer and let G be a connected plane graph with |V
If both splits of G at x are not t-edge-connected, then t is odd, and G has a quadrilateral partition with center x and width (t − 1)/2.
Proof. We first prove that no loop is incident with x. Suppose, on the contrary, that x is incident with a loop e. Then there is only one outcome when we split x. This outcome, say H, is obtained from G by deleting e and then contracting another edge incident with x. Observe that E H (Z) = E G (Z) whenever Z is a non-empty set of vertices of H such that the new vertex is not in Z. It follows that H is t-edge-connected, a contradiction. In the following, we assume that no edge incident with x is a loop.
Let xx 1 , xx 2 , xx 3 , xx 4 be the four edges incident with x, where the edges are listed in the same cyclic order as drawn on the plane. Let X = {x 1 , x 2 , x 3 , x 4 }. We first consider the split {xx 1 , xx 2 } − {xx 3 , xx 4 }. Since the result 
This lemma will be used several times. In this section, it is used via the following lemma. A set F of edges of a connected graph G is a t-edge-cut if |F | = t and G\F is disconnected. When G is t-edge-connected, it is easy to see that, for each t-edge-cut F of G, the graph G\F has exactly two components. Suppose F is a t-edge-cut such that smaller (in terms of the number of vertices) component G 1 of G\F is the smallest among all t-edge-cuts of G. Then we call G 1 an end of G and F a critical t-edge-cut.
Lemma 4.4 Let H be an end of a t-edge-connected graph G. Then no edge of H is contained in a t-edge-cut of G.
Proof. Suppose, on the contrary, that some edge e of H is contained in a t-edge-cut F of G. Let U = V (H) and let U = V (H ) for some component
then one component of G\F is a proper subgraph of H, contradicting the minimality of H. Thus we may assume X 3 = ∅ = X 4 . Notice that Lemma 4.2 can be applied to (X 1 , X 2 , X 3 , X 4 ), with p = t. From this lemma we conclude that E G (X 1 ) is a t-edge-cut of G and one component of G\E G (X 1 ) is a proper subgraph of H. Again, it contradicts the minimality of H and thus Lemma 4.4 is proved.
Proof of Theorem 4.1 We prove the theorem by induction on |V (G)|. If |V (G)| = 2, then G = 3K L 2 or 5K 2 and thus the theorem is trivially true. Next, we consider the general case when |V (G)| > 2. Since each O i (i = 1, 2, 3, 5, 6) reduces the number of vertices by two, and the results of these operations are always 5-regular and planar, we only need to show that (*) G can be reduced to a 2-edge-connected graph by applying
If G has no simple edges, then (*) follows from Lemma 2.1. Thus we may assume that G has at least one simple edge e. If G has a simple edge e such that G\e is 2-edge-connected, then (*) follows from Lemma 4.3. Thus we may assume that every simple edge is contained in a 2-edge-cut. In particular, G has a critical 2-edge-cut, say {e, f }. Let H be the corresponding end. Then we conclude from Lemma 4.4 that H has no simple edges. Let us assume e = xx and f = yy , where x, y ∈ V (H). If H does not have any other vertices, then (*) holds since it is easy to see that x = y, and either O 5 or O 6 can be applied to G. Thus we may assume that H has a vertex z = x, y. Since all edges incident with z are not simple, z can be adjacent to at most two vertices. If z is adjacent to only one vertex z , then there are three edges from z to z , and there is a loop incident with z. Clearly, in this case, if O 2 is applied to zz , then the resulting graph is 2-edge-connected and thus (*) is proved. Therefore, we may assume that z is adjacent to two vertices z and z , Observe that, in this case, one of zz and zz is contained in a parallel family of size two and the other is in a parallel family of size three. It follows that O 3 can be applied in.this case and thus (*) is proved again.
3-edge-connected 5-regular planar graphs
First we observe that, if G is a graph in P 3 , then each parallel family of G has at most three edges (unless G = 5K 2 ), and G\x is connected for all vertices x of G. In this section, two more graph operations are needed.
Here, e, f and g are distinct simple edges. We remark that, since they are results of contracting edges, they both preserve edge-connectivity. To prove Theorem 5.1, we need to prove some lemmas. The first is an analog of Lemma 4.1, which is a specification of Lemma 4.2 for t = 3. 
Remark. If we allow G to be non-planar, then there is a fourth alternative:
Proof of Lemma 5.2. By Lemma 5.1, G\e can be split at x to result in a 3-edge-connected graph H. Let f 1 and f 2 be the two new edges. Since no outcome of O 1 on e is 3-edge-connected, no split of H at y is 3-edge-connected. By Lemma 5.1, H has a quadrilateral partition with center y and width 1. If some f i , say f 1 , is between some X i and X j , say X 1 and X 4 , Then f 2 is not incident with any vertex in X 1 ∪ X 4 , as no quadrilateral partition of G\e centered at y has width 1. It follows that either f 2 ∈ E H (X 2 , X 3 ), which implies (a), or both ends of f 2 are in X i (i = 2, 3), which implies (b). Therefore, we may assume that, for each f i , its two ends are both contained in some X j . Notice that f 1 and f 2 can not be contained in the same X j , as no quadrilateral partition of G\e centered at y has width 1. Now it is clear that there are two possibilities, one yields (c) and one yields (d).
Let (X 1 , X 2 ) be a partition of the vertex set of a graph G and let
Then, for i = 1, 2, we define G i to be the graph obtained from G\X k , where k = i, by adding a new vertex x i and t new edges x i x ij for all j.
Lemma 5.3 G is t-edge-connected if and only if both G 1 and G 2 are t-edgeconnected.
Proof. Suppose G is t-edge-connected. Then both G\X 1 and G\X 2 are connected. Thus each G i can be considered as obtained from G by contracting edges of G\X i . Since contracting edges does not change edgeconnectivity, it follows that each G i is t-edge-connected. Next, we assume that both G 1 and G 2 are t-edge-connected. We need to show that Let G ∈ P 3 . A 3-edge-cut F of G is trivial if there is a vertex incident with all three edges in F . Observe that this vertex must also be incident with a loop. 
Proof. Suppose G\z has no simple edges. If all vertices of G\z are adjacent to z, graph G must have exactly four vertices, say z, u, v, w. Since G is 3-edge-connected, at least two pairs of distinct vertices in {u, v, w} are adjacent. Then it is easy to verify that (c) holds in this case. Thus we may assume that G has a vertex v not adjacent to z. Notice that no loop is incident with v, because otherwise, the only vertex adjacent to v would be a cut vertex, which is a contradiction. It follows that v is adjacent to exactly two vertices and thus (b) holds. Next, we assume that G\z has at least one simple edge. We will consider three cases.
Suppose the simple edges of G\z are not incident with any loops. Then we consider an arbitrary simple edge e of G\z, which does exist by the above assumption. Observed that e is not contained in any 3-edge-cuts, as all such cuts are trivial. It follows that G\e must be 3-edge-connected. Then we deduce from Lemma 5.2 that at least one outcome of O 1 on e is 3-edge-connected. Thus (a) holds in this case.
Suppose G\z has a simple edge e = xy such that both x and y are incident with loops. Then the only 3-edge-cuts of G that contain e are E G ({x}) and E G ({y}). It follows that the only 2-edge-cuts of G\e are E G\e ({x}) and E G\e ({y}). Notice that the only outcome of O 1 on e, say H, can be obtained from G\e by deleting loops xx, yy and then contracting two edges, one from E G\e ({x}) and one from E G\e ({y}). Thus H is 3-edge-connected and (a) holds in this case.
Suppose the last two cases do not happen. Then every simple edge of G\z is incident with at most one loop. In addition, G\z does have an edge e = xy, for which x is incident with a loop while y is not. Let us choose this e so that both x and y are adjacent to z, if it is possible. Then we prove that at least one outcome of O 1 on e is 3-edge-connected. First observe that the only 3-edge-cut of G that contains e is E G ({x}). It follows that the only 2-edge-cut of G\e is E G\e ({x}). Therefore, the graph obtained from G\e by deleting the loop xx and then contracting an edge incident with x is 3-edge-connected. Let H be this graph and let f be the new edge. We need to show that at least one split of H at y is 3-edge-connected. Suppose not. Then, by Lemma 5.1, H has a quadrilateral partition (X 1 , X 2 , X 3 , X 4 ), with center y and width 1. Let us assume that f is incident with a vertex in X 4 . Then it is easy to see that |X i | = 1 for i = 1, 2, 3. It follows from the choice of e that X 2 = {z}. By symmetry, we may also assume that X 1 = {z}. Therefore, the only edge between X 1 and X 2 is simple and is incident with two loops, a contradiction. Suppose G is 4-edge-connected. If G has no simple edges, then Lemma 2.1 implies that G is an alternating cycle. Clearly, O 3 can be applied in the case and thus (*) holds. If G does have a simple edge e, then we deduce from Lemma 5.2 that at least one outcome of O 1 on e is 3-edge-connected and thus (*) holds again. In the following, Let us assume that G has at least one 3-edge-cut. Suppose all 3-edge-cuts of G are trivial. Then, under the above assumption, G has a loop at a vertex z, Let us apply Lemma 5.4 to G. Then it is easy to see that (*) holds because, if (a) occurs then O 1 can be applied; if (b) occurs then O 3 can be applied; and if (c) occurs then O 7 or O 8 can be applied. Thus we may assume further that G has a nontrivial 3-edge-cut.
Choose a nontrivial 3-edge-cut F = {e 1 , e 2 , e 3 } such that the smaller component J of G\F is as small as possible. Let us define G 1 and G 2 as in Lemma 5.3 such that G 1 \x 1 = J. Let H be obtained from G 1 by adding a loop e 0 to x 1 . Then we deduce from Lemma 5.3 that H ∈ P 3 . Notice that every nontrivial 3-edge-cut of H is also a nontrivial 3-edge-cut of G. Thus the minimality of J implies that all 3-edge-cuts of H are trivial. Now let us apply Lemma 5.4 to H, with z = x i . If (b) or (c) occurs, then O 3 , O 7 , or O 8 can be applied to H and so can also be applied to G. Since these three operations preserve edge-connectivity, (*) holds in this case. If (a) occurs, then O 1 can be applied to H, on an edge e which is not incident with x 1 , such that the resulting graph H is in P 3 . Since x 1 is still a vertex of H and H is 3-edge-connected, e 1 , e 2 , e 3 must still be edges of H . Let G be obtained from G 2 and H \e 0 by identifying e 1 , e 2 , e 3 , in the same way as in Lemma 5.3, then the lemma implies that G is 3-edge-connected. In fact, it is not difficult to see that G is the exactly the resulting graph if we apply O 1 to G, on the edge e. Therefore (*) holds again in this case and thus the proof of Theorem 5.1 is complete.
4-edge-connected 5-regular planar graphs
Let G ∈ P 4 . Since G is also a graph in P 3 , we know that G is 2-connected and each parallel family of G has size at most three (unless G = 5K 2 ). In addition, it is easy to see that G has no loops. Next, we define two new operations. Here, e is in a parallel family of size three. This operation clearly includes O 2 . This is the only operation other than O 1 that depends on the drawing of the graph. We need to point out that O 2 is actually the removal of a triple hand in one way, while O 9 is offering both possibilities.
Operation O 10 is quite clear from its definition. Unlike all previous operations, this operation reduces the number of edges by ten. In general, O 10 may not preserve the edge-connectivity. However, if this operation can be applied to a graph G in P 4 at all, then the result can be considered as obtained from G by contracting the eight edges in the 4-cycle and then splitting the new vertex. Therefore, we deduce from Lemma 4.2 that at least one of the two outcomes of this operation is still 4-edge-connected. Clearly, the same reasoning also applies to O 9 , These observations are summarized in the following lemma. The next is the main theorem of this section. Proof. This proof is very similar to that of Theorem 4. If G has no simple edges, then (*) follows from Lemma 2.1 and Lemma 6.1 since O 9 can be applied to G. Thus we may assume that G has at least one simple edge e. If G has a simple edge e such that G\e is 4-edge-connected, then (*) follows from Lemma 4.3. Thus we may assume that every simple edge is contained in a 4-edge-cut. In particular, G has a critical 4-edge-cut F . Let H be the corresponding end. Then we conclude from Lemma 5.3 that H has no simple edges. We also conclude from Lemma 6.1 that H has no parallel family of size three. Consequently, each edge of H is contained in a parallel family of size two and thus each vertex of H has an even degree in H. Since G is 5-regular, it follows that each vertex of H must be incident with an edge in F . Therefore, H can have at most four vertices. Now, it is straightforward to verify that H must be a double-cycle of length four. Notice that O 10 can be applied in this case and thus, by Lemma 6.1, (*) is proved again.
7 5-edge-connected 5-regular planar graphs
Let G ∈ P 5 . Then G has no loops and each parallel family has at most two edges (unless G = 5K 2 ). In addition, G is 3-connected. The following are the last two operations we need. Notice that both operations reduce the number of vertices by four, and both operations preserve edge-connectivity. 
then t is odd, and G has a quadrilateral partition with center x and width
We omit the proof of Lemma 7.1 since the proof is similar to Lemma 4.2.
A 5-edge-cut is trivial if it is incident with a single vertex. There is a graph in P 5 with 6 vertices, which we call W 5 , illustrated in Figure 7 .3. Proof. Every vertex in G is incident with at least one simple edge. If every simple edge is incident with z, then |V (G)| = 6 and G = W 5 .
Otherwise, there is a simple edge e = xy that is not incident with z.
focus on graph G. If x is incident with three of the four partitions, then G contains a K 5 -minor, which implies that G is not planar. If x is incident with two non-adjacent partitions, say Y 1 and Y 3 , then G contains a K 3,3 minor, which again implies that G is not planar. Therefore, x can be only incident to either one partition or two adjacent partitions. Without loss of generality, we may assume that x is not incident with Y 3 , Y 4 , then for each Suppose that O 1 cannot be applied and there is a non-trivial 5-edgecut F . Let X, Y be the two components of G\F . Then |V (X)| ≥ 2 and |V (Y )| ≥ 2. Choose a 5-edge-cut and X such that X does not contains any non-trivial 5-edge-cut. Contract Y into a vertex z in G. Let K be the outcome. Then K ∈ P 5 since contraction dose not change edge-connectivity. Now we will prove that O 1 cannot be applied to K within P 5 to a simple edge that is not incident with z. Assume that this is not true. Then there exists a simple edge e = x 1 x 2 with x 1 , x 2 ∈ V (X) such that applying O 1 to e results in a graph K 1 ∈ P 5 . Do the same operation on the graph G, let G 1 be the corresponding outcome. We will prove that G 1 ∈ P 5 . To prove this, we need to prove |E G 1 (Z)| = m G 1 (Z) ≥ 5 for all Z = ∅, V (G 1 ) where m is a notation from chapter 4.
Choose any vertex set Z ⊆ V (G 1 ) with
First, we prove that if one of X 1 , X 2 , Y 1 , Y 2 is empty, then m G 1 (Z) ≥ 5.
Now we prove that m G 1 (Z) ≥ 5 holds if all the four vertex sets are non-empty.
Suppose that X 1 , X 2 , Y 1 , Y 2 are all non-empty. 
similarly, we may assume that m K 1 (X 1 , {z}) ≤ 2
Now we have already exhausted all the cases and proved that |E G 1 (Z)| = m G 1 (Z) ≥ 5 holds for all Z ⊆ G 1 with Z = ∅, V (G 1 ). Therefore, G 1 ∈ P 5 , which contradicts with our assumption. That is, O 1 cannot be applied in K within P 5 to a simple edge that is not incident with z.
Since K ∈ P 5 , K = 5K 2 , and every 5-edge-cut in K is trivial. O 1 cannot be applied within P 5 to a simple edge that is not incident with z. By Lemma 7.2, K = W 5 . If z is a vertex incident with 5 simple edges, then O 11 can be applied to G. (*) is proved. Otherwise, O 12 can be applied to G. (*) is proved again.
Further Remarks
For k = 1, 2, 3, 4, 5, we proved generating theorems for the classes P k of all k-edge-connected 5-regular planar graphs. One of next natural questions is what would happen if we added another restriction, for example, girth. The girth of a graph G, denoted by g, is the minimum length of cycles contained in G. Let us define P k,g as the subclass of P k such that every graph in P k,g has a girth at least g. Since P k,1 = P k holds for any k, and if k > 3, then P k,2 = P k holds, problems we interested are to prove generating theorems for P k,g with g > 1 and k = 0, 1, 2, 3. The following are our natural conjectures for g = 2.
Conjecture 8.1 Every graph in P k,2 with k = 0, 1, 2 can be reduced within P k,2 by O 1 , O 3 , and O 6 to 5K 2 .
Let P be the graph obtained from the prism P by replacing each edge of a triangle in P by two parallel edges. As a result, the graph P consists of six vertices, twelve multiple edges and three simple edges. If we move to g = 3, we deal with 5-regular simple planar graphs and need to change graph operations since O 1 often provides inevitable multiple edges, for example, if an applied edge is a spoke of W 5 . See [8] for a study in this direction.
Another natural research expansion is to pursue splitter theorems for P k and P k,g . Suppose a graph G "contains" another graph H. Then how can G be built up from H in such a way that certain properties of G and H are preserved during the construction process? Probably the best-known result to answer this kind of question is the one by Seymour [13] , for general matroids, and Negami [11] , for graphs only, which explains the construction when the containment relation is the minor relation and the property to preserve is 3-connectedness. These answers are known as splitter theorems. Ding and Kanno have proved splitter theorems for several classes of 3-regular, 4-regular or 4-regular planar graphs (see [5, 6, 7] ).
