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Abstract 
This paper shows the implementation of a prototype of street theft detector using the deep learning technique R-
CNN (Region-Based Convolutional Network), applied in the Command and Control Information System (C2IS) of 
National Police of Colombia, the prototype is implemented using three models of CNN (Convolutional Neural 
Network), AlexNet, VGG16 and VGG19 comparing their computational cost measuring the image processing time, 
according to the complexity (depth) of each model. Finally, we conclude which model has the lowest computational 
cost and is more useful for the case of the National Police of Colombia. 
Keywords: Deep Learning, R-CNN, AlexNet, VGG16, VGG19, CNN (Convolutional Neural Network), Command 
and Control Information System (C2IS). 
1. Introduction 
The street theft to people is one of the biggest 
challenges for citizen security agencies, as it affects 
many cities in the world. 
Colombia is not immune to this problem, since its cities 
have considerable indices of this crime. 
 
To face this situation, the National Police of Colombia 
has around 178,000 agents and several technological 
tools, including command and control information 
systems (C2IS)1. This system provides strategic 
information in real time, improving the Situational 
Awareness1, allowing to react in a timely way to 
situations such as street theft to people. 
 
In many C2IS, the Video Surveillance System is a 
fundamental source of strategic information, however, it 
is common that some events (like theft) can’t be 
detected by Video Surveillance operators, because 
commonly there are more cameras than one operator 
can manage. 
 
A future aim is to automate the detection of street theft 
in the C2IS of the Colombian National Police using the 
Video Surveillance System. This article shows the 
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 development and implementation of a prototype of 
street theft detector based on deep learning, specifically 
using the R-CNN (Region-Based Convolutional 
Network) technique2, which is implemented using three 
different architectures of CNN (Convolutional Neural 
Network)3,4, AlexNet5, VGG166 and VGG196. Finally, 
the prototypes were tested with information from the 
Video Surveillance system of the National Police of 
Colombia, with the support of the Telematics Office, in 
order to conclude which architecture may have the 
lowest computational cost for a future implementation 
in the National Police of Colombia. 
2. Street theft detection using deep learning. 
The National Police of Colombia has deployed 
thousands of security cameras across the country, 
however, the police do not have an efficient system to 
identify the street theft or other criminal activities. 
Additionally, most of these cameras are PTZ (pan-tilt-
zoom) Dome type, i.e. mobile cameras with images 
always changing and which do not have a fixed 
background like in a fixed camera. Therefore, to design 
a street theft detector is a very relevant factor to define 
how the video analysis will be performed in these 
conditions. 
 
For this development, we discard methods based on 
motion detection through prediction and other similar 
techniques7,8,9,10, inasmuch as the PTZ (pan-tilt-zoom) 
Dome cameras of the National Police of Colombia 
changes abruptly the pan, tilt and zoom. Because of that 
the backgrounds of the images change drastically 
making useless several techniques of video analysis. 
Although there are techniques to work with mobile 
background images11,12,13, given its complexity and the 
specific case of the National Police of Colombia, 
alternative techniques are sought for detection of street 
theft, which are independent of camera movement and 
its relationship between each video frame. 
 
For these reasons, the approach used for detection of 
street thefts was based on deep learning techniques 
which have shown in many publications14,15,16,17 their 
efficiency in computer vision. 
 
In development of the current prototype, it is proposed 
to use an R-CNN (Region-Based Convolutional 
Network)2, which was trained with a dataset of street 
theft images created specifically for this project. 
3. Prototype development and implementation 
In development of the street theft detection prototype, it 
was used the deep learning technique (R-CNN) 
published by R. Girshick2. We have chosen R-CNN 
because it is the basis of techniques with a better 
performance respect to the processing time for each 
image like as Fast R-CNN18 or Faster R-CNN19 which 
are the state-of-the-art in object detection and have 
many applications, having hundreds of papers in 
different journals and conferences. 
 
Another determining factor for choosing the deep 
learning technique R-CNN2 to develop the prototype, is 
considering that Fast R-CNN18 and Faster R-CNN19 are 
based in R-CNN2, because that, the results of the 
performed tests in R-CNN2 could be applied to Fast R-
CNN18 and Faster R-CNN19. 
 
The hardware available to train and execute the 
Convolutional Neural Network, was a laptop MSI 
GT62VR-7RE  whit a CPU Intel Core I7 7700HQ, 16 
GB of DDR4 RAM, with an GPU NVIDIA GeForce 
GTX 1070 in MXM format which consists of 2048 
CUDA cores at 1442 MHz base frequency and 8 GB 
DDR5 VRAM memory20, even though it has sufficient 
computing power for prototype development using R-
CNN, is not a comparison with the latest processors and 
GPUs for desktops and servers, specialized in the 
training and execution of this type of algorithms. 
However, for the Colombian National Police, it is very 
important to reduce computational cost of this prototype 
due to the large number of citizen security cameras. 
 
Once the configuration was selected and adjusted to the 
needs of the National Police of Colombia, the 
implementation was carried out in MATLAB 2018a 
following the methodology described below: 
(it must be considered that the implementation and 
testing were done three times, first with AlexNet5, 
another with VGG166 and the last one using VGG196). 
As proposed in 2, the training of an R-CNN is divided 
into three stages which are: 
 Training of a Convolutional Neural Network as 
an image classifier. 
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  Fine training of the Convolutional Neural 
Networks for the detection of Thefts. 
 Support vector machine linear predictor for the 
detection of street theft. 
3.1.  Training of a Convolutional Neural Network 
as an image classifier: 
In this stage, three well-known and proved models of 
Convolutional Neural Network were used. Fig. 2 shows 
AlexNet5 and Fig. 4 shows VGG166 and VGG196, that 
are defined as very deep networks by the authors from 
the University of Oxford. 
Dataset 
ImageNet
CNN VGG16 Layers
CNN AlexNet Layers
CNN VGG19 Layers
 
Fig. 1.  Pre-trained Convolutional Neural Networks AlexNet5, 
VGG166 and VGG196. 
For this case, several topologies, were analyzed as well 
as pre-trained models, and afterwards, the implantation 
was carried out with the pre-trained models known as 
AlexNet, VGG16 and VGG19. These pretrained models 
can classify 1000 different kinds of images and were 
trained with approximately 1.2 million images using the 
well-known ImageNet dataset21 as shown in Fig.1. 
 
The topologies of CNN AlexNet, VGG16 and VGG19 
used in this prototype are shown in Fig. 2. and Fig. 4 
respectively. 
3.2. Fine training of the Convolutional Neural 
Networks for the detection of Thefts. 
In this stage of the training process, it was made a fine 
retraining of the chosen models. For the case of this 
prototype, the topologies used were AlexNet, VGG16 
and VGG19. However, the ImageNET dataset was not 
used in this stage, instead, it was used a street theft 
dataset created for this specific case (Fig. 5). Fine-
training was done in the laptop MSI GT62VR-7RE 
previously mentioned. 
In this stage, models AlexNET, VGG16 and VGG19 
were fine-trained independently using a new dataset 
made with street theft images, shown by in Fig 3. 
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Fig. 2.  CNN Layers: AlexNet5. 
It is important to note that in this training stage, VGG19 
and VGG16 networks had a much longer training time 
than AlexNet, due to the depth (complexity) of the 
network topology, even though the same hardware and 
the same dataset were used for the fine training. 
The fine training of the CNN was done with the dataset 
described below (Fig. 3), using parallel processing in 
the NVIDIA GeForce GTX 1070 GPU, and a total of 50 
epochs, this fine training was done on the Convolutional 
Neural Network Topology proposed in2 AlexNet, 
VGG16 and VGG19 shown by Figures 2 and 4. 
 
Considering that we want to identify a relationship 
between the complexity of the model and the processing 
time of each image, when using CNN Region-Based 
Techniques, to ensure that three models are on equal 
terms, the hyperparameters used in fine training were 
equal for VGG19, VGG16 and AlexNet and had the 
following values:   
 
 Size of the mini-batch: 50 
 Initial Learning Rate: 0.001 
 Factor for dropping the learning rate: 0.1 
 Epochs for dropping the learning rate: 10 
 Factor for L2 regularization: 0.0001 
 Contribution of previous step: 0.9 
 Decay rate of gradient moving average: 0.9 
 Decay rate of squared gradient moving 
average: 0.999 
 Denominator offset: 10-8 
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 The fine training described in this stage was performed 
on the equipment described above and took about 8 
hours of processing. This time can be reduced using 
Multi-GPU schemes, or a cluster of several computers 
that have GPUs. 
 
 
Fig. 3.  Fine-training of Convolutional Neural Networks 
AlexNet2, VGG164 and VGG196 with Street Theft Dataset. 
3.3. Support vector machine linear predictor for 
the detection of street theft 
In the third stage of the training process, it was trained a 
binary classifier using a Support Vector Machine with 
linear kernel 4,22, which aims to classify two classes: 
"Theft" and "No Theft". 
Fig. 4. CNN Layers: VGG166 and VGG196. 
 
 
Fig. 5.  Sample images of the fine training dataset. 
 
According to this, the SVM was trained whit two 
classes: 
 Class “Theft”: this class includes the regions 
proposals obtained from the labeled images in 
the street thefts dataset, and characteristics 
extracted of the images obtained in the 
previous stage, from the fine-training of 
models VGG19, VGG16 and AlexNet 
individually, shown in Figures 6 and 7. 
 Class “No Theft”: in this class where used 
pieces of images extracted from street thefts 
dataset, different from those labeled manually 
and those obtained in the previous stage of the 
R-CNN training process, as shown in Figures 6 
and 7. 
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 Intel Corei7 7700HQ@2.8GHz & 16 GB RAM   
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Fig. 6.  Binary Classifier using a Support Vector Machine with 
linear kernel using fine trained VGG16 and VGG19. 
This process had been done three times, fist using 
AlexNet model, another with VGG16, and last using 
VGG19. 
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Fig. 7.  Binary Classifier using a Support Vector Machine with 
linear kernel using fine trained AlexNet. 
 
Fig. 8.  Test Environment. 
4. Results of the implementation 
In this study, interesting results were obtained, by 
implementing the prototypes of detection of street theft 
using deep learning, thanks to the fine-tuned models 
VGG19, VGG16 and AlexNet, getting positive 
detections as Fig. 9 shows. However, the prototypes are 
not completely infallible, having false detections and 
situations in which there are street thefts that are not 
detected. 
To verify the effectiveness of this prototype, a series of 
tests were carried out with images of street theft not 
used in the training of the system. Another important 
measured parameter was the processing time in each 
image to measure the computational cost. It should be 
noted that the tests were performed by using the same 
laptop with the technical characteristics previously 
described. 
To analyze the reduction of the computational cost 
focused on the image processing time of the Street Theft 
Detector prototype, 300 static images were analyzed 
with street theft and we also analyzed Video from the 
C2IS security cameras of the National Police of 
Colombia; these results are shown in table 1. 
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 Table 1.  Prototype test results  
300 Image 
Test 
AlexNet VGG16 VGG19 
Positive 
Detections 
219 231 237 
Fails 81 69 63 
Average 
processing 
time 
2.45 sec 22.75 sec 26.59 sec 
Accuracy 73% 77% 79% 
Frames per 
second in 
Video 
0.4 FPS 0.04 FPS 0.03 FPS 
 
After performing these tests, we conclude, AlexNet has 
shorter image processing time and lower computational 
cost than VGG19 and VGG16 if models are 
implemented in CNN Region-Based Techniques, under 
the same conditions. 
However, this decrease in the computational cost affects 
prototype’s accuracy, because the tests show that 
AlexNet has an accuracy 6% lower than VGG19 and 
4% lower than VGG16. On the other hand, VGG16 has 
a computational cost 929 % higher than AlexNet and 
VGG19 has a computational cost 1085% higher than 
AlexNet. This reduction in the computational cost is 
very important for future applications in the National 
Police of Colombia and should compensate the loss of 
accuracy. 
 
These results could be applied to Fast R-CNN18 and 
Faster R-CNN19 because they are based on R-CNN2 and 
for future applications, these results could be considered 
to develop a theft detection system that analyzes real-
time video. 
5. Future Application into National Police of 
Colombia Command and Control 
Information System (C2IS)  
Bearing in mind that the work shown in this paper is a 
prototype, it should be noted that the application to the 
Colombian National Police C2IS was not carried out 
with real-time videos, it was done on pre-recorded 
videos given by the Telematics Office of the Colombian 
National Police, which were analyzed frame by frame, 
as shown in Fig. 8 
 
 
Fig. 9.  Results of Street Theft Detector. 
 
As a result, street theft detections were obtained while 
the conditions of the video allowed the detection. For 
example, in blurred videos or with very low resolution 
the detection was not detected. However, in videos 
where the street theft had a minimum pixel size, the 
detection is consistent with the results reported in Table 
1. 
When using the prototype in videos obtained from 
Video Surveillance Cameras (PTZ Dome) with average 
heights of 10 meters, there were only detections of 
Street theft when the camera made enough zoom, so that 
the street theft image had a minimum of pixels. 
 
 
Fig. 10. Street Theft Detection in real Video of the 
Surveillance system of the Colombian National Police. 
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 6. Prototype Limitations 
Developing this prototype, important limitations were 
identified and must be considered for future 
implementations: 
 
 Quality in video stream and size in pixels of 
the street theft to be detected: When applying 
the prototype in real situations its effectiveness 
is limited by these factors, restricting its 
applicability to the parts of the Video 
Surveillance system with good video quality. 
 
 Lighting conditions: if images of the Video 
Surveillance System have dim lighting 
conditions and the people are not distinguished 
very well from the background (e.g., a person 
dressed in dark in a dark background), the 
effectiveness of the system is greatly reduced. 
 
 Partial obstructions: the partial obstructions 
generated by the electrical infrastructure, 
traffic lights, trees and other common elements 
in an urban environment could cause the 
prototype to make erroneous detections or not 
to detect a street theft present in the 
environment. 
 
 Erroneous detections: in real situations 
erroneous detections are presented which 
would trigger false alarms, so the system must 
always work under human supervision. 
 
 Computational Cost: As shown in Table 1, the 
computational cost is directly related to deep 
learning model used in the prototype. In this 
case, AlexNet had a computational cost of 
around 950% lower than VGG16 and VGG19. 
In the case of the National Police of Colombia, 
VGG16, VGG19 models are discarded for 
short-term implementation, at least until the 
computing power of the GPU available in the 
market increases. 
 
 Accuracy lost: As mentioned above, reducing 
the computational cost entails a loss of 
accuracy of 4% to 6%, which should be taken 
in future implementations. 
 
7. Conclusion 
With the tests carried out on these prototypes we 
demonstrated that the implementation of a theft 
detection system based on deep learning is possible. In 
this case it was applied to the National Police of 
Colombia C2IS with the aim of improving situational 
awareness, but taking into account the above mentioned 
limitations. 
 
Given the computational cost (running time) for 
processing every video frame, in the case of video 
applications is highly recommended to use deep 
learning models with a good balance between 
complexity and accuracy. As it can be observed from 
the obtained results in this work, AlexNet has a 
computational cost around 950% lower than VGG16 
and VGG19. This low image processing time is 
fundamental to be considered in future implementations 
on real environments. 
 
Deep learning offers many possibilities for city security 
applications and if any of these is implemented in a 
Command and Control Information System of a security 
agency such as the National Police of Colombia, it will 
possibly provide vital information, which would 
improve the response to situations of criminality or 
public order. 
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