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INTRODUCTION 
We consider here some nonlinear elliptic equations 
Au =f  (1) 
where we suppose for instance that f is a given element of a Hilbert space H, A is an 
operator in H with domain D(A), and we are looking for u in D(A) [see Section 1 for 
a more convenient formulation of problem (1)]. 
One of the usual ways to approximate this equation (1) is to approximate the 
associated evolution equation 
dw(t) 
d---i-- + Aw(t) = f, t > O, 
w(0) = u0, u 0 arbitrarily chosen in H; (2) 
it is well-known that under suitable hypotheses, 
w(t) --~ u as t -~ o% (3) 
and an approximation of w(t) for t "large" gives an approximation ofu. 
We consider here an approximation method of (2) [and also of (1)] connected with 
the alternating direction method [2, 3, 11, 15] and the fractional step method [4, 6, 7, 8, 
12, 13]. The essential difference between these classical methods and the method 
considered here is that the fractional intermediate steps between u '~ and u "+t can be 
computed simultaneously. This simultaneous computation method is due to J. L. Lions 
and was applied by J. L. Lions and the author to evolution equations (see [I2]). 
We refer to Section 2 for the difference scheme obtained by applying this simulta- 
neous computation method to (2). 
In Section 3 and Section 4 we obtain a convergence theorem and an upper bound of 
the error between the solution u of (1) and its "approximation." 
* This work was done while the author was visiting the University of Kansas. 
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The consideration of the explicit expression of the error allows us to determine in 
Section 5 the best value possible of the parameters entering in the method (the steps 
which are variables). 
In Section 6 we give an example and in Section 7 we consider the approximation of
(1) by the fractional step method (as in [7]) and we give some improvements of [7]. 
i .  HYPOTHESES 
Let Hbe  a real Hilbert space (scalar product (', .), norm [ 9 I) and let Vi(1 ~ i ~ q) 
be a family of q dense Banach subspaces of H (norms T] "IPi) 1- We suppose that the Vi 
are reflexive spaces. 
The conjugate space of H is a dense Banach subspace of the conjugate space Vi' of 
Vd so, if we identify H with its conjugate space, we have 
ViCHCVi '  (1 ~i~q) .  
Now let us consider q operators Ai(1 <~ i ~ q), each one mapping Vi into Vi' and 
satisfying the following conditions: 
(l-i) Ai is weakly continuous on each finite dimensional subspace of Vi, 
(1-ii) There exists a constant ~i > 0 such that 
(Aiu--Aiv ,u -v )  ~y i lu -v l  S, Vu, vEVi ,  
(1-iii) There exists constants Pi ~ 1, cq ~ 0 such that 
(Aiu, u) >~ ~'i II u liP', Vu ~ V~. 
Now, let V be the Banach space N~=I Vi equipped with the norm II " I1 = Z~I  II " II~- 
We shall suppose that V is dense in each V~ and therefore 
VCV~CHCV~'CV'  (1 ~i~q) ,  
where each space is a dense Banach subspace of the following one. 
Let A be the operator of V into V' defined by 
q 
Au = ~ Aiu, Vu ~ V. (1.1) 
i=1 
It is well-known [1, 5,9] that, for each f in  V', the equation 
Au =/  (1.2) 
has a unique solution u in V. 
x X is a dense Banach subspace of a Banach space Y, this means that X is a Banach space 
included in Y, that X is dense in Y and that the inclusion mapping is continuous. 
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In what follows we are interested in the approximation of this solution u, but we 
shall restrict ourself to the case where f~ H, and we shall suppose that this solution u 
satisfies the following regularity condition: 
(1-iv) Aiu ~ H (1 ~< i ~< q). 
Remark 1.1. The space H considered above can be, of course, a finite dimensional 
space; in this case the spaces Vi and V are equal to H and are equipped with the same 
norm or with equivalent norms. The condition (l-i) means only that the A i are 
continuous and (1-iv) is obviously satisfied. 
This situation occurs in particular when the problem (1-2) is already the discrete 
form of a suitable nonlinear problem. 
2. THE FINITE DIFFERENCE SCHEME 
Let N be an integer (which will go to infinity). Let % ..... "/'N--1 be a family of N 
strictly positive numbers. 
Let us choose an arbitrary decomposition o f f :  
q 
f=  ZA,  A ~H.  (2.1) 
i=1 
We define a family of elements un+(im of H(0 ~< n ~ N - -  1, 1 ~< i ~< r = q + 1) 
as follows. We start with 
u ~ arbitrarily chosen in H. 
When u~ u n are known, we define un+(l/r),..., U n+l, by, 
for l <~ i <~ q -~ r - -1  
u "+(ira is the unique element of Vi satisfying 
un+( i / r )  _ _  U n .2[- ~-n~zti un+( i / r )  ~ " rn f  i . 
The existence and uniqueness 
as for (1.2). 
for i = r 
u n+(i/r) ~ u n+l is defined by 
(2.2) 
(2.3) 
of u n+(im satisfying (2.3) follows from [1, 5, 9] 
1 q 
u'~+x = q ~x= u'~+"/% (2.4) 
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Remark 2.1. In place of (2.4), one can define more generally u n§ as any convex 
combination of the u n+i/r, 1 ~ i <~ q: 
u "+1 :=- ~ ,riu"+i/r, (2.5) 
i=l 
q where the ei are > 0 and ~ i -1  e~ = 1 ; see Remark 4.1. 
3. UPPER BOUND OF THE ERROR 
We want now to compare the last element u N of the sequence u" ~,/rl defined in 
Section 2 with the solution u of (1.2). 
TIIEOREM 3.1. Under the hypotheses ( l - i )  to ( l - iv),  for each n(l <~ n ~ N)  we have 
(3.1) [u" - -u l  ~En,  
where 
= EO 
e,, = e,(T o ,..., -c,-1) (1 + 7to) -'- (1 + 7T,_1) 
and 
~o ---- I u - -  u ~ [2, 2, 7 = 2 min(7 a ,..., 7a), 3 = _1 ~ [f~ - -  A,u 12. 
q i=1 
This  theorem implies the following corollary. 
+ ~o'= (1 + y, j )  .-. (1 + 7-c,-x) 
(3.2) 
COROLLARY 3.1. 
chosen so that 
then 
Under the above hypotheses, i f  the parameters -c o ,..., -cN-1 are 
~N --+ O, as N --+ or, (3.3) 
u N--+ u, as N ~ ~,  (3.4) 
for the strong topology of H. 
Remark 3.1. The parameters ro,..., ~N-1 can be chosen so that ~N--~ 0. The  
simplest choice of the ~j is the following one: 
~',~ = T(N), n = 0,..., N - -  1, (3.5) 
r (N)- -+ 0 and Nr(N)  ~ ov as N ~ or. 
(One can see that E n --~ 0 in this case.) 
'Or%>lu  ~ z. 
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In Section 5 we shall compute the best possible values of the r j ,  i.e., those which 
minimize EN for a fixed N. 
Remark  3.2. It appears from (3.1) and (3.2) that it is interesting to take 8 as 
small as possible, i.e., to take each fi as close as possible of Aiu.  
4. PROOF OF THE THEOREM 3.1 
The equation (2.3) can be written 
v n+(i/r) - -  v n + r,~(Aiu '~+(i/r) - -  Aiu)  = " r , , ( f -  Aiu) ,  (4.1) 
where 
v n+(u') = u n+(i/') - -  u. (4.2) 
Taking the scalar product of (4.1) with v "+(i/'), and using (1-ii) we obtain 
I v " "mt~ - I v~ I ~ + I v ~§ - v~ I ~ + 2"rnyi[ V n+(i/r) I ~ <~ 2"cn(fi - -  A iu,  vn+(U~)). 
(4.3) 
Adding these inequalities for i = 1,..., q, we obtain 
I (I + 2r,~-,31 v"+"mlS-  Iv '~ I s + q I v "+" / ' )  - v "  I ~ 
q i=1 
2r,  ~ (f~ __ A~u, v"+(u~)). (4.4) 
q i=1 
Let y be the minimum of 271 ,..., 2yq,  then 
1~ (1 +2~,,r,dlv'~+"/"lS>~ 1 + yz__________~ ~ i vn+,/r,12 ' 
q ~=t q i=t 
and this is greater than or equal to 
(1 + ~'~.)173n+l 12, 
due to (2.4), (4.2), and the convexity of the function I " [ 2. 
Then (4.4) gives 
1 ~ I v"+"m v"p 2"r '~(y i - -A ,u ,v"+" / "  ) . (1 + ~,~.) I v~+l I s - I v" I s + q ,=x - ~< T ~=~ 
(4.5) 
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The right hand side of (4.5) is equal to 
q 
2r~q ~1= (fi -- Aiu, v "+(ira - -v  n) q- 2rnq i=1 ~ (fi -- Aiu, v"), 
and with (1.I), (1.2), and (2.1) we see that this is equal to 
2rn 
(fi -- Aiu, v"+(i/r~ -- v"). 
q i=l 
The right-hand side of (4.5) is then less than or equal to 
q2i__~ 1 1/~__q 1 2r, ~ l f i  -- A# i[ v"+(*/') -- v" [ <~ - -  I f / - -  Aiu I s + ~ I v"+"/') - v"i 2 
q i=1 
Substituting this in (4.5) we obtain 
Tn2 q 
(1 + yr,)I v "+1 I S -- [ v" 12 <~ T ,~=1 Ef1 -- A,u ] ~ = 8r, ~. (4.6) 
With (4.6) we obtain (3.1) and Theorem 3.1 is proved. 
Remark 4.1. If we define u ~+1 in the following way (see Remark 2.1): 
u,+l = ~, (1 + 2yir,) u,+(i/~) ' 
,=1 q(1 § r.y') 
where 
then 
y' 2 i = ~ Yi, (4.7) 
i=1 
(1 + 2yi%) 
v,+l = ~ v ,+,m,  
i=1 q(1 + y'r,) 
(1 + 2yi%) s [ v"+"/r)l z >~ (1 q- y'rn) [ 'vn+l 12. 
i=1 q 
Therefore (4.5) and Theorem 3.1 hold true in this case with y replaced by y,y" '
is greater than y. 
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5. OPTIMAL VALUE OF THE PARAMETERS 7"j 
THEOREM 5.1. 
following values ~* of the ~: 
2 
%,__  1 + 1 +-~Eo,  
Y 
1 %, _ + 1 V1  + 27%*_x, 
y 7 
For a fixed N, the minimum value EN* of "~r is obtained for the 
(2 ~<n ~<N- -1) .  
(5.1) 
With this choice of the r~ 
23 
(5.2) ~N* ~ O, as N--~ o% and "N* 72N. 
Proof. We have the recurrence formula 
",, + 3~',, 2
-- - - ,  (0 ~< n ~< N- -  1), (5.3) En+X 1 + 7rn 
where E, depends on r o ,..., rn_ 1 . Then, to minimize E,+ 1 , one has only to minimize E~ 
and to take r~ equal to 
r .*  = 1 + 1 + 7" ~, ,  (5.4) 
7 7 
where E.* is the minimum value of E.. 
The minimum value of ~.+1 is then 
28 
n+l 72 
23 /1 72 
- - -  + ~ 'V  + Y "-*" (5.5) 
Since "0 is a given constant, the optimal values of r o ,..., rn_ 1 , and the minimum 
values of '1 ,..., e~r are successively determined as functions of "o, Y, and 8. 
Inspection of the formulas (5.3) and (5.4) (for different n) give recurrence formula 
for the ~'n*: 
y2r*+1= + 2y%*+1 = 2W,*, (5.6) 
* = --1 + V'I +27r~*.  7%+1 (5.7) 
We remark that the sequences r ,*  and E,* are positive decreasing and so these 
sequences are convergent. The limit of these sequences i obviously zero. 
To complete the proof, we write (5.5) as 
9 *.+1 = , . *  - f ( , . * ) ,  f (0  =,  + --y2 - -7, I + ,. 
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We remark that f(e)/E 2 converges to 72/28 as 9 converges to 0. So we can apply 
a theorem given in [10] (Theorem 5.2, p. 34) and we obtain a
28 
e~r ,~  7~ N.  
Remark  5.1. It is of course difficult to know a pr ior i ,  the exact value of 
% = I u - -  u ~ 12, but in (5.1) one can take for e 0 any number greater than I u~ - -  u 12. If u ~ 
is sufficiently smooth so that Au ~ lies in H then it is easy to find, apr ior i ,  a convenient 
value of %; one has 
and with (1-ii) 
(Au  - -  Au  ~ u - u ~ = ( f  - -  Au  ~ u - u ~ 
7 [u - -u~176176 
Then we can take 
"o : y I f  __ Au  o [2. (5.8) 
Remark  5.2. The parameters r 0,..., %-x,  given by Theorem 5.1 minimize the 
error estimate N; the problem of the optimum choice of r 0 ,..., %-1 which minimizes 
the actual error [I u - -  u" II is not considered here. The solution of this problem needs 
generally nonavailable information on the A i and thef i  (in the linear case, for instance, 
the spectrum of each Ai )  and is, of course, much more difficult to solve than the 
equation Au = f ! 
In some simple cases (like the linear Dirichlet problem in a square) where the eigen- 
values of the A i are known, and for some choice of the f i ,  one can see that the rj of 
Theorem 5.1 minimize the actual error II u - -  u N I14. 
6. EXAMPLE 
Let 12 be a regular open bounded set of R ~, let q = l -q- 1, H = L2(12 ) equipped 
with the usual norm t " [. We define: 
a This part of the proof was communicated to us by J. Baranger. 
4 The practical interest of these parameters i presently tested; the numerical results and 
slight improvements of the method will appear elsewhere. 
571/4/3-5 
258 TEMAM 
For 1 <~ i <~ l, 
V i = the completion of the space of infinitely differentiable functions with compact 
support in 12, in the norm 
II u IIi = lu I + ] 0u 
<A,u, v> = fa ev -~dx, 
For i = l + l, 
Vu, v ~ V,. (6.1) 
Vi ---- L,(12) 
<A,u, v> = fo[uCx)l  (xl x + f u(xlv(xldx, 
Vu, v c V~ , A>O. 
(6.2) 
q 
We have V = n,.1 v, - -  n01(ff2) o L4(12), where Hi(12) is the Sobolev space of 
order 1 and H01(12) the subspace of Hl(~2) of functions vanishing at the boundary 
/" of 52. All the hypotheses are satisfied; (1-ii) is satisfied with: 1 ~< i ~< l, y]'~ ---- the 
width of O in the x i direction (Poincarg inequality), i ---- l + 1, Yi ---- A. 
The problem (1.3) is the variational formulation of the problem 
- -Au + u 3 +Au =f in  t2, 
(6.3) 
u = 0 on/ ' .  
Condition (1-iv) is satisfied for f  in H = L2(12); it is easy to prove that u 3 ~L,(O), 
thus Au lies in L,(~2) and using the regularity results for the Dirichlet problem, 
u ~ H2(12), i.e., the second erivatives of u are in L2(~2 ).
Equation (2.3) becomes now 
fo r l<~i<~l ,  
( o3 
1 - -  ~" - - ~  u "+"It) = u '~ + r . f~  
n Oxi~ ] 
for i = l+  1, 
(1 + ,~'.) u-+.m + ~-,,(u-+.mp = u" + ~-.f~. 
These equations can be replaced by finite difference equations ( ee Remark 1.1). 
7. THE FRACTIONAL STEP METHOD 
The fractional step method, which was applied in [6, 7] to linear variational 
inequalities, leads to the following approximation scheme. 
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The notations are exactly the same as above, and we define a family of elements 
(un+"/~l)(O <~ n <~ N - -  1, 1 ~ i ~ q), as follows: 
We start with u ~ arbitrarily chosen in H, and, when u, ul/q,..., u n+((i-1)/q), are 
known, we define u n+"m) as the unique solution in Vi of 
u '~+"/q) - -  u '~+t"-a)/q) + "rnA# '*+"/q) = "r,,fi. (7.1) 
Theorems 3.1 and 5.1, and Corollary 3.1 are valid in this case with the same value 
for y but  with 
a =q~ l f~- -A iu l  z. 
i= l  
REFERENCES 
1. F. E. BROWDER, Non linear elliptic boundary value problems, Trans. Amer. Math. Soc. 
117 (1965), 530-550. 
2. J. DOUGLAS JR. AND J. GUNN, A general formulation of alternating direction methods, 
Part I, Parabolic and Hyperbolic problems, Numer. Math. 6 (1964), 428-453. 
3. J. DOUOLAS JR. AND H. H. RACHFORD, On the numerical solution of heat conduction problems 
in two and three space variables, Trans. Amer. Math. Soc. 82 (1956), 421-439. 
4. N.N. JANENKO, "Fractional Step Power Method," Novosibirsk, (in russian), 1966; "M&hode 
Pas Fractionnaires," Armand Colin, Paris, (french translation), 1968. 
5. J. LERAY AND J. L. LIONS, Quelques r~sultats de Visik sur les probl~mes elliptiques non 
lin6aires, par les m&hodes de Minty-Browder, Bull. Soc. Math. France Sdr. A 263 (1966), 
97-107. 
6. J. L. LIONS AND R. TEMAM, Une m&hode d'6clatement des op~rateurs et des eontraintes 
en calcul des variations, C. R. Acad. So. Paris Sdr. A 263 (1966), 563-565. 
7. J. L. LIONS AND R. TEMAM, Approximation de la solution d'in6quations variationnelles 
par d~composition des op6rateurs et ~clatement des eontraintes-Applications, (to be 
published). 
8. G. I. MARCHOUK, "Numerical Methods for Weather Prediction Problems," Novosibirsk 
(in russian), 1965; M&hodes Num6riques pour les Probl~mes de M&6orologie, Armand 
Colin, Paris, (french translation), 1970. 
9. G. J. MINTY, Monotone non linear operators in Hilbert spaces, Duke Math. J. 29 (1962), 
341-346. 
10. G. OSTROWSKY, "Solution of Equations and Systems of Equations," Academic Press, New 
York, 1969. 
11. D. W. PEACEMAN AND H. H. RACHFORD, The numerical solution of parabolic and elliptic 
differential equations, J. S IAM 3 (1965), 28-4t. 
12. R. TEMAM, Sur la stabilit6 et la convergence de la M&hode des Pas Fractionnaires, Ann. 
Mat. Put. Appl. (IV), LXXIX  (1968), 191-380. 
13. R. TEMAM, Sur 1'approximation de la solution des 6quations de Navier-Stokes par la M6thode 
des Pas Fractionnaires I and II, Arch. Ration Mech. Anal. 32 (1969), 135-153 and 33 (1969), 
377-385. 
14. R. S. VARGA, "Matrix Iterative Analysis," Prentice-Hall, Englewood Cliffs, New Jersey, 
1962. 
15. E. L. WACHSPR~.SS, "The Numerical Solution of Boundary Value Problems," Wiley., 
New York. 
