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Zusammenfassung
Strömungsmechaniksimulationen sind in vielen Bereichen des Ingenieurwesens bereits
Standard. Für die anspruchsvollen Simulationen von Strömungen auf Gebäudeskala im
Bauingenieurwesen ist dies jedoch aufgrund des hohen Aufwands und der komplexen
Geometrien noch nicht der Fall. Insbesondere zeitaufgelöste dreidimensionale Simula-
tionen wie Large Eddy Simulationen finden in der Praxis kaum Anwendung. Andererseits
kann damit gerechnet werden, dass mit der zunehmender Leistungsfähigkeit von Rechn-
ersystemen und Fortschritten bei numerischen Methoden relevante Anwendungen immer
praktikabler werden.
In dieser Arbeit wurde als Ausgangspunkt das Lattice Boltzmann Verfahren gewählt. Auf-
grund der guten Parallelisierbarkeit eignet es sich für derart aufwändige Anwendungen
besonders. Verschiedene Varianten des Lattice-Boltzmann-Verfahrens, nämlich das Lattice-
Bhatnagar-Gross-Krook-Verfahren (LBGK), das Multiple-Relaxation-Time-Verfahren (MRT)
und Varianten des Kaskadierten Lattice-Boltzmann-Verfahrens (CLB), wurden implemen-
tiert und anhand von Benchmarks verglichen. Desweiteren wurden verschiedene Turbulenz-
modelle, wie das Smagorinsky-Modell, das wall adapting local eddy-viscosity-Modell und
das Vreman-Modell untersucht. Dabei wurde ein besonderes Augenmerk auf die Anwend-
barkeit der Lattice-Boltzmann-Modelle bei turbulenten Strömungen gerichtet und auch
berücksichtigt, dass eine Wechselwirkung zwischen dem verwendeten Lattice-Boltzmann-
Modell und dem Large-Eddy-Modell vorliegt. Ein Schwerpunkt lag hierbei auf der Unter-
suchung turbulenter Grenzschichtströmungen. Beispielhaft wurden dann die Strömung in
und um einige Strukturen auf Gebäudeskala, bzw. entsprechender Windkanalmodelle, un-
tersucht. Dazu wurden verteilte Rechnungen auf einem CPU-Cluster und auf Grafikkarten
(GPGPUs) durchgeführt.
Im Allgemeinen hat das Lattice Boltzmann Verfahren gute Ergebnisse für turbulente Strö-
mungen geliefert, wie an verschiedenen Beispielen gezeigt wird. Insbesondere die Ergeb-
nisse zum faktorisierten CLB-Modell zeigen zum ersten Mal an einem komplexen Testfall,




Computational fluid mechanics has become a standard approach in many branches of en-
gineering. Simulation of flow on the building- and infrastructure scale, however, remains
very challenging and is mostly restricted to basic research at the present stage. In particu-
lar, accurate, three-dimensional, time-resolved simulation such as Large Eddy Simulation is
still rarely used despite its potential. On the other hand, it is reasonable to expect a growing
influence of these methods as computers become more powerful and numerical methods
evolve.
In the present work the Lattice Boltzmann method is chosen as a starting point to ana-
lyze simulations of flow around buildings. This approach appears to be particularly apt for
such applications due to its very good scalability with respect to parallel computing. Differ-
ent variants of the Lattice Boltzmann method, namely the Lattice Bhatnagar-Gross-Krook
(LBGK) method, the Multiple Relaxation Time (MRT) method, and variants of the Cascaded
Lattice Boltzmann (CLB) method have been implemented and compared on the basis of
standard benchmarks. Furthermore, several turbulence models, such as the Smagorinsky
model, the wall adapting local eddy-viscosity model, and Vreman’s model have been investi-
gated.
One focus was on the applicability of the Lattice Boltzmann method to turbulent flows,
considering also the interdependence between the numerical method and the LES model.
Particular attention was paid to the ability of these models to correctly reproduce turbulent
shear flows. Some typical infrastructure elements have been studied and compared to wind-
tunnel data. The simulations were carried out on a PC cluster and on graphics processing
chips (GPGPUs).
Overall, the Lattice Boltzmann method has yielded good results for turbulent flow simula-
tions, which is documented in several benchmarks. In particular, the results for the FCLB
model show for the first time for a reasonably complex benchmark, that the model performs
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1 Motivation and Outline
1.1 Motivation
Fluid dynamics is ubiquitous in every day life and one of the oldest domains of research, as
becomes apparent from antique findings such as Archimedes principle. Today, the behavior
of laminar flow is well-understood. Analytical solutions of the Navier Stokes equations, that
govern fluid flow, are known for simple conditions such as laminar flow in a pipe. However,
more complex conditions like turbulent flow remain challenging and a fascinating area of
research. It is not even clear whether a theoretical model to describe the statistics of turbu-
lent flow can be constructed. Further, seemingly unrelated disciplines can benefit from the
long tradition of fluid-dynamics research. One such example is the study of the evolution of
galaxies in astrophysics, which can approximately be described by the Navier Stokes equa-
tions. Apart from being an appealing field of research in itself, fluid dynamics is the base
of various technical developments. In the field of medical engineering, for instance, fluid-
dynamics experiments and numerical simulations are applied to better understand blood
flow and pulmonary air flow, reporting on effects like particle deposition in the lung. With-
out an understanding of aerodynamics that developed in the 18th century, airplanes would
have never been built. Last but not least, fluid dynamics has traditionally been a foundation
of civil engineering, because of the impact that wind and water have on the built environ-
ment.
Most of this work was carried out in the framework of the GRK802, the International Grad-
uate College for Risk Management of Natural and Civilization Hazards on Buildings and In-
frastructure. PhD studies in the graduate school focused on different aspects of risk manage-
ment, particularly vulnerability identification in civil engineering. This means that a specific
type of structures, such as bridges, has been studied for a given hazard, such as wind.
In fact, storm damages make up for the highest percentage of damages of all natural disasters
in Germany. According to the reinsurance company MunichRe 64% of all ensured damages
caused by natural desasters were caused by winter gales [106]. The natural disaster database
EM-DAT [173] identifies winter storms as a major source of monetary damage in Europe,
but of intangible losses as well: Between 1990 and 2010 87 lives were lost in Europe due to
wind storm. A better prediction of the local effects of storms could raise preparedness and
thereby increase safety. Numerical simulation of wind effects in complex terrains, such as ur-
ban areas [117], is a promising approach to achieve this difficult task, but is not yet feasible
to perform in real-time yet.
Computational fluid dynamics can contribute to a better understanding of strong wind sit-
uations by isolating particular physical effects in a controlled environment. Representative
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building blocks and topologies, such as high-rise buildings and long-span bridges [95] can be
studied as well as individual infrastructure components that are particularly exposed, such
as a cables subject to ice accretion that were also studied within the GRK802 [168].
The Lattice Boltzmann approach can be considered as an alternative approach to numeri-
cally solving the Navier-Stokes equations. It is based directly on the distribution functions for
the particle dynamics of the fluid. The method has successfully been employed to model and
simulate a variety of complex fluid flow problems ranging from multi-component [88] and
multi-phase flows [97] to thermal flows [91], fluid-structure interaction [54], non-Newtonian
flows [10] as well as turbulent flows [72].
Despite extensive research and successful application of the lattice Boltzmann approach,
optimal strategies to deal with turbulent flow in complex geometries remain unclear. The
objective of this dissertation is improve and validate Lattice Boltzmann models to compute
turbulent flow around sample components of the building infrastructure. Different Lattice
Boltzmann variants and turbulence models will be assessed for their capability to deal with
turbulent flow, ranging from the traditional Smagorinsky model and to non-linear Lattice
Boltzmann collision operators such as the factorized cascaded Lattice Boltzmann collision
operator. After studying basic flow configurations for which analytical solutions and reliable
numerical data exist, the code will be validated on wind tunnel data for several representa-
tive benchmarks.
1.2 Outline
The thesis is divided into three parts. First, the fluid mechanical and numerical background
of the work is introduced. The focus is on the Lattice Boltzmann equation and its derivation
as well as the turbulence models that have been implemented. Secondly, basic validations
of the various models studied are presented. In the third part, applications to more com-
plex, turbulent flows are considered. The thesis concludes with an evaluation of the models
studied and an overview of possible further developments is given.
2 Introduction
2.1 An outline of computational wind engineering
Computational wind engineering (CWE) deals with the prediction of wind action on infras-
tructure components by computational means. In the following discussion, we will limit
ourselves to CFD-approaches, and exclude computationally demanding, but measurement
data-based approaches. CWE complements traditional wind engineering based on wind
tunnel testing and and algebraic calculations.
To date, computational techniques are by far not as widely accepted as wind tunnel testing.
Building standards, such as the German building standard [26] still require wind tunnel test-
ing. On the other hand, if wind tunnel studies and CWE are combined in a hybrid approach
this can lead to a more timely design and save costs, as Cocharana et al. [20] point out in their
review paper on the state of CWE. They highlight that CWE nowadays is often employed in
preliminary studies, e.g. in the construction of long-span bridges. Material parameters, such
as the viscosity and density can be adjusted more freely than in experiments, that would in-
volve cryo-wind tunnels or water tunnels for high-Reynolds number tests. Because physical
experiments are necessarily limited in size, computer models are advantageous in their abil-
ity to satisfy the various fundamental scaling laws, using very powerful computers or rela-
tively simple models. At this point, CWE provides valuable contributions to the construction
of individual objects, but is not yet part of standard engineering practice.
The most prominent task in CWE is the simulation of wind loading on infrastructure compo-
nents such as roofs [126], long-span bridges e.g. [95] or smaller building components such
as steel cables. A special case is the study of interference effects between different infrastruc-
ture elements, see e.g. [102]. CWE models have successfully been employed to predict mean
pressures or forces that act on objects in strong wind situations. The prediction of the distri-
bution of pressures over time and peak pressures is highly relevant, but far more difficult and
error-prone [20]. The wind-induced motion of structures, such as wind-structure interaction
of roofs has been studied using fluid-structure interaction [65].
Further fields of study are the dispersion of contaminants [117] and temperature-driven (in-
door) ventilation. Meso-scale simulations are required for the simulation of wind fields in
urban areas, such as wind through street canyons for pedestrian comfort. These examples
show that wind field prediction is gaining more and more relevance.
Most of these applications deal with highly turbulent flows at large scales in complex geome-
tries. The boundary conditions, such as the turbulent surrounding wind field in an urban
area, are usually complicated and not always well defined. On the other hand, the physics
that CWE deals with is usually simple: The flow is single-phase and often single component
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and isothermal. Acoustic effects can usually be neglected. Because of this, Murakami [121]
names the development of realistic inflow conditions and the development and assessment
of turbulence models as the two mayor challenges in CWE. Much effort has gone into and
continues to go into the design of inflow conditions that account for the inherent random-
ness of wind flow. With the increase of computational power LES models become applica-
ble to fluid flow simulations in wind engineering. They promise a better description of flow
around bluff bodies, as the level of modeling is lower than for Reynolds averaged Navier
Stokes (RANS) models, see sec. 2.9. On the other hand, the computational cost is still very
high and the use of LES is thus less widely accepted. This work will focus on modeling flow
though and around single blocks of infrastructure with LES models.
2.2 Notation and dimensionless forms
Before going into details about the Lattice Boltzmann equation we need to fix some notation
and introduce the specific form of the two major equations used in this work. Throughout
the work, the Einstein summation convention is used
∑
i
xi yi =ˆxi yi (2.1)
for two quantities x, y except for some cases were it seems necessary to highlight that a
summation takes place. Partial derivatives are denoted by ∂x





or (x1, x2, x3). For partial derivatives of a variable x with respect to a
coordinate xi the notation ∂i x is used.
We now introduce the non-dimensional form of the two equations that describe the behav-
ior of all systems studied in this work, the Navier Stokes equations and the Lattice Boltz-
mann equation. This form is preferred over the dimensional form in the current context for
two reasons. First, several definitions throughout this work are made more straightforwardly.
The transformation matrix from distribution functions to moments does not contain differ-
ent powers of units but small integer numbers only. Second, in the asymptotic analysis the
dimensionless expansions in time and space can be compared directly, i.e. definitions like
∆x =∆t are possible without introducing further scaling factors.
The fluid motion is usually governed by the incompressible Navier Stokes equations
∂t ui +∂ j ui u j +∂i p/ρr e f −ν∂ j j ui = 0 (2.2)
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This equation can be brought into non-dimensional form by replacing
x → x L
u → u v
t → t L/v (2.3)
p → p ρr e f v2
ρ → ρ/ρr e f
(2.4)
with the non-dimensional form on the right hand side for some reference length L, reference
velocity v and reference density ρr e f . In non-dimensional form the incompressible Navier
Stokes equations become
∂t ui +∂ j ui u j +∂i p− 1
Re
∂ j j ui = 0 (2.5)
where Re = Lv/ν is the Reynolds number based on the characteristic quantities. The mass
conservation equation transforms alike.
The LB equation is to be redefined in dimensionless form as well.
fq
(
x+eq c∆t , t +∆t
)= fq (x, t )+∆tλ( f eqq (x, t )− fq (x, t )) (2.6)
The probability distribution per cell that depends on the discretized velocities has the in-
verse unit of a velocity
[
f
]=∆t/∆x. To construct a dimensionless version of 2.6 f has to be
replaced using f → f /v. We further redefine temporal, spatial variables, velocities and the
density as in 2.3. The relaxation frequency λ = 1
ν/c2s+1/2∆t has the dimension [λ] = 1/∆t . We
redefine a dimensionless λ by λ→∆tλ such that we have
fq
(
x+eq c∆t , t +∆t
)= fq (x, t )+λ( f eqq (x, t )− fq (x, t )) (2.7)
where x, t , ∆t have been replaced by their dimensionless counterparts and for dimension-
less λ, fq . Often, the reference length L is chosen as the grid spacing ∆x and (∆x/∆t ) as the
reference velocity. In this form and for uniform grids, the implementation of the basic LB
scheme becomes straightforward.
For the rest of the discussion of the LB method, all quantities should be interpreted as non-
dimensional quantities. In the validation chapters, where specific experiments exist for com-
parison, the specific dimensions will be given for the flow variables.
2.3 Lattice Boltzmann
The Lattice Boltzmann scheme emerged in the 1990’s from Lattice Gas Cellular Automata
[110]. Unlike direct discretizations of the Navier Stokes equations, Lattice Boltzmann equa-
tions rely on a discretization of the Boltzmann equation that is a time-dependent description
of the behavior of thermodynamical ensembles:
fq (x+eq c∆t , t +∆t )− fq (x, t )=Ωq . (2.8)
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Here, the eq are a set of discretized particle velocities andΩ is the collision operator. The ref-
erence velocity c =∆x/∆t relates the lattice spacing and the time step, such that e becomes a
dimensionless quantity. The probability distribution functions f relax in time to equilibrium
functions f eq , which are often taken to be truncated versions of the Maxwell distribution, the
probability distribution for the microscopic velocities of a gas of non-interacting particles.
Chapman-Enskok analysis, e.g. [75], shows that the Lattice Boltzmann equation correctly
models Navier-Stokes fluid dynamics for small Mach- and Knudsen-numbers, i.e when the
typical velocities are much lower than the speed of sound and the mean free path is small
against the dimensions of the system.
Algorithmically, eq. 2.8 splits into a relaxation step and a propagation step. The relaxation
step accounts for the changes that the probability distribution undergoes due to the colli-
sion of the particles. Different collision models are described in sec. 2.4. The propagation
step implements the effect of the motion of the particles on the distribution function f and


















for incompressible schemes where the density splits into a constant part ρr e f and a fluc-
tuating part ∆ρ. An advantage over conventional methods is that the Lattice Boltzmann
method is intrinsically local and can thus be parallelized more easily. This is important for
simulating turbulent flow because the computational cost of these problems is high. Usu-
ally, Lattice Boltzmann methods are constructed for Cartesian grids with second order ac-
curate grid-refinement techniques using nested grids. As a result, the griding process is very
fast. Accordingly, Lattice Boltzmann achieves very competitive results for flows with com-
plex boundaries and moving grids, see e.g. [1]. In contrast to most other CFD methods, the
Lattice Boltzmann scheme does not solve a Poisson equation for the pressure field. A consti-
tutive equation that links the pressure to the density fluctuations is given instead. For small





can be approximated by
∆p = c2s ∆ρ (2.14)
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where cs is the speed of sound for the fluid under consideration. Eq. 2.14 is used to eliminate
the pressure, as no absolute pressure occurs in the Navier Stokes and continuity equation
but only its gradient.
The Lattice Boltzmann method has been applied to a variety of problems in CFD, e.g. non-
Newtonian flows [10], multi-component flows [88], thermal flows [91], free surface flows
[79], multi-phase flows ([41], [97]), or fluid-structure interaction [54]. The method can be
applied to other partial differential equations as well, such as the advection-diffusion equa-
tion [60], magnetohydrodynamics [24], etc. The Lattice Boltzmann method is less appropri-
ate for medium or high-Knudsen number flows, even though effort is being made to cap-
ture the Knudsen layer, a boundary layer that occurs in highly diluted fluids [22]. Another
challenge for the Lattice Boltzmann method are high-Mach number flows, which occur in
aerodynamics. Higher order and multi-speed models are subject to ongoing development,
see [151] for an early solution. The Lattice Boltzmann equations can be evaluated in dif-
ferent bases to improve the stability or accuracy of the scheme. The most popular basis is
momentum space where different relaxation rates λ(i ) can be used for different moments
[90]. The scheme is thus called multi relaxation time (MRT) method. Another possibility are
the two-relaxation time (TRT) schemes. Here the probability distributions are split into their
even and odd parts. A different relaxation rate is used for each of these two sets. Optimal
relaxation rates for different purposes are summarized in [61]. The TRT scheme is attractive
because of the accurate boundary conditions that exist for this scheme [64].
2.4 Collision models
In the following, different collision models will be presented, that will be evaluated for tur-
bulent flows later. These are the Lattice Bhatnagar-Gross-Krook (LBGK) model [6], the multi
relaxation time model [90] and the Cascaded Lattice Boltzmann (CLB) model [47]. The differ-
ence resides in the equilibrium function and the relaxation factors used, resulting in different
relaxation properties. With the LBGK model, the equilibrium may depend only on the veloc-
ities and the density while the relaxation coefficient remains the same for all moments. With
the MRT model, the relaxation coefficients may be different for different moments. For the
CLB model they may depend on any lower order moment. The three classes of Lattice Boltz-
mann models show a different behavior in terms of stability and accuracy at the boundaries.
Another class of Lattice Boltzmann models are Entropic Lattice Boltzmann (ELB) models. For
these models the equilibrium distribution is constructed such that some function, termed
“entropy function” is minimized, see e.g. [66]. Different choices for the entropy function lead
to different equilibria. ELB models have been evaluated for turbulent flows, [82], [156]. The
ELB models are used in a similar way as the CLB model, no additional turbulence model is
added, but the dissipation comes from the numerical scheme itself. In this work entropic
Lattice Boltzmann models have not been tested and thus will not be presented in more de-
tail.
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2.4.1 LBGK model
The LBGK approach model [6] evolved from Lattice gas automata ([110], [69], and [44]) and is
the simplest model in terms of programming and computational effort. The relaxation step
is carried out on the discretized probability distribution functions directly [132]
Ωq =λ( f eqq (x, t )− fq (x, t )) (2.15)
with a the relaxation factor λ ∈ [0,2] that fixes the viscosity in the corresponding Navier
























It has been shown [71] that compressibility errors can be reduced by using a so-called incom-
pressible model based on density fluctuations ∆ρ instead of absolute values for the density















The weight factors wq are w0 = 4/9, w1 = 1/9, w2 = 1/36 for the D2Q9 model. w0 is used for
the discrete velocity vector (0,0), w1 for the velocities (±1,0), (0,±1) and w2 for the diagonal
vectors. For the D3Q19 model the weight factors are w0 = 1/3, w1 = 1/18, w2 = 1/36 and for
the D3Q27 model w0 = 8/27, w1 = 2/27, w2 = 1/54, w3 = 1/216, where w3 is used for the
velocity vectors that point to the edges of the cube, cf. fig 2.1. The LBGK model is inferior
to advanced models in terms of stability [29]. It has been criticized for a first-order interde-
pendence between the resulting position of no-slip boundaries and the viscosity [64] and a
linear dependence between the kinematic and bulk viscosity [92].
2.4.2 Multi-relaxation time Lattice Boltzmann model
[27] proposed to perform the relaxation step in momentum space, where different moments
are relaxed with different relaxation times.
fq (x+eq∆t , t +∆t )= fq +M−1S(M f (x, t )−meq (x, t )) (2.19)
The transformation from probability functions to moment space is given by










2.4 COLLISION MODELS 9
The equilibrium moments are the moments of the equilibrium distribution function, in par-
ticular m0 = ρ, mx = jx , my = jy , and mz = jz . In many cases, we will not use the bare
moments as defined in eq. 2.20 but linear combinations of such moments. A moment-
generating polynomial p(x, y, z) = ∑ j kl α j kl x j yk z l is defined as the polynomial that gen-














There are several choices for the relaxation factors. The most popular choice is the MRT
model by d’Humieres et al. [29], which has good stability properties. The two-relaxation time
model by [63] uses only two different relaxation rates: one for the even order moments (those
of order i + j +k = 2,4,6, . . .) and one for the odd order moments. The relaxation coefficient
for the even moments needs to be equal to the BGK-relaxation coefficient, as can be seen
from the asymptotic analysis, see sec. 2.6. The relaxation coefficient for the odd moments
can be chosen arbitrarily to minimize certain errors such as the dependence of the bound-
ary position on the viscosity. As opposed to the model described in [29] this model does not
damp acoustic modes with an artificial bulk viscosity.
2.4.3 The D3Q27 stencil
We will now introduce the different stencils that are typically used with the LB method and
their relation to the LB quantities. Lattice Boltzmann stencils coincide with the space vectors
eq∆t . The stencil is denoted by DdQq where d signifies the spatial dimension and q the
number of discrete velocity vectors. In two dimensions we have the D2Q9 stencil which uses
nine discrete velocity vectors, namely the four orthogonal directions, the four diagonal ones
and the one representing the resting particles. Possible stencils in three dimensions with
ex,y,z ∈ {±1,0} are made up of four sets of velocity vectors, numbered by the square of the
vectors magnitude [29]
• set 0 (0,0,0)
• set 1 (±1,0,0), (0,±1,0), (0,0,±1)
• set 2 (±1,±1,0), (±1,0,±1), (0,±1,±1)
• set 3 (±1,±1,±1)
A minimum Lattice Boltzmann model in three dimensions should be able to independently
represent the first ten moments ρ, µx , µy , µz , µxx , µx y , µxz , µy y , µy z , µzz for the model to
correspond to the Navier Stokes equations. Accordingly, we need at least ten velocity vectors
to reproduce these moments. For isotropy reasons we require the elements of the velocity
sets introduced above to occur in the stencil only if all elements of the set occur. The min-
imal choice are thus the twelve velocity vectors from sets 1 and 2. This set, however, does
not reproduce all of the necessary moments independently. If we construct ρ, µxx , µy y and
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µzz according to 2.21 using only the eq from sets 1 and 2 we obtain ρ = µxx +µy y +µzz . The
rest velocity (0,0,0) is required to make these moments differ. As a sufficient condition, we
thus see that the D3Q13 stencil using sets 0,1 and 2 is the minimum stencil. The D3Q13 MRT
model was introduced in [28]. Further valid combinations of the velocity sets are: Sets 0,2,3
for the D3Q15 model, sets 0,1,2 for the D3Q19 model and sets 0,1,2,3 for the D3Q27 model.
These stencils have been analyzed using the the standard asymptotic analysis as explained
in 2.6 in more detail. For medium and high Mach numbers one has to allow for additional ve-
locities and admit
∣∣ex,y,z∣∣> 1. An early development [86] is the D2Q25 model with velocities
consisting of all vectors (ex ,ey ) for ex ,ey ∈ {0,±1,±2}. A characterization of possible higher-
order stencils for three dimensions is given in [18].
Studies of the effects of different stencils include [112] and [109] for the LBGK model. While
the former study did not find a significant difference between the models for various laminar
flow cases, the latter study found that the LBGK D3Q27 model with Smagorinsky LES gives
better results for turbulent flow in a hexagonal arrangement of circular rods than the D3Q19
LBGK model with Smagorinsky LES. No significant differences were found for the laminar
flow case. In sections 3.7 and 3.6 we show that substantial differences in accuracy do exist
for collision models other than the LBGK model. The D3Q27 neighborhood scheme is the
basis of the so-called Cascaded Lattice Boltzmann method [47].
The Cascaded model and its variants are almost always executed using D3Q27 neighbor-
hood schemes to consistently exploit the higher-order contributions to the moments. In
contrast, the D3Q19 neighborhood is in wide use for the MRT model and is also the stan-
dard scheme in the code VIRTUALFLUIDS of iRMB. Extensions to other stencil also exist for
VIRTUALFLUIDS. Both neighborhood schemes are illustrated in Figure 2.1.
2.4.4 Symmetry in LB collision models
After introducing the most common stencils, we will now see which symmetry properties
exist for different LB collision models. The Navier Stokes equations are invariant under ro-
tations and reflections of the coordinate system. In discrete models no complete rotation
invariance is possible, but one can still demand that the model converges towards a model
invariant under rotation when the grid spacing goes to zero. A necessary condition is that
the collision step itself does not violate the isotropy. This entails some restrictions for the
MRT-collision factors.
Rotation and reflection of the coordinate system leads to rotation and reflection of the dis-
crete velocities. We consider the polyhedron spanned by the discrete velocities, which is a
cube for the D3Q27 model. The rotations and reflections acting on this object form a group.
Subsets of this group leave certain linear combinations of discrete velocities invariant. For
example, a reflection along the x-axis followed by a reflection across the y-axis leaves all even-
order moments invariant while the odd-order moments change sign.
In the following a subdivision of the LB moment into different, orthogonal linear subspaces
to possibly different relaxation factors is explicated. We consider the rotations of the cube
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Figure 2.1: Discrete velocities for the D3Q19 and D3Q27 stencils
that map the cube as a whole onto itself. The corresponding rotation group in three dimen-
sions is the group O. We first want to define a set of possible representations of this group,
from which irreducible representations can be constructed. To do so, some terminology for
finite groups is introduced [171].
A representation of a group G is a possible choice of a basis for a vector space upon which
the elements of G act.
An irreducible representation Γi (G) is a representation for which all basis vectors a mapped
to other basis vectors by the action of the group G in such a way that no invariant subspaces
exist.
The action of the entire group on all possible choices of the basis can be described by a direct




In this particular representation Γ all elements of the group become block-diagonal matri-
ces, where each block maps one irreducible representation onto itself. Vectors belonging to
different irreducible representations are orthogonal.
As a suitable vector space we take subspaces of the space of polynomials in R3. These are
taken to be the moment-generating polynomials for a given stencil as defined in eq. 2.21.
For the D3Q27 stencil, for instance, we have all linear combinations of monomials x j yk z l
with j ,k, l < 3.
The rotation group O is a very common group and has been explored for many applica-
tions such as crystallography. Five irreducible representations exist [137]. Table 2.1 lists the









x2− y2, x2− z2}
Γ4
{










x2+ y2+ z2},{x2 y2+x2z2 y2z2},{x2 y2z2}
Γ2 {∗x},{∗x (y y + zz)},{∗x y y zz}
Γ3
{∗(x2− y2)},{∗(xx y y −xxzz)}
Γ4





Table 2.2: List of the irreducible representations that occur in the D3Q27 model
irreducible representations for one basis set each. For the D3Q27 stencils additional poly-
nomial bases can be constructed to represent all discrete velocities. Note that Γ3 is a two-
element representation that spans a two-dimensional space only. We propose the represen-
tations listed in Table 2.2. As a shorthand ∗ is used to symbolize all permutations of x, y, z,
e.g. {∗x} = {x, y, z}. Overall, 27 basis vectors are constructed in this way. Some representa-
tions occur multiple times such that we have four basis vectors from Γ1, three times three
basis vectors from Γ2, two times two from Γ3, three times three from Γ4, and one from Γ5 al-
together. To show that Table 2.2 indeed shows an irreducible representation for the moment
generating polynomials of the D3Q27 stencil, one has to check that all additional basis sets
transform as those given in 2.1. Indeed, all candidates for equivalent representations yield
the same rotation matrices as the representations from Table 2.2 as can be seen from Table
2.3 for three representative group elements. By Dx the smallest possible rotation (by pi/2)
around the x-axis is denoted, by Dx y the rotation bypi around the x y-axis, that connects two
opposing edges, and by Dx y z the rotation around the cubes diagonal by 2/3pi. In our imple-
mentation of the D3Q27 models, a different, equivalent basis is used instead of Γ3b , namely{
xx y y −2y y zz+xxzz, xx y y −2xxzz+ y y zz}. These new basis vectors are linearly depen-
dent on the first two basis vectors. Unlike prior constructions of bases for Lattice Boltzmann
models, not all basis elements are orthogonalized among themselves or with respect to bases
which transform in the same way. They are nevertheless orthogonal to all elements from dif-
ferent irreducible representations. Possible MRT collision models are those that respect the
irreducible representations of Table 2.3. For each representation a different set of relaxation
factors may be used.
The above discussion closely follows [137] who derived irreducible representations for dif-
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representation polynomial alias Dx Dx y Dx y z
Γ1a {1} A A A A
Γ1b
{
x2+ y2+ z2} A A A A
Γ1c
{





A A A A
Γ2a x A A B B
y B C A C
z C -B -C A
Γ2b x
(
y y + zz) A A B B
y (xx+ zz) B C A C
z
(
xx+ y y) C -B -C A
Γ2c x y y zz A A B B
xx y zz B C A C
xx y y z C -B -C A
Γ3a (y
2− z2) A -A -B B
−(x2− z2) B -(A+B) -A A+B
Γ3b xx y y −xxzz A -A -B B
−(xxzz− y y zz) B -(A+B) -A A+B
Γ4a y z A -A -B B
xz B -C -A C
x y C B C A
Γ4b x(y
2− z2) A -A -B B
−y(x2− z2) B -C -A C
z(x2− y2) C B C A
Γ4c xx y z A -A -B B
x y y z B -C -A C
x y zz C B C A
Γ5 x y z A -A -A A
Table 2.3: Transformation table for irreducible representation corresponding to the moment-generating
polynomials of the D3Q27 stencil
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ferent LB stencils and included inversions of the coordinate system to derive the TRT model.
We arrive at a different, but equivalent basis. A further group theoretical approach on lattice
symmetries for lattice gases including some LB stencils can be found in [136].
In practice orthogonal basis sets are often found manually using Gram-Schmidt orthogonal-
ization. In this case care has to be taken to respect symmetry and allow for different relax-
ation factors responsible for shear and bulk viscosity.
Apparently, the present discussion and the group-theoretic approach include linear effects
only. On the other hand, the interdependence between lower- and higher order moments,
that the CLB and cumulant model aim to remove (2.4.5) may also influence isotropy proper-
ties. In the current work this issue is addressed by studying a few representative examples. In
sections 3.7, 3.6, and 4.1 different sets of collision factors and (non-linear) collision models
and stencils are compared with respect to their isotropy.
2.4.5 D3Q27 Cascaded and Cumulant models
Introduction
In this section we give an overview over Cascaded Lattice Boltzmann methods which were
originally developed by Geier [47]. We start with an explanation of the idea behind CLB
schemes and illustrate its effect on basic examples. Two more recent CLB schemes, the cu-
mulant and the FCLB scheme are also presented. These variants extend the original CLB
scheme by introducing different equilibria ([49] and [51]). Subsequently, the current im-
plementation used in the work presented here and the original implementation of the CLB
schemes are compared.
All CLB-methods rely on the basic idea to use central moments M cp instead of uncentered





M cp + sp M c,eqp (2.22)
for a moment generating polynomials p as in eq. 2.21 for the MRT model. The main task in
the CLB method is to compute the central moments M cp from the pre-collision uncentered
moments and the post-collision uncentered moments from the post-collision central mo-
ments, which we will do in the remainder of this section. In particular, lower order moments
are used for the computation of the relaxation process for the higher order moments, which
inspired the term “cascaded”.
To introduce central moments let us first define a normalized expectation value of a linear













Moments are then defined as expectation values of powers of the discrete velocities
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in accordance with the definitions for distribution functions in continuous spaces that can
be found e.g. in [149]. An alternative notation that avoids multiple subscripts is
µ1. . .1︸ ︷︷ ︸
i
2. . .2︸ ︷︷ ︸
j
3. . .3︸ ︷︷ ︸
k
:=µxi y j zk . (2.25)









































The CLB model chooses the co-moving frame of reference for each computational cell. The
arbitrariness in choosing an exterior, resting, frame of reference is removed. Consider for ex-
ample the variance which is defined as var (vx) =
〈
v2x
〉−〈vx〉2 for a probability distribution
f (vx). This definition corresponds directly to the definition of the second order central mo-
ment. The term v2x is removed by the transformation from moments to central moments. The
transformation to central moments thus allows us to operate on the variances directly. The
transformation to central moments in velocity space is a transformation to the co-moving
coordinate system for each computational cell. The arbitrariness in choosing an exterior,
resting, frame of reference is removed. One may expect that Gallileian invariance is automat-
ically fulfilled if all numerical operations are carried out in the co-moving reference frame of
each computational node (given that acceleration is correctly accounted for). This was what
was originally intended by the central moment scheme and is elaborated in [47]. Also in [47]
it was shown that the stability of the model is significantly increased in comparison to the
MRT model. This could be attributed to a “hyper-viscosity”, or damping terms that are fourth
order in ε (dubbed “hyper-viscosity” because ordinary viscosity terms are second order in ε.)
The equilibrium central moments are chosen as the corresponding central moments of the
Gauss function with a variance equal to the square of the speed of sound c2s . These are the
same equilibria as those obtained from taking the central moments of the MRT-equilibria,
given that third-order terms are taken into account for the MRT equilibria as well. In Ap-
pendix D a list of all central moments for the D3Q27 model is given. For models with less
discrete velocities the non-existent moments can simply be omitted (such as M cx y z for the
D3Q19 model).
Cumulants and the cumulant method
To push the idea of removing the effect of the lower order moments on the higher order
moments further cumulants can be used instead of central moments [49]. One now intends
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Figure 2.2: Computation of the moment µx y z from cumulants. Each line corresponds to one element of
the partition
to remove not only the dependency of the velocity on the the higher order central moments,
but to remove the inter-dependency between all moments. A central moment of order n may
depend non-linearly on all central moments of order m < n. The central fourth moment of a




. That means, if one changes the variance of
the distribution, the fourth-order central moment changes even though the characteristic of
the functions shape that is measured by the fourth-central moment, the kurtosis, does not
change. We therefore define a transformation to a set of functions with the same ordering
relation where the elements of higher order are independent of those of lower order. These
functions are called cumulants. Cumulants have been employed as a basis space to solve the







CXn |n∈Bi . (2.29)
This means: to compute the expectation value from cumulants, take the sum over all parti-
tions of the set G = {X1, ..Xn}. A partition is defined as a grouping of the set B into subsets Bi
such that B =⋃i Bi . Take the product of the expectation values of the elements of these Bi .
In our case, 〈X1...Xn〉 =µX1...Xn and the Xi are the variables x, y, z of the moment-generating
polynomials. Figure 2.2 illustrates the computation for the moment µx y z .
Note that, as the indices of the moments commute (M cxx y = M cx y x), prefactors other than
one or zero may occur in front of the moments. It can be shown [134] that cumulants in one
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We consider normalized distribution functions such that C0 = 1. Further we have Cx = µx





















Cxn−m1 Cxn−m2 . . .Cxn−mn−2 . (2.31)
Comparison to eq. 2.29 implies that the sums cover all possible permutations of indices and
the binomial coefficients give their multiplicity. Cumulants are closely related to central mo-
ments. Less computational operations are needed to compute the cumulant from central
moments than from moments. Central moments and cumulants are equal up to third or-
der. The first deviation occurs at the fourth-order. Consider e.g. Cxx y y , which contains four
possible commutations of x y : ({x1 y1, x2 y2} ,{x1 y2, x2 y1}, {x2 y1, x1 y2}, {x2 y2, x1 y1}), hence
Cxx y y =M cxx y y −M cxx M cy y −4M cx y M cx y . (2.32)
A normalized and centered Gaussian distribution function is completely characterized by
its variance. Hence we completely define such a function by setting all cumulants to zero
except for the second, which is equal to the variance. This gives a very compact way of repre-
senting the Lattice Boltzmann equilibrium. Here the second order cumulants are non-zero,
Cx2 = Cy2 = Cz2 = c2s . All other cumulants of third order and above are zero. The cumulant
model can be expected to be more robust than the D3Q19-MRT model, especially when
dealing with higher Reynolds numbers as it is very similar to the CLB model. Additionally,
some isotropy errors have been removed as has been shown in [49]. It is, however, by far not
as widely used as the D3Q19 models and not tested as extensively. The additional transfor-
mations to and from central moments and cumulants demand considerable computational
effort and careful programming.
The Factorized Cascaded Lattice Boltzmann method
Because of the high computational cost of the cumulant model a compromise between CLB
and the Cumulant model was presented in [51], termed the Factorized Cascaded Lattice
Boltzmann model (FCLB). With this model the collision is still carried out in central mo-
ment space, saving the transformation to cumulants. The equilibrium is modified, though.
It may now depend on the post-collision values of all lower-order central moments.
In what follows, the FCLB model is being constructed as a simplification of the cumulant
model. This approach differs from the one followed in the original paper in that the FCLB
model was developed later than the cumulant models. The approach chosen here con-
tributes to justify the equilibria for the FCLB model and to clarify the differences to the other
models.
2.4 COLLISION MODELS 18
The construction of the method is based on two simplifications of the cumulant model. As a
first step, the cumulants are being truncated at second order in ε
C Txx y y = M cxx y y −M cxx M cy y
C Txx y z = M cxx y z −M cxx M cy z (2.33)
C Txx y y z = 0
C Txx y y zz = M cxx y y zz −M cxx M cy y M czz
and analogously for the other cumulants. We use C• to denote the cumulant of a not further
specified polynomial and introduce the following abreviation for the transformation from
central moments to truncated cumulants.
C T• =M c• −W• (2.34)
These terms are relaxed by
C T,∗• = (1−λ)
(
M c• −W•
) + (λC eq• ) (2.35)
where C eq• = 0 for all cumulants that are not of order two. In our discussion only cumulants
of order≥ 4 play a role, because those of lower order coincide with the central moments. The
post-collision central moments now become









where W ∗• is the term W• constructed from the post-collision central moments. The second
simplification of the FCLB method consists in neglecting the last term on the right hand side.
This is strictly true for the collision sets 1 and all-to-one where λ= 1. We now define the new
FCLB-equilibrium as M F,eq =W ∗• , which leads to the CLB-relaxation process with a modified
equilibrium
M c,∗• = (1−λ) M c• +λM F,eq• (2.37)
Table 5.5 in Appendix B lists all the FCLB equilibria for the D3Q27 stencil. For the special
case that the even and odd combinations of second order moments are relaxed with the
same relaxation factor s1 = s2, and s6 = s7 = s8 = 1 (see Appendix C for a definition) for the
fourth moments we have
M c,∗xx y y = M c,∗xx M c,∗y y








Apparently, the fourth order moments are relaxed in the same way as the second order mo-
ments. A similar calculation shows that the same is true for the sixth moment. Thus, if all
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relaxation factors are set to one except for s2 = s1 which is used for all second order mo-
ments, then one has a type of two-relaxation time model where all even order moments are
relaxed in one way and the odd order moments in an other.
The strong similarity between FCLB and cumulant has been observed in various occasions
throughout the work presented here. Examples are the simulation of a "frozen-in velocity
peak" as defined in [47] considered here in sec. 3.6 and the square duct flow in sec. 3.7. The
FCLB model was applied sucessfully to the simulation of turbulent jet flow in sec. 4.1 be-
cause of its good stability and isotropy at a lower computational expense than the cumulant
model.
2.4.6 Comparison of the current approach to CLB to the original version
The original lattice Boltzmann implementation of [47] can be summarized as follows: the
post-collision distributions f ∗ are computed as
f ∗← f +K k (2.39)
where k = µ∗−µ is the change of the moments due to collision. K is a linear transformation
from momentum space to phase space that does not depend on any distribution compo-
nent. k is obtained using the non-linear transformation C from moments to central mo-
ments
k =−C∗,−1 (S C K−1 f −S M c,eq) . (2.40)
The transformation C∗,−1 is the transformation from the changes in central moments to the
changes in moments after collision. S is the diagonal matrix of the collision factors and M z,eq
is the vector of central moments. We consider the moments µx y and µxx y to see how this
works in practice. The central moments are computed from the pre-collision distribution
components only. For clarity we use indices that consist of the initial letter of the direction
of the discrete distribution component instead of a set of consecutive integers as in sec. 2.4.1
and restrict ourselves to the two-dimensional case
kx y =−sx y
((
fne + fsw − fnw − fse
)− vx vy)/4. (2.41)
Figure 2.3 illustrates the position of the distribution components. For higher order moments
the change in lower-order moments needs to be updated
kxx y = −sxx y (−(( fse + fsw − fne − fnw −2v2x vyρ+ vy (ρ− fn − fs − fzer o))/4 (2.42)
+ vx/2( fne − fnw − fse + fsw )))+ vy /2(−3kxx+y y −kxx−y y )+2vxkx y .
The k.. are constructed using both pre-collision values such as fi and post-collision values
such as ki . The transformation C from moments to central moments is therefore not equal
to the inverse of the transformation C∗ from changes in central moments to changes in mo-
ments. If the lower-order moment µxx−y y changes its value during collision, then kxx−y y 6= 0
which results in a change in kxx y .
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(             ) 
+ fN 
+ fSW - fSE 
- fNW + fNE 
- fSW - fSE 
+ fNW + fNE 
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Figure 2.3: Illustration of the notation used for eq. 2.41 and 2.42, a summation over the distribution
components in each square is implied
Our implementation differs from the original implementation as we do not compute the
change in the moments, but recompute the entire moments
f ∗ =K C−1 ((1−S)C K−1 f +S M z,eq) (2.43)
with the transformation to moments K , the transformation from moments to central mo-
ments C and its inverse C−1. With this implementation there is only one transformation C
for both pre- and post-collision transformations. Again, we demonstrate the procedure for
the moment µx y .
µx y = (K−1 f )x y =
(
fne + fsw − fnw − fse
)
(2.44)
The central moment is then
M cx y = (C K f )x y =µx y − vx vy . (2.45)
Now relaxation toward the equilibrium M z,eqx y = 0 takes place.
M c,∗x y =M cx y − sx y
(
M cx y −M c,eqx y
)
(2.46)
The central moment is then transformed back to its raw (uncentered) moment. After these
steps have been completed for all moments, the new distribution can be computed. We de-
vised this implementation because of its more modular properties. The transformation K is
the same as for the MRT model and an additional transformation from central moments to
cumulants (eq. 2.31) can be carried out for the cumulant model. The less compressed im-
plementation is less prone to errors and makes it easier to change algorithmic details later.
On the other hand, it is not as optimized as the original version with respect to the number
of floating point operations (FLOPS). A large number of FLOPS can be eliminated if the free
relaxation parameters are set to a fixed value, e.g. si = 1 for i 6= 1 with the definition of the si
from Appendix C.
2.5 Propagation
After discussing variants of the relaxation step in sec. 2.4 we will now consider the other es-
sential part of any Lattice Boltzmann model: the propagation step. It accounts for the effect
2.6 ASYMPTOTIC ANALYSIS 21
of the microscopic particle motions by a propagation of the distribution function. Algorith-
mically, the component of the distribution function for the discretized velocity eq is propa-
gated from its original location x to the lattice point (x+eq∆t ). One may also consider the
propagation step as an Euler-forward discretization of the first term in the discrete Boltz-
mann equation (−eq ∂ fq∂x ), as explained in 2.6. The basic algorithm
fq
(
x+eq∆t , t +∆t
)= f ∗q (x, t ) (2.47)
has the drawback of using two sets of distribution functions, thus requiring a large amount
of memory. Propagation schemes have been designed to reduce the amount of temporary
values needed, such as the AAP-scheme of [3]. A recent development among the single-
distribution set approaches is the EsoTwist scheme [142], [102]. It relies on a non-local read-
ing and writing process with combined push-and pull mechanisms. A major advantage of
the EsoTwist scheme is that it is thread-safe. This means that it can be used in parallel com-
putation without synchronization between the concurrent threads during the propagation
process. This makes it apt for the use on parallel architectures such as GPGPUs. Superior
performance as compared to the basic propagation scheme has been demonstrated in [102].
On the other hand, the algorithm is much less intuitive and more complicated to implement
than the basic propagation step. In the work presented here, the EsoTwist scheme is used
in some of the GPGPU-based computations, especially in the study of a naturally ventilated
atrium in sec. 4.5.
2.6 Asymptotic analysis
In this section we will show how the Navier-Stokes equation can be derived from the
Lattice Boltzmann Equation. For the sake of simplicity we will consider only the BGK-
approximation.The Navier-Stokes equation are derived from the Boltzmann equation via
Chapman-Enskog analysis. For this analysis, all quantities are expanded for two different
time scales (the acoustic and the diffusive time scale) such as in [17] or [60]. In the Lattice
Boltzmann context a different, momentum-based derivation is also in use, see e.g. [81] and
[30]. In this kind of derivation, only one time scale is necessary but the equation itself has
to be expanded, not only the quantities. The acoustic and diffusive equations are obtained
as different orders of the expansion. Only one scaling (diffusive or acoustic) is considered
at a time. Asymptotic analysis is based on a kind of Taylor expansion which is sometimes
referred to as “Hilbert expansion”. An advantage of the asymptotic expansion is that the
concept of the Taylor expansion is more familiar than an expansion using different types of
spacial and temporal derivatives. We will be using this last approach and follow a five-step
procedure
• Taylor expansion of the LBE
• transformation of the LBE to moment space
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• expansion of the moments
• sorting the equations by order
• comparison with the Navier Stokes equation to determine equilibria and relaxation
parameters
We derive these equations for the case of zero background velocity. This will later play a role
when considering the order of accuracy of the scheme.
2.6.1 The Lattice Boltzmann equation, transformation to moments an expansion
We start the procedure from the Lattice Boltzmann equation with the relaxation step
f ∗ (x, t )= f (x, t )+λ( f eq (x, t )− f (x, t )) (2.48)
and the propagation step
f (x+ei c∆t , t +∆t )= f ∗ (x, t ) . (2.49)
The propagation step may be rewritten as
f (x, t +∆t )= f ∗ (x−ei c∆t , t ) . (2.50)
We now expand the left-hand side and the right-hand side of this equation separately in a
Taylor expansion (see e.g. [12]), starting with the left-hand side
f (x, t +∆t )=
∞∑
n=0
∂nt n f (x, t )
n!
∆nt (2.51)
where ∂nt n f is the n
th derivative of f . We replace ei c∆t = ei∆x using the definition of the
reference speed c =∆x/∆t . For the right-hand side we have
































(i + j + l )!∂
i+ j+l
xi y j zl
f ∗q . (2.53)
We substitute the Taylor-expansions for the individual terms



















(i + j + l )!∂
i+ j+l
xi y j zl
f ∗q (2.54)
2.6 ASYMPTOTIC ANALYSIS 23
We now proceed to the next point on our agenda, the transformation of the LBE to moment
space. First we recall definition 2.24 and define moments mxn ym zk as
mxn ym zk =
Q∑
q=1
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x (−1)i+ j+l∂i+ j+lxi y j zl
(i + j + l )! m
∗
xn+i ym+ j zk+l =m
∗
xn ym zk
−mxn ym zk . (2.57)
The second term on the left hand side has been summed taking into account that in phase
space v and x are independent variables. So the derivatives in x and t can be thought of as
derivatives of the whole term. (The summation goes over the entire, fixed, domain so the





To see where the expansion is taking us we take a look at the equation for the zero order mo-
ment. We postulate that the zero order moment is conserved, mx0 y0z0 =m∗x0 y0z0 = ρ, which
entails an equation for the temporal derivative of ρ. We expect this to be a mass conservation
equation of the form
∂tρ+ρ∂xv= 0 (2.59)
for a transport velocity v. In the following we will show that eq. 2.59 indeed holds for an
appropriately defined v. But first we will look at eqn 2.57 a bit more in detail, to gain insight
into the relation between the different derivatives and the order of the error.
We use diffusive scaling, which means setting ∆t =∆x2 = ε2. Eq. 2.57 then becomes
∞∑
i=1




i , j ,l=0
i+ j+l>0
εi+ j+l (−1)i+ j+l
∂
i+ j+l
xi y j zl
(i + j + l )!m
∗





The idea behind the asymptotic or multi-scale analysis is to have components of the vari-
ables that vary with different time scales. In this equation we insert the definition of ε and
introduce the coefficient m..|i as the total contribution of order i in ε
m... =m...|0+ε1m...|1+ε2m...|2+ ... (2.61)
Note that the term m...|0 is constant and all derivatives of m...|0 vanish.
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2.6.2 Continuity equation
In particular, eq. 2.57 with n =m = k = 0 becomes
ε4∂t m0|2 = ε2∂xi mxi |1+ε3∂2xi x j mxi x j |1/2+ε4∂2xi x j mxi x j |2/2+ε3∂xi mxi |2+ε4∂xi mxi |3+O(ε6).
(2.62)
To the order ε2 we have
ε2∂xi mxi = 0 (2.63)
We now define a reference density ρr e f . The density splits into the constant part ρr e f and
the fluctuating part ∆ρ. The macroscopic velocity v can then be defined via
mxi = ρr e f vxi (2.64)
All derivatives of ρr e f vanish which finally leads to the continuity equation for incompress-
ible flows
∂xi vxi = 0. (2.65)
The third-order terms are collected will be considered separately at the end of the section.
With acoustic scaling (∆t =∆x and ρ = ρ0ε+ρ1ε2+...) the full mass conservation equation is
obtained. In that case the transport velocity v is defined differently, mxi = ρvxi , which gives
the temporal derivative and the divergence at the same order of ε.
2.6.3 Momentum equation

















xxi x j |1ε
3 = (m∗x11|3−mx11|3)ε3
The right hand side of the equations equals zero because the first order momentum is con-
served. We now split the variables and derivatives into higher-and lower order contributions
and omit the higher-order contributions. For the ε3-terms we have(







xxi x j |1
)
= 0 (2.67)
We need to rephrase and simplify this equation such that only first-order moments and mo-
ments in their equilibrium occur. The post-collision terms need to be eliminated. Here the
BGK-approximation comes into play. The relaxation coefficient is the same for all orthogonal
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At the same time we have an equation for the second order moments mx211|2, mx y1|2 and
mx1z|2 from 2.60
∂t mx211|0+∂xm∗x311|1+∂y m∗x2 y1|1+∂2m∗x21z|1 =m∗x211|0−mx211|0
∂t mx211|0+∂xm∗x2 y1|1+∂y m∗x y21|1+∂2m∗x y z|1 =m∗x y1|0−mx y1|0 (2.69)
∂t mx211|0+∂xm∗x21z|1+∂y m∗x y z|1+∂2m∗x1z2|1 =m∗x1z|0−mx1z|0
For the velocity spaces considered (D2Q9,D3Q19 and D3Q27, c.f. sec 2.4.3) an aliasing effect
occurs, e3i = ei or mx311 =mx11.
For the other third-order moments we again go back to eq. 2.60
ε3
(












The first term on the right-hand side is the only term that is linear in ε. We see that the first-
order contribution of mx2 y1 is conserved. All terms on the left-hand side are at least of third














We proceed in the same way with ∂y m∗x y1















A first order contribution mx y z|1 can only be its equilibrium m
eq
x y z|1. We now make an as-
sumption. We assume that meqx y z|1 = 0. This assumption will be justified a posteriori if we
arrive at the Navier Stokes equations with second order accuracy. We still have to consider















xxi x j |1+0 (2.73)

















































xxi x j |1
= 0
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= ρc2s +ρr e f v2x (2.75)
meqx y1 = ρr e f vxvy (2.76)
meqxz1 = ρr e f vxvz (2.77)
meq
x2 y1




)= const for the sake of simplicity we have the equations
















∂x y vy c
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∂xxvx +∂y y vxc2s +∂zzvxc2s +2∂x y vy c2s +2∂xzvzc2s
)
= 0
This is the leading-order equation for the momentum. The error terms will be considered
toward the end of this section. The correct equations are also obtained for LES, where λ is
allowed to depend on x and t and therefore does not commute with ∂x . We may rearrange
the equations above to give









∂xvx +∂y vy +∂zvz
))
.
The last term accounts for the compressibility of the fluid. For the BGK model, the compress-
ibility is modeled with a bulk viscosity of ξ = 2c2s ν. In its lowest order approximation it can
be neglected using the incompressibility condition. The bulk viscosity is responsible for the
behavior (e.g. attenuation) of sound waves. These equations then lead to the incompressible




























can be obtained by multiplying eq. 2.80 with the reference length and the reference velocity
to regain the standard form of the Navier Stokes equations.
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2.6.4 Discussion
Note that no specific Lattice Boltzmann stencil entered in the derivation. We did assume
that the density, velocity, the six second order moments (or three in two dimensions), and
the third-order moments µx2i x j
, i 6= j were linear independent from each other and from µx ,
µy , and µz . Furthermore, we requested that e3i = ei .
For MRT models the derivation becomes a bit more tedious, because eq. 2.70 is no longer
valid and has to be replaced by a relaxation of the linear combination of second-order mo-
ments. E.g. in two dimensions








x3+x y y +∂yµ∗xx y+y3
)
(2.83)








x3−x y y +∂yµ∗xx y−y3
)
(2.84)
The relaxation coefficient λB fixes the bulk viscosity, the shear viscosity is recovered from λ2.
One proceeds for the third-order moments in the same way as one does in the case of LBGK .
The MRT derivation then holds for the C LB-models as well because differences between the
models occur for non-equilibrium contributions of the third- and higher-order moments
only. Hold in mind that only some of the error terms are of numerical nature. Higher order
terms in the expansion of the linearized continuous Boltzmann equation lead to the Burnett
and super-Burnett equations [16]. Numerical errors are those that stem from the finite veloc-
ity sets as aliasing errors and from the numerical grid which occurs in the expansion as the
Taylor expansion for the finite difference stencil. The expansion of the Boltzmann distribu-
tion function leads to non-numerical error terms. Boundary conditions were not considered
in the discussion above. Several researchers have analyzed boundary conditions for Lattice
Boltzmann by a similar asymptotic expansion, e.g. [64].
2.6.5 Error terms
In the remainder of the section we will show that the density and momentum equation are
second order accurate if some conditions are fulfilled. We will proceed as follows: First we
will derive a condition under which the density equation is second order accurate. After
that we will consider the criteria for second order accuracy of the momentum equation. The
scheme is second order accurate is the conditions for these equations match. We will need
two corollaries. One concerns the first order contributions of the fourth order moments and
will be dealt with before considering the momentum equation. The other will be our next
step. As a preliminary, we show that the first order contributions of moments and equilibira




∂t i mxn ym zk |γ
i !
ε2i (2.85)
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would have a first-order contribution only for γ= 1−2i which does not occur in the current
expansion. The second term
∞∑
i , j ,l=0
i+ j+l>0
εi+ j+l (−1)i+ j+l
∂
i+ j+l
xi y j zl
(i + j + l )!m
∗
xn+i ym+ j zl+k (2.86)
would yield a contribution only for the zero-moment contributions of the moments
m∗
xn+i ym+ j zl+k . The derivatives of these are zero by construction. So only the right-hand side
is non-zero. Because of m∗ =m+λ(meq −m)we have
m∗...|1 =m...|1 =meq...|1 (2.87)
for any moment m of order ε1.








xi x j |1 =m∗0|3−m0|3. (2.88)
Note that, if a quantity is conserved, all orders of this quantity are conserved because ε can
be chosen arbitrarily. Thus, the right hand side of this equation is zero because of mass con-
servation. For the third term on the left hand side we first consider the equation of the first
order moments(






x211|1+∂y m∗x y1|1+∂zm∗x1z|1 = 0. (2.90)
because all derivatives of zero order moments are zero as they vary neither with spacial nor
with temporal coordinates. For m1y1|0 and m11z|0 we have analouge evolution equations.
If we take the partial derivative ∂xi for the equation for xi and then sum over these three




xi x j |1 = 0. (2.91)
or that the last term of the left hand side of eq. 2.88 is zero. In all, eq. 2.88 becomes(
∂t m0|1+∂xmx11|2+∂y m1y1|2+∂zm11z|2
)= 0. (2.92)
If m0|1 =mx11|2 =m1y1|2 =m11z|2 = 0 is chosen as an initial condition and the boundary con-
ditions are in accordance with this condition, then the equation for the density is at least sec-
ond order accurate. For the ε4-equation some error terms occur that do not vanish, namely
the term ∂2xi x j mxi x j |2. The incompressible continuity equation thus holds with second order
accuracy.
We have thus arrived at a condition for the second order accuracy of this equation. We still
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need to consider the equation for the momentum and see whether we arrive at a compatible
condition for the momentum equations.
As a preparation for the momentum equations we consider the fourth order moments. We
have the fourth order moments mx2 y2 , mxx y z , mxxx y =mx y , mxxxx =mxx and the moments
that are generated from these by permuting x, y , z. We define the equilibria
meq
x2 y2
= ρc4s +ρr e f ρc2s v2x +ρr e f c2s v2y (2.93)
meq
x2 y z
= ρr e f c2s vxvz . (2.94)
We have requested that no background velocity be present, thus vx|0 = vy |0 = vz|0 = 0. In 2.92
we have further chosen ρ1 = 0. The first order contribution to the equilibrium thus becomes
meq
x2 y2|1 = ρ1c
4
s +2c2s ρr e f vx|1vx|0+2c2s ρr e f vy |1vy |0 = 0 (2.95)
meq
x2 y z|1 = ρr e f c
2
s vx|1vz|0+ρr e f c2s vx|0vz|1 = 0 (2.96)
meq
x3 y |1 = ρr e f c
2
s vx|1vy |0+ρr e f c2s vx|0vy |1 = 0 (2.97)
meq
x4|1 = ρr e f c
2
s vx|1vx|0 = 0 (2.98)
(2.99)
We can now finally turn to the momentum equation. The forth order momentum equation
is












∂xi∂x j ∂xk m
∗
xxi x j xk |1 (2.100)
= m∗x11|4−mx11|4.
The right hand side is zero because the momentum is conserved. The terms m∗xxi x j xk |1 equal
zero as shown in eq. 2.95. Consider the terms m∗xxi x j |2







xi x j xk xl |1 =m∗xi x j 1|3−mxi x j 1|3. (2.101)
We again use that the first order contributions are equal to their equilibra and m∗xi x j xk xl |1 =
0. Also mxi x j 1|1 is equal to its equilibrium which has already been defined. Only the terms
v j |1vi |0, v j |1vi |0 and ρ1 enter and these are all zero. Accordingly, eq. 2.101 reduces to
−∂xk m∗xi x j xk |2 =m∗xi x j 1|3−mxi x j 1|3. (2.102)
At the same time we have for mxi x j xk |2
∂t mxi x j xk |0+∂xl m∗xi x j xk xl |1 =m∗xi x j xk |2−mxi x j xk |2. (2.103)
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The last term m∗xi x j xk xl |1 vanishes, as shown in 2.95 and for terms of order ε
0 = 1 all deriva-
tives are zero. We are thus left with
m∗xi x j xk |2 =mxi x j xk |2 =m
eq
xi x j xk |2 = vi |2δ j l c
2
s +v j |2δi k c2s +vk|2δi j c2s (2.104)














xxi x j |2 = 0.
We have already seen that vx|2 = vy |2 = vz|2 = 0 are a possible solution of eq. 2.92 to obtain
second order accuracy for the continuity equation. For ρ3 we have the following evolution
equation












∂x j ∂xk∂xl m
∗





∂xi∂x j ∂xk∂xl m
∗
xi x j xk xl |1
= m∗0|3−m0|3.
Using that m0 is conserved, the right hand side vanishes. m∗xi x j xk xl |1 is zero as shown in 2.95.∑
j kl ∂x j ∂xk∂xl m
∗
x j xk xl |2 is also zero, confer eq. 2.104 and using that the second order contri-




xk xl |3 is zero as a consequence of
this and of eq. 2.101. ρ1 has already been set zero when considering the continuity equation
2.92. We are left with
∂t m111|3+∂xk m∗xk |4 = 0 (2.107)
Now ρ3 = 0 and ∂xk mxk |4 = 0 is a possible solution of this equation which would make the
scheme second order accurate if it was valid for the initial and boundary conditions. How-
ever, it remains to be shown mxk |4 stays divergence free during its evolution. The evolution
equation of this term, however, contains more unknowns, namely mxx j |5 and mxx j xk |4. For
these terms further evolution equations need to be considered. Interestingly, though, all
terms are either even-order derivatives of odd moments or odd order derivatives of even mo-
ments. These are terms that have a different symmetry than the terms of the leading-order
solution. Using an induction argument [81] has shown, that ∂t m111|3 indeed holds due to the
symmetry of the numerical stencil.
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2.7 Lattice Boltzmann boundary conditions
From a practitioners point of view there exist three types of boundary conditions for sin-
gle component fluid flows: solid walls, far-field conditions, and inflow conditions. Far-field
conditions may be outflow conditions, for which the flow is perpendicular to boundary and
slip boundaries, for which the flow is parallel to boundary. In mathematical terms there ex-
ist Neumann boundaries (derivatives are supplied), Dirichlet (values at boundary are sup-
plied), and mixed Neumann-Dirichlet boundaries. Neumann boundaries occur e.g. at the
outflow boundary with a zero gradient condition. No slip walls are Dirichlet boundaries.
Mixed Neumann-Dirichlet include boundaries with wall laws. For slip-boundaries a zero
gradient is imposed for wall-parallel components and a zero-velocity condition for the wall-
normal component, which makes it a mixed boundary condition as well. Further, periodic
boundary conditions occur. In Lattice Boltzmann boundary conditions have to be specified
for the particle distributions. Most boundary conditions are inspired by the particle picture.
They are based on an inversion of the characteristic velocities (or one of its components)
at the boundary corresponding to the reflection or scattering of particles at the boundary.
More advanced boundary conditions gain second order accuracy using next-nearest neigh-
bor information and information from pre-and post-propagation distributions, such as [9]
or [111]. For Poiseuille flow it has been possible to construct link-based boundary condi-
tions which lead to the exact analytic solution [64]. Alternatively, boundary conditions can
be specified for the moments [5]. This has the advantage of a direct parallelism to boundary
conditions designed for discretizations of the Navier Stokes equations but the disadvantage
that such boundary conditions are more difficult to design for curved boundaries.
2.7.1 Solid walls
Three types of boundary conditions for solid walls are presented: a link-based staircase
boundary condition, a node-based staircase boundary condition, and a link-based bound-
ary condition for interpolated boundaries.
The simplest and earliest no-slip scheme was the Bounce Back scheme. For all missing links
the microscopic particle velocities are inverted or rather replaced by the probability to find
a particle moving with the opposite velocity [43]. The scheme is only first order accurate,
which is lower than the order of the Lattice Boltzmann algorithm for the bulk. Second order
accuracy can be achieved if the boundaries happen to be aligned with the lattice [62]. Its ad-
vantages are its simplicity and strict conservation of mass.
For a GPGPU code a distinction between distribution components for different microscopic
velocities should be avoided to keep the code and memory access as simple as possible.
Instead, a node-based boundary condition is to be preferred. The probability distribution
components of all discrete velocities are exchanged with the values for the opposing ve-
locity. That way, first oder accuracy is preserved while reducing the number of conditional
statements to one per node and avoiding additional access to global memory. Second order
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Figure 2.4: Schematic of simple bounce back rule
Figure 2.5: Schematic of the simple bounce back rule for the GPU, timeshift
boundary conditions that perform on GPGPUs have been developed in [48] and an efficient
implementation of a interpolated boundary condition is presented in [125].
In order to deal with curved and non-axis parallel boundaries with second order accuracy
[9] proposed a modified scheme. It slightly violates the conservation of mass. The method
is used in VIRTUALFLUIDS and in some of our validation testcases, see e.g. sec. 4.4. Bouzidis




(1−2d) f q¯ ,x−eq c∆t +2d f q¯ −2ρwq
eq¯ vw
c2s
0< d < 0.5
(1−2d)
2d fq + 12d f q¯ −ρwq
eq vw
qc2s
0.5≤ d ≤ 1 (2.108)
This formulation takes moving boundaries at speed vw into account. Figure 2.6 illustrating
the second-order accurate no-slip boundary condition of [9] shows the need for different
interpolation points for different boundary positions. A different way to account for no-slip
boundaries is to reconstruct the moments up to second order via the interpolation from
neighboring nodes. Such boundary conditions can be found in this work in section 3.3. Sim-
ilar schemes have been developed to deal with curved boundaries [48].
2.7.2 Slip boundaries conditions
Another important type of boundary conditions are the free slip boundary conditions, or
symmetry conditions. They occur mostly as far field conditions. In some simulations they
assume physical meaning as a simple model of the interface between two fluids. The two
prevalent Lattice Boltzmann implementations are the bounce forward BC and a variant of
the velocity boundary condition. In the case of the bounce forward condition the distribu-











Figure 2.6: Schematic of the interpolated Bounce Back rule by [9]
left: Situation for the boundary being less than half a grid spacing away from the last node.
fq is interpolated for f q¯ at positions x and x− c∆t .
right: Situation if the boundary is located more than half a grid spacing from the last node.
Now only f q¯ and fq at position x itself are used to construct fq .
tion components normal to the boundary are inverted and the parallel components remain
unchanged, e.g. for the D2Q9 model for a boundary in N direction
fS(x+esc∆t , t +∆t ) = f ∗N (x, t )
fSE (x+ese c∆t , t +∆t ) = f ∗N E (x, t ) (2.109)
fSW (x+esw c∆t , t +∆t ) = f ∗SE (x, t )
For the second type of free slip boundary condition, the velocity at the last grid point is de-
termined and a velocity condition with the tangential component of this velocity is imposed
[1].
2.7.3 Inflow conditions
An inflow condition can be implemented as follows. First a no-slip boundary condition is ap-
plied. The components of the distribution function that point into the domain are replaced
by the post-propagation counterparts that point out of the domain. After that, the equilib-
rium component in adjusted to match the new velocity [88]




for straight inflow boundaries. Moving boundaries of complex shape can be dealt with in
the same way using the interpolation rule 2.7.1 of [9]. The boundary condition prescribes
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the correct flux and is second-order accurate for the in-plane components of the velocity.
It is only first-order accurate for the wall-normal velocity component. For inflow conditions
with a complex fluctuating velocity field the boundary condition may have to be improved
to account for higher order contributions.
2.7.4 Outlet conditions
Usually, the values at the outer boundary of the domain are not known. As a far-field con-
ditions it is usually save to assume that no derivatives normal to the boundary are present
or that the pressure is constant at a reference value. Such a condition is used downstream of
an obstacle in many of our simulations, such as e.g. the anti-bounce back condition of [159]
in 4.4. A problem with such boundary conditions is that pressure waves that are reflected
between inflow and outflow boundaries can negatively effect stability and accuracy of the
simulation. This is an issue particularly in turbulent flow, where fluctuations are sometimes
reflected at open boundaries. A common remedy are viscous damping layers. In such damp-
ing layers the viscosity increases towards the boundary which leads to a damping of the high-
frequency components of the flow. Due to their robustness and simplicity they have been
used for most of the turbulent flow problems described in this work. Sponge-layers have
the problem that they increase the computational cost and often have unwanted effects at
the interface with the free flow area. To deal with this problems, so-called characteristics-
based boundary conditions have been proposed [146] and successfully applied to the LB
method [77]. The idea of these methods is to solve the Euler-equations at the boundary and
to dampen all incoming or outgoing characteristic waves for outflow and inflow conditions
respectively.
2.8 Volume forces
Volume forces are present in many types of fluid flows. First and foremost, gravity is always
present, even though it can often be neglected. Pressure differences are often modeled by
volume forces as well. In Lattice Boltzmann volume forces can be applied in a simple way by
adding the projection of the force vector F to the probability distribution components after
the collision step.
∆ f ∗q = eq wqF∆t/c2s (2.111)




∆ f ∗q eqi =Fi∆t (2.112)
A second-order forcing term can be derived for LBM, as has been done in [67], [14], [64] for
the BGK and TRT model and in [129], [130] for the MRT and CLB models. Starting from the
continuous Boltzmann equation with BGK-approximation and Gaussian equilibrium with
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variance 12 c
2
s depending on the microscopic velocity u and centered around the macroscopic
velocity v the following time-expansion is obtained
d f (x,u, t )
d t
= u∂ f (x,u, t )
∂x
+F/ρ∂ f (x,u, t )
∂u
+ ∂ f (x,u, t )
∂t
≈ u∂ f (x,u, t )
∂x
+F/ρ∂ f
eq (x,u, t )
∂u
+ ∂ f (x,u, t )
∂t
(2.113)




f eq (x,u, t )+ ∂ f (x,u, t )
∂t
.







f eqq . (2.114)
Now f eq is inserted into the above equation which is also truncated at second order to obtain





)+3eqv eqi /c2s +O (v2)) (2.115)
Lattice Boltzmann equation for MRT with forcing can be made second-order accurate with
a time-implicit ansatz for the force term.
fq
(
x+eq c∆t , t +∆t




Fq (x, t )+Fq
(
x+eq c∆t , t +∆t
))
∆t .
The probability distributions are now reinterpreted
f¯q (x, t )= fq (x, t )− 1
2
Fq (x, t )∆t . (2.117)
The equilibrium distribution depending on the macroscopic values ρ¯ and v¯ computed from
the f¯q instead of the fq becomes





















Summarizing, this yields the Lattice Boltzmann equation for MRT with a forcing term.
f¯q
(
x+eq∆ct , t +∆t











In our application we only deal with volume forces that are constant in time and space and
several orders of magnitude smaller than the velocities. We thus decided to use the simple
forcing given by eq. 2.111 in all studies, except for the convergence studies in sec. 3.7. There,
the accuracy of the two forcing terms both the first-order accurate and the second-order
accurate forcing are considered for a compressible D3Q19 MRT model.
2.9 TURBULENCE 36
2.9 Turbulence
Turbulence is the chaotic motion that a fluid experiences when its dissipative forces do not
outweigh the convective forces. As any truly chaotic phenomenon it is very difficult to model
although numerous modeling assumptions have been proposed over the last century. There
does not even exist a widely accepted definition of turbulent flow. Following [45] we will
regard flow as turbulent when the following criteria are satisfied
• disordered instantaneous flow field: the flow appears chaotic
• three-dimensional (almost always) and instationary motion of vortices
• various scales are involved in the motion, vortices interact at different scales
• the random flow field dissipates kinetic energy and leads to a rapid diffusion of passive
scalars
All these criteria are empirical and subject to interpretation. Even the definition of a vortex is
not obvious; one possibility is via the Q-criterion [74]. Some properties of turbulent flow can





where ν is the kinematic viscosity and ε is the turbulent dissipation. The Kolmogorov length
is the scale below which all vortices are dissipated. With growing Reynolds number (based
on the large scale motions) the dissipation due to the turbulent fluid motion outweights the
dissipation due to the fluid’s viscosity and the Kolmogorov scale decreases. The Kolmogorov
scale is not directly related to the mean free path of the molecules in a gas and is significantly
larger for almost all applications.
The first idea coming to mind for modeling turbulence is to resolve all motions of the
fluid as described by the Navier Stokes equation. This approach is called "‘direct numerical
simulation"’ or DNS. If only large scale vortices are simulated, but smaller vortices are mod-
eled, one talks about a Large Eddy Simulation or LES. This method is less computationally
expensive, but in many engineering applications an even higher level of modeling is em-
ployed: only the (ensemble-) averaged Navier Stokes equations are simulated. The corre-
sponding equations are called Reynolds averaged Navier Stokes equations or RANS. We will
now give an overview over all three roads to turbulence, starting from the lowest level of mod-
eling. Almost all derivations of turbulence models start with a filtering of the Navier Stokes
equations. We will explain this approach in the following section and then present the var-
ious turbulence models that were implemented in the work presented here. These are the
Smagorinsky LES model with van Driest damping, the WALE model, the Vreman model and
a one-equation RANS model.
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2.9.1 DNS
For a direct numerical simulation all turbulent fluctuations have to be modeled, so the grid





where L is the integral length scale or the size of the largest eddies. The Reynolds number is
based on L and the velocity that corresponds to the turbulent kinetic energy. Consequently
the computational effort grows as Re3 if one assumes the temporal scales to be proportional
to the spatial scales. It is evident that DNS becomes impractical even for moderate Reynolds
numbers. It is nevertheless a valuable tool for studying turbulence. Whenever one is inter-
ested in the nature of turbulence itself, e.g. the spectrum of the turbulent fluctuations and
to gain reliable reference data for the validation of turbulence models, DNS simulations are
indispensable. Secondly, one can study the properties of the discretization without having
to consider its complex interplay with the turbulence model. This is what we will describe in
section 3.1. The Lattice Boltzmann model is a suitable model for performing DNS because
no information about previous timesteps has to be kept in the memory and no matrices
have to be inverted. As a finite difference scheme on a Cartesian grid it can be efficiently
parallelized. A drawback are large memory requirements due to large stencils (e.g. D3Q27).
Single-distribution schemes such as [143] should be used when memory requirements are
crucial.
2.9.2 Turbulence modeling and RANS
To resolve all features of the flow, the Reynolds number based on the cell dimension should
be around one. This is clearly impossible for almost all relevant flows. From the beginning
of turbulence research the aim was to find approximations which reduce the computational
cost of turbulent flow simulations. The first class of models that was developed were RANS
models. These models solve the time- or ensemble-averaged (so called Reynolds-averaged)
Navier Stokes equations, splitting all quantities into a mean and an oscillating component
A 7→ A¯+ A′ (2.122)
where A¯ is the mean component of the quantity A, varying only on the coarse scales t2,
→
x 2.
A′ is the fluctuating component of A. Applying this operation to the continuity equation and












because the derivatives ∂t , ∇, and ∆ are linear operations that commute with taking the
average. (Additional assumptions have to be made for Favre-averaging of the compress-
ible Navier Stokes equations.) One particular type of averaging operation is the ensemble-
average. For such an averaging operation one imagines that there is a set of realizations of
the system. One then takes the statistical mean of all states that the system assumes for the
individual runs. The more probable a certain realization, the more often it will occur in the
ensemble. If one considers the average A¯ of variables A such an average, in this case also
called the Reynolds average, the above equations are called the RANS equations. In literature
one often finds the assertion that the RANS equations are time-averaged equations. This is
true for time-invariant systems assuming ergodicity. If the averaging operation is a spatial fil-
ter, the LES equations will be obtained. The transport equations for the mean quantities 〈u〉









occur. We may derive additional equations for these unknowns by (tensor-)multiplying the
Navier Stokes equations with the velocity and performing the averaging operation .¯ Nine
further equations are obtained, but the problem is only mitigated, not solved, because we










. We have a closure problem, for









thus need to be modeled. One assumes that the contribution of





〉= 2ντ (Si j −∂i j Si i /3) (2.124)
where Si j is the strain rate. This assumption is called the Boussinesq hypothesis. The most
common RANS models, such as e.g. the k −ε or the SST model by Menter [115] rely on the
Boussinesq hypothesis. More sophisticated models include Reynolds stress models. These









separately; see [96] for the original approach. In other words, in the hierarchy
of moments of the Navier Stokes equations one solves the equations for one more order.
These models promise better results than RANS models for some complex flow types such
as rotational flows.
2.9.3 LES models
LES models are a more recent class of turbulence models. Instead of averaging in time, the
Navier Stokes equations are filtered in space. Usually a normalized symmetric filter-kernel G




G(x, y)A(y, t )d y =
∫
R3
G(x− y)A(y, t )d y = (G ∗ A)(x) (2.125)
As the convolution (G ∗ A) is a multiplication in Fourier space, this operation can be inter-
preted as an amplification of some frequencies and an attenuation of others. The idea behind
LES is that only the large scale fluctuations contribute significantly to the flow and the small
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scale fluctuations can be neglected. This damping effect can be achieved by introducing an
artificial viscosity, the eddy viscosityντ that varies in space and time and depends on the flow
properties. The Navier Stokes equations are then solved for the total viscosity νtot = ν+ντ.
This assumption is again the Boussinesq hypothesis, but with a slightly different justifica-
tion:
The fluctuations occur in a continuous frequency spectrum with a given maximum and min-
imum frequency. Small frequencies correspond to small eddies and large frequencies to large
eddies. It has been shown experimentally that the transfer of energy from larger structures to
smaller structures is the dominant direction of energy transfer. This process is called the en-
ergy cascade. Very small eddies interact with molecular fluctuations and dissipate. It is thus
assumed that eddies below a certain size do not contribute significantly to the motion of
the fluid. Such eddies can then be modeled as dissipation. Some advanced LES models filter
the Navier Stokes equations directly or use anisotropic damping, such as similarity models,
that model a turbulent strainrate tensor [59]. We will take one such model, Bardina’s simi-
larity model [4], into account into our discussion of LES models and Cascaded Lattice Boltz-
mann. A further class of LES models are spectral LES models, that solve the LES-equations in
Fourier space. Again, an eddy viscosity can be introduced. But in this case it depends not on
a grid spacing but on a cut-off wave number. These models are especially successful for sim-
ple geometries or isotropic turbulence [99]. In this work, only Boussinesq-type models are
considered. This is partly because more experience exists with such models and partly be-
cause eddy viscosity models can be implemented for the Lattice Boltzmann method much
more straightforwardly, as [158] pointed out as early as 1998. Other LES models have been
developed specifically for Lattice Boltzmann, such as [138] that derived the “approximate
deconvolution model” for Lattice Boltzmann.
In recent years, hybrid models have become increasingly popular. These models either ex-
plicitly couple RANS and LES models, solving the RANS equations in some regions of the
flow, such as close to an object’s surface where LES models are very expensive and conduct-
ing an LES in others, such as far away from obstacles where macroscopic eddy movements
are prevalent. Alternatively, new models are used that have both RANS and LES capabilities,
such as the DES [155] and SAS [116] models. Another trend is to use dissipative numerical
schemes without any turbulence model. A common choice are shock-capturing schemes
[46]. The LES-type spatial filtering is provided by the numerical scheme on a finite grid.
Smagorinsky
The simplest and most widely used Large Eddy approach is the Smagorinsky model [153]
νtot = νo +ντ (2.126)










2Si j Si j (2.128)
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Here ∆ is the discretization width and Cs the Smagorinsky constant. For homogeneous
isotropic turbulence a value of Cs = 0.17 was determined [144]. For other types of flow, such
as boundary layer flow, Cs is usually set to a value between 0.01 and 0.21, [135]. In the context
of the Lattice Boltzmann method there is a particularly efficient way to compute the matrix
Si j . The non-equilibrium components of the distribution components f neq = f − f eq are




f neqq eqieq j (2.129)
holds. It can be seen from the asymptotic analysis that for the BGK model Π is related to the




For MRT models only ∥∥Πi j∥∥= 3
2τ
∥∥Si j∥∥ (2.131)
is fulfilled, which is sufficient for the current application. Here the relaxation factor τ again











τtot = τ0+τt (2.133)
This method is particularly efficient, because no additional information from neighboring
nodes is needed, which is a desirable feature for parallel codes. The standard Smagorinsky
model has two main flaws: one is the near-wall behavior, that will be discussed in the follow-
ing sections. The other is the choice of Smagorinsky constant, which takes different values
for different flow types. A possible remedy is the use of near-wall damping functions [120],
another the dynamic Smagorinsky model ([58], [100]) or other advanced LES models, which
are discussed below.
Van Driest damping and the near-wall damping problem
The standard Smagorinsky model is valid for flow far away from boundaries. When the shear
forces become dominant locally, the model has to be adjusted [45]. A possible damping func-
tion was given by van Driest. He observed that a linear increase of the turbulent length scale
corresponded to a logarithmic velocity profile while damping functions should be used to
model the viscous and buffer region. For simple RANS models where the mixing length oc-
curs explicitly, such as Prantl’s mixing length model (see sec. 2.9.4), an appropriate damping
function can be chosen. Van Driest’s idea for the Smagorinsky model was to replace the grid
spacing ∆with a modified grid spacing ∆˜
∆˜=∆(1−e−y+/A+) (2.134)
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where A+ is an empirical constant commonly chosen as A+ = 25 and y+ the non-
dimensional wall-distance as defined in eq. 2.156. Variants of this model use a different
exponent α in (1− e−y+/A+)α or a cutoff of the form ∆˜ = mi n (∆,C ) for some constant C . A
drawback of this method is that the distance from the wall has to be known for every grid
point, or at least for every grid point where the distance is assumed to be small (y+ < 100).
For complex geometries and especially for moving geometries this removes the locality of
the basic Smagorinsky model. Also, the damping function is an empirical function that in-
troduces additional free parameters. A better (less empirical) way to deal with the excessive
production of turbulent viscosity near the wall is to use a dynamic model. The dynamic
Smagorinsky model replaces the constant∆with a dynamic function derived via a similarity
assumption. To compute the dynamic Smagorinsky constant, the strain rate and second
derivatives have to be filtered explicitly. Several filtering operations are needed and the
computational expense of the model is significantly higher than for the standard model. In
return, the near-wall behavior is improved and the arbitrariness is removed. Unfortunately,
this model tends to become unstable, such that additional averages over equivalent points
in space or time have to be used [100]. One can use the dynamic Smagorinsky model
to counter-check the choice of the static Smagorinsky constant for characteristic flows.
The dynamic model has not been implemented in the work presented here because for
complex geometries and transitional flows the choice of equivalent points is dubious and
the computational effort rises. Fortunately, there exist several eddy viscosity LES models that
have shown an improved near-wall behavior without using explicit filtering or averaging.
Two of these are considered in the following. The van-Driest damping function was used
in sec. 3.2 to simulate turbulent channel flow. For the studies of flow around a bridge cross
section (cf. sec. 4.4) and a flat plate (cf. sec. 4.2) a damping function was applied at the
wall-adjacent points only.
WALE
A different way to deal with the near-wall deficiencies of the Smagorinsky model was taken








of the turbulent flow. The model is known as the wall-adapting local eddy-viscosity (WALE)-
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5/4+ (S¯i j S¯i j )5/2
(2.136)
Cm = 10.6C 2s (2.137)
Here we adopt the convention of summing over all indexes appearing twice. For pure shear
flow, this model yields a zero eddy viscosity. To see this, take (without loss of generality)
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δxi ux j = 0 for all i , j except i , j = 1,2. Then Ωi j = −Ω j i = Si j = S j i and all other entries are
















This is a very desirable feature in boundary layer flow in the viscous region where the flow
is increasingly dominated by shear forces, because near-wall damping is obtained without
any explicit evaluation of the wall distance. [32] further showed that for turbulent flow in a
circular duct the viscosity grows as y3 with the wall distance y . This is the expected behavior
for boundary layer flow as discussed e.g. in [45]. Note that the limit of νt is not defined for
‖ω‖ 7→ 0 and ‖Si j‖ 7→ 0. This poses a challenge with respect to numerical implementation, as
the denominator may be close to zero. In the CPU code we calculate νt using long doubles.
If the denominator is smaller than a threshold value, we calculate νt assuming S¯i j S¯i j = 0. All
velocities were scaled as u0 7→ u/ux to improve the conditioning of the problem.
Vreman model
The Vreman model is another LES model that promises to give an improved near-wall be-
havior and the capability to model laminar-turbulent transitions. The Vreman model has
been developed in 2004 and tested on turbulent mixing layers and turbulent channel flow
[167]. [73] compares the Smagorinsky, Wale and Vreman model for turbulent duct flow and
find that the WALE model outperforms the Vreman model, which was too dissipative. Still, it
showed a better performance than the simple Smagorinsky model. A dynamic version of the
model has been proposed [127].
The eddy viscosity depends on a combination of first and second derivatives and the compu-
tational effort is similar to that of the WALE model. Like the WALE model, the Vreman model







αi j = ∂u¯i
∂x j
(2.140)
βi j = ∆2αmiαm j (2.141)
Bβ = β11β22−β212+β11β33−β213+β22β33−β223 (2.142)
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with the constant Cv = 2.5C 2s . The eddy viscosity is set to zero in the case of a vanishing
denominator. For pure shear flow the eddy viscosity vanishes, as can be seen from the defi-


























Vreman offers a Fortran-implementation of the model on his homepage, so the implemen-
tation for the GPU code was straightforward. In section 3.2 we show a validation and a com-
parison with other LES models for turbulent channel flow.
2.9.4 RANS models - Prandtls mixing length model
For a few standard flow types and in certain regions (e.g. not too close to the wall) exact
algebraic RANS models can be derived. We follow the introductory book [174]. For channel








where U is the Reynolds-averaged velocity in flow direction and y is the wall-normal direc-
tion. Simple algebraic operations that yield a turbulent viscosity of
ντ = κ y uτ (2.147)
give the correct logarithmic profile. This simple turbulence model was established by Prantl
in analogy to the mean free path in thermodynamics and is called “Prantl’s mixing length
model”. Consequently, the first grid point needs to be located outside the near-wall region
and wall-functions need to be used. More recent algebraic turbulence models, such as the
Cebeci-Smith model [154], extend the model by introducing near-wall damping functions
and limiters for the wake region of the flow. We have only tested the basic mixing-length
model for its principal application, the boundary layer flow, c.f. sec. 3.3.
Hybrid RANS-LES models - Scale adaptive simulation
It is often unclear whether or not the use of wall functions is appropriate for a particular flow
situation. As we have discussed earlier the resolution requirements for pure LES are often
prohibitively severe. It has thus become increasingly popular to use hybrid RANS-LES mod-
els. These models solve the RANS equations near the wall and use LES in the bulk flow. One
2.10 PARALLEL COMPUTATION, GPU COMPUTING AND VIRTUALFLUIDS 44
such model is the Scale Adaptive Simulation. The ScaleAdaptive Simulation (SAS) model was
developed by Menter to illustrate how RANS- and LES- models can be combined [116]. It is
based on a one-equation model called K1E1. The K1E1 equation for the turbulent viscosity














where S is the strain rate and
L0 =
∂ j ui∂i u j
∂kk ul∂l l uk
(2.149)
the van Karman mixing length-scale. The values of the constants c1,c2 and σ as well as some
modifications can be found in [34]. The values chosen for our simulations are given in sec.
3.3. To achieve hybrid behavior, the RANS-length scale L0 is replaced by L = mi n(L0,0.6).
This inhibits the destruction of turbulent energy to fall below a certain value. In the bulk,
where the destruction outweighs creation of turbulent energy, an LES-like behavior is
achieved. The model has later been extended by a wall-damping function and to more
complicated models including the SST model. The commercial CFD code CFX has incorpo-
rated the basic and the SST version of the SAS model in its latest release. For the near-wall
damping, a van-Driest type function, a damping of the production term and a limiter on the
dissipation term are applied, as suggested in [34]. We set
ν˜t = νt (1−exp−(νt /(A
+κν))2 ) (2.150)


















The one-equation-SAS model has been implemented to gain some experience with hybrid
RANS-LES models in Lattice Boltzmann, see sec. 3.3 for some validation.
2.10 Parallel computation, GPU computing and VIRTUALFLUIDS
In the following section the two hardware architectures and software packages used are pre-
sented. The first is an advanced research code, called VIRTUALFLUIDS, that runs in parallel
on CPU-clusters, e.g. on the HPC-cluster LUDWIG (TU Braunschweig) [76], which has 1400
CPU cores available, plus 96 nVidia Tesla c1060 GPGPU cards. The second is also an iRMB-
based research code, that is much less extensive, but very fast as it utilizes GPGPUs.
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Figure 2.7: METIS partitioning of a bridge deck section, upper right: detailed view of partitioning
around the bridge (each square corresponds to 63 grid nodes.)
2.10.1 The Lattice Boltzmann code VIRTUALFLUIDS
The VIRTUALFLUIDS code was developed and validated at iRMB mainly by [52] and [41]. It
provides a common framework for different types of Lattice Boltzmann computations. Mod-
ules for data input and output, different collision schemes and boundary conditions can be
used or amended for different applications. A basic validation study and comparison of the
accuracy to other Navier Stokes solvers can be found in [54]. An interface for fluid-structure
interaction has been developed [55] with different physics engines such as an FE model.
It can also be easily coupled with other solvers. [42] parallelized the nodal code based on
MPI and using the METIS [83] partitioning tool. Later in [41] a hybrid block data structure
to overcome the bottlenecks of the previous approach was proposed. This block data struc-
ture enables partitioning of very large datasets, because only the block data structure has to
be partitioned, not the entire set of grid nodes. Thereby, a framework to facilitate the paral-
lelization of later extensions was provided. The framework was further used for multiphase
flow [161]. Figure 2.7 shows a typical setup with a non-uniform grid and METIS partition-
ing (the corresponding testcase is presented in section 4.4). Each block contains several grid
nodes (in this case 63). Adjacent blocks which are executed on different compute nodes have
a different color coding.
Local grid refinement with hierachical block grids [41] and adaptive grids is possible, with
a grid refinement scheme proposed in [36]. An extension of VIRTUALFLUIDS to free surface
flows also exists [79]. Furthermore, several student projects have contributed to the devel-
opment of VIRTUALFLUIDS, e.g. [78], [140], [23]. An emphasis was put on a state-of-the-art
software structure. The code is entirely object-oriented (C++) and makes use of software pat-
terns. The extension from the D3Q19 to the D3Q27 neighborhood scheme is template based,
which allows to re-use most of the D3Q19 routines. In this work VIRTUALFLUIDS was used for
the convergence study on the square duct and for the cube and bridge cross section bench-
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marks, see sections 4.4 and 4.3, as well as during the implementation of the turbulence mod-
els presented in 2.9.2
2.10.2 GPU computing
For scientific computing parallel computation is often needed, especially for intrinsically
complex problems like turbulent flow. Moreover, LBM is particularly suited for parallel com-
putation due to its data locality. A recent trend in scientific computing is the use of GPGPUs
(general purpose graphics processing units). Graphics processing units have emerged as spe-
cialized hardware for the processing of large graphics data sets. The challenge in GPU com-
puting consists in adapting an algorithm to harness the power of this specific hardware.
First and foremost, GPGPUs are multiprocessor devices. The GPU architecture does not pro-
vide large data cache and hard-wired logic units. Instead it contains a smaller amount of
shared cache memory. A much larger number of basic processors, called ALUs (algorithmic
logic unit) is present than on CPUs. One set of ALUs can execute one task only. To avoid la-
tency, ALUs have been grouped into cores that can execute different tasks. A GTX Fermi chip,
for example, possesses fifteen cores, which are each subdived into two functional units. Each
of these contains sixteen ALUs such that one Fermi GPU actually possesses 480 basic proces-
sors. Across one set of ALUs the instruction is executed on all data. This type of architecture
is called SIMD (single instruction, multiple data). Specialized programming tools are needed
to deal with the SIMD concept and access GPGPUs.
The NVidia CUDA (short for Compute Unified Device Architecture) technology [123] pro-
vides a software development kit (sdk) which allows to develop massively parallel applica-
tions for GPGPUs using standard high-level programming languages such as C [124]. This
technology is now employed in various fields of science. An alternative is OpenCL [84].
The CUDA-sdk maps the GPGPUs architecture to programming concepts. Every single pro-
cessor can execute multiple threads. The multiprocessors are grouped and each group, called
block, shares fast L2 cache memory. The object that holds all blocks is called the grid. In other
words, the block is a one-dimensional array of threads and the grid is a two-dimensional ar-
ray of blocks. Portions of code expensive in data exchange or with massive branching can
be executed in serial on the CPU, called the host. The host can call parallel routines on the
GPGPUs, that is referred to as the device. Note that a grid is the array of blocks containing
all the threads that are to be executed. For the main LB-kernel the grid contains the whole
LB-Lattice. But this is not always the case, it can also contain only a certain selection of LB-
nodes, for example all boundary nodes or a subset of nodes on which an averaging procedure
is to be carried out.
Lattice Boltzmann as a nearest neighbor cellular automaton scheme is ideally suited for the
application to GPGPUs, as communication between different lattice sites is in a favorable
relation to the number of computations per site. For simple setups the performance gain of
a GPGPUs-computation over a computation on a traditional CPU may reach one order of
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magnitude, [160]. A first Lattice Boltzmann implementation for 3D was developed at iRMB
as described in [162]. [68] compared the performance of different LB D3Q19 GPGPU imple-
mentations.
Our implementation of the D3Q27 Lattice Boltzmann model is based on implementations of
[162] and [79]. [103] present a further development of this code for 3D and interactive steer-
ing. Multi-GPU solutions further extend the applicability of GPGPUs computations [143].
We use GPU-computing for most of our basic validation studies in chap. 3. It has been par-
ticularly useful for the turbulent channel flow simulations of sec. 3.1 where we benefit from
comparatively short runtimes in spite of averaging intervals of over a million timesteps.
2.11 Flow around different types of objects
In this section we describe typical flow situations that occur in the build environment. First
we give a rough estimate of the Reynolds numbers that occur in strong wind situations.
Then we turn to specific flow types. Three main types of turbulent flow can be distinguished:
boundary layer flow, flow around streamlined objects, and flow around bluff bodies. A fourth,
complex type of flow is flow around an assortment of structures, where interference effects
between the different components play a dominant role. Circulating flows, such as those
that occur in turbines, are not considered, because they rarely occur in the built environ-
ment. Boundary layer flow occurs in the approach flow in the build environment, such as de-
scribed in 2.11.2 and over surfaces of objects. 2.11.3 gives some details about the logarithmic
turbulent boundary layer and 2.11.4 describes the development of such a boundary layer.
Streamlined bodies are bodies of slim shape, such as airplane wings. Streamlined objects oc-
cur less frequently in the build environment, though bridge decks at zero angle of attack can
be considered streamlined. The flow follows the contour of the object in a boundary-layer
type flow. The total forces on the object are dominated by the viscous forces. RANS models
are successful in modeling flow around such bodies. Bluff bodies flows are maybe the most
important type of flows if one aims at modeling flow around building infrastructure. There
is no precise definition of bluff bodies, but in this work we will refer to bluff bodies as ob-
jects for which the pressure induced drag dominates the shear-induced drag and the flow
detaches. Bluff bodies are described in 2.11.6. Additionally, jet flow is described in 2.11.5 as
an example of shear-dominated flow. For every type of flow one sample testcase will be stud-
ied in this thesis. Channel flow is studied for different collision models and LES models. For
(semi)-streamlined bodies we chose a bridge deck at a non-zero angle of attack. For a bluff
body we consider the flow around surface mounted cubes.
2.11.1 Numerical modeling of storm situations
A storm is a situation where the average wind speeds are above 20.8 ms . A winter gale is a
storm with average wind speeds of 32.7 ms . Wind speeds in gusts can be considerably higher.
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The Reynolds number is given by Re = u0D
ν
. ν is the kinematic viscosity of the fluid. For air
we have ν≈ 1.5·10−5. Assuming wind speeds of above u0 = 20.8 ms and a characteristic length
of D = 10m we obtain
Re ≈ 1.4 ·107. (2.153)
This clearly illustrates that such flows will be highly turbulent and that turbulence modeling
is indispensable. Successful simulations of wind flow around buildings using various turbu-
lence models can be found in e.g. [126].
2.11.2 Atmospheric boundary layer
While the air is unperturbed and dominated by planetary winds far away from the earth sur-
face, a turbulent shear layer is present near the ground. Within this shear layer the velocity
rises from zero at the earth’s surface to an external value. In their guideline for the prediction
of wind fields by CFD [39] state that any code should be able to reproduce the atmospheric
boundary layer profile that we have if no buildings are present. This applies to both the tur-
bulence model with periodic boundary conditions and the inflow conditions. Usually one
assumes that thermal effects can be neglected and that the flow at the upper boundary is
unperturbed. In this case the atmospheric boundary layer can be appropriately modeled by
a logarithmic boundary layer. This boundary layer profile has been extensively studied in
the case of the Poiseuille flow, for which an analytic solution for the mean velocity exists.
According to [106], in atmospheric boundary layer flows the viscous sublayer has an exten-
sion of only a few millimeters while the logarithmic profile is valid for up to a distance of 100
meters from the ground. Above this height meteorological influences such as the Coriolis
force become prevalent. For the logarithmic profile it was assumed that the temperature of
the fluid does not play a role. In atmospheric flows this assumption is valid for the so-called
neutral stratification. If the temperature distribution of the air differs from the adiabatic law,
leading to a horizontal movement of air, the logarithmic velocity profile cannot be used. In
the following we will describe the two main experiments that can be used to study turbulent
boundary layers in a laboratory or with a computer simulation.
2.11.3 Logarithmic velocity profile
Poiseuille flow is the flow that is confined between two parallel no-Slip boundary plates. It is
comprehensively described in [141]. The flow is accelerated by a constant force. In the steady
state the forces in the flow are equilibrated:
τw = ρνdu¯
d y
−ρu ′xu ′y (2.154)
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where τw is the shear stress at the boundary. The last term describes the transport of mo-

















The von Karman-constant κ has to be determined from measurements. The value of κ= 0.41
appears to be valid for all types of turbulent boundary layer flow. For smooth surface sur-
faces C+ has been determined experimentally to C+ = 5.0 Function 2.158 has originally been
derived in the limit of an infinite Reynolds number, or limy+ 7→∞ where near-wall friction
effects can be neglected. Later experimental findings indicate that it is valid for interme-
diate values of y+ only. For very large y+ the velocity grows faster than logarithmic. This
“post-logarithmic”-region is called the wake region [21]. The point of transition from loga-
rithmic to wake region depends on the Reynolds number. For larger Re the logarithmic re-
gion stretches over a larger area. The exact point of transition is still subject to investigations.
In direct vicinity of the wall the motion of particles is influenced by the friction of the wall.
Turbulent fluctuations play a minor role. This region is referred to as the viscous sublayer.
Here the logarithmic profile is not valid, but the velocity increases linearly with the wall dis-




y can be neglected. The viscous sublayer extends
from y+ = 0 to approximately y+ = 12. Between the viscous sublayer and the fully turbulent
logarithmic region lies a transitional zone, called the buffer layer. In these regions the ve-
locity can be approximated by power laws such as the Werner-Wengle law [172]. Picture 2.8
shows a sketch of the near-wall velocity profile with viscous subregion, logarithmic region
and wake region
For rough surfaces the velocity rises slower and the constant C+ is smaller. The built environ-
ment outside the simulation area can be modeled as a surface roughness. Experimental stud-
ies have been conducted to determine the parameter C+ for different built environments.
Apparently the surface roughness is determined by the height of the surface elements. In
[106] the values for some typical surroundings, from open sea to urban build environment,
are given. An LES without wall model above a smooth surface should reproduce the corre-
sponding logarithmic velocity profile. Rough surfaces could be modeled by a set of char-
acteristic obstacles as is common practice in experimental wind tunnels. This will increase
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Figure 2.8: Sketch of the logarithmic velocity profile, based on [174]
the size of the simulation domain substantially, because the velocity-profile at the obstacle
should not depend on the distance from the inflow. Alternatively, wall functions can be used
to impose the desired profile near the wall.
We validate the turbulence model presented in sec 2.9.3 on periodic channel flow and com-
pare with DNS data. DNS data is regarded preferential to experimental measurements, be-
cause those are subject to various uncertainties, e.g. the finite extension of the domain, the
finite roughness of the wall and measurement uncertainties.
2.11.4 Developing boundary layer
The other standard experiment to study the properties of a turbulent boundary layer is flow
over a flat plate. We again follow the discussion of [141]. A flat plate produces a turbulent
boundary layer which evolves with growing distance from the front edge. Close to the front
edge the boundary layer is laminar. We define δ99 as the distance from the plate in normal
direction at which 99% of the far-field velocity Uinf are regained. Its thickness grows with a
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Figure 2.9: Schematic of a developing boundary layer, based on [141]
After some distance x a sharp transition to turbulence occurs. This distance depends on Uinf
and the viscosity ν such that a critical Reynolds number can be defined
Rex,cr i t = Uinfx
ν
(2.160)
Rex,cr i t further depends on the disturbances that are present in the velocity field. It is higher
for lower disturbances and lies between Rex,cr i t ∈
[






G(l n Rex) (2.161)
where G is a function that varies only weakly with Rex . The boundary layer thickness thus
grows (sublinearly) with x. For fixed x and growing Re, as occurs e.g. for decreasing ν, the
boundary layer decreases. The laminar sublayer that is always present, grows with Rex as
well but slower than the total boundary layer thickness. Figure 2.9 shows a scetch of a typical
developing boundary layer.
A similar experiment was used for validation purposes in sec. 4.2.
2.11.5 Jet flow
A jet is a flow type where a fast beam of fluid passes through a resting fluid region. It is simi-
lar to a mixing layer flow. We will be concerned with turbulent jet flows exiting a nozzle with
parallel streamlines at low Mach number. The flow is statistically stationary and, for a round
nozzle, axisymmetric. Following [141], such a flow can roughly be divided in three regions.
Fig. 2.10 gives an overview over the three regions. In the initial region the flow is parallel and
laminar. The velocity is a step function: it is zero in the surrounding region and constant in-
side the jet. In the subsequent transition region a (turbulent) boundary layer begins to form
and spreads until the mixing occurs within the entire cross section of the jet. In the main re-
gion, the flow reaches its final self-similar velocity profile. The boundary layer equations are
valid and give a solution, which is independent of the Reynolds number but leaves constants
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Figure 2.10: Schematic of a turbulent jet, based on [141]
that have to be determined experimentally. We give the solution in the form presented e.g.















where ux is the velocity at some position (y,r ), u0 is the velocity at the inlet, and um is the
velocity in the axis of the jet at some position (y,r = 0). D is the size of the opening and the
parameters α0, α1 and k are free constants. r is the distance from the jets axis and y is the
distance from a virtual origin of the flow. It is chosen such that u0 = um(y0), where y0 is the
distance between the opening and the virtual origin.
Jet flow is a standard flow type that has been studied thoroughly both experimentally and
numerically, such as in the early experimental work [176]. Jets occur almost everywhere in
technical fluid dynamics, from microjets [114] to jets behind the nozzle of an aircraft turbine.
The present study was conducted for a study of jet flow behind a ship propeller, where the
large rotation jet can lead to river or channel bed erosion [53]. A Lattice Boltzmann study of
a turbulent square jet flow has been carried out in [178]. The MRT and LBGK models with
Smagorinsky LES have been compared on a uniform grid with a D3Q19 stencil. [114] con-
ducted a further study of a square jet with Lattice Boltzmann. They used the D3Q19 LBGK
model, dynamic Smagorinsky and a grid-stretching scheme on a non-uniform grid. Their
setup, however, differs from ours as a) a square jet is considered instead of a round jet, b)
the focus lies on periodically forced jets and the free jet is not studied in detail. Jet flow plays
a minor role in flow around building structures. It is nevertheless an interesting validation
case. It is a shear-flow like boundary layer flow but with a more complex geometry of the
flow. Semi-analytical solutions and accurate measurements exist. It can thus be studied as
a intermediate configuration between boundary layer flows and flows around objects with
constant geometries.
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2.11.6 Bluff bodies
Bluff bodies are a standard component of infrastructure. Turbulent flow around low rise
buildings, but also high-rise buildings and and sometimes bridges is detached and its char-
acteristics differ from flow around stream-lined objects. Often separation takes place along
sharp edges and large recirculation zones are present. These recirculation zones coincide
with regions of adverse pressure gradients. The most prominent case of flow around a bluff
body is the Karman vortex street behind a two-dimensional cylinder. In fact, the alternating
shedding of vortices is characteristic of flow around bluff bodies and Strouhal numbers can
be determined even when the flow at higher Reynolds numbers seems completely chaotic at
the first glance, as is stated in section 4.4 of [152]. Obviously three dimensional objects are
not described well by 2D models. When a RANS model is used to compute the mean flow
field around e.g. a wing profile, the computational cost is much lower than for a full three
dimensional LES solution. If the object itself is already three-dimensional, some of the gain
in efficiency of RANS models over LES models is lost. Flow around bluff bodies (cubes) is ex-
pected to be less sensitive towards a correct modeling of the boundary layer than flow with-
out detachment or immediate reattachment. [139] state that URANS has traditionally been
used for simulating separated flows, but has given unsatisfactory results when encounter-
ing massive separation. They attribute this to the modeling assumptions of RANS equations
where more equilibrium-type flows are considered. Consequently, LES and Hybrid models
should be used for such flows. In this work a surface mounted cube and an extruded bridge
cross section at a finite angle of attack have been studied.
3 Validation studies
The outcome of various basic testcases is presented in the following. First, all models intro-
duced in the introductory sections are tested on a turbulent channel flow benchmark. Both
highly under-resolved and near-DNS simulations are carried out, depending on the model
and the properties we are interested in. For the different collision models, the implementa-
tion is validated and convergence is assured. After studying the channel flow benchmark, we
will proceed to several other tests. For these tests only a few variants of the collision mod-
els and LES models will be taken into account and the tests will be designed to show some
specific properties of the models, such as the test of the frozen-in peak where differences
between the MRT model and between the different CLB models can be observed. The con-
fidence gained with some of the models then allows us to proceed with more complex flows
in the next chapter.
3.1 Comparison of LB-collision models for turbulent channel flow
Turbulent flow between two flat plates is a basic benchmark for turbulence models and CFD
solvers in general. Section 2.11.3 discusses the characteristics of this special flow type.
We compare the solutions for turbulent channel flow for different collision operators with
the DNS solution of Kim, Moin and Moser [85] for Reτ = uτH/ν= 180 with the half-channel
width H and the wall-friction velocity uτ. No LES model is employed, but the resolution
is coarser than it would be for a full DNS (y+ = 1.5 at the first node and y+ = 3 at all other
nodes). This resolution was chosen for two reasons, because a significantly higher resolution
would have exceeded the memory requirements on the available GPGPU card and because
it was one goal to keep the results comparable to existing LB-channel flow studies. Similar
work was previously carried out by Freitas et al [40]. For this work, an erratum and extension
is currently in preparation [33]. Both the original work and the erratum use a grid resolution
of (211x135x61) nodes in stream wise, normal, and spanwise direction, respectively. Another
study on this subject has evaluated the Entropic Lattice Boltzmann method for turbulent
channel flows by [156] on the same test case with a grid resolution of (513x257x129). We first
reproduce Freitas simulation for the D3Q19 BGK model on the same grid. Then we consider
the D3Q27 Factorized Cascaded and the D3Q19 BGK, TRT and MRT collision operators on
the same grid but for the Reynolds number of the DNS data on the same grid as [33]. Also
the Mach number was set to M a = 0.01 for all cases as in [33]. For the MRT model the set of
relaxation rates recommended in [29] was used. For the TRT model the relaxation factors for
the odd moments were set to one. We presume that the set of magic relaxation factors by [63]






















Figure 3.1: Mean velocity for the four collision types
is not sufficiently stable for these simulations, because for very low viscosities the relaxation
factor of the odd moments is very close to zero. Because the stability depends on several pa-
rameters, such as initial conditions, viscosity and velocity, we cannot fully exclude that it is
possible to conduct a stable simulation with the given setup for the TRT model with magic
parameters. For the Factorized CLB model all the free relaxation parameters were set to one,
except for the second-order ones.
The data were averaged in time for at least 500000 time steps or twenty-two eddy turnover
times. Additionally, a spatial average over points of equal distance to the boundary was
taken.
All simulations were carried out with single precision on GPGPUs. Because the forcing term
in LB-units was smaller than the round-off error, a rescaled force was applied every ten
timesteps.
Plots 3.1 to 3.4 show the mean velocity and the fluctuations for the three velocity compo-
nents for all four models. The mean velocity is quite similar to the original DNS-result for
all the methods considered, confer Figure 3.1. The mean velocity is over-predicted by the
D3Q27 Factorized CLB model and under-predicted by the D3Q19 BGK model. For the RMS
values of the three velocity components differences between the DNS result and our sim-
ulations can be observed, as can be seen from Figures 3.4, 3.2 and 3.3. The variance of the
stream wise component is over-predicted near the boundary.
In [40] it is argued that stability considerations, predicting superiority for MRT and CLB
models, would not necessarily hold for wall-bounded flows and show numerical evidence
for lower stability. Further, they report on unphysical behavior at the boundaries for these
models. We obtain different results. No oscillations as those shown by the authors of [40]
were observed. In an erratum [33] of the original paper, the simulation results are similar to
those presented here. The results shown therein were slightly more accurate than ours. We
attribute this to round-off errors because double precision was used instead of single preci-
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Figure 3.2: RMS values for the spanwise velocity component
  



















Figure 3.3: RMS values for the wall-normal velocity component
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Figure 3.4: RMS values for the streamwise velocity component
sion in their work.
To confirm that the remaining deviation of our results from the results of [33] is due to round-
off error, the BGK simulations were repeated with double precision. Figures 3.5 show the re-
sults. They are now in agreement with the results of [33].
Overall, all models are able to reproduce the mean velocities and fluctuations well. It is as-
sumed that the remaining error is partly due to round-off errors. In particular, the “unphys-
ical” behavior observed in [40] for the MRT model could not be confirmed and the model
behaves satisfactorily.
3.2 Comparison of different LES models for turbulent channel flow
In the present section we want to find out to what degree a Lattice Boltzmann-based flow
solver can reproduce mean flow and RMS fluctuations for this testcase if used with an LES
model on an under-resolved grid. Such studies have been carried out before, e.g. in [131]
for the static and dynamic Smagorinsky model or [170] for the WALE model. Our aim is to
compare the various LES models presented in 2.9, also using several different grid resolu-
tions. In the applications we consider later, the flow will often be under-resolved. This is
quite common in engineering applications. Hence, this section intends to shed some light
on the performance of the models for “inappropriate” resolutions.



















































Figure 3.5: Velocity and variances for the BGK model (red dots) with double precision accuracy in com-
parison to the reference data (green line)
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3.2.1 Setup
Turbulent channel flow simulations are carried out for different LES models, including the
Cascaded Lattice Boltzmann (CLB) model as an implicit LES and for different grid resolu-
tions. The Reynolds number based on the mean flow velocity and the full channel height is
Re = 4586. This corresponds to Reτ = 150. The following models were studied:
• CLB
• Smagorinsky Model
• Smagorinsky Model with van Driest damping
• Wale model
• Vreman model
All models were tested with a resolution of 32, 48 and 64 grid points in wall normal direction
on a uniform grid, except for the Vreman model, for which only the lowest resolution was
considered. An additional study comparing the Vreman model to the WALE model will be
presented in the following section. For the lowest resolution of 32 grid points in wall-normal
direction we used 32 points in spanwise and 64 in mean flow direction. For the 48 points
grid resolution we chose 48 points in spanwise direction and 90 points in flow direction. For
the 64 grid points resolution in wall normal direction we used 64 points in spanwise and 128
points in mean flow direction. For all models the TRT relaxation coefficients (λ, 1) and the
D3Q27 velocity set were used. For comparison simulations of the Smagorinsky model with
the D3Q19 velocity set and the MRT relaxation coefficients suggested by [29] were carried
out for the three grid resolutions. A Smagorinsky constant of cs = 0.18 was used. DNS data
for this flow case was available from the DNS database of the University of Tokyo [164]. It
was obtained with a spectral model. Note that the near-wall resolution is far below the rec-
ommended value for wall-resolved LES simulations. Thus, the expected error is expected to
be high for all models. To test the accuracy of the CLB model for a higher resolution, studies
with near-DNS resolution were carried out, see the preceding chapter 3.1.
3.2.2 Qualitative discussion of the results
Figures (3.6,1) and (3.6,2) show snapshots of the streamwise velocity component for the x-,
y- and z-plane of the channel. Note that the the fluctuations produced by the CLB model
(with TRT relaxation coefficients) are smaller than those produced by the Smagorinsky-MRT
model. The instantaneous eddy viscosity for the four LES models considered is shown in
Figure 3.7. As expected, the van Driest damping reduces the eddy viscosity near the boundary
and the Vreman and Wale models also yield a reduced eddy viscosity near the boundary. The
Vreman and Wale model both give more a “spot-like” eddy viscosity, while the Smagorinsky
eddy viscosity shows streaks.
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Figure 3.6: Snapshot of the streamwise velocity components, top: CLB, bottom: Smagorinsky MRT
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Figure 3.7: Comparison of the instantaneous eddy viscosity ντ for four different models for snapshots of
the xz-plane where orange marks the highest values and blue the lowest














DNS lit.D3Q27 TRT CLB 32D3Q27 TRT CLB 48D3Q27 TRT CLB 64D3Q27 TRT Smago 64
Figure 3.8: CLB channel flow for different grid resolutions
3.2.3 Quantitative discussion of the results
The resulting mean velocity profiles are given in Figures 3.8 to 3.10 where y+ is the dimen-
sionless wall distance and u+ = u/uτ the dimensionless velocity. The most apparent dif-
ference between the simulation results and the DNS reference data is that all models un-
derestimate the velocity at the first few grid points. The greatest error is observed for the
Smagorinsky model at the lowest grid resolution. For higher resolutions the results improve.
We want to separate the effects of the collision operator from the effect of the LES model, so
the Smagorinsky model was also tested with TRT relaxation coefficients. The error is smaller,
but does not reach values as those seen for the D3Q27 TRT Wale, Vreman, van Driest and
CLB model, which are almost identical. This is true for the two lowest resolutions. For the
resolution of 64 grid points the D3Q27 model was additionally considered without any tur-
bulence model. Its performance is in between that of the D3Q19 MRT Smagorinsky model
and the advanced eddy viscosity models with a D3Q27 TRT collision model. The experiment
was repeated at a higher Reynolds number of Reτ = 400, corresponding to Re = 13900. Only
the Smagorinsky MRT and the C LB models with T RT relaxation coefficients were consid-
ered. As can be seen from Figure 3.10 the same behavior as before is observed. The mean
velocities are matched quite well by the C LB model even with coarse resolution.
Figures 3.11 to 3.13 visualize the RMS fluctuations of the three velocity components. As the
flow is not well-resolved, no good representation of the RMS-fluctuations are expected. Note
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Figure 3.10: Smagorinsky (blue) vs CLB (green) for grid resolution h/d z = 64 and Reτ = 400












DNS lit. uuD3Q27 TRT Casc 48D3Q27 TRT Wale 48D3Q27 TRT Smago 48D3Q27 TRT Smago-vDriest 48D3Q27 TRT Casc 64D3Q27 TRT Wale 64D3Q27 TRT Smago 64D3Q27 TRT Smago-vDriest 64
















DNS lit.wwD3Q27 TRT Casc 48D3Q27 TRT Wale 48D3Q27 TRT Smago 48D3Q27 TRT Smago-vDriest 48D3Q27 TRT Casc 64D3Q27 TRT Wale 64D3Q27 TRT Smago 64D3Q27 TRT Smago-vDriest 64
Figure 3.12: RMS fluctuations of the velocity in wall normal direction














DNS lit. YYD3Q27 TRT Casc 48D3Q27 TRT Wale 48D3Q27 TRT Smago 48D3Q27 TRT Smago-vDriest 48D3Q27 TRT Casc 64D3Q27 TRT Wale 64D3Q27 TRT Smago 64D3Q27 TRT Smago-vDriest 64














DNS lit.D3Q19 MRT Smago 32D3Q19 MRT Smago 48D3Q19 MRT Smago 64D3Q19 MRT Smago-vDriest 64D3Q19 MRT -- 64D3Q27 TRT Smago 64
Figure 3.14: 〈V x〉 for D3Q19 Smagorinsky for different levels of refinement













DNS lit.D3Q27 TRT Smago 32D3Q27 TRT Smago 48D3Q27 TRT Smago 64













DNS lit.D3Q27 TRT WALE 32D3Q27 TRT WALE 48D3Q27 TRT WALE 64D3Q27 TRT Smago 64
Figure 3.16: 〈V x〉 for D3Q27 WALE for different levels of refinement













DNS lit.D3Q27 TRT Smago-vDriest 32D3Q27 TRT Smago-vDriest 48D3Q27 TRT Smago-vDriest 64D3Q27 TRT Smago 64
Figure 3.17: 〈V x〉 for D3Q27 Smagorinsky model with van Driest damping for different levels of refine-
ment
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y+ Case 1: 4.4, Case 2: 7.0
Reτ 180
Table 3.1: List of values for the Wale and Vreman channel flow simulation
that the values both underestimate and overestimate the DNS-predictions for some resolu-
tions.
3.2.4 Comparison of the Vreman- and the WALE model
Further, the Vreman model was implemented, which is expected to behave similarly to the
WALE model. As opposed to the simulations with fixed mean velocity in mid channel plane,
simulations carried out with fixed forcing. That way, the ability of the WALE model to repro-
duce the correct mean velocity could also be tested. Because the TRT had already performed
well in the studies with fixed forcing, it was used exclusively for this testcase. In contrast to
sec. 3.2 double precision was used, because this was possible on the more recent GPU (GTX
580) on which these simulations were carried out. Table 3.1 shows the details of the setup.
In Figure 3.18 the mean velocities for the four cases considered can be found. Figures 3.21,
3.19, and 3.20 show the RMS-values. The very good match of the mean velocities for the low
resolution is suspected to be by mere chance, because at y+ = 7 no reliable near-wall results
can be expected and the high accuracy for the mean component is not reflected by results
for the fluctuation terms. The results for the higher resolution of y+ = 4.4 give a more reason-
able picture. In all, the accuracy is comparable for both models. The computational time of
the current implementation was found to be 10% higher for the Vreman model than for the
WALE model. [119] found the Vreman model to be 30% faster than the WALE model.
3.2.5 Conclusions
The results clearly demonstrate that all LES models considered, and especially the CLB
model, produce better results than the simple Smagorinsky model. The D3Q19 MRT models
with Smagorinsky LES yields the poorest results, the D3Q27 CLB model with T RT relaxation
factors the best. The WALE and the Vreman model give very similar results. As will be seen
later in sec. 3.1, the performance of the MRT model matches the performance of the other
models for adequate resolutions (y+ = 1.3 in our case).















WALE, TRT, 27Vreman, TRT, 27WALE, TRT, 40.5Vreman, TRT, 40.5KMM, DNS















Vreman, TRT, 40.5WALE, TRT, 40.5Vreman, TRT, 27WALE, TRT, 27KMM,DNS
Figure 3.19: Comparison of the spanwise fluctuations for WALE and Vreman at two different resolutions















Vreman, TRT, 40.5WALE, TRT, 40.5Vreman, TRT, 27WALE, TRT, 27KMM,DNS












Vreman, TRT, 40.5WALE, TRT, 40.5Vreman, TRT, 27WALE, TRT, 27KMM,DNS
Figure 3.21: Comparison of the streamwise fluctuations for WALE and Vreman at two different resolu-
tions
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3.3 Validation of the SAS model
In the present section the SAS model is evaluated. As a preliminary test, the wall-boundary
condition is first tested separately with a laminar Poiseuille flow test case without any turbu-
lence model. The K1E1 model is then validated for channel flow. The results are compared
with Prandtl’s mixing length model and the logarithmic velocity profile. Both the near-wall
and wall-model version are considered. Similar studies have been presented in [158] where
an LB-based k-epsilon and a simple mixing length model were compared for a boundary
layer in a circular tube.
Preliminary validation of the boundary condition: laminar Poiseuille flow
A simple wall model can be implemented using the relation for the second order moment









Laminar flow in a straight channel provides a straightforward first test case, as the analytical




the corresponding velocity profile is given by
vx = 4 vmax y (L− y)
L2
. (3.3)
We ran a simulation with a total channel width L of 45 lattice units and a distance of d = 10∆x
between wall and boundary. Accordingly we have
µ˜
neq














µy,BC = µz,BC = 0 (3.6)
The forcing was set according to eq. 3.2 with vmax = 0.03 in lattice units per time steps. The
simulation converged to a maximal velocity v si mumax = 0.0295∆x/∆t of and a velocity of v si muBC =
0.0203∆x/∆t . The analytical values are vmax = 0.03∆x/∆t and vBC = 0.0207∆x/∆t , so the
error lies between 2.0% and 1.7%.
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Figure 3.22: vx for a laminar Poiseuille flow with the moment-based method (dots), in comparison to
the analytical solution (dotted line)












With this boundary condition and the same setup as above we obtain an l1-error of less than
0.1%. The results for this simulation are shown in 3.22
3.3.1 Log-layer simulations with the K1E1 model
Now, after the initial validation of the wall-boundary condition, the K1E1 model and the off-
wall boundary condition are applied to simulate the log-layer. The friction velocity uτ and
with it the shear stress µneqx y are determined by numerically inverting the logarithmic law for
a velocity at a near-wall grid point using a fixed-point iteration. Then, the derivative at the
wall is enforced by setting the velocity and derivatives at the off-wall node correspondingly.
In Lattice Boltzmann terms, the velocity and the second Lattice Boltzmann moments were
set with the method that was tested in 3.3. The mixing-length turbulent viscosity was set as
the wall boundary condition for the K1E1 model. The Reynolds number is 2650, based on
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c1 c2 σ κ A+
0.144 1.856 1 0.41 13
Table 3.2: K1E1 model coefficients
the maximum velocity and the half-channel width, with a grid resolution of 31 grid points
for the off-wall model and 63 grid points for the low-Re formulation. The first grid node was
located at a a distance d = 5∆x from the solid wall for the off-wall case and d = 1/2∆x for
the low-Re case. A velocity of 0.012∆x/∆t was imposed on the other side of the domain. This
corresponds to Reτ = 176 and y+ values of y+w all−l aw (1∆x) = 4.7, y+near w all (1∆x) = 2.5. For
the resolved case with wall-damping function, the first node is located a y+ = 12.5. This is
just barely inside the buffer region and outside the logarithmic region, which begins roughly
at y+ = 13. For the wall-modeled case the first node lies at y+ = 23.6. As a collision model,
the D2Q9 MRT model was used, where all collision factors, except the one responsible for
the shear velocity, were set to one. The testcase is effectively one-dimensional with periodic
boundary conditions in flow direction. The aim is to use these models in the near-wall region
of high-Reynolds number turbulent flows, for which the use of LES models is computation-
ally expensive. The model constants were computed from the factors of the standard k − ε
model using the relations
c1 = (cε2− cε1)pcν (3.11)






as shown in [116]. The low-Re formulation suggested in that paper was also implemented.
The resulting model coefficients of the model and the low-Re-terms are given in Table 3.2.
Figure 3.24 shows the velocity profile for the same testcase as before with the near-wall for-
mulation in comparison with the logarithmic law.
Note that with and without wall-model the velocity is slightly overestimated. An error of 1−
2% is found for both variants, depending on the boundary conditions used.
3.3.2 K1E1 validation on a surface mounted cube
The K1E1-SAS model was validated using the surface-mounted cube testcase as described
in [108]. The Reynolds number was Re = 40000. As in sec 3.3.1 the D3Q27 MRT model with
relaxation parameters (1,λshear ) were used and the same model parameters were employed
for the K1E1 model. A resolution of 30 grid points for the height of the cube was used. The
grid was 60 points high, had 300 points in flow-wise direction and 128 points in spanwise
direction. The rather high blockage ration had to be used because of limited resources (the
code runs on a single Tesla GPU) and because the resolution was at its minimum. When less
grid points (10,20) were spend on the cube the top vortex was not resolved. We use the for-
mulation with near-wall damping and no-slip conditions, even though the boundary layer is




















k1e1 with near wall formulation
log-law
Figure 3.23: Velocity profile for the K1E1-LB model with wall model in comparison to the log-law,






















Figure 3.24: Velocity profile for the K1E1 model with near-wall formulation, the dotted line shows the
log-law solution
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Model Yr Xf Xb
Exp 0.17 1.040 1.612
K1E1 0.183 0.53 2.217
LES 0.17-0.24 1.24-1.31 1.53-1.6
k-eps 0.0062-0.162 0.64-1.215 2.182-3.405
Table 3.3: Comparison of the vortex extensions for some characteristic vortices, see fig 3.25
not adequately resolved, as the implementation was valid for uniform grids only. We deter-
mined the position of the the major vortices. Experimental [108] data, data from LES simu-
lations [87] and data from RANS simulations ([89] and references therein) were available for
comparison. Table 3.3 shows a comparison, the positions of vortices are labeled as in Figure
3.25. Note that the extension of the rear vortex is overestimated by all RANS models. The val-
ues determined by our simulation lie within the range of values that are usually determined
by RANS-models. In experiments X f was measured as X f = 1.6 and RANS-models usually
overestimated the recirculation region in the rear of bulk bodies. Comparing to [89] we see
that the basic k −ε-models with wall-functions that give a smaller value for the rear vortex
extension also gave too small values for the front vortex extension. This is true also for our
simulation results. Of the models considered in [89] only the two-layer models gave better
values for the front vortex, but some dramatically overestimated the rear vortex. Some vor-
tex shedding can be observed and is shown in Figure 3.26. This means that the time step
and grid spacing are almost small enough for the model to operate either in the URANS or
in a true hybrid mode. A study on a non-uniform grid would be necessary to obtain reliable
results on the hybrid behavior.
3.3.3 Summary and Outlook
The one-equation RANS model K1E1 has been implemented an tested. First, it was validated
for boundary layer flow and then applied to flow around a surface mounted cube. For the
turbulent channel flow simulations at medium Reynolds number, the model reproduces the
log-layer profile with both the near-wall model and an off-wall boundary condition with
good accuracy. Preliminary tests on a surface mounted cube with a low resolution and a near
wall model gave reasonable results, considering that the mesh was too coarse to resolve the
boundary layer. So far, the implementation works with uniform meshes only which makes
the application to flow situations with complex geometries difficult. Because of this, no flow
around an object with hybrid RANS-LES behavior could be studied. The wall-model needs
to be extended to include wall-normal velocity components and adverse pressure-gradients.
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(a) Streamlines around the surface mounted cube for the SAS model
(b) Sketch of expected streamlines [177]
Figure 3.25: Comparison between simulation results and expected streamlines from [177]
Figure 3.26: Vortex shedding around the cube, the spanwise velocity component is shown
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3.4 Inflow boundary conditions for turbulent flow using auxiliary
simulations
For simulations of turbulent flow, often inflow boundary conditions have to be provided
which contain appropriate turbulent fluctuations to match a given turbulence intensity. Sev-
eral approaches exist for reproducing the correct level of turbulent stresses, the correct spa-
cial distribution and the correct temporal correlations. A viable method for producing the
correct inflow profiles consists in using auxiliary simulations that run in parallel with the
main simulation and supply the inflow data. For example, a turbulent channel flow with pe-
riodic boundary conditions can generate the inflow profile in cases like the one of the surface
mounted cube. We chose to match only the turbulent intensity because the turbulent length
scale is much more difficult to "‘tune"’ to a given desired value. For the turbulence intensity





where U (x) is the velocity vector and the average is intended as an average over time. The
desired turbulent intensity can be obtained by rescaling the fluctuations
ui n = 〈U 〉+u
′
aux
TIt ar g et
TIaux
. (3.14)
Now, the higher order moments have to be chosen. It seems acceptable to extrapolate the
second order non-equilibrium moments from the neighboring node. Alternatively, the mo-
ments can also be obtained from the auxiliary simulation. Note that, if the auxiliary system
and the main system work with different viscosities, the post-collision moments have to be
rescaled






This formula is similar to the formula that is often used for rescaling the moments in sim-
ulations on non-uniform grids [87], but stated here for the post-collision terms instead of
the pre-collision terms. To validate the method, turbulent flow for channel flow simulations
was generated. In the auxiliary simulation the viscosity was set to ν = 0.00005∆x2/∆t , with
〈vmax〉 = 0.012438∆x/∆t and 64 grid point across the channel were used. The extension in
the other two directions was 128 and 32 grid points. This corresponds to a Reynolds number
of Re = 15900, a turbulence Reynolds number of Reτ = 458 and a grid spacing of y+ = 14.3.
For the main simulation a different inflow velocity was used. We chose a logarithmic profile
with a mid-channel mean velocity of 〈vmax〉 = 0.0218912∆x/∆t . For both models a D3Q27
CLB model with TRT collision factors (λ,1) was used. Figure 3.27 shows the development of
the turbulent intensity at a fixed distance from the wall (20 grid points). For one of the four
setups the turbulence intensity decays, for the other setups it stays constant. The rapid de-
crease behind D = 120∆x is due to the outflow condition which enforces a constant density





















Figure 3.27: Turbulence Intensity along channel at a fixed distance of 20 grid points from the wall
across the outflow plane. Figure 3.28 shows the turbulence intensity over the distance from
the wall for the first two setups and the auxillary simulation.
In the present section we have shown the principal validity of using auxiliary simulations
with Lattice Boltzmann channel flow simulations, even if the main and the auxiliary setup
differ in their viscosity and mean velocity. A classical, similar method is Lund’s rescaling
method, that is used to generate boundary layers of finite thickness [105]. Hence for us, such
a method may be an option for studying details of the flat plate boundary layer (sec. 4.2).
Turbulent fluctuations may further be generated synthetically based on a given turbulence
velocity spectrum.
3.5 Interpretation of the CLB model as an implicit turbulence
model
3.5.1 Introduction
In this section we motivate the interpretation of the CLB model as an implicit large eddy sim-
ulation (ILES) model. With some qualitative arguments and numerical examples we point
out similarities and differences between eddy viscosity models, scale similarity models and
the CLB models. As shown in [50] the CLB model is stable for relatively high Mach numbers
























Figure 3.28: Turbulence intensity across channel
and yields the correct E(k)−5/3 relation between the turbulent kinetic energy and the wave
number. We first give some arguments that point to the qualities of CLB as an implicit turbu-
lence model. After that, we show simulation results for flow around a rectangular object at a
medium Reynolds number for the different models. A Taylor-Green vortex at low resolution
is also considered.
3.5.2 Discussion of the CLB collision terms in terms of ILES models
We start with a discussion of the terms that we suspect responsible for the ILES behavior.
Apparently, the contribution of terms specific to the CLB model to the fluid behavior is large,
whenever gradients are large, because CLB differs from traditional LB models for third- and
higher order moments. In the Navier Stokes-type equation derived from CLB-models addi-
tional error terms of the form (∂xiµx j )(∂x jµxk ) occur among other second-order error terms.
These terms remind us of the LES models called similarity models. Bardina’s similarity model
[4] is derived from the assumption that the small scales behave in a similar way as the large
scales. One thus assumes that the Reynolds stress tensor Ri j = ui u j−u¯i u¯ j can be modeled by
doing a Taylor expansion of u. This leads to τi j =Cbar di na
∑
k (∂xi uk )(∂xk u j ). The derivatives
can be computed from finite differences [59]. Cbar di na is a constant of the order of unity. This
model does not rely on the Boussinesq hypothesis, the eddy-viscosity term is not isotropic.
The model is difficult to use for engineering-related flows because it is not sufficiently dis-
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Figure 3.29: Schematic of the flow around a rectangular obstacles
sipative [113]. Instead, we want to apply it to some simple medium Reynolds number flows
to compare its behavior to the CLB behavior. It should however be clear that the CLB model
differs from Bardina’s model because several terms occur in CLB that do not occur in Bar-
dina’s model, some of which apparently account for the stabilization. A set of “new terms”
are those of the form uxi (∂xi xi u j ).
3.5.3 Flow around a rectangular obstacle
We compare the models qualitatively for flow around a rectangular obstacle at a medium
Reynolds number. The domain is periodic in flow direction and no-slip boundary conditions
are applied at the top and bottom. The domain size is 128x128 and the plate covers 70 grid
points in normal direction. It is seven grid points long. The initial velocity is vx = 0.01∆x/∆t
and the Reynolds number is Re = 7000. The flow is then left to decay. Bardina’s similarity
term is applied directly to the second order moments. Schematic 3.29 illustrates the setup.
Pictures 3.30 to 3.31 show screen-shots for the density of the fluid at different time steps
ranging from 1300∆t to 1900∆t . All simulations were conducted with D3Q27 models, the
relaxation coefficients were set to one, except for the LBGK-coefficient. The plain MRT, MRT
with the Smagorinsky model, MRT with Bardina’s model, and the CLB model are compared.
All four models are started from the same initial condition and diverge over time. The plain
MRT and the MRT model with Smagorinsky LES behave similarly, while Bardina’s model and
CLB behave differently but similarly to each other.
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(a) Timestep 1300
(b) Timestep 1500
Figure 3.30: Snapshot of the density for the flow around a rectangular obstacle for different turbulence
models, timesteps t=1300 and t=1500
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(a) Timestep 1700
(b) Timestep 1900
Figure 3.31: Snapshot of the density for the flow around a rectangular obstacle for different turbulence
models, timesteps t=1700 and t=1900

















Figure 3.32: Pressure fluctuation for Taylor-Green vortex, resolved with ten gridpoints plotted along a
diagonal line x = y
3.5.4 Taylor-Green vortex
We try to confirm the results using basic standard benchmarks, as the above testcase is rather
arbitrary. A test on laminar Poisseuille flow is not in agreement with the results above, as the
Smagorinsky viscosity is the prevailing effect. The three other models behave alike. As can be
seen easily, Bardina’s model does not give a contribution for pure shear.
It was thus decided to study a Taylor-Green vortex [157], which is a standard, but sufficiently
complex testcase. For a Taylor Green vortex a similar behavior to that of the vortex shedding
testcase described above is found. One vortex is resolved with ten grid points only. The vis-
cosity was set to 0.001∆x2/∆t . The plot (3.32) shows the density variations of the four models
after 1600 time steps along a coordinate axis. For different time steps and plots along differ-
ent axis the situation is comparable and therefore not shown here. For prefactors Cbar di na
in the range of [0,6] the density variations for Bardina’s model lie within the value found for
the C LB model and the MRT model, where the case Cbad = 0 coincides with the MRT model
and larger values of CB ad > 6 were not tested because they were did not match the model as-
sumptions. The simulation results shown here were obtained with an intermediate value of
CB ad = 1. The values for the velocity practically match. The Smagorinsky model is more dis-
sipative than any of the other three models and the density variation and velocity amplitudes
decay faster.
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3.5.5 Conclusions
The above arguments and numerical test are of qualitative nature. Further quantitative in-
vestigation is necessary. On the other hand, meaningful empirical criteria are difficult to
specify. An improved theoretical understanding of the effect of the CLB model as an implicit
turbulence model is still needed. The complexity of the vortex shedding case, however, is a
strong hint that the agreement between the C LB model and Bardina’s self-similarity model
is not completely coincidental. The idea was confirmed by tests on the Taylor Green vortex,
such that we suspect that the (∂xi uk )(∂xk u j )-terms have a strong effect on the behavior of
the C LB model as a turbulence model.
3.6 A simple test: advection of a frozen-in velocity peak
A simple test on the factorized CLB and the cumulant model is carried out. The aim here is to
identify differences between CLB-variantsm such ath basic CLB, the FCLB, and the cumulant
model for selected sets of relaxation factors. The tests are based on a numerical experiment
described in [47], (sec 4.3.1), which will be explained first.
In this experiment the behavior of a velocity peak along a single line that is only one node
thick when the velocity at all other nodes is zero, is investigated. The direction of the velocity
is parallel to this line and the nominal viscosity is ν= 0. The effective viscosity is only due to
numerical diffusion. For this specific testcase, a stable solution can be obtained for partic-
ularly dissipative numerical schemes. No advection occurs, because the fluid is transported
along one path only. In an ideal model no dissipation should occur and if the viscosity is zero,
the velocity peak would be “frozen-in”. A numerical model is expected to either become un-
stable or stabilize the flow by numerical dissipation. In the latter case, the velocity peak will
decay over time. In [47]’s setup the domain was periodic and the simulation was carried out
with a D2Q9 model, such that the domain was quasi-one dimensional. The BGK model was
found not to be stable, the CLB model (with all free relaxation parameters set to one) was
stable and showed dissipation only at the first few time-steps. After that it converged to an
essentially time-invariant state.
We repeat the experiment with D3Q27 models in a three-dimensional setup (quasi two-
dimensional). For the Mach-number of the velocity peak we choose vLB = 0.01∆x/∆t (M a ≈
0.005).
If all free relaxation parameters are set to one, the CLB model, the factorized CLB model and
the cumulant model are stable but the peak is not frozen-in. We further notice that the flow
is not symmetrical. In Picture 3.33, the cross shape of the regions of equal velocity after 100
timesteps can be seen. The peak widens along the characteristic directions. The behavior of
all three models is identical.
The relaxation parameters Set I from [49], which can be found in the appendix C, have been
successfully used to improve isotropy in the case of the shear-wave [49] and for the square
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Figure 3.33: Velocity for the cumulant model, top: all-to-one relaxation parameters, bottom: parameter
set I
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Figure 3.34: Velocity after 100 timesteps for the FCLB and cumulant model will all-to-one relaxation
factors (indistinguishable, red) , the cumulant set I (blue) and the CLB all-to-one (violet),
left: along the y = z-diagonal, right: along an axis
duct (section 3.7). Simulations are carried out for the factorized CLB and the cumulant model
with this set of relaxation parameters. A frozen-in velocity peak with improved rotational
symmetry is obtained for the cumulant model (cf. picture 3.33). The CLB and factorized CLB
models become unstable. Plots (3.34,1) and (3.34,2) show the velocity along the y = z and
the z-axis respectively.
The dominant contribution seems to be the term M cy y M
c
xzz+M czz M cx y y to the fifth order mo-
ment M cx y y zz . In fact, the factorized CLB model will give almost identical results to those of
the cumulant model for the first 100 time steps if this contribution is added, even though it
still becomes unstable after that. It is sufficient if only the equilibrium contribution of the
second order moments is considered ((M cxzz +M cx y y )/3 instead of
(
M cy y M
c
xzz +M czz M cx y y
)
.
We conclude that the cumulant model behaves differently from the factorized CLB and the
CLB model for this testcase. Unlike the CLB and FCLB models, tt is stable for set I of re-
laxation parameters, which improves rotational symmetry. The effect of the different relax-
ation factors for CLB models is not yet well-understood. The non-linearity of the CLB mod-
els makes an analysis quite complex, especially since higher order contributions (O(ε4) and
higher) are of interest.
Similar results have recently been obtained for turbulent jet flow. Flow entering a domain at
rest through a circular orifice at a Reynolds number of 6700 is studied in [56] with the D3Q19
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model with Smagorinsky LES and with the D3Q27 factorized CLB model. The former leads
to a non-circular cross section of the jet.
3.7 Convergence studies
The Cascaded Lattice Boltzmann model and the Cumulant model are validated for flow in
a square duct. Different collision factors and collision modules are compared. The D3Q27
model is compared to the D3Q19 model. A validation of LBM for the square duct problem
was carried out previously in [112]. They compared the D3Q15, D3Q19 and D3Q27 LBGK
models and found a good agreement with the analytical solution for all three models. Only
the LBGK collision model was considered and no significant difference between the models
was observed, which is in agreement with results for the LBGK model. For the testcase of the









1− cosh((2 j −2)piz/(2H))
cos((2 j −1)piy/(2H))(2 j −1)3
)
(3.16)
f is the forcing, ν the viscosity and H the half channel width [150]. Picture 3.35 shows a con-
tour plot of the analytical solution, in Figures 3.37 and 3.38 the velocity is plotted over the
distance, once along the duct’s diagonal and once in mid-channel, normal to the wall. We
chose the flow in a square duct as a benchmark because it is a higher-order, three dimen-
sional flow. As opposed to Poisseuille flow where all terms of the type ∂
m+n ux
∂ym zn vanish for m > 2
and n > 0, higher order error terms may play a role in the numerical solution of the problem.
For this testcase, as well as for the testcase of a double shear wave [49] the velocity is under-
predicted by the D3Q27 Cascaded Lattice Boltzmann model. The Lattice Boltzmann equa-
tion is known to be second order accurate when appropriate boundary conditions are used.
In order to validate an implementation of the Lattice Boltzmann method, second order con-
vergence for some testcase should be demonstrated as we do here. Furthermore, different
variants of the Lattice Boltzmann equation can be compared with regard to their accuracy.
To test convergence means to successively reduce the discretization errors and see how the
output changes. In Lattice Boltzmann there are two types of errors: Those that stem from
the finite grid spacing and those that are related to the time discretization. Apparently, there
are different paths towards a fully resolved solution. We choose diffusive scaling for which
ε2 = ∆x2 = ∆t as introduced in sec 2.6. This means that, when we divide the grid spacing
by two, we also divide the velocity by two and keep the viscosity constant. With the most
common alternative, acoustic scaling, the viscosity is increased proportionally to the grid
discretization. Diffusive scaling is chosen, because it reduces the errors of both spatial and
the error in the velocity which is Mach-number dependent. Different collision factors were
tried out, they are denoted by set 0 to set III and set all-to-one. The exact values can be found
in the appendix.
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Figure 3.35: Contour plot of the velocity in a duct
Figure 3.36: Isolines for the BGK (black), CLB (green), and FCB (red) models
3.7 CONVERGENCE STUDIES 89
To test the influence of the specific implementation of the forcing term, both the simple
first-order forcing as defined in eq. 2.111 and the advanced forcing [129] were used for the
simulations with the compressible D3Q19 MRT model. As the differences between the re-
sults for the two forcing terms were much smaller than the differences to the results for any
of the other collision models, only the simple forcing was considered for those models.
From Figure 3.42 it can be seen that all models studied show quadratic convergence. The
actual errors for this testcase, however, are very different for the different models. The cu-
mulant method and factorized CLB method are quite successful, they show the smallest to-
tal error of all D3Q27 models considered. In fact, the magnitude of the errors of these two
methods are almost equal. For the Cascaded Lattice Boltzmann method, different sets of re-
laxation rates were considered which had large variations among them. It appears that the
Incompressible LBGK model shows a smaller error than the CLB models once the asymp-
totic limit is reached, but takes longer to reach this limit. The error for small resolution is
larger for the LBGK model than for any other model. The D3Q19 MRT model with the set 0
of relaxation rates shows the smallest overall error.
To determine the convergence rate, we assume that the error behaves as er r = c yα. Solv-
ing this equation for two neighboring points (y1,er r1) and (y2,er r2) one can determine the
exponent of the decay of the error α. The results are shown in table 3.4. The differences be-
tween the analytic solution and the simulation along the duct’s diagonal are shown in Figure
3.37. We consider only the error of the streamwise velocity component. The other two veloc-
ity components are two or more orders of magnitude smaller.
A Richardson extrapolation is carried out to test whether the solution converges towards
the analytical value. Second-order convergence of the leading error term is assumed and
(10,20), (20,40), (30,60), (40,80), (50,100) are chosen as interpolation points. By construc-
tion, the Richardson-extrapolation should converge with third-order accuracy. For those
models, which gave less accurate results, namely the LBGK, the CLB set 1 and 0 models and
CLB with TRT factors third order convergence towards the analytical solution could be con-
firmed. For the cumulant and D3Q19 MRT model such a behavior was found for the first
few extrapolation points only. After that, effects such as round-off errors might start to play
a role. For the D3Q19 MRT model with second-order forcing term, for example, the extrapo-
lation suggest a minimal relative error of 3e−6. Simulations were carried out for a maximal
resolution of 180 grid points, where a relative error of 5.3e −5 was reached and the conver-
gence was still second order.
The CLB model with relaxation factors from set 0 underestimates the velocity most signifi-
cantly, while CLB with factors from set II overestimates the velocity. The LBGK model leads to
a sharp peak near the boundary, which is present also for some other models, such as the CLB
model with two relaxation rates, but less significant. The cumulant model and the factorized
CLB give practically identical results and only the result for the cumulant model is shown. It
is also very similar to the MRT model. In plots 3.40 and 3.38 the errors along the duct’s diago-
nal and the wall-normal direction in mid-channel are shown for these two models only. Even
though the MRT model (violet, dashed) is more successful at reproducing the maximum ve-
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Figure 3.37: Velocity along diagonal for the MRT model
locity, the velocity at the boundary is less accurately predicted. The main difference between
the simulation results are the maximum velocities they produce. The difference in the shape
of the flow is less pronounced as can be seen from Figure 3.36.
Observing the outcome of the simulations one may group the models in two classes: The
CLB set 1 and 0 models that perform less satisfactorily and the other models which show a
better performance. The two CLB models have one thing in common: The moments µx y z ,
µx y y z , µx y y zz , µxx y y zz and permutations in x,y,z are non-zero and are relaxed with a different
relaxation factor than the LBGK collision factor. For the D3Q19 model, these moments do
not exist or are always zero. For the CLB model with TRT factors, the third and fifth order
moments are relaxed with the LBGK collision factor. The sixth moment µxx y y zz and all other
moments that contain a double “x” enter in the discretized Navier Stokes equation with a first
derivative in x-direction due to the moment expansion, c.f. eq. 2.60. It follows that all these
terms can be neglected in our discussion, because in our particular testcase all variables are
constant in x-direction. The sixth moment is assumed to be of lesser influence because the
second-order contribution in x-direction means at least one derivative in x-direction, which
is zero. The moments µx y z , µx y y z and µx y y zz all have have as their lowest order contribution
a term proportional to ∂
4ux
∂y y zz . This term is a second-order error term to the Navier-Stokes
equation and leads to a pre-factor in the second order convergence terms. For the factorized
CLB the equilibrium is equal to the standard CLB equilibrium M cx y y zz
F,eq =M cx y y zz eq = 0, so
this term cannot be the source of the differences between the models and the lowest and the
lowest order contribution will be zero, too.For the moments µx y y z and µx y zz the FCLB differs
from the standard CLB. We have M cx y y z
F,eq = M cxz∗M cy y∗, but M cx y y z c,eq = 0. The terms thus
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Figure 3.38: Velocity in wall-normal direction for the MRT model
















Figure 3.39: Error along the diagonal for different collision models
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Figure 3.40: Comparison of MRT and the Cumulant’s errors along the diagonal











Figure 3.41: Comparison of the MRT and the Cumulants errors in wall-normal direction
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Figure 3.42: Convergence rates for different collisions models
differ by a term that is itself of second order contribution and is proportional to ∂zµx . This
explains why we see different pre-factors for the FCLB and CLB model.
In conclusion, one can say that the D3Q19 MRT model yields the smallest error for the duct
flow. The Cumulant and Factorized CLB model achieve comparable results. The D3Q27 MRT
model and the CLB model with “all-to-one” relaxation factors are the least successful at re-
producing the correct velocity. Second order convergence is obtained for all models studied.
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NX Cumulant CLB II CLB 0 CLB TRT Inc. LBGK MRT 19 MRT 19, f2
20 2.443 0.687 1.784 2.095 6.021 2.004 1.972
30 2.676 1.403 1.896 2.077 2.391 2.003 1.992
40 2.661 1.594 1.993 2.050 2.264 2.006 1.992
50 2.669 1.696 1.950 2.049 2.258 1.987 2.014
60 2.603 1.757 1.963 2.023 2.116 2.048 2.016
70 2.598 1.787 1.965 2.034 2.274 1.969 1.969
80 1.945 1.821 1.956 1.918 2.131 2.058 2.058
90 3.688 1.839 2.026 2.054 2.144 2.010 2.010
100 2.500 1.860 1.932 1.931 2.118 2.100 2.100
Table 3.4: Convergence rates determined between two successive resolutions, f 2∼= second order forcing
3.8 Impedance tube
In this section we test the basic elements of an impedance tube with the LBGK model. The
applicability of Lattice Boltzmann models to acoustics has been shown in various works, e.g.
[15]. An impedance tube is a round or square tube with an inlet on one side and a probe sec-
tion on the opposite side. Microphones inside the tube measure pressure fluctuations from
which attenuation of sound by the probe can be computed. In the experimental realization
a speaker is placed at the inlet that emits sound waves with a given frequency. In our simu-
lation setup a pressure boundary is set which varies its signal in time accordingly.
3.8.1 Background: evaluation of data from impedance tubes
We present the basic functionality of an impedance tube with the two-microphone tech-
nique as specified in [25]. For this technique, two microphones are installed in the tube.
They measure time-dependent pressure signals p1 (at the first microphone) and p2 (at the
second microphone). First, the cross correlation of p1 and p2 divided by the auto-correlation





For microphone positions x1 and x2 with a distance s = x1− x2 we define transfer functions
Hi and Hr
Hi = e i ks (3.18)
Hr = e−i ks . (3.19)
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Figure 3.43: Schematic of an impedance tube.
Considering a perfect reflection and neglecting damping effects from the finite viscosity of
the fluid and the tube’s walls, H12 is a real function of the wave vector k, the microphone
positions x1 and x2 and the tube length L
H12 = e
−i 2pikx2 +e−i 2pik(2L−x2)
e−i 2pikx1 +e−i 2pik(2L−x1) (3.21)
The absorption factor thus depends only on the phase shift and amplitude ratio between the
signals. The amplitude imposed by the speaker does not enter in the formula. Figure 3.43
shows the setup for an impedance tube, including the notation used in the following. In a
simulation, this setup corresponds to a periodic box of length L and a very low viscosity such
that damping effects due to viscosity can be neglected.
3.8.2 Test of a perfectly reflecting wall
We use the viscosity of air and a tube of 80cm length, which is resolved with 1024 grid points.
H12 is then determined for different wave numbers in the interval of 0.15/m to 0.03/m. We
use the LBGK model. The speaker is modeled via a time-dependent pressure boundary con-
dition. A sinusoidal signal is imposed. At the microphone positions x1 and x2 the pressure
and velocity fluctuations are recorded.
From Figure 3.44 it can be seen that the accuracy is good for the wave numbers studied when
H12 is small. When the first microphone is located close to an antinode of the standing wave
and the signal at this location is very weak, the error increases.
3.8.3 Test of the shift in wavelength due to wall friction
In real-life impedance tubes an outer tube is present. In such a tube two effects occur: The
damping of the wave amplitude, and the shift in the wave number. Usually, impedance tubes
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Figure 3.45: Velocity fluctuations with and without a surrounding tube
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are very slim and the first effect can be neglected. The second effect can be quantified using










with the speed of sound of an unconfined wave c0, the viscosity ν, and the angular frequency
ω. In two dimensions y1 is the height of the channel. In three dimension it can be replaced
by the ratio of the boundary to the cross section, which is 2h for a quadratic cross section




In Figure 3.45 the density of a traveling wave with periodic boundaries and solid boundaries
for a quadratic tube with 19mm diameter is shown. The figure also includes simulation re-
sults for a tube which is periodic in one direction and with no-slip boundaries in the other
direction and shows the analytical solution for the two cases. We use the same setup as above
for a wave number of 7/m. The shift in the wave length is in accordance with the prediction
of the formulas 3.22 and 3.23.
Overall, the LBGK model gives satisfactory accuracy for a reflection of sound waves on solid
walls for a range of frequencies and is able to predict the friction effects of the tube walls.
3.8.4 Test with a simple porous medium
As a next step the modeling of an impedance tube with a well-resolved simple porous struc-
ture can be undertaken. We consider an impedance tube with a sound-reflecting grid lo-
cated at a distance of λ/4 from a reflecting wall. In this case a resonance between the wave
reflected at the wall and that reflected at the grid-shaped obstacle occurs. The tube’s dimen-
sion is 20mm x 20mm x 1m and the wave length λ= 10cm. The simulation results are com-
pared to a simulation with the Finite Element code for acoustics ElPaSo from the “Institut für
angewandte Mechanik” (Infam) at TU Braunschweig. This code solves Kirchhoff’s equation,
which is the wave equation after Fourier transformation of the time domain. Only the con-
verged state is considered. The code does not take a finite viscosity of the air into account,
nor does it include wall-friction effects. We thus compare the results for a given wavelength,
and not a given frequency. The code has been thoroughly validated, e.g. [93].
For our Lattice Boltzmann simulation we refine the grid near the obstacle. The grid resolu-
tion is [2128∆x,44∆x,44∆x] on the coarse level. One wavelength is resolved with 212 grid
nodes on the coarse level and 424 grid nodes on the fine level. We locate two microphones
along the channel axis. The first microphone is located at 0.5m from the loudspeaker, the
second microphone at 0.55m from the loudspeaker. For the present wavelength, both micro-
phones are located in the middle of adjacent antinodes. The Finite Element results predict
the same wave amplitude at both microphone positions. The phase difference is pi, i.e. the
sign of the momentary pressure fluctuations are opposed.
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Figure 3.46: Setup of the impedance tube with obstacle
The setup is shown in picture 3.46. The obstacle, shown in grey, consists of four bars in the
horizontal and vertical direction each. The blue square shows the interface between the two
grid levels. Figure 3.47 shows the pressure fluctuations at the two microphones over time.
The signal of the second microphone is multiplied by (−1) to better show the phase differ-
ence and the difference in the amplitudes. The error in the amplitude is 0.7% and the phase-
error is 0.3%. This errors could be due to the finite streamwise extension of the obstacle. The
extension is modelled by the FEM code, as well, but not the effect of the wall friction on the
fluid passing through the grid’s holes.
Next we consider the "off-resonance"-case, in which the wavelength is much larger than
the distance between the obstacle and the reflecting wall. We choose λ = 0.2m. The micro-
phones are further rearranged such that their distance from each other is only a fraction of a
wavelength. We choose xM1 = 0.125m and xM2 = 0.1375m from the inlet. Because different
grid resolutions are to be considered, the tube’s length is shortened to L = 0.25m. Figure 3.49
shows the results obtained for the pressure amplitudes with the code elPaSo by Infam. The
phase shift can be either pi/2 or −pi/2, a perfect standing wave is present. This is, however,
not what we do observe for the simulation of the pressure wave inside the impedance tube.
Figure 3.50 shows the timeline for the pressure oscillations. When the signal first reaches the
microphones, it is a regular sine wave, but it gets distorted after it is hit by the reflected sig-
nal. The light blue line and the dotted gray line show the signals at the two microphones for
a square tube. A finite phase shift is observed. We believe that this phase-shift is due to a
damping effect that needs to be reduced if we want to reproduce the results of a non-viscous
solver. We thus resimulate the flow field without any lining walls, but in a periodic domain.
To reduce the damping effect due to the finite streamwise extension of the grid-obstacle, we
reduce its width to 0.3mm and 0.1mm in our two simulation runs. To resolve the 0.1mm
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Figure 3.48: FFT of pressure fluctuations for λ= 0.2
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Figure 3.49: Pressure amplitudes as computed by Infam with ELPASO, λ= 0.2
grid-obstacle, the resolution had to be increased to 66 nodes in the cross-directions. The sig-







LB = 0.55 by comparison of the main peak in the Fourier transform.






el paso = 0.54±0.01.
We conclude that the resonance case for a simple grid-structured sample porous medium
could be reproduced. Because we want to reproduce results from a code which neglects fric-
tion, the computational cost is quite high when non-resonance phenomena are to be repro-
duced. We now have all the building blocks present to study a real porous medium such as
those from the laboratory experiments in [104]. The perforated plate studies in that work
lend themselves to further study after the idealized setup studied in the present work. For
more complex, less well resolved geometries the TRT model with magic parameters [63] is
expected to improve the simulation results.
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Figure 3.50: Pressure oscillations over time with and without outer boundaries, two different resolu-
tions, λ= 0.2
4 Results
We apply the Lattice Boltzmann method to some complex testcases and compare our results
to wind tunnel data. All testcases produce turbulent flows, but of different type. The specific
testcases chosen are jet flow, flow around a flat plate and basic modules of the built environ-
ment such as a bridge cross section and a surface mounted cube. As an application case, the
ventilation of an atrium building is considered.
4.1 Validation of the FCLB method with jet flow
In this section the FCLB method is validated for the turbulent jet. The study has been carried
out in cooperation with Dr. Sebastian Geller and can also been found in [56]- A turbulent jet
at Re = 6700 based on the size of the orifice and the inflow velocity was simulated using the
FCLB method with the D3Q27 stencil and with the MRT model with Smagorinsky LES and
the D3Q19 stencil. The simulation results are compared to experimental data from [118]. The
section is structured as follows: Firstly, the experimental setup is described. For a description
of the nature of the jet flow the reader is referred to the introductory section 2.11.5 where
several flow types are presented. The numerical setup is described afterwards, followed by
the results of the simulations. Finally, the results are discussed and differences between the
results from the two approaches are pointed out.
4.1.1 Experimental setup
The simulations are based on an experiment described in [118]. The properties of a turbulent
jet at a Reynolds number of 6760 based on the size of the opening of 4mm and on the inflow
velocity of 1.69m/s were measured using Doppler laser anemometry. The experiment was
carried out in a water tank of 6m length in flow direction, 0.2m width and 0.4m height. The
tank is open and the jet enters the tank through a nozzle. At the back of the water tank a drain
is present to keep the water level constant.
4.1.2 Numerical setup
With the numerical setup we try to mimic the experimental setup as closely as possible . We
use the same domain size in horizontal, vertical, and spanwise direction. The same Mach
and Reynolds numbers are used. Solid boundaries are modeled by no-slip boundaries. The
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Figure 4.1: Discretization of the domain for the jet flow simulation, each of the blocks shown contains
113 nodes. Top view and side view.
air-water interface at the upper boundary is modeled by a free-slip condition because a free-
surface condition would pose a major additional computational expense and the effect of
the wave generation is regarded minor. A pressure boundary condition is employed at the
artificial outlet instead of the weir outflow used in the experiment. The nozzle was positioned
at 0.5m from the inlet and approximated as a cylinder with Bouzhidi boundary conditions.
Only the flow outside the nozzle is simulated and a velocity boundary condition is used at the
end of the nozzle. The velocity across the inflow plane is assumed to be constant. A nested
grid refinement scheme was used with seven levels of grid refinement. The finest resolution
of 0.0947mm is present at the orifice. The grid is then successively coarsened to a resolution
of 6.061mm. The overall number of grid points is 111 million. The time step varies between
0.000103522s (coarse) and 0.0000016s (fine). The total simulated time was 3.4s.
4.1.3 Results
We compare the velocity along the axis to the semi-analytical results from [118], the FCLB
and the MRT model. Figures 4.2 and 4.3 show a good match for both models. The FCLB
model is slightly more successful at reproducing the decay of the velocity along the cen-
terline and the correct spreadwidth for not too large distances from the inlet. For distances
larger than approx. 7mm the MRT model give better results, but this may be due to insuf-
ficient averaging time. The reasons for the deviations observed for the MRT results may be
due to the drawbacks of the Smagorinsky model. The excessive eddy viscosity might delay
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Figure 4.3: Spreadwidth of the jet over the distance from the opening, left: D3Q19 MRT, right: D3Q27
FCLB
the transition to turbulence in the mixing layer, leading to a lower slope of the spreadwidth
close to the nozzle and to an offset in the velocity profile. Picture 4.5 gives a qualitative idea
of the behavior of the flow. Immediately behind the opening the flow field is laminar. As ed-
dies develop in the mixing layer between jet and surrounding flow, the jet widens. In Figure
4.4 the velocity contours normal to the jet axis are depicted. For the MRT model a deviation
from it original, circular form can be observed. This effect shall be investigated in more detail
for a laminar jet.
4.1.4 Circularity of a laminar jet for different collision models
The non-circularity of the flow is investigated further. It may be due to either the collision
model or the velocity stencil of a combination of both factors. The D3Q27 MRT model is in-
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Figure 4.4: Distortion of the circular jet for the D3Q19 MRT and D3Q27 FCLB models
Figure 4.5: Velocity contour of the D3Q19 MRT jet flow at 0.5m/s
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cluded in the investigation as a link between the D3Q27 cascaded model and the D3Q19
MRT model. For this we simulate the laminar entry section for few timesteps at a lower
Reynolds number and using a uniform grid with different models and compare the devi-
ation from circularity. In addition to the D3Q27 cascaded model we use the D3Q27 MRT
model and the cumulant model. For the cumulant model three different sets of collision fac-
tors are used.
Contours of the velocity in flow direction for the five different models are shown in Figure
4.6. The results obtained with the FCLB model for the relaxation set 0 were identical to those
obtained with the cumulant model. We observe that the stencil is not the sole reason for
the non-circularity of the flow as the shape differs for the three models and even depends
on the collision factors chosen. The flow velocity is 1m/s, the viscosity is the viscosity of
water, the domain is square, 0.4m wide with periodic boundary conditions. We measure the
velocity field 0.09m behind the orifice after 100∆t which should minimize the influence of
the domain shape. The domain is resolved with 60 grid points. The size of the orifice is 0.05m.
This corresponds to eight grid points only. As a consequence the orifice itself deviates from
its circular shape. Bouzhidi boundary conditions are used for the nozzle.
We do not go more into detail, as the problem is similar to that of the frozen-in peak and
the square duct flow, that have been presented in earlier sections. Nevertheless, it could be
shown that a complex dependence of the flow shape on the stencil, but also the collision
model and collision factors exist. Interestingly, for the case of the duct flow the most accurate
behavior is observed for the D3Q19 models. Two reasons come to mind to explain the differ-
ent behavior for the different testcases. Firstly, the duct flow was laminar and simulated with
a comparatively high viscosity. This means that higher-order terms are comparatively small
compared to the low-viscosity case and some additional terms may start to play a role for
the testcase of jet flow that have not been relevant for the duct flow. Secondly, the alignment
of the coordinate system for the duct flow computations of the present work is favorable
for the D3Q19 stencil. This advantage is lost partly for the jet flow where no confinement
corresponding to the shape of the stencil is present.
4.1.5 Conclusions
The results from experiment [118] can be reproduced with good accuracy. The decaying
of the axial velocity is in good agreement with the semi-analytical solution. the solution
from D3Q27 factorized cascaded model matches the semi-analytical results better than the
D3Q19 LES model. In the domain 10 cm behind the nozzle the spreading functions are com-
parable with the empirical function. Near the nozzle the velocity profile of a cross section
matches well with the Gaussian function given by theory. One important aspect is that the
D3Q19 LES model shows anisotropy whereas the D3Q27 factorized cascaded model has no
such defect. The smaller stencil is not the sole reason for this. An investigation of a laminar
jet points to the collision model and specific choice of relaxation parameters as a source of
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(a) D3Q27 cumulant, set 0 (b) D3Q27 cumulant, set 2
(c) D3Q27 FCLB, set 0 (d) D3Q27 MRT, set 0
(e) D3Q19 MRT, set 0
Figure 4.6: Test of jet circularity, velocity for the MRT D3Q19 model, set 0, the D3Q27 MRT set 0, FCLB
set 0, cumulant, set 0 and cumulant, set 2
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the anisotropy. We conclude that the Lattice Boltzmann method is suitable for jet induced
subcritical flows even with a simple turbulence model (LES). Better results are obtained for
the FCLB model.
Further investigations could include the noise generated by a jet.
4.2 Flow around a flat plate
4.2.1 Introduction and setup
The flat plate turbulent boundary layer is a standard testcase in CFD, e.g. [31], but it has
rarely been studied with LBM. With DNS and LES techniques the transition from laminar to
turbulent flow can be examined. In contrast to fully developed turbulent channel flow, the
boundary layer has a finite thickness, outside of which the flow remains undisturbed. We
simulate flow around a flat plate with a setup matching the experimental one a closely as
possible. The experiment was carried out at the low-noise wind tunnel of the Institute for
Fluid Dynamics at the TU Braunschweig (ISM). It is a small low speed wind tunnel with di-
mensions 600 x 400 x 1500 mm3 and an open recirculation region (Eiffel type) with a closed
test section. Velocities can be measured using Particle Image Velocimetry (PIV). For this case
a flat plate of size (1.05 cm x 40 cm x 1m) was positioned in the wind tunnel at an angle of
attack of 0◦. The Mach number of the flow was about M a = 0.05, which leads to a Reynolds
number of about Re = 106 based on the plate’s length. A rigged ribbon was attached to the
upper front edge of the plate to trigger turbulence. We were provided with the exact dimen-
sions of the ribbon, such that it could be included in the numerical setup. From the PIV
measurements mean velocity profiles are available as well as turbulent fluctuations of the
streamwise and vertical component of the velocity at a distance of 1m from the front edge
along a line normal to the planes surface. Pictures 4.7 and 4.8 show photos of the experimen-
tal setup. The turbulence intensity of the incoming velocity is very low (T i < 0.1%). In the
numerical setup it was assumed to be zero. The simulation was carried out on the depart-
ment’s cluster Ludwig on 640 CPU cores. The simulation parameters are shown in Table 4.1.
Figure 4.9 shows the computational grid. Each of the cells shown contains 103 grid nodes.
The simulation time was 0.48s starting from a uniform distribution of the velocity of ui n =
17m/s. Averaging started after 0.32s. The simulation was carried out using the D3Q19 MRT
model with Smagorinsky LES. A near-wall damping was introduced at the points closest
to the upper surface of the plate. For grid points closer than 2.3mm to the plate’s surface,
the Smagorinsky number was reduced by 10%. For wall-adjacent points the Smagorinsky
number was reduced to 10% of its original value. Based on the experimental data a value of
uτ = 0.6679m/s was assumed. This leads to a distance of y+ = 4.2 between the boundary
and the first node and y+ = 8.4 in the near-wall region. The Smagorinsky model is purely
dissipative. It is a well-known observation (e.g [98]) that the standard Smagorinsky model
is unable to predict transition in a boundary layer over a flat plate. The flow remains lami-
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Figure 4.7: Photo of the ribbon on the plate
Figure 4.8: Experimental setup for the flat plate at ISM




∆x f i ne 0.000234283m
∆t f i ne 3.98e−7s
Level 4
domain length (x) 2.25m
domain width (y) 0.0825m
domain height (z) 0.6m
length of the plate 1m
number of nodes 235 Mio
Smagorinsky constant 0.17−0.18
Table 4.1: Simulation parameters
Figure 4.9: Grid for the simulation of flow around a flat plate, each square corresponds to 103 nodes
nar unless strong perturbations are present. In our case such a perturbation is given by the
rigged ribbon.
4.2.2 Results
The agreement of the simulated mean velocity with the experimental data is satisfactory
as shown in Figure 4.10. The first grid node is located 0.13mm from the plates surface. At
this first node the velocity is underestimated by 7%. An underestimation of the near-wall
velocity is to be expected for low grid resolution in a turbulent boundary layer, as has been
observed in sec. 3.2. The error then quickly dimuinishes and the velocities match the exper-
iment within in measurement uncertainty for a distance of 4mm or more off the planes sur-
face. A further source of errors are the PIV measurement devices that are fixed on a horizon-
tal beam a few centimeters above and behind the plate and were not modelled. Picture 4.10
visualizes the streamwise component of the instantaneous velocity field around the plate.
Note how the turbulent boundary layer develops on the upper surface of the plate due to the
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appears to be due to pressure fluctuations. We observed that it is larger for
smaller averaging times and expect it to vanish for very large averaging times or improved
boundary conditions. Picture 4.13 shows a snapshot of the vorticity of the flow around the
plate. The approaching flow is laminar. Two-dimensional tube-like vortical structures then
develop. They form wavelike-patterns in stream-wise directions, which then break up into
irregular patterns.
4.2.3 Conclusions
An LES simulation with near-wall damping has been carried out for flow around a flat plate.
The mean quantities were matched well, and also the RMS values are in accordance with
the experimental data. For the flow-wise component pressure-waves led to an offset in the
RMS-values. To lower the overall simulation time non-reflecting boundary conditions could
be used at the outflow. The simulation is currently being repeated at the ISM with different
porous inlays near the rear end of the plate. One hopes to gain insight into how the porous
surface influences the boundary layer and, eventually, the noise generated by the turbulence.
To this end we plan to simulate some of the more coarse-grained inlays.
4.3 Flow around a surface mounted cube at Re=126000
4.3.1 Introduction
For a validation of turbulent flow around a bluff body a surface mounted cube simulation
will be conducted. Similar benchmarks have been studied thoroughly for various CFD appli-
cations. These range from a Re=5000 DNS study [177] to RANS simulations [89] at Re=40000,
including Lattice Boltzmann LES results from [87] and [170]. For this testcase experimental
data exists for comparison ([108]). The complex nature of the flow field makes this testcase
particularly interesting and challenging. Separation occurs at the front edge of the cube, reat-
tachment at the rear edge and in the wake. Vortex shedding can be observed behind the cube











































Figure 4.12: RMS values for a line perpendicular to the plates surface
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Figure 4.13: Isosurface of the vorticity around the flat plate
Figure 4.14: Schematic of the BLWT at the Institute for Steel Structures (from [19])
and stationary vortex systems exist. We compare the cp values on the surface of the cube to






We compare simulation results to wind tunnel data from the Institute for Steel Structures at
the TU Braunschweig (IS). They operate a boundary layer wind tunnel (BLWT) of open suc-
tion Eifel type. It is driven by an axial fan. The turbulent boundary layer is produced by an
arrangement of spires in the entrance-section and roughness elements in the run-up track.
Figure 4.14 shows a schematic of the BLWT. It is 1.2m high, 1.4m wide and 12.85m long in-
cluding the fan. The experimental data used in this study was obtained as part of a mea-
surement campaign on interference effects of power houses on slender chimney structures,
where the cube represents the building without chimney. Details about the related measure-
ments, the properties of the turbulent boundary layer and the BLWT in general can be found
in [19].
4.3.3 Numerical setup
The D3Q19 Smagorinsky MRT model was tested on the basis of wind channel data for the
surface mounted cube. The approached flow in the wind tunnel can be well approximated
4.3 FLOW AROUND A SURFACE MOUNTED CUBE AT RE=126000 114
Figure 4.15: Computational domain around the cube, the instantaneous velocity is shown in the back-
ground
using a logarithmic curve. The turbulence intensity of the approached flow in the experiment
varies between 10% and 26% depending on the distance from the bottom surface [19]. Figure
4.19 shows the velocities of the approacing flow that were measured in the wind tunnel. The
green line shows the velocities that were prescribed as the inflow velocity for the simulation.
The flow has a Reynolds number of 126000 considering the height of the cube and the mean
wind speed of the approaching flow at the height of the upper edge of the cube. The setup
can be seen in figure 4.15. The blockage ratio is the same as in the wind tunnel.
The mean pressure has been measured at different points on the surface of the cube. The
turbulent inflow was generated using a grid consisting of equidistant vertical and horizontal
bars. The inflow length was considerably shorter than in the experiment and the turbulence
intensity was lower (around 7%). The grid and the bottom was refined with two levels of grid
refinement, while four levels were used around the cube. Each level doubles the resolution.
Figure 4.16 shows a close-up of the grid around the cube. Each of the squares depicted con-
tains 6x6x6 grid points. A yet more detailed view 4.17 shows the nodes at the two finest grid
levels at the back edge of the cube. The behavior of the velocity at the grid interface is illus-
trated by coloring the grid with the intantaneous velocity. Using the inflow velocity profile
as a reference, the y+ value at the boundaries for the finest grid level are around y+ = 5.5.
Peak values computed from the time-averaged values near the boundaries may be up to
three times as high, but values in the stagnation zones in front of the cube and on most of
the cubes surface are lower, as fig. 4.18 shows. This was the highest resolution that could be
reached on the present hardware when the simulations were conducted in 2011. It is also
not clear, to which extend the y+ = 1-criterion is relevant for flows that do not resemble a
non-boundary layer flow, such as the flow around the edges of the cube.
The overall number of nodes was 103 million with five different grid levels. The simulation
takes four days on 200 CPUs. The simulated time is roughly 0.5s or 100 000 coarse time steps.
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Figure 4.16: Grid (blocks:[6x6x6]) around the cube, background: mean flow field from left to right
Figure 4.17: Grid(nodes) around the cube, colored by instantaneous velocity from left to right
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Figure 4.18: y+-values for the boundary nodes of the cube computed from the velocity at these nodes
The average is computed from instantaneous values between t = 50000∆t and t = 100000∆t .
This corresponds to an averaging interval of roughly 2.5 turnover times based on the height
of the domain, or the largest possible size for the eddies and the far-field velocity of 12m/s.
4.3.4 Results
We start with a qualitative comparison of the velocity profile to literature results. After that
the cp values from the simulation are compared to those obtained in the experiment de-
scribed above. A graphical representation of the streamlines corresponding to the experi-
mental data was not possible, so we compare with established literature results. Care has
to be taken, because those results were obtained with a slightly different setup. In particu-
lar, a lower Reynolds number (Re = 40000) and higher blockage ratio was used. Figure 4.20
shows the time-averaged streamlines around the cube as computed with the D3Q19 MRT
model using the standard Smagorinsky model. The top, front and the two rear-vortices can
be seen. The position and extension of the vortices is similar to their position for the exper-
imental data, in spite of the differences in the setup. The inflow profile was similar. There is
no secondary vortex in the immediate wake of the cube, but such a structure was observed
in several numerical studies, see e.g. [87]. Note that the extend of the main rear vortex is
similar to that of the Re = 40000-setup, while it is usually overestimated by underresolved
LES-simulations. Figure 4.21 shows streamlines for experimental data for comparison. Ap-
parently there are some discrepancies between the setups, such as blockage ratio, inflow
profile, and Reynolds number. Nevertheless the qualitative match between the numerical
streamlines and those from literature is satisfactory. The satisfactorily estimated length of
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Figure 4.19: Inflow velocities in the wind tunnel
the recirculation zone points to an appropriate resolution. For the experiment of the IS no
such data was available. It was not possible to determine the recirculation points for the cur-
rent Reynolds number due to limitations in the experimental setup. Later measurements of
the velocity at certain points were carried out, which did not match our simulation data well.
We attribute this to differences between the experimental setup and the numerical setup.
Roughness elements were present in the experiment even in the vicinity of the cube, but not
in the numerical setup. While we used a constant-pressure boundary condition as outlet, a
rotating fan was present in the experiment. There are also considerable measurement un-
certainties if small velocities are to be measured with a pressure probe (TFI Cobra). These
differences are less relevant for the pressure values on the object’s surface. In the following
we compare the cp -values along different lines on the surface for IS-measurements and our
simulation data.
Figures 4.22 to 4.24 show the Cp-values on the surface of the cube. The pressure values at the
edge of the cube, especially the top front edge, are highly dependent on the resolution. For
too coarse a grid the pressure differences will be overestimated. With the resolution used,
the cp values are quite accurately reproduced. Some discrepancies are present on the top
surface of the cube, where the experimentally determined pressure minimum occurs at a
larger distance from the front of the cube.
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Figure 4.20: Time-averaged streamlines obtained from the simulation
Figure 4.21: Streamlines from experimental data obtained by Martinuzzi, [108]
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Figure 4.22: Cp values along the side of the cube
4.3.5 Conclusions
Overall, the Lattice Boltzmann model with Smagorinsky LES is successful at modeling flow
around a surface mounted cube at Re = 126000. It reproduces the pressure distributions
on the cubes surface well. The qualitative behavior of the flow could only be compared to
slightly different experimental data which are matched reasonably. The quality of the simu-
lation could be improved by a better model of the incoming turbulent boundary layer. The
cubes that generate a grid-type turbulent field model the actual conditions only very roughly.
Instead, an auxiliary simulation as discussed in section 3.4 or a recycling technique could be
used.
4.4 Study of a bridge profile
4.4.1 Introduction
The Great Belt bridge was chosen as the object of study for turbulent flow around a bridge
profile. The bridge, which is located in Denmark, has a width of 31m and a height of 4.34m.
Wind channel data and numerical data are available for comparison [11]. Particularly, many
2D (usually RANS), simulations have been conducted for fluid-structure interaction, such
as e.g. [11]. They conducted a flutter analysis and could reproduce the values determined
in rescaled wind tunnel experiments. Nevertheless in 1998 large wind-induced oscillations
were observed on the Great Belt bridge deck [94]. This shows the need for continuous devel-
opment and evaluation of more elaborate CFD approaches. As has been shown in [147], 2D
simulations have difficulties in reproducing the correct drag value for the Great Belt Bridge
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Figure 4.23: Cp values on the top of the cube
Figure 4.24: Cp values in front of the cube
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Figure 4.25: Geometry of the full scale Great Belt East Bridge cross section. Dimensions are given in mm.
(from [169])
Figure 4.26: Computational domain (shown here for the blocks)
approach span while 3D simulations are more accurate. They can be tuned, e.g. by adjust-
ing the Smagorinsky constant [13], but 3D simulations still seem more reliable. We therefore
study the 3D flow across a rescaled extruded bridge cross section which has been studied ex-
tensively both numerically and experimentally during the design phase. A fixed cross section
wind tunnel experiment was carried out by [133] for a Reynolds number of 100.000 based on
a 1:80 model. Different angles of attack were examined. We concentrate on the 6◦ case and
compare our simulation results to their experimental data.
4.4.2 Setup
We study the 1:80 model of the extruded bridge cross section as shown in 4.25. Figures 4.26
and 4.27 show the grid used for an inflow angle of 6◦. One box contains [6x6x6] grid nodes.
We use the MRT collision model with a D3Q19 stencil and the ’‘all-to-one”-set of relaxation
parameters (see Appendix 5.3). Furthermore, a nested time stepping technique is used, so
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Figure 4.27: Close-up of the grid around the bridge. Note that we display only blocks, where each block
corresponds to 63 nodes
the grid spacing and the time step decrease by a factor two with each level of grid refine-
ment. The grid spacing at the bridge surface was 0.33mm based on the bridge model or
2.64cm based on the full bridge. At the middle of the lower side of the bridge, where the
flow is of boundary-layer type, this corresponds to a y+-value of about 5.0 at the first grid
node and y+ ≈ 15 at the second node. Similar values were found for the upper bridge deck.
As we apply the van Driest damping only at the wall adjacent nodes, that means that on av-
erage, we apply the van Driest damping only in the viscous sublayer and part of the buffer
layer (y+ < 30). In most of the logarithmic region in which y+ < 100 and where the van Dri-
est Damping takes relevant values, only the standard Smagorinsky model is used. The total
number of grid nodes is 32 Million. The simulation on 192 CPU cores took approximately
four days to compute a real time interval of approximately three seconds. Periodic boundary
conditions were used at the top and the bottom as well as in span-wise direction. At the inlet
a constant velocity of 10.1m/s was prescribed. The domain was [40,2,17] times the bridge’s
height. Second order accurate (Bouzidi) boundary conditions were used to account for the
curved and inclined surfaces. For the Smagorinsky constant we used a value of cs = 0.18.The
cp value on the bridge surface is recorded.
4.4.3 Results
The pressure on the surface of the bridge is compared to wind tunnel data of [133] as well as
simulation results by other researchers. For Re=45.000, literature data for a 3D LES simula-
tion exists [148]. Recently, another 3D Smagorinsky LES Simulation for the Great Belt bridge
was carried out [148], but no Cp curve was published. We thus carried out simulations for
the Reynolds number Re=45.000. For higher Reynolds numbers considered, e.g. Re=100.000,
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the grid chosen turned out to be too coarse, and pressure jumps at the recirculation points
disturbed the pressure distribution. For the far-field velocity v∞ and pressure p∞ we use the
values at the inflow and outflow respectively. As can be seen from a comparison of Figures
4.29 and 4.28, the pressure distribution on the upper surface is reproduced quite accurately
and matches the experiment more closely at the front of the bridge than other simulations.
Due to the large blockage ratio, the velocity around the bridge was slightly higher than the
inflow velocity. We assume that the pressure drop at the bottom of the bridge was underesti-
mated because the velocity at this height was larger than it would be in free stream. When the
blockage ratio was increased further with the domain height 11 times the bridge’s height, the
pressure drop increased to Cp =−0.8. When the spanwise direction was reduced by a factor
of four, the pressure drop at the front edge decreased only by around 5%. A decay of the pres-
sure on the upper trailing edge by around 10% was observed for the reduced span. The Cp
curve on the lower surface was almost identical for the two setups. This is in agreement with
[148], who studied spanwise extension of vertical structure around the bridge for Reynolds
numbers in the range of Re=2.000 to Re=15.000 for an angle of attack of 0◦. They propose that
for higher Reynolds numbers the extension of the spanwise structure continues to decrease





Figure 4.28: Simulation results for the Cp curve, dots: literature results for the section model, line: LB
simulation results
Figure 4.29: Literature results for the Cp curve (image by Bruno et al. 2003),dots: section model [133],
dotted line 2D, solid line 3D (both Selvam, [147])
The vortex shedding mechanism can be observed clearly from the instantaneous and mean
vorticity field: small vortices form at the upper front of the bridge and the lower corners and
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Figure 4.30: Instantaneous vorticity (white represents clockwise and black counterclockwise rotation)
Figure 4.31: Time-averaged vorticity (white represents clockwise and black counterclockwise rotation)
are advected downstream. As expected the vorticity shows peaks near the bridge surface,
at the recirculation areas at the front edges, and in the vortex shedding region behind the
bridge. Figure 4.30 shows a snapshot of the instantaneous velocity field around the bridge
and the induced vortex shedding behind the bridge can be observed. The time-averaged
vorticity is shown in Figure 4.31.
Figure 4.32: Stream lines of the time-averaged velocity field in front (left) and behind (right) of the
bridge
We conducted a simulation with a much coarser, uniform grid and a streamwise extension of
4.6 times the bridge’s height. In that case we saw large vertical structures develop. These are
not as tube-like as those shown in [148], but bend in vertical and streamwise direction, see
Figure 4.33. Another difference is that the fluctuation are large in the region above the tilted
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Figure 4.33: Contours of the instantaneous vorticity for a width Hspan = 4.6DBr i d g e
bridge deck, as can also be seen in Figures 4.30 and 4.31. This is probably because we use an
angle of attack of 6◦, whereas they use an angle of attack of 0◦. Accordingly, in our setup the
bridge shows properties of a bluff body rather than a streamlined body.
4.4.4 Conclusions
We evaluated the behavior of the MRT Lattice Boltzmann method with a Smagorinsky LES
model in 3D for the Great Belt East bridge cross section. The Cp curves for an incidence angle
of 6◦ match the wind tunnel data satisfactorily. The pressure on the top surface is reproduced
well, while it is underpredicted at the leading edge of the bottom surface. We attribute this
to the increased blockage ratio used in the simulation. Additional simulations have shown
that the results deteriorate when the blockage ratio is increased further, but are rather insen-
sitive to a change of the spanwise extension. Overall, we conclude that the use of the Lattice
Boltzmann model is feasible for simulations of turbulent flow around rescaled bridge deck
models. To date, these computations still require substantial computational resources. Yet,
LBM codes for GPU clusters already exist [103] and 3D codes including grid refinement for
the GPU are under development. With these new technologies one will soon be able to pre-
dict such flows in a few hours on a Desktop-PC equipped with three GPUs. The results of this
section were published in [165].
Flow around bridge cross sections is usually aimed at getting insight into the behavior of the
wind in storm situation. One may ask whether and at what velocities instabilities, such as
lock-in, divergence, or flutter occur. The simulation of a moving bridge cross section can an-
swer these question. A simulation similar to the one presented above could be coupled with
a simple solver for a two-degree of freedom (vertical movement and rotation) oscillator of
the bridge. That way the flutter derivatives and the flutter velocity could be determined.
4.5 APPLICATION TO BUILDING VENTILATION 126
4.5 Application to building ventilation
4.5.1 Motivation
We study ventilation effects for a model of the EnergieForum Berlin, which is an atrium
building realized in 2002 and designed as a minimum energy consumption building. One
pillar of this concept is seasonal heating and cooling. Seasonal storage of excess heat com-
bined with natural ventilation can be used to reduce energy consumption for heating by
around 70% and make air conditioning unnessesary. Figures 4.34 and 4.35 show the atrium
building and the aerial view of the location at the waterfront of the river Spree (all images by
[35]). At the Institut für Gebäude und Solartechnik of the TU Braunschweig, atrium build-
ings are being studied experimentally and with CFD methods. The energy demands of the
atrium and the air quality inside the atrium are being evaluated in the projects Atrien I [37]
and Atrien II [38]. One of the objects of study is the atrium of the EnergieForum. For those
projects an atrium was simulated with the CFD code Fluent and a k−ε model [57]. Being an
ensemble-averaged model, it does not give information about the fluctuations at the open-
ings of the atrium. It is however suspected that pumping effects have a significant effect on
the ventilation performance of the building. If, for example, old air gets periodically pushed
in and out of the building, the ventilation will function very differently from what is predicted
by time/ensemble-averaged models. Because of this the atrium will be studied with an LES-
turbulence model. Due to the high computational cost of 3D time-resolved methods, few
LES studies of natural building ventilation with buoyancy exist to-date. A prominent exam-
ple is [80] who compare RANS and LES simulations with full-scale laboratory experiments of
a room with a single opening. They find that in their case LES gives more reliable results than
RANS for air temperature and ventilation efficiency. In their case the ventilation induced by
the mean velocity was dominant over ventilation induced by velocity fluctuations. They pro-
pose that, even though laboratory experiments are still the most reliable method for studying
building ventilation, LES may have advantages for flows with high temperature differences
and very low external velocities. According to their study, it is very difficult to reach the high
Grasshoff numbers present in such cases and to produce very low wind velocities reliably.
Such a case, namely atrium ventilation due to buoyancy in an almost-quiet situation, will be
the focus of our study. The work presented here can also be found in [166].
4.5.2 Basic concepts
First, the basic concepts of building ventilation will be described. In [107] the ventilation of
a single room is investigated both experimentally and numerically. In the review article [101]
the physical processes in building ventilation are described.
Ventilation aims at replacing old (warm, low-oxygen) air by fresh air. Three kinds of ventila-
tion can be distinguished: Displacement ventilation is caused by a macroscopic movement
of the air due to wind. Mixing ventilation is caused by turbulent diffusion processes. Dis-
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Figure 4.34: The object of study: EnergieForum Berlin
Figure 4.35: View of the atrium
4.5 APPLICATION TO BUILDING VENTILATION 128
placement ventilation is often preferred to mixing ventilation because it is faster and the
effect of heat conduction in winter is not desired. On the other hand, noticeable winds may
cause discomfort. Buoyancy-driven ventilation is effective for cooling, as hot air rises and is
replaced by air from low-lying openings. In the absence of winds, the ventilation airflow rate
may be predicted by simple formulae using only the temperature difference, the vertical dis-
tance between the openings, and some empirical parameters. It is difficult to predict in what
ways external winds effect the discharge. Thermal flows are characterized by several dimen-
sionless numbers, such as the Froude number to describe buoyancy effects in Boussinesq-
type flow, or the Nusselt number for near-wall thermal effects. The Prandtl and Rayleigh
number were used in this study to relate numerical to physical quantities. The Prandtl num-
ber describes the ratio between the heat transfer properties (heat diffusivity α) and momen-
tum transport properties (viscosity) of the medium. For gases the Prandtl number depends
only weakly on the temperature and can be assumed to be a constant with Pr ∈ [0.7,1]. For
turbulent flows the diffusion of heat and mass occurs not only due to molecular transport,
but also via turbulent fluctuations. For such cases a turbulent Prandtl number can be defined
that balances the total transport mechanisms. For air it has been determined experimentally
to Prτ ∈ [0.8,0.9]. Following [163] we can compute a turbulent heat conductivity ατ from the




A second dimensionless number is needed to establish a similarity relationship between the
real and modeled temperature. Turbulent flows that are driven by a temperature gradient
can be characterized by the Rayleigh number




where β = 1/T0 for a reference temperature T0. For low Rayleigh numbers the dominant
mechanism for the transport of thermal energy is heat conduction. For Rayleigh numbers
of around Ra =O(103) and beyond convective heat transport is the dominant mechanism.
The temperature is modeled using the HTLBE model of [91]. In this method the equation
for temperature diffusion- and convection is described by one additional finite difference
equation. The model uses the Boussinesq approximation.This means that the temperature
differences are assumed to be sufficiently small to influence the flow field through buoyancy
effects only. All other contributions of the density variations caused by the temperature dif-
ference to the Navier Stokes equations are being neglected.
4.5.3 Computational setup
A Smagorinsky LES with the D3Q19 MRT model on a GPU with EsoTwist propagation scheme
is used. The code is implemented in CUDA as described in sec. 2.10.2 and is being executed
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N 
Figure 4.36: Aerial view of the EnergieForum
on an NVidia Geforce GTX580. The Temperature is modeled using the HTLB model [91]. The
implementation is not validated in this work, as this has been done before in [7]. A passive
scalar transport equation was implemented to determine the ventilation efficiency. The val-
ues of the quantities used in the simulation are listed in Table 4.2. Two different temperature
differences between the outer building were considered.
The outer boundaries were modeled as no-slip boundaries for the flow as would be the case
in a wind tunnel experiment and set to the far-field value for the temperature and the passive
scalar. A constant velocity was imposed at the inflow and a constant pressure at the outflow.
The inflow velocity was set parallel to the lower opening of the atrium to have the external
flow induce only a weak internal flow. This wind direction is also a wind direction that can
be expected to occur frequently, as it corresponds to wind in a north-westerly direction fol-
lowing the river Spree. Picture 4.36 shows the atrium in an aerial view. The details relevant
for the simulations, namely the wind direction and the opening, are scetched in the draw-
ing. First the flow and temperature field was allowed to develop over 24s. After that the tracer
gas was released. Its decay was recorded for another 12s. Five different cases are considered,
varying temperature and external velocity. An LES simulation is only one of all the possi-
ble realizations of the flow field, so two simulations with slightly different initial conditions
were carried out for every setup. The fluxes determined in these simulations were used to
test whether the decrease of the tracer gas can be reproduced with a reduced setup as will
be elaborated in the following section. As a third step an even more drastic simplification
was attempted. The decrease of the tracer gas with time was compared to an exponential
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quantity value
temperature difference 3◦C /30◦C
external temperature 20◦C
Re 15000
Ra 1.7 1010 / 1.7 1011
Pr 0.75
building height (model) 3m
length of domain 10.2m
height of domain 4.8m
width of domain 9.6m
overall simulation time 36s
overall number of timesteps 300000
numerical viscosity 0.00005m2/s
grid resolution 0.0375m/∆x
Table 4.2: List of the quantities used in the numerical setup






Table 4.3: Denotation and parameters of the different simulations
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decay function. It was investigated whether an exponential decay function e−γt with a con-
stant coefficient γ depending linearly on the flux through the building could be assumed. As
a reference value the half-live for the case C2 was fitted to the data from the simulation. The
values for the other four cases were then determined via
γi = γ2 Ii
I2
(4.4)




= I k. (4.5)
Here V is the volume of the room, k the concentration and I the flux. Different rooms and
the surrounding space can be coupled via the fluxes at the room openings. Such zonal ap-
proaches are common in application and codes, as described in [2].
4.5.4 Results
Plot 4.37 shows the decrease of the tracer gas concentration over time. The fastest decrease
was observed for the highest temperature difference and no external wind (case C1). For the
smaller temperature difference and a weak, but non-vanishing external wind (case C3) the
exchange of air reaches its lowest value. The mean fluxes at the lower opening were also de-
termined. The fluxes shown in Table 4.4 were determined as a mean of the output from two
different simulations with an uncertainty of around 0.01m3/s. It can be seen that the fluxes
that were generated by the temperature difference are opposed to those generated by the
external wind. Accordingly, the slow decay of the tracer gas concentration observed for the
case C3 corresponds to a lower mean flux. In case C1 the flow seems to be dominated by the
high pressure difference, such that the relative difference between C1 and C2 is smaller than
between C3 and C4. Note further that the fluxes are much smaller than would be expected
from a laminar displacement-type flow with the given behavior of the tracer gas concen-
tration. Time-dependent turbulent effects seem to play an important role. For the two re-
alizations with slightly different initial conditions an almost identical decrease of the tracer
gas is observed. The mean fluxes, however, differ significantly. The instantaneous velocities
vary considerably in time: for the case C3 the turbulence intensity in the atriums interior is
at about 100% and similar values are observed for the other cases. We thus assume that the
values for the fluxes, that were only averaged in time and in the plane of the buildings lower
opening are error-prone. An averaging interval that would eliminate this uncertainty could
not be chosen due to limited computational resources. The fluxes determined from the sim-
ulations discussed above were used to run two additional simulations with a reduced setup
using the parameters shown in Table 4.3. For the case C2 in which the flow is driven exclu-
sively by the temperature difference a good match is observed, as can be seen from Figure
4.37. For the second case considered the decrease was expected to be slightly faster than for
case C4 due to the slightly higher prescribed flux. Instead, the decrease is slower. This leads










Table 4.4: Time-averaged fluxes through the atrium for the five different cases studied
to the hypothesis that the turbulent fluctuations at the openings, that were not accounted
for in the reduced setup, have an important effect on the exchange of air.
It was further subject to investigation to what extend an exponential decay as described in
the introductory part of the section, eq. 4.4 can reproduce the temporal behavior of the tracer
gas concentration. This is shown in plot 4.38. Taking the considerable measurement uncer-
tainties for the fluxes and the extreme simplicity of the model into account, the approach
is quite successful for most of the datasets. Case C3 constitudes an exception. An approach
based on mean fluxes alone can obviously not produce good results when these fluxes al-
most vanish and the fluctuating component is dominant.
In the following some qualitative features of the flow are discussed based on pictures of the
flow field. All pictures were generated for data at time 4.8s after the release of the tracer gas.
Picture 4.41 gives an impression of the temperature distribution in the atrium for case C2
where the warm air rises almost vertically above the building. In Figure 4.40 the instanta-
neous velocities are shown in a top view of the atrium at the height of the lower opening
for the cases C1 (on top) and C2 (below). The magnitude of the velocity inside the building is
similar for both cases, even though no outer wind is present in the upper case. In picture 4.39
the concentration of the tracer gas after 4.8s is shown as well as the time-averaged stream-
lines. It can be seen that the concentration of the tracer gas is lower for cases C1 and C2. For
the case C5, where no temperature difference was present, the flow direction is opposite to
that of the other cases. Here, the lowest concentration is found at the upper opening and not
at the lower opening. A similar behavior would be expected also for C3. The reason why it is
not observed is that the flow in fluctuating strongly and only one snapshot is shown. For the
simulation of 36s of flow in and around the building 4h of computational time were needed.
This corresponds to 170 million node updates per second for the fluid solver, the solver for
the temperature equation and the solver for the tracer gas using 8.1 million fluid nodes.
4.5.5 Conclusions
A temperature driven flow of air in the atrium building with low external wind was simulated.
The description included the air flow field around the building. To estimate the effect of the
external wind and the temperature difference five different cases have been considered. To
this end the decrease of the concentration of the tracer gas over time has been determined.



















Figure 4.37: Decay of the concentration of the tracer gas inside the atrium over time for the five primary
cases and the two reduced setups


















Figure 4.38: Comparison of the simulation results and an exponential decay fit function depending on
the flux, C1: beige, C2: pink, C3: violet, C4: green, C5 turquoise
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Figure 4.39: Time-averaged streamlines and tracer-gas concentration from top to bottom for cases C1 to
C5
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Figure 4.40: Instantaneous velocities for cases c1 and c2
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Figure 4.41: Isocontour of the temperature at ∆T = 6.4◦C for c1, colored by the tracer gas concentration
As the flow induced by the external wind was opposed to the one induced by the tempera-
ture difference, the most effective ventilation process occurred for vanishing external wind
and the highest temperature differences considered. This case could be reproduced for a
reduced setup, in which only the flow inside the atrium was modeled using the previously
determined fluxes to specify boundary conditions. In other cases, however, the mixing of air
due to turbulence plays an important role in the ventilation process. For the comparatively
low temperature difference of 3◦C the flux dramatically drops when the outer flow field is
present. The decay of the tracer gas is also the slowest for the case C3, but not as slow as
one would expect considering the mean fluxes only and neglecting turbulent mixing effects.
Simple models, which consider only either the external wind or the temperature difference
as the dominant factor cannot yield reliable predictions in such cases.
It could be shown that GPU-based LES-simulations can provide reasonable trends about the
behavior in such complex situations and thus help identify critical situations and comple-
ments the more common models for these cases.
For a more detailed investigation validation studies based on the existing wind tunnel re-
sults should be conducted. A finer grid should be used in the vicinity of the atriums surfaces,
as has been done for the CPU based LB studies presented e.g. in sections 4.4 and 4.3 of the
work presented here. For GPU-based simulations approaches using non-uniform grids are
still under development, see [143].
5 Conclusions
5.1 Summary
This dissertation evaluated LB models in the case of turbulent flow. A range of test cases
with different properties were studied. First, we validated our implementations and com-
pared properties of different LB models using laminar flow conditions. As a next step, geo-
metrically simple setups such as channel flow were studied. As examples of more complex
geometries, a bridge cross section at non-zero angle of attack and the flow around a surface
mounted cube were considered. Several Lattice Boltzmann variants have been implemented
and evaluated, such as the D3Q27 MRT model and the D3Q27 Cascaded and Factorized Cas-
caded Lattice Boltzmann models. The different LES models that have been implemented and
tested were the simple Smagorinsky model, the Smagorinsky model with van-Driest damp-
ing, the WALE model and the Vreman model. Different hardware has been used to run the
Lattice Boltzmann code. With the IRMB research code VIRTUALFLUIDS, both single CPU and
distributed-memory parallel computation was possible. Trial computations and computa-
tions over a large number of time steps have usually been carried out on single GPUs.
It could be shown that the Lattice Boltzmann model can be used for turbulent flow compu-
tations of various test cases with good accuracy. For some cases, differences between Lattice
Boltzmann variants and differences between turbulence models could be observed. In par-
ticular, the validity of variants of the CLB model could be validated for turbulent flow test-
cases. To our knowledge, reasonably resolved validations for turbulent flow cases have not
been carried out before for the FCLB model. For the two cases of a turbulent channel flow
and a turbulent jet flow, advantages over traditional LB approaches with the Smagorinsky
LES model could be observed. We propose that the CLB model acts as a type of implicit LES
model and underpin this idea by a numerical comparison with Badina’s model.
It can thus be concluded that unsteady flow computation with LBM can indeed contribute
to the prediction of building scale flows in civil engineering. The present work contributes to
the reliability of such computations by evaluating different LBM variants for turbulent flow.
So far no full wall-resolved LES could be carried out, which would be necessary for a reliable
prediction of all instationary components. Even so, the Cp values can already be reproduced
well for different basic building blocks such as a surface mounted cube. The influence of in-
stationary processes on a buildings performance, such as the influence of vortex shedding
on the ventilation of an atrium can be studied.
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5.2 Outlook
Future work in the area of model development and validation could include the implemen-
tation of other turbulence models, such as dynamic models. Furthermore, improved inflow
conditions for turbulent flows are needed. Up to now, a large run-up area has to be sim-
ulated to establish a valid turbulent boundary layer. A lot of computational effort can be
spend otherwise, when existing CFD methods to synthetically generate such boundary lay-
ers at the inflow are made available for Lattice Boltzmann. In the spirit of ILES modeling, a
better understanding of the effects of different non-linear higher-order LB-error terms could
lead to the ability to adjust these terms to match well established LES models for some limit
state. An uncontrolled interdependence between the explicit LES model and the numerical
scheme could thus be avoided. Efforts to extend LBM to anisotropic grids with cuboid cells
have so far been of limited success. In [8] an anisotropic MRT scheme is constructed and sta-
bility issues of such schemes are addressed. Nevertheless, grid-stretching algorithms would
be of immense value to turbulent boundary layer flow computations.
Various application areas can benefit from improved, more reliable Lattice Boltzmann mod-
els. The turbulent flow kernel that has been developed in the present work could be applied
to further turbulent flow problems in the wind-engineering domain. Such applications in-
clude fluid structure interaction with complex geometries. For such applications, the grid-
ing process for traditional solvers can be very expensive especially when object and grid are
moving. LBM has provided accurate results in this field, e.g. [52]. The current validation stud-
ies on the pressure on a bridge surface could be extended to determine the aerodynamic
derivatives of bridges.
Furthermore, applications in aeroacoustics are going to be studied and first steps can be
found in the corresponding section of this work. LB is well suited to the study of aeroacous-
tics because of its ability to directly model acoustic pressure fields. The ability of LB to model
sound waves was explored already in [92] and some early applications such as [70]. In recent
years first steps have been made towards the modeling of sound fields in turbulent flows
with LBM, such as the development of sound-absorbing boundary conditions for LBM [77]
or application studies on the sound emitted by flow over a cavity [175]. The CLB model with
low bulk viscosity, such as the CLB model with TRT relaxation coefficients, was evaluated in
the present work in several testcases and showed good stability properties without an artifi-
cial damping of sound waves. This makes it a promising candidate for aeroacoustics simula-
tion. A project that involves LBM computations of aeroacoustics, namely the SFB880, on the
sound emitted by airplane wings is already in progress.
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A Lattice Boltzmann stencils
Below, the stencils of the models used in this work are listed.
D2Q9
{ei , i = 0, . . . ,8} =
{
0 1 −1 0 0 1 −1 1 −1




{ei , i = 0, . . . ,18}=
0 1 −1 0 0 0 0 1 −1 1 −1 1 −1 1 −1 0 0 0 0
0 0 0 1 −1 0 0 1 −1 −1 1 0 0 0 0 1 −1 1 −1
0 0 0 0 0 1 −1 0 0 0 0 1 −1 −1 1 1 −1 −1 1
 ,
D3Q27
{ei , i = 0, . . . ,15} =

0 1 −1 0 0 0 0 1 −1 1 −1 1 −1 1 −1 0
0 0 0 1 −1 0 0 1 −1 −1 1 0 0 0 0 1
0 0 0 0 0 1 −1 0 0 0 0 1 −1 −1 1 1

{ei , i = 16, . . . ,26} =

0 0 0 1 −1 1 1 −1 −1 1 −1
−1 1 −1 1 1 −1 1 −1 1 −1 −1
−1 −1 1 1 1 1 −1 1 −1 −1 −1

B The Central Moment Method in tables
In the following a 2D guide to implementing cascaded models is given. In 2D for the D2Q9




2 µ11 µ22 µ12
3 µ112 µ211
4 µ1122
Table 5.1: D2Q9 moments
these moments are computed as for the MRT model. (For the D2Q5 model only the moments
µ0, µ1, µ2, µ11, and µ12 can be distinguished, so no cascaded model can be defined). Central
moments for the non-conserved moments (second order and higher) can be found in Table
5.2
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Table 5.2: D2Q9 central moments
The spaces spanned by the following subsets (Table 5.3) are left invariant under 90◦ rotations









Table 5.3: Subsets of D2Q9 moments invariant under rotation and inversion
For each of these subsets only one relaxation factor should be used. In two dimensions only
the fourth-order cumulant differs from the central moment. In order to clarify the concept,
the higher-than-third-order cumulants in three directions are listed below in Table 5.4
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cumulant transformation equilibrium
CX X Y Y M cX X Y Y −M cX X M cY Y −4M cX Y 2 0
CX X Z Z M cX X Z Z −M cX X M cZ Z −2M cX Z 2 0
CY Y Z Z M cY Y Z Z −M cY Y M cZ Z −2M cY Z 2 0
CX X Y Z M cX X Y Z −M cX X M cY Z −2M cX Y M cX Z 0
CX Y Y Z M cX Y Y Z −M cX Z M cY Y −2M cX Y M cY Z 0
CX Y Z Z M cX Y Z Z −M cX Y M cZ Z −2M cX Z M cY Z 0
CX X Y Y Z M cX X Y Y Z − (M cX X M cY Y Z +4M cX Y M cX Y Z +2M cX Z
M cX Y Y +2M cX X Y M cY Z +M cX X Z M cY Y ) 0
CX Y Y Z Z M cX Y Y Z Z − (2M cX Y M cY Z Z +M cX Y Y M cZ Z +4M cX Y Z M cY Z
+M cX Z Z M cY Y +2M cX Z M cY Y Z ) 0
CX X Y Z Z M cX X Y Z Z − (M cX X M cY Z Z +2M cX Y M cX Z Z +M cX X Y M cZ Z
+4M cX Y Z M cX Z +2M cY Z M cX X Z ) 0
CX X Y Y Z Z M cX X Y Y Z Z −CX X Y Y M cZ Z −CX X Z Z M cY Y
−CY Y Z Z M cX X −2M cX X Y M cY Z Z −2M cX Y Y M cX Z Z
−2M cX X Z M cY Y Z −M cX Y Z M cX Y Z −M cX X M cY Y M cZ Z
−4M cX X M cY Z M cY Z −4M cX Y M cX Y M cZ Z
−8M cX Y M cX Z M cY Z −4M cX Z M cX Z M cY Y 0
Table 5.4: D3Q27 cumulants
The factorized equilibria are the same as the centralized equilibria for third order and lower
order central moments. In Table 5.5 we again give the equilibria for the D3Q27 model for
those equilibria which differ from the basic CLB method.














































Table 5.5: Factorized CLB equilibria
After relaxation in the chosen space, the inverse transformation is carried out and the distri-
bution functions are propagated.
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C Sets of relaxation parameters
Table 5.6 lists the relaxation coefficients and corresponding moments. In the following sev-
eral sets D3Q27 of relaxation parameters will be defined that are used throughout the present
work.
µ12, µ13, µ23, µ11−µ22, µ11−µ33 s1
µ11+µ22+µ33 s2
µ122+µ133, µ112+µ233, µ133+µ233 s3





µ12233, µ11233, µ11223 s9
µ112233 s10
Table 5.6: Relaxation parameters and corresponding moments
Set I
s3 = s1
s2 = s6 = s7 = s8 = s9 = s10 = 1 (5.1)
s4 = s5 = 2− s1
Set II
s3 = s6 = s8 = s1
s2 = s7 = s9 = s10 = 1 (5.2)
s4 = s5 = 2− s1
Set all-to-one
s3 = s6 = s8 = 1
s2 = s7 = s9 = s10 = 1 (5.3)
s4 = s5 = 1
Set III
s3 = s4 = s5 = s6 = s8 = s1 (5.4)
s2 = s7 = s9 = s10 = 1
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D Table of central moments in three dimensions
Finally, all central moments for the D3Q27 model are listed with their transformation from
moments to central moments and the equilibrium of the central moment for the standard
CLB model.
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central moment transformation equilibrium
M c11 µ11−µ21 1/3
M c22 µ22−µ22 1/3
M c33 µ33−µ23 1/3
M c12 µ12−µ1µ2 0
M c13 µ13−µ1µ3 0
M c23 µ23−µ2µ3 0
M c112 µ112−µ11µ2−2µ1µ12+2µ1µ1µ2 0
M c122 µ122−µ22µ1−2µ2µ12+2µ1µ2µ2 0
M c113 µ113−µ11µ3−2µ1µ13+2µ1µ1µ3 0
M c133 µ133−µ33µ1−2µ3µ13+2µ1µ3µ3 0
M c223 µ223−µ22µ3−2µ2µ23+2µ2µ2µ3 0
M c233 µ233−µ33µ2−2µ3µ23+2µ2µ3µ3 0
M c123 µ123−µ12µ3−µ23µ1−µ3µ12+2µ1µ2µ3 0
M c1122 µ1122−2µ112µ2−2µ122µ1+4µ11µ22 1/9
+µ21µ22+µ11µ22+4µ1µ2µ12−3µ21µ22
M c1133 µ1133−2µ113µ3−2µ133µ1+4µ11µ33 1/9
+µ21µ33+µ11µ23+4µ1µ3µ13−3µ21µ23









































Table 5.7: Central moments, transformation, and equilibria in three dimensions
