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Abstract
We present new large-scale algorithms for fitting a multivariate convex regression func-
tion to n samples in d dimensions—a key problem in shape constrained nonparametric
regression with widespread applications in engineering and the applied sciences. The
infinite-dimensional learning task can be expressed via a convex quadratic program (QP)
with O(nd) decision variables and O(n2) constraints. While instances with n in the lower
thousands can be addressed with current algorithms within reasonable runtimes, solving
larger problems (e.g., n ≈ 104 or 105) are computationally challenging. To this end, we
present an active set type algorithm on the Lagrangian dual (of a perturbation) of the
primal QP. For computational scalability, we perform approximate optimization of the
reduced sub-problems; and propose a variety of randomized augmentation rules for ex-
panding the active set. Although the dual is not strongly convex, we present a novel linear
convergence rate of our algorithm on the dual. We demonstrate that our framework can
solve instances of the convex regression problem with n = 105 and d = 10—a QP with
10 billion variables—within minutes; and offers significant computational gains (e.g., in
terms of memory and runtime) compared to current algorithms.
1 Introduction
We consider the task of computing a multivariate convex regression function given samples
(yi,xi), i ∈ [n] := {1, . . . , n} with response yi ∈ R and covariates xi ∈ Rd. The convex least
squares fit [34, 21] is given by the following infinite-dimensional problem
ϕˆ = arg min
ϕ∈F
1
n
n∑
i=1
(yi − ϕ(xi))2 (1)
where, F is the set of all real-valued convex functions in Rd, ϕ(xi) is the value of the function
ϕ at point xi. Criterion (1) seeks to find a convex function ϕ(x), with the best data-fidelity
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in terms of the squared error loss on the observed samples (yi,xi), i ∈ [n]. Different from
common nonparametric function estimation methods under smoothness constraints [38, 13],
Problem (1) is an instance of shape constrained nonparametric regression [32]—a subfield of
nonparametric statistics where learning is carried out under qualitative shape constraints on
the underlying function. This field has received significant attention over the recent years—see
for example, the special issue [33] for a nice overview.
Convex regression is widely used in economics, operations research, statistical learning and
engineering applications. In economics applications, for example, convexity/concavity arise
in modeling utility and production functions, consumer preferences [37, 18], among others. In
some stochastic optimization problems, value functions are taken to be convex [35]. See also
the works of [16, 39, 3] for other important applications of convex regression.
Statistical methodology underlying convex regression has been investigated by several
authors [34, 21, 3, 14, 15, 20]. More recently, there has been a growing interest in developing
efficient algorithms for this problem–see for e.g. [24, 1, 26, 22]—the focus of the current paper
is to further advance the computational frontiers of this problem.
An appealing aspect of the functional optimization Problem (1) is that it reduces [34, 24]
to a finite dimensional convex quadratic program (QP):
minimize
φ1,...,φn;ξ1,...,ξn
1
n
n∑
i=1
(yi − φi)2
s.t. φj − φi ≥ 〈xj − xi, ξi〉, ∀(i, j) ∈ Ω
(2)
where, Ω := {(i, j) : 1 ≤ i, j ≤ n, i 6= j}. In (2), φi = ϕ(xi) and ξi is a subgradient
of ϕ(x) at x = xi. Problem (2) has O(nd) variables and O(n
2) constraints and becomes
computationally challenging when n is large. For the convex regression problem to be sta-
tistically meaningful [20, 24], we consider cases with n  d (with d ≤ 10). Off-the-shelf
interior point methods [34] for (2) are limited to n ≈ 300. [1] consider a regularized version
of (2) (i.e., (P0), below) and propose (parallel) algorithms to solve instances with n ≈ 1, 600
leveraging commercial QP solvers (like Mosek). [24] use an alternating direction method of
multipliers (ADMM) [7]-based algorithm that can address problems up to n ≈ 3, 000. Re-
cently, [22] propose a different ADMM method and also a proximal augmented Lagrangian
method where the subproblems are solved by the semismooth Newton method—they address
instances with n ≈ 3, 000. Algorithms based on nonconvex optimization have been proposed
to learn convex functions that are representable as a piecewise maximum of k-many hyper-
planes [16, 3, 12]—these are interesting approaches, but they may not lead to an optimal
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solution for (2). Efficiently solving the convex program (2) for larger instances (e.g., n ≈ 104
or 105) remains an outstanding challenge; and addressing this is the main focus of our work.
Recently, [26] present a cutting plane algorithm for (2) that can scale to large instances (e.g.,
n ≈ 104) in several hours, leveraging commercial solvers (e.g., Gurobi). Our work differs
from [26]: we propose new efficient algorithms and derive novel computational guarantees.
The focus of this paper is on scalable algorithms for a perturbed version of (2):
minimize
φ1,...,φn;ξ1,...,ξn
1
n
n∑
i=1
(yi − φi)2 + ρ
n
n∑
i=1
‖ξi‖2
s.t. φj − φi ≥ 〈xj − xi, ξi〉, ∀(i, j) ∈ Ω
(P0)
where, we impose an additional `2-based regularization [1] on the subgradients {ξi}n1 of ϕ;
with ρ ≥ 0 being the regularization parameter. (P0) has a strongly convex objective function
in the decision variables ({φi}n1 , {ξi}n1 ) — its Lagrangian dual (see Proposition 2) is a convex
QP with nonpositive constraints. By the exact regularization property of convex quadratic
programs [10], for ρ > 0 sufficiently small, an optimal solution to (P0) is also an optimal solu-
tion to (2). Furthermore, we will see that regularizing the subgradient-norms (i.e., choosing
ρ > 0) can lead to improved estimation of the underlying convex function [2, 24].
Our approach: We present large scale algorithms for the Lagrangian dual of (P0), a
quadratic program with O(n2) variables over the nonpositive orthant. The large number
of variables poses computational challenges for full-gradient-based optimization methods as
soon as n becomes larger than a few thousand. However, we anticipate all but O(n)-many of
the constraints in (D) to be redundant1. Hence, we use methods inspired by constraint gener-
ation [6], which we also refer to (with an abuse of terminology) as active set type methods [5].
Every step of our algorithm considers a reduced dual problem where the decision variables
(roughly speaking) correspond to a subset of the primal constraints. The vanilla version of
our active set method, which solves to optimality the reduced dual problem, becomes expen-
sive when n and/or the size of the active set becomes large. We propose improvements that
perform inexact (or approximate) optimization for this reduced problem. Upon solving the
reduced problem (exactly or inexactly), we examine optimality conditions for the full problem;
and include additional variables into the dual problem (if necessary). To augment the current
active-set, we consider both deterministic and randomized rules, some of the latter rules are
inspired by random-then-greedy selection strategies proposed by [23] in the context of Gradi-
1We draw inspiration from the one dimensional case (d = 1), an observation that was also used by [26]
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ent Boosting Machines [11]. While our approach is based on solving the dual (resulting in a
dual feasible solution), we show to how obtain a primal feasible solution, delivering a duality
gap certificate.
We establish a novel linear convergence rate of our algorithm on the dual, even in the
absence of strong convexity. Our guarantees apply to both exact/inexact optimization of the
reduced problem; and both deterministic and randomized augmentation rules. Our determin-
istic algorithms can solve problems with n ≈ 2000 within a few minutes; for larger instances,
inexact optimization of the reduced problem and randomized augmentation rules become
necessary. As we carefully exploit problem-structure, our algorithms enjoy a low memory
footprint and can solve convex regression problems with n ≈ 105 and d = 10 (i.e., QPs with
O(105) variables and O(1010) constraints) in minutes. We are not aware of any existing convex
optimization-based approach that can solve such instances in comparable times.
Organization of paper: Section 2 presents both primal and dual formulations of the full
problem (P0); and a first order method on the dual with convergence guarantees. Section 3
presents active-set type algorithms, augmentation rules and associated computational guaran-
tees. Section 4 discusses computing duality gap certificates. Section 5 presents computational
improvements, and Section 6 numerical experiments. All proofs and some experimental details
are relegated to the appendix.
Notations: For convenience, we list some notations used throughout the paper. We denote
the set {1, 2, . . . , n} by [n]. The cardinality of a set W is denoted by |W |. We denote by
R+, R++ the set of nonnegative and positive real numbers (respectively). A similar notation
applies for R− and R−−. Symbols 1n, ei and I denote: a vector of length n of all ones, the
i-th standard basis element and the identity matrix (respectively). span(A) denotes the linear
space generated by the vectors in the set A. For a matrix X, let vec(X) denote a vectorized
version of X. The largest singular value of X is denoted by λmax(X). We use ‖·‖ to denote
the Euclidean norm of a vector and the spectral norm of a matrix. A convex function f is said
to be σ-smooth if it is continuously differentiable with σ-Lipschitz gradient; f is µ-strongly
convex if f(x)− µ2x>x is convex. Finally, ∂f(x) denotes the set of subgradients of f at x.
2 Primal and Dual Formulations
Here we present a dual formulation for (P0). We then present a basic version of our constraint
generation or active set-type algorithm, which lays the foundation for the novel improvements
discussed in Section 3.
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We make the following assumption for the rest of the paper:
Assumption 1. For any i ∈ [n], the affine hull of {xi}ni=1 i.e., span({xj − xi}j 6=i) = Rd.
We introduce some notation to write (P0) compactly. Let y = [y1, . . . , yn]
> ∈ Rn, X =
[x>1 , . . . ,x>n ] ∈ Rn×d, φ = [φ1, . . . , φn]> ∈ Rn, and ξ = vec([ξ1, . . . , ξn]) ∈ Rnd. Define
matrices A¯ ∈ Rn2×n and B¯ ∈ Rn2×nd such that:
(A¯φ)w = φj − φi, (B¯ξ)w = 〈xi − xj , ξi〉, for w = (i− 1)n+ j, with i, j ∈ [n], (3)
where, (a)w denotes the w-th coordinate of the vector a. If A¯i = I − ei1>n ∈ Rn×n, then
we can stack A¯is vertically to get A¯ = [A¯1; . . . ; A¯n]. If B¯i = 1nx
>
i − X ∈ Rn×d, then
we let B¯ = Blkdiag(B¯1, . . . , B¯n). Note that the ith rows of A¯i and B¯i are zero vectors.
Let Ai and Bi be obtained by removing the zero rows of A¯i and B¯i (respectively); and
define A = [A1; . . . ;An] and B = Blkdiag(B1, . . . ,Bn). Using this notation, we consider the
following scaled version of (P0):
minimize
φ,ξ
f(φ, ξ) :=
1
2
‖y − φ‖2 + ρ
2
‖ξ‖2 s.t. Aφ+Bξ ≥ 0 (P )
where, for any w = (i − 1)n + j with i, j ∈ [n] and i 6= j, we have (Aφ)w = (A¯φ)w and
(Bξ)w = (B¯ξ)w.
Due to strong convexity of the objective, (P ) has a unique minimizer denoted by (φ?, ξ?).
While (P ) has a large number (O(n2)) of constraints, Proposition 1 shows that the constraint
matrix C =
[
A B
]
∈ Rn(n−1)×(n+nd) is rank deficient.
Proposition 1. The matrix A has rank n − 1. By Assumption 1, rank(B) = nd and
rank(C) = (n− 1)(d+ 1).
Proposition 1 suggests that we should be able to solve (P ) using O(nd) instead of all
O(n2)-many constraints (though we do not know these constraints a-priori). The following
proposition presents the Lagrangian dual of (P ).
Proposition 2. The Lagrangian dual of (P ) is equivalent to the following convex problem
L? = minimize
λ∈Rn(n−1)
L(λ) :=
1
2ρ
λ>(ρAA> +BB>)λ− y>A>λ, s.t. λ ≤ 0. (D)
L(λ) is not strongly convex, but it is σ-smooth, where
σ ≤ 2n+ 1
ρ
max
i
{λmax(B>i Bi)}. (4)
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Note that (D) may not have a unique optimal solution. Proposition 3 describes the set of
optimal solutions of (D) by appealing to the Karush-Kuhn-Tucker (KKT) [8] conditions:
Proposition 3. The set of solutions to (D) is a polyhedron of the form:
Λ? =
{
λ ∈ Rn(n−1) : A>λ = sA, 1√
ρ
B>λ = sB,λ ≤ 0
}
, (5)
where sA = y − φ?, sB = −√ρξ?.
Unlike the primal (P ), the dual problem (D) is amenable to proximal gradient methods [28]
—the popular iterative shrinkage-thresholding algorithm (ISTA) [4] is presented below.
Algorithm 1: ISTA for dual (D)
Given initialization λ0, perform the following updates till convergence:
λt+1 = min{0,λt − 1σ∇L(λt)}
Every iteration of Algorithm 1 requires computing the gradient ∇L(λ) ∈ Rn(n−1). While
an unstructured gradient computation will cost O(n4), exploiting the structure of A,B, this
cost can be reduced to O(n2d) (See Section B), allowing us to scale Algorithm 1 for instances
with n ≈ 2000. Algorithm 1 requires knowledge of σ, which can be computed via the power
method or via line search (see Section 5.2 for details).
If λ 7→ L(λ) were to be µ¯-strongly convex and σ-smooth, then Algorithm 1 would enjoy
a linear convergence rate [28]
L(λt)− L? ≤
(
1− µ¯
σ
)t
[L(λ0)− L?]. (6)
Recall that for (D), µ¯ = 0, therefore making the rate (6) uninformative. However, as L(λ) is
σ-smooth, Algorithm 1 will still have a convergence rate of O(1/t) [28].
Although L(λ) is not strongly convex, Algorithm 1 converges at a linear rate (see Theo-
rem 1). To obtain this rate we use Lemma 1, a consequence of the Hoffman bound [17]—we
refer the reader to [27] for some estimates of the constant µΛ. Similar linear rates making use
of the Polyak- Lojasiewicz condition appears in earlier work [19, 27].
Lemma 1. Let Λ = {λ : Dλ = s,λ ≤ 0}, then there exists a constant µΛ > 0 such that for
any λ ≤ 0, there exists an λ0 ∈ Λ with
‖Dλ− s‖2 ≥ µΛ‖λ− λ0‖2.
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Theorem 1 (Linear convergence of Algorithm 1). For any λ0, let {λt} be the sequence
generated by Algorithm 1. Then, there exists a constant µ = µΛ? > 0 such that
L(λt)− L? ≤
(
1− µ
σ
)t
[L(λ0)− L?].
Note that µ > 0 in Theorem 1 plays a role similar to the strong convexity parameter µ¯
appearing in (6).
Instead of using an ISTA algorithm for (D), we can also use accelerated gradient methods
(aka FISTA [4]). FISTA enjoys a convergence rate of O(1/t2), an improvement over the
O(1/t) convergence rate for ISTA. Variations of FISTA that incorporate an adaptive re-
starting scheme [30] can also be used; as we summarize in Algorithm 2.
Algorithm 2: FISTA with adaptive restarts for (D)
Initialization λ0. Set λ˜0 = λ0, θ0 = 1 and perform steps (1)–(3) till convergence:
(1) Update λt+1 = min{0, λ˜t − 1σ∇L(λ˜t−1)}
(2) If (λ˜t − λt+1)>(λt+1 − λt) > 0, then set θt = 1. Else, set
θt+1 =
(
1 +
√
1 + 4θ2t
)
/2 and βt+1 = (θt − 1)/θt+1.
(3) Update λ˜t+1 = λt+1 + βt+1(λ
t+1 − λt)
In our numerical experiments, Algorithm 2 works quite well. Note that a special case
of Algorithm 2 when we always go for the “else” condition in Step 2 leads to the FISTA
algorithm. We are unaware of a linear rate of convergence for FISTA (or its restarted variant)
that parallels the result of Theorem 1 in the absence of strong convexity. Therefore, in what
follows, our theory is based on (unaccelerated) proximal gradient updates.
3 Active Set Type Algorithms
As (D) has O(n2) variables, the proximal gradient method (owing to gradient computations)
becomes prohibitively expensive when n becomes larger than a few thousand. However, in
light of Proposition 1, we expect only O(n)-many of these variables to be zero at an optimal
solution—motivating the use a constraint-generation type method on the primal (P ).
Constraint generation is traditionally used in the context of solving large-scale linear
programs [9, 6]. When used in the context of the QP (P ), as done in [26], we start with a
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reduced problem with a small subset of constraints in (P ). We refer to these constraints as the
active set2. After obtaining an optimal dual solution to this reduced problem, we augment
the active set with some dual variables that correspond to the violated primal constraints
(if any) and re-solve the problem on the expanded set of constraints. We mention a couple
of shortcomings of this approach: (a) Solving the reduced problem to optimality becomes
expensive (especially when the active set becomes large); and (b) finding the variables that
need to be appended to the active set has a prohibitively large cost of O(n2) operations.
To circumvent these shortcomings, we propose modifications to the above constraint gen-
eration or active set method. To address (a), we solve the reduced sub-problem inexactly
(e.g., by taking a few iterations of the proximal gradient method). To address (b), we con-
sider different rules—both deterministic and randomized—to reduce the cost of augmenting
the active set from O(n2) to somewhere between O(1) to O(n). We show that our proposed
algorithm converges; and does so with a linear convergence rate.
3.1 Properties of the reduced problem
Let W ⊂ Ω index a subset of the constraints in (P ); and consider the reduced primal:
minimize
φ,ξ
f(φ, ξ) =
1
2
‖y − φ‖2 + ρ
2
‖ξ‖2 s.t. AWφ+BW ξ ≥ 0 (PW )
where, AW (and BW ) denotes matrix A (and B) restricted to the rows indexed by W .
In the rest of the paper, we will use W as subscript for vectors or matrices whose size
changes with W , and use W (or [W ]) as superscript for vectors or matrices whose size does
not change with W . When W = Ω, the relaxed problem becomes the original problem, and
we avoid using Ω as subscript and/or superscript.
As before, we consider solving the dual of (PW ). Proposition 4 presents some of its
properties following Propositions 2 and 3.
Proposition 4. The Lagrangian dual of (PW ) is given by:
L?W = min
λW
LW (λW ) :=
1
2ρλ
>
W (ρAWA
>
W +BWB
>
W )λW − y>A>WλW s.t. λW ≤ 0. (DW )
The objective function LW (·) : R|W | → R is σW -smooth for some σW ≤ σ. The set of all
2Our use of the term “active set” differs from the active set method for solving a QP, as discussed in [29]
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optimal solutions to (DW ) is a polyhedron of the form
Λ?W =
{
λW ∈ R|W | : A>WλW = sWA ,
1√
ρ
B>WλW = s
W
B ,λW ≤ 0
}
where, sWA = y − φW? , sB = −
√
ρξW? ; and (φ
W
? , ξ
W
? ) is the unique optimal solution to the
reduced primal problem (PW ).
Algorithm 1/2 readily applies to (DW ): We need to replace the stepsize 1/σ by 1/σW—see
Section 5.2 for stepsize computations; and Appendix B.1 for gradient computations. The per
iteration cost is O(|W |d), which is much smaller than O(n2d) (as |W | ∼ n). If {λtW } be the
sequence generated by Algorithm 1, then similar to Theorem 2, we can show that there exists
a constant µW = µΛ?W > 0 such that, for all t ≥ 1:
LW (λ
t
W )− L?W ≤
(
1− µW
σW
)t
[LW (λ
0
W )− L?W ]. (7)
Above, the ratio µW /σW depends upon W instead of Ω. Solving the reduced problem (DW )
by Algorithm 1/2 is usually much faster than solving the full problem (D) when |W |  |Ω|.
3.2 From a Dual to a Primal Solution
Given a feasible solution3 to the reduced dual (DW ), we show how to construct a primal
solution. We first consider the KKT conditions for the reduced primal/dual problems:
φW? − y +A>Wλ?W = 0 (8a)
ρξW? +B
>
Wλ
?
W = 0 (8b)
AWφ
W
? +BW ξ
W
? ≥ 0 (8c)
λ?W ≤ 0 (8d)
(λ?W )
>(AWφW? +BW ξ
W
? ) = 0 (8e)
where, λ?W and (φ
W
? , ξ
W
? ) are optimal solutions to (DW ) and (PW ) (respectively). Above,
equations (8a), (8b) represent stationarity conditions, (8c) and (8d) represent primal and dual
feasibility, and (8e) is the complementary slackness condition.
For any W ⊆ Ω and λW ∈ R|W |− , we can obtain corresponding primal variables (φW , ξW )
3This can be obtained by solving (DW ) exactly (i.e., to optimality) or inexactly (i.e., approximately).
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for (PW ), by making use of (8a) and (8b):
(φW , ξW ) = (y −A>WλW ,−
1
ρ
B>WλW ) ∈ Rn × Rnd. (9)
Notice that for a general dual variable λW ∈ R|W |− , the primal variables obtained via (9)
may not be feasible for the reduced primal problem. In light of (9), Proposition 5 presents a
reformulation of the KKT conditions in (8):
Proposition 5. For any W ⊆ Ω, (φW , ξW ) (defined via (9)) and λW are optimal for Prob-
lems (PW ) and (DW ) (respectively) if and only if (φ
W , ξW ) and λW are feasible for (PW )
and (DW ), and complementary slackness λ
>
W (AWφ
W +BW ξ
W ) = 0 holds.
Note that for any W ⊆ Ω, (φW , ξW ) can be interpreted as primal variables for the full
problem (P ). We can also extend λW ∈ R|W | from the reduced problem (DW ) to a dual
variable λ[W ] ∈ Rn(n−1) for the full problem (D) in a natural way:
λ[W ]
∣∣∣
W
= λW and λ
[W ]
∣∣∣
W c
= 0. (10)
Let λ?W be an optimal solution to the reduced dual and λ
[W ]
? be its extension for the full
dual; and let (φW? , ξ
W
? ) be the corresponding primal solution. It can be seen
4 that (φW? , ξ
W
? )
and λ
[W ]
? satisfy complementary slackness for the full problem. Furthermore, λ
[W ]
? is dual
feasible. However, (φW? , ξ
W
? ) may fail to satisfy the primal feasibility condition in (8) (see
Proposition 5). Therefore, the active set algorithm that performs exact optimization on the
reduced sub-problem, works on achieving primal feasibility for (P ).
On the other hand, if λ?W is an inexact (or approximate) solution to the reduced dual,
the corresponding primal solution available via (9) and the extended dual solution λ
[W ]
? may
violate both (i) complementary slackness and (ii) primal feasibility conditions. In this case,
the inexact active set algorithm works towards fixing violations arising from (i) and (ii).
3.3 Augmentation Rules
We discuss some rules for augmenting the current set of constraints (i.e., the active set).
Given an active set W and a dual solution λW , we can obtain the corresponding primal
solution (φW , ξW ) via Equation (9), and then check if it is feasible for (PW )—that is, we
4Using complementary slackness for the reduced problem gives us: (λ?W )
>(AWφW? +BW ξ
W
? ) = 0. Com-
bining this with the definition of the λ
[W ]
? we have:
(
λ
[W ]
?
)>
(AφW? +Bξ
W
? ) = 0.
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verify if each component of AφW +BξW (denoted by v(i,j)) is nonnegative:
v(i,j) = φ
W
j − φWi − 〈xj − xi, ξWi 〉 ≥ 0 ∀(i, j) ∈ Ω. (11)
To this end, it is helpful to decompose the O(n2) constraints into n blocks
Ω =
⋃
i
Ωi· =
⋃
j
Ω·j ,
where Ωi· = {(i, j) : j 6= i, 1 ≤ j ≤ n} and Ω·j = {(i, j) : i 6= j, 1 ≤ i ≤ n}. Similarly, we define
the slices Wi· and W·i for all i.
The two decompositions {Ωi·}n1 and {Ω·j}n1 have different geometric interpretations. Note
that v(i,j) = φ
W
j − (〈xj − xi, ξWi 〉 + φWi ). Now define points Pj = {xj , φWj } and hyperplanes
Hi : y = 〈x− xi, ξWi 〉+ φWi in Rd+1. Note that each point Pi lies on the hyperplane Hi, and
v(i,j) denotes the vertical distance between Pj and Hi.
For each i, the nonnegativity of v(i,j) for all (i, j) ∈ Ωi·, checks if the hyperplane Hi lies
below each point Pj , i.e. if Hi is a supporting hyperplane of the points {Pj}n1 .
On the other hand, for each j, the nonnegativity of v(i,j) for all (i, j) ∈ Ω·j , checks if Pj lies
above each hyperplane Hi—i.e., if Pj lies above the piecewise maximum of these hyperplanes.
The quantity |mini v(i,j)| is the amount by which Pj lies below the piecewise maximum.
In Section 4 we see that the block decomposition interpretation is useful in obtaining a
primal feasible solution. We now discuss our proposed deterministic and randomized augmen-
tation rules, which make use of this decomposition.
3.3.1 Deterministic Augmentation Rule
We first present a simple greedy-like deterministic augmentation rule:
Rule 1. Greedy within each Block: For each block Ωi· (or Ω·j), choose P pairs with the
smallest v(i,j)-values among Ωi·\Wi· (or Ω·j\W·j). From these P indices, we add to the
current active set W , only those with negative v(i,j)-values.
Rule 1 evaluates O(n2) constraints with computational cost O(n2d+ d|W |) and augments
W by at most nP such constraints. For every block, obtaining the largest P violations can
be done via a partial sort—leading to a total cost of O(n2d+ nP logP ) for n blocks.
Heuristic: The above scanning operation across n elements in every block becomes expensive
as soon as n exceeds a few thousands. We consider an improvement that reduces the search
cost via a heuristic. We maintain a partial check-list of constraints (e.g., of size J = 100 n)
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for every block. We scan from these J constraints the most violated P constraints5. This
can be done with a cost of O(nJ + nP logP ) for all n blocks; and can lead to important cost
savings if J  n. In what follows, we discuss randomized strategies for selecting constraints,
which further reduce the cost of augmenting the active set.
3.3.2 Randomized Augmentation Rules
We propose four randomized rules that sample a small subset of the indices in Ω \W instead
of performing a full scan across O(n2) indices.
Rule 2. Random: Uniformly sample K pairs in Ω\W—the cost of computing the corre-
sponding v(i,j)-values is O(Kd+ d|W |).
Rule 3. Random within each Block: For each block Ωi· (or Ω·j), uniformly sample P
pairs in Ωi·\Wi· (or Ω·j\W·j); the total computational cost is O(nPd+ d|W |)
Rule 4. Random then Greedy: Uniformly sample M pairs from Ω\W , and from these
pairs choose the K pairs with the smallest v(i,j)-values. Computing the M values of
v(i,j) cost O(Md + d|W |), and the greedy selection step costs M + K logK. The total
computational cost is O(Md+ d|W |)
Rule 5. Random Blocks then Greedy within each Block: Uniformly sample G groups
from {Ωi·}ni=1 (or {Ω·j}nj=1) and for each group, choose the P pairs that have the smallest
v(i,j) values with (i, j) ∈ Ωi·\Wi· (or Ω·j\W·j). Similar to Rule 4, the total computational
cost is O(Gnd+ d|W |).
Note that the above rules lead to a set of indices denoted by ∆′. From these candidates,
we select only those with negative v(i,j)-values, which are then appended to the current active
set W . That is, if ∆ = {(i, j) ∈ ∆′ : v(i,j) < 0} then we set W ←W ∪∆.
Of the above, Rules 4 and 5 are inspired by the random-then-greedy selection proce-
dure [23] proposed in the context of Gradient Boosting.
3.3.3 Norms Associated with the Augmentation Rules
The computational guarantees of our active set-type algorithms depend upon certain norms
induced by the aforementioned augmentation rules. We first present some notation that we
will use in our analysis.
5If the check-list for a block i is empty, we update it via a partial sorting operation. For each block, the
cost of partial sorting is O(n+ J log J).
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Definition 1. Given a vector θ, an index set S, and k ≤ |S|, let G[S, k,θ] be the set of k
elements with the largest values of |θω| for ω ∈ S. Given a pair (S, k) as above, we let U [S, k]
denote the set of k uniformly subsampled indices from the set S.
Definition 2. Given a vector θ ∈ Rn(n−1) indexed by Ω, let {Si}n1 be disjoint subsets of Ω, with
S¯ = ∪i∈[n]Si. Given positive integers P,K,M,G, we define δ1(θ, {Si}), . . . , δ5(θ, {Si}) ⊂ Ω
as follows:
δ1(θ, {Si}) =
n⋃
i=1
G[Si, P,θ], δ2(θ, {Si}) = U [S¯,K], δ3(θ, {Si}) =
n⋃
i=1
U [Si, P ]
δ4(θ, {Si}) = G[U [S¯,M ],K,θ], δ5(θ, {Si}) =
⋃
i∈U [[n],G]
G[Si, P,θ].
Using the above notation, we can express the set of indices to be augmented as a function
of the violations v. Let ∆′{`} denote the pairs selected by Rule `, and ∆{`} = {ω ∈ ∆′{`} :
v(i,j) < 0} ⊆ ∆′{`} be the final set to be added to W . Let v˜ be a vector having the same length
as v, with its entries given by v˜(i,j) = min{v(i,j), 0}. Then it is easy to verify that ∆′{`} can
be written as δ`(v˜, {Si}) with Si = Ωi· \Wi· or Si = Ω·i \W·i.
Definition 3. Given θ ∈ Rn(n−1), let {Ωi} be either {Ωi·} or {Ω·i}. Define
‖θ‖{`} =
E
 ∑
ω∈δ`(θ,{Ωi})
|θω|2
1/2 for ` ∈ {1, . . . , 5}. (12)
For ` = 1, there is no randomness in δ`, so the expectation can be removed. For ` ≥ 2, the
expectation is taken over the randomness generated by the selection operator U .
Lemma 2 shows that (12) leads to a norm on Rn(n−1); and the norm equivalence con-
stants (13) determine the convergence rates of Algorithm 3 (see Theorem 2).
Lemma 2. ‖θ‖{`} defined in (12) is a norm on Rn(n−1). Furthermore, there are constants
α{`} ≥ β{`} ≥ 1, listed in Table 1, such that
α{`}‖x‖2{`} ≥ ‖x‖22 ≥ β{`}‖x‖2{`}. (13)
Table 1 presents a summary of key characteristics of the five rules. Table 2 presents an
instance of Table 1 to facilitate comparison across the different rules.
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Rule ∆′{`} |∆′{`}| Augmentation Cost α{`} β{`}
1 ∪ni=1G[Ωi, P, v˜] nP O(n2d+ d|W |) n−1P 1
2 U [Ω,K] K O(Kd+ d|W |) n(n−1)K n(n−1)K
3 ∪ni=1U [Ωi, P ] nP O(nPd+ d|W |) n−1P n−1P
4 G[U [Ω,M ],K, v˜] K O(Md+ d|W |) n(n−1)K n(n−1)M
5 ∪i∈U [[n],G]G[Ωi, P, v˜] GP O(Gnd+ d|W |) n(n−1)GP nG
Table 1: Summary of augmentation rules. Recall that ∆′{`} denotes the pairs selected as per Rule `.
The number of candidates to be augmented to the current active set depends upon the signs of v(i,j)s;
and is of size at most |∆′{`}|. Here, Augmentation Cost is the cost of obtaining ∆′{`}. We present
estimates of the norm-equivalence constants α{`}, β{`} (13). For notational convenience, we assume
that W = ∅—for a nonempty W , we can replace Ωi with Ωi\Wi.
3.4 Active set-type method with Inexact Optimization of sub-problems
Once we augment the active set (e.g., based on Rules 1–5), our constraint generation (or
active set-type) algorithm solves the new reduced QP either exactly or inexactly. We then
identify additional constraints to be added to the current active set; and continue till some
convergence criteria is satisfied. Our algorithm is summarised below:
Algorithm 3: An Active Set Type Method on the Dual
0. Initialize with W 0 and λ0. Perform the following steps 1–3 till convergence.
1. Use Algorithm 1 or 2 to solve (DWm) for λWm , either (a) solving to optimality
(i.e., exactly) or (b) solving inexactly via a few steps of Algorithm 1 or 2.
2. Compute φW
m
= y −A>WmλWm , ξW
m
= −1ρB>WmλWm as per (9).
3. Use one of the Rules 1–5 to augment Wm to obtain Wm+1; and go to Step 1.
For the rest of paper, we call Algorithm 3 with option (a) [Step 1] the Exact Active Set
method (EAS); and option (b) [Step 1] the Active Set Gradient Descent (ASGD) method.
If the size of the active set remains sufficiently small, interior point solvers (e.g., Gurobi,
Mosek) may be used for full minimization of the reduced problem. However, for larger prob-
lems, first order methods may be preferable due to warm-start capabilities (across active
sets) and low memory requirements (by exploiting problem-structure). Furthermore, first or-
der methods naturally allow for approximate optimization of the reduced sub-problems. See
Appendix C for numerical comparisons.
Theorem 2 establishes that Algorithm 3 requires at most m = O(log(1/))-many outer
iterations to deliver an -optimal dual solution for Problem (D):
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Theorem 2. For a given λ0 and W 0, let λm = λ[Wm] (for m ≥ 1) be the sequence generated
by Algorithm 3. Then, for either EAS or ASGD with augmentation Rule `, we have:
E[L(λm)− L?] ≤
(
1− µ
σα{`}
)m
[L(λ0)− L?],
where (µ, σ) are the same constants appearing in Theorem 1 and α{`} appears in Lemma 2.
The rate in Theorem 2 differs from that in Theorem 1 by the factor 1/α{`}, which arises
due to the use of an active set method in conjunction with the augmentation rules. Some
additional remarks regarding Theorem 2 follow:
Remark 1. Algorithm 3 allows for both exact and inexact optimization of the reduced problem—
the guarantees for Theorem 2 apply to both variants. Furthermore, Theorem 2 applies to both
deterministic and randomized augmentation rules.
Remark 2. Theorem 2 implies that we need at least O
(
(σα{`}/µ) log(1/)
)
-many outer iter-
ations, to achieve an accuracy level of  > 0. This quantifies the worst-case convergence rate
via α{`}. By following the arguments in the proof, in the best case scenario, an improved rate
can be obtained by replacing α{`} by β{`}.
Understanding the costs of different rules: To better understand the computational
costs of the different rules, we consider a setting where the maximum number of selected pairs
(i.e., |∆′{`}|) is set to be O(n) across all rules6.
According to Remark 2, to achieve  accuracy, we need O((σα{`}/µ) log(1/)) outer iter-
ations in the worst case and O((σβ{`}/µ) log(1/)) outer iterations in the best case. Hence,
for a fixed  > 0, the total augmentation cost is proportional to α{`}×Augmentation Cost for
the worst case and β{`}×Augmentation Cost for the best case. See Table 2 for the numbers.
Rule |∆′{`}| Augmentation Cost α{`} β{`}
1 O(n) O(n2d+ d|W |) O(n) O(1)
2 O(n) O(nd+ d|W |) O(n) O(n)
3 O(n) O(nd+ d|W |) O(n) O(n)
4 O(n) O(n
√
nd+ d|W |) O(n) O(√n)
5 O(n) O(n
√
nd+ d|W |) O(n) O(√n)
Table 2: Comparing Augmentation Rules: We present an instance of Table 1 where |∆′{`}| is the same
across `. Specifically, we set P = 1 for Rule 1, K = n for Rule 2, P = 1 for Rule 3, M = n
√
n,K = n
for Rule 4, and G =
√
n, P =
√
n for Rule 5. Here, we ignore log-terms in the big O notation.
We make a note of the following observations from Table 2.
6The choice of P,K,M,G are specified in the caption of Table 2
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• Given that the maximum cardinality of the augmentation set (i.e, |∆′{`}|) at each itera-
tion is the same across all rules, α{`} is the same for all `.
• In the worst case, different rules take the same number of iterations to achieve  accuracy.
The purely greedy rule (Rule 1) or the random-then-greedy rules (Rule 4 and Rule 5)
have the largest total augmentation cost (i.e., α{`}×Augmentation Cost).
• In the best case, the greedy rules take fewer iterations—the purely greedy rule (Rule 1)
is better than random-then-greedy rules (Rules 4 and 5). The purely random rules
(Rules 2 and 3) have similar iteration counts for the best and worst cases (as α{`} =
β{`}). In the best case, Rules 1, 4 and 5 have the smallest total augmentation cost (i.e.
β{`}×Augmentation Cost).
The above discussion pertains to our theoretical results. Our experiments in Section 6.1.1
offer a refined understanding of the operating characteristics of the different algorithms.
3.4.1 Related work
Algorithm 3 (with exact optimization for the subproblems) is inspired by constraint gener-
ation, a classic tool for solving large scale linear programs [9, 6]. In the context of convex
regression, similar tools are used in [26] but our framework differs. [26] use a primal ap-
proach and solve the restricted primal problem to optimality using commercial QP solvers
(e.g., Gurobi). We operate on the dual and allow for inexact optimization of the reduced
problems. Our proximal gradient-based algorithms make use of highly structured linear al-
gebra operations for improved efficiency, as evident from the problem-sizes we address. See
Appendix C.3 for numerical evidence. Furthermore, an important contribution of our work
is to present novel computational guarantees for our procedure.
As far as we can tell, current convex optimization-based approaches in the published
literature (e.g, [24, 22, 1] and others) do not explore the use of active set methods—they are
limited to instances n ≈ 3000. We emphasize that the main focus of our paper is to solve
large scale instances of the convex regression problem (e.g., n ≈ 104 to 105) within several
minutes, which seems to be well beyond the capabilities of current approaches.
4 Primal Feasibility and Duality Gap
Given a feasible solution for the full dual (D), we show how to obtain a feasible solution
for the primal (P ) (note that the method in Section 3.2 need not deliver a primal feasible
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solution). A primal feasible solution is useful as it provides the practitioner a convex function
estimate that approximately solves (P ); and it also leads to a duality gap certificate.
Given a primal candidate (φ, ξ), we will construct (φ˜, ξ˜) that is feasible for (P ). To this
end, let v(i,j) = φj − φi − 〈xj − xi, ξi〉, for all i 6= j and we use the convention v(j,j) = 0.
Furthermore, let
νj = min
i
v(i,j) and κj ∈ arg min{‖ξk‖ : k ∈ arg min
i
v(i,j)} (14)
and define (φ˜, ξ˜) := ψ(φ, ξ) as follows
ξ˜j = ξκj and φ˜ = φ− ν + c1 (15)
where, c is such that 1>φ˜ = 1>y. The following proposition shows that (φ˜, ξ˜) is feasible for
the full primal problem.
Proposition 6. For any pair (φ, ξ), the pair (φ˜, ξ˜) defined in (15), is feasible for (P ).
Furthermore, if (φ?, ξ?) is an optimal solution for (P ) then it is a fixed point for the map
ψ(·, ·), i.e., ψ(φ?, ξ?) = (φ?, ξ?).
As discussed in Section 3.3, each (φi, ξi) defines a hyperplane Hi : y = 〈x − xi, ξi〉 + φi
containing Pi = (xi, φi). However, (φ, ξ) may not satisfy the convexity constraint (i.e., Pj
may not lie above Hi); and |νj | quantifies how far Pj lies below the piecewise maximum of
His. Intuitively, (φ˜, ξ˜) attains feasibility by taking a piecewise maximum of these hyperplanes
and then adjusts itself by a constant in an attempt to decrease the primal objective.
Duality Gap: In light of strong duality between (P ) and (D), we have L(λ?) = −f(φ?, ξ?).
From a dual feasible solution λ, we can obtain a primal variable (φ, ξ) via (9). If ψ(φ, ξ) is
a primal feasible solution obtained from (φ, ξ), then we can compute a duality gap via:
L(λ) = −f(ψ(φ, ξ)) ≤ L? ≤ L(λ).
The gap L(λ)− L(λ) equals zero if and only if λ is an optimal solution for (D).
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5 Considerations for computational efficiency
5.1 Obtaining a Good Warm Start via Aggregation
We present an aggregation-based scheme to obtain a good initial solution for Algorithm 3. We
partition the n samples into disjoint groups, solve each subproblem separately; and suitably
aggregate these solutions to obtain a dual feasible solution for the full problem. As we show
in our experiments, this leads to important computational gains.
Specifically, given S ⊂ [n], we solve the convex regression problem based on the samples
xi, i ∈ S—this is equivalent to solving (DW ) on W = ΩS , where
ΩS := {(i, j) : i, j ∈ S, i 6= j} ⊂ Ω. (16)
Let {Rh}H1 be a partition of [n] and W (h) = ΩRh for h ∈ [H]. We solve the restricted convex
regression problem to obtain λ?W (h), which we extend to a dual feasible solution λ
[W (h)]
? for
the full problem (D). Let the active set that corresponds to λ
[W (h)]
? be
W¯ (h) = {(i, j) ∈W (h) : λ[W (h)]?,(i,j) 6= 0}.
We take the union of these active sets to form W 0 = ∪Hh=1W¯ (h); and take λ0 =
∑H
h=1 λ
[W (h)]
?
as an initialization for the dual problem (D). The following proposition shows some optimality
properties for this aggregation procedure.
Proposition 7. Let λ0 =
∑H
h=1 λ
[W (h)]
? , then there exists a solution λ
?
W 0 to the restricted
dual (DW 0) such that λ
0 is its extension to the full dual problem i.e., λ0 = λ
[W 0]
? , and the
following holds
L(λ0) =
H∑
h=1
L(λ
[W (h)]
? ) = min
pi≥0
L
(
H∑
h=1
pihλ
[W (h)]
?
)
.
Proposition 7 shows that the best way to combine solutions obtained from the H sub-
problems over the nonnegative cone, is by adding them up. Intuitively, by solving for λ
[W (h)]
? ,
we are fitting a convex function to the samples xi, i ∈ Rh in partition h. The sum of these
dual feasible solutions corresponds to concatenating the function values φi and subgradients
ξi in the primal space. This primal solution may not be feasible—however, we can use the
operation described in (15) to obtain a primal feasible solution.
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5.2 Stepsize Selection
Algorithm 1/2 (applied to (DW )) requires an estimate of σW , which is the largest eigenvalue
of QW . This can be efficiently computed via the power method requiring repeated matrix-
vector multiplications of the form QWa for a ∈ R|W | by making use of the structure of
QW = AWA
>
W +
1
ρBWB
>
W . We can compute QWa via structured operations of the form
A>Wa, B
>
Wa (and AW a˜, BW a˜) with a cost of O(d|W |) (See Appendix B.1).
An alternative to the above strategy is to select a more aggressive stepsize via linesearch.
Recall that for a given active set W , Algorithm 1 performs an update of the form: λt+1 =
min{0,λt− (1/σ)∇LW (λt)}. We do backtracking linesearch to choose σ—i.e, given γ ∈ (0, 1)
and an initial σ0, we let σk = σ0/γ
k, and find the smallest k ≥ 1 satisfying
LW (λ
t+1) ≤ LW (λt) + (λt+1 − λt)>∇LW (λt) + σ
2
k
2
‖λt+1 − λt‖2,
which gives σ = σk and λ
t+1. For the next step t+ 1, we use σ0 = σ as an initialization.
For our active set method, we use the final σ from the last active set as σ0. For the initial
active set W 0, we use the power iteration to compute σW 0 .
Once (DW ) changes, we recommend taking a smaller value of γ = 0.9 for the first gradient
step (t = 0). Once (DW ) is fixed, the Hessian matrix is also fixed, so for the subsequent
gradient steps (t ≥ 1), we take a larger value of γ = 0.98.
6 Numerical Experiments
We present numerical experiments to study the different variants of our algorithm.
Datasets: We consider the following synthetic and real datasets for the experiments.
Synthetic Data: Following [24], we generate data via the model yi = φ
0(xi) + i, i ∈ [n]
where, i
iid∼ N(0, γ2) and γ is chosen to match a specified value of signal-to-noise ratio,
SNR = ‖φ0‖2/‖‖2. The covariates are drawn independently from an uniform distribution
on [−1, 1]d. Every feature is normalized to have zero mean and unit variance; and y has zero
mean and unit `2-norm. We consider the following functions φ
0(x)
• Type A: φ0(x) = ‖x‖22
• Type B: φ0(x) = max1≤i≤2d{ξ>i x}, where ξi ∈ Rd are independently drawn from the
uniform distribution [−1, 1]d.
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We use the shorthand “SD(A,n,d,SNR)” to denote synthetic data of Type A, with n
samples, d features, and signal-to-noise ratio (SNR).
Real Data: We also consider the following real datasets in our experiments:
• RD1: This dataset is taken from [25] and has been recenly used in [24]. Our training
set has n = 2000 and d = 4.
• RD2: This is taken from [31] and is available from R package Sleuth2. RD2 was used
in earlier work [16, 3]. We first winsorize the data by excluding the samples that have
response with score ≥ 2; and consider a training set with n = 15, 000 and d = 2.
Following [3], we apply the transformation x 7→ 1.2x to the education variable.
In both examples above, covariates and response are centered and scaled so that each
variable has unit ‖·‖2-norm.
Algorithms: Our main focus is on large scale instances (e.g., n ≥ 5, 000)—we are not aware
of publicly available implementations that can handle such instances efficiently (i.e., with
comparable runtimes). Hence, we mainly focus on different variants of Algorithm 3, which
was found to be much more efficient than Algorithms 1/2 for large values of n.
For easier notation, we denote different variants of Algorithm 3 as:
Alg-rule-D1-D2
where the different components “Alg”, “rule”, D1 and D2 are discussed below:
• Alg ∈ {EAS,ASGD} represents Algorithm 3(a) (EAS) and Algorithm 3(b) (ASGD)
• rule ∈ {Rule1, Rule1H, Rule2, . . . ,Rule5} denotes different augmentation rules (here,
Rule1H is Rule 1 with Heuristics) presented in Section 3.3
• D1 ∈ {WS,None} denotes if warm-start (WS) is used or not; and D2 ∈ {LS,None}
denotes if line search (LS) is used or not7
In Rule 1, we take P = 1; in Rule 2, we take K = n; in Rule 3, we take P = 1; in Rule 4,
we take M = 4n and K = n; and in Rule 5, we take G = n/4 and P = 4. For the heuristic
method (in Rule1H), we consider J = 100; and for initialization purposes (in WS) we take
the number of partitions H = 5.
Software Specifications: All computations were carried out on MIT’s Engaging Cluster on
an Intel Xeon 2.30GHz machine, with one CPU and 8GB of RAM. All of our algorithms were
7 For example, EAS-Rule1H-WS refers to the exact active set algorithm where we use augmentation Rule 1
(with heuristics) and a warm start initialization. Similarly, ASGD-Rule2-LS refers to the inexact active set
method using augmentation rule 2 and line search, but no warm-starting is used.
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written in Julia programming language (v0.6). Our code is available at
https://github.com/wenyuC94/ConvexRegression.
Stopping criteria: Our stopping criteria depends upon both inner and outer iterations.
Inner Iterations: For Algorithm 3, we terminate the inner iterations (gradient steps) as soon
as the relative change in the dual objective becomes smaller than τ1 (i.e., L(λ
t+1)− L(λt) ≤
τ1|L(λt)|) or we reach a pre-specified upper limit on the number of iterations (Tin).
Outer Iterations: We terminate the outer iterations if both the following conditions are met
(i) the relative change in the dual objective is smaller than a tolerance threshold τ3; and (ii)
all the primal constraint violations are smaller than τ (a pre-specified threshold).
The feasibility violation is available as a by-product of Rule 1. For the randomized rules
(i.e., Rules 2-5), instead of evaluating all O(n2)-constraints, we declare that (ii) is satisfied if
the selected primal constraint violations remain smaller than τ for five consecutive iterations.
The tolerance thresholds used in our experiments can be found in Appendix C.1.
6.1 Experiments on Synthetic data
Moderate scale experiments: We first consider some moderate-sized datasets with n ∈
{2000, 5000} with d = 2, SNR=10; and take a small regularization parameter value ρ = 10−3.
Each algorithm was run 10 times with different random seeds.
Among our algorithms, FISTA-restart and algorithms based on Rule 1 without warm
start are deterministic; the other algorithms based on Rules 2-5 are randomized in nature.
As Rule 1 with warm-starts is initialized with ASGD-Rule2-LS, it has a random output. The
optimal solution to the problem is obtained by running ASGD-Rule2-LS for a sufficiently long
time to obtain a solution of high accuracy. We present our results in Figure 1 and Table 3.
We see that when n ≈ 2000 is small, our active set method with exact optimization
and warm-start initialization (i.e., EAS-Rule1-WS) performs decently well. This algorithm
however, becomes quite expensive for larger problems n ≥ 5000; and inexact optimization
of the reduced problem and randomized augmentation rules become critical. In particular,
ASGD-Rule2-LS seems to work better compared to other algorithms in terms of runtime.
Large scale experiments: We present experiments with larger values of n (between 104
and 105) and d in the range 2 to 10. For the convex regression estimator to be statistically
meaningful [20], we need to limit the values of d we consider8. Therefore, we restrict d ≤ 10.
8If fˆn is the convex least squares estimator based on n samples, [20] establish (under some assumptions)
that the squared distance E‖fˆn − f‖2 has a minimax rate which is of the order O(n− 2d+1 ). For example, a
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Objective Profiles for SD(A,*,2,10) and ρ = 10−3
Rel. Obj. vs Time (s) (n = 2000) Rel. Obj. vs # Gradient Steps (n = 2000)
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|
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Figure 1: Plots (in log-scale) of Relative Objective (i.e., relative distance from the optimum dual
objective as shown in the y-axis label) versus time (secs) [left panel]; and #gradient steps [right panel].
We consider a synthetic data set (type A) with n ∈ {2000, 5000}, d = 2, SNR = 10, and ρ = 10−3.
We consider different algorithms based on different rules, use of line-search (LS), warm-start (WS).
For each algorithm, thin lines are profiles for different replicates and bold line is the median time. As
n becomes larger, the randomized selection rules with inexact optimization of subproblems (ASGD)
show the best performance.
For problems of this scale, algorithms based on randomized augmentation rules and inex-
act optimization of the reduced sub-problems, seem to be the only computationally feasible
candidates. Table 4 shows the running time of ASGD-Rule2-LS for synthetic data sets with
different (n, d) values. For the largest instance we consider (n = 105, d = 10), the dual
QP has 10 billion-variables. As we exploit problem-structure with care, our algorithm has
a low-memory footprint and consumes less than 8GB memory for the largest instance. As
expected, for a fixed n, the running time increases as d increases. For small d, the running
time increases as n increases. For large d however, the running time decreases as n increases.
A possible explanation is that the regularization on {ξi} is only normalized by n, but not d,
so as d becomes large, we are imposing a larger regularization on the subgradients. Also, we
choice n = 105 and d = 10, leads to a statistical error of n−
2
d+1 ≈ 0.19; and larger values of d would lead to
larger error. Thus we limit our choice of d.
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normalize our dataset so that y has unit norm. Hence as n increases, the scale of y becomes
smaller, which makes the violations smaller and thus the algorithm converges faster.
Moderate scale instances (synthetic data)
n = 2000, data type A
algorithm time obj gap active tolViols
EAS-Rule1-WS 1018.70 -0.43398 3.04e-02 8.291 0.025
EAS-Rule1-WS-LS 1108.68 -0.43291 3.34e-02 10.953 0.017
EAS-Rule1H-WS 340.64 -0.42098 6.83e-02 3.695 82.189
EAS-Rule1H-WS-LS 343.96 -0.41917 7.68e-02 4.973 84.455
ASGD-Rule4-LS 212.28 -0.42988 4.32e-02 4.216 0.145
ASGD-Rule2-LS 25.65 -0.42928 4.55e-02 2.742 0.769
n = 2000, data type B
algorithm time obj gap active tolViols
EAS-Rule1-WS 1092.03 -0.42196 3.03e-02 9.254 0.031
EAS-Rule1-WS-LS 1149.28 -0.41891 3.63e-02 14.336 0.028
EAS-Rule1H-WS 298.78 -0.41027 6.80e-02 3.717 81.218
EAS-Rule1H-WS-LS 411.53 -0.40821 7.41e-02 5.105 84.657
ASGD-Rule4-LS 185.17 -0.41863 3.84e-02 4.283 0.132
ASGD-Rule2-LS 23.89 -0.41805 4.11e-02 2.862 0.685
n = 5000, data type A
algorithm time obj gap active tolViols
EAS-Rule1H-WS 2058.80 -0.42497 1.69e-01 2.523 848.182
EAS-Rule1H-WS-LS 2908.19 -0.42141 1.81e-01 3.491 882.391
ASGD-Rule2-LS 37.24 -0.46039 5.46e-02 2.038 0.649
ASGD-Rule3-LS 634.57 -0.46007 5.53e-02 2.050 0.669
ASGD-Rule4-LS 995.29 -0.46131 5.07e-02 2.791 0.131
n = 5000, data type B
algorithm time obj gap active tolViols
EAS-Rule1H-WS 2192.45 -0.37787 1.97e-01 2.989 849.570
EAS-Rule1H-WS-LS 3866.89 -0.37548 2.08e-01 4.469 870.809
ASGD-Rule2-LS 33.44 -0.41189 4.32e-02 2.297 0.570
ASGD-Rule3-LS 650.10 -0.41159 4.51e-02 2.288 0.549
ASGD-Rule4-LS 898.35 -0.41279 4.19e-02 3.227 0.132
Table 3: Algorithm profile summaries for synthetic datasets (type A and B), n ∈ {2000, 5000}, d = 2,
SNR = 10, and ρ = 10−3. We report the median of 10 numbers. Here, time (secs) denotes the running
time; obj denotes the (dual) objective when the algorithm terminates; gap denotes the duality gap as
discussed in Section 4; active is the number of nonzeros in the final dual solution divided by n; tolViols
the number of violations beyond the tolerance τ1 divided by n.
6.1.1 Comparison across different augmentation rules
We investigate the operating characteristics of the different augmentation rules proposed. We
consider instances SD(A,2000,2,10) (i.e., data type A, n = 2000, d = 2 and SNR=10) with
ρ = 10−3. We fix the algorithm component “ASGD-WS-LS” and vary the rules. The results
of the objective profiles are displayed in Figure 2.
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Running time (secs) for large scale instances
Data type A d = 2 d = 3 d = 4 d = 5 d = 6 d = 8 d = 10
n = 104 46.96 95.19 166.44 278.74 444.13 822.70 1344.01
n = 2× 104 74.45 133.65 189.47 312.64 428.04 810.34 1267.65
n = 5× 104 126.27 216.05 301.20 384.13 454.62 796.41 1218.60
n = 105 209.37 232.54 260.69 398.83 479.52 725.80 971.21
Data type B d = 2 d = 3 d = 4 d = 5 d = 6 d = 8 d = 10
n = 104 51.57 89.69 134.19 247.57 383.23 836.57 1380.95
n = 2× 104 75.23 126.96 175.79 260.71 391.64 776.07 1213.92
n = 5× 104 112.03 168.92 243.76 396.92 440.51 748.01 920.05
n = 105 193.47 206.11 283.45 347.48 366.65 732.94 1164.22
Table 4: Runtime for algorithm ASGD-Rule2-LS for some large n and d combinations. We consider
the synthetic datasets of type A and type B, SNR = 10, and ρ = 10−3. (time is defined in Table 3).
The reported numbers are the median of 10 replications.
In terms of runtimes, the purely random rules 2 and 3, are very fast; random-then-greedy
rules 4 and 5 are also fast; and the purely greedy rule is slower in comparison. Aligned
with our intuition (cf Section 3.4), the randomized algorithms spend less time in active set
augmentation, so they run quite fast. The deterministic algorithms (Rule 1) on the other
hand, spend a lot of time looking for the largest violations, and are the slowest. The random-
then-greedy rules are similar to the purely random methods in terms of overall speed.
In terms of progress made per gradient evaluation (i.e., step), the random-then-greedy rules
4 and 5 make the most progress; and the purely random augmentation rules make less progress.
Interestingly, the purely greedy rule does not make the most progress per iteration. This may
be due to the structure of constraints in convex regression—many selected constraints are
probably “redundant” thereby slowing down the algorithm.
Table 5 summarizes the properties of solutions given by these algorithm. In terms of
solution sparsity (i.e., the number of nonzeros in the dual solution), the randomized rules 2,
3, 4 are the most sparse (this can be seen from the column active).
Therefore, in summary, the purely random rules (especially Rule 2) deliver relatively
accurate solutions quite fast. The random-then-greedy rule 4 is a close competitor in terms
of solution accuracy, runtime and sparsity.
6.2 Real Datasets
Figure 3 shows runtimes for different regularization parameters ρ ∈ [3× 10−5, 10−1] for algo-
rithm ASGD-Rule2-LS. The largest value ρ = 10−1 leads to a training error that is 96% of
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Rel. Obj. vs time (s) for different rules Rel. Obj. vs # steps for different rules
(L
t
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Figure 2: Relative Objective (in log scale) versus time (s) [left panel] and # gradient steps [right
panel] plots for different augmentation rules (we use ASGD with a warm-start initialization and line
search). This is type A dataset, n = 2000, d = 2 and ρ = 10−3.
Comparison across different augmentation rules
algorithm time obj gap active tolViols
ASGD-Rule1-WS-LS 3609.58 -0.42117 6.22e-02 20.752 0.038
ASGD-Rule1H-WS-LS 1215.99 -0.40939 1.04e-01 12.747 96.771
ASGD-Rule2-WS-LS 27.84 -0.42953 4.59e-02 2.610 0.684
ASGD-Rule3-WS-LS 129.14 -0.42969 4.42e-02 2.581 0.657
ASGD-Rule4-WS-LS 213.05 -0.43049 4.00e-02 3.322 0.141
ASGD-Rule5-WS-LS 424.67 -0.42758 4.42e-02 14.239 0.005
Table 5: Algorithm characteristics for ASGD-WS-LS with different augmentation rules on synthetic
data set (Type A) with n = 2000, d = 2, SNR = 10, and ρ = 10−3. See the definitions of time, obj,
gap, active, and tolViols in Table 3.
that of the most regularized model (i.e., when ρ = ∞) for the RD1 dataset. For the RD2
dataset this is 99.9%. In both examples, the running time decreases as ρ increases. For larger
ρ-values, the strong convexity parameter in the primal becomes larger; and the dual becomes
more smooth and seems easier to solve. Note that in Figure 3, the problems for different ρ-
values are solved independently (i.e., no warm-start continuation is used). Further speedups
are possible with continuation across ρ-values.
Table 6 presents performance of different algorithms for the hardest problem (i.e, with the
smallest value of ρ) for both datasets. For RD1 (n = 2, 000), we take the same algorithms
for n = 2, 000 in Section 6.1; for RD2 (n = 15, 000) we only use our scalable algorithm
ASGD-Rule2-LS. Our findings are qualitatively similar with those in Section 6.1 (for the
synthetic datasets). For the RD1 dataset, the EAS-Rule1-WS algorithm works well in terms
of accuracy, and can deliver a good solution in minutes. For RD2, the randomized algorithm
ASGD-Rule2-LS leads to a solution with a small duality gap in 8 minutes.
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Figure 3: Running time (secs) versus ρ for real datasets RD1 (left) and RD2 (right). Here, for each
dataset and each ρ, we report the median runtime of ASGD-Rule2-LS. The problems are solved for
different ρ values independently (without warm-start continuation across ρ).
(a) RD1 (n = 2, 000, d = 4)
algorithm time (s) obj gap active tolViols
EAS-Rule1-WS 496.43 -0.05544 9.37e-03 3.820 0.031
EAS-Rule1-WS-LS 889.38 -0.05285 1.49e-02 9.300 0.098
EAS-Rule1H-WS 98.11 -0.04762 2.35e-01 2.590 69.335
EAS-Rule1H-WS-LS 126.28 -0.04602 2.38e-01 4.394 71.031
ASGD-Rule4-LS 1271.02 -0.05172 1.88e-02 10.996 0.672
ASGD-Rule2-LS 88.08 -0.05139 2.08e-02 6.324 1.384
(b) RD2 (n = 15, 000, d = 2)
algorithm time (s) obj gap active tolViols
ASGD-Rule2-LS 408.89 -0.40501 3.10e-02 3.051 0.779
Table 6: Summary of algorithm profiles for real data sets RD1 and RD2 and fixed ρ = 3× 10−5—this
is the value at which the test error is the smallest for both examples. See definitions of time, obj, gap,
active and tolViols in Table 3.
6.3 Subgradient regularization and estimation error
While the squared `2-penalty on the subgradients is mainly used for algorithmic convenience, a
moderate amount of regularization can result in improved statistical performance. We present
here a summary of our key observations—details can be found in Appendix C.2.
Due to the piecewise linear nature of the convex regression fit, it overfits near the boundary
of the convex hull of the covariates (see [2, 24]). We expect the `2-regularization to regulate
boundary behavior and improve performance of the estimator. We consider synthetic datasets
(Type A) with varying n, d, SNR values; and sparsely sampled input covariates near the
boundary of [−1, 1]d. We evaluate the test error (or MSE) of the estimator at points near
the boundary; and observe that regularization leads to improved performance in the following
cases: the training sample-size (i.e., n) is small, dimension d is large, the noise is large (i.e.,
26
SNR is small) and the training set has a few boundary points. For details see Appendix C.2.
7 Conclusion
We present large-scale algorithms for multivariate convex regression, a problem of key impor-
tance in nonparametric regression with shape constraints. With n samples and d features,
this can be represented via a QP with O(nd) decision variables and O(n2)-many constraints,
posing outstanding computational challenges for commonly used algorithms that can address
instances with n in the lower thousands. We present an active set type method on the dual
problem (D) that performs inexact optimization of the reduced sub-problems and uses ran-
domized rules for augmenting the current active set. Our approach delivers a primal-dual
feasible pair of solutions, resulting in a duality gap certificate. We derive a novel linear
convergence rate guarantee for the dual problem (even in the absence of strong convexity).
Exploiting problem-structure, a novel aggregation-based warm-start initialization scheme, our
open source toolkit can address instances with n ≈ 105 and d = 10 (a QP with 10 billion
decision variables) within a few minutes on a modest computer—significantly larger than
what can be addressed by current algorithms. While our main focus was on (P ), it will be
interesting to adapt our framework to address generalizations considered in [24, 36].
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Appendix and Supplementary Material
A Proofs
A.1 Proofs of Propositions 1 to 5
Proof of Proposition 1. It is easy to see that Null(A) = {φ1 : φ ∈ R}. Note thatBξ = 0 is
equivalent to Biξi = 0, ∀i. Since for any i, span({xi−xj}j 6=i) = Rd, we have Null(Bi) = {0}.
This means Null(B) = {0} and rank(B) = nd.
Now we will show that if Aφ+Bξ = 0, then there exists a φ0 ∈ R and ξ0 ∈ Rd, such that
φi = φ0 +ξ
>
0 xi. This means Null(C) = d+1, and rank(C) = nd+n− (d+1) = (n−1)(d+1).
For any i, j, k, we have φk − φi = 〈xk − xi, ξi〉 and φj − φi = 〈xj − xi, ξi〉, so φk − φj =
〈xk − xj , ξi〉. For the same k, j, we have φk − φj = 〈xk − xj , ξj〉. Therefore, for a fixed i, j
and any k, we have 〈xk − xj , ξi − ξj〉 = 0. Since for fixed j, span({xk − xj}k 6=j) = Rd, we
have ξi = ξj ∀i. If we let ξi = ξ0, and φ0 = φ1 − ξ>0 xi, it follows that φi = φ0 + ξ>0 xi ∀i.
Proof of Proposition 2. The Lagrangian for problem (P ) is
L(φ, ξ;λ) = 1
2
‖y − φ‖22 +
ρ
2
‖ξ‖22 + λ>(Aφ+Bξ)
where, λ ≤ 0. Note that the optimality condition wrt (φ, ξ) is given by:
φ− y +A>λ = 0 and ρξ +B>λ = 0. (17)
Using strong duality, the optimal objective of (P ) equals maxλ≤0 L−(λ) where
L−(λ) := min
φ,ξ
L(φ, ξ;λ) = L(y −A>λ,−1
ρ
B>λ;λ). (18)
The right equality in (18) follows from (17); and (D) follows by simplifying the right hand
side (rhs) of (18).
Note that Q := ∇2L(λ) = AA> + 1ρBB>  0. According to Proposition 1, we have
rank(
[
A B
]
) = (n− 1)(d+ 1) < n(d+ 1), so there exists a λ 6= 0 such that [A B]> λ = 0,
and thus Qλ = 0. Hence, Q is not of full rank and L(λ) is not strongly convex.
The largest eigenvalue of Q can be upper bounded as follows:
λmax(Q) ≤ λmax(AA>) + 1
ρ
λmax(BB
>) ≤ 2n+ 1
ρ
max
i
{λmax(B>i Bi)},
where the last inequality is due to the block structure of B and the fact that the matrix
A>A = 2nIn − 21n1>n has a maximum eigenvalue of 2n.
Proof of Proposition 3. By the KKT condition, each optimal dual solution λ? ≤ 0 satisfies
A>λ? = y − φ?, B>λ = −ρξ?, (λ?)>(Aφ? +Bξ?) = 0,
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and hence, λ? ∈ Λ?. Note also that all elements in Λ? have the same values of A>λ and
B>λ. This completes the proof.
Proof of Proposition 4. Most of the proof is similar to the proofs of Propositions 2 and 3,
and is omitted. Let us recall that σW = λmax(QW ) where QW = AWA
>
W +
1
ρBWB
>
W . To
complete the proof, we will show that λmax(QW ) ≤ σ. To this end, notice that
λmax(QW ) ≤ λmax(AWA>W ) +
1
ρ
λmax(BWB
>
W ) ≤ λmax(A>A) +
1
ρ
λmax(B
>B) = σ
where, the second inequality makes use of AA>  AWA>W and BB>  BWB>W .
Proof of Proposition 5. The definition of (φW , ξW ) yields the first two equations of the
KKT conditions (8). The third and fourth equations are the feasibility of primal and dual
respectively. The last equation in (8) is the complementary slackness condition.
A.2 Proofs of Lemma 1 and Theorem 1
Lemma 3 (Hoffman’s Bound [17]). Let S be the polyhedral set S := {x : Ax ≤ b}. Then
there is a constant θS > 0, such that for any x, there exists an x0 ∈ S with
‖(Ax− b)+‖ ≥ θS‖x− x0‖
where, (Ax− b)+ is a vector whose i-th coordinate is max{(Ax− b)i, 0}.
Lemma 3 leads to Corollary 1, which is a restatement of Lemma 1.
Corollary 1 (Lemma 1). Let Λ = {λ : Dλ = s,λ ≤ 0}. There is a constant µΛ > 0 such
that for any λ ≤ 0, there exists an λ0 ∈ Λ with
‖Dλ− s‖2 ≥ µΛ‖λ− λ0‖2.
Proof. We can write Λ as Λ = {λ : D˜λ ≤ s˜} where, D˜ = [D;−D; I] is a vertical concate-
nation of D,−D and I; and similarly, s˜ = [s;−s; 0]. For any λ ≤ 0, it holds that
‖Dλ− s‖2 = ‖(Dλ− s)+‖2 + ‖(−Dλ+ s)+‖2 + ‖λ+‖2 = ‖(D˜λ− s˜)+‖2.
Therefore, it follows from Lemma 3 that there exists µΛ = θ
2
Λ > 0 such that for any λ ≤ 0,
there exists an λ0 ∈ Λ such that
‖Dλ− s‖2 = ‖(D˜λ− s˜)+‖2 ≥ µΛ‖λ− λ0‖2.
Definition 4. Define a function D(·, ·, ·) : RN− × RN × R++ → R+ as
D(λ,θ, µ) = −2µmin
λ′≤0
{
〈θ,λ′ − λ〉+ µ
2
‖λ′ − λ‖2
}
.
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Proposition 8. For any θ ∈ RN and λ ∈ RN− , the map µ 7→ D(λ,θ, µ) is an increasing
function, i.e. given µ2 ≥ µ1 > 0 we have D(λ,θ, µ2) ≥ D(λ,θ, µ1).
Proof. Our proof is adapted from Karimi et al [19], where they prove a more general result.
It follows from the definition of D that
D(λ,θ, µ) = ‖θ‖2 − min
λ′≤0
‖µ(λ′ − λ) + θ‖2. (19)
For any λ′ ≤ 0 and µ2 ≥ µ1 > 0, we note
λ′′ :=
µ1
µ2
(λ′ − λ) + λ = µ2 − µ1
µ2
λ+
µ1
µ2
λ′ ≤ 0
with µ2(λ
′′ − λ) = µ1(λ′ − λ). Therefore, we have
min
λ′≤0
‖µ2(λ′ − λ) + θ‖2 ≤ min
λ′≤0
‖µ1(λ′ − λ) + θ‖2.
Using the above in (19) we complete the proof of this proposition.
Lemma 4. For any λ ≤ 0 and optimal dual solution λ? to (D), we have
L(λ?) ≥ L(λ)− 1
2µΛ?
D(λ,∇L(λ), µΛ?), (20)
where µΛ? > 0 is a constant given by Corollary 1 (Lemma 1).
Proof. We can write L(λ) as
L(λ) = `A(A
>λ) + `B( 1√ρB
>λ)
where `A(u) =
1
2u
>u− y>u and `B(u) = 12u>u; and both are 1-strongly convex.
Let ˜`A(λ) = `A(A
>λ) and ˜`B(λ) = `B( 1√ρB
>λ). Then, we have
˜`
A(λ
′) ≥ ˜`A(λ) + 〈∇˜`A(λ),λ′ − λ〉+ 1
2
‖A>(λ′ − λ)‖2
and ˜`B(λ
′) ≥ ˜`B(λ) + 〈∇˜`B(λ),λ′ − λ〉+ 1
2
∥∥∥∥ 1√ρB>(λ′ − λ)
∥∥∥∥2
For simplicity, here we denote
Λ? = {λ : A>λ = sA, 1√ρB>λ = sB,λ ≤ 0} = {λ : Dλ = s,λ ≤ 0}.
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For any λ ≤ 0, denote by λp the projection of λ onto Λ?, then we have
L(λ?) = L(λp) = ˜`A(λp) + ˜`B(λp)
≥ ˜`A(λ) + 〈∇˜`A(λ),λp − λ〉+ 1
2
‖A>(λp − λ)‖2
+ ˜`B(λ) + 〈∇˜`B(λ),λp − λ〉+ 1
2
∥∥∥∥ 1√ρB>(λp − λ)
∥∥∥∥2
(i)
= L(λ) + 〈∇L(λ),λp − λ〉+ 1
2
‖Dλ− s‖2
(ii)
≥ L(λ) + 〈∇L(λ),λp − λ〉+ µΛ
?
2
‖λ0 − λ‖2
(iii)
≥ L(λ) + 〈∇L(λ),λp − λ〉+ µΛ
?
2
‖λp − λ‖2
(iv)
≥ L(λ) + min
λ′≤0
{
〈∇L(λ),λ′ − λ〉+ µΛ?
2
‖λ′ − λ‖2
}
(v)
= L(λ)− 1
2µΛ?
D(λ,∇L(λ), µΛ?),
where in the above chain of inequalities, (i) follows from KKT conditions A>λp = sA,
1√
ρB
>λp = sB, (ii) we use Corollary 1 to obtain λ0 ∈ Λ? (iii) we use the fact that λp is
the projection of λ onto Λ?, (iv) uses λp ≤ 0, and (v) uses the definition of D.
Proof of Theorem 1. Note that the proximal gradient (ISTA) update
λt+1 = arg min
λ′≤0
{
〈∇L(λt),λ′ − λt〉+ σ
2
‖λ′ − λt‖2
}
leads to the well-known sufficient decrease condition [28]:
L(λt+1) ≤ L(λt) + 〈∇L(λt),λt+1 − λt〉+ σ
2
2
‖λt+1 − λt‖2 = L(λt)− 1
2σ
D(λt,∇L(λt), σ).
Taking λ = λt in Lemma 4, using the above inequality and Proposition 8, we have
L(λt+1)− L(λ?) ≤
(
1− µΛ?
σ
)
[L(λt)− L(λ?)],
which completes the proof.
A.3 Proofs of Lemma 2 and Theorem 2
The proof of Theorem 2 is based on Lemmas 2 and 5. We first present the proof of Lemma 2
(Sec A.3.1); then present Lemma 5 (Sec A.3.2), followed by the proof of Theorem 2.
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A.3.1 Proof of Lemma 2
For any θ ∈ RN and P ≤ N , we define two auxiliary norms:
‖θ‖G[P ] =
 ∑
i∈G[[N ],P,θ]
θ2i
1/2 and ‖θ‖U [P ] = E
 ∑
i∈U [[N ],P ]
θ2i
1/2
where, G[[N ], P,θ], U [P ] are defined in Definition 1 and E(·) is the expectation wrt scheme
U . Proposition 9 links these norms to the Euclidean norm:
Proposition 9. The following statement holds:
‖θ‖2 ≥ ‖θ‖2G[P ] ≥
P
N
‖θ‖2 = ‖θ‖2U [P ].
Proof. It is easy to see that ‖θ‖2U [P ] = (P/N)‖θ‖2. Notice that
‖θ‖2G[P ] = maxpi
∑
ω∈[N ]
piω|θω|2 s.t.
∑
ω∈[N ]
piω ≤ P, 0 ≤ piω ≤ 1,∀ω.
Since piω = P/N, ∀ω, is feasible for the above problem, it follows that
‖θ‖2G[P ] ≥
P
N
‖θ‖2 = ‖θ‖2U [P ].
Equality above is attained if and only if θω = C ∀ω for some C. Furthermore, we note that
‖θ‖2G[P ] =
∑
ω∈G[[N ],P ]
|θω|2 ≤
∑
ω∈[N ]
|θω|2 = ‖θ‖2,
and this equality is attained if and only if θω = 0 for all ω 6∈ G[[N ], P ], i.e. the N −P smallest
values of |θω| are 0.
Proof of Lemma 2. We divide the proof into 5 parts depending upon the 5 rules.
Rule 1: Greedy within each Block. (δ1(θ, {Ωi}) = ∪ni=1G[Ωi, P,θ], α{1} = n−1P , and
β{1} = 1.)
For this selection rule, we have
‖θ‖2{1} =
n∑
i=1
‖θΩi‖2G[P ].
It is easy to see that θ{1} is a norm. It follows from Proposition 9 that
‖θ‖2 =
n∑
i=1
‖θΩi‖2 ≥
n∑
i=1
‖θΩi‖2G[P ] ≥
n∑
i=1
n− 1
P
‖θΩi‖2 =
n− 1
P
‖θ‖2.
Therefore, we have α{1} = n−1P , and β{1} = 1.
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Rule 2: Random. (δ2(θ, {Ωi}) = U [Ω,K], α{2} = n(n−1)K and β{2} = n(n−1)K ).
For this selection rule, we have
‖θ‖2{2} = ‖θ‖2U [K] =
n(n− 1)
K
‖θ‖2.
Thus, in this case the norm-equivalence constants are α{2} = β{2} =
n(n−1)
K .
Rule 3: Random within each Block. (δ3(θ, {Ωi}) = ∪ni=1U [Ωi, P ], α{3} = n−1P , and
β{3} = n−1P .)
For this selection rule, we have
‖θ‖2{3} =
n∑
i=1
‖θΩi‖2U [P ] =
n∑
i=1
n− 1
P
‖θΩi‖2 =
n− 1
P
‖θ‖2.
Hence, it follows that α{3} = β{3} = n−1P .
Rule 4: Random then Greedy. (δ4(θ, {Ωi}) = G[U [Ω,M ],K,θ], α{4} = n(n−1)K , and
β{4} =
n(n−1)
M .)
We adapt the proof of [23] to show that under this selection rule
‖θ‖2{4} =
n(n−1)∑
l=1
pi(l)|θ(l)|2,
where |θ(l)| is the l-th largest value in {|θω|}ω∈Ω and pi(l) is given by
pi(l) =
M
n(n− 1)
K∑
k=1
(
l−1
k−1
)(n(n−1)−l
M−k
)(n(n−1)−1
M−1
) .
Here, by convention, we define
(
N
α
)
= 0 if α < 0 or α > N .
Let pi(l) be the probability that |θ(l)| is selected. Since the subsample is selected uniformly
at random, it suffices to count the number of combinations that include |θ(l)| and in which
|θ(l)| ranks in the top K values. This is equivalent to choosing k− 1(≤ K − 1) elements from
{|θ(s)|}s≤l−1, selecting the element |θ(l)| and then choosing the remaining (M − k) elements
from the rest. Therefore, the number of such combinations is
N(l) =
K∑
k=1
(
l − 1
k − 1
)(
n(n− 1)− l
M − k
)
.
Thus,
pi(l) =
N(l)(n(n−1)
M
) = M
n(n− 1)
K∑
k=1
(
l−1
k−1
)(n(n−1)−l
M−k
)(n(n−1)−1
M−1
) .
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Notice that when l ≤ K (i.e., l − 1 ≤ K − 1), then
N(l) =
l∑
k=1
(
l − 1
k − 1
)(
n(n− 1)− l
M − k
)
=
(
n(n− 1)− 1
M − 1
)
,
and thus pi(l) = Mn(n−1) .
When l ≥ n(n− 1)− (M −K) + 1 and M − k ≥M − 1−K > n(n− 1)− l, then N(l) = 0
and thus pi(l) = 0.
As each element appears in the same number of combinations of size M (in the random
selection step), and the greedy selection step favors the larger one, we have the following
ordering: pi(1) ≥ . . . ≥ pi(n(n− 1)). Therefore, ‖θ‖{4} is a norm.
Since pi(l) = E[I{(l)∈G[U [Ω,M ],K]}], it follows that
n(n−1)∑
l=1
pi(l) = E
n(n−1)∑
l=1
I{(l)∈G[U [Ω,M ],K]}
 = K.
Then, we have
‖θ‖2{4} =
n(n−1)∑
l=1
pi(l)|θ(l)|2 ≥
n(n−1)∑
l=1
K
n(n− 1) |θ(l)|
2 =
K
n(n− 1)‖θ‖
2. (21)
On the other hand, since pi(l) ≤ pi(1) = Mn(n−1) , it follows that
‖θ‖2{4} =
n(n−1)∑
l=1
pi(l)|θ(l)|2 ≤
n(n−1)∑
l=1
M
n(n− 1) |θ(l)|
2 =
M
n(n− 1)‖θ‖
2. (22)
Hence from (21) and (22), we obtain α{4} =
n(n−1)
K and β{4} =
n(n−1)
M .
Rule 5: Random Blocks then Greedy within each Block.
(δ5(θ, {Ωi}) = ∪i∈U [[n],G]G[Ωi, P,θ], α{5} = n(n−1)GP , and β{5} = nG .)
By the selection rule, we have
‖θ‖2{5} =
G
n
n∑
i=1
‖θΩi‖2G[P ] =
G
n
‖θ‖2{1}
with α{5} = nGα{1} =
n(n−1)
GP and β{5} =
n
Gβ{1} =
n
G .
A.3.2 A Lemma useful for the proof of Theorem 2
Here we present Lemma 5 that will be used for the proof of Theorem 2. Lemma 5 makes use
of the following useful proposition.
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Proposition 10. Define d(·, ·, ·) : R− × R+ × R++ → R as
d(λ, θ, µ) = −2µmin
λ′≤0
{
θ(λ′ − λ) + µ
2
(λ′ − λ)2
}
.
We have the following:
(a) if λ = 0, then for any µ > 0, d(λ, θ, µ) = max{θ, 0}2;
(b) if λθ = 0 with λ ≤ 0 and θ ≤ 0, then for any µ > 0, d(λ, θ, µ) = 0;
(c) if λ ≤ 0, then for any µ > 0, d(λ, θ, µ) ≥ 0.
Proof. Part (a): If λ = 0, then
d(λ, θ, µ) = −2µmin
λ′≤0
{
θλ′ +
µ
2
(λ′)2
}
=
{
0 if θ ≤ 0
θ2 if θ > 0
,
i.e. d(λ, θ, µ) = max{θ, 0}2.
Part (b): If λθ = 0 with λ = 0 and θ ≤ 0, then d(λ, θ, µ) = 0 follows from Part (a).
If λθ = 0 with λ < 0, then θ = 0, so d(λ, θ, µ) = −2µminλ′≤0{µ2 (λ′ − λ)2} = 0.
Part (c): If λ ≤ 0, then λ′ = λ ≤ 0 is always feasible, so d(λ, θ, µ) ≥ 0.
Lemma 5. Suppose there exists α ≥ 1 such that for any m and W 0 the following
αEηm+1
 ∑
ω∈Wm+1\Wm
max{∇λωL(λm), 0}2
 ≥ ∑
ω∈Ω\Wm
max{∇λωL(λm), 0}2 (23)
holds almost surely, where Eηm+1 denotes expectation over all the random sources in (m+1)-th
iteration (conditional on events up to iteration m). Then the following holds:
Eηm+1 [L(λm+1)− L?] ≤
(
1− µΛ?
ασ
)
[L(λm)− L?].
Proof. We make use of the following notation in the proof:
λmω is the ω-th component of λ
m, ∇mω = ∇λωL(λm) and ∇˜mω = max{∇mω , 0}.
The proof has three steps, and we consider both exact and inexact cases in each step.
Step 1: In the first part, we will show that
L(λm)− L(λ?) ≤

1
2µΛ?
∑
ω∈Ω\Wm
(∇˜mω )2 (exact case)
1
2µΛ?
 ∑
ω∈Wm
d(λmω ,∇mω , µ?Λ) +
∑
ω∈Ω\Wm
(∇˜mω )2
 (inexact case). (24)
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It follows from Lemma 4 that
L(λ?) ≥ L(λm)− 1
2µΛ?
D(λm,∇L(λm), µΛ?). (25)
By the definitions of D(·) (Definition 4) and d(·) (Proposition 10), we have
D(λm,∇L(λm), µΛ?) =
∑
ω∈Ω
d(λmω ,∇mω , µ?Λ)
=
∑
ω∈Wm
d(λmω ,∇mω , µ?Λ) +
∑
ω∈Ω\Wm
d(λmω ,∇mω , µ?Λ) (26)
Inexact Case: By the definition of λW
m
, we know that λmω = 0 for ω 6∈ Wm. Then it
follows from Proposition 10 that
D(λm,∇L(λm), µΛ?) =
∑
ω∈Wm
d(λmω ,∇mω , µ?Λ) +
∑
ω∈Ω\Wm
(∇˜mω )2 (27)
Exact Case: By the primal feasibility, dual feasibility and complementary slackness of
λ?Wm , we have λ
m
ω∇mω = 0 with λmω ,∇mω ≤ 0 for ω ∈ Wm. Combining this with λmω = 0 for
ω 6∈Wm, by Proposition 10, we have
D(λm,∇L(λm), µΛ?) =
∑
ω∈Ω\Wm
(∇˜mω )2. (28)
The conclusions from (27) and (28) lead to (24).
Step 2: In the second step, we will show that
L(λm+1)− L(λm) ≤

− 1
2σ
∑
ω∈Wm+1\Wm
(∇˜mω )2 (exact case)
− 1
2σ
 ∑
ω∈Wm
d(λmω ,∇mω , σ) +
∑
ω∈Wm+1\Wm
(∇˜mω )2
 (inexact case)
(29)
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Exact Case: Let Λm+1 = {λ ∈ Rn(n−1) : λω = 0,∀ω ∈ Ω\Wm+1}. Recall that λm+1
minimizes L(λ) over Λm+1. Therefore, we have the following:
L(λm+1) = min
λ∈Λm+1
L(λ)
≤ min
λ∈Λm+1
{
L(λm) + 〈∇L(λm),λ− λm〉+ σ
2
2
‖λ− λm‖2
}
= L(λm)− 1
2σ
∑
ω∈Wm
d(λmω ,∇mω , σ)−
1
2σ
∑
ω∈Wm+1\Wm
d(λmω ,∇mω , σ)
= L(λm)− 1
2σ
∑
ω∈Wm+1\Wm
(∇˜mω )2 (30)
where the first inequality uses σ-smoothness of L; the last line follows from an argument
similar to (28) where we use Proposition 10 and complementary slackness.
Inexact Case: Here we take one (or more) projected gradient step(s) to partially mini-
mize the reduced dual. Let λm+
1
2 be obtained after one projected gradient descent step from
λm. Then we have
L(λm+1) ≤ L(λm+ 12 )
≤ L(λm) + 〈∇L(λm),λm+ 12 − λm〉+ σ
2
2
‖λm+ 12 − λm‖2
= L(λm)− 1
2σ
∑
ω∈Wm+1
d(λmω ,∇mω , σ)
= L(λm)− 1
2σ
∑
ω∈Wm
d(λmω ,∇mω , σ)−
1
2σ
∑
ω∈Wm+1\Wm
(∇˜mω )2, (31)
where the first inequality follows from the descent property of projected gradient descent; the
second inequality uses σ-smoothness of L; and the last line follows from Proposition 10.
Finally, the result in (29) follows from (30) and (31)
Step 3: For the third step, we will show that the following holds
σαEηm+1 [L(λm+1)− L(λm)] ≤ −µΛ? [L(λm)− L(λ?)]. (32)
Exact Case: For this case, we have the following chain of inequalities:
−2σαEηm+1 [L(λm+1)− L(λm)] ≥ αEηm+1
∑
ω∈Wm+1\Wm
(∇˜mω )2
≥
∑
ω∈Ω\Wm
(∇˜mω )2
≥ 2µΛ? [L(λm)− L(λ?)], (33)
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where the first inequality uses (29); the second inequality is the assumption (23); and the last
line uses (24).
Inexact Case: Since λmω ≤ 0, we know d(λmω ,∇mω , σ) ≥ 0 by Proposition 10. Using the
fact that α ≥ 1, we have the following:
−2σαEηm+1 [L(λm+1)− L(λm)] ≥ α
∑
ω∈Wm
d(λmω ,∇mω , σ) + αEηm+1
∑
ω∈Wm+1\Wm
(∇˜mω )2
≥
∑
ω∈Wm
d(λmω ,∇mω , σ) +
∑
ω∈Ω\Wm
(∇˜mω )2
≥ 2µΛ? [L(λm)− L(λ?)], (34)
where the first inequality uses (29); the second inequality uses assumption (23), α ≥ 1 and
d(λmω ,∇mω , σ) ≥ 0; and the last line uses (24).
The statement in (32) follows from (33) and (34).
Finally, we complete the proof by using (32) and observing that:
Eηm+1 [L(λm+1)− L?] =Eηm+1 [L(λm+1)− L(λm)] + L(λm)− L?
≤
(
1− µΛ?
ασ
)
[L(λm)− L?].
A.3.3 Proof of Theorem 2
The proof of Theorem 2 uses Lemma 2 and Lemma 5.
Proof of Theorem 2. Recall that λmω is the ω-th component of λ
m, ∇mω = ∇λωL(λm), and
∇˜mω = max{∇mω , 0}. Now let {Ωi} be one of the partitions {Ωi·} or {Ω·i}, and Wmi be the
corresponding partition for Wm. Let ∆ = Wm+1\Wm. Using this notation, the condition of
Lemma 5 reduces to
αEηm+1 [
∑
ω∈∆
(∇˜mω )2] ≥
∑
ω∈Ω\Wm
(∇˜mω )2. (35)
We organize the proof into four steps: (1) we construct a random vector g ∈ Rn(n−1) from
∇m = ∇L(λm); (2) we then show∑ω∈Ω\Wm(∇˜mω )2 equals ‖g‖2; (3) we relate Eηm+1 [∑ω∈∆(∇˜mω )2]
to ‖g‖2{`}; and (4) finally, we apply Lemmas 2 and 5 to complete the proof.
Step 1: Define each entry gω of g as follows:
gω =
{ ∇˜mω if ω ∈ Ω\Wm
0 if ω ∈Wm . (36)
Notice g is a random vector depending upon random sources from iterations 1, . . . ,m.
Step 2: By the definition of g, we have
∑
ω∈Ω\Wm(∇˜mω )2 = ‖g‖22.
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Step 3: Recall that ∆′ denotes the set of selected pairs as per a rule, and we consider a
subset ∆ = {ω ∈ ∆′ : ∇˜mω = ∇mω > 0}—that is, ∇˜mω = 0 for any ω ∈ ∆′\∆. Thus,
Eηm+1
[∑
ω∈∆
(∇˜mω )2
]
= Eηm+1
[∑
ω∈∆′
(∇˜mω )2
]
.
Note that ∆′ = δ`(∇˜mΩ\Wm , {Ωi \Wmi }), and let ∆′′ = δ`(g, {Ωi}). Notice that g has more
zero coordinates compared to ∇˜m (see (36)). Thus, we have
Eηm+1
[∑
ω∈∆
(∇˜mω )2
]
= Eηm+1
[∑
ω∈∆′
(∇˜mω )2
]
≥ Eηm+1
[ ∑
ω∈∆′′
(gω)
2
]
= ‖g‖2{`},
where the last equality follows from Definition 3.
Step 4: From Step 2, Step 3 and Lemma 2, we arrive at (35). Therefore, it follows from
Lemma 5 that
Eηm+1 [L(λm)− L?] ≤
(
1− µΛ?
α{`}σ
)
[L(λm)− L?]
and (using tower property of expectation) we arrive at the conclusion of the theorem:
E[L(λm)− L?] ≤
(
1− µΛ?
α{`}σ
)m
[L(λ0)− L?].
A.4 Proof of Propositions 6 and 7
Proof of Proposition 6. Given {φi}, {ξi} and a scalar c, we define the following piecewise
linear convex function (in x):
ϕ(x) = max
i∈[n]
{〈x, ξi〉+ (φi − 〈xi, ξi〉)}+ c.
For any j, we have
max
i∈[n]
{〈xj , ξi〉+ (φi − 〈xi, ξi〉)} = max
i∈[n]
{φj − (φj − φi − 〈xj − xi, ξi〉)} = φj −min
i∈[n]
v(i,j).
By definition of φ˜, ξ˜ (see (15)), it follows that
ϕ(xj) = φ˜j and ξ˜j = ξκj ∈ ∂ϕ(xj).
Therefore, (φ˜, ξ˜) is feasible for the full primal problem.
Due to the feasibility of (φ?, ξ?), we have v? = Aφ?+Bξ? ≥ 0, and thus mini v(i,j) = 0 =
v(j,j). This means ν = 0, so it suffices to show that c = 0. Note that the first term in the primal
objective 12‖φ− y‖2 is minimized when φ and y have the same mean (otherwise we can add
a constant to φ to decrease the objective). Therefore, the c that satisfies 1>(φ? + c1) = 1>y
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must be 0. Thus, we have shown that φ˜? = φ?. If ξ˜? 6= ξ?, then there exists j such that
κj 6= j, which means ‖ξ?κj‖ ≤ ‖ξ?j ‖, and we have f(φ˜?, ξ˜?) ≤ f(φ?, ξ?). This contradicts the
strict minimality of (φ?, ξ?) as f is strictly convex.
Proof of Proposition 7. Let λ =
∑H
h=1 pihλ
[W (h)]
? . Note that each λ
[W (h)]
? is supported on
ΩRh := {(i, j) : i, j ∈ Rh, i 6= j}; and {Rh}h∈H is a partition of [n]. Hence, for any pair (s, t)
with s 6= t, if we choose i ∈ Rs and j ∈ Rt, then (i, j) /∈ ΩRk for any k. Thus, λ(i,j) = 0, i.e.
λ(Rs,Rt) = 0. Recall that
L(λ) =
1
2
λ>(AA> +
1
ρ
BB>)λ− y>Aλ,
and let Q = AA> + 1ρBB
> be the Hessian. Because λ(Rs,Rt) = 0, the cross terms appearing
in the quadratic part of L will be 0. Since the non-cross terms λ>(Rs,Rs)Q(Rs,Rs),(Rs,Rs)λ(Rs,Rs)
of the quadratic and the linear terms are separable across s, it follows that for any pi ≥ 0,
L
(
H∑
h=1
pihλ
[W (h)]
?
)
=
H∑
h=1
L(pihλ
[W (h)]
? ).
Since λ
[W (h)]
? optimizes (DW ) with W = W (h), pih = 1 is the optimal solution to
min
pih≥0
L
(
pihλ
[W (h)]
?
)
for any h ∈ [H]. Therefore, pi = 1 (vector of all ones) is the optimal solution to
min
pi≥0
L(
H∑
h=1
pihλ
[W (h)]
? ).
Thus with λ0 =
∑H
h=1 λ
[W (h)]
? , we get
L(λ0) =
H∑
h=1
L(λ[W (h)]) = min
pi≥0
L
( H∑
h=1
pihλ
[W (h)]
?
)
which completes the proof.
B Other Computational Details
B.1 Structured Matrix-vector Multiplications
All our algorithms involve structured matrix/vector multiplications as a key building block.
Owing to the structures of A,B these computations can be performed quite efficiently —
both in terms of memory and floating point operations. This is critical in scaling our method
for instances with n = 105, d = 10 (here the primal quadratic program has O(105)-decision
variables and O(1010) constraints; and the dual has O(1010)-many variables), with minimal
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memory requirement (though we are using an 8GB memory limit, our algorithms consume
much less memory).
For our reduced problem indexed by W ⊂ Ω, we are dealing with four types of matrix-
vector multiplications: AWs, A
>
Wλ, BWs and B
>
Wλ where, s,λ are of suitable dimensions.
All these operations appear in Algorithms 4–7 with associated costs presented in Table 7.
Note that the operations of Algorithms 4–7 can be performed without explicitly storing or
forming the matrices AW , BW—this is important from a memory standpoint. We need to
keep in memory a copy of O(nd) primal variables and O(|W |) dual variables . Furthermore,
for large problems n ≥ 5, 000, we do not form the entire index set Ω (this is of length O(n2)).
Instead, we maintain W in memory—this is usually of size O(n). Finally, we remind the
reader that a key aspect that makes our approach scale is that |W | = O(n)—this indeed
seems to be the case in our numerical experience.
Algorithm 4 Computing AWs
Output: r = AWs ∈ R|W |
1: Set r ← 0 and k = 1.
2: for (i, j) ∈W do
3: rk ← sj − si and k ← k + 1
4: end for
Algorithm 5 Computing BWs
Output: r = BWs ∈ R|W |
1: Set r = 0 ∈ R|W | and k = 1
2: for (i, j) ∈W do
3: rk ← 〈xi − xj , si〉 and k ← k + 1
4: end for
Algorithm 6 Computing A>Wλ
Output: r = A>Wλ ∈ Rn
1: Set r ← 0 ∈ Rn and k = 1
2: for (i, j) ∈W do
3: ri ← ri − λk, rj ← rj + λk; and
k ← k + 1
4: end for
Algorithm 7 Computing B>Wλ
Output: r = [r>1 , . . . , r>n ]> = B>Wλ ∈ Rnd
1: Set r ← 0 and k = 1
2: for (i, j) ∈W do
3: ri ← ri + λk(xi −xj) and k ← k+ 1.
4: end for
Matrix size Vector size Vanilla Our proposal
AWs |W | × n n× 1 O(n|W |) O(|W |)
BWs |W | × nd nd× 1 O(nd|W |) O(d|W |)
A>Wλ n× |W | |W | × 1 O(n|W |) O(|W |)
B>Wλ nd× |W | |W | × 1 O(nd|W |) O(d|W |)
Table 7: Summary of computation costs of matrix-vector multiplications: The column Vanilla refers
to cost that does not use matrix structure; and “Our proposal” refers to the reduced cost by exploiting
problem-structure as outlined in Algorithms 4–7.
C Additional Experiment Details
C.1 Stopping criteria
The stopping criteria parameters used here are τ = 10−3, τ1 = 10−5, τ2 = 10−4. We also have
a large upper limit on the number of outer iterations (T ). For FISTA-restart (Algorithm 2),
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T = 5000; for EAS algorithm, Tin = 3000, T = 3000; for ASGD, Tin = 5, T = 3000.
For the warm-start part, we use a generous tolerance—our parameters are: τ = 10−2, τ1 =
10−3, τ2 = 10−3,Tin = 5, T = 20.
To estimate the optimal dual objective value of the problem, we run ASGD-Rule2-LS with
a high tolerance—we set τ = 10−5, τ1 = 10−12, τ2 = 10−12, Tin = 5 and T = 5000; and set
a maximum running time of 4 hours. We use the objective obtained as the optimal value
(estimate) for the problem.
C.2 Implication of subgradient regularization
To understand the performance of the regularized estimator in terms of estimation, we consider
synthetic datasets where, the covariates are sparsely sampled near the boundary of [−1, 1]d.
The covariates are independently drawn from the mixture distribution
xi ∼ pbdU([−1, 1]d \ [−0.8, 0.8]d) + (1− pbd)U([−0, 8, 0.8]d)
where, U denotes uniform distribution, pbd is the proportion of points lying in the boundary
([−1, 1]d\[−0.8, 0.8]d). In the special case when pbd = 1− 0.8d, xis are uniformly distributed
on the hypercube. The performance of the estimator is measured in terms of the test MSE,
which is defined as: (1/nte)
∑nte
i=1(yi− φˆi)2 where, φˆi, i ∈ [nte] is the estimate of the regression
function values on the test points. The test samples are taken from the boundary region (i.e.,
pbd = 1) to clearly understand the performance of the estimator (wrt ρ) near the boundary—
the test set is of size nte = 100.
For a set of parameters (dataset type, n, d, SNR and pbd), we consider ten replications.
The control set is dataset type A, n = 200, d = 2, SNR = 1, pbd = 0.36 (denoted by
SD(A,200,2,1,0.36)). Here pbd = 0.36 means xi’s are drawn from uniform distribution over
[−1, 1]2. For d = 2, a choice of pbd > 0.36 means there are more boundary points than the
uniform distribution and vice versa. We perform experiments in the spirit of an ablation study
where we change only one parameter from the control instance (other parameters remaining
the same). When we change the parameter values from the control, we choose them as:
n ∈ {100, 300}; d ∈ {3, 4}; SNR ∈ {0.3, 3, 10,∞}; and pbd ∈ {0.2, 0.5}.
For each dataset, we run ASGD-Rule2-LS to a high accuracy—we solve the problem for
different ρ’s with τ = 10−4, τ1 = 10−6, τ2 = 10−6, T = 50000. After obtaining a dual solution,
we use the method in Section 4 to obtain a primal feasible solution, and evaluate the test
MSE based on this solution. Our results are summarized in Figure 4.
C.3 Comparison with constraint generation
We compare our proposed approach with the traditional constraint generation method—we
refer to it as the cutting plane (CP) method, following [26]. This method operates on the
primal (instead of the dual as we do) and is similar to our basic algorithm EAS-Rule1 (exact
optimization of the reduced problem), except that [26] use Gurobi’s QP solver to solve the
reduced primal problem, and they do not use an advanced warm-start initialization like we do.
As [26] have not open-sourced their algorithm, we change our algorithm-settings and consider
two variants (a) we replace our FISTA-based solver with Gurobi’s QP solver (denoted by CP);
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Figure 4: Test MSE vs ρ (here, ρ ∈ [3×10−4, 102]) showing the usefulness of subgradient regularization
from a statistical viewpoint. Solid lines show mean, and lighter color shows standard error bars (across
ten replications). The first column is the control group setting i.e. SD(A,200,2,1,0.36), so the plots
are the same. All data parameters (except one) remain same across a row, the parameter that varies
is indicated in the title.
and (b) we provide CP with an advanced warm-start initialization (denoted by CP-WS)9. We
9After obtaining our warm start active set (on the dual), we solve the reduced primal problem using Gurobi’s
QP solver—this allows us to obtain a primal warm-start for CP, which is a primal method.
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use the same stopping criterion and the same hardware environment as mentioned before.
Table 8 compares our algorithms and CP/CP-WS. We observe that replacing FISTA by
Gurobi’s QP solver for the reduced problems lead to increased runtimes—this may be due (in
part) to the warm-start capabilities of FISTA across successive active set iterations. CP when
given a good initialization scheme (i.e., CP-WS) leads to important improvements. Gurobi’s
QP solver accurately solves the reduced problems, and hence leads to higher accuracy solutions
for n = 2000. In terms of the size of the active set however, CP and CP-WS leads to denser
solutions compared to ASGD-Rule2. For n = 5000, CP and CP-WS become quite expensive
— they do not converge within a 3hr time limit. Compared to CP/CP-WS, our best algorithm
(based on Rule 2) is much faster—showing more than a 450X-improvement in runtimes.
In terms of memory usage, the CP/CP-WS methods are found to be more expensive
compared to our low-memory algorithms (See Table 9). This is due to (i) the larger active set
sizes for CP/CP-WS and (ii) Gurobi’s QP solver consumes more memory compared to our
custom gradient based computations.
n = 2000, data type A
algorithm time obj gap active tolViols
EAS-Rule1-WS 1018.70 -0.43398 3.04e-02 8.291 0.025
ASGD-Rule2-LS 25.65 -0.42928 4.55e-02 2.742 0.769
CP 11652.56 -0.43616 2.64e-02 36.232 0.034
CP-WS 3750.13 -0.43773 2.19e-02 21.811 0.000
n = 5000, data type A
algorithm time obj gap active tolViols
EAS-Rule1-WS 10927.35 -0.46109 4.61e-02 17.032 0.579
ASGD-Rule2-LS 37.24 -0.46039 5.46e-02 2.038 0.649
CP 11206.22 -0.44847 8.83e-02 38.776 384.964
CP-WS 11155.48 -0.45584 5.40e-02 35.270 200.562
Table 8: Comparing runtimes of CP (cutting plane method [26] that solves the reduced problem with
Gurobi’s QP solver), CP-WS (i.e., CP with our proposed warm-start initialization) versus EAS and
ASGD. Algorithm profile summaries for synthetic datasets (type A), n ∈ {2000, 5000}, d = 2, SNR =
10, and ρ = 10−3. We report the median of 10 numbers, see Table 3 for the definitions of time, obj,
gap, active and tolViols.
n 2000 5000 8000 10, 000
Ratio = mem. of CPmem. of ASGD 4 4.66 5.04 6.08
Table 9: We present the ratio of memory consumptions for CP and our algorithm ASGD Rule 2,
the latter being more memory efficient. The memory consumption of EAS-Rule-1 is similar to that of
ASGD-Rule 2. We consider the same data settings as in Table 8, but with different values of n.
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