Many fuzzy rule induction algorithms have been proposed during the past decade or so. Most of these algorithms tend to scale badly with large dimensions of the feature space because the underlying heuristics tend to constrain suboptimal features. Often noisy training instances also influence the size of the resulting rule set. In this paper an algorithm is discussed that extracts a set of so called mixed fuzzy rules. These rules can be extracted from feature spaces with diverse types of attributes and handle the corresponding different types of constraints in parallel. The underlying heuristic minimizes the loss of coverage for each rule when a conflict occurs. We present the original algorithm, which avoids conflicts for each pattern individually and demonstrate how a subsampling strategy improves the resulting rule set, both with respect to performance and interpretability of the resulting rules.
Introduction
Building models from data has started to raise increasing attention, especially in areas where a large amount of data is gathered automatically and manual analysis is not feasible anymore. Also applications where data is recorded online without a possibility for continuous analysis are demanding for automatic approaches. Examples include such diverse applications as the automatic monitoring of patients in medicine, optimization of industrial processes, and also the extraction of expert knowledge from observations of their behavior. Techniques from diverse disciplines have been developed or rediscovered recently, resulting in an increasing set of tools to automatically analyze data sets (an introduction to the most important of these techniques can be found in [3] ). Most of these tools, however, require the user to have detailed knowledge about the tools' underlying algorithms, to fully make use of their potential. In order to offer the user the possibility to explore the data, unrestricted by a specific tool's limitations, it is necessary to provide easy to use, quick ways to give the user first insights. In addition, the extracted knowledge has to be presented to the user in an understandable manner, enabling interaction and refinement of the focus of analysis.
Learning rules from examples is an often used approach to achieve this goal. Most existing rule learning algorithms are however limited to a uniform type of features [7, 13, 16 , 22, 11, in these cases numerical values. Other approaches can only handle a pre-defined partitioning of the numeric features [21] The approach discussed in this paper can deal with various types of features in parallel and in addition constrains only those features that are needed for each rule individually. Therefore rules in different regions of the feature space can focus on different features, effectively letting each rule decide for itself which features to utilize. In addition, the presented algorithm combines specializing and generalizing rule induction. The resulting rules have an area of evidence as well as an area of support. This leads to a measure of confidence for the area covered by a rule, an important property for real world applications.
One disadvantage of this algorithm is its sequential nature; for each conflict all misclassifying rules are adjusted. This can -especially in high dimensions -lead to a suboptimal set of constraints. In order to avoid this problem we propose a subsampling strategy that assists in finding a better adjustment of the existing constraints to avoid a subset of conflicts. The resulting rules are more general and-as we demonstrate by using the Monk's data [20] -closer to the optimal representation.
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. 1 . Mixed Fuzzy Rules
Mixed fuzzy rules as used here are rules that handle different types of features. We restrict ourselves to the description of the algorithm with respect to continuous, granulated, and nominal features but other types of features can be handled similarly as well. Each mixed rule is defined through a fuzzy region in the feature space and a class label. . . , c","PP) describes the most general constraint (the support region), whereas Pore = (, ;Ore , . , c y " )
indicates the most specific constraint (the core region) for this particular rule. Each one-dimensional constraint ci defines a subset of the corresponding domain Di it is responsible for. Constraints can be true, that is they do not constrain the corresponding domain at all. Assuming that we already have an entire set of rules we can now classify new patterns. For this, the two different constraints can be used in several ways. Obviously only the specific or more general constraints can be used 0 optimistic classification: here the more general support-area of the rule is used:
The disadvantage is a heavy portion of overlap between support regions of rules. This leads to cases where no final classification is possible because rules of several different classes are activated.
e pessimistic classification: the smaller, more specific core region of the rule is used:
R(2) = (zi E c:ore) The disadvantage here is that a large area of the feature space is not covered and -similar to the above case -no decision can be made.
But it is obviously much more desirable to combine the two constraints, resulting in a degree of membership for each rule. This solves the problem in areas of heavy overlap or no coverage at all. where the particular form of p i ( ) depends on the type of domain Di. For the choice of membership functions various alternatives exist. For the nominal features one could simply assign the maximum degree of membership for pattems that fell inside the core region and the minimum degree of membership to the ones that only lie in the support region. One could also use an underlying onthology and actually compute a degree of match between the constraint and the input vector. For the granulated features pre-defined fuzzy membership functions can be used which assign degrees of membership to input patterns. And for the numerical domains most commonly a trapezoidal membership function is used which assigns values of 1 to patterns that fall inside the core region and linearly declines until it reaches 0 when they fall outside.of the support region of the corresponding rule.
For the benchmark comparisons in the following sections, a winner-take-all scenario was used, that is, the class with maximum degree of membership was assigned as prediction to a new pattem.
Induction of Mixed Fuzzy Rules
The extraction of mixed rules as described above from example data is done by a sequential, constructive algorithm. Each pattern is analyzed subsequentially and rules are inserted or modified accordingly'. Several such epochs (that is, presentations of all patterns of the training set) are executed until the final rule set agrees with all pattems. In normal scenarios this stable status is reached after only few epochs, usually around five. 'Later in this paper we will discuss how a subsampling procedure can improve the performance of this pattern-by-pattern approach.
'The presented algorithm can also be used to handle different degrees of membership to sweral classes, for simplicity we concentrate on mutually exclusive classes. In [SI it is shown how overlapping classes cm be used in tbe mntect of function approximation, however. 0 covered: a rule of the correct class k exists which covers this pattern, that is, pattem 52 lies inside the support region specified by the vector of constraints (cypp, . . . , C P P ) . That is, pattem P has a degree of membership greater then 0 for this rule. This fact will be acknowledged by increasing the core region of the covering rule, in case it does not already cover P which in effect increases the degree of membership to l. In addition this rule's weight w is incremented. cy" = (green}. 0 shrink: For both of the above cases, a third step is used to ensure that no existing rule of conflicting class 1 # k covers Z. This is done by reducing the support regions P U P P for each rule of class 1 # k in such a way that 3 is not covered by the modified rule, i.e. results in a degree of membeship of 0. We can distinguish two cases:
-5 lies inside the support region, but outside of the core region: Z E P P P and 5 4 Pore. -2 lies inside the support region and inside of the core region: d E P P P and d E Pore.
In this case it is not possible to avoid the conflict without loosing coverage of previoiis patterns3. Similar to the above solution, one feature is chosen that results in a minimal loss of volume and both, the support and the core region are modified accordingly. In both cases the loss in volume needs to be computed. Since we are dealing with disjunctive constraints, the resulting computation is straight forward. The volume of a rule R is specified by the volumes of the core and support regions: Obviously other choices are possible as well. Using a volume based heuristic ensures that the resulting rules cover as much as possible of the feature space. But one could, for example, also include a weighting scheme that prefers constraints on certain features or use a built-in preference for certain types of constraints. Note that in the case described above, the algorithm is based on a greedy strategy. What results in a minimal loss of volume for one conflicting pattem at a time might not be a good solution for the overall set of conflicts. Further below we will discuss how a subsampling of conflicts can address this issue.
After presentation of all patterns for one epoch, all rules need to be reset. This done by reseting the coreregion of each rule to it's anchor (similar to the original commit-step), but maintaining it's support region and by reseting it's weight to 0. This is necessary to ensure that pattems that are not covered by a rule anymore (due to subsequent shrinks) only model pattems in their core and weight that they cover with their modified support region. This also solves problems with cores that are bigger than their corresponding support. After the final epoch this effect is impossible.
After presentation of all pattems for a (usually small) number of epochs, the rule set will stop to change and training can be terminated. It is actually possible to prove that the algorithm will terminate guaranteed, for a finite set of training examples. A worst-case analysis finds that the maximum number of epochs is equivalent to the number of training examples, but in practice less than 10 epochs are almost always sufficient to reach equilibrium of the rule set.
Experimental Results
The evaluation of the proposed methodology was conducted using eight data sets from the StatLog project [14] and the results are reported in [4] . As usual, the new method does not outperform existing algorithms on every data set. Depending on the nature of the problem, the mixed rule induction method performs better, comparable, and sometimes also worse than existing methods. tially better than any of the other algorithms, in fact, the new algorithm has a better generalization performance than all techniques evaluated in the S t a h g project. This is due to the axes parallel nature of the generated rules. The Shuttle data set has one class boundary where patterns of two different class lie arbitrarily close to an axes parallel border. Such a scenario is modeled well by the underlying rules. However, for the DNA data set (180 features, 3 classes, 2,000 training instances, 1,186 test cases) the proposed algorithm generates a rule set which performs substantially worse than all other methods. This is an effect due to the used heuristic to avoid conflicts. In case of the DNA data set almost 60% of all features are useless, and. even worse, exhibit random noise. This leads the conflict avoidance heuristic to choose features to constrain almost randomly. The resulting rule set consists of almost 1.500 rules, a clear indication that no generalization took place. For such a scenario the underlying heuristic would obviously need to be adjusted.
In the context of rule extraction, pure numerical performance is, however, very often not the only concem. In the following we will demonstrate how the use of granulated features can result in rule sets that enable the user to understand the structure of the extracted model.
Using the well known Iris data set [9] we can nicely demonstrate how feature granulation will in fact guide the rule extraction process. If all four feature are granulated into three equidistant linguistic values "low", "medium". and "high", the proposed algorithm finds seven rules. In the following we list the three rules with the highest weight, all together covering over 90% of all example patterns4: R l ( 2 5 ) : i f p e t a l -l e n g t h i s low
R2 ( 2 4 ) : i f p e t a l -l e n g t h i s medium t h e n c l a s s i r i s -s e t o s a and p e t a l -w i d t h i s (low o r medium) t h e n c l a s s i r i s -v i r g i n i c a R3(21) : i f p e t a l -l e n g t h i s (medium o r high) and p e t a l -w i d t h i s high t h e n c l a s s i r i s -v e r s i c o l o r
The other four rules describe the remaining five pattems by using the other two features sepal-length andwidth. From the UCI repository [6] it is known that the features regarding the petal size carry most of the class-discriminative information, which is nicely complemented by the above result and can also be seen when analyzing the underlying model itself 1171.
Subsampling Conflicts
As was shown in [4] , some data sets result in very large rule sets or relatively low generalization performance. This is obviously due to the inductive bias of the proposed algorithm but also partly due to the used heuristic which avoids conflicts based purely on one single, conflicting example pattern. In subsequent experiments, subsampling of conflicts was explored. For this, each rule maintains a small list of individual conflicts and tries to solve as many of them as possible when a certain threshold is reached. Our experiments showed good results even for rather small thresholds (sampling 5 -10 conflicts often seems enough to achieve considerably better performance for smaller rule sets). For illustration, we discuss experiments on the Monks data [ZO].
The task here is to extract rules from data which was generated according to predefined rules. The data sets are based on six nominal attributes with values 1,2,3,4 (not all attributes use all four nominal values). The first monk's problem is defined by the underlying concept:
MONK-1: ( a t t r l = a t t r 2 ) o r ( a t t r 5 = 1 )
and the third5 monk's problem is based on the concept'? so, even though R2 nicely describes the second part of the condition (attr5=l), R1 only describes a special case of the first part. This is due to the sequential nature of the algorithm, which in this particular case chose to avoid a conflict by restricting at t r 4 instead of at t r 1 or att r2. If onechanges the conflict-avoidance heuristic to subsample twenty conflicts before a decision is being made, the following four rules are extracted
R1: i f a t t r l i s 1 and a t t r 2 i s 1 t h e n c l a s s 1
R2: i f a t t r l i s 3 and a t t r 2 i s 3 t h e n c l a s s 1 R3: i f a t t r l i s 2 and a t t r 2 i s 2 t h e n c l a s s 1 R4: i f a t t r 5 i s 1 t h e n c l a s s 1
which is indeed the optimal representation of the underlying concept.
