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Abstract—In this paper, we develop a new method for the fast and
memory-efficient computation of Slepian functions on the sphere.
Slepian functions, which arise as the solution of the Slepian con-
centration problem on the sphere, have desirable properties for
applications where measurements are only available within a spa-
tially limited region on the sphere and/or a function is required to
be analyzed over the spatially limited region. Slepian functions are
currently not easily computed for large band-limits for an arbitrary
spatial region due to high computational and large memory storage
requirements. For the special case of a polar cap, the symmetry of
the region enables the decomposition of the Slepian concentration
problem into smaller subproblems and consequently the efficient
computation of Slepian functions for large band-limits. By exploit-
ing the efficient computation of Slepian functions for the polar
cap region on the sphere, we develop a formulation, supported
by a fast algorithm, for the approximate computation of Slepian
functions for an arbitrary spatial region to enable the analysis of
modern datasets that support large band-limits. For the proposed
algorithm, we carry out accuracy analysis of the approximation,
computational complexity analysis, and review of memory storage
requirements. We illustrate, through numerical experiments, that
the proposed method enables faster computation, and has smaller
storage requirements, while allowing for sufficiently accurate com-
putation of the Slepian functions.
Index Terms—Spatial-spectral concentration problem, Slepian
functions, 2-sphere (unit sphere), spherical harmonics.
I. INTRODUCTION
S IGNALS are naturally defined on a sphere in a large num-ber of real-world applications found in various and di-
verse branches of science and engineering; including medical
imaging [1]–[3], cosmology [4]–[6], acoustics [7], [8], geo-
physics [9], [10], planetary sciences [11], [12], wireless commu-
nication [13], [14] and computer graphics [15], [16], to name a
few. In these applications, signals and/or data-sets on the sphere
are often analyzed in the harmonic domain which is enabled by
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the spherical harmonic transform which serves as a well-known
counterpart of the Fourier transform [17]. Spherical harmonic
functions, or spherical harmonics for short, form an orthonormal
basis [17] for signals on the sphere. Signals on the sphere can be
reconstructed from a finite number of measurements by expan-
sion in the spherical harmonic basis, provided that the spherical
harmonic transform can be accurately computed which requires
the samples to be taken on a grid (on the whole sphere) defined
by sampling schemes [18], [19].
However, it is common for signals to be measured, recon-
structed and/or analyzed within a region of the sphere in many
fields including medical imaging [20], signal processing [21],
[22], geological studies [9], [10], acoustics [7] and cosmo-
logical studies [23], [24], to name a few. For example, the
samples are unavailable (or unreliable) at the North and South
pole for satellite measurements of the Earth’s magnetic or gravi-
tational field [25]. Since the data-sets/measurements are defined
over the spatially limited region, the use of the globally de-
fined spherical harmonic basis may not be suitable for signal
analysis in these applications. Alternatively, Slepian functions,
which arise as the solution of the Slepian concentration prob-
lem on the sphere [26]–[28] to find the band-limited functions
with optimal energy concentration within a spatial region on the
sphere, serve as an orthonormal basis of the space formed by
band-limited functions, and therefore are well suited for signal
analysis [21], [24], [29], [30] and accurate signal reconstruc-
tion (over the spatially limited region) [7], [13], [22] in these
applications.
Despite being widely applicable, Slepian functions are cur-
rently not computed for large band-limits due to the high com-
putational complexity and large memory storage requirements
associated with their computation [31]. The conventional
method for computing Slepian functions for an arbitrary spa-
tial region on the sphere [28], [32] requires the computation of
a L2 × L2 matrix, where L denotes the band-limit (formally
defined in Section II-A) in the spherical harmonic basis, and
the subsequent eigenvalue decomposition of this matrix, both of
which are computationally intensive. Furthermore, the storage
of such a large matrix on a commonly available desktop com-
puter (with limited memory) also becomes infeasible for large
L. For the special case of a polar cap spatial region, the computa-
tional complexity and storage requirements are manageable for
large band-limits as the symmetry of the polar cap region enables
the decomposition of Slepian concentration problem into sub-
problems of smaller size, where the largest matrix is L× L [25],
[31]. To the best of our knowledge, Slepian functions have only
been computed up to L = 72 [33] despite higher band-limit data
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being available, with the exception of the special case of the re-
gion being a polar cap for which Slepian functions have been
constructed up to L = 500 [31]. While Slepian functions have
been used to spatially and spectrally localize a global spher-
ical harmonic power spectrum with large band-limit, Slepian
functions, which in this context are used as data tapers, have
a small band-limit [12], [29]. In [34] an iterative algorithm is
proposed for the computation of the most concentrated eigen-
function which obtains smaller computational complexity than
the conventional method but can only compute the first Slepian
function.
With the large band-limits supported by modern data-sets on
the sphere, such as the Enhanced Magnetic Model (EMM2015)
of magnetic field of Earth with band-limit L = 720 [35], it
is desirable to be able to compute Slepian functions for large
band-limits. In this work, with an aim to make computation of
Slepian functions manageable for large band-limits, we address
the following questions:
 Can we develop a method for calculating Slepian functions
that is more computationally efficient than the conventional
method?
 How can we reduce the memory storage requirements to
make the computation of Slepian functions manageable on
a commonly available desktop computer for large L?
 How does the reduction in computational burden and
storage requirements impact on the accuracy of Slepian
functions?
In addressing these questions, we organize the rest of the
paper as follows. We review the necessary mathematical back-
ground for signals on the sphere and spherical harmonics in
Section II, before presenting the conventional approach to com-
puting Slepian functions on the sphere. The proposed method
for computing Slepian functions is then derived in Section III,
where we also analyze the properties of the proposed method and
develop an algorithm for implementing the proposed method
that is computationally and memory efficient. In Section IV,
we illustrate the accuracy, computational complexity and stor-
age requirements of the proposed method compared with the
conventional method of computing Slepian functions for the ex-
ample of mainland Australia. Slepian functions for the example
of South America are computed using the proposed method in
Section V. Concluding remarks are then made in Section VI.
II. PROBLEM FORMULATION
To clarify the adopted notation, we briefly review the mathe-
matical background for signals defined on the sphere and their
spectral domain representation before presenting Slepian func-
tions on the sphere and stating the problem under consideration.
The important notation and mathematical symbols adopted in
this paper are summarized in Table I.
A. Mathematical Background
1) Signals on the Sphere: A point on the unit sphere
S2 (also known as the 2-sphere or sphere) is given by a
unit vector xˆ ≡ xˆ(θ, φ)  (sin θ cosφ, sin θ sinφ, cos θ)′ ∈
R3 , where θ ∈ [0, π] is the colatitude that is measured with
respect to the positive z−axis and φ ∈ [0, 2π) is the longitude
TABLE I
IMPORTANT NOTATION AND MATHEMATICAL SYMBOLS
ADOPTED IN THIS PAPER
which is measured with respect to the positive x−axis in the
x− y plane, and (·)′ denotes the vector transpose operation.
The set of complex-valued square-integrable functions de-
fined on the sphere forms a Hilbert space denoted by L2(S2)
equipped with the inner product given by [17]
〈f, h〉 
∫
S2
f(xˆ)h(xˆ) ds(xˆ), (1)
for two functions f and h defined on S2 . Here ds(xˆ) =
sin θ dθ dφ is the differential area element on S2 and (·) de-
notes the complex conjugate. The inner product induces a norm
‖f‖  〈f, f〉1/2 . We refer the functions with finite energy (finite
induced norm) as signals on the sphere.
2) Spherical Harmonic Domain Representation: The spher-
ical harmonic functions are the archetype set of basis functions
for L2(S2). The spherical harmonic functions (or spherical har-
monics for short) Y m (xˆ) for integer degree  ≥ 0 and integer
order |m| ≤ , where | · | denotes the absolute value, are defined
as [17], [36]
Y m (xˆ) = Y
m
 (θ, φ) = N
m
 P
m
 (cos θ)e
imφ , (2)
with
Nm =
√
2 + 1
4π
(−m)!
( + m)!
, (3)
and Pm denotes the associated Legendre function of integer
degree  and integer order m [17]. The spherical harmonics are
orthonormal over the sphere with 〈Y m , Y qp 〉 = δ,pδm,q , where
δm,q is the Kronecker delta function: δm,q = 1 for m = q and
is zero otherwise.
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By the completeness of spherical harmonics, we can expand
any signal f ∈ L2(S2) as
f(xˆ) =
∞∑
=0
∑
m=−
(f)m Y
m
 (xˆ), (4)
where the equality is understood in terms of convergence in the
mean [17] and
(f)m  〈f, Y m 〉 =
∫
S2
f(xˆ)Y m (xˆ) ds(xˆ), (5)
denotes the spherical harmonic coefficient of degree  and
order m. The signal f ∈ L2(S2) is defined to be band-
limited at degree L if (f)m = 0 for  ≥ L. The set of band-
limited signals forms an L2 dimensional subspace of L2(S2),
which is denoted by HL . We define the column vector f =(
(f)00 , (f)
−1
1 , (f)
0
1 , (f)
1
1 , (f)
−2
2 , · · · , (f)L−1L−1
)′
of size L2 as the
spectral domain representation of a band-limited signal f ∈ HL .
3) Rotation on the Sphere: Rotation of a function on the
sphere can be described in terms of the rotation operator
D(ϕ, ϑ, ω) which rotates a function by an angle ω ∈ [0, 2π)
around the z-axis, followed by an angle ϑ ∈ [0, π] around
the y-axis and finally an angle ϕ ∈ [0, 2π) around the z-axis,
where the axis and rotations follow a right-handed conven-
tion [17]. The inverse of the rotation operator is given by
D(ϕ, ϑ, ω)−1 = D(π − ω, ϑ, π − ϕ). Rotation of a function on
the sphere is realised by inverse rotation of the coordinate system
with
(D(ϕ, ϑ, ω)f)(xˆ) = f(R−1 xˆ), (6)
where R is the 3× 3 rotation matrix corresponding to the rota-
tion operator D(ϕ, ϑ, ω) [17].
4) Regions on the Sphere: We use R to denote an arbitrary
closed region of the sphere with area A =
∫
R ds(xˆ). R can
be irregular in shape and does not need to be convex, it can
also be a union of unconnected subregions, with R = R1 ∪
R2 ∪ . . . [17], [28]. A useful region of the sphere is the polar
cap region RΘ  {xˆ(θ, φ) ∈ S2 | 0 ≤ θ ≤ Θ}, parameterized
by central angle Θ formed by the boundary of the polar cap
with the positive z-axis [25].
B. Slepian Functions on the Sphere
For signals on the sphere, the Slepian concentration prob-
lem [37]–[40], to find the band-limited (or space-limited) func-
tions with optimal energy concentration in the spatial (or
spectral) domain, has been extensively investigated [17], [25],
[27], [28], [30], [41]. In order to maximize the spatial concen-
tration of a band-limited signal h ∈ HL within the spatial region
R ⊂ S2 , we seek to maximize the spatial concentration (energy)
ratio λ given by [28]
λ =
∫
R |h(xˆ)|2ds(xˆ)∫ 2
S |h(xˆ)|2ds(xˆ)
, 0 ≤ λ < 1. (7)
The conventional approach to solving this problem is to express
it in the spectral domain as
λ =
∑L−1
=0
∑
m=−
∑L−1
p=0
∑p
q=−p (h)
m
 (h)
q
pKm,pq∑L−1
=0
∑
m=− (h)
m
 (h)
m

, (8)
where
Km,pq 
∫
R
Y m (xˆ)Y
q
p (xˆ)ds(xˆ). (9)
Using the spectral domain version of the concentration ratio (8),
the Slepian concentration problem to maximize the concentra-
tion ratio λ can be solved as an algebraic eigenvalue problem
given by
L−1∑
p=0
p∑
q=−p
Km,pq (h)qp = λ(h)
m
 , (10)
with matrix formulation
Kh = λh, (11)
where the matrix K contains elements Km,pq with similar
indexing adopted for h and has dimension L2 × L2 . The so-
lution of the eigenvalue problem (11) gives L2 eigenvectors
hα , α = 1, 2, . . . , L2 , where the eigenvalue associated with
each eigenvector is denoted λα and eigenvectors are indexed
such that 0 ≤ λL2 ≤ . . . ≤ λ2 ≤ λ1 < 1. Since the eigenvalue
problem in (11) is formulated in the spectral domain, each eigen-
vector represents the spectral domain (spherical harmonic coef-
ficients) of the associated eigenfunction in the spatial domain.
The eigenfunctions hα (xˆ) are obtained by expanding the eigen-
vectors hα in the spherical harmonic basis using (4). The eigen-
value associated with each eigenvector (or eigenfunction) is a
measure of concentration of eigenfunction within the spatial
region R. Consequently, the eigenfunction h1(xˆ) is the most
concentrated in R, while hL2 (xˆ) is most concentrated in the
complement region S2\R.
Since, by definition, K is Hermitian symmetric and positive
semi-definite the eigenvalues are real and non-negative and the
eigenvectors can be taken as orthogonal (orthonormal due to
normalization in (7) [17], [28]). Such orthogonality, in conjunc-
tion with (11), implies∫
S2
hα (xˆ)hβ (xˆ)ds(xˆ) = h′αhβ = δα,β , (12)
∫
R
hα (xˆ)hβ (xˆ)ds(xˆ) = h′αKhβ = λβh
′
αhβ = λβ δα,β ,
(13)
that is, the eigenfunctions are orthonormal on the sphere and
orthogonal over the region R.
Remark 1 (On the representation of band-limited signals in
Slepian basis): The solution of Slepian concentration problem
for a given region R and band-limit L provides L2 orthonormal
band-limited eigenfunctions, which span the L2 dimensional
subspace HL and therefore form a basis, referred to as Slepian
basis or Slepian functions, for the representation of any signal
in HL .
The number of eigenfunctions that are well-concentrated
(with eigenvalue close to 1) in R is approximated1 by the sum
1Since the sum of eigenvalues N given in (14) may not be an integer, any
reference to N as number is treated as N  in the rest of the paper to keep the
notation succinct. Here · denotes the integer ceiling function.
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of the eigenvalues N , that is,
N =
L2∑
α=1
λα = tr(K) =
A
4π
L2 , (14)
where tr(·) denotes the trace of the matrix and A is the area of
the region R.
1) Slepian Functions for a Polar Cap: Here we review the
computation of Slepian functions for a polar cap region RΘ . We
use s ∈ HL to denote the functions which we require to be con-
centrated within the polar cap region. With this consideration,
we rewrite the Slepian concentration problem in (11) as
Cs = λs, (15)
where C is the matrix K for a polar cap region and s is the
spectral domain representation of s. In order to solve the Slepian
concentration problem (10), we are first required to evaluate
Km,pq , given by the integral over R in (9). For the special
case of a polar cap region RΘ , analytic expressions have been
devised in the literature to compute Cm,pq [28], [42] in terms
of Wigner-3j symbols [17], that is,
Cm,pq = 2πδm,qNm N
m
p
∫ Θ
0
Pm (cos θ)P
m
p (cos θ) sin θ dθ
= (−1)m
√
(2 + 1)(2p + 1)
2
+p∑
n= |−p |
×
(
 n p
0 0 0
)(
 n p
m 0 −m
)
× [Pn−1(cosΘ)− Pn+1(cosΘ)], (16)
which implies that Cm,pq = 0 for m = q and Cm,pq =
C(−m ),p(−q) .
Remark 2 (On the computation of Slepian functions for po-
lar cap region): The formulation in (16) implies Cm,pq = 0
for m = q and Cm,pq = C(−m ),p(−q) , which, by appropriate
switching of rows and columns of the matrix C, enable us to
formulate C as a block diagonal matrix, where non-zero ele-
ments with a fixed order m appear next to each other forming
sub-matrices C(m ) of size (L−m)× (L−m) [25] with
C(m ) =
⎛
⎜⎜⎜⎜⎝
Cmm,mm Cmm,(m+1)m · · · Cmm,(L−1)m
C(m+1)m,mm C(m+1)m,(m+1)m · · · C(m+1)m,(L−1)m
.
.
.
.
.
.
.
.
.
.
.
.
C(L−1)m,mm C(L−1)m,(m+1)m · · · C(L−1)m,(L−1)m
⎞
⎟⎟⎟⎟⎠
(17)
for 0 ≤ m < L and C(m ) = C(−m ) . Due to the block diagonal
structure of C for the polar cap region, rather than solving
the L2 × L2 eigenvalue equation (11), we can solve L smaller
problems of size (L−m)× (L−m), the largest being of size
L× L for m = 0, of the form
C(m )s(m ) = λs(m ) , (18)
where s(m ) =
(
(s)m|m |, (s)
m
|m |+1 , · · · , (s)mL−1
)′
contains spheri-
cal harmonic coefficients of order m. For each eigenvector, the
associated Slepian functions can be obtained using (4).
Alternatively, Slepian functions can be obtained directly and
efficiently using the method presented in [25], [28]. This method
is analytic and so allows for the accurate and fast computation
of Slepian functions in a polar cap. The only matrix is a tridi-
agonal matrix of size (L−m)× (L−m), the largest being of
size L× L for m = 0, that has elements with simple analytical
expressions.
The number of Slepian functions that are well-concentrated
in the polar cap can be approximated by substituting its area
AΘ  2π(1− cosΘ) into (14), giving the sum of eigenvalues
of C for a polar cap region,
NΘ =
(1− cosΘ)
2
L2 . (19)
C. Problem Statement
Following the formulation of Slepian concentration problem
presented above, we summarize below the method, referred to
throughout this method as the conventional method, for the
computation of Slepian functions for a given band-limit L and
an arbitrary shaped region R:2
1) Calculate the L2 × L2 matrix K composed of inner prod-
ucts between spherical harmonic functions (9) via numer-
ical integration of spherical harmonics over R.3
2) Carry out the eigenvalue decomposition of K to compute
eigenvalues λα and eigenvectors hα for α = 1, 2, . . . , L2 .
Eigenvectors represent Slepian functions in the spec-
tral (spherical harmonic) domain.
Computing Slepian functions with large band-limits using this
method is infeasible due to the large computational complexity
of calculating the L4 elements of K, and subsequently com-
puting the eigenvalues and eigenvectors. At large L, the mem-
ory required to store K also becomes too large for a standard
desktop computer. For the special case of a polar cap region,
following Remark 2, the computational complexity and storage
requirements to compute Slepian functions at large band-limits
are manageable due to the matrices C(m ) (and the tridiagonal
matrix if the eigenfunctions are to be computed directly) being
at most of size L× L. In this work, we aim to develop a method
of computing Slepian functions for large band-limits and an ar-
bitrary region on the sphere that has manageable computational
complexity and storage requirements.
III. EFFICIENT COMPUTATION OF SLEPIAN FUNCTIONS FOR AN
ARBITRARY REGION ON THE SPHERE
As explained in the previous section, the conventional ap-
proach, that is computationally expensive and memory ineffi-
cient, to compute Slepian functions is to solve the eigenvalue
problem in (11), which is obtained by expanding the function
2This conventional method of computing Slepian functions is implemented
in the SLEPIAN_Alpha software DOI: 10.5281/zenodo.56825 [43].
3Since there does not exist any (exact) quadrature rule to evaluate the integral
of the function on the sphere over an arbitrary region, Km ,pq , given in (9), is
computed numerically by employing the approximate quadrature rule [32] for
the discretization of integral over arbitrary region R.
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h ∈ HL in harmonic space in the equivalent concentration prob-
lem formulated in (7). By finding the alternative basis, in which
the function h ∈ HL in (7) has sparse representation, we pro-
pose a fast method, with less storage (memory) requirements,
for the computation of Slepian functions on the sphere for a
given band-limit L and region R ⊂ S2 .
A. Slepian Functions for Rotationally Symmetric Region
Definition 1 (Rotationally Symmetric Region): We define a
rotationally symmetric region centered at xˆc = xˆc(θc , φc) en-
closing the region R4 as RΘ(xˆc) = {xˆ(θc , φc) ∈ S2 |Δ(xˆ ·
xˆc) ≤ Θ}, where Δ(xˆ · xˆc) denotes the great circle distance
between xˆ and xˆc . The region is rotationally symmetric around
its center xˆc . We note that RΘ = RΘ(xˆc(0, 0)), that is, a polar
cap region is a special case of rotationally symmetric region
with xˆc = xˆc(0, 0) (North pole).
For a given band-limit and rotationally symmetric re-
gion RΘ(xˆc), we denote Slepian functions by gα (xˆ), α =
1, 2, . . . , L2 . Noting that the polar cap region RΘ , when ro-
tated around y-axis by θc and then by φc around z-axis, be-
comes rotationally symmetric region RΘ(xˆc), we compute
Slepian functions for rotationally symmetric region RΘ(xˆc)
by first computing Slepian functions sα (xˆ), α = 1, 2, . . . , L2
in the polar cap region RΘ followed by the rotation of polar cap
Slepian functions as
gα (xˆ) = (D(φc, θc , 0)sα )(xˆ), α = 1, 2, . . . , L2 . (20)
The rotation of sα (xˆ) in the spatial domain using the rotation
operator D(φc, θc , 0) in (20) is carried out in spectral (spherical
harmonic) domain as a linear transformation given by [17]
(gα )m = e
−imφc
∑
m ′=−
dm,m
′
 (θc)(sα )
m ′
 , (21)
where dm,m
′
 (·) is the Wigner-d function of degree  and orders
m,m′ [17]. We also note that the number of Slepian functions
that are well-concentrated in the region RΘ(xˆc) is approximated
by NΘ given in (19).
B. Signal Expansion in Slepian Basis
Since Slepian functions within the polar cap region or rota-
tionally symmetric region can be efficiently computed (Remark
2), we can represent/expand any band-limited function h ∈ HL ,
using the Slepian basis designed for a rotationally symmetric
region, that is (see Remark 1)
h(xˆ) =
L2∑
α=1
(h)αgα (xˆ), (22)
where
(h)α  〈h, gα 〉 =
∫
S2
h(xˆ)gα (xˆ)ds(xˆ), (23)
denotes the α-th Slepian coefficient.
4If R is a union of unconnected subregions, then the polar cap should enclose
all subregions.
Fig. 1. Eigenvalue spectra for rotationally symmetric regions RΘ (xˆc ) cen-
tered at the North pole. (a) For a band-limit L = 50 and polar cap radii of
Θ = π/6, π/5, π/4, and π/3. (b) For a polar cap radius of Θ = π/3 and for
band-limits L = 30, 40, 50, and 60. NΘ is shown by a marker on each spectrum
which well-approximates the number of well-concentrated Slepian functions in
RΘ (xˆc ).
We study the eigenvalue spectrum for rotationally symmetric
regions centered at the North pole (polar cap regions) in Fig. 1.
Fig. 1(a) shows the eigenvalue spectra for Slepian functions of
rotationally symmetric regions centered at the North pole for a
band-limit L = 50 and polar cap radii of Θ = π/6, π/5, π/4,
and π/3. Fig. 1(b) shows the eigenvalue spectra for Slepian
functions of a rotationally symmetric region with a polar cap
radius of Θ = π/3 and band-limits L = 30, 40, 50, and 60. All
spectra have a sharp transition from well-concentrated eigen-
values (λα ≈ 1) to poorly concentrated eigenvalues (λα ≈ 0).
This transition takes place at NΘ , given by (19), as indicated by
the markers in Fig. 1.
As only the first NΘ Slepian functions for the rotation-
ally symmetric region are well-concentrated within the region
RΘ(xˆc), the expansion of h(xˆ) given in (22) can be truncated
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at5 NΘ for xˆ ∈ RΘ(xˆc) as
h(xˆ) ≈
NΘ∑
α=1
(h)αgα (xˆ), xˆ ∈ RΘ(xˆc). (24)
The error between the Slepian function, given by equation (22),
and its approximation, given by (24), within RΘ(xˆc) is
L2∑
α=NΘ +1
(h)αgα (xˆ), xˆ ∈ RΘ(xˆc). (25)
Due to the small energy concentration λα within the region
RΘ(xˆc) of Slepian functions with α > NΘ , the error given by
(25) is approximately zero.
The quality of the approximation to the Slepian function given
in (24) within the spatial region of interest R can be measured
by defining the quality measure as a ratio of the energy concen-
tration of the approximate representation to the energy of the
exact representation within the spatial region, that is [25], [44],
Q(NΘ) =
∑NΘ
α=1 λα |(h)α |2∑L2
α=1 λα |(h)α |2
. (26)
Later in the paper in Section IV and Section V, we show, through
illustration, that the approximate representation given in (24) is
of high quality.
C. Concentration Problem – Formulation in Slepian Basis
We define the truncated expansion given in (24) as
f(xˆ) 
NΘ∑
α=1
(f)αgα (xˆ), (f)α  〈f, gα 〉. (27)
For an arbitrary shaped region R ⊂ RΘ(xˆc), we seek to max-
imize the concentration ratio of f(xˆ) inside the region R and
over the whole sphere, that is,
λ =
∫
R |f(xˆ)|2ds(xˆ)∫ 2
S |f(xˆ)|2ds(xˆ)
= maximum, 0 ≤ λ < 1. (28)
Using (27), λ can be equivalently expressed as
λ =
∑NΘ
α=1
∑NΘ
β=1 (f)α (f)βPα,β∑NΘ
α=1 (f)α (f)α
, (29)
where
Pα,β 
∫
R
gα (xˆ)gβ (xˆ)ds(xˆ). (30)
The problem of maximizing λ in (29) can be solved as an alge-
braic eigenvalue problem of size NΘ given by
NΘ∑
β=1
Pα,β (f)β = λ(f)α , (31)
with matrix formulation
Pf˜ = λf˜ , (32)
where f˜ =
(
(f)1 , (f)2 , . . . , (f)NΘ
)′
and P is a matrix of size
NΘ ×NΘ with elements given by (30). The solution of the
5Again, we take any reference to NΘ as number as NΘ .
eigenvalue problem in (32) gives NΘ orthonormal eigenvectors
f˜a , a = 1, 2, . . . , NΘ where we have indexed eigenvectors such
that eigenvalue λa associated with the eigenvector f˜a follows
0 ≤ λNΘ ≤ . . . ≤ λ2 ≤ λ1 < 1. For each eigenvector f˜a , the
associated eigenfunction fa(xˆ) is obtained using (27).
In principle, the Slepian concentration problem in (7) max-
imizes the concentration of a band-limited function h ∈ HL
within the arbitrary spatial region R, the solution of which
gives L2 band-limited orthonormal eigenfunctions, which serve
as an alternative basis, referred to as Slepian basis or func-
tions, for the representation of any band-limited signal. Out of
these L2 Slepian functions, N number of Slepian functions are
well-concentrated within the spatial region. Consequently, any
band-limited function, when expanded in Slepian basis, can be
well-approximated within the region using the (first) N concen-
trated Slepian functions. This is the essence of the concentration
problem; it enables sparse representation of a signal concen-
trated within a region of interest by expansion in the Slepian
basis. Conventionally, the concentration problem is formulated
as an eigenvalue problem, (11), the solution of which requires
eigenvalue decomposition of L2 × L2 matrix.
Here we have posed a concentration problem to maximize the
concentration of f(xˆ) within the spatial region R ⊂ RΘ(θc).
Since f(xˆ) ≈ h(xˆ) for xˆ ∈ RΘ(θc), we have hα (xˆ) ≈ fα (xˆ)
for α = 1, 2, . . . , N , that is we have the (approximately) same
well-concentrated eigenfunctions of the two concentration prob-
lems formulated in (7)–(11) and (28)–(32). However, the lat-
ter requires the eigenvalue decomposition of matrix P of size
NΘ ×NΘ and, therefore, can be solved efficiently and has
manageable storage requirements. Consequently, the proposed
formulation enables the approximate computation of Slepian
functions for a given band-limit L and an arbitrary region R.
We analyze the accuracy, computational complexity and storage
requirements in the next section.
Remark 3 (On the accurate computation of Slepian Func-
tions for arbitrary regions): Our proposed method can compute
Slepian functions for any arbitrary region of the sphere, which
does not have to be well-approximated by a rotationally sym-
metric region. Slepian functions serve as an orthonormal basis
for the whole sphere and an orthogonal basis for the region on
which they are defined. Since this is true for any region includ-
ing the polar cap, the polar cap Slepian functions can be used to
represent any band-limited function on the sphere (See Remark
1 and (22))). The function can be defined on any region, not just
within the polar cap. If the function is concentrated within the
polar cap though, it can be represented more efficiently (Slepian
functions with a small amount of energy in the region can be
discarded, see (24)). Similarly, if the function exists within a re-
gion enclosed by the polar cap it can be efficiently represented
by the well-concentrated polar cap Slepian functions. Hence,
the region does not have to be a polar cap or approximately a
polar cap in shape. In this work, the functions in question are
Slepian functions in a region of interest that is enclosed by the
polar cap.
D. Properties of Slepian Functions
1) Orthogonality: We show that Slepian functions hα and
fα , computed using the conventional method and the proposed
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formulation respectively, exhibit the same orthogonality prop-
erties for α = 1, 2, . . . , NΘ . By definition, the matrix P is pos-
itive semi-definite and Hermitian symmetric, which implies that
its eigenvalues are real and non-negative and the eigenvectors
are orthogonal. We choose them to be orthonormal, that is,
f˜ ′a f˜b =
NΘ∑
α=1
(fa)α (fb)α = δa,b , (33)
which is equivalent to the orthonormality of associated eigen-
functions fa(xˆ) in the spatial domain, that is,∫
S2
fa(xˆ)fb(xˆ)ds(xˆ) = δa,b , (34)
which is obtained using the expansion of f(xˆ) given in (27).
In addition to being orthonormal over the whole sphere, the
eigenfunctions fa(xˆ) are orthogonal over the region R, that is,
∫
R
fa(xˆ)fb(xˆ)ds(xˆ) =
NΘ∑
α=1
(fa)α
NΘ∑
β=1
Pα,β (fb)β
= f˜ ′aPf˜b = λb f˜
′
a f˜b = λb δa,b , (35)
which follows from the formulation of eigenvalue problem in
(32) and the orthonormality relation in (33).
2) Spectral Domain Representation: Using the definition of
f(xˆ) in (27) and the definition of the spherical harmonic coef-
ficients (5), the spherical harmonic coefficients (f)m are given
by
(f)m 
∫
S2
f(xˆ)Y m (xˆ) ds(xˆ)
=
∫
S2
NΘ∑
α=1
(f)αgα (xˆ)Y m (xˆ) ds(xˆ)
=
NΘ∑
α=1
(f)α
∫
S2
gα (xˆ)Y m (xˆ) ds(xˆ) =
NΘ∑
α=1
(f)α (gα )m .
(36)
3) Number of Well-concentrated Eigenfunctions: With an
assumption that the spectrum of eigenvalues has a sharp tran-
sition from unity to zero, the number of well-concentrated
eigenfunctions in R is approximated by the trace of the matrix
P with
NP = tr(P) =
NΘ∑
α=1
∫
R
gα (xˆ)gα (xˆ)ds(xˆ)
=
∫
R
NΘ∑
α=1
|gα (xˆ)|2ds(xˆ). (37)
The sum of Slepian functions over the sphere is independent of
the position on the sphere [28], that is,
L2∑
α=1
|gα (xˆ)|2ds(xˆ) = NΘ
AΘ
, xˆ ∈ S2 . (38)
Noting that Slepian functions gα (xˆ) for rotationally sym-
metric region have low energy concentration (λ ≈ 0)
when α = NΘ + 1, NΘ + 2, . . . , L2 , we have
NΘ∑
α=1
|gα (xˆ)|2ds(xˆ) ≈ NΘ
AΘ
, ∀xˆ ∈ RΘ(xˆc), (39)
which allows us to approximate NP in (37) as
NP ≈ A
AΘ
NΘ =
A
AΘ
AΘL
2
4π
=
AL2
4π
= N, (40)
which indicates both the conventional method and the proposed
formulation to solve the concentration problem yield approxi-
mately the same number of well-concentrated eigenfunctions.
E. Efficient Computation of Slepian Functions for Arbitrary
Region – Algorithm
Based on the formulation presented in Section III, we here
present an algorithm to compute Slepian functions for a given
band-limit L and arbitrary region R. To enable the computa-
tion of Slepian functions for large band-limits, the algorithm,
consisting of following steps, is designed to minimize the com-
putation time and storage requirements:
1) Find Θ and xˆc for a rotationally symmetric region RΘ(xˆc)
of smallest area enclosing the region R.
2) Rotate R and RΘ(xˆc) to the North pole, first by π − φc
around z-axis, and then by θc around y-axis. The rotation-
ally symmetric region rotated to the North pole becomes
a polar cap region RΘ . We use R˜ to denote the region R
rotated to the North pole.
3) Compute Slepian functions concentrated in RΘ as
sα (xˆ), α = 1, 2, . . . , NΘ for each order −L < m < L:
a) Find the spherical harmonic coefficients of the polar
cap Slepian functions of order m s(m ) , by solving
(18).
b) Discard any polar cap Slepian functions that are not
well-concentrated in the region.
c) Evaluate the remaining well-concentrated polar cap
Slepian functions in the spatial domain s(xˆ) by ex-
pansion in the spherical harmonic basis (4).
4) Calculate the matrix P, whose elements are given by
Pα,β 
∫
R
gα (xˆ)gβ (xˆ)ds(xˆ)
=
∫
R˜
sα (xˆ)sβ (xˆ)ds(xˆ), (41)
by numerically integrating the polar cap Slepian functions
sα (xˆ), α = 1, 2, . . . , NΘ over the region R˜ using the
samples stored in Step 3c).
5) Find the eigenvalues and eigenvectors of P.
6) To obtain Slepian functions for R, fa(xˆ), a = 1, 2,
. . . , NΘ , (note that for RΘ , gα (xˆ) = sα (xˆ), hence equa-
tions (36) and (27) apply for sα (xˆ)) either:
a) Calculate the spherical harmonic coefficients of the
eigenvectors of P (s)m using (36), then rotate the
eigenvectors to the region’s original location using
(21) and finally expand in the spherical harmonic
basis using (4).
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Fig. 2. Mainland Australia on the sphere surrounded by the rotationally sym-
metric region RΘ (xˆc ) shown in green.
b) Expand the eigenvectors for the region at the North
pole in the truncated polar cap basis (27) to get
Slepian functions for the region at the North pole
before rotating the functions to the region using (6).
We here expand on some of these steps. In Step 1), we
determine Θ and xˆc for a rotationally symmetric region
RΘ(xˆc) enclosing the region R as follows. If C denotes the
boundary of the region, we first numerically find the two
points yˆ1 , yˆ2 ∈ C ⊂ R ⊂ S2 for which the spherical distance
Δ(yˆ1 , yˆ2) = cos−1(yˆ1 · yˆ2) [17] between them is maximum.
This is performed using a search over all pairs of boundary
points which has computational complexity O(N 2). We con-
sider the number of points N to be relatively low so that this
does not effect the overall computational complexity of the al-
gorithm. For regions with a large number of boundary points,
alternative methods for finding the enclosing polar cap, such
as first finding the convex hull of the region with complexity
O(N logN), can be investigated. Then, we determine Θ as
Θ =
Δ(yˆ1 , yˆ2)
2
, (42)
and xˆc as the center point of the smaller arc of the great circle
passing through yˆ1 and yˆ2). For regions where Δ(yˆ1 , yˆ2) > π,
that is the region R extends onto both hemispheres, a modifica-
tion is needed. In this case points yˆ1 , yˆ2 ∈ C ⊂ R ⊂ S2 need
to be found so that the spherical distance is minimized and
Θ = π − Δ(yˆ1 , yˆ2 )2 . As an illustration, the rotationally symmet-
ric region RΘ(xˆc) enclosing mainland Australia region R is
shown in Fig. 2.
In Step 3), the polar cap Slepian functions are computed one
order m at a time and only the well-concentrated ones are stored
to reduce storage requirements from L2 × L2 to NΘ ×M ,
where M is the number of points that the polar cap Slepian
functions are evaluated at for subsequent numerical integration.
In Step 4), the inner products between the polar cap Slepian
functions are calculated using numerical integration. We use the
trapezium rule on an equiangular grid with a resolution parame-
ter that is used to set the number of points used in the integration.
The resolution can be increased to allow for greater accuracy or
decreased to reduce computation time and storage requirements.
Since the equiangular sampling has dense sampling around the
poles (θ = 0 or θ = π/2), we note that the evaluation of the
integral is more accurate, for the same resolution parameter, if
the region is closer to poles than the equator (θ = π/2).
F. Efficiency Analysis - Computation Time and Memory
We here analyze the efficiency in terms of computation time
and memory requirements of our proposed algorithm for com-
puting Slepian functions within an arbitrary region on the sphere
presented in Section III-E.
The proposed algorithm computes the NΘ ×NΘ matrix P
by carrying out the inner products of polar cap Slepian func-
tions using numerical integration using M = L2 points, re-
sulting in computational complexity O(L2NΘ2) = 0.25(1−
cosΘ)2O(L6), using (19). Note that the number of points
M can be decreased to reduce computation time but this
will decrease the accuracy of computation. The computational
complexity for eigenvalue decomposition of n× n matrix is
O(n3) [31], hence the eigenvalue decomposition of P has com-
plexity O(NΘ3) = 0.125(1− cosΘ)3O(L6). For the conven-
tional method of computing Slepian functions (reviewed in
Section II-B), the matrix K is size L2 × L2 , integrating a
function with band-limit L requires at least L2 samples [18],
[45], hence computation of the L4 elements of K has compu-
tational complexity O(L6). The eigenvalue decomposition of
K is also O(L6). Hence, the computational complexity of the
proposed method is O(L6), like the conventional, method but
with prefactor 0.25(1− cosΘ)2 for the matrix computation and
0.125(1− cosΘ)3 for the eigenvalue decomposition. It is noted
that the parallel computing capability can be used to reduce the
computation time of both the proposed and conventional meth-
ods of computing the matrix [10].
For applications, where Slepian functions are required to
be computed for large band-limits and spatial regions with
enclosing rotationally symmetric regions with small area, we
expect that the proposed method offers significant reduction
in the computation time and memory storage requirement
since the reduction in both the memory requirements and the
computation time is proportional to the area of the rotationally
symmetric region enclosing the spatial region of interest
IV. ILLUSTRATION - AUSTRALIA
In this section, we evaluate the proposed algorithm, presented
in Section III-E, for computing Slepian functions within an arbi-
trary region on the sphere in terms of the numerical accuracy of
Slepian functions and eigenvalues, and the computational com-
plexity and storage requirements. In order to carry out the anal-
ysis, we compute Slepian functions for the example of mainland
Australia as the region R.
As discussed in Section III-E, the resolution of the equiangu-
lar grid for numerically integrating the polar cap Slepian func-
tions can be altered to change the accuracy of integration, and
the computational and storage requirements. For analysing the
proposed algorithm, we set the resolution of equiangular grid so
M ≈ L2 samples are used for numerical integration.
A. Numerical Accuracy Analysis - Spatial Domain
We here compare the accuracy of computing Slepian func-
tions using the proposed method fa(xˆ) compared with the
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Fig. 3. (a) Eigenvalue spectrum for Slepian functions concentrated in Aus-
tralia band-limited at L = 64 (NΘ = 103) obtained using the proposed
λa , a = 1, 2, . . . , NΘ and conventional λα , α = 1, 2, . . . , NΘ methods.
(b) Absolute difference in eigenvalues |λα − λa |. Dashed back line shows
approximate number of well-concentrated Slepian functions N .
conventional method ha(xˆ). For a given band-limit L, expan-
sion of the band-limited functions using all L2 Slepian func-
tions designed for a rotationally symmetric region, is equivalent
to the expansion of a signal in the spherical harmonic basis.
Since Slepian functions gα (xˆ), α = NΘ + 1, NΘ + 2, . . . , L2 ,
although negligible, have some energy in the spatial region R,
the truncation of the representation in Slepian basis at NΘ , given
in (24), results in an approximation error as we will show in this
section. It must be noted neither the proposed nor the conven-
tional method for the computation of Slepian functions is exact
due to the need to numerically integrate the spherical harmonics
Y m (xˆ) for all degrees  ≥ 0 and orders |m| ≤  over R (9) in
the conventional method and the polar cap Slepian functions
sα (xˆ), α = 1, 2, . . . , NΘ over R˜ (41) for the proposed method.
We compare the numerical accuracy of the two methods
for the mainland Australia region R and band-limit L = 64.
Fig. 3(a) shows the eigenvalue spectrum obtained using the con-
ventional λα , α = 1, 2, . . . , NΘ and proposed method λa, a =
1, 2, . . . , NΘ . The absolute difference in the eigenvalues com-
puted using the conventional method and the proposed method
|λα − λa | is plotted in Fig. 3(b), where it can be observed that
the spectra obtained by both methods are similar with the dif-
ference in corresponding eigenvalues of the proposed method
and conventional method being on the order of 10−2 or less.
Furthermore, the difference is smaller for the most concentrated
eigenfunctions in R and grows with the decrease in the spatial
concentration of eigenfunctions. This is of significant impor-
tance in many applications that only use the well-concentrated
Slepian functions for signal analysis [25], [46]. The number
of well-concentrated Slepian functions in Australia is approxi-
mated by the trace of the matrix K for the conventional method
(14) and by the trace of the matrix P for the proposed method
(37), which both round to N = 63, as indicated by the black
dashed line in Fig. 3.
We plot the ten most concentrated Slepian functions over
Australia shown in Fig. 4 using the conventional and the pro-
posed method, where the similarity in the shape of Slepian
functions can be observed. We note that we have plotted the
real Slepian functions in Fig. 4; the real Slepian functions
can be computed from the complex Slepian functions using
the relationship between their real and complex spherical har-
monic coefficients [17]. The difference in decibels between the
Slepian functions obtained using the conventional and the pro-
posed method, 10log10 |hα − fa |, for the ten most concentrated
Slepian functions is shown in Fig. 5. The maximum difference
observed in Fig. 5 is smaller than 0 dB showing that the pro-
posed method allows for accurate computation of the Slepian
functions.
B. Numerical Accuracy Analysis - Spectral Domain
To further quantify the difference in Slepian functions ob-
tained using the two methods, we compute the quality factor
Q(NΘ), given by (26), for each Slepian function band-limited
at L = 64 and concentrated in mainland Australia computed
using the proposed method fa and plot this in Fig. 6. The
quality factor is high for all Slepian functions but particu-
larly for Slepian functions well-concentrated within R, with
a quality factor of 95% or higher. This shows that the
approximation, given in (24), used by the proposed method
is highly accurate. The number of well-concentrated eigenfunc-
tions is indicated by N , shown by the black dashed line in
Fig. 6.
We also calculate the mean difference Ea in the spherical
harmonic coefficients of Slepian functions computed using the
proposed (f)m and conventional (h)m methods with
Ea 
1
L2
L−1∑
=0
∑
m=−
|(fa)m − (ha)m |, (43)
this is shown in Fig. 7 for a = 1, 2, 5 and 6, the first, second,
fifth and sixth most concentrated Slepian functions in Australia
for band-limits L = 20, 40, 60, 80 and 100. Ea is on the order
of 10−3 or smaller, indicating that the proposed method allows
the accurate computation of Slepian functions.
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Fig. 4. Slepian functions fa (xˆ), a = 1, 2, . . . , 10 and hα (xˆ), α = 1, 2, . . . , 10 most concentrated in Australia with band-limit L = 64. The ordering of
concentration is left to right, top to bottom with Slepian functions obtained using the proposed method fa (xˆ) in the first and third columns and Slepian functions
obtained using the conventional method hα (xˆ) in the second and fourth columns.
C. Efficiency Analysis
We here analyze the efficiency in terms of the computational
complexity and memory required to compute Slepian functions
for the proposed method, as discussed in Section III-F for the
example of mainland Australia.
Fig. 8 shows the computation time for calculating the ma-
trices P and K, and subsequently performing their eigenvalue
decomposition using the proposed and conventional methods re-
spectively using MATLAB running on a machine equipped with
3.4 GHz Intel Core i7 processor and 8 GB of RAM for main-
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Fig. 5. The difference in decibels between Slepian functions computed using the conventional and the proposed method, 10log10 |hα − fa |, for the ten most
concentrated in Australia with band-limit L = 64. The ordering of concentration is left to right, top to bottom.
Fig. 6. Quality factor Q(NΘ ), given by (26), for Slepian functions computed
using the proposed method fa . Dashed back line shows approximate number of
well-concentrated Slepian functions N .
land Australia. As can be seen in Fig. 8 the computation time
of the proposed method is much faster than the conventional
method, around two orders of magnitude. The smaller dimen-
sion of the P matrix compared with K results in a faster matrix
computation time and faster eigenvalue decomposition.
The memory required to store matrix P is 0.25(1− cosΘ)2
times smaller compared with storing the L2 × L2 matrixK. The
commonly available desktop machine used in our analysis has
Fig. 7. Mean difference Ea (43) for a = 1, 2, 5 and 6, the 1st, 2nd, 5th and
6th most concentrated Slepian functions in Australia for L = 20, 40, 60, 80 and
100.
1.302 ×1010 bytes for array storage in MATLAB. As MATLAB’s
type double requires 64 bits, the maximum band-limit that the
matrix K can be stored for is L = 200. In practice, as matrices
other than K need to be stored, it is only possible to compute
Slepian functions using the conventional method for less than
L = 100.
The maximum band-limit which the matrix P can be stored
depends on the region R, or more specifically on the area of the
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Fig. 8. The computation time τ in seconds to compute the matrices P and
K and subsequently perform eigenvalue decomposition using the proposed,
shown by the solid black lines, and conventional, shown by the red dashed lines,
methods respectively to compute Slepian functions concentrated in Australia
for L = 16, 32, 64, 128 and 256.
rotationally symmetric region enclosing R. For example, the ro-
tationally symmetric region surrounding Australia is 2.5% of the
area of the sphere hence, the matrix P is of size 0.000625L4 and
the maximum band-limit thatP can be stored for isL = 1270 for
1.302 ×1010 bytes of array storage. In our proposed algorithm
presented in Section III-E, Step 3) requires a NΘ ×M matrix
to store the NΘ well-concentrated polar cap Slepian functions
evaluated at M points. For M = L2 points used Section IV, the
maximum band-limit that this matrix can be stored for on our
desktop computer is L = 505; the maximum band-limit could
be increased by decreasing M . We have managed to compute
Slepian functions in Australia using the proposed method and
M = L2 for band-limits up to L = 320.
V. ILLUSTRATION - SOUTH AMERICA
Our proposed method can compute Slepian functions for
any arbitrary region of the sphere, the region does not have
to be well-approximated by a rotationally symmetric region
(Remark 3). We have included Slepian functions band-limited
at L = 32 for South America, which is less similar to a ro-
tationally symmetric region than Australia, as another ex-
ample. Fig. 9(a) shows the eigenvalue spectrum obtained
using the conventional λα , α = 1, 2, . . . , NΘ and proposed
method λa, a = 1, 2, . . . , NΘ . The absolute difference in the
eigenvalues computed using the conventional method and the
proposed method |λα − λa | is plotted in Fig. 9(b), where it
can be observed that the spectra are similar with the differ-
ence in corresponding eigenvalues of the proposed method and
conventional method being on the order of 10−2 or less, as
was the case for the example of Slepian functions with L = 64
defined on mainland Australia in Fig. 3.
We plot the ten most concentrated Slepian functions over
South America shown in Fig. 10 using the conventional and the
proposed method, where the similarity in the shape of Slepian
functions can be observed. The difference in decibels between
Fig. 9. a) Eigenvalue spectrum for Slepian functions concentrated in South
America band-limited at L = 32 (NΘ = 90) obtained using the proposed
λa , a = 1, 2, . . . , NΘ and conventional λα , α = 1, 2, . . . , NΘ methods.
b) Absolute difference in eigenvalues |λα − λa |. Dashed back line shows ap-
proximate number of well-concentrated Slepian functions N .
Slepian functions obtained using the conventional and the pro-
posed method, 10log10 |hα − fa |, for the ten most concentrated
Slepian functions is shown in Fig. 11. The maximum difference
observed in Fig. 11 is smaller than 0 dB, as was the case for the
example of Slepian functions with L = 64 defined on mainland
Australia in Fig. 5, showing that the proposed method allows
for accurate computation of Slepian functions.
VI. CONCLUSION
We have proposed a new method for the computation of
Slepian functions on the sphere for an arbitrary spatial region.
By exploiting the efficient computation of Slepian functions for
the polar cap region on the sphere, we have developed a for-
mulation, supported by a fast algorithm, for the approximate
computation of Slepian functions for arbitrary spatial region. In
comparison to the conventional method of computing Slepian
functions, the proposed method enables faster computation and
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Fig. 10. Slepian functions fa (xˆ), a = 1, 2, . . . , 10 and hα (xˆ), α = 1, 2, . . . , 10 most concentrated in South America with band-limit L = 32. The ordering
of concentration is left to right, top to bottom with Slepian functions obtained using the proposed method fa (xˆ) in the first and third columns and Slepian functions
obtained using the conventional method hα (xˆ) in the second and fourth columns.
has manageable storage requirements. We derive the approxi-
mation error and define the quality of approximation measure as
the ratio of energy of the approximation to the energy of the true
Slepian function in the region of interest. We have conducted
numerical experiments to show that the proposed method main-
tains accurate computation of Slepian functions and has a high
quality of approximation, allows for faster computation and has
significantly smaller storage requirements than the conventional
method. The proposed method enables accurate computation for
Slepian functions for an arbitrary region which does not have to
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Fig. 11. The difference in decibels between Slepian functions computed using the conventional and the proposed method, 10log10 |hα − fa |, for the ten most
concentrated in South America with band-limit L = 32. The ordering of concentration is left to right, top to bottom.
be well-approximated by a rotational symmetric region and is
particularly efficient in terms of computational complexity and
storage requirements when the region has an enclosing rotation-
ally symmetric region with a small area.
The ability to compute Slepian functions with reduced com-
putation time and storage requirements while maintaining ac-
curate computation of Slepian functions will allow for Slepian
functions to be used in applications where the data enables large
band-limits. Future work includes exploiting the inherently par-
allel structure of our proposed method to further reduce the time
required to compute the Slepian functions. We intend to apply
the proposed method to large band-limit applications in a range
of fields.
ACKNOWLEDGMENT
The authors would like to thank F. J. Simons for discussions,
and the Department of Geosciences at Princeton University for
their hospitality during Alice P. Bates’ visit in the Fall of 2015.
REFERENCES
[1] A. P. Bates, Z. Khalid, and R. A. Kennedy, “An optimal dimensionality
sampling scheme on the sphere with accurate and efficient spherical har-
monic transform for diffusion MRI,” IEEE Signal Process. Lett., vol. 23,
no. 1, pp. 15–19, Jan. 2016.
[2] L. Zhou et al., “Hippocampal shape analysis for Alzheimer’s disease using
an efficient hypothesis test and regularized discriminative deformation,”
ESA, Tech. Rep. ESA-SCI, vol. 19, no. 6, pp. 533–540, Jun. 2009.
[3] P. Yu et al., “Cortical surface shape analysis based on spherical wavelets,”
IEEE Trans. Med. Imag., vol. 26, no. 4, pp. 582–597, Apr. 2007.
[4] A. G. Doroshkevich et al., “Gauss Legendre sky pixelization (GLESP)
for CMB maps,” Int. J. Mod. Phys. D, vol. 14, no. 2, pp. 275–290, Feb.
2005.
[5] J.-L. Starck, Y. Moudden, P. Abrial, and M. Nguyen, “Wavelets, ridgelets
and curvelets on the sphere,” Astron. Astrophys., vol. 446, no. 3,
pp. 1191–1204, Feb. 2006.
[6] R. E. Carrillo, J. D. McEwen, and Y. Wiaux, “PURIFY: A new approach to
radio-interferometric imaging,” Monthly Not. Roy. Astron. Soc., vol. 439,
no. 4, pp. 3591–3604, Feb. 2014.
[7] A. P. Bates, Z. Khalid, and R. A. Kennedy, “Novel sampling scheme on
the sphere for head-related transfer function measurements,” IEEE/ACM
Trans. Audio, Speech, Lang. Process., vol. 23, no. 6, pp. 1068–1081,
Jun. 2015.
[8] D. B. Ward, R. A. Kennedy, and R. C. Williamson, “Theory and design of
broadband sensor arrays with frequency invariant far-field beam patterns,”
J. Acoust. Soc. Amer., vol. 97, no. 2, pp. 1023–1034, Feb. 1995.
[9] A. Albertella and N. Sneeuw, “The analysis of gradiometric data with
Slepian functions,” Phys. Chem. Earth Pt. A, vol. 25, no. 9, pp. 667–672,
Dec. 2000.
[10] C. Harig and F. J. Simons, “Accelerated West Antarctic ice mass loss
continues to outpace East Antarctic gains,” Earth Planet. Sci. Lett.,
vol. 415, pp. 134–141, Feb. 2015.
[11] P. Audet, “Directional wavelet analysis on the sphere: Application to
gravity and topography of the terrestrial planets,” J. Geophys. Res.,
vol. 116, Feb. 2011, Art. no. E01003.
[12] K. W. Lewis and F. J. Simons, “Local spectral variability and the origin of
the Martian crustal magnetic field,” Geophys. Res. Lett., vol. 39, no. 18,
Sep. 2012, Art. no. L18201.
[13] Y. F. Alem, Z. Khalid, and R. A. Kennedy, “3D spatial fading correlation
for uniform angle of arrival distribution,” IEEE Commun. Lett., vol. 19,
no. 6, pp. 1073–1076, Jun. 2015.
[14] T. S. Pollock, T. D. Abhayapala, and R. A. Kennedy, “Introducing space
into MIMO capacity calculations,” J. Telecommun. Syst., vol. 24, no. 2,
pp. 415–436, Oct. 2003.
[15] R. Ng, R. Ramamoorthi, and P. Hanrahan, “Triple product wavelet in-
tegrals for all-frequency relighting,” ACM Trans. Graph., vol. 23, no. 3,
pp. 477–487, Aug. 2004.
BATES et al.: EFFICIENT COMPUTATION OF SLEPIAN FUNCTIONS FOR ARBITRARY REGIONS ON THE SPHERE 4393
[16] C. H. Brechbu¨hler, G. Gerig, and O. Ku¨bler, “Parametrization of closed
surfaces for 3-D shape description,” Comput. Vis. Image Underst., vol. 61,
no. 2, pp. 154–170, Mar. 1995.
[17] R. A. Kennedy and P. Sadeghi, Hilbert Space Methods in Signal Process-
ing. Cambridge, U.K.: Cambridge Univ. Press, Mar. 2013.
[18] Z. Khalid, R. A. Kennedy, and J. D. McEwen, “An optimal-dimensionality
sampling scheme on the sphere with fast spherical harmonic trans-
forms,” IEEE Trans. Signal Process., vol. 62, no. 17, pp. 4597–4610,
Sep. 2014.
[19] J. D. McEwen and Y. Wiaux, “A novel sampling theorem on the sphere,”
IEEE Trans. Signal Process., vol. 59, no. 12, pp. 5876–5887, Dec. 2011.
[20] J. I. Jackson, C. H. Meyer, D. G. Nishimura, and A. Macovski, “Selection
of a convolution function for Fourier inversion using gridding [comput-
erised tomography application],” IEEE Trans. Med. Imag., vol. 10, no. 3,
pp. 473–478, Sep. 1991.
[21] J. Mathews, J. Breakall, and G. Karawas, “The discrete prolate spheroidal
filter as a digital signal processing tool,” IEEE Trans. Acoust., Speech,
Signal Process., vol. 33, no. 6, pp. 1471–1478, Dec. 1985.
[22] L. Wei, R. A. Kennedy, and T. A. Lamahewa, “Quadratic variational
framework for signal design on the 2-sphere,” IEEE Trans. Signal Process.,
vol. 59, no. 11, pp. 5243–5252, Nov. 2011.
[23] M. A. Sharifi and S. Farzaneh, “Regional TEC dynamic modeling based
on Slepian functions,” Adv. Space Res., vol. 56, no. 5, pp. 907–915,
Sep. 2015.
[24] F. A. Dahlen and F. J. Simons, “Spectral estimation on a sphere in geo-
physics and cosmology,” Geophys. J. Int., vol. 174, no. 3, pp. 774–807,
May 2008.
[25] F. J. Simons and F. A. Dahlen, “Spherical Slepian functions and the
polar gap in geodesy,” Geophys. J. Int., vol. 166, no. 3, pp. 1039–1061,
Mar. 2006.
[26] D. Slepian, “Some comments on Fourier analysis, uncertainty and mod-
eling,” SIAM Rev., vol. 25, no. 3, pp. 379–393, Jul. 1983.
[27] A. Albertella, F. Sanso`, and N. Sneeuw, “Band-limited functions on
a bounded spherical domain: The Slepian problem on the sphere,” J.
Geodesy, vol. 73, no. 9, pp. 436–447, Jun. 1999.
[28] F. J. Simons, F. A. Dahlen, and M. A. Wieczorek, “Spatiospectral
concentration on a sphere,” SIAM Rev., vol. 48, no. 3, pp. 504–536,
Aug. 2006.
[29] M. A. Wieczorek and F. J. Simons, “Localized spectral analysis on the
sphere,” Geophys. J. Int., vol. 162, pp. 655–675, May 2005.
[30] A. M. Wieczorek and J. F. Simons, “Minimum-variance multitaper spec-
tral estimation on the sphere,” J. Fourier Anal. Appl., vol. 13, no. 6,
pp. 665–692, Jun. 2007.
[31] A. Plattner and F. J. Simons, “High-resolution local magnetic field models
for the Martian South Pole from Mars Global Surveyor data,” J. Geophys.
Res. Planets, vol. 120, no. 9, pp. 1543–1566, Sep. 2015.
[32] F. J. Simons and F. A. Dahlen, “A spatiospectral localization approach to
estimating potential fields on the surface of a sphere from noisy, incom-
plete data taken at satellite altitudes,” in Proc. SPIE, vol. 6701, Aug. 2007,
Art. no. 670117.
[33] C. D. Beggan, J. Saarima¨ki, K. Whaler, and F. J. Simons, “Spectral and
spatial decomposition of lithospheric magnetic field models using spher-
ical Slepian functions,” Geophys. J. Int., vol. 193, no. 1, pp. 136–148,
Apr. 2013.
[34] Z. Khalid and R. A. Kennedy, “Iterative method to compute the maximal
concentration Slepian band-limited eigenfunction on the sphere,” in Proc.
Int. Conf. Signal Process. Commun. Syst., Gold Coast, Qld, Australia,
Dec. 2014, pp. 1–8.
[35] A. Chulliat, P. Alken, M. Nair, A. Woods, and S. Maus, “The enhanced
magnetic model 2015-2020,” Natl. Centers Environ. Inf., vol. 10, 2015,
doi 10.7289/V56971HV.
[36] J. J. Sakurai, Modern Quantum Mechanics, 2nd ed. Reading, MA, USA:
Addison-Wesley, 1994.
[37] D. Slepian and H. O. Pollak, “Prolate spheroidal wave functions, Fourier
analysis and uncertainty I,” Bell Syst. Tech. J., vol. 40, no. 1, pp. 43–63,
Jan. 1961.
[38] H. J. Landau and H. O. Pollak, “Prolate spheroidal wave functions, Fourier
analysis and uncertainty—II,” Bell Syst. Tech. J., vol. 40, no. 1, pp. 65–84,
Jan. 1961.
[39] H. J. Landau and H. O. Pollak, “Prolate spheroidal wave functions,
Fourier analysis and uncertainty—III: The dimension of the space of es-
sentially time- and band-limited signals,” Bell Syst. Tech. J., vol. 41, no. 4,
pp. 1295–1336, Jul. 1962.
[40] D. Slepian, “Prolate spheroidal wave functions, Fourier analysis and
uncertainty—IV: Extensions to many dimensions; generalized prolate
spheroidal functions,” Bell Syst. Tech. J., vol. 43, no. 6, pp. 3009–3057,
Nov. 1964.
[41] Z. Khalid and R. A. Kennedy, “Maximal multiplicative spatial-spectral
concentration on the sphere: Optimal basis,” in Proc. IEEE Int.
Conf. Acoust. Speech, Signal Process., Brisbane, Australia, Apr. 2015,
pp. 4160–4164.
[42] Z. Khalid, R. A. Kennedy, and J. D. McEwen, “Slepian spatial-spectral
concentration on the ball,” Appl. Comput. Harmon. Anal., vol. 40, no. 3,
pp. 470–504, May 2016.
[43] C. Harig, K. W. Lewis, A. Plattner, and F. J. Simons, “A suite of software
analyzes data on the sphere,” Eos, vol. 96, pp. 18–22, Mar. 2015.
[44] A. P. Bates, Z. Khalid, and R. A. Kennedy, “Slepian spatial-spectral
concentration problem on the sphere: Analytical formulation for limited
colatitude-longitude spatial region,” IEEE Trans. Signal Process., vol. 65,
no. 6, pp. 1527–1537, Aug. 2016.
[45] K. Hesse, I. H. Sloan, and R. S. Womersley, Numerical Integration on the
Sphere. Berlin, Germany: Springer, 2010, pp. 1185–1219.
[46] F. J. Simons, J. C. Hawthorne, and C. D. Beggan, “Efficient analysis and
representation of geophysical processes using localized spherical basis
functions,” Proc. SPIE, vol. 7446, Aug. 2009, Art. no. 74460G.
Alice P. Bates (S’11–M’16) received the B.E. (first
class Hons.) degree in electrical engineering from
the University of Auckland, Auckland, New Zealand,
in 2013. She received the Ph.D. degree in engineer-
ing from the Australian National University (ANU),
Canberra, Australia, in September 2016.
She is currently working as a Research Fellow
at the Research School of Engineering, ANU. She
received the Senior Scholar Award for first in her co-
hort during her undergraduate studies. She received
an Australian Postgraduate Award for the duration of
her Ph.D. Her research interests are related to the application driven develop-
ment of signal processing techniques for the collection and processing of signals
with spherical geometry.
Zubair Khalid (S’10–M’13) received the B.Sc. (first
class Hons.) degree in electrical engineering from the
University of Engineering and Technology, Lahore,
Pakistan, in 2008. He received the Ph.D. degree in
engineering from the Australian National University
of Canberra, Canberra, Australia, in August 2013.
He is currently working as an Assistant Pro-
fessor in the Department of Electrical Engineering,
University of Engineering and Technology, Lahore,
Pakistan. Previously, he was working as a Research
Fellow in the Research School of Engineering, Aus-
tralian National University, Canberra, Australia. He was awarded University
Gold Medal and Industry Gold Medals from Siemens and Nespak for his over-
all outstanding performance in Electrical Engineering during his undergraduate
studies. He received an Endeavour International Postgraduate Award for his
Ph.D. studies. His research interests include the area of signal processing and
wireless communications, including the development of novel signal processing
techniques for signals on the sphere and the application of stochastic geometry
in wireless ad hoc networks.
Rodney A. Kennedy (S’86–M’88–SM’01–F’05) re-
ceived the B.E. degree (first class Hons. and uni-
versity medal) from the University of New South
Wales, Sydney, Australia, the M.E. degree from the
University of Newcastle, NSW, Australia, and the
Ph.D. degree from the Australian National University,
Canberra, Australia.
Since 2000, he has been a Professor in engineer-
ing at the Australian National University. He has
co-authored more than 300 refereed journal or con-
ference papers and a book “Hilbert Space Methods
in Signal Processing” (Cambridge Univ. Press, 2013). He has been a Chief In-
vestigator in a number of Australian Research Council Discovery and Linkage
Projects. His research interests include digital signal processing, digital and
wireless communications, and acoustical signal processing.
