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F Parámetros para modelo predictivo de Metainformación . . . . . . . . . . . . . 204
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Ecuación 9 Fórmula del algoritmo de propagación hacia atrás . . . . . . . . . . . . . . 60
Ecuación 10 Cálculo del error cometido en una red neuronal . . . . . . . . . . . . . . . 61
Ecuación 11 Actualización de pesos mediante propagación hacia atrás . . . . . . . . . . 61
Ecuación 12 Cálculo de errores de nodos usando pesos actualizados . . . . . . . . . . . 61
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Resumen
Desde la aparición del crowdfunding, muchas personas, especialmente emprendedoras,
han tenido la oportunidad de presentar sus proyectos al público para conseguir su financiamien-
to. Durante el perı́odo 2009-2019, el 37% de proyectos de Kickstarter, una de las plataformas
de financiamiento colectivo más populares, alcanzó ser financiado exitosamente. En trabajos
anteriores relacionados con el tema estudiado, se utilizaron distintas metodologı́as y técnicas
de Inteligencia Artificial, considerando todas las categorı́as existentes en esta plataforma para
crear modelos predictivos. Sin embargo, este ratio solo alcanza el 20% para Tecnologı́a. El ob-
jetivo de esta investigación fue predecir el estado de financiamiento de proyectos de tecnologı́a
en el sitio web de crowdfunding Kickstarter mediante un modelo de Aprendizaje Profundo
Multimodal. Siguiendo la metodologı́a CRISP-DM, se implementó un modelo ensamblado de
otros modelos de Aprendizaje Profundo por cada modalidad considerada: un Perceptrón Mul-
ticapa para la Metainformación, una Red Neuronal Convolucional para la descripción y un
modelo LSTM Bidireccional para los comentarios de los patrocinadores. Se utilizó informa-
ción de más de 27 mil proyectos de tecnologı́a en Kickstarter entre 2009 y 2019. Al evaluarse
por las métricas de clasificación seleccionadas y compararlo contra la lı́nea de base y cada mo-
dalidad independiente, la propuesta superó a los otros modelos en cada métrica, alcanzando un
valor de 93% de AUC, la de mejor desempeño. Se logró no solamente desarrollar un modelo
predictivo para un problema muy estudiado bajo una nueva perspectiva sino también contribuir
con insights y un prototipo analı́tico para trabajos futuros y apoyo a creadores de proyectos.
Palabras claves: financiamiento colectivo, proyecto, Aprendizaje Profundo Multimo-
dal, Perceptrón Multicapa (MLP), Red Neuronal Convolucional (CNN), Red Neuronal Recu-
rrente (RNN).
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Abstract
Since the advent of crowdfunding, many people, especially entrepreneurs, have had the
opportunity to present their projects to the public in order to fund them. During the 2009-2019
period, 37% of Kickstarter projects, one of the most popular crowdfunding platforms, were
successfully funded. In previous works related to the subject studied, different Artificial Intelli-
gence methodologies and techniques were used, considering all the existing categories in this
platform to develop predictive models of this problem. However, this ratio only reaches 20%
for Technology. The objective of this research was to predict the funding state of technology
projects on the Kickstarter crowdfunding website using a Multimodal Deep Learning model.
Following the CRISP-DM methodology, an assembled model of other Deep Learning models
was implemented for each modal considered: a Multilayer Perceptron for Meta-information,
a Convolutional Neural Network for the description and a Bidirectional LSTM model for the
comments of the sponsors. Information from more than 27 thousand technology projects on
Kickstarter between 2009 and 2019 was used. When evaluated by the selected classification
metrics and compared against the baseline and each independent modal, the proposal surpas-
sed the other models in each metric, reaching a value of 93% of AUC, the one with the best
performance. It was possible not only to develop a predictive model for a well-studied problem
from a new perspective, but also to contribute insights and an analytical prototype for future
work and support to project creators.
Keywords: crowdfunding, project, Multimodal Deep Learning, Multilayer Perceptron
(MLP), Convolutional Neural Network (CNN), Recurrent Neural Network (RNN).
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Introducción
Por muchos años, en especial en las dos últimas décadas, diversos proyectos empren-
dedores han sido lanzados en distintas plataformas web, buscando un objetivo compartido por
todos: ser financiados en un determinado plazo para hacer realidad estas ideas. Entre fracasos y
éxitos, han surgido nuevas tendencias, ası́ como nuevas perspectivas de estudios de estos casos
para encontrar la clave que descifre las variables de éxito.
A diferencia de estudios previos, en donde casi la totalidad de antecedentes engloba
todas las categorı́as existentes en Kickstarter, uno de los sitios web de crowdfunding más popu-
lares, la principal motivación para realizar esta investigación fue de proponer un nuevo enfoque
para resolver el problema de predecir si un proyecto en esta plataforma será financiado o no
durante su campaña, considerando solamente aquellos de la categorı́a Tecnologı́a, cuyo ratio de
20% de éxito representa la más baja de todas. Bajo este escenario, se buscó poder desarrollar
un modelo predictivo con estas condiciones iniciales desfavorables sin que se afecte su desem-
peño por el comportamiento de otras categorı́as con mejores ratios de éxito. El nuevo aporte
consistió en diseñar un modelo de Aprendizaje Multimodal Profundo utilizando información de
las principales variables cuantitativas y el contenido textual de la campaña, tanto la descripción
del proyecto redactada por el creador como los comentarios recibidos por los patrocinadores
acerca del mismo, es decir, la interacción social directa entre los stakeholders.
En el Capı́tulo I, se describe la realidad problemática de la investigación y el entorno en
que se desenvuelve. Asimismo, se formulan los problemas, objetivos, hipótesis, justificación y
delimitación del estudio.
En el Capı́tulo II, se detallan los antecedentes principales que fueron considerados al
estudiar el problema de clasificación desde distintas perspectivas y estrategias. A continuación,
se expone la base teórica en donde son abordados los conceptos técnicos que fueron aplica-
dos, desde los fundamentos de la Inteligencia Artificial hasta métodos que forman parte de
ella. El capı́tulo cierra con el marco conceptual en donde se explican términos relacionados al
financiamiento colectivo y cómo funciona su entorno.
En el Capı́tulo III, se describe el diseño, tipo, enfoque, población, muestra y la ope-
racionalización de las variables de la investigación. Luego se expone la metodologı́a de im-
plementación de la solución, desde el criterio de su elección hasta la puesta en marcha de las
fases y actividades incurridas, ası́ como los entregables comprometidos. Después, se explaya
la metodologı́a para la medición de resultados de la implementación. Finalmente, el capı́tulo
concluye con el detalle del cronograma de actividades y presupuesto.
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En el Capı́tulo IV, se detalla el desarrollo de la solución, desde cada modelo construido
según la modalidad correspondiente hasta el modelo apilado final, y las tareas ejecutadas que
se plantearon efectuar en el anterior capı́tulo.
En el Capı́tulo V, se analizan y discuten los resultados obtenidos de los experimentos,
desde el tiempo de ejecución hasta los valores calculados por cada métrica de clasificación
aplicada. Aquı́ también se comparan los resultados del modelo propuesto con la lı́nea de base.
En el Capı́tulo VI, se comentan las conclusiones principales de toda la investigación y
se realizan recomendaciones en base a las fortalezas, oportunidades de mejora y trabajos que,
en el futuro, podrı́an ser desarrollados.
La investigación concluye con las referencias utilizadas en el trabajo y los anexos que
complementan con mayor información dentro de cada enunciado citado.
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Capı́tulo I: Planteamiento del Problema
1.1 Descripción de la Realidad Problemática
En la actualidad, se entiende por emprendimiento al impulso que muchas personas asu-
men para salir adelante. Este impulso se manifiesta de diversas maneras: desde crear, o innovar,
productos y servicios, hasta inaugurar nuevas maneras de ejercer actividades cotidianas. Esta
gama de posibilidades está determinada por la urgencia de satisfacer necesidades.
De acuerdo al reporte de Global Entrepreneurship Monitor (GEM) del 2014, el 50.6%
de la población del Perú entre 18 y 64 años tenı́a la expectativa de iniciar un emprendimiento
dentro de los siguientes tres años. A su vez, el 62.3% de esta población se mostró más optimista
en su percepción de oportunidades. Asimismo, según informa la Cámara de Comercio de Lima,
la iniciativa emprendedora responde más a la identificación de una oportunidad de negocio que
a una falta de oportunidad de empleo (Redacción Gestión, 2015). Sin embargo, en un estudio
más reciente basado en una encuesta realizada a residentes peruanos entre junio y julio del
2017 desarrollada por el equipo GEM Perú y ESAN a 2080 personas entre el mismo rango de
edad, el 24.6% de emprendimientos se encontraba en fase temprana, es decir, representaba una
dificultad para el emprendedor peruano llegar a etapas más avanzadas como un emprendimiento
establecido (negocios con más de 3.5 años, que representan solo el 7.4% para Perú), ubicando
ası́ al paı́s en la posición 25 de 54 economı́as a nivel mundial (Redacción Gestión, 2018).
Figura 1. Resultados y ratios obtenidos en la encuesta por GEM y ESAN.
Fuente: Redacción Gestión (2018). Perú es el tercer paı́s con mayor cantidad de empren-
dimientos en fase temprana a nivel mundial.
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Los resultados desfavorables tienen como base el ecosistema poco beneficioso para los
emprendimientos que permitan establecerse en su entorno nacional, con condiciones asocia-
das al acceso de financiamiento, polı́ticas gubernamentales que alienten la implementación de
Innovación y Desarrollo en las empresas, acceso a infraestructura fı́sica y asesorı́a a nivel co-
mercial y profesional, como sostiene el investigador del equipo GEM Perú Carlos Guerrero
(Redacción Gestión, 2018). De acuerdo con la Asociación de Emprendedores de Perú (2018),
en la región solo se invierte el 1.5% del PIB en actividades de ciencia, tecnologı́a e innovación,
y las limitaciones son dadas por barreras burocráticas ejercidas por el Gobierno y el sector pri-
vado. Otras razones que representan barreras para emprender son: la falta de conocimientos en
la iniciación de un negocio, su tramitación, la fuente de financiamiento del proyecto o búsqueda
de inversionistas, la cultura, la escasa difusión de las ideas que fomenten el emprendimiento y
la falta de red de contactos (Sandoval, s.f.).
Ante estas limitaciones, en la actualidad muchos emprendedores se ven forzados a mos-
trar sus proyectos al público en la Internet con el fin de captar personas interesadas en ayudarlos
en el financiamiento de estos. Por ello, se han creado plataformas web con el fin de permitir la
interacción entre los proyectos publicados en un determinado tiempo, el cual puede variar entre
30 y 120 dı́as, y la comunidad en general que desee colaborar con una cantidad de dinero para
su financiamiento. El sitio web solo servirá para mostrar los proyectos presentados a detalle
por los creadores y la promoción de estos al público. La idea es que, al término de este plazo
de tiempo, el proyecto sea financiado y se logre convertir en una realidad. A esta práctica se le
conoce como crowdfunding (Universo Crowdfunding, s.f.).
En Latinoamérica, son muy pocos los paı́ses los que se han incorporado en el crowd-
funding, entre los principales se destacan Chile, México, Argentina y Brasil. Sin embargo, aquı́
el modelo funciona distinto que en los paı́ses de Norteamérica y Europa debido a la diferencia
cultural y resistencia a su implementación por la poca confianza en el éxito de los proyectos.
Por ejemplo, se encontró en dichos paı́ses que los proyectos audiovisuales, a pesar de encon-
trarse en desventaja que en sus pares europeos y norteamericanos, se estrenaron 4,135 tı́tulos
extranjeros en la región iberoamericana frente a 791 propios, de los cuales 162 fueron obras
brasileñas y 131, argentinas, en el año 2015. Algunos de los factores principales fueron el apoyo
de sus gobiernos, la masificación de las comunicaciones digitales y por ende, la participación
activa de usuarios en redes sociales y el papel protagónico que toma el crowdfunding para apo-
yar estos proyectos (22,179 proyectos financiados con éxito en Kickstarter con más de 1 millón
de dólares de recaudación en el 2017) (López-Golán y col., 2017). Asimismo, en los últimos
años se decidió seguir una manera muy similar a los modelos de Estados Unidos, basados en
la creación de campañas de un emprendedor para obtener fondos para sus ideas con la moneda
norteamericana pero limitados a las leyes económicas de cada paı́s (Solidaridad Latina, s.f.). En
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el caso del Perú, el crowdfunding existe y es apoyado por universidades y organizaciones sin
fines de lucro, cuyo objetivo es generar empresas comerciales que aumenten la calidad de vida
en la comunidad, además de convertir a las personas en socios financieros (Fernández-Bedoya
y col., 2020). Esta actividad es parte de uno de los 4 grupos básicos de economı́a colaborativa:
el financiamiento colaborativo (Stokes y col., 2014).
Kickstarter e Indiegogo figuran entre los sitios web más conocidos de crowdfunding. El
primero, desde su inicio en 2009, es una plataforma de financiamiento de proyectos creativos
de todo tipo, los cuales incluyen pelı́culas, juegos, música, arte, diseño y tecnologı́a. Actual-
mente, se han registrado más de 162 mil proyectos realizados, 16 millones de contribuyentes
y 4,3 miles de millones de dólares fondeados (Kickstarter, s.f.-a). Utiliza un modelo de finan-
ciamiento llamado “todo o nada”, el cual consiste en que si un proyecto no alcanza su meta de
financiamiento en un determinado plazo de tiempo, no se realiza ninguna transacción de fondos
(Kickstarter, s.f.-d). Si bien los patrocinadores apoyan estos proyectos por motivos personales
y distintos para hacerlos realidad, ellos no obtienen la propiedad o los ingresos de los proyectos
que financian, sino que los creadores conservan la totalidad de su trabajo (Kickstarter, s.f.-f).
De todas las categorı́as, los proyectos tecnológicos alcanzaron el ratio más bajo (20%)
al 2019, como se aprecia en la Figura 2.
Figura 2. Ratio de éxito de proyectos en Kickstarter desde 2009 hasta 2019 (Febrero).
Fuente: The Hustle (2019). What are your chances of successfully raising money on Kicks-
tarter?
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Además de este problema, en general muchas veces las campañas fracasan por los va-
lores incorrectos que toman sus variables, desde el contenido de la publicación hasta la comu-
nicación de parte de los creadores con los patrocinadores. Es decir, el factor incertidumbre se
vincula con la campaña cuando esta no resulta lo suficientemente atractiva por la ausencia de
caracterı́sticas que sı́ presentan los proyectos que fueron financiados.
Existen estudios previos para predecir la probabilidad de éxito de financiamiento para
este tipo de proyectos utilizando técnicas de Aprendizaje Automático y Profundo. Sin embargo,
la mayorı́a de los modelos predictivos entrenan usando solo una modalidad o utilizando la data
de todas las categorı́as, originando una generalización en base al ratio global de éxito. Para
la actual investigación, se implementó un modelo bajo un enfoque distinto y considerando
solamente a proyectos de tecnologı́a.
1.2 Formulación del Problema
Para la formulación de los problemas de la presente investigación, se elaboró un ((árbol
de problemas)) (véase Anexo A).
1.2.1 Problema General
PG: ¿Es posible predecir el estado de financiamiento de proyectos de tecnologı́a en
sitio web de crowdfunding Kickstarter mediante un modelo de Aprendizaje Profundo Multi-
modal?
1.2.2 Problemas Especı́ficos
PE1: ¿Qué alternativas se proponen en los trabajos previos para seleccionar caracterı́sti-
cas y desarrollar el marco de trabajo de la investigación?
PE2: ¿Qué condiciones técnicas factibles de las propuestas de la literatura existen en el
ambiente de desarrollo para implementar las caracterı́sticas del modelo de Aprendizaje
Profundo Multimodal?
PE3: ¿Cuál es el impacto que generarán las caracterı́sticas consideradas en el desarrollo
del modelo de Aprendizaje Profundo Multimodal?
PE4: ¿Qué alternativas analı́ticas existen para ayudar a los emprendedores y creadores
de proyectos de tecnologı́a en la toma de decisiones y estrategias de sus campañas?
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1.3 Objetivos de la Investigación
Para la formulación de los objetivos de la presente investigación, se elaboró un ((árbol
de objetivos)) (véase Anexo B)
1.3.1 Objetivo General
OG: Predecir el estado de financiamiento de proyectos de tecnologı́a en sitio web de
crowdfunding Kickstarter mediante modelo de Aprendizaje Profundo Multimodal.
1.3.2 Objetivos Especı́ficos
OE1: Analizar las alternativas propuestas en los trabajos previos para seleccionar carac-
terı́sticas y desarrollar el marco de trabajo de la investigación.
OE2: Evaluar la factibilidad técnica del ambiente de desarrollo para las caracterı́sticas
del modelo de Aprendizaje Profundo Multimodal bajo las condiciones de las propuestas
de la literatura.
OE3: Examinar el impacto de las caracterı́sticas consideradas en el desarrollo del modelo
de Aprendizaje Profundo Multimodal.
OE4: Implementar una herramienta analı́tica en tiempo real para ayudar a los empren-




HG: El modelo de Aprendizaje Profundo Multimodal predecirá el estado de financia-
miento de proyectos de tecnologı́a en sitio web de crowdfunding Kickstarter.
1.4.2 Hipótesis Especı́ficas
HE1: El análisis de las alternativas propuestas en los trabajos previos influirá en la se-
lección de caracterı́sticas y desarrollo del marco de trabajo de la investigación.
HE2: La factibilidad técnica del ambiente de desarrollo para las caracterı́sticas del mode-
lo de Aprendizaje Profundo Multimodal determinará la aplicabilidad de las condiciones
de las propuestas de la literatura.
HE3: El modelo de Aprendizaje Profundo Multimodal se verá afectado por las carac-
terı́sticas consideradas en su desarrollo.
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HE4: La herramienta analı́tica implementada ayudará en tiempo real a los emprendedo-
res y creadores de proyectos de tecnologı́a en la toma de decisiones y estrategias de sus
campañas.
Los problemas, objetivos e hipótesis descritas anteriormente se encuentran alineados
en la Matriz de Consistencia del Anexo C. Además, los objetivos especı́ficos se formularon a
partir de una lluvia de ideas luego de examinar los objetivos planteados en los antecedentes,
cuyo detalle e item de referencia se encuentra en el Anexo E.
1.5 Justificación de la Investigación
1.5.1 Teórica
Esta investigación se realizó con la finalidad de aportar al conocimiento existente del
problema de la predicción del estado de financiamiento de un proyecto en plataformas de
crowdfunding como Kickstarter, pero considerando solo proyectos de la categorı́a Tecnologı́a,
cuyo ratio de éxito de 20% la clasifica como la más baja de todas, criterio que también se
menciona en la literatura por S. Lee y col. (2018).
Para ello, el nuevo aporte aplicado a la investigación fue la implementación de un mo-
delo de Aprendizaje Profundo Multimodal utilizando la información de la sección principal
de la campaña (metainformación y descripción) y los comentarios de los patrocinadores como
resultado de la interacción entre ellos y los creadores. Esta nueva perspectiva considera las 3
modalidades más utilizadas en los antecedentes bajo un modelo que solo fue desarrollado en 1
antecedente por Cheng y col. (2019), el cual utilizó solo modalidades de la sección principal
(metainformación, descripción e imagen del proyecto).
1.5.2 Práctica
Muchos trabajos previos analizados en la literatura plantearon distintas soluciones para
resolver el mismo problema. Sin embargo, a pesar de que sus resultados en su mayorı́a alcan-
zaron niveles de predicción por encima a los esperados por los autores, menos de la mitad (8
de los 18 antecedentes mencionados) llegaron a ejecutar la fase de Despliegue, es decir, no
fueron puestos en producción para ser utilizados por otros usuarios, o se mencionaron que se
convertirı́a en una tarea para trabajos a futuro.
Al culminar esta invesigación, se podrá utilizar el prototipo de un sistema que integra
el modelo propuesto, el cual funciona en tiempo real capturando la información de las varia-
bles solamente recibiendo como entrada la URL del proyecto, con la finalidad de poder ser una
herramienta analı́tica de ayuda en la toma de decisiones a emprendedores que buscan financiar
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sus proyectos de tecnologı́a en Kickstarter. La retroalimentación será recı́proca entre el usuario
y el prototipo, ya que en la primera iteración, el creador tendrá una idea inicial del resultado de
éxito de financiamiento que tendrá su campaña de acuerdo a la información actual presente en
sus variables, y ante una respuesta adversa, podrá realizar las modificaciones respectivas en las
modalidades entrenadas que tiene acceso (metainformación y descripción) para ejecutar nueva-
mente el prototipo, que ahora hará la predicción a partir de nuevos datos, de forma indefinida.
De esta manera, se logrará crear una campaña más atractiva para los patrocinadores.
1.5.3 Metodológica
La implementación del modelo propuesto ayudará a los emprendedores y creadores a
evaluar las campañas de sus proyectos a partir de la información vigente que sea capturada en
tiempo real por el prototipo para predecir el estado de financiamiento.
Para ello, se utilizaron técnicas de Aprendizaje Profundo y Procesamiento de Lenguaje
Natural entrenados con un conjunto de datos compuesto por 3 modalidades de proyectos en
Kickstarter que fueron generados luego de un proceso de recolección de datos.
1.6 Delimitación del Estudio
1.6.1 Espacial
Para la presente investigación, se consideraron proyectos de tecnologı́a de distintas ciu-
dades y paı́ses, mayoritariamente del territorio de los Estados Unidos. Sin embargo, la informa-
ción textual (descripción y comentarios) para la fase de entrenamiento solo se tómo en cuenta
palabras en inglés.
1.6.2 Temporal
El periodo de tiempo abarcará desde el año 2009, fecha en el cual se tiene registrado los
primeros conjuntos de datos de proyectos en Kickstarter hasta el mes de agosto del año 2019,
últimos registros descargados hasta el inicio del presente trabajo.
1.6.3 Conceptual
Esta investigación se orientará en la implementación de un modelo que logre predecir
si un proyecto de tecnologı́a en el sitio web de crowdfunding Kickstarter será financiado o
no. Para ello, se valió del uso de herramientas de Aprendizaje Profundo y Procesamiento de
Lenguaje Natural para desarrollar los modelos de acuerdo a sus modalidades respectivas, ası́
como el Aprendizaje Profundo Multimodal para consolidar estos conceptos.
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Capı́tulo II: Marco Teórico
2.1 Antecedentes de la investigación
A continuación, en esta sección se presentarán trabajos anteriores de investigación ba-
sados en la predicción de éxito o fracaso de campañas en Kickstarter o plataformas similares y
el análisis de estas utilizando conjuntos de datos con estructuras similares al del presente traba-
jo. En cada uno se detalla el problema y su objetivo, la metodologı́a implementada, las técnicas
usadas y los resultados obtenidos.
K. Chen y col. (2013) realizaron la publicación del reporte técnico KickPredict: Pre-
dicting Kickstarter Success para el Departamento de Ciencias Computacionales y Matemáticas
del Instituto de Tecnologı́a de California, el cual traducido al español significa ((KickPredict:
Predicción del éxito de Kickstarter)).
Ante la cantidad considerable de proyectos en Kickstarter que fracasaron en financiarse
debido a los datos asignados por sus creadores, los autores desarrollaron un sistema predictivo
de estado de financiamiento de un proyecto, el cual captura información en tiempo real y estima
su resultado a partir de ello.
De acuerdo a la metodologı́a seguida por los autores, el primer paso fue la recolección
de datos de 20,000 proyectos completados, es decir, cuyo estado de financiamiento fue exitoso o
fracasado. De esta cantidad, el 95% fue destinado al subconjunto de entrenamiento. El siguiente
paso fue el desarrollo de un algoritmo clasificador binario estándar para identificar las variables
más importantes y generar el modelo de predicción. Para el sistema propuesto, se utilizaron
Máquinas de Vectores de Soporte (SVM) entrenadas con cada combinatoria posible de las
variables del conjunto de datos. Además de recolectar registros de proyectos, se complementó
utilizando data de YouTube (determinar si un proyecto no utiliza videos de este medio en su
descripción) y Twitter (número de veces en que el enlace del proyecto fue compartida) para
enriquecer la investigación.
Las 4 variables más importantes encontradas del algoritmo clasificador fueron el núme-
ro de proyectos patrocinados por el creador, número de proyectos creados por el creador, si
presenta o no video, monto de la meta del proyecto. Evaluando el modelo con la métrica de
exactitud, se alcanzó el valor de 0.90 al 40% de transcurrida la duración de la campaña.
Finalmente, como último paso se implementó una aplicación en Android para la búsque-
da de proyectos en Kickstarter y una extensión en Google Chrome para estimar el éxito y la
exactitud de precisión de la predicción en tiempo real, mostrando la evolución de las cantidades
patrocinadas en el tiempo transcurrido de la campaña, como se ilustra en la Figura 3.
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Figura 3. Extensión de Google Chrome creada para predecir el estado del proyecto.
Fuente: K. Chen y col. (2013). KickPredict: Predicting Kickstarter Success. (p. 4)
En el acta de la conferencia ((The 17th ACM conference on Computer supported coope-
rative work & social computing (CSCW ’14))), realizada del 15 al 19 de febrero del 2014 en
Baltimore, Estados Unidos, Mitra y Gilbert (2014) publicaron el artı́culo titulado ((The Lan-
guage that Gets People to Give: Phrases that Predict Success on Kickstarter)), el cual traducido
al español significa ((El lenguaje que hace que la gente dé: Frases que predicen el éxito en
Kickstarter)).
Debido a la existencia de poco conocimiento sobre los factores que impulsan a financiar
proyectos a pesar del crecimiento en los últimos años de plataformas de financiamiento colecti-
vo como Kickstarter, los autores elaboraron un modelo para predecir el éxito de financiamiento
en proyectos crowdfunding a partir de frases textuales.
De acuerdo a la metodologı́a seguida por los autores, el primer paso fue la recolec-
ción de 45,815 proyectos de Kickstarter del 2012. A continuación, se realizó limpieza de datos
eliminando campañas inconclusas y con esto se procedió a extraer la información textual (des-
cripción y recompensas del proyecto). El siguiente paso fue la generación del cuerpo de más
de 9 millones de frases únicas, de las cuales quedaron 20,391 frases que aparecen al menos
50 veces en todos los proyectos. Finalmente, se creó un modelo de Regresión logı́stica penali-
zada para proteger contra la colinealidad y escasez que prevalecen en el conjunto de datos de
frases, de las cuales se pueda determinar cuáles son aquellas que ayudan que un proyecto sea
financiado y cuáles lo contrario.
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De las 59 variables de control que no son texto, 29 que tenı́an ((valores aceptables))
tenı́an pesos positivos. 15 variables fueron consideradas para proyectos que serán financiados,
mientras que 14 para los que no. Se obtuvo un Top 100 de frases que tenı́an pesos positivos
(proyectos que sı́ serán financiados), ası́ como también para aquellas con pesos negativos (pro-
yectos que no serán financiados) como se ilustra en la Figura 4. El ratio de error del modelo
propuesto, considerando las variables de control más las frases, fue de 2.24% frente al 17.03%
solo considerando las variables de control, y 48.47% de la base comparada.
(a) Frases para proyectos exitosos (b) Frases para proyectos fracasados
Figura 4. Ejemplos de frases del Top 100 y sus respectivos pesos que señalan si un pro-
yecto será o no financiado.
Fuente: Mitra y Gilbert (2014). The Language that Gets People to Give: Phrases that Pre-
dict Success on Kickstarter. (p. 56)
En el acta de la conferencia ((Twenty-first Americas Conference on Information Sys-
tems)), realizada en Puerto Rico en el año 2015, M. Zhou y col. (2015) publicaron el artı́culo
titulado ((Money Talks: A Predictive Model on Crowdfunding Success Using Project Descrip-
tion)), el cual traducido al español significa ((Money Talks: un modelo predictivo sobre el éxito
del crowdfunding utilizando la descripción del proyecto)).
Las investigaciones existentes de crowdfunding se centran principalmente en las varia-
bles básicas del proyecto como la categorı́a y la meta; sin embargo, hay muy pocos estudios
basados en el contenido de la información, es decir, en la descripción del mismo. Por ello,
el objetivo de los autores fue estudiar la influencia y el impacto del uso de descripciones de
proyectos en su éxito de financiación para predecirlo.
De acuerdo a la metodologı́a seguida por los autores, el primer paso fue la operaciona-
lización de los constructos, es decir, cómo se considerarı́a la información recolectada a partir
de los antecedentes en la literatura. A continuación, se recolectó información de más de 154
mil proyectos de Kickstarter entre 2009 y 2014. Luego, se desarrolló un modelo de Regresión
Logı́stica usando variables previamente identificadas como la meta del proyecto, duración del
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proyecto, si el creador presentaba conexión a Facebook, el número de sus amigos en Facebook,
si el proyecto incluye una imagen, si el proyecto incluye un video, el número de recompensas,
el año de lanzamiento del proyecto, y la categorı́a del proyecto. A éstas se añadieron el número
de palabras en la descripción del proyecto, su legibilidad medido por Índice de niebla Gunning,
ratio de positivo y negativo en descripción del proyecto, número de proyectos previamente
creados y número de proyectos previamente patrocinados por el autor.
Finalmente, la propuesta se comparó contra otros modelos de la base y convencionales.
Todos los modelos fueron evaluados por el valor-F probándose en validaciones cruzadas de 3,
5 y 10 iteraciones. Bajo esta métrica, el mejor modelo fue el propuesto, alcanzando un valor-F
de 71.17 con 10 iteraciones. Asimismo, al ser comparado mediante la curva ROC, el modelo
de los autores logró mejor performance frente al resto, superando el valor de 0.70 y alcanzando
un ratio de verdaderos positivos frente al de falsos positivos como se aprecia en la Figura 5.
Figura 5. Curvas ROC del modelo propuesto de los autores, el de base y el convencional.
Fuente: M. Zhou y col. (2015). Money Talks: A Predictive Model on Crowdfunding Success
Using Project Description. (p. 5)
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En el acta de la conferencia ((Pacific Asia Conference on Information Systems (PACIS)
2015)) realizada en New York, Estados Unidos, en el año 2015, S.-Y. Chen y col. (2015) pu-
blicaron el artı́culo titulado ((Will Your Project Get the Green Light? Predicting the Success of
Crowdfunding Campaigns)), el cual traducido al español significa ((¿Tu proyecto obtendrá la
luz verda? Prediciendo el éxito de campañas de financiamiento colectivo)).
Desde el surgimiento de campañas de financiamiento colectivo en sitios web ası́ como
estudios de estos casos, la mayorı́a de estos presentan problemas en la predicción de éxito de
una campaña por distintas casuı́sticas ya que suelen enfocarse en aquellos concluı́dos. Ante la
interrogante de la posibilidad de desarrollar una técnica efectiva para predecir si una campaña
será exitosa o no en diferentes momentos de tiempo de las campañas de crowdfunding, los
autores desarrollaron una técnica efectiva para predecir si una campaña de crowdfunding tendrá
éxito o fracasará a través de extracción y posterior uso de caracterı́sticas estáticas y dinámicas.
De acuerdo a la metodologı́a seguida por los autores, el primer paso fue recolectar
más de 4 mil proyectos de Kickstarter obtenido tanto directamente desde el sitio como con
ayuda de la página web Kickspy, entre el primer y último dı́a de abril del 2014. Después de
realizado el pre-procesamiento, se extrajeron las caracterı́sticas para la tarea de predicción de
objetivos. Luego, estas caracterı́sticas se clasificaron en 5 categorı́as: caracterı́sticas intrı́nsecas,
mecanismo financiero, calidad y sentimiento del contenido, interacción social y efecto de pro-
gresión, en donde las 3 primeras + interacción social corresponden a un nuevo grupo asignado
como ((caracterı́sticas estáticas)), mientras que la última + interacción social se asignó como
((caracterı́sticas dinámicas)). Ambos nuevos conjuntos agrupados finalmente fueron entrenados
en una serie de 8 modelos de Bosques Aleatorios para diferentes etapas (puntos de tiempo) de
la campaña desde el dı́a 0 hasta el dı́a 7.
Finalmente, se comparó el modelo propuesto considerando todas sus caracterı́sticas
contra el mismo alternando versiones que solo usaron algunas y un trabajo previo de otro autor.
El resultado final de la evaluación medidos por la exactitud determinó que el modelo propuesto
considerando todas sus caracterı́sticas logró la mejor performance, con un valor de 0.8467.
Asimismo, como se observa en la Figura 6, se evaluaron campañas exitosas y fracasadas con la
precisión, sensibilidad y puntaje F1 en distintas etapas de tiempo (7 primeros dı́as), en donde
se determinó que, a mayor tiempo transcurrido, mejores son sus resultados.
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Figura 6. Evaluación de la performance de los modelos construidos en distintas etapas de
tiempo.
Fuente: S.-Y. Chen y col. (2015). Will Your Project Get the Green Light? Predicting the
Success of Crowdfunding Campaigns. (p. 12)
Beckwith (2016) publicó la investigación de su tesis de grado titulada ((Predicting Suc-
cess in Equity Crowdfunding)), traducida al español como ((Prediciendo el éxito en el financia-
miento colectivo de acciones)), para el programa académico ((Joseph Wharton Scholars)) de la
Universidad de Pensilvania en el año 2016.
El financiamiento colectivo o crowdfunding de inversión se vuelve cada vez más popu-
lar. Este concepto permite que los emprendedores ofrezcan algún tipo de producto o servicio
como compensación por contribuciones financieras una vez que ya se tengan ventas reales o
acuerdos comerciales. Los patrocinadores no necesitan contar con un capital muy alto ya que
ellos recibirán algo a cambio una vez que el proyecto se realice. Este factor permite su ma-
yor probabilidad de éxito de financiamiento al momento de darse una campaña de este tipo de
crowdfunding ya que los patrocinadores pueden invertir en más de un proyecto a la vez. A par-
tir de este punto, surge la interrogante por conocer los motivos de inversión y no inversión en
ciertos start-ups ante la similitud de caracterı́sticas observables. Por ello, el objetivo del autor
fue determinar la relación entre las caracterı́sticas de una compañı́a determinada y su capacidad
para recaudar fondos en la plataforma de financiamiento colectivo de capital AngelList.
De acuerdo a la metodologı́a seguida por el autor, el primer paso fue la recolección
de más de 5 mil compañı́as de AngelList que solicitaron contribuciones financieras. De es-
ta cantidad, se consideraron aquellas con datos completos (2,603 empresas). Luego del pre-
procesamiento del conjunto final de datos, el investigador desarrolló un modelo de Regresión
logı́stica usando las siguientes variables: si la empresa previamente habı́a recibido o no finan-
ciación, si la compañı́a cuenta con perfil en Twitter, número de veces que la compañı́a habı́a
sido mencionada en alguna publicación, número de veces que la compañı́a habı́a sido men-
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cionada en TechCrunch, número de personas listadas como co-fundadoras en el perfil de la
compañı́a AngelList, si AngelList lista entre 11 y 50 empleados como tamaño de la empresa, si
la compañı́a está ubicada en San Francisco, si entre los fundadores de AngelList al menos uno
de ellos cuenta con un MBA, si entre los fundadores de AngelList al menos uno de ellos realizó
sus estudios en alguna de las mejores 20 universidades de Estados Unidos, y el número de cie-
rre del S&P 500 el dı́a anterior al lanzamiento de la campaña de crowdfunding de AngelList.
La propuesta fue comparada con un Árbol de Decisión CART, un modelo de Naı̈ve Bayes y
una Máquina de Vectores de Soporte. Finalmente, se evaluó el modelo propuesto mediante la
exactitud, precisión, sensibilidad, puntaje F1, y área bajo la curva (AUC).
Bajo las métricas mencionadas, el modelo del autor superó a los otros 3 modelos com-
parados en cada una de ellas. Sus resultados fueron 0.87 de exactitud, precisión promedio de
0.85, sensibilidad promedio de 0.88, puntaje F1 promedio de 0.86, y área bajo la curva de 0.74,
este último como se observa en la Figura 7.
Figura 7. Curva ROC para cada modelo utilizado por el autor.
Fuente: Beckwith (2016). Predicting Success in Equity Crowdfunding. (p. 28)
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En el acta de la conferencia ((The Ninth ACM International Conference on Web Search
and Data Mining (WSDM’ 16))) realizado en San Francisco, Estados Unidos, en el año 2016,
Y. Li y col. (2016) publicaron el artı́culo titulado ((Project Success Prediction in Crowdfunding
Environments)), el cual traducido al español significa ((Predicción de éxito de un proyecto en
ambientes de financiamiento colectivo)).
Durante la última década se han elaborado una serie de modelos de clasificación que
permitan pronosticar con cierto nivel de exactitud si algunos proyectos de financiamiento co-
lectivo tendrán éxito o no. Sin embargo, el hecho de estimar si esto ocurrirá durante el plazo
dado de la campaña no puede proporcionar una guı́a adecuada a los patrocinadores que desean
invertir en proyectos populares. Es entonces que se cuestiona la posibilidad de predecir el éxi-
to de campañas en sitios web de crowdfunding como Kickstarter considerando caracterı́sticas
obtenidas durante la operación de la campaña. Para resolver esta interrogante, los autores for-
mularon la predicción del éxito del proyecto como un problema de análisis de supervivencia y
aplicar el enfoque de regresión censurada.
De acuerdo a la metodologı́a seguida por los autores, el primer paso fue la recolección
de más de 27 mil proyectos de Kickstarter entre diciembre del 2013 y junio del 2014 para la data
estática, a los cuales se removieron aquellos que fueron cancelados, suspendidos o con menos
de 1 patrocinador y monto prometido de $100. Para la data dinámica se capturaron más de 106
mil tweets de Twitter que contenı́an el enlace rápido hacia la página de Kickstarter. Una vez ob-
tenidos los conjuntos de datos, se realizó el pre-procesamiento. A continuación, se elaboraron
2 modelos predictivos para evaluar la regresión censurada: 1 modelo de distribución logı́stica
y 1 de distribución log-logı́stica. Para poder compararlos, se elaboraron adicionalmente otros
métodos para manejar observaciones censuradas, mencionados en la literatura como Cox, Re-
gresión Tobit, estimación Buckley-James e Índice de Concordancia Boosting (BoostCI).
Finalmente, como resultado de las múltiples pruebas en los modelos, en los cuales se
experimentaron distintas combinatorias con la data estática y dinámica, ası́ como agregando
y desagregando proyectos fracasados, se concluyó que el modelo de Regresión log-logı́stica
evaluado con el área bajo la curva (AUC) presentó mejor performance que el resto en 3 de las
4 combinatorias, alcanzando su mejor nivel en el conjunto de datos que combina data estática,
dinámica, de caracterı́sticas de proyectos transcurridos los primeros 3 dı́as y con proyectos
fracasados, con un puntaje Survival AUC de 0.9030, como se representa en la Figura 8.
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Figura 8. Comparación de resultados de conjuntos de datos de distintas caracterı́sticas de
proyectos considerando incluir o no proyectos fracasados.
Fuente: Y. Li y col. (2016). Project Success Prediction in Crowdfunding Environments. (p.
254)
H. Yuan y col. (2016) publicaron un artı́culo en la revista ((Decision Support Systems)),
en el año 2016, titulado ((The Determinants of Crowdfunding Success: A Semantic Text Analy-
tics Approach)), el cual traducido al español significa ((Los determinantes del éxito del finan-
ciamiento colectivo: Un enfoque de analı́tica semántica de texto)).
Actualmente existen diversos estudios de éxito de campañas de financiamiento colecti-
vo, la mayorı́a usando modelos predictivos en proyectos crowdfunding basados en recompensas
y análisis de caracterı́sticas poco profundas del lenguaje en descripción de los proyectos (por
ejemplo, número de palabras, errores ortográficos, etc) ası́ como en la implementación de méto-
dos de Aprendizaje Automático. Como propuesta alterna, los autores construyeron un marco
de trabajo basado en análisis de texto que pueda extraer semánticas de descripciones textuales
de proyectos para predecir sus resultados de recaudación de fondos.
De acuerdo a la metodologı́a seguida por los autores, el primer paso consistió en reco-
lectar 500 proyectos de 2 websites chinas sobre crowdfunding. Luego, se construyó el marco
de trabajo del análisis textual ilustrado en la Figura 9. A continuación, se diseñó un modelo de
Bosque Aleatorio para los datos numéricos, y POS Tag Stemming + DC-LDA + caracterı́sticas
tópicas para los datos textuales con la finalidad de realizar una extracción más efectiva de las
caracterı́sticas tópicas a partir de las descripciones. Esta arquitectura se comparó con otros mo-
delos en la literatura de la publicación. Luego, se realizó un análisis empı́rico para identificar
caracterı́sticas discriminatorias que influye en el éxito de la recaudación de fondos.
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Figura 9. Marco de trabajo de analı́tica textual de los autores.
Fuente: H. Yuan y col. (2016). The Determinants of Crowdfunding Success: A Semantic
Text Analytics Approach. (p. 74)
Finalmente, se evaluaron ambos conjuntos de datos. Para los datos numéricos, la me-
jor performance se obtuvo evaluando el modelo con la sensibilidad para el Bosque Aleatorio
(0.98 en la segunda data); mientras que para los datos textuales, el modelo DC-LDA (al ser
comparado con el LDA normal) obtuvo un puntaje F1 de 0.91 como se observa en la Figura 10.
Figura 10. Performance de ambas bases de datos con distintas métricas.
Fuente: H. Yuan y col. (2016). The Determinants of Crowdfunding Success: A Semantic
Text Analytics Approach. (p. 91)
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Sawhney y col. (2016) publicaron el reporte técnico titulado Using Language to Pre-
dict Kickstarter Success, que traducido al español significa ((Uso del lenguaje para predecir el
éxito de Kickstarter)), para el Departamento de Ciencia de la Computación de la Universidad
Standford en el 2016.
Dada la considerable cantidad de investigaciones y trabajos para lograr la predicción
de éxito financiamiento de proyectos basados en la evolución de variables estáticas, los autores
decidieron optar por otra alternativa diseñando de un clasificador binario que logre predecir el
éxito de una campaña a partir de su contenido, caracterı́sticas lingüı́sticas y metadata.
De acuerdo a la metodologı́a seguida por los autores, el primer paso consistió en recoc-
tar más de 160 mil proyectos de Kickstarter, donde los proyectos etiquetados como exitosos
se asignaron el valor de 1 y los fracasados como 0. Las variables utilizadas fueron el nom-
bre del proyecto, el resumen breve, la meta de la campaña, su fecha de creación y su fecha
de culminación. El conjunto total de datos se distribuyó en 80% y 20% para subconjuntos de
entrenamiento y prueba respectivamente. A continuación, se recopilaron las caracterı́sticas pri-
marias y se realizó un análisis de sentimientos. Luego, asignaron las meta-caracterı́sticas para
utilizarlos como entradas durante el entrenamiento de los modelos. Para ellos, los autores uti-
lizaron como modelo de base el clasificador de Naive Bayes para las caracterı́sticas primarias,
una Máquina de Vectores de Soporte (SVM) que considera ocurrencias unigramas basado en la
cantidad de patrocinadores alcanza una campaña en su final, y un modelo SVM propuesto con
meta-caracterı́sticas asignadas luego de la extracción de caracterı́sticas primarias obtenidas gra-
cias a un Part-Of-Speech (POS). Finalmente, luego de calibrar los modelos, estos se probaron
con el subconjunto de prueba para finalmente ser evaluados.
Considerando el modelo solo con las caracterı́sticas primarias (base), el nivel de exac-
titud alcanzó 65%. Sin embargo, utilizando el clasificador entrenado con el primer SVM, el
valor de la exactitud logró llegar hasta 92%. Adicionalmente, se probó el segundo modelo pro-
puesto SVM y se compararon tanto sus niveles de exactitud en entrenamiento como en prueba,
ilustrado en la Figura 11. En esta, se observa que en todas las categorı́as, la exactitud promedio
de la prueba fue de 71% con un rango entre 25% a 100%, mientras que para el entrenamiento
fue como valor promedio de 88% con un rango entre 81% a 100%.
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Figura 11. Exactitud del modelo SVM para cada categorı́a.
Fuente: Sawhney y col. (2016). Using Language to Predict Kickstarter Success. (p. 6)
Kaur y Gera (2017) publicaron un artı́culo titulado ((Effect of Social Media Connectivity
on Success of Crowdfunding Campaigns)), el cual traducido al español significa ((Efecto de
conectividad en medios sociales en éxito de campañas de financiamiento colectivo)), para la
revista cientı́fica ((Procedia Computer Science)) en el año 2017.
Los proyectos de crowdfunding, ası́ como los proyectos lanzados en sitios dedicados
a esto, crecieron exponencialmente en los últimos años. Los medios sociales desempeñan un
papel importante en la difusión de palabras sobre una campaña y en la obtención de fondos
con éxito. Después de lanzarse una campaña, su éxito se define por la interacción social de
los creadores en la plataforma y en las redes sociales. Además, el tamaño de la red social del
creador y su presencia en lı́nea motiva a los patrocinadores a participar y financiar el proyecto.
Partiendo de esta premisa, se busca conocer el impacto de la conectividad con las redes sociales
y las interacciones sociales en el rendimiento del crowdfunding. Para ello, los autores plantea-
ron el desarrollo de un modelo predictivo que comprenda las caracterı́sticas de la campaña e
información sobre la conectividad con las diversas redes sociales como Facebook y Twitter.
De acuerdo a la metodologı́a seguida por los autores, el primer paso consistió en reco-
lectar 2 tipos de conjuntos de datos: el primero obtenido desde Kickstarter en el mes de Abril
del 2014, con más de 4 mil campañas; mientras que el segundo a través del perfil del creador
vinculado a redes sociales. El primer conjunto comprendió las variables de categorı́a, tipo de di-
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visa, monto de la meta, monto prometido, número de recompensas, duración de la campaña en
dı́as, y el estado final de financiamiento (exitoso o fracasado). Por el lado del segundo conjunto,
además de obtener marcas de hacia qué redes sociales el creador se conecta, mediante el enlace
se extrajeron más de 19 mil tweets en el que se promocionaron las campañas gracias a la API
de Twitter. Luego de armar los conjuntos de datos, se creó un modelo de Regresión Logı́stica.
Este usó las variables de categorı́a, meta de la campaña, número de recompensas, número de
tweets publicados por stakeholders como patrocinadores, comunicadores, promotores y alguna
compañı́a, si un proyecto es escogido como “Proyecto del dı́a”, conexión a Facebook por parte
del creador, número de cuentas creadas para la campaña tanto en Facebook como en Twitter, y
sitios webs adicionales del creador. Las anteriores variables se determinaron luego de evaluarse
todas en una matriz de correlación de Pearson. El conjunto final de datos fue fraccionado en
66% para entrenamiento y 34% para prueba. Por último, se comparó con las bases de referencia
usando como métrica principal la exactitud.
El modelo de Regresión Logı́stica alcanzó una exactitud de 76.7%. Este fue compa-
rado con algunos modelos mencionados en sus antecedentes como Naı̈ve Bayes, J48 y Bos-
ques Aleatorios. Bajo otras métricas, como se observa en la Figura 12, alcanzó los mayores
niveles promedio en el Área bajo la curva ROC (AUC-ROC) y Área bajo la curva Precisión-
Sensibilidad (AUC-PRC) con 84.7% y 84.6% respectivamente.
Figura 12. Performance estadı́stica del modelo predictivo de los autores.
Fuente: Kaur y Gera (2017). Effect of Social Media Connectivity on Success of Crowdfun-
ding Campaigns. (p. 772)
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R. S. Kamath y Kamat (2018) publicaron un artı́culo titulado ((Supervised Learning
Model For Kickstarter Campaigns With R Mining)), el cual traducido al español significa
((Modelo de aprendizaje supervisado para campañas de Kickstarter con R Mining)), para la
revista cientı́fica ((International Journal of Information Technology, Modeling and Computing))
en el año 2018.
A pesar de que Kickstarter es la plataforma web de crowdfunding más grande existente,
no todas las campañas que se encuentran son exitosas. Algunos trabajos previos citados en este
artı́culo, incluyendo los anteriormente mencionados K. Chen y col. (2013) y Mitra y Gilbert
(2014), citan que el lenguaje usado en las campañas alcanza el poder predictivo de 58.86%,
es decir, la descripción semántica de un proyecto ayuda considerablemente en la predicción de
éxito debido a que muchos patrocinadores se fijan en la calidad presente en una campaña antes
de invertir. Sin embargo, es dejada de lado en muchos trabajos de investigación destinados a
la predicción de éxito de financiamiento, ası́ como también las interacciones de un proyecto
en redes sociales. Para el tiempo en que este artı́culo fue publicado, el nivel de exactitud de
los modelos predictivos ya existentes bordeaba por el 68% como el descrito anteriormente.
Ante esto, los autores desarrollaron un sistema con técnicas de Aprendizaje Automático usando
el entorno R aplicadas a un conjunto de datos de campañas en Kickstarter para alcanzar su
objetivo de clasificar proyectos entrenando diferentes clasificadores y predecir con un alto nivel
de exactitud.
De acuerdo a la metodologı́a seguida por los autores, en primer lugar se analizó y definió
el problema de la investigación. A continuación, se recolectaron 120 proyectos de Kickstarter
a través de su URL. Luego, las variables categóricas fueron transformadas en numéricas como
parte del pre-procesamiento. Esto permitió realizar extracción y exploración del conjunto final
mediante estadı́sticas descriptivas con paquetes de R. Luego, se implementaron 5 modelos cla-
sificadores para la investigación: un Árbol de decisión, un Bosque Aleatorio, una Red Neuronal
Artificial, el algoritmo del Vecino K más cercano, y el modelo Naı̈ve Bayes. Se consideraron
como variables para estos modelos al nombre del proyecto, URL del proyecto, descripción del
proyecto, categorı́a, sub-categorı́a, número de patrocinadores, monto total patrocinado, meta de
financiación, fecha de lanzamiento del proyecto, duración del proyecto, número de actualiza-
ciones, número de recompensas, si el proyecto cuenta con video, localización del proyecto, y
creador del proyecto.
Por último, con la matriz de confusión, se escogió la métrica de exactitud para evaluar
los modelos, en donde el mejor de ellos fue la Red Neuronal, con un valor de 0.94. En la Figura
13, se representa en un gráfico de dispersión cada modelo (con excepción del algoritmo del
vecino K más cercano) escalado según el valor de su exactitud.
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Figura 13. Gráfico de dispersión de cada modelo evaluado según su exactitud.
Fuente: R. S. Kamath y Kamat (2018). Supervised Learning Model For Kickstarter Cam-
paigns With R Mining. (p. 26)
En el acta de la conferencia ((2018 IEEE 15th International Conference on e-Business
Engineering (ICEBE))) realizado en Xi’an, China, del 12 al 14 de octubre del 2018, P.-F. Yu
y col. (2018) publicaron el artı́culo titulado ((Prediction of Crowdfunding Project Success with
Deep Learning)), el cual traducido al español significa ((Predicción del éxito de proyecto de
financiamiento colectivo con Aprendizaje Profundo)).
Debido al aumento dramático de la actividad de financiamiento colectivo en los últi-
mos años, en el cual tanto creadores como patrocinadores participan, son más las campañas
que buscan alcanzar su objetivo. Sin embargo, según el análisis empı́rico, solo la tercera par-
te lo logra. La incógnita que rodea a esta situación es la posibilidad de elaborar un modelo
predictivo de éxito en proyectos de Kickstarter utilizando distintas técnicas al Aprendizaje Au-
tomático. Basándose en investigaciones previas que incluyeron a los ya mencionados K. Chen
y col. (2013), Y. Li y col. (2016), Sawhney y col. (2016) y R. S. Kamath y Kamat (2018),
los autores plantean como objetivo el desarrollo de un modelo que prediga el éxito del pro-
yecto de crowdfunding con Aprendizaje Profundo usando registros históricos de campañas en
Kickstarter.
De acuerdo a la metodologı́a seguida por los autores, en primer lugar se recolectaron
más de 378 mil campañas de Kickstarter entre Mayo 2009 y Marzo 2018, recopilados retros-
pectivamente desde Kaggle. A continuación, realizaron análisis exploratorio de los datos para
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entender la data y seleccionar variables. Estas últimas fueron el nombre del proyecto, categorı́a
del proyecto, subcategorı́a, divisa en que se encuentra la meta de la campaña, fecha de lanza-
miento, fecha de culminación, meta de la campaña, monto prometido alcanzado, número de
patrocinadores, paı́s del proyecto, monto prometido alcanzado en dólares y meta de la campaña
en dólares. Los autores elaboraron un modelo Perceptrón Multicapa (MLP), alimentado por 6
variables visibles de la campaña (metadata), entrenado con 100 épocas con tamaño de lote de
30, como se observa en la Figura 14.
Finalmente, el modelo propuesto se comparó con los de la literatura, entre ellos Bos-
ques aleatorios, AdaBoost, Máquina de vectores de soporte, Árboles de decisión, Regresión
logı́stica y Naı̈ve Bayes. Se tomaron en cuenta como métricas la exactitud y el área bajo la
curva ROC (AUC). De acuerdo a ellas, para ambos escenarios se lograron mejor performance,
con una exactitud de 0.9320 y un área bajo la curva de 0.9323 frente al mejor modelo de los an-
tecedentes, Bosques Aleatorios, que obtuvo como resultados 0.9293 y 0.9272 para las mismas
métricas respectivamente.
Figura 14. Gráfico de historial de entrenamiento para subconjuntos de entrenamiento y
validación.
Fuente: P.-F. Yu y col. (2018). Prediction of Crowdfunding Project Success with Deep
Learning. (p. 6)
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En el acta de la conferencia ((Companion of the 2018 ACM Conference on Compu-
ter Supported Cooperative Work and Social Computing)), realizada del 3 al 7 de noviembre
del 2018 en Jersey City, Estados Unidos, S. Lee y col. (2018) publicaron el artı́culo titula-
do ((Content-based Success Prediction of Crowdfunding Campaigns: A Deep Learning Ap-
proach)), el cual traducido al español significa ((Predicción de éxito basada en contenido de
campañas de crowdfunding: un enfoque de Aprendizaje Profundo)).
Debido a que el ratio promedio de éxito de financiamiento colectivo ha ido decreciendo
en los últimos años a pesar del éxito de plataformas basadas en este tipo, ası́ como la llegada
de desafı́os como descubrir las razones de su éxito y lograr predecirlo, los autores plantearon
utilizar solo el contenido textual de los proyectos (descripción de campaña, actualizaciones,
comentarios y palabras obtenidas del video principal) para predecir el estado de financiamiento
de proyectos de Tecnologı́a (la categorı́a con ratio más bajo de éxito de financiamiento y a la
vez, con los mayores montos financiados en la plataforma) a través de la creación de una Red
Neuronal Profunda.
De acuerdo a la metodologı́a seguida por los autores, en primer lugar se recolectaron
216,136 proyectos de crowdfunding en Kickstarter, lanzados entre abril del 2009 y agosto del
2017. De este grupo, conformado por 15 categorı́as, se filtraron aquellos de la categorı́a Tecno-
logı́a (22,982 registros) para luego separar el conjunto de datos final en 0.80 (entrenamiento),
0.10 (validación) y 0.1 (prueba). Luego, se diseñaron 2 modelos de NLP: 1 Modelo de Secuen-
cia a Secuencia (Seq2seq) con atención a nivel de oración y 1 Modelo de Atención Jerárquica
(HAN).
Finalmente, luego de ser entrenados, los modelos fueron evaluados bajo la métrica de
exactitud, bajo enfoques de distintos experimentos que alternaban la presencia de las variables.
De todos ellos, basado en aquellos que utilizaron todas en conjunto, el modelo de Seq2seq +
atención logró una exactitud de 0.80, mientras que el modelo HAN alcanzó el valor de 0.60,
como se aprecia en la Figura 15.
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Figura 15. Promedio estimado de la exactitud de predicción vs tiempo estimado en dı́as.
Fuente: S. Lee y col. (2018). Content-based Success Prediction of Crowdfunding Cam-
paigns: A Deep Learning Approach. (p. 196)
En el acta de la conferencia ((The 33rd AAAI Conference on Artificial Intelligence
(AAAI’2019))), realizada del 27 de enero al 1 de febrero del 2019 en Honolulu, Hawái, Jin y col.
(2019) publicaron un artı́culo titulado ((Estimating the Days to Success of Campaigns in Crowd-
funding: A Deep Survival Perspective)), el cual traducido al español significa ((Estimación de
dı́as de éxito de campañas en financiamiento colectivo: Una perspectiva de supervivencia pro-
funda)).
Dado el incremento de actividad en campañas de crowdfunding en sitios como Kicks-
tarter o Indiegogo, los estudios sobre este tema también han ido de la mano. Sin embargo, la
mayorı́a de investigaciones se enfocan en predecir el ratio de éxito de financiamiento en una
campaña. El reto de predecir el tiempo de duración es más complicado porque se ve afectada
por la variabilidad de la metadata y los comentarios del proyecto, resultando un alto nivel de
fracaso (60%) en la financiación de proyectos. Por ello, los autores plantean la predicción de la
fecha exacta de finalización de una campaña, ası́ como controlar la distribución de patrocinios
conforme a la evolución del tiempo.
De acuerdo a la metodologı́a seguida por los autores, en primer lugar se recolectaron
más de 14 mil proyectos de Indiegogo con información estática (descripción de campaña, des-
cripción de las recompensas, categorı́a de la campaña, tipo del creador, duración declarada de
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financiación, meta declarada prometida, número de recompensas, precio máximo/mı́nimo/pro-
medio de recompensas, plazo máximo/mı́nimo/promedio de entrega) y dinámica (comentarios).
Luego se definirse el problema estudiado, se introdujo los detalles técnicos de SMP, la arquitec-
tura que se usó. A continuación, el conjunto de datos de entrada fue pre-procesado, se elaboró
un modelo Seq2seq (encoder + decoder) con previos multifacéticos (SMP) para la distribución
de patrocinios y el tiempo de éxito, ası́ como también un modelo evolutivo lineal para mantener
el cambio de las distribuciones de patrocinios, ilustrado en la Figura 16. Después se designó el
método de entrenamiento para el modelo.
Finalmente, los modelos fueron evaluados por 3 métricas: Divergencia de Kullback-
Leibler (KL), la Raı́z del Error Cuadrático Medio (RMSE) y el Error Absoluto Medio (MAE).
Respecto a la predicción de distribución de patrocinios, y evaluando mejor con RMSE, los mo-
delos propuestos de SMP fueron los más efectivos (para 70% de ratio de partición, se obtuvo
0.135 con el previo evolutivo y 0.137 sin el previo evolutivo, frente a 0.142 del Perceptrón
Multicapa y 0.144 de la Regresión Logı́stica Multinomial) para el Encoder. Respecto a la pre-
dicción del tiempo de éxito, los modelos propuestos de SMP (para 50% de ratio de partición,
se obtuvieron 0.960, 0.930 y 0.729) fueron mejores que modelos de referencia (para 50% de
ratio de partición, el mejor de los 8 modelos de referencia fue el BoostCOX con 0.776) para el
Decoder.
Figura 16. Arquitectura SMP de los autores.
Fuente: Jin y col. (2019). Estimating the Days to Success of Campaigns in Crowdfunding:
A Deep Survival Perspective. (p. 3)
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En el acta de la conferencia ((The Twenty-Eighth International Joint Conference on
Artificial Intelligence (IJCAI-19))), realizada del 10 al 16 de agosto del 2019 en Macao, China,
Cheng y col. (2019) publicaron el artı́culo titulado ((Success Prediction on Crowdfunding with
Multimodal Deep Learning)), el cual traducido al español significa ((Predicción del éxito en
financiamiento colectivo con Aprendizaje Profundo Multimodal)).
La mayorı́a de los enfoques de predicción existentes aprovechan solo la modalidad do-
minada por el texto a pesar de existir más información en los perfiles de los proyectos, como
por ejemplo, metadatos e imágenes. A estos últimos se han realizado poco trabajo para eva-
luar sus efectos hacia la predicción del éxito. Además, la metainformación ha sido explotada
en muchos enfoques existentes para mejorar la precisión de la predicción. Sin embargo, es-
ta generalmente se limita a la dinámica después de la publicación de los proyectos, haciendo
que tanto los creadores del proyecto como las plataformas no puedan predecir el resultado de
manera oportuna. Se carecen estudios basados en distintas modalidades más allá de la metain-
formación. El objetivo de los autores es construir esquemas avanzados de redes neuronales que
combinan información de diferentes modalidades para predecir el estado de financiamiento del
proyecto usando solo información pre-publicación.
De acuerdo a la metodologı́a seguida por los autores, en primer lugar se recolectaron
más de 20 mil campañas finalizadas (exitosas o fracasadas) en Kickstarter gracias a un algorit-
mo creado para capturar datos en la página por 2 semanas. Se descartaron aquellos proyectos
previos al 2015, quedando proyectos entre este año y el 2018. Asimismo, entre el contenido
obtenido se registraron perfil textual (tı́tulo, resumen, descripción del financiamiento, y riesgo-
s/retos), imágenes (en formato jpg), categorı́as, meta de financiamiento, fecha de inicio y de
finalización de campaña. Luego, se realizó pre-procesamiento a los subconjuntos de datos y se
dividieron en 3 subconjuntos: entrenamiento (proyectos del 2015 y 2016), validación (2017) y
prueba (2018). A continuación, se configuró la arquitectura del marco de trabajo del modelo
Aprendizaje Profundo Multimodal y finalmente se realizaron distintos experimentos elaboran-
do combinatorias de distintas modalidades para compararlas entre sı́ mediante las métricas
de sensibilidad, precisión, puntaje F1 y área bajo la curva (AUC). Debido a que los autores
construyeron un modelo apilado de 3 modelos para cada modalidad, ilustrada en la Figura 17,
cada una se distribuyó de la siguiente manera: un modelo de Máquina de Vectores de Soporte
(SVM) para la metainformación; la Red Neuronal Convolucional (CNN) pre-entrenada de 16
capas VGG16, trabajando junto con la Bolsa de Palabras Visuales (BoVW) para las imágenes;
y la Bolsa de Palabras (BoW) trabajando junto con la Frecuencia de Términos - Frecuencia
Inversa de Documentos (TF-IDF) e incrustaciones de palabras GloVe de 300 dimensiones.
Finalmente, para evaluar los resultados, se comparó el modelo propuesto (MDL-TIM)
por los autores contra la base de referencia de un modelo SVM con texto, imágenes y metadata
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(SVM-TIM). Ası́, se observó que bajo todas las métricas, con excepción de la precisión, el
marco de trabajo Multimodal obtuvo mejores resultados, con 0.7505 en sensibilidad, 0.7534 en
puntaje F1 y 0.8326 en área bajo la curva, frente a 0.7411, 0.7483 y 0.7411 respectivamente.
Figura 17. Arquitectura de modelo de Aprendizaje Profundo Multimodal de los autores.
Fuente: Cheng y col. (2019). Success Prediction on Crowdfunding with Multimodal Deep
Learning. (p. 2161)
En el acta de la conferencia ((2019 IEEE 6th International Conference on Industrial
Engineering and Applications (ICIEA))), realizada del 12 al 15 de abril del 2019 en Tokyo,
Japón, L.-S. Chen y Shen (2019) publicaron el artı́culo titulado ((Finding the Keywords Affec-
ting the Success of Crowdfunding Projects)), el cual traducida al español significa ((Encontrar
las palabras clave que influyen en el éxito de los proyectos de financiación colectiva)).
A la fecha de esta publicación, existı́an pocas investigaciones basadas en el impacto
de la descripción y palabras para predecir el ratio de éxito de financiamiento de un proyecto
crowdfunding. Ante esta situación, los autores tuvieron como objetivo analizar el impacto del
contenido textual en un proyecto de Kickstarter a partir del análisis de sus palabras clave que
determinen el ratio de éxito de su financiamiento.
De acuerdo a la metodologı́a seguida por los autores, en primer lugar se recolectaron
las descripciones de proyectos de Kickstarter de la categorı́a “Juegos”, desde el 1 de julio hasta
el 30 de agosto del 2018, de los cuales la distribución quedó en 50 proyectos que alcanzaron el
100% de su meta y otros 50 proyectos que no alcanzaron por lo menos el 75%. A continuación,
se pre-procesó la data eliminando caracteres especiales, términos distintos al idioma inglés y
palabras de parada en inglés para poder armar una matriz de Término-Documento que usará
los pesos TF-IDF. Los autores propusieron 2 modelos de Máquinas de Vectores de Soporte con
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Eliminación de Caracterı́sticas Recursivas (SVM-RFE), usando las herramientas “Weka 3.8” y
“libSVM”, los cuales fueron comparados. Luego, se seleccionaron las caracterı́sticas realizando
experimentos de validación cruzada antes de la construcción del modelo predictivo.
Finalmente, se evaluaron los resultados con la métrica de exactitud. Se realizó hasta dos
experimentos manipulando los conjuntos de datos para el SVM-RFE y el mejor resultado fue
una exactitud de 78.90% para predecir el ratio de éxito de un proyecto crowdfunding a partir de
50 palabras claves importantes que se encuentren dentro de su contenido, las cuales se detallan
en la Figura 18.
Figura 18. Palabras clave seleccionadas que afectan el ratio de éxito según modelo SVM-
RFE.
Fuente: L.-S. Chen y Shen (2019). Finding the Keywords Affecting the Success of Crowd-
funding Projects. (p. 571)
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En el acta de la conferencia ((2019 Portland International Conference on Management
of Engineering and Technology (PICMET))), realizada del 25 al 29 de agosto del 2019 en
Portland, Estados Unidos, Chaichi y Anderson (2019) publicaron el artı́culo titulado ((Deplo-
ying Natural Language Processing to Extract Key Product Features of Crowdfunding Cam-
paigns: The Case of 3D Printing Technologies on Kickstarter)), el cual traducido al español
significa ((Implementación del procesamiento del lenguaje natural para extraer caracterı́sticas
clave del producto de las campañas de crowdfunding: el caso de las tecnologı́as de impresión
3D en Kickstarter)).
Debido a la dificultad para predecir éxito de campañas en Kickstarter a partir de infor-
mación textual (data no estructurada), los autores propusieron predecir éxito de campañas de
proyectos de impresión 3D en Kickstarter a partir de la extracción de caracterı́sticas de producto
a partir de información textual como tı́tulo, resumen y descripción.
De acuerdo a la metodologı́a seguida por los autores, en primer lugar se extrajo el
contenido textual (incluyendo tı́tulo, resumen y descripción de campaña) de 528 proyectos de
tecnologı́a que contenı́an las palabras ((3d printer)) (impresora 3D) recopilados en Septiembre
del 2017 usando la herramienta Selenium, de los cuales al eliminar aquellos que no contenı́an
estas 3 variables textuales y algunos duplicados, quedaron finalmente 246 proyectos. El si-
guiente paso consistió en pre-procesar la data con algunas librerı́as de Python, incluyendo el
paquete de R UDPipe, para armar el corpus final. UDPipe permitió generar segmentación de
oraciones, tokenización, etiquetado POS (Part Of Speech), lematización, árboles de análisis de
dependencia y colocaciones (palabras que continúan a otra). A continuación, se usó el algorit-
mo basado en grafos TextRank para extraer palabras claves, ası́ como la técnica no supervisada
RAKE (Extracción automática rápida de palabras clave) para extraer frases clave. Se probaron,
además, otras tres técnicas más. Finalmente, los resultados de las 6 técnicas para extraer frases
claves fueron comparados y se llegaron a conclusiones basadas en las similitudes entre estas.
Finalmente, se encontraron palabras con mayor frecuencia según cada una de las 6
técnicas de extracción de palabras clave (que incluyen frecuencia de términos por n gramas
según cada algoritmo mencionado anteriormente), ilustradas en nubes de palabras, como por
ejemplo relacionadas a disponibilidad, buenas caracterı́sticas y precios cómodos de impresoras
3D. En la Figura 19 se representa la nube de palabras de las palabras clave de 3 y 4 gramas
usando el algoritmo TextRank. También se observaron 2 problemas: no todas las palabras con
mayor frecuencia son caracterı́sticas del producto, y ambigüedad de algunas palabras.
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Figura 19. Nube de palabras clave de 3 y 4 gramas usando el algoritmo TextRank.
Fuente: Chaichi y Anderson (2019). Deploying Natural Language Processing to Extract
Key Product Features of Crowdfunding Campaigns: The Case of 3D Printing Technologies
on Kickstarter. (p. 6)
Shafqat y Byun (2019) publicaron un artı́culo titulado ((Topic Predictions and Opti-
mized Recommendation Mechanism Based on Integrated Topic Modeling and Deep Neural
Networks in Crowdfunding Platforms)), el cual traducido al español significa ((Predicciones de
temas y mecanismo de recomendación optimizado basado en modelos integrados de temas y
redes neuronales profundas en plataformas de financiación colectiva)), para la revista cientı́fica
((Applied Sciences)) en el año 2019.
Los comentarios de los usuarios al momento de evaluar algún producto de su interés
en el comercio electrónico pasan desapercibidos. Estas reseñas suelen ser importantes en las
plataformas de financiamiento colectivo dado que influye en otros usuarios en patrocinar un
proyecto. Ante ello, los autores plantearon fusionar técnicas de modelado de lenguaje con redes
neuronales para identificar patrones de discusión ocultos en los comentarios.
De acuerdo a la metodologı́a seguida por los autores, el primer paso fue elaborar un flujo
para la creación del conjunto final de datos, excluyendo potenciales proyectos fraudulentos en
Kickstarter según distintas fuentes en la web, análisis de contenido y otros criterios para la lista
restante de enlaces de campañas, y finalmente almacenando los comentarios en archivos.
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Como resultado, se obtuvieron inicialmente más de 645 mil comentarios provenientes
de 600 proyectos. Sin embargo, estos se redujeron a 504,184 comentarios (841 en promedio
por proyecto) cuyo contenido era visible públicamente. El 70% fue destinado al subconjunto
de entrenamiento, mientras que el resto, al de prueba. A continuación, se elaboró la arquitectura
del modelo hı́brido, ilustrado en la Figura 20, la cual comienza recibiendo de entrada a los
comentarios para crear los vectores de palabras en el tiempo t de una campaña. El hı́brido está
basado en una red LSTM, alimentados con la distribución de temas latentes aprendidos del
modelo pre-entrenado LDA. Además, se utilizó el algoritmo Optimización por Enjambre de
Partı́culas (PSO) para optimizar las recomendaciones. Como resultado del proceso LDA, estos
generan vectores latentes de temas, que alimentan al modelo LSTM con el fin de que logre
predecir la clase del tema de la siguiente palabra en el documento. Con estas salidas, el módulo
de recomendación sugiere proyectos basados en los temas descubiertos por el patrocinador.
Finalmente, tanto el modelo propuesto (LSTM-LDA) como los modelos de referencia
fueron evaluados con la métrica de exactitud para 300 épocas de entrenamiento. El modelo de
los autores RNN-LDA logró la mejor performance, alcanzando una exactitud de aproximada-
mente 0.96, frente al 0.94 de una red NN-LDA y 0.92 de una red NN.
Figura 20. Arquitectura del sistema propuesto para predicción de temas y recomendacio-
nes optimizadas.
Fuente: Shafqat y Byun (2019). Topic Predictions and Optimized Recommendation Me-
chanism Based on Integrated Topic Modeling and Deep Neural Networks in Crowdfunding
Platforms. (p. 8)
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Fernandez-Blanco y col. (2020) publicaron un artı́culo titulado ((Key Factors for Project
Crowdfunding Success: An Empirical Study)), el cual traducido al español significa ((Factores
clave para el éxito del crowdfunding en proyectos: un estudio empı́rico)), para la revista inter-
nacional académica ((Sustainability)) en el año 2020.
Desde sus inicios, el crowdfunding ha servido como respuesta al problema de financia-
miento para proyectos innovadores. Sin embargo, la repentina popularidad del crowdfunding
atribuida al impacto de los proyectos más exitosos ha llevado a generalizar esta mecánica a
cualquier proyecto nuevo con riesgo de desajuste. Por ello, la mayor incertidumbre para un
creador de proyectos es desconocer la garantı́a de financiamiento hacia el suyo. El objetivo de
los autores fue identificar los factores clave y atributos que caracterizan a un proyecto, agru-
pados en clústers por su similitud, que influyen en el éxito o fracaso de un proyecto y definir
estereotipos de comportamiento que pueden estar asociados a nuevos proyectos para ayudar a
orientar la campaña hacia el logro de su objetivo.
Los autores escogieron la metodologı́a CRISP-DM debido a su flexibilidad y su sufi-
ciencia para lograr la conversión de datos en conocimiento de forma organizada. De acuerdo a
la metodologı́a seguida, el primer paso realizado fue el entendimiento del problema, en donde
se formularon las necesidades y objetivos del estudio. A continuación, se recolectaron más de
45 mil proyectos entre Marzo del 2009 y Enero del 2012, distribuidos en 12 categorı́as. De
esta cantidad, solamente se trabajó con 23,941 proyectos concluidos, es decir, cuyo estado de
financiamiento fue exitoso o fracasado. Luego se seleccionaron 13 variables numéricas, de las
cuales según su atributo se agruparon en 3 tipos: variables asignadas antes de la campaña (me-
ta, mes, niveles, duración, contribución mı́nima, contribución máxima, diferencia entre con-
tribución máxima y mı́nima), variables que son modificadas en el transcurso de la campaña
(número de comentarios de patrocinadores, número de actualizaciones en el proyecto, número
de patrocinadores), y variables que dependen del anterior tipo (monto contribuido, porcentaje
de financiamiento de la meta, monto promedio contribuido por patrocinador). Luego, a través
del análisis de correlaciones entre ellas, se corroboró las hipótesis de trabajos previos respecto
a la correlación entre las variables backers (número de patrocinadores), pledged (monto contri-
buido) y comments (número de comentarios). Para determinar los factores clave, se generaron
6 clústers a partir de los datos utilizando el algoritmo K-means. Este método de Minerı́a de
Datos permitió identificar qué zonas dentro del mapa generado de los grupos se asociaban más
a proyectos exitosos o fracasados como se ilustra en la Figura 21. Cada uno de los grupos fue
distribuido según el ratio de éxito y bajo qué variable fue estudiada.
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Figura 21. Mapas de proyecciones de región de éxito o fracaso generado por K-means.
Fuente: Fernandez-Blanco y col. (2020). Key Factors for Project Crowdfunding Success:
An Empirical Study. (p. 9)
De esta manera, finalmente, se logró crear 6 clústers con caracterı́sticas definidas ca-
da uno y asignándose un nombre asociado a ellas. Siguiendo el orden ascendente, estos fue-
ron nombrados respectivamente ((Agujero ancho)), ((Colecciones principales)), ((Patrocinadores
comprometidos)), ((Advertencia)), ((Agujero profundo)) y ((Meta épica)), donde el tercero fue el
mejor del grupo, como se observa en la Figura 22.
Figura 22. Distribución de clústers según ratio de éxito por categorı́a.
Fuente: Fernandez-Blanco y col. (2020). Key Factors for Project Crowdfunding Success:
An Empirical Study. (p. 11)
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2.2 Bases Teóricas
2.2.1 Inteligencia Artificial
La Inteligencia Artificial es la inteligencia llevado a cabo por máquinas en las que una
máquina “inteligente” ideal es un agente flexible que percibe su entorno y lleva a cabo acciones
que maximicen sus posibilidades de éxito en algún objetivo (Poole y col., 1998). Este término
se aplica cuando una máquina imita las funciones “cognitivas” que asocian los humanos con
otras mentes (Russell & Norvig, 2009).
Durante la historia de la humanidad, se han seguido 4 enfoques: dos centrados en el
comportamiento humano y dos enfocados en torno a la racionalidad. El enfoque centrado en el
comportamiento humano se basa en una ciencia empı́rica, es decir, mediante experimentos que
incluyen hipótesis y confirmaciones. Este enfoque nace a partir de la prueba de Alan Turing,
en 1950, en la cual, el célebre matemático inglés diseñó una prueba basada en la incapaci-
dad de diferenciar entre entidades inteligentes indiscutibles y seres humanos por parte de un
computador. Si este era capaz de diferenciar y superar la prueba mientras que el humano no, se
afirma que se trataba de una “máquina inteligente”. Por ello, el computador debı́a contar con las
siguientes capacidades: procesamiento de lenguaje natural para poder comunicarse, represen-
tación del conocimiento describiendo lo que percibe de su entorno, razonamiento automático
utilizando la información procesada en su interior, y aprendizaje automático para adaptarse a
nuevos eventos. Si el evaluador decide incluir una señal de video para evaluar la percepción
de la computadora, se dice que se está realizando la Prueba Global de Turing. Para superarla,
además de las 4 anteriormente mencionadas, la computadora debe contar además con las ca-
pacidades de visión computacional para percibir objetos y robótica con el fin de manipularlos.
Todas estas seis capacidades o disciplinas abarcan la mayor parte de la Inteligencia Artificial
(Russell & Norvig, 2004).
Por el otro lado, el enfoque racional implica una combinación de ingenierı́a y matemáti-
cas basándose en las “leyes del pensamiento”. Estas parten de la Grecia antigua, planteadas por
grandes filósofos como Aristóteles en su intento de codificar la “manera correcta de pensar”, lo
que más adelante derivó al estudio de la lógica. Más adelante, en el siglo XIX, se construyeron
programas capaces de resolver problemas en notación lógica. De ahı́ que la tradición logista
dentro del campo de la Inteligencia Artificial trata de construir sistemas inteligentes con estas
capacidades. De todo lo anterior dicho respecto al enfoque racional se creó el término de un
agente racional, el cual actúa intentando lograr el mejor resultado, o de existir incertidumbre,
el mejor resultado esperado. Finalmente, la amplia aplicación de la Inteligencia Artificial y sus
fundamentos derivan en muchas ciencias de las cuales se pueden mencionar, además de la filo-
sofı́a y las matemáticas, a la economı́a, neurociencia, psicologı́a, la ingenierı́a computacional,
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la teorı́a de control y cibernética, y hasta la lingüı́stica (Russell & Norvig, 2004).
Pero, ¿cómo es surge este amplio estudio de la Inteligencia Artificial? En 1943, basándo-
se en la fisiologı́a básica y funcionamiento de las neuronas en el cerebro, el análisis formal de
la lógica proposicional de Russell y Whitehead, y la teorı́a computacional de Turing, dos estu-
diosos en neurociencia realizaron juntos el que serı́a considerado primer trabajo de Inteligencia
Artificial. Warren McCulloch y Walter Pitts propusieron un modelo constituido por neuronas
artificiales, en el que cada una de ellas se caracterizaba por estar “activada” o “desactivada”;
la del primer tipo daba como resultado a la estimulación producida por una cantidad suficien-
te de neuronas vecinas. Como ejemplo, mostraron que cualquier función de cómputo podrı́a
calcularse mediante alguna red de neuronas interconectadas y que todos los conectores lógicos
eran capaces de ser implementados usando estructuras sencillas de red. Seis años más adelante,
Donald Hebb propuso una regla de actualización de intensidades de conexiones entre las neu-
ronas, la que actualmente se le conoce como la “regla de aprendizaje Hebbiano” vigente hasta
nuestros dı́as. En 1956, Allen Newell y Herbert Simon inventaron un programa de computación
en el taller de Dartmouth de John McCarthy, que era capaz de pensar de forma no numérica,
basado en el Teórico Lógico, artı́culo que, además, fue rechazado de ser publicado en la re-
vista Journal of Symbolic Logic. A pesar de ello, los trabajos de los colaboradores presentes
en dicho taller se mantuvieron por 20 años más, siendo McCarthy quien acuñó el término de
“Inteligencia Artificial” a este campo (Russell & Norvig, 2004).
En la década de los años 80, la Inteligencia Artificial dio el gran salto de formar parte
de la industria, en especial, de las compañı́as más grandes de los paı́ses desarrollados a través
de grupos especializados para la realización de investigaciones de sistemas expertos, ası́ como
en la construcción de computadoras cada vez más potentes y capaces de resolver tareas más
complejas.
Actualmente, la IA cuenta con muchas aplicaciones como la Minerı́a de Datos, el proce-
samiento de lenguaje natural, la robótica, los videojuegos, entre otros. Dentro de ella se pueden
encontrar otras ramas como por ejemplo el Aprendizaje Automático, Visión computacional,
etcétera.
2.2.2 Aprendizaje Automático
El Aprendizaje Automático (Machine Learning por su nombre en inglés) es una rama de
la Inteligencia Artificial cuyo fin es desarrollar técnicas que las computadoras pueden aprender
a través de encontrar algoritmos y heurı́sticas que conviertan muestras de datos en programas
sin necesidad de hacerlos (Russell & Norvig, 2009). Sus algoritmos están compuestos por mu-
chas tecnologı́as, como por ejemplo Aprendizaje Profundo, Redes Neuronales y Procesamiento
de lenguaje natural, utilizadas en el aprendizaje supervisado y no supervisado, las cuales operan
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guiadas por lecciones de información existente (Gartner, 2019a). La premisa básica del apren-
dizaje automático es construir algoritmos que puedan recibir datos de entrada y usar análisis
estadı́sticos para predecir una salida mientras se actualizan las salidas a medida que se dispone
de nuevos datos (Alpaydin, 2014).
Los tres tipos de aprendizaje principales son:
Aprendizaje supervisado: Se trabajan con datos etiquetados buscando obtener una fun-
ción que asigne una respuesta de salida adecuada, denominadas etiquetas, a partir de
unos datos de entrada denominadas caracterı́sticas (Zambrano, 2018). Por lo general, los
datos de entrada son conocidos como variables dependientes o X, mientras que los datos
de salida son llamadas variables independientes o Y. Se le dice supervisado ya que el
resultado depende de los datos que recibe de entrada, afectando su performance si estos
son alterados.
Existen dos tipos de aprendizaje supervisado (ver Figura 23). El primero es la regresión,
que consiste en obtener como resultado un número especı́fico a partir de un conjunto de
variables de las caracterı́sticas; mientras que por otra parte está la clasificación, el cual se
basa en encontrar distintos patrones ocultos para clasificar los elementos del conjunto de
datos en diferentes grupos (Zambrano, 2018).
(a) Regresión
(b) Clasificación
Figura 23. Ejemplo de algoritmos de regresión y clasificación.
Fuente: Zambrano (2018). ¿Aprendizaje supervisado o no supervisado? Conoce sus dife-
rencias dentro del machine learning y la automatización inteligente.
Para el segundo tipo de aprendizaje supervisado, el algoritmo más usado es el de los K
Vecinos más cercanos o k-NN Nearest Neighbour en inglés. Este se basa en la idea de que
los nuevos ejemplos serán clasificados a la clase a la cual pertenezca la mayor cantidad
de vecinos más cercanos del conjunto de entrenamiento más cercano a él. Sin embargo, el
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número k de vecinos más cercanos lo decide el usuario, de preferencia impar, para evitar
ambigüedad al momento de clasificar un registro por parte del algoritmo (esto puede
ocasionarse por las mismas distancias existentes entre dos o más registros). Otra variante
aplicada consiste en la ponderación de cada vecino de acuerdo a la distancia entre él y el
ejemplar a ser clasificado, asignando mayor peso a los más próximos (Sancho Caparrini,






i=1. . . k,xi∈v
Wi (2)
Donde:
x = ejemplo que se desea clasificar
V = posibles clases de clasificación
xi = conjunto de los k ejemplos de entrenamiento más cercanos
y finalmente, la clase asignada a x es aquella que verifique que la suma de los pesos de
sus representantes sea la máxima, representándose en la Figura 24:
Figura 24. Algoritmo de K Vecinos más cercanos con pesos ponderados.
Fuente: Sancho Caparrini (2018). Clasificación Supervisada y No Supervisada.
Aprendizaje no supervisado: A diferencia de la anterior, aquı́ se trabaja con datos no
etiquetados para entrenar el modelo, ya que el fin es de carácter exploratorio y descriptivo
de la estructura de los datos. No existen variables independientes o Y.
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La función es agrupar ejemplares, por lo que el algoritmo los cataloga por similitud en sus
caracterı́sticas y a partir de ahı́, crea grupos o clústeres sin tener la capacidad de definir
cómo es cada individualidad de cada uno de los integrantes de los mismos (Zambrano,
2018).
El algoritmo usado para este tipo de aprendizaje es el de las K medias o k-means en
inglés. Este intenta encontrar una partición de las muestras en K agrupaciones, de manera
que cada ejemplar pertenezca a una de ellas de acuerdo al centroide más cercano. Si bien
el valor de K es definido por el usuario, a partir de pruebas de varias iteraciones se le
puede consultar al algoritmo cuál es su valor óptimo. La función para lograr esto se








ci = centroide de la agrupación i-ésima
xij = conjunto de ejemplos clasificados de la agrupación i-ésima
Representándose en la Figura 25, los pasos seguidos para este algoritmo comienzan con
la selección de los K puntos como como centros de los grupos. Luego, se asignarán los
ejemplos al centro más cercano y se calculará el centroide de los ejemplos asociados a
cada grupo. Finalmente, estos dos últimos pasos se repetirán hasta que ninguno de los
centros pueda ser reasignados en las iteraciones.
Figura 25. Funcionamiento del algoritmo de K medias.
Fuente: Sancho Caparrini (2018). Clasificación Supervisada y No Supervisada.
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Aprendizaje por refuerzo: Se basa en que un agente racional puede tomar una decisión
a partir de una retroalimentación llamada recompensa o refuerzo. A diferencia del Apren-
dizaje Supervisado, en donde el agente puede aprender solamente a partir de ejemplos
dados, en este caso no basta solamente con proporcionárselos sino también de “infor-
marle” si lo está haciendo de la manera correcta o no. Por ejemplo, un agente que intenta
aprender a jugar ajedrez necesita saber que algo bueno ha ocurrido cuando gana y algo
malo ha ocurrido cuando pierde. La mejor recompensa que busca al finalizar el juego es
vencer al oponente, y para ello debe estudiar todos los movimientos que este haga, la po-
sición de las fichas en el tablero, entre otros. A este conjunto se le conoce como entorno
o medio ambiente (Russell & Norvig, 2004).
Figura 26. Componentes del Aprendizaje por Refuerzo.
Fuente: Sutton y Barto (2018). Finite Markov Decision Processes. (p. 48)
En resumen, y mencionando otro ejemplo, el aprendizaje por refuerzo está compuesto
por un agente (Pacman) en un estado determinado (su ubicación o posición actual) dentro
de un medio ambiente (el laberinto). La recompensa positiva que busca Pacman son los
puntos por comer, mientras que la negativa será la de morir si se cruza con un fantasma,
en base a la acción (desplazamiento a un nuevo estado) que realice (Merino, 2019).
Figura 27. Ambiente del videojuego Pacman.
Fuente: Das (2020). Reinforced Pac-man.
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2.2.3 Aprendizaje Profundo
El Aprendizaje Profundo (Deep Learning por su nombre en inglés) es un tipo de Apren-
dizaje Automático que entrena a una computadora para realizar tareas hechas por los seres hu-
manos, desde la identificación de imágenes hasta predecir y reconocer el lenguaje humano. El
Aprendizaje Profundo configura parámetros básicos acerca de los datos y entrena a la compu-
tadora para que aprenda por su cuenta reconociendo patrones mediante el uso de múltiples
capas de procesamiento (SAS Institute, s.f.). Se basa en teorı́as acerca de cómo funciona el
cerebro humano (BBVA OpenMind, 2019).
La principal diferencia con el Aprendizaje Automático es que el Aprendizaje Profundo
se basa en la extracción de caracterı́sticas y clasificación al mismo tiempo luego de recibir una
entrada, algo que en la primera técnica ocurre por separado, como se aprecia en la Figura 28.
Figura 28. Diferencia entre Aprendizaje Automático y Aprendizaje Profundo.
Fuente: House of Bots (2018). Most Popular 20 Free Online Courses to Learn Deep Lear-
ning.
Por un lado, mientras en el Aprendizaje Automático o de máquina, el ordenador ex-
trae conocimiento a través de experiencia supervisada, en el aprendizaje profundo está menos
sometido a supervisión. Mientras que el primer tipo de aprendizaje consume muchı́simo tiem-
po y se basa en proponer abstracciones que permiten aprender al ordenador, en el segundo no
consume demasiado tiempo y por el contrario de su par, crea redes neuronales a gran escala
que permiten que el ordenador aprenda y piense por sı́ mismo sin necesidad directa de inter-
vención humana. Actualmente, el Aprendizaje Profundo se usa para crear softwares capaces de
determinar emociones o eventos descritos en textos, reconocimiento de objetos en fotografı́as
y realizar predicciones acerca del posible comportamiento futuro de las personas. Empresas
como Google (proyecto Google Brain) o Facebook (Unidad de investigación en IA) han puesto
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en marcha proyectos basados en esta rama para potenciar y mejorar sus algoritmos con el fin
de ofrecer una mejor experiencia de sus servicios a sus clientes (BBVA OpenMind, 2019).
2.2.4 Aprendizaje Profundo Multimodal
El Aprendizaje Profundo Multimodal y Multitarea (Multimodal and Multitask Deep
Learning) son un tipo de aprendizaje basado en la explotación de representaciones latentes en
las redes neuronales profundas agrupando distintas modalidades (por ejemplo, audio, imágenes,
texto, videos, etc) o múltiples tareas (predicción, clasificación, series de tiempo, entre otros)
como en la Figura 29 (Deng & Liu, 2018).
Figura 29. Ejemplo de modelo multimodal de imágenes y texto.
Fuente: Nishida y Nakayama (2015). Multimodal gesture recognition using multi-stream
recurrent neural network.
Dado que las señales de diferentes modalidades llevan información complementaria so-
bre diferentes aspectos de un objeto, evento o actividad, los modelos de este tipo son capaces de
realizar inferencias más solidas. Algunas de las técnicas multimodales existentes son la fusión
temprana y tardı́a, fusión de modelos, ensamblado de modelos y Redes Neuronales Profun-
das. Las caracterı́sticas unidas que se modelan en grupo para tomar una decisión son llamadas
((enfoques aditivos)) ya que pueden recopilar información útil y logran realizar predicciones
colectivamente (Liu y col., 2018).
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Según Baheti (2020), trabajar con modelos multimodales no solo mejora las redes neu-
ronales, sino que permite lograr una mejor extracción de caracterı́sticas de todas las fuentes
para realizar predicciones a mayor escala. Entre los principales beneficios se menciona que los
datos, al provenir de distintas fuentes, como el ejemplo de la Figura 30, brinda información
que se complementa entre sı́ y revela patrones ocultos que no son observables al trabajarse las
modalidades de manera individual, mejorando ası́ la predicción.
Figura 30. Ejemplo de modelo multimodal de señal de electroencefalografı́a y de ojo.
Fuente: Baheti (2020). Introduction to Multimodal Deep Learning.
Brownlee (2018) afirma que el promedio del modelo puede mejorarse ponderando las
contribuciones de cada submodelo a la predicción combinada por el rendimiento esperado del
submodelo, el cual se denomina ((generalización apilada)). Este enfoque presenta 2 niveles,
como se ilustra en la Figura 31:
Nivel 0: los datos de este nivel son las entradas del conjunto de datos de entrenamiento y
sirven para enseñar a predecir a los modelos de este nivel.
Nivel 1: los datos de este nivel toman las salidas de los modelos del anterior nivel como
entrada y enseñan a predecir a los modelos de este nivel (meta-learner o generalizador).
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Figura 31. Ejemplo de aprendizaje ensamblado apilado.
Fuente: Divina y col. (2018). Stacking Ensemble Learning for Short-Term Electricity Con-
sumption Forecasting. (p. 7)
Dentro de los modelos ensamblados apilados, se pueden utilizar 2 enfoques:
Modelo apilado separado: Consiste en crear un conjunto de datos de entrada que resul-
tan de las predicciones ensambladas de otros modelos por separado, los cuales servirán
para entrenar un nuevo modelo y poder realizar la predicción.
Figura 32. Ejemplo de modelo apilado separado.
Fuente: Cai y col. (2017). Crop yield predictions - high resolution statistical model for
intra-season forecasts applied to corn in the US. (p. 8)
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Modelo apilado integrado: Las diferencias con el tipo anterior son el poder utilizar redes
neuronales, implementar un modelo multicéfalo compuesto de otros modelos cargados
que no necesariamente deben mantener la misma estructura gracias a asignar sus capas
como ((no entrenables)) para evitar actualizar sus pesos antes de generar sus predicciones,
y los resultados de los submodelos se implementan directamente al generalizador.
Figura 33. Ejemplo de modelo apilado integrado.
Fuente: Jiang y col. (2019). SSEM: A Novel Self-Adaptive Stacking Ensemble Model for
Classification. (p. 2)
Para esta investigación, la propuesta consistió en un modelo de apilamiento integrado
compuesto por diferentes modalidades, estructuras y conjuntos de datos de entrenamiento, para
aprender a buscar mejor cómo combinar las predicciones de cada submodelo de entrada.
Sin embargo, estas técnicas de combinar distintas modalidades presentan algunas difi-
cultades. De acuerdo con Liu y col. (2018), el gran desafı́o para diseñar modelos con distintas
modalidades recae en el rendimiento de cada modalidad individual. Si una de ellas presenta una
performance pobre, ya sea por la calidad de sus datos o los parámetros con la que fue configu-
rada, afectará negativamente la performance del modelo ensamblado. Los autores mencionan
esta desventaja con el siguiente ejemplo:
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En el ejemplo de la creación de perfiles de usuario, el sexo y la edad de algunos usuarios, se
pueden predecir con precisión mediante una foto de perfil clara, mientras que otros con una
foto de perfil ruidosa o inútil (por ejemplo, dibujos animados) pueden tener la información
más relevante codificada en su participación en las redes sociales, como publicaciones e inter-
acciones con amigos, etc. En tal escenario, nos referimos a la modalidad afectada, en este caso
la modalidad de imagen, como una modalidad débil. Hacemos hincapié en que esta debilidad
puede depender de la muestra y, por lo tanto, no se controla fácilmente con algunos paráme-
tros de sesgo global. Un algoritmo ideal debe ser robusto al ruido de esas modalidades débiles
y seleccionar la información relevante de las modalidades fuertes por muestra, mientras que
al mismo tiempo captura la posible complementariedad entre las modalidades. (p. 2).
2.2.5 Modelo Predictivo
Son modelos de datos estadı́sticos utilizados para predecir el comportamiento futuro. Se
recopilan datos históricos y actuales, se formula un modelo estadı́stico, se realizan predicciones
y se valida a medida que se dispone de datos adicionales. Los modelos predictivos analizan el
rendimiento pasado para evaluar la probabilidad de que un agente muestre un comportamiento
especı́fico en el futuro. También se abarca la búsqueda de patrones ocultos (Gartner, 2019b).
2.2.6 Minerı́a de Datos
La Minerı́a de Datos es un campo de la estadı́stica y las ciencias de la computación
referido al proceso que intenta descubrir patrones en grandes volúmenes de conjuntos de da-
tos (Maimon & Rokach, 2010). Normalmente, estos patrones no pueden detectarse mediante
la exploración tradicional de datos porque sus relaciones son demasiado complejas o por su
gran volumen. Para ello, utiliza métodos de Inteligencia Artificial, Aprendizaje Automático,
estadı́stica y sistemas de bases de datos. Estos patrones son recopilados y definidos como un
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2.2.7 Metodologı́as de Minerı́a de Datos
Dentro de los sistemas de analı́tica de negocio, Big Data y Minerı́a de Datos, las tres
metodologı́as más usadas se encuentran CRISP-DM, SEMMA y KDD (Braulio Gil & Curto
Dı́az, 2015).
CRISP-DM (Cross Industry Standard Process for Data Mining):
Esta metodologı́a presenta seis fases representadas en la Figura 34 a continuación.
Figura 34. Fases de la metodologı́a CRISP-DM.
Fuente: Braulio Gil y Curto Dı́az (2015). Customer Analytics: Mejorando la inteligencia
del cliente a través de los datos. (p. 19)
• En la comprensión del negocio se determinan los objetivos y requerimientos desde
el lado del negocio, ası́ como generar plan del proyecto.
• En la comprensión de los datos se logra entender el significado de las variables
existentes, ası́ como el entendimiento de los datos desde su recopilación hasta su
verificación de calidad.
• En la preparación de los datos se prepara el conjunto de datos adecuado que ser-
virán para la construcción del modelo. Por ello, la calidad de los datos es un factor
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relevante y ello requiere la exclusión de redundancia y valores que no ayuden a es-
tablecer buena comprensión y resultados más adelante. A esto se le conoce como
limpieza de datos.
• En el modelado se aplican técnicas de minerı́a de datos en el conjunto de datos
creado en el paso anterior. Para ello, se evalúan entre varias la que mejor perfor-
mance desempeñe y luego se construye el o los modelos que busquen determinar
un objetivo.
• En la evaluación se evalúan los posibles modelos del paso anterior a partir del nivel
de importancia de acuerdo a las necesidades del negocio y performance que estos
cuentan.
• El despliegue, finalmente, utiliza el modelo final creado para determinar los objeti-
vos que se buscan cumplir en los requerimientos y ayudar en la toma de decisiones.
SEMMA (Sample – Explore – Modify – Model – Assess):
Esta metodologı́a cuenta con cinco fases como se aprecia en la Figura 35. A diferencia
de la anterior, esta metodologı́a se enfoca más en el modelado.
Figura 35. Fases de la metodologı́a SEMMA.
Fuente: Braulio Gil y Curto Dı́az (2015). Customer Analytics: Mejorando la inteligencia
del cliente a través de los datos. (p. 20)
• En la Muestra (Sample) se crea una muestra significativa.
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• En la Exploración (Explore) se comprenden los datos con el fin de encontrar rela-
ciones entre variables y anomalı́as.
• En la Modificación (Modify) se transforman las variables para las necesidades del
modelo.
• En la Modelización (Model) se aplican uno o varios modelos sobre el conjunto de
datos para buscar resultados.
• En el Asesoramiento (Assessment) se evalúan los resultados obtenidos del modelo.
KDD (Knowledge Discovery and Data Mining):
Esta metodologı́a se refiere al proceso de encontrar conocimiento alguno en el dato y, a
diferencia de sus predecesores, se enfoca en crear aplicaciones de minerı́a de datos. Cons-
ta de cinco fases más 1 previa y 1 posterior basadas en la generación de conocimiento
como se muestra en la Figura 36.
Figura 36. Fases de la metodologı́a KDD.
Fuente: Braulio Gil y Curto Dı́az (2015). Customer Analytics: Mejorando la inteligencia
del cliente a través de los datos. (p. 21)
• En la fase Pre KDD se comprende el dominio del negocio, ası́ como también se
identifican las necesidades del cliente.
• En la selección, primero se identifica el conjunto de datos a usar y luego se selec-
cionan la muestra y las variables para la exploración.
• En el pre-procesamiento, se realiza la limpieza de datos y se elimina el ruido, ası́
como los valores atı́picos.
• En la transformación se implementan métodos de reducción de dimensiones para
reducir el número de variables efectivas.
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• En la Minerı́a de datos, se elige el tipo de tarea de minerı́a de datos (clasificación,
regresión, agrupamiento, entre otros) ası́ como el algoritmo, los métodos, los mo-
delos y parámetros apropiados.
• En la interpretación y evaluación se analizan los resultados dados.
• En la fase Post KDD finalmente se consolida el conocimiento adquirido.
Luego de presentar las tres metodologı́as más usadas, la pregunta dada es ¿cuál de los
tres representa la mejor opción para usar? Las tres metodologı́as tienen distinto número de
pasos, ası́ como distintos enfoques, tal cual se observa en el siguiente resumen de la Tabla 1.
Tabla 1
Cuadro comparativo entre caracterı́sticas de las tres metodologı́as.
Modelo de Procesos de
Minerı́a de Datos KDD CRISP-DM SEMMA
Número de pasos 9 6 5
Nombre de los pasos




Creación de un conjunto de datos
de destino Entendimiento de los
datos
Muestreo
Limpieza de datos y
pre-procesamiento Exploración
Transformación de datos Preparación de los datos Modificación
Elección de la tarea adecuada de
Minerı́a de datos
Modelamiento Modelo
Elección del algoritmo adecuado
de Minerı́a de datos
Implementación del algoritmo de
Minerı́a de datos
Interpretación de patrones minados Evaluación Evaluación
Uso de conocimiento descubierto Despliegue -
Fuente: Shafique y Qaiser (2014). A Comparative Study of Data Mining Process Models (KDD,
CRISP-DM and SEMMA). (p. 221)
Sin embargo, la elección depende de los involucrados que finalmente usarán el modelo
en el negocio. La mayorı́a de investigadores siguen la metodologı́a KDD debido a que es más
completo y su exactitud. Para aquellos objetivos enfocados más en la compañı́a como la inte-
gración usada por SAS Enterprise Miner con su software se utilizan SEMMA y CRISP-DM.
Esta última resulta ser más completa de acuerdo a los estudios.
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2.2.8 Técnicas de Minerı́a de Datos
Existe una gran variedad de técnicas para la Minerı́a de Datos. Las más importantes
y utilizadas en los antecedentes de la investigación se mencionan a continuación (Microsoft,
2018).
Redes Neuronales Artificiales (RNA): Es un sistema de computación que consiste en un
número de elementos o nodos simples, pero altamente interconectados, llamados “neuro-
nas”, que se organizan en capas que procesan información utilizando respuestas de estado
dinámico a entradas externas (Inzaugarat, 2018).
Este sistema de programas y estructura de datos se aproxima al funcionamiento del ce-
rebro humano. Una red neuronal implica tener un gran número de procesadores funcio-
nando en paralelo, teniendo cada uno de ellos su propia esfera de conocimiento y acceso
a datos en su memoria local. Normalmente, una se alimenta con grandes cantidades de
datos y un conjunto dado de reglas acerca de las relaciones. Luego, un programa puede
indicar a la red cómo debe comportarse en respuesta a un estı́mulo externo o si puede
iniciar la actividad por sı́ misma (BBVA OpenMind, 2019).
Para entender mejor cómo funciona una red neuronal, hay que describir qué es una neu-
rona. Una neurona es una célula del cerebro cuya función principal es la recogida, pro-
cesamiento y emisión de señales eléctricas. Debido a que se piensa que la capacidad de
procesamiento de información del cerebro proviene de redes de este tipo de neuronas, los
primeros trabajos en Inteligencia Artificial se basaron en crear redes neuronales artificia-
les para emular este comportamiento, en 1943 con un modelo matemático, mostrado en
la Figura 37, por los ya mencionados anteriormente McCulloch y Pitts.
Figura 37. Modelo para representar una neurona propuesto por McCulloch y Pitts (1943).
Fuente: Russell y Norvig (2004). Inteligencia Artificial: Un Enfoque Moderno. (segunda
edición). (p. 839)
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Estos y posteriores trabajos potenciaron lo que hoy en dı́a se conoce como el campo de la
neurociencia computacional (Russell & Norvig, 2004). Años más tarde, en 1958, se desa-
rrolló el concepto del perceptrón por Rosenblatt, el cual tenı́a la capacidad de aprender y
reconocer patrones sencillos, formado por entradas, neurona, función de adaptación (sig-
moidal, tangencial, en escalón, etc.) y salida. La última figura descrita muestra, además
de los pesos, funciones de activación tanto para la entrada (a j) como para la salida (ai).
Las redes neuronales están compuestas de nodos (la elipse) conectados a través de cone-
xiones dirigidas (las flechas). Una conexión del nodo j a la unidad i sirve para propagar
la activación a j de j a i. Asimismo, cada conexión tiene un peso numérico W ( j, i) que
determina la fuerza y el signo de la conexión. Para calcular cada nodo i, se realiza una su-
ma ponderada de sus entradas (producto entre pesos y nodos de entrada j), y se le añade





Wj,i ∗a j +θi (4)
Posteriormente, se efectúa una función de activación g a esta suma para producir la salida.





Wj,i ∗a j +θi
)
(5)
Entonces, aquı́ se explica los dos objetivos de una función de activación. En primer lugar,
se desea que el nodo esté “activo” (cercano a +1) cuando las entradas correctas sean
dadas, e “inactiva” (cercano a 0) cuando las entradas erróneas sean proporcionadas. En
segundo lugar, la activación tiene que ser no lineal porque, de lo contrario, la red neuronal
colapsarı́a en su totalidad con una función lineal sencilla (Figura 38).
Figura 38. Nodos con funciones de activación umbral en forma de puertas lógicas.
Fuente: Russell y Norvig (2004). Inteligencia Artificial: Un Enfoque Moderno. (segunda
edición). (p. 840)
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Entre las funciones de activación que más destacan son las siguientes:
• Función sigmoide o logı́stica: Toma los valores de entrada que oscilan entre infi-
nito negativo y positivo, y restringe los valores de salida al rango entre 0 y 1. Fre-
cuentemente es usada en Redes Multicapa (MLP) entrenadas con el algoritmo de
propagación inversa. Se representa como en la Figura 39 y su fórmula para calcular
su nuevo valor es la Ecuación 6:




Figura 39. Función de activación sigmoide.
Fuente: Dorofki y col. (2012). Comparison of Artificial Neural Network Transfer Functions
Abilities to Simulate Extreme Runoff Data. (p. 40)
Un dato curioso de esta función relacionado con la regresión logı́stica es que el
nombre de esta última no deriva de una regresión. Por el contrario, se debe a que,
al principio de la neurona, se realiza una combinación lineal muy parecida a una
regresión lineal y después se aplica la función logı́stica o sigmoide. De ahı́ el origen
del nombre (IArtificial.net, 2019a).
◦ Regresión Logı́stica: Como se mencionó antes, es similar a un modelo de
regresión lineal, pero está adaptado para modelos en los que la variable de-
pendiente es dicotómica, es decir, presenta solo dos posibles valores. Resulta
muy útil para los casos en los que se desea predecir la presencia o ausencia de
una caracterı́stica o resultado según los valores de un conjunto de predictores
(IBM, 2019). Su función de coste que se optimiza con gradiente descendiente







[−yi ∗ log(hθ (xi))− (1− yi)∗ log(1−hθ (xi))] (7)
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Donde:
hθ (xi) = función sigmoide de θ T x
θ = vector de longitud theta para j=0,1,2,3...n
x = matriz de entradas
y = vector de salidas
La primera parte de la ecuación está conformada por el logaritmo de la proba-
bilidad de éxito y la segunda, por la de fracaso.
◦ Gradiente descendiente: Es un método de optimización numérica para esti-
mar los mejores coeficientes, fundamental en Deep Learning para entrenar re-
des neuronales y en muchos casos, para la regresión logı́stica. A través de una
función E(W), proporciona el error que comete la red en función del conjunto
de pesos sinápticos W. El objetivo del aprendizaje será encontrar la configura-
ción de pesos que corresponda al mı́nimo global de la función de error o coste
(Bertona, 2005).
En general, la función de error es una función no lineal, por lo que el algoritmo
realiza una búsqueda a través del espacio de parámetros que, se aproxime de
forma iterada a un error mı́nimo de la red para los parámetros adecuados, como
se aprecia en la Figura 40 (Sancho Caparrini, 2017).
Figura 40. Ilustración del algoritmo gradiente descendiente.
Fuente: Sancho Caparrini (2017). Entrenamiento de Redes Neuronales: mejorando el Gra-
diente Descendiente.
El Descenso del Gradiente, como también se le conoce, es el algoritmo de
entrenamiento más simple y también el más extendido y conocido. Solo hace
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uso del vector gradiente, y por ello se dice que es un método de primer orden
(Sancho Caparrini, 2017). Un gradiente es la generalización de la derivada.
Matemática, la derivada de una función mide la rapidez con la que cambia el
valor de esta, según varié el valor de su variable independiente. La gradiente se
calcula con derivadas parciales, por lo que al actualizar los coeficientes W para







Donde: α = ratio de aprendizaje
Este ratio controla el tamaño de la actualización. Si este es demasiado grande,
será más difı́cil encontrar los coeficientes que minimicen la función de coste o
error; la actualización de W es proporcional al gradiente; y se usa la resta para
ir en dirección opuesta al gradiente como en la Figura 41.
Figura 41. Actualización de pesos W con el algoritmo.
Fuente: IArtificial.net (2019b). Método del Gradiente Descendiente.
◦ Propagación hacia atrás: También conocido en inglés como Backpropaga-
tion, es un método que consta de dos fases: en la primera se aplica un patrón,
el cual se propaga por las distintas capas que componen la red hasta producir la
salida de la misma. Luego, esta se compara con la salida deseada y se calcula
el error cometido por cada neurona de salida. Estos errores se transmiten ha-
cia atrás, partiendo de la capa de salida, hacia todas las neuronas de las capas
intermedias [Fritsch, 1996] (Bertona, 2005). La actualización iterativa de los
pesos que el algoritmo propone es mediante la Ecuación 9:
Wji(t +1) =Wji(t)+ [αδp jyp j +β∆Wji(t)] (9)
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siendo δp j =






f ′j(h j) si j es una neurona oculta
Figura 42. Capa oculta simple MLP con propagación hacia atrás.
Fuente: IArtificial.net (2019b). Método del Gradiente Descendiente.
Para entender mejor la teorı́a y la fórmula de actualización de pesos, se seguirá
el siguiente ejemplo del conjunto de redes de la Figura 43.
Figura 43. Redes neuronales de ejemplo.
Fuente: A Not So Random Walk (2019). Backpropagation Example With Numbers Step by
Step.
Se tiene una red neuronal con tres nodos de entradas (x1=1, x2=4 y x3=5) con
dos pesos respectivos cada una (W1=0.1 y W2=0.2 para x1; W3=0.3 y W4=0.4
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para x2; W5=0.5 y W6=0.6 para x3), dos capas ocultas (h1 y h2) con dos peso
cada una (W7=0.7 y W8=0.8 para h1; W9=0.9 y W10=0.1 para h2) y dos nodos
de salida (O1 y O2).
El proceso normal para calcular el valor del nodo final se da, tanto con los
nodos de entrada y los de capa oculta, mediante la sumatoria de producto
de cada peso con su valor, es decir, mediante la fórmula de las RNA ini =
∑
n
j=0Wj,i ∗a j +b j,i, al mismo tiempo que devuelve un valor del error cometido
(Viera Balanta, 2013). Este último se calcula mediante la Ecuación 10:
Ek = (Tk−Ok)∗Ok ∗ (1−Ok) (10)
Donde:
Tk = salida correcta de cada nodo de salida
Ok = salida actual que cada nodo genera
Con estos errores, se retrocede hacia la capa oculta y se procede a calcular los
nuevos pesos para sus nodos. Esto se realiza mediante la Ecuación 11:
Wjk =Wjk +L∗Ek ∗O j (11)
Donde:
Wjk = peso a actualizar para cada nodo de la capa oculta (W7, W8, W9 y W10)
L = porcentaje de aprendizaje
O j = valor de los nodos que entrarán a las salidas
Estos nuevos pesos permitirán redefinir los errores de ambos nodos, con una
pequeña diferencia en su cálculo (Ecuación 12):
E j = O j ∗ (1−O j)∗∑Ek ∗Wjk (12)
El error de cada nodo de la capa oculta se obtiene multiplicando su valor por
su complemento por la sumatoria del producto de sus pesos y los errores de
los nodos de salida. Por ejemplo, para h1 serı́a Eh1 = h1 ∗ (1−h1)∗ (0.7∗O1+
0.8∗O2).
Finalmente, se retrocede hacia los nodos de entrada y se repite el mismo pro-
ceso para la actualización de sus pesos y errores.
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• Función tangente hiperbólica: Esta función está relacionada con una sigmoide
bipolar. Sin embargo, sus salidas estarán en el rango de -1 y +1. Para redes neu-
ronales, donde la velocidad es más importante que la forma de la función misma,
es recomendable usar esta. Se representa como en la Figura 44 y su fórmula para
calcular su nuevo valor es la Ecuación 13:
Figura 44. Función de activación tangente hiperbólica.
Fuente: Dorofki y col. (2012). Comparison of Artificial Neural Network Transfer Functions
Abilities to Simulate Extreme Runoff Data. (p. 40)




• Función puramente lineal (purelin): Se caracteriza porque su salida es igual a su
entrada debido a su linealidad. Normalmente se usa para obtener los mismos valores
de entrada. Se representa en la Figura 45 y se calcula mediante la Ecuación 14:
Figura 45. Función de activación puramente lineal.
Fuente: Dorofki y col. (2012). Comparison of Artificial Neural Network Transfer Functions
Abilities to Simulate Extreme Runoff Data. (p. 40)
a = n (14)
Predicción del estado de financiamiento de proyectos de tecnologı́a en sitio web de crowdfunding Kickstarter mediante
modelo de Aprendizaje Profundo Multimodal 63
• Función Unidad Lineal Rectificada (ReLU): Se caracteriza por conservar los va-
lores positivos y convertir los negativos de entrada en 0, con la finalidad de no
considerarlos en la siguiente capa de convolución (SitioBigData.com, 2019b). Si
bien tiene un buen desempeño en redes convolucionales y es muy usada para pro-
cesar imágenes, al no estar acotada pueden morirse demasiadas neuronas (Calvo,
2018b). Se representa en la Figura 46 y se calcula mediante la Ecuación 15:
Figura 46. Función de activación ReLU.
Fuente: Machine Learning for Artists (2019). Redes Neuronales.
f (x) = máx(0,x) =
0 para x < 0x para x≥ 0 (15)
Además de existir distintas funciones de activación, las redes neuronales artificiales se
clasifican según la topologı́a de red, siendo algunas de las más importantes (Calvo, 2017).
• Red Neuronal Monocapa – Perceptrón simple: Es la red neuronal más simple
ya que está compuesta solamente de una capa de neuronas que componen varios
nodos de entrada para proyectar una capa de neuronas de salida, como se aprecia en
la Figura 47. Esta última capa se calcula usando la misma Ecuación 4 que implica
la suma de productos de cada uno de los pesos de los nodos de entrada con sus
instancias, añadiéndole finalmente el sesgo, aquel que controla la predisposición de
la neurona a disparar un 1 o 0 independientemente de los pesos, para que el valor
resultante se le aplique la función de activación que ayudarán a modelar funciones
curvas o no triviales (Machine Learning for Artists, 2019).
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Figura 47. Ejemplo de perceptrón simple.
Fuente: Calvo (2017). Clasificación de redes neuronales artificiales.
• Red Neuronal Multicapa – Perceptrón multicapa: Con arquitectura similar al
perceptrón simple, con el añadido de contener capas intermedias entre la capa de
neuronas de entrada y la de salida, conocidas como capas ocultas, como en el ejem-
plo de la Figura 48.
Figura 48. Ejemplo de perceptrón multicapa.
Fuente: Calvo (2017). Clasificación de redes neuronales artificiales.
• Redes Neuronales Convolucionales (CNN): También conocidas por su nombre
en inglés Convolutional Neural Networks, se diferencia del perceptrón multicapa
en que cada neurona no necesita estar unida con todas las que le siguen, sino más
bien solo con un subgrupo de estas con el fin de reducir la cantidad de neuronas
necesarias para su funcionamiento, como se observa en la Figura 49 (Calvo, 2017).
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Figura 49. Ejemplo de red neuronal convolucional.
Fuente: Calvo (2017). Clasificación de redes neuronales artificiales.
Hoy en dı́a, las redes neuronales convolucionales tienen múltiples usos desde que
la idea fue concebida. Algunos de los problemas en las que pueden ser usados son
de clasificación de objetos, recuperación de imágenes, detección y segmentación de
objetos, distorsión y filtros de imágenes, por citar los ejemplos más comunes. El
modelo de CNN más conocido es “AlexNet” (2012) por ser uno de los pioneros en
clasificar imágenes (F.-F. Li y col., 2019).
En la Figura 50, se ilustran redes neuronales que dieron origen a la CNN. La pri-
mera imagen representa el Neocognitron introducido por Fukushima en 1980 como
modelo de red neuronal para el mecanismo de reconocimiento de patrón visual sin
la enseñanza de un “profesor”, mismo que en el año 1998 serı́a mejorado por Le-
Cun, Bottou, Bengio y Haffner al agregar un método de aprendizaje de gradiente
aplicado al reconocimiento de documento basado en la propagación hacia atrás y
representado en la segunda imagen (F.-F. Li y col., 2019).
(a) Modelo Neocognitron de Fukushima (1980) (b) Modelo LeNet-5 de LeCun (1998)
Figura 50. Modelos de redes neuronales que inspiraron a la CNN.
Fuente: F.-F. Li y col. (2019). Convolutional Neural Networks. (pp. 6, 15)
Estos modelos se inspiraron en el estudio de la información visual en la corteza
donde se ubican hasta 5 áreas. La primera, V1, contiene la información visual donde
sus neuronas se ocupan de caracterı́sticas visuales de bajo nivel, alimentando ası́ a
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otras áreas adyacentes. Cada una de ellas se encarga de aspectos más especı́ficos
y detallados de la información obtenida. La idea de su implementación es la de
solucionar el problema que surgen al escalar imágenes de mucha definición por
las redes neuronales ordinarias. Por ello, este tipo de redes trabajan modelando de
forma consecutiva piezas pequeñas de información para luego combinarlas en sus
capas más profundas (López Briega, 2016).
Su nombre deriva del concepto convolución. La convolución es un término en las
matemáticas usado como operador matemático que convierte dos funciones f y g
en una tercera función en donde la primera se superpone a una versión invertida
y trasladada de la segunda, ası́ como para denotar la distribución de la función de
probabilidad de la suma de dos variables independientes aleatorias. Esta se da por
la Ecuación 16 (Figueroa M., s.f.):
( f ∗g)(t) =
∫ t
0
f (t− τ)g(τ)dτ (16)
Donde el rango puede variar entre un conjunto finito (como en la fórmula desde 0
hasta un valor t) o uno infinito.
La estructura de las Redes Neuronales Convolucionales se constituye en tres tipos
de capas (López Briega, 2016).
◦ Capa convolucional (Convolutional Layer): Es la capa que hace distinta a esta
red de otros tipos de redes neuronales artificiales. Se aplica la operación de la
convolución, que recibe como entrada (input en inglés) a la imagen para luego
aplicarle un filtro (kernel en inglés), devolviendo un mapa de las caracterı́sticas
de la imagen original, logrando ası́ reducir el tamaño de los parámetros, como
se observa en la Figura 51.
Figura 51. Ejecución de la convolución en una entrada.
Fuente: López Briega (2016). Redes neuronales convolucionales con TensorFlow.
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Por ejemplo, en la anterior figura se tiene una imagen de entrada con dimen-
siones de 32 de alto, 32 de ancho y 3 de profundidad (32x32x3). A ella se le
aplica un filtro de dimensiones (5x5x3) que recorrerá toda la imagen para ex-
traer caracterı́sticas de cada pixel. Tanto la profundidad de la entrada como del
filtro siempre son iguales. El resultado de tomar un producto escalar entre el
filtro y un pequeño fragmento de 5x5x3 de la imagen es un número, generando
ası́ un mapa de activación de nuevas dimensiones (28x28x1). Por cada n filtros
aplicados a la entrada se generan n de estos mapas. Al final, la cantidad de ma-
pas de activación determinará una nueva imagen de n de profundidad, como en
la Figura 52.
Figura 52. Generación de una nueva imagen a partir de filtros.
Fuente: F.-F. Li y col. (2019). Convolutional Neural Networks. (p. 36)
Asimismo, cada vez que se aplica una convolución a una imagen, se aplicará
una función de activación como en la secuencia de la Figura 53.
Figura 53. Secuencia de varias capas convolucionales.
Fuente: F.-F. Li y col. (2019). Convolutional Neural Networks. (p. 38)
A nivel visual, en la Figura 54 se aprecia un ejemplo de los resultados de aplicar
varias convoluciones a una imagen.
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Figura 54. Extracción de caracterı́sticas a partir de convoluciones.
Fuente: F.-F. Li y col. (2019). Convolutional Neural Networks. (p. 39)
Finalmente, se calcula el volumen de la dimensión de la salida de la Figura 55
mediante la Ecuación 17:
 Se tiene una entrada de dimensiones (h∗w∗d).
 Se tiene un filtro de dimensiones ( fh ∗ fw ∗d).
Figura 55. Ejemplo de matriz de imagen de entrada y un filtro.
Fuente: Prabhu (2018). Understanding of Convolutional Neural Network (CNN) — Deep
Learning.
Volumen = (h− fh +1)∗ (w− fw +1)∗1 (17)
◦ Capa de reducción (Pooling Layer): Esta capa le sucede a la capa convolu-
cional (luego de aplicar la función de activación). Sirve principalmente para
reducir las dimensiones espaciales del volumen de la entrada (alto x ancho)
para la siguiente capa convolucional. Sin embargo, no afecta la profundidad de
la misma. Esta operación que realiza se le conoce también como “reducción
de muestreo” debido a que, si bien logra reducir las dimensiones para procesar
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mejor en la siguiente capa, también conlleva perder información. Por el con-
trario de lo que se piensa, además de reducir la sobrecarga del cálculo para las
siguientes capas, el modelo se beneficia también disminuyendo el sobreajuste.
Para determinar las dimensiones de la nueva imagen generada (siempre que sea
cuadrada como en la Figura 56) con esta capa, se aplica la Ecuación 18:
Figura 56. Dimensiones de una entrada y un filtro.






N = tamaño del lado de la imagen de entrada
F = tamaño del lado del filtro
S = número de desplazamiento de pixeles sobre la matriz de entrada
Si el paso es 1, los filtros se mueven a 1 pixel por vez, cuando si es 2, se mueven
a 2 pı́xeles (como en la Figura 57) y ası́ sucesivamente (Prabhu, 2018).
Figura 57. Paso de 2 pı́xeles por parte de un filtro.
Fuente: Prabhu (2018). Understanding of Convolutional Neural Network (CNN) — Deep
Learning.
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Si, por el contrario, se desea aplicar convolución a una imagen sin afectar sus
dimensiones luego de pasar por la capa de reducción, se construye bordes de
ceros de n pı́xeles. A este tamaño de borde se le llama Relleno (pad en inglés),





Existen diferentes tipos de reducción (Prabhu, 2018):
 Max Pooling: Toma el elemento más grande dentro del mapa de carac-
terı́sticas.
 Average Pooling: Toma el promedio de los elementos dentro del mapa de
caracterı́sticas.
 Sum Pooling: Toma la suma total de los elementos dentro del mapa de
caracterı́sticas.
◦ Capa totalmente conectada (Fully Connected Layer): Al final de las capas de
convolución y reducción, se usan redes completamente conectadas a cada pixel
considerando que cada uno como una neurona separada al igual que en una
red neuronal regular (López Briega, 2016). En esta capa, se aplana la matriz de
todas las caracterı́sticas obtenidas anteriormente a un vector y se alinea en una
capa completamente conectada a una red neuronal (Figura 58).
Figura 58. Aplanado de matrices luego de agrupar la capa.
Fuente: Prabhu (2018). Understanding of Convolutional Neural Network (CNN) — Deep
Learning.
Para concluir, en la Figura 59 se representa la arquitectura completa de una Red
Neuronal Convolucional resumiendo los conceptos anteriores.
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Figura 59. Arquitectura completa de una CNN.
Fuente: Prabhu (2018). Understanding of Convolutional Neural Network (CNN) — Deep
Learning.
• Redes Neuronales Recurrentes (RNN): También conocidas por su nombre en
inglés Recurrent Neural Networks, se caracterizan por no tener una estructura de
capas como se aprecia en la Figura 60, sino más bien por permitir conexiones entre
sus neuronas de manera arbitraria para crear temporalidad y que toda la red ob-
tenga memoria. Todo esto permite generar una red muy potente para el análisis de
secuencias, entre algunos ejemplos se mencionan el análisis de textos, sonidos o
video (Calvo, 2018a).
Figura 60. Ejemplo de red neuronal recurrente.
Fuente: Calvo (2018a). Definición de Red Neuronal Recurrente.
Máquina de Vectores de Soporte (SVM): Es un algoritmo usado para tareas de regre-
sión y clasificación, buscando un hiperplano en un espacio N-dimensional que clasifique
claramente los puntos de datos a partir de la distancia máxima entre los puntos de da-
tos de ambas clases. Para ello, maximiza la distancia del margen proporcionando cierto
refuerzo para que los puntos de datos futuros puedan clasificarse con más confianza,
permitiendo distinguir 2 clases, como se muestra en la Figura 61 (Gandhi, 2018).
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Figura 61. Hiperplano con dos clases separadas por una distancia m.
Fuente: Betancourt (2005). Las Máquinas de Soporte Vectorial (SVMs).
Este algoritmo tiene sus orı́genes en la década de los años 60 en Rusia, desarrollados por
Vapnik y Chervonenkis. Inicialmente se enfocó en el reconocimiento óptico de caracteres
(OCR). Más tarde, los clasificadores de Vectores de Soporte se volvieron competitivos
con los mejores sistemas disponibles en ese momento para resolver no solamente el an-
terior tipo de problema, sino también abarcar tareas de reconocimiento de objetos. En
1998, se publicó el primer manual de estos algoritmos por Burges. Y debido a sus gran-
des resultados obtenidos en la industria, actualmente se usa con frecuencia en el campo
del aprendizaje automático (Smola & Schölkopf, 2004).
Los vectores de soporte hacen referencia a un pequeño subconjunto de las observaciones
de entrenamiento que se utilizan como soporte para la ubicación óptima de la superficie
de decisión (MathWorks, s.f.).
Una Máquina de Vectores de Soporte aprende la superficie decisión de dos clases distintas
de los puntos de entrada. Como un clasificador de una sola clase, la descripción dada por
los datos de los vectores de soporte es capaz de formar una frontera de decisión alrededor
del dominio de los datos de aprendizaje con muy poco o ningún conocimiento de los
datos fuera de esta frontera. Los datos son mapeados por medio de un kernel Gaussiano
u otro tipo de kernel a un espacio de caracterı́sticas en un espacio dimensional más alto,
donde se busca la separación máxima entre clases. Cuando es traı́da de regreso al espacio
de entrada, la función de frontera puede separar los datos en todas las clases distintas,
cada una formando un agrupamiento. Esta teorı́a se basa en la idea de minimización de
riesgo estructural (SRM), demostrando en muchas aplicaciones tener mejor desempeño
que otros algoritmos de aprendizaje tradicional como las redes neuronales para resolver
problemas de clasificación (Betancourt, 2005).
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Cabe mencionar que hay casos en que el conjunto de datos de dos clases puede ser sepa-
rables no necesariamente de forma lineal. En la Figura 62 se observan casos linealmente
y no linealmente separables, respectivamente.
(a) Linealmente separable (b) No linealmente separable
Figura 62. Ejemplo de separación de 2 clases.
Fuente: Betancourt (2005). Las Máquinas de Soporte Vectorial (SVMs).
Lo que se debe hacer para el primer caso es crear el hiperplano a través de una función
lineal w∗ z+b = 0 y, definido el par (w,b), separar el punto xi según la Ecuación 20:
f (xi) = sign(w∗ z+b) =
 1 yi = 1−1 yi =−1 (20)
Para el segundo caso, debido a su mayor complejidad, se puede introducir algunas varia-
bles no-negativas a la función del hiperplano para hallar su valor óptimo; o también es
viable utilizar una función kernel que calcule el producto punto de los puntos de entrada
en el espacio de caracterı́sticas Z, como se aprecia en la Figura 63.
Figura 63. Aplicación de un kernel para transformar el espacio de los datos.
Fuente: Betancourt (2005). Las Máquinas de Soporte Vectorial (SVMs).
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Árboles de Decisión: Representación visual de decisiones y toma de decisiones utilizada
en la minerı́a de datos para derivar una estrategia y alcanzar un objetivo particular. Se
dibuja boca abajo con su raı́z en la parte superior. Consta de nodos internos, los cuales se
subdividen en ramas o bordes y su contenido, las hojas o decisiones (Gupta, 2017).
Un árbol de decisión toma como entrada un objeto descrito a través de un conjunto de
atributos y devuelve una “decisión”. Estos pueden ser discretos o continuos. La salida
puede tomar cualquiera de estos dos tipos de valores; en el caso que aprenda una función
tomando valores discretos se le denominará clasificación, y en el caso que la función
sea continua será llamada regresión. En las clasificaciones booleanas, es decir de dos
valores o binaria, clasificará como verdadero (positivo) o falso (negativo). Para alcanzar
una decisión, el árbol desarrolla una serie de pruebas a través de sus nodos y las ramas
que salen del nodo son etiquetadas con los valores posibles de dicha propiedad. Además,
cada nodo hojas del árbol representa el valor que ha de ser devuelto si es alcanzado
(Russell & Norvig, 2004).
Por ejemplo, representando un ejemplo de este algoritmo, se ilustra en la Figura 64 para
decidir si se debe esperar por una mesa en un restaurante.
Figura 64. Ejemplo del algoritmo de árbol de decisión.
Fuente: Russell y Norvig (2004). Inteligencia Artificial: Un Enfoque Moderno. (segunda
edición). (p. 745)
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2.2.9 Procesamiento del Lenguaje Natural
El Procesamiento del Lenguaje Natural (Natural Language Processing (NLP) por su
nombre en inglés) es un campo interdisciplinario que combina lingüı́stica computacional, cien-
cias de la computación, ciencia cognitiva e inteligencia artifical. Investiga el uso de las compu-
tadoras para entender el lenguaje humano con el fin de realizar tareas útiles, ası́ como lograr
una interacción entre ambas partes. Algunas de estas tareas son, por ejemplo, reconocimien-
to de voz, comprensión del lenguaje hablado, sistemas de diálogo, análisis léxico, análisis de
sentimientos, entre otros (Deng & Liu, 2018).
Los autores Deng y Liu explican en su libro Deep Learning in Natural Language Pro-
cessing el desarrollo del estudio de este campo, separando desde una perspectiva histórica en 3
olas: el Racionalismo, el Empiricismo y el Aprendizaje Profundo.
El Racionalismo, nomenclatura establecida entre las décadas de los años 60s y 80s
de acuerdo a los argumentos por Noam Chomsky sobre la concepción del lenguaje humano,
se basa en el conocimiento de este último fijado por herencia genética y concebido desde el
nacimiento. Las primeras apariciones de la aplicación de este enfoque se remontan a la década
de los años 50s, donde Alan Turing, en los experimentos que se conocen como ”las pruebas de
Turing”, intentó simular conversaciones de lenguaje natural entre un humano y un computador
para generar respuestas similares a la de una persona con el fin de poder evaluar las habilidades
que ellas pueden alcanzar. Durante las décadas de los 70s y 80s, los sistemas de entendimiento
de lenguaje hablado y sistemas de diálogo se basaron en conjuntos de reglas, desarrollados por
la ingenierı́a de conocimiento experto.
El Empirismo, la segunda ola, se caracterizó por la explotación del cuerpo de texto
(data corpora) y su uso con Aprendizaje Automático. Esta idea plantea que la mente humana
comienza con operaciones de asociación, patrones de reconocimiento y generalización. Algu-
nos ejemplos son el Modelo Ocultro de Markov (HMM) y los modelos de traducción de IBM.
El Aprendizaje Profundo, la tercera y última ola, se basa en el uso de estas técnicas
para resolver problemas de Lenguaje Natural que el Aprendizaje Automático no puede lograr
para entrenar con grandes cantidades de datos, por ejemplo. Las más comunes son las Re-
des Neuronales Artificiales, debido a que su configuración permite personalizar la arquitectura
basada en múltiples capas e hiperparámetros para soportar el entrenamiento con volúmenes
considerables. Sin embargo, pese a sus ventajas, algunas de las limitaciones que presenta son
justamente este último detalle para lograr resultados estadı́sticos impresionantes, mucha capa-
cidad computacional, o habilidades pobres para entender las relaciones de inter-oracional como
frases o palabras progresivas dentro de una oración.
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Algunas técnicas de Aprendizaje Profundo utilizados actualmente para resolver pro-
blemas de NLP comprenden modelos anteriormente mencionados como las Redes Neuronales
Convolucionales (CNN) o las Redes Neuronales Recurrentes (RNN). A continuación, se de-
tallarán algunas de las más usadas, ası́ como las principales caracterı́sticas y diferencias de
ejemplos ya explicados bajo este contexto.
Redes Neuronales Convolucionales (Convolutional Neural Networks): Entre las técni-
cas de minerı́a de datos, se explicaron los conceptos y tipos de Redes Neuronales Artifi-
ciales, entre ellas, la actual mencionada. Se comentó que entre sus mayores usos se dan
actualmente en el tratamiento de imágenes, problemas de clasificación a partir de estas
y visión por computador. El ejemplo más popular fue ImageNet desarrollado por Yann
LeCun, informático reconocido por ser el fundador de este tipo de redes, para reconocer
objetos dentro de imágenes.
Sin embargo, también son utilizadas para problemas de clasificación de texto. Ronan
Collobert y Jason Weston fueron los pioneros de la aplicación de las CNN en tareas de
procesamiento de lenguaje natural, modificando y adaptando su arquitectura y paráme-
tros internos (U. Kamath y col., 2019). En la Figura 65 se ilustra la arquitectura de una
CNN para problemas de NLP.
Figura 65. Arquitectura de modelo CNN con 2 canales para una oración de ejemplo.
Fuente: Kim (2014). Convolutional Neural Networks for Sentence Classification. (p. 1747)
Una de las principales diferencias entre ambos tipos de aplicación es que las convolucio-
nes para imágenes son bidimensionales (2d) debido a que se desplazan a través de matri-
ces de 2 dimensiones (largo y ancho). Mientras que las convoluciones unidimensionales
(1d) son muy útiles para series de tiempo y operaciones de NLP por estar conformadas
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por vectores, aprendiendo ası́ patrones en la dimensión de secuencia (Rao & McMahan,
2019). En la Figura 66 se observa una comparación entre ambos tipos de convolución
según el tamaño de dimensión.
(a) Convolución 2d
(b) Convolución 1d
Figura 66. Diferencias entre convoluciones según su dimensión.
Fuente: MissingLink.ai (s.f.). Keras Conv1D: Working with 1D Convolutional Neural Net-
works in Keras.
En la anterior imagen, donde cada palabra codificada se representa por un vector, un
kernel de convolución de tamaño de 2 bloques (kernel size) recorre toda la oración con
paso (stride) de 1 bloque.
Para problemas de clasificación de texto como los que se considera en esta investigación
y en algunos antecedentes con contenido textual, el proceso de la arquitectura CNN de
manera general se basa en la Figura 67.
La idea general es básicamente formar vectores de palabras codificadas para generar una
matriz, la cual al ser recorrida por filtros de una dimensión determinada, se obtengan
mapas de caracterı́sticas para la siguiente entrada. De cada capa resultante, se agruparán
(pooling) según el criterio del usuario (puede ser valor máximo, mı́nimo, promedio, etc)
para generar nuevos vectores univariantes que serán concatenados y luego el valor final de
predicción regularizado entre un rango dependiendo de la función de activación asignada
para el problema (sigmoid para clasificación de 2 clases o softmax a partir de 3 clases).
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Figura 67. Arquitectura de modelo CNN para clasificación de oraciones.
Fuente: Zhang y Wallace (2017). A Sensitivity Analysis of (and Practitioners’ Guide to)
Convolutional Neural Networks for Sentence Classification. (p. 256)
Redes Neuronales Recurrentes (Recurrent Neural Networks): Este tipo de redes tam-
bién fue comentada brevemente en los tipos de redes neuronales más conocidas. Las
RNN son muy usadas incluso también en series de tiempo, ya que los datos para estas
casuı́sticas son secuencias, es decir, una colección ordenada de elementos. Para el caso
del lenguaje humano, en donde el habla es un conjunto de secuencia de palabras llama-
das fonemas, se busca predecir la siguiente palabra en una oración dada a partir de un
elemento dependiente, en este caso, las palabras previas (Rao & McMahan, 2019). Como
ejemplos de estos casos de uso más comunes se mencionan a los motores de búsqueda
en navegadores o sitios web, traductores, entre otros.
Según Brownlee (2017a), las RNN generalmente más usadas son los siguientes 3 tipos:
• RNN Simple (Elman Network o S-RNN): Son el tipo de redes neuronales recu-
rrentes más básicas, propuesto por Jeffrey L. Elman en 1990, cuya arquitectura
se caracteriza por la secuencia de elementos, como en la Figura 59. Las S-RNN
proporcionan resultados sólidos para el etiquetado de secuencias, ası́ como para el
modelado del lenguaje.
Predicción del estado de financiamiento de proyectos de tecnologı́a en sitio web de crowdfunding Kickstarter mediante
modelo de Aprendizaje Profundo Multimodal 79
La ecuación para representar un estado determinado en una RNN toma la siguiente
forma:
si = RSRNN(xi,si−1) = g([si−1;xi]W +b) (21)
Donde se observa que un estado depende de la información del estado previo.
• Memoria Larga a Corto Plazo (Long-Short Term Memory o LSTM): Este modelo
fue desarrollado para encargarse del problema de los gradientes que desaparecen de
la RNN Simple, que limitaba más adelante el entrenamiento de las RNN profundas.
Según el mismo autor, este problema surge debido a que los gradientes incluyen
la multiplicación repetida de la matriz W (de la Ecuación 21), haciendo que los
valores desaparezcan.
Esta arquitectura divide el vector de un estado observado si en dos mitades, donde
una es tratada como “celdas de memoria” y la otra es la memoria de trabajo. Las
del primer grupo tienen como función preservar la memoria, ası́ como también los
gradientes de error, a lo largo del tiempo. Son controladas mediante componentes
de puerta diferenciables, que son funciones matemáticas suaves simuladoras puertas
lógicas. En cada estado de entrada, se utiliza una puerta para decidir qué cantidad
de la nueva entrada se debe escribir en la memoria.
La arquitectura LSTM es actualmente la más exitosa dentro de las RNN. Un ejem-
plo de su representación puede ilustrarse en la Figura 68.
Figura 68. Arquitectura de una LSTM.
Fuente: X. Yuan y col. (2019). Nonlinear Dynamic Soft Sensor ModelingWith Supervised
Long Short-Term Memory Network. (p. 2)
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En donde x son las entradas, ct−1 y ct los estados de la celda, y ht−1 y ht las salidas.
Una variante muy útil de las RNN son las RNN Bidireccionales (Bidirectional RNN
o BiRNN). Mientras una red neuronal recurrente toma una palabra del pasado para
predecir el siguiente, las bidireccionales permiten mirar arbitrariamente lejos tanto
al pasado como al futuro dentro de una secuencia (Goldberg, 2017). La ventaja que
se logra a partir de estas caracterı́sticas es que, por ejemplo, el modelo puede identi-
ficar y discernir mejor en la predicción de la siguiente palabra en el caso de existir 2
o más secuencias idénticas (problema de reconocimiento de entidades nombradas)
al lograr conocer más información.
Ng (2018), fundador de Coursera, DeepLearning.AI, Landing AI y Google Brain,
explica lo anterior con el siguiente ejemplo como parte del curso Redes Neuronales
Recurrentes:
Sean las oraciones He said, “Teddy bears are on sale!” y He said, “Teddy Roosevel
was a great President!”, se desea saber si Teddy es parte del nombre de una persona.
El problema es que se cuenta con 2 oraciones cuya secuencia inicial de 3 palabras
resultan ser las mismas, pero con distinto panorama posterior a estas. Por ello, la
red es duplicada pero con orden de secuencia invertida y colocada en paralelo con
la original para que cada una de las nuevas capas conecten sus salidas con las pre-
existentes y originen una nueva predicción que toma información previa y posterior.
Bajo la misma premisa, pero con la oración de ejemplo The brown fox jumped over
the dog, se representa la arquitectura de una BiRNN en la Figura 69.
Figura 69. Representación de arquitectura BiRNN de la palabra jumped en la oración.
Fuente: Goldberg (2017). Neural Network Methods for Natural Language Processing. (p.
171)
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Como parte de las BiRNN, se encuentra la LSTM Bidireccional (Bidirectional
LSTM o BiLSTM), mejora de la LSTM, que sobresale particularmente en la repre-
sentación de palabras en la secuencia junto con sus contextos, capturando la palabra
y las incontables posibilidades existentes a su alrededor (Deng & Liu, 2018).
• Unidad Recurrente Cerrada (Gated Recurrent Unit o GRU): Este modelo se de-
sarrolló con la intención de simplificar la LSTM debido a su complejidad. Al igual
que esta, consiste en un mecanismo de puertas pero en menor cantidad y sin un com-
ponente de memoria separada (ver Figura 70). La red GRU muestra ser efectiva en
modelamiento de lenguaje y máquina traductora (Goldberg, 2017).
Figura 70. Comparación entre arquitecturas LSTM y GRU.
Fuente: Phi (2018). Illustrated Guide to LSTM’s and GRU’s: A step by step explanation.
Sin embargo, al compararse los resultados entre estos 3 tipos de modelos, por lo
general el mejor desempeño tiene la LSTM (Brownlee, 2017a).
Modelo Secuencia a Secuencia (Sequence-to-Sequence Model o Seq2seq Model): Tam-
bién conocida como Encoder-Decoder (Codificador-Decodificador por su traducción al
español), es un tipo de generador de lenguaje natural (Natural Language Generation o
NLG) usado comúnmente para traducción (por ejemplo, Google Traductor). Se basa en
2 capas LSTM, en donde la primera es usada para codificar la oración de entrada en
un “vector de pensamiento”, y la otra para decodificar en una respuesta (ver Figura 71)
(Deng & Liu, 2018).
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Figura 71. Arquitectura de un modelo Seq2seq.
Fuente: Kostadinov (2019). Understanding Encoder-Decoder Sequence to Sequence Mo-
del.
El contenido textual que se usa en los modelos anteriores debe ser pre-procesada previa-
mente. El texto en sı́ no puede ser incluido tal cual en los modelos de Aprendizaje Automático
o Aprendizaje Profundo sin antes ser limpiado (Brownlee, 2017a). Python ofrece una librerı́a
para trabajar y modelar texto llamada Natural Language Toolkit o NLTK. Algunas de las fun-
ciones disponibles se encuentran separación de texto en oraciones, separación en palabras o
tokenización, eliminación de signos de puntuación, eliminación de palabras de parada (stop
words), reducción de palabras hacia su forma raı́z (stemming), retorno de palabras hacia su
base o forma diccionario (lemmatization).
Suprimir contenido como signos de puntuación, caracteres especiales, palabras de pa-
rada, enlaces web, entre otros, ayuda a reducir la cantidad de vectores innecesarios para las
representaciones de palabras que se utilizan en la fase de entrenamiento. Para ello, la secuencia
de entrada debe dividirse en tokens, que pueden ser una palabra, oración, párrafo.
NLTK ofrece más de una alternativa para la tokenización, como por ejemplo, Whites-
paceTokenizer (elimina espacios en blanco para separar palabras y signos de puntuación en una
oración, estos últimos no son independientes), TreebankWordTokenizer (separa palabras y sig-
nos de puntuación en una oración de manera independiente) y WordPunctTokenizer (funciona
igual que TreebankWordTokenizer pero no distingue contracciones en idiomas como el inglés).
La elección de alguna de estas depende del objetivo que busque el usuario. Asimismo, la reduc-
ción de palabras hacia su raı́z (llamada stem) permite suprimir los prefijos o sufijos agregados a
una palabra. Sin embargo, presenta problemas en formas irregulares, generando “No palabras”.
El retorno de palabras hacia su forma base (llamada lemma), por su lado, convertir palabras
conjugadas en distintas variantes de tiempo. Aún ası́, no todas las formas pueden ser reducidas.
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La finalidad de estos 2 últimos es reducir una palabra a su forma más primitiva (expresiones
regulares) para generar un diccionario homogéneo (Zimovnov, 2018).
Luego de la limpieza de texto, el nuevo conjunto de datos debe representarse como
vectores. Dentro de las modalidades más usadas para representación de palabras se encuentran:
Incrustación de palabra (Word Embedding): Es una representación aprendida para tex-
to en donde las palabras con el mismo significado tienen una similar representación. La
principal ventaja que presenta es la baja dimensionalidad de vectores a nivel computacio-
nal, ya que una palabra individual se representa como vectores de valor real en un espacio
vectorial predefinido, a diferencia de otros métodos de muy alta dimensionalidad como
la codificación en caliente (one hot encoding) o la bolsa de palabras (bag-of-words), en
donde distintas palabras presentan diferentes representaciones (Brownlee, 2017a).
Algunos de los algoritmos destacados de este grupo son:
• Capa de incrustación (Embedding Layer): Consiste en una incrustación de pala-
bras que aprende con un modelo de red neuronal. En esta capa, se especifica el
tamaño del espacio vectorial (dimensiones), donde los vectores inicializan con pe-
queños valores aleatorios. La capa se utiliza en el extremo frontal de la red, es decir,
luego de la capa de entrada, y es ajustada de forma supervisada mediante el algorit-
mo de propagación hacia atrás. Puede recibir palabras codificadas, en donde cada
una se representa por un código, o codificación en caliente, la cual presenta mayor
dimensión. Si se utiliza un Perceptrón Multicapa (MLP), los vectores de palabras
son concatenados antes de entrar al modelo. En el caso se use una RNN, cada pa-
labra será tomada como una entrada en una secuencia (Brownlee, 2017a). Como se
observa en la Figura 72, la capa de incrustación toma como entrada a la matriz de
incrustación y la transforma en un vector tridimensional de n registros.
Figura 72. Ejemplo de funcionamiento de una capa de incrustación.
Fuente: Chengwei (2018). Simple Stock Sentiment Analysis with news data in Keras.
Predicción del estado de financiamiento de proyectos de tecnologı́a en sitio web de crowdfunding Kickstarter mediante
modelo de Aprendizaje Profundo Multimodal 84
• Palabra a vector (Word2Vec): Se trata de un método estadı́stico, desarrollado en
el 2013 por Tomas Mikolov, cuya finalidad es de aprender eficientemente una in-
crustación de palabras independientes de un corpus de texto, incluso si este y sus
dimensiones son más grandes. En este trabajo se involucró el análisis de los vec-
tores aprendidos y la exploración de la matemática vectorial para representar pala-
bras. Para entender estos conceptos, se ilustra bajo el ejemplo de la analogı́a “Rey
es a Reina como hombre es a mujer”, en donde se evidencia la relación sintáctica y
semántica capturada por su proximidad vectorial (Brownlee, 2017a). La Figura 73
grafica las palabras relacionadas en un espacio vectorial gracias al algoritmo.
Figura 73. Incrustaciones de palabras por Word2Vec.
Fuente: Bujokas (2020). Creating Word Embeddings: Coding the Word2Vec Algorithm in
Python using Deep Learning.
• Vectores globales para representación de palabra (GloVe): Es un algoritmo de
aprendizaje no supervisado para obtener representaciones vectoriales de palabras.
Es una extensión del método Word2Vec, desarrollado en 2014 por Jeffrey Penning-
ton como proyecto de código abierto en la Universidad Stanford. Las representacio-
nes de palabras del modelo de espacio vectorial clásico se desarrollaron utilizando
técnicas de factorización matricial como el Análisis semántico latente (LSA), con
el cual combina sus caracterı́sticas de aprendizaje adoptadas de Word2Vec, logran-
do un modelo de aprendizaje con mejor performance para incrustación de palabras
(Pennington y col., 2014a). GloVe dispone en su web distintos vectores de pala-
bras pre-entrenados, entre ellas, un vocabulario de más de 400 mil palabras, hasta
4 opciones de matrices con distintas dimensiones, y 6 billones de tokens extraı́dos
de Wikipedia (2014) y Gigaword (5ta edición) de la Universidad de Pensilvania,
ası́ como datas públicas extraı́das de mayor tamaño. La Figura 74 ilustra ejemplos
de palabras relacionadas en un espacio vectorial gracias al algoritmo. La relación
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semántica (palabras clasificadas en un mismo grupo) entre ellas se aprecia por la
cercanı́a en su el eje Y. Mientras que aquellos señalados con lı́neas horizontales en
su eje X se encuentran asociadas por analogı́as, como por ejemplo, género, geolo-
calización, compañı́a, grados del adjetivo, entre otros.
(a) hombre - mujer (b) compañı́a - CEO
(c) comparativo - superlativo (d) ciudad - código postal
Figura 74. Incrustaciones de palabras por GloVe.
Fuente: Pennington y col. (2014b). GloVe: Global Vectors for Word Representation.
Bolsa de palabras (Bag-of-Words o BoW): Consiste en una forma de extraer caracterı́sti-
cas de textos implicando un vocabulario de palabras conocidas y una métrica de presencia
de éstas. Se le denomina Bolsa de palabras ya que no considera el orden o la estructura de
las palabras dentro del documento, sólo se enfoca en conocer su presencia. El algoritmo
relaciona la similitud entre documentos si tienen contenido similar (Brownlee, 2017a).
Por ejemplo, en la Figura 75 el algoritmo cuantifica la frecuencia cada palabra individual
dentro de un documento sin importar su orden. De esta manera, los relaciona a partir de
su recurrencia en todos ellos.
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Figura 75. Ejemplo de funcionamiento de bolsa de palabras.
Fuente: V. Zhou (2019). A Simple Explanation of the Bag-of-Words Model.
Frecuencia del término - Frecuencia inversa del documento (TF-IDF): Es un algorit-
mo que también contabiliza palabras pero que resaltan aquellas más significativas para
calcular sus pesos correspondientes. Se compone por la frecuencia que una palabra apa-
rece en un documento, y la frecuencia inversa del documento, el cual reduce la escala de
palabras que aparecen mucho en los documentos (Brownlee, 2017a).
Figura 76. Ejemplo de funcionamiento de TF-IDF.
Fuente: Brinton y Inouye (2020). Python for Data Science: n-grams and basic natural
language processing.
Su peso se calcula bajo la siguiente fórmula:
T F− IDF(n,d) = T F(n,d) ∗ IDF(n) (22)
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Donde:





n = número de documentos
d f(d,n) = frecuencia de documentos d que contienen el término t
2.3 Marco Conceptual
2.3.1 Crowdfunding
El financiamiento colectivo o crowdfunding es un sistema que, utilizando internet como
base de operaciones, busca generar una respuesta económica activa en el usuario (López-Golán
y col., 2017).
Combinando ideas de microfinanzas y crowdsourcing, el crowdfunding es la práctica
de financiar una empresa o un proyecto al recaudar muchas pequeñas cantidades de dinero
de un gran número de personas. Este mecanismo de financiamiento ha sido recibido por los
recaudadores de fondos, el público en general y los formuladores de polı́ticas. La industria de
crowdfunding ha crecido rápidamente en los últimos años, ası́ como el crecimiento exponencial
del número de plataformas de crowdfunding, el número de proyectos expuestos allı́ y el número
de capital total recaudado en esos sitios web (Xuefeng & Zhao, 2018).
La cantidad de grupos de crowdfunding varı́a según distintos autores. Según Hollas, se
clasifican en 4 modelos: basado en donaciones, recompensas, capital y deuda. Colgren reafirma
lo anterior con la variante de crédito en vez de capital y por su lado, Collins, préstamo por
deuda. Mientras que I. Lee y Shin solo consideran principalmente al crowdfunding basado
en recompensas, donaciones y capital. El crowdfunding basado en capital social se encuentra
actualmente limitado en los Estados Unidos debido a que la Regulación D de la Ley de Valores
de 1933 prohı́be la participación de muchos potenciales inversionistas y los obliga a tener un
ingreso anual mayor a $ 200,000 o más de $ 1 millón en patrimonio neto (Lichtig, 2015).
El modelo basado en donaciones se refiere a la recaudación de fondos a través de la
Web 2.0, en el cual los patrocinadores no esperan recompensas materiales a cambio sino más
bien una recompensa social. Por el contrario, el modelo basado en recompensas ofrece com-
pensación tanto material como inmaterial y representa hoy en dı́a el modelo de crowdfunding
más frecuente. Los financiadores, por un lado, pueden verse beneficiados de la venta anticipa-
da, recibiendo el proyecto o producto financiado antes de su publicación o entrada al mercado
al mejor precio. Los proyectos que pertenecen a esta categorı́a a menudo son organizaciones
sin fines de lucro (Kraus y col., 2016).
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Además de los tipos mencionados en el párrafo anterior, Collins también afirma que el
crowdfunding se puede dividir en 2 tipos de modelo de negocio (H.-D. Lee, 2019):
El modelo “Todo o Nada” (All-Or-Nothing (AON) en inglés), el cual un proyecto lo-
gra ser financiado si es que alcanza o sobrepasa la meta durante el periodo de campaña.
A partir de esto, el creador tiene como principal objetivo motivar a los patrocinadores.
En caso de no lograrse el cometido, los montos aportados al proyecto serán devueltos,
significando un riesgo menor para ellos. Esto, asimismo, permite evaluar a los dueños
las variables de la campaña para apostar por un algún cambio o decisión que le permita
encaminar al éxito del financiamiento. Hasta febrero del 2019, el ratio promedio de pro-
yectos financiados exitosamente en Kickstarter (considerando todas las categorı́as de la
plataforma) fue de 37%. Sin embargo, aunque parezca un indicador con baja performan-
ce, según la misma compañı́a, el 82% de los proyectos que alcanzan el 20% de su meta
son financiados exitosamente.
El modelo “Mantener todo” (Keep-In-All (KIA) en inglés), muy similar al anterior, con
la única diferencia que el creador del proyecto mantiene todo el dinero financiado después
de acabar el plazo de dı́as sin importar si alcanza o no la meta establecida. En contraste
con el modelo AON, este presenta un ratio menor de éxito. Asimismo, la plataforma de
crowdfunding de este tipo de modelo más popular es Indiegogo, que viene funcionando
desde el 2008.
Algunos factores clave, relacionados a la eficiencia del proceso y la retención de clientes
durante la campaña, que afectan a un crowdfunding exitoso son (H.-D. Lee, 2019):
Seleccionar una plataforma correcta. Esta normalmente depende de los objetivos reales
que busca el creador del proyecto durante la campaña. En el anterior punto se mencio-
naron las dos principales dirigidas a un tipo de modelo de negocio en particular cada
una.
Crear un proyecto atractivo. Las personas normalmente se motivan a contribuir económi-
camente por algún proyecto que sea de su interés. Para ello, deben ser fáciles de entender
en general.
Ofrecer diferentes opciones de recompensa. Estas pueden ir más allá de lo económico.
Influirá mucho el nivel de creatividad que tenga el creador para llamar la atención del
público.
Promocionar un video. Además del contenido que pueda tener un proyecto, ayuda mucho
el apoyo de material audiovisual que complemente o explique brevemente la descripción
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de este. Brinda una mejor impresión y además, para las generaciones más jóvenes, es
más útil que leer un enunciado extenso.
2.3.2 Kickstarter
Kickstarter, desde su inicio en 2009, es una plataforma de financiamiento de proyectos
creativos de todo tipo, los cuales incluyen pelı́culas, juegos, música, arte, diseño y tecnologı́a.
Actualmente, se han registrado más de 162 mil proyectos realizados, 16 millones de contribu-
yentes y 4,3 miles de millones de dólares fondeados (Kickstarter, s.f.-a). La plataforma utiliza
un modelo de financiamiento llamado “Todo o Nada” (AON), el cual consiste en que, si un
proyecto no alcanza su meta de financiamiento en un determinado plazo de tiempo, no se reali-
za ninguna transacción de fondos, como se explicó en el anterior punto (Kickstarter, s.f.-d). Si
bien los patrocinadores apoyan estos proyectos por motivos personales y distintos para hacerlos
realidad, ellos no obtienen la propiedad o los ingresos de los proyectos que financian, sino que
los creadores conservan la totalidad de su trabajo (Kickstarter, s.f.-f).
Figura 77. Ejemplo de proyecto vigente en Kickstarter.
Fuente: P. Chen (2012). The New Project Page.
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2.3.3 Proyecto
Un proyecto es un esfuerzo temporal que se lleva a cabo para crear un producto, ser-
vicio o resultado único. La naturaleza temporal de los proyectos indica un principio y un final
definidos, y que el propósito se alcanza cuando se logran los objetivos del proyecto o cuando
este es terminado por no cumplir sus objetivos, o cuando ya no existe la necesidad inicial que
dio origen al mismo (Project Management Institute, 2017).
A partir de este concepto enunciado por el PMI, se entiende que un proyecto parte de
una idea que un individuo o conjunto de individuos tienen en mente para convertirla en realidad
con el fin de responder a una necesidad.
En Kickstarter, los proyectos que pueden ser financiados deben pertenecer a las siguien-
tes categorı́as: Arte, Cómics, Artesanı́as, Baile, Diseño, Moda, Cine y vı́deo, Comida, Juegos,
Periodismo, Música, Fotografı́a, Publicaciones, Tecnologı́a, y Teatro. Cualquier tipo de perso-
na puede contribuir al mismo desde ser patrocinadores hasta formar parte de las principales
referencias (Kickstarter, s.f.-c).
Dentro de las normas internas de la plataforma para la creación de proyectos se espe-
cifica que cada proyecto debe resultar ser totalmente nuevo, original e innovador que pueda
ser compartido con el público, ası́ como haber sido presentados de forma honesta y clara. En
adición a esto, también se menciona que las recaudaciones que se darán no podrán ser otor-
gadas a obras benéficas sino cumplir con el objetivo de llevar a cabo el proyecto planteado, al
igual que está prohibido asimismo del ofrecimiento de incentivos financieros como resultado
(Kickstarter, s.f.-e).
2.3.4 Campaña
Una campaña puede abarcar diversos términos si es que se busca su concepto en fuentes
confiables como la Real Academia Española debido al alcance y empleabilidad del mismo. El
significado más próximo que la RAE enuncia sobre campaña es la de un “conjunto de actos
o esfuerzos de ı́ndole diversa que se aplican a conseguir un fin determinado” (Real Academia
Española, 2020). Para el actual contexto, el término se refiere especı́ficamente a la campaña pu-
blicitaria, la cual se define como una estrategia diseñada y ejecutada en diferentes medios para
obtener objetivos de notoriedad, ventas y comunicación de una determinada marca o producto
a través del uso de la publicidad (Cyberclic, s.f.).
En la plataforma de Kickstarter, existen personas que tienen ideas y proyectos en mente,
buscando financiarlos en el sitio web. Para lograr su objetivo y siguiendo la regla del “todo o na-
da”, estos individuos realizan eventos de promoción para atraer entre personas conocidas suyas
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y cibernautas en general. A esta serie de eventos de promoción se le conoce como campañas.
Las campañas exitosas se basan en que un determinado proyecto alcanza a ser financiado en el
tiempo estimado gracias a algunas de las siguientes caracterı́sticas (Kickstarter, s.f.-b):
Logran ser claros y concisos sobre lo que su proyecto busca alcanzar al ser financiado. Se
definen bien las caracterı́sticas del proyecto mediante detalles en la descripción, videos e
imágenes precisas.
Indican los beneficios y recompensas que los patrocinadores obtendrán si es que la cam-
paña es exitosa y el proyecto se financia.
Atrae e interactúa con una gran cantidad de público, manteniendo constante comuni-
cación acerca de actualizaciones y novedades de la campaña y resolviendo dudas que
puedan darse.
Se estiman costos de manera eficiente que pueden ser solventados para cubrir más allá
del proyecto una vez financiado, incluido los que se originan para la entrega del producto
a los patrocinadores. Se logra convencerlos.
El autor A. Yu (2017) también complementa lo anterior con las siguientes estrategias
para empezar a realizar la campaña:
Además de estimar los costos, se debe contar con un buffer en caso ocurra un imprevisto.
Se puede determinar la meta a través de la fórmula (Gastos + Buffer) x Alcance.
Un proyecto con video tiene 50% de chance de tener éxito. El promedio de su duración
deberı́a ser de 3.38 minutos, aunque el público presta más atención hacia aquellos que
duran poco. El vı́deo debe contener y responder las siguientes preguntas:
• ¿Qué hace memorable al proyecto?
• ¿Cómo se verá el proyecto?
• ¿Por qué se está creando el producto?
• ¿Por qué se necesita?
• ¿Por qué es importante que el proyecto exista?
• ¿Por qué se debe ser creador?
• ¿Por qué deben escoger la compañı́a?
• ¿Cómo se proveerá una solución?
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• ¿Cómo funciona la solución?
Es importante destacar las estadı́sticas del problema que se piensa resolver al inicio del
video ya que el primer minuto resulta ser el lapso de tiempo que más capta la atención
del público. Se recomienda también tener buen audio e iluminación.
La descripción deberá ser un resumen de los puntos más relevantes del producto. Se debe
mencionar una breve introducción del proyecto, cómo funciona, quiénes son el públi-
co objetivo, el proceso que se siguió en el desarrollo, detalles y especificaciones, y un
cronograma e hitos.
Las imágenes deben comunicar cómo lucirá el proyecto. Esta prueba convencerá a más
de una persona en querer invertir en el proyecto. Las imágenes a veces atraen más a las
personas que no gustan leer la descripción completa del proyecto.
Al basarse en un modelo de crowdfunding en recompensas, los patrocinadores esperan un
beneficio por parte del proyecto una vez este logre alcanzar su financiamiento. El núme-
ro ideal de recompensas puede ser entre 5 y 7. Una recompensa en promedio de $100
es la que genera más dinero. Las recompensas pueden ser de cuatro tipos: el producto
en sı́ mismo entregado hacia los patrocinadores antes que este salga al mercado, recono-
cimientos en la página web y acceso hacia actualizaciones, recuerdos y certificados de
membresı́a, y nuevas experiencias como visita a los desarrolladores en sus estudios.
Adicional a estos puntos, se descubrió en una investigación con más de 27 mil proyectos
en Kickstarter que, a pesar que el número de proyectos iniciados por varones es dos veces más
que de mujeres, el ratio de éxito de financiamiento es mayor en ellas. Esto debido a que las
creadoras, en general, establecen objetivos más realı́sticos y con un tiempo lı́mite más bajo
para cumplir sus objetivos, transmitiendo ası́ calidad y confianza para que los inversores actúen
más rápido (Ullah & Zhou, 2020).
Otro factor clave es el rol importante de los patrocinadores en el éxito de un proyecto
financiado. Sus principales motivaciones vienen dadas a factores como las recompensas por el
aporte económico al proyecto, el nivel de innovación que este ofrece, la participación social
que se logre captar, entre otros. Podrı́an clasificarse estas motivaciones en 6 grupos: interés,
diversión, filantropı́a, recompensa, relación y reconocimiento. El resultado, 4 tipos de patro-
cinadores: los angelicales (donantes tradicionales), cazadores de recompensas (inversores del
mercado), ávidos fanáticos (apasionados como los miembros de una comunidad de marca) y
ermitaños de buen gusto (fanáticos discretos pero entusiastas) (Tung & Liu, 2018).
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Capı́tulo III: Metodologı́a de la Investigación
3.1 Diseño de la investigación
En esta sección del documento se explica cuál fue el diseño, el tipo y el enfoque del
trabajo de investigación, ası́ como también la población y la muestra.
3.1.1 Tipo de la investigación
Para determinar el tipo de la investigación, primero fue necesario definir el actual tra-
bajo como Diseño Experimental ya que, según Hernández Sampieri y col. (2014) en su libro
Metodologı́a de la Investigación, se pretende establecer el posible efecto de una causa que se
manipula. Dentro de esta categorı́a se clasifica como Diseño Experimental Puro, ya que se ma-
nipuló intencionalmente más de una variable independiente (fueron agregadas y/o removidas)
con la finalidad de medir el efecto que estas generan en la variable dependiente, el estado final
de financiamiento de un proyecto de tecnologı́a en Kickstarter.
3.1.2 Enfoque de la investigación
El presente trabajo tuvo un enfoque cuantitativo ya que, según Hernández Sampieri
y col. (2014) en su libro Metodologı́a de la Investigación, este enfoque utiliza la recolección de
datos para probar hipótesis con base en la medición numérica y el análisis estadı́stico, con el
fin de establecer pautas de comportamiento y probar teorı́as. Esto se refleja en los 10 pasos del
proceso cuantitativo descritos por el anterior autor y que fueron aplicados en la investigación,
desde la concepción de la idea hasta la elaboración del reporte de resultados.
3.1.3 Población
La población fueron todos los proyectos de la web de crowdfunding Kickstarter.
3.1.4 Muestra
La muestra fueron 27,251 proyectos, incluyendo exitosos y fracasados, de la categorı́a
Tecnologı́a, de la web de crowdfunding Kickstarter, entre los periodos 2009 y 2019. Como
se mencionó en el Capı́tulo I, el criterio de la elección de esta categorı́a se debe a su bajo
ratio de éxito de financiamiento en promedio durante los periodos mencionados, los cuales se
consideraron hasta el 2019 dado que tomar el año 2020 incurrirı́a en la distorsión del ratio por
la coyuntura de la pandemia del Covid-19.
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3.1.5 Operacionalización de Variables
En la Tabla 2 se presenta la operacionalización de variables para la investigación.
Tabla 2
Matriz de operacionalización de variables.
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El trabajo busca resolver el problema de clasificación del estado final de financiamiento
de un proyecto implementando un modelo de Aprendizaje Profundo Multimodal.
Como se explica en la subsección 2.3.3, un proyecto de Kickstarter presenta 5 cate-
gorı́as de acuerdo al logro del objetivo de su meta. Dado que se busca predecir si llegará a
ser financiado o no, el estudio se delimita a exitoso o fracasado. Para determinar este valor, y
según la polı́tica “Todo o Nada” de la plataforma explicado en la subsección 2.3.2, un proyecto
es determinado como exitoso cuando el monto contribuido al culminar el tiempo de vida de su
campaña logra ser mayor o igual a su meta estimada. De lo contrario, es un proyecto fracasado.
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El modelo propuesto, alimentado de 3 modalidades independientes presentes en cada
campaña de Kickstarter, comprende el ensamblaje de 3 modelos de Aprendizaje Profundo: un
modelo Perceptrón Multicapa (MLP), una Red Neuronal Convolucional (CNN) y un modelo
LSTM Bidireccional. Para estos 2 últimos, se trabajaron sus datos de entrada con técnicas de
Procesamiento de Lenguaje Natural que incluye desde el pre-procesamiento de los textos hasta
su conversión en vectores que finalmente fueron entrenados en sus respectivos modelos.
Por último, para poder evaluar la efectividad que este registrará al ser entrenado, su
desempeño será evaluado a través de métricas de clasificación de Minerı́a de Datos. Para la
investigación, las 5 métricas utilizadas fueron la exactitud, la precisión, el área bajo la curva
ROC, la sensibilidad y el puntaje F1, las cuales se describen en la Sección 3.3.2.
3.2 Técnicas de recolección de datos
Los conjuntos de datos recolectados para la investigación se componen de variables
cuantitativas (caracterı́sticas del proyecto como la meta de financiamiento, montos prometidos,
duración de la campaña y otros indicadores financieros) y cualitativas (descripción y comen-
tarios del proyecto). Para obtener los 3 principales datasets, se siguió el flujo de la Figura 78.
La base de datos de la metainformación fue construı́da luego de descargar un histórico público
de 10 años de la página web “Web Robots” y posteriormente pre-procesarla. Por el lado de
la descripción y comentarios de los patrocinadores, se usaron técnicas y herramientas de web
scraping a partir de los URLs de cada proyecto disponibles en la Metainformación.
Figura 78. Flujograma de la recolección de conjuntos finales de datos.
Fuente: Elaboración propia.
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Asimismo, para encontrar algunos de los papers con la información requerida más cer-
cana, se utilizaron keywords o palabras clave como crowdfunding, Machine Learning, Deep
Learning, prediction, Kickstarter, accuracy y projects.
3.3 Técnicas para el procesamiento y análisis de la información
3.3.1 Metodologı́a de implementación de la solución
Como se explicó en el punto 2.2.6 del Marco Teórico del presente trabajo, según Braulio
Gil y Curto Dı́az (2015), dentro de los sistemas de analı́tica de negocio, Big Data y Minerı́a
de Datos, tres de las metodologı́as más usadas son CRISP-DM, SEMMA y KDD. Los mismos
autores detallan en la Tabla 1 las caracterı́sticas que cada una presenta al compararse.
Para escoger la metodologı́a, se elaboró la Tabla 3 con el fin de comparar las utilizadas
por los autores en los antecedentes. 17 de los 18 autores implementaron sus propias metodo-
logı́as, las cuales de acuerdo a su similitud se agruparon en 8 grupos.
Tabla 3






Nombre de los pasos
CRISP-DM 1 6
– Comprensión del negocio.
– Comprensión de los datos.




Grupo A 2 6
– Formulación del problema.
– Recolección de datos.
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Grupo B 1 6
– Formulación del problema.
– Recolección de datos.




Grupo C 2 5
– Recolección de datos.
– Pre-procesamiento de datos.
– Selección de caracterı́sticas.
– Modelado.
– Evaluación.
Grupo D 3 5
– Formulación del problema.
– Recolección de datos.
– Pre-procesamiento de datos.
– Modelado.
– Evaluación.
Grupo E 3 5
– Recolección de datos.




Grupo F 3 4
– Recolección de datos.
– Pre-procesamiento de datos.
– Modelado.
– Evaluación.
Grupo G 1 4
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Grupo H 2 3




Si bien es cierto que de las 3 metodologı́as mencionadas por Braulio Gil y Curto Dı́az,
solamente 1 autor especifica en su investigación el uso de una de ellas, en este caso CRISP-DM
(Fernandez-Blanco y col., 2020), otros 3 autores (grupos A y B) en sus propias metodologı́as
siguieron secuencias de actividades que se encuentran comprendidas también dentro de esta
metodologı́a. Por su parte, los grupos C, F y H guardan cierta relación de semejanza con la me-
todologı́a SEMMA por comprender enfocarse más en el modeloado, ası́ como tener de primera
actividad el Muestreo y culminar con la evaluación de resultados, obviando la actividad de for-
mulación del problema. En el Anexo D se puede observar con más detalle las metodologı́as de
la Tabla 3 asignadas a la investigación correspondiente.
Además de lo anterior expuesto, algunas de las siguientes caracterı́sticas de acuerdo a
la literatura también influyeron en la elección de la metodologı́a CRISP-DM:
La metodologı́a seleccionada contempla entre sus fases la comprensión del negocio además
de la parte técnica que incluye el modelado y análisis de resultados. Esta guarda un rol
importante ya que en ella se define el inicio de todo el proceso para dar el alcance del
proyecto y definir objetivos que se buscan a partir de la Minerı́a de Datos y Big Data. La
formulación del problema se encuentra presente en el actual trabajo.
Ayuda a los responsables del proyecto y/o investigación en la planeación y toma de deci-
siones (fase Despliegue) a partir de los resultados obtenidos, reportando y convirtiéndolos
en oportunidades a considerar en los objetivos.
Evalúa en todo el proceso los datos y variables usadas con el fin de crear el mejor modelo.
Estas serán importantes para interpretar los resultados y tomar decisiones.
Respecto a las otras dos metodologı́as, ambas omiten en su primera iteración la formu-
lación del problema, la cual se encuentra presente en el actual trabajo. Por el lado de
KDD, si bien esta contempla 9 pasos durante su proceso, el objetivo de KDD en cada
uno de estos resulta ser más técnico, es decir, trabajar, seleccionar e interpretar métricas,
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variables, modelos, entre otros para obtener los mejores resultados más allá de conside-
rar el contexto y comprensión del negocio. De hecho, no existe alguna fase dedicada al
entendimiento del mismo.
Por otra parte, la metodologı́a SEMMA se basa, como su nombre lo indica, en la selec-
ción, exploración y modelado de grandes cantidades de datos para descubrir patrones de
negocio desconocidos. Sin embargo, al limitarse a 5 fases comenzando con la fase de
muestreo, no hace hincapié en la comprensión del negocio, sino más bien comienza con
el procesamiento de datos para la construcción del modelo.
Cada una de las fases de la metodologı́a seleccionada se detalla en la Figura 79.
Figura 79. Metodologı́a de la investigación.
Fuente: Elaboración propia
Durante el proceso de la implementación de la metodologı́a, en donde se decidió cons-
truir un modelo de Aprendizaje Profundo Multimodal (utilizado por R. S. Kamath y Kamat
(2018), Jin y col. (2019), y Cheng y col. (2019)), de acuerdo a la literatura, se analizaron las
siguientes posibles modalidades que se tomarı́an en cuenta para la investigación:
Metainformación: K. Chen y col. (2013), Mitra y Gilbert (2014), M. Zhou y col. (2015),
S.-Y. Chen y col. (2015), Beckwith (2016), Y. Li y col. (2016), H. Yuan y col. (2016),
Sawhney y col. (2016), Kaur y Gera (2017), R. S. Kamath y Kamat (2018), P.-F. Yu y col.
(2018), Jin y col. (2019), Cheng y col. (2019), Fernandez-Blanco y col. (2020).
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Descripción del proyecto: Mitra y Gilbert (2014), M. Zhou y col. (2015), H. Yuan y col.
(2016), Sawhney y col. (2016), R. S. Kamath y Kamat (2018), S. Lee y col. (2018), Jin
y col. (2019), Cheng y col. (2019), L.-S. Chen y Shen (2019), Chaichi y Anderson (2019).
Comentarios en la campaña: S.-Y. Chen y col. (2015), Y. Li y col. (2016), S. Lee y col.
(2018), Jin y col. (2019), Shafqat y Byun (2019).
Actualizaciones y/o recompensas: M. Zhou y col. (2015), S. Lee y col. (2018).
Contenido audiovisual (imagen y/o video del proyecto): Cheng y col. (2019).
De las anteriores modalidades, las actualizaciones no representan un cambio significa-
tivo ya que consisten en agregar o desagregar contenido textual o modificar recompensas en la
campaña. Por el lado del contenido audiovisual, además de no presentarse en todas las cam-
pañas, para el caso particular de la categorı́a Tecnologı́a no se encontró un patrón entre sus
imágenes que pueda ser de utilidad, como se presenta en el trabajo de tesis de pregrado del
presente investigador (Puente, 2019).
Finalmente, fueron seleccionadas las modalidades de metainformación, descripción del
proyecto y comentarios, para este último considerando solamente expresados por patrocinado-
res. Las 2 primeras se localizan en la sección principal de la campaña, mientras que la tercera
se ubica en su sección respectiva, como se puede apreciar en la Figura 80.
Figura 80. Marco de trabajo del prototipo final.
Fuente: Elaboración propia
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3.3.1.1. Comprensión del negocio
En la primera fase, se definió el problema a partir de comprender el contexto de la
investigación. A partir de aquı́, se formularon los objetivos y requerimientos que se espera
lograr en el proyecto. La lista de actividades y tareas se presenta en la Tabla 4.
Tabla 4




Definición de los problemas,
objetivos e hipótesis genera-
les y especı́ficos de la inves-
tigación.
– Identificar la realidad pro-
blemática del contexto.
– Definir los objetivos de la
investigación.
– Formular las hipótesis del
trabajo.
Desarrollar la literatura de la
investigación.
Selección de los antecedentes
y trabajos previos relaciona-
dos a la investigación.
– Buscar material académico
sobre las variables de la in-
vestigación.
– Buscar material académico
relacionado a la solución
de la realidad problemáti-
ca.
Definir metodologı́a de la in-
vestigación.
Definición de la metodologı́a
a implementarse en el estu-
dio.
– Evaluar metodologı́as de la
literatura.
– Seleccionar metodologı́a a
implementar en el trabajo.
Fuente: Elaboración propia
A continuación, cada actividad de la anterior tabla es detallada y se indican sus entre-
gables respectivos.
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Actividad 1: Definir problemas, objetivos e hipótesis
En esta actividad se detalla cómo se definieron los problemas, objetivos e hipótesis generales
y especı́ficos de la investigación a partir del estudio de la coyuntura en que se desenvuelve la
realidad problemática.
Entregable: Problemas, objetivos e hipótesis definidos.
Actividad 2: Desarrollar la literatura de la investigación
A partir de la definición de los objetivos, se realizó la búsqueda de fuentes, publicaciones,
libros, artı́culos y material académico relacionado al contexto del financiamiento colectivo,
sus caracterı́sticas y qué métodos se utilizaron para resolver problemas dentro del entorno.
Asimismo, se elaboró el marco teórico abordado en el estudio.
Entregable: Material académico y conocimientos obtenidos sobre el ambiente del crowd-
funding y la Inteligencia Artificial.
Actividad 3: Definir metodologı́a de la investigación
Luego de conseguir los recursos intelectuales suficientes y los trabajos previos para el desa-
rrollo de la investigación, se analizó cada antecedente y se compararon todas las metodologı́as
implementadas por cada autor. Al culminar con esta tarea, en base a la literatura y los proce-
sos más alineados al presente trabajo, se seleccionó la metodologı́a CRISP-DM como la mejor
opción.
Entregable: Metodologı́a de implementación de la solución.
3.3.1.2. Comprensión de los datos
La segunda fase abarcó tanto la recolección de los datos como el análisis estadı́stico de
estos para conocer un poco más sus caracterı́sticas. El conjunto total de datos utilizado para la
investigación consistió en la recolección de 27,251 proyectos tecnológicos de Kickstarter com-
prendidos entre los años 2009 y 2019, en 3 partes: metainformación, descripción y comentarios
(excluyendo los del creador) del proyectos.
Para ello, se elaboró una lista de actividades y tareas presentadas en la Tabla 5.
Tabla 5
Actividades de fase Comprensión de los datos.
Actividades Descripción Tareas
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Construir base de datos
de Metainformación.
Construcción de base de da-
tos que contenga las variables
de la campaña con excepción
del contenido textual (descrip-
ción, actualizaciones y comenta-
rios acerca del proyecto).
– Descargar conjuntos de da-
tos comprimidos de la página
Web Robots.
– Descomprimir archivos en
partes y fusionarlos en uno
solo según su mes.
– Fusionar archivos por mes,
realizar limpieza de datos y
generar base final.
Construir base de datos
de Descripción.
Construcción de base de datos
que contenga la descripción del
proyecto en la página principal
de la campaña.
– Identificar sección de descrip-
ción a partir de la búsqueda
del URL desde la base de da-
tos de Metainformación.
– Capturar información de sec-
ción identificada.
– Generar base final.
Construir base de datos
de Comentarios.
Construcción de base de datos
que contenga los comentarios de
los patrocinadores del proyecto
en su sección correspondiente.
– Identificar sección de comen-
tarios a partir de la búsqueda
del URL desde la base de da-
tos de Metainformación.
– Capturar información de sec-
ción identificada, excluyendo
comentarios y respuestas de
los creadores del proyecto.
– Generar base final.
Realizar análisis explo-
ratorio y estadı́stico de
variables considerados.
Análisis exploratorio y estadı́sti-
co de las variables disponibles
para cada modalidad.
– Describir distribución de los
datos y tendencias.
– Analizar existencia de correla-
ción entre variables.
Fuente: Elaboración propia
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A continuación, se detalla cada actividad y su entregable respectivo.
Actividad 1: Construir base de datos de Metainformación
De acuerdo a la Figura 78, en esta actividad se enfocó en la construcción de la base de datos
de la Metainformación desde la descarga de los conjuntos de datos comprimidos de la página
Web Robots hasta la generación del archivo final luego de limpiar los datos.
La 2 primeras tareas de la anterior tabla se resumen en el flujo de la Figura 81.
Figura 81. Proceso de obtención y preparación de datasets iniciales de Metainformación.
Fuente: Elaboración propia.
La siguiente fase de la actividad fue la selección de variables y limpieza de datos utili-
zando el software Alteryx Designer, el cual permite desarrollar flujos de trabajo para preparar,
unir y analizar volúmenes de datos complejos de distintas fuentes. Se ejecutó el flujograma
representado de forma resumida en la Figura 82.
Figura 82. Proceso resumido de generación de conjunto final de Metainformación.
Fuente: Elaboración propia.
Entregable: Conjunto de datos de Metainformación, que contiene 19 variables cuanti-
tativas y cualitativas para la muestra considerada.
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Actividad 2: Construir base de datos de Descripción
De acuerdo a la Figura 78, una vez generado el conjunto de datos de Metainformación descrito
en la anterior actividad, a partir de la variable urls se puede extraer la descripción de cada
proyecto, siguiendo el proceso del diagrama de flujo representado en la Figura 83.
Figura 83. Proceso de extracción de la descripción de un proyecto.
Fuente: Elaboración propia.
Entregable: Conjunto de datos de Descripción, que contiene la variable textual de des-
cripción del proyecto para la muestra considerada.
Actividad 3: Construir base de datos de Comentarios
De acuerdo a la Figura 78, y realizando el mismo ejercicio con Descripción, una vez generado
el conjunto de datos de Metainformación, a partir de la variable urls se pueden extraer los
comentarios de los patrocinadores por cada proyecto, siguiendo el proceso del diagrama de
flujo representado en la Figura 84.
Entregable: Conjunto de datos de Comentarios, que contiene la variable textual de
comentarios de los patrocinadores, cada uno separado por autor y almacenados en conjunto en
una lista por proyecto, para la muestra considerada.
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Figura 84. Proceso de extracción de comentarios de un proyecto.
Fuente: Elaboración propia.
Actividad 4: Realizar análisis exploratorio y estadı́stico de variables considerados
En esta actividad, las variables de los 3 conjuntos finales de datos se describen en distribución
de gráficos de barras, diagramas de cajas y bigotes y análisis de correlaciones de variables para
la Metainformación; y nubes de palabras para la Descripción y Comentarios.
Entregable: Gráficos estadı́sticos de Metainformación, Descripción y Comentarios.
3.3.1.3. Preparación de los datos
En el anterior paso, se logró analizar estadı́sticamente las tendencias y distribuciones de
cada variable según su respectiva modalidad. En esta etapa, como se detalla en la Tabla 6, las
variables observadas fueron pre-procesadas con la finalidad de incluir datos homologados que
no afecten negativamente el rendimiento de los modelos.
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Tabla 6
Actividades de fase Preparación de los datos.
Actividades Descripción Tareas
Pre-procesar base de datos de
Metainformación.
Pre-procesamiento de las va-
riables actuales y adiciona-
les luego de evaluación de su
comportamiento entre ellas.
– Añadir más variables cuan-
titativas según literatura.
– Evaluar comportamiento
de variables en conjun-
to utilizando matriz de
correlaciones.
– Armar grupos combinato-
rias potenciales de varia-
bles.
– Escalar variables a un mis-
mo rango.
Pre-procesar base de datos de
Descripción.
Pre-procesamiento de la va-
riable description.
– Realizar limpieza de datos
de los textos.
– Armar vocabulario de pala-
bras únicas.
– Transformar textos en vec-
tores de palabras.
Pre-procesar base de datos de
Comentarios.
Pre-procesamiento de la va-
riable comments.
– Realizar limpieza de datos
de los textos.
– Armar vocabulario de pala-
bras únicas.
– Transformar textos en vec-
tores de palabras.
Fuente: Elaboración propia
A continuación, se detalla cada actividad y su entregable respectivo.
Actividad 1: Pre-procesar base de datos de Metainformación
En esta actividad, antes de realizar el pre-procesamiento de las variables finales, se agregaron
algunas cuantitativas sugeridas en la literatura que no estaban consideradas inicialmente. Para
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evaluar correctamente el nuevo conjunto de variables, se realizó un nuevo análisis de correla-
ción y se armaron grupos de combinatorias de variables cuyos rendimientos serán medidos en
los siguientes pasos. Previamente a la evaluación, los subconjuntos de entrenamiento y prueba
divididos en 80% y 20% respectivamente (según H. Yuan y col. (2016), P.-F. Yu y col. (2018),
L.-S. Chen y Shen (2019), Mitra y Gilbert (2014) y Sawhney y col. (2016)) estratificados según
la variable state, se escalaron a un mismo rango para evitar un entrenamiento incorrecto.
Entregable: Conjuntos de datos pre-procesados de Metainformación.
Actividad 2: Pre-procesar base de datos de Descripción
Esta actividad se resume en la Figura 85, en donde se realizó desde la limpieza de los datos
textuales, eliminando palabras y partes de ellas que no aportan para el diccionario final que se
usará en la siguiente etapa, hasta la elaboración del vocabulario de palabras únicas, mayormente
sustantivos y verbos en su forma original, los cuales se les asignaron un código para poder
formar vectores de palabras y crear más adelante, las incrustaciones de palabras.
Figura 85. Proceso de limpieza de conjunto de datos de descripciones.
Fuente: Elaboración propia.
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Luego de separar, al igual que la Metainformación, los subconjuntos de entrenamiento
y prueba en 80% y 20% respectivamente estratificados según la variable state, se ejecutó el
proceso de la Figura 86 dividido en 2 partes.
(a) vectorización de palabras
(b) matriz de incrustaciones de palabras
Figura 86. Procesos de vectorización y creación de matriz incrustaciones de palabras.
Fuente: Elaboración propia.
La primera mitad corresponde a la transformación del texto, para los subconjuntos de
entrenamiento y prueba, de las descripciones en representaciones de vectores numéricos para
la fase de entrenamiento del modelo. De forma paralela, se creó una matriz de incrustaciones
de palabras que será parte de la capa de incrustaciones en la arquitectura del modelo.
Entregable: Descripciones representadas en secuencias de vectores numéricos y matriz
de incrustaciones de palabras.
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Actividad 3: Pre-procesar base de datos de Comentarios
Al igual que en el proceso de Descripción, se realizó la limpieza de los datos textuales si-
guiendo la misma secuencia de la Figura 84 para generar la representación de palabras de los
comentarios en vectores numéricos, con la diferencia de acotar el tamaño final de los vectores
debido a su extensa longitud al agruparse todos aquellos separados por autor. De igual manera,
para generar la matriz de incrustaciones de palabras, se repitió el proceso de la Figura 86.
Entregable: Comentarios representadas en secuencias de vectores numéricos y matriz
de incrustaciones de palabras.
3.3.1.4. Modelamiento
Al concluir la etapa del pre-procesamiento, las variables pudieron ser utilizadas para los
modelos de cada modalidad, que fueron diseñados siguiendo las actividades de la Tabla 7.
Tabla 7






para la modalidad Metainfor-
mación.
– Realizar benchmarking de
modelos utilizados en trabajos
previos.
– Diseñar arquitectura del mo-




Implementación de la Red
Neuronal Convolucional
(CNN) para la modalidad
Descripción.
– Realizar benchmarking de
modelos utilizados en trabajos
previos.
– Diseñar arquitectura del mo-
delo predictivo de acuerdo a
opción escogida.
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LSTM Bidireccional para la
modalidad Comentarios.
– Realizar benchmarking de
modelos utilizados en trabajos
previos.
– Diseñar arquitectura del mo-





lo de Aprendizaje Profundo
Multimodal.
– Realizar benchmarking de
modalidades utilizadas en
trabajos previos.
– Diseñar arquitectura del mo-
delo ensamblado apilado.
Fuente: Elaboración propia
Actividad 1: Desarrollar modelo predictivo de Metainformación
En esta actividad, se diseñó la arquitectura que se usó para la modalidad Metainformación. Para
ello, se realizó benchmarking sobre las propuestas de los autores enunciadas a continuación.
Perceptrón Multicapa (MLP): R. S. Kamath y Kamat (2018), P.-F. Yu y col. (2018),
Cheng y col. (2019).
Máquina de Vectores de Soporte (SVM): K. Chen y col. (2013), Beckwith (2016),
Sawhney y col. (2016).
Regresión Logı́stica: Mitra y Gilbert (2014), M. Zhou y col. (2015), Beckwith (2016),
Y. Li y col. (2016), Kaur y Gera (2017).
Regresión Log-logı́stica: Y. Li y col. (2016).
Bosques Aleatorios: S.-Y. Chen y col. (2015), H. Yuan y col. (2016), R. S. Kamath y
Kamat (2018).
Árboles de Decisión: Beckwith (2016), R. S. Kamath y Kamat (2018).
Naı̈ve Bayes: Beckwith (2016), R. S. Kamath y Kamat (2018).
Modelo Seq2seq: Jin y col. (2019).
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De acuerdo a los resultados de los autores citados, los modelos de Redes Neuronales
(MLP), SVM y Regresión Logı́stica tuvieron los mejores rendimientos en sus experimentos.
Dado que la investigación consistió en implementar un modelo de Aprendizaje Profundo Mul-
timodal, en donde se ensamblan modelos de Aprendizaje Profundo, se optó por el modelo
Perceptrón Multicapa para la Metainformación.
Para desarrollar la arquitectura del modelo Perceptrón Multicapa, se evaluaron meto-
dologı́as y estrategias utilizadas en la literatura, como la investigación de los autores P.-F. Yu
y col. (2018) y las 17 Reglas del Pulgar según Ranjan (2019).
De estas últimas reglas, se consideraron las siguientes 13:
El número de capas ocultas debe comenzar con 2, sin considerar la última capa.
El número de neuronas en capas intermedias debe seguir progresión geométrica de 2.
El número de nodos para la capa de salida de clasificación debe ser 1 si es clasificación
binaria, y el número de clases si se trata de una clasificación multiclase.
Usar la función de activación relu para las capas intermedias.
La función de activación para la capa de salida debe ser sigmoid para clasificación binaria
y softmax para clasificación multiclase.
Las capas de desactivación deben de ir después de cada capa, excepto luego de la capa
de entrada, y su ratio debe ser recomendable 0.5, aunque podrı́a usarse un menor valor.
Usar escaladores como MinMaxScaler, o StandardScaler si el anterior no funciona bien,
como método para pre-procesar los datos cuantitativos.
Usar la función train test split para separar la data en subconjuntos de entrenamiento y
prueba. En caso la data se encuentre desbalanceada, utilizar parámetro stratify con Y.
Balancear los pesos de las clases en caso la data se encuentre desbalanceada.
Usar Adam como optimizador con sus ratios por defecto de preferencia.
Utilizar binary crossentropy como función de pérdida para clasificación binaria y cate-
gorical crossentropy para clasificación multiclase.
Utilizar la métrica de exactitud (accuracy) para clasificación. En caso se tenga data des-
balanceada, se sugiere usar sensibilidad (recall) o ratio de falsos positivos.
Comenzar con 20 épocas y aumentar gradualmente en caso se perciba mejora de la exac-
titud y decrecimiento de la pérdida. Se recomienda entrenar con hasta 100 épocas.
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Por el lado de la metodologı́a seguida por P.-F. Yu y col., los investigadores determina-
ron el número de neuronas de la capa de entrada como el número de variables del conjunto de
datos, el número de neuronas en la capa de salida como el número de clases, y agregar una o
más capas lineales como capas ocultas entre la capa de entrada y la capa de salida. Se encon-
traron puntos de coincidencias con las Reglas del Pulgar en la función de activación como relu
para las capas ocultas, la función de activación sigmoid para la capa de salida en caso se presen-
te un problema de clasificación binario y softmax para un problema de clasificación multiclase,
utilizar de preferencia el optimizador Adam y aumentar el número de épocas de entrenamiento
en caso darse mejoras del rendimiento del modelo.
Entregable: Modelo Perceptrón Multicapa para modalidad Metainformación.
Actividad 2: Desarrollar modelo predictivo de Descripción
En esta actividad, se diseñó la arquitectura que se usó para la modalidad Descripción. Para ello,
se realizó benchmarking sobre las propuestas de los autores enunciadas a continuación.
CNN: Cheng y col. (2019).
LSTM: Jin y col. (2019).
Modelo Seq2seq: S. Lee y col. (2018).
Máquina de Vectores de Soporte o variantes: Sawhney y col. (2016), L.-S. Chen y
Shen (2019).
Regresión Logı́stica: Mitra y Gilbert (2014), M. Zhou y col. (2015).
LDA o variantes: H. Yuan y col. (2016), Sawhney y col. (2016).
De acuerdo a la anterior lista, los modelos como el LDA o Seq2seq requirieron pro-
cesadores de gama alta o pocos proyectos para ser entrenados debido a la complejidad de su
arquitectura. Por el lado de los modelos SVM y Regresión Logı́stica, al ser métodos de Apren-
dizaje Automático, se descartaron para la investigación dado a la imposibilidad de ser anexadas
a modelos de Aprendizaje Profundo. Finalmente, entre el modelo CNN y LSTM, se optó por
elegir el primero para la modalidad de descripción dado que este, el cual bajo una arquitectura
unidimensional puede ser aplicado para textos, solo necesita usar representaciones de textos en
vectores para clasificar un target, a diferencia del segundo método, el cual fue utilizado para la
modalidad de comentarios al tratarse estos de secuencias de palabras.
Para desarrollar el submodelo basado en una CNN, se siguieron los pasos utilizados
por Malik (2019) para diseñar la arquitectura, asignando el tamaño máximo de palabras de las
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descripciones como el número de neuronas de la capa de entrada, en este caso 3,671, fijando por
defecto 128 filtros para la capa de convolución unidimensional y tamaño de kernel 5, agregando
una capa de reducción (GlobalMaxPooling) luego de la capa de convolución y una capa densa
antes de la capa de salida de clasificación. La dimensión de la capa de incrustación fue 100
ya que la matriz asignada en este parámetro fue entrenada con el algoritmo GloVe de 100
dimensiones. Los parámetros establecidos para el número de neuronas de las capas intermedias
y funciones de activación de cada capa derivaron de las mismas estrategias empleadas para la
construcción del submodelo de Metainformación, siendo 64 el número de neuronas de la única
capa densa y utilizó la función tanh en vez de relu por presentar una mejor performance en el
entrenamiento. Ambos son opciones válidas para el problema de la desaparición de gradientes
según Brownlee (2019). Por último, la función de activación de la capa de salida, al igual que
el anterior modelo, fue sigmoid por ser clasificación binaria.
Ardi (2020), por su lado, coincide con el párrafo anterior, agregando una capa de apla-
namiento después de la capa de reducción y hasta 3 capas de desactivación entre la capa de
reducción y la capa de salida. Para el presente trabajo, las capas de desactivación no fueron
tomadas en cuenta ya que su inclusión no afectó notablemente el rendimiento del modelo en-
trenado, como se explica más adelante en el Capı́tulo V.
Entregable: Red Neuronal Convolucional para modalidad Descripción.
Actividad 3: Desarrollar modelo predictivo de Comentarios
En esta actividad, se diseñó la arquitectura que se usó para la modalidad Comentarios. Para
ello, se realizó benchmarking sobre las propuestas de los autores enunciadas a continuación.
LSTM: Jin y col. (2019), Shafqat y Byun (2019).
LDA o variantes: Shafqat y Byun (2019).
Modelo Seq2seq: S. Lee y col. (2018), Jin y col. (2019).
HAN: S. Lee y col. (2018).
Regresión Logı́stica: Y. Li y col. (2016), Kaur y Gera (2017).
Regresión Log-logı́stica: Y. Li y col. (2016).
Como se menciona en la anterior actividad, para el modelo predictivo de comentarios
se implementó un modelo de LSTM dado el comportamiento de esta modalidad basada en se-
cuencias de palabras. Además, se definió esta red como Bidireccional para que cada comentario
que se busque predecir pueda ser entrenado en ambas direcciones de la secuencia, es decir con
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palabras previas y posteriores en una oración, logrando ası́ encaminar de forma más efectiva
hacia su clasificación de estado de financiamiento.
En una primera instancia, se planeó considerar desarrollar un modelo LDA teniendo
como base el trabajo de Shafqat y Byun (2019). Sin embargo, tal y como los autores mencio-
nan, la complejidad de su arquitectura sumado a la poca cantidad de registros utilizados para
el entrenamiento (solo 600 proyectos) contrastan con las caracterı́sticas de la variable de co-
mentarios en esta investigación. Además, este tipo de redes neuronales recurrentes representa
una mejor opción para tratar problemas de secuencias de palabras ya que almacenan estados
previos para decidir el siguiente en un texto.
Para desarrollar el submodelo basado en una LSTM Bidireccional, al tratarse de un mo-
delo más complejo que un MLP o una CNN ya que está compuesto por compuertas y funciones
de activación pre-establecidas, según Malik (2019) se debe diseñar la misma arquitectura que
se utilizó para una CNN, con la diferencia de reemplazar desde la capa de convolución unidi-
mensional hasta la capa densa previa a la capa de salida por una capa LSTM con un número
de neuronas asignada por el usuario. Para mantener la relación con el modelo anterior también
basado en contenido textual, se asignaron 128 neuronas. Según Brownlee (2017b), con la fi-
nalidad de lograr mejores resultados luego del entrenamiento, se debe establecer la capa como
Bidireccional. Como resultado de este valor agregado, el número de neuronas se duplicó a 256
ya que la caracterı́stica de las RNN Bidireccionales es la búsqueda de un estado guardado pre-
via y posteriormente al estado actual, es decir, en 2 sentidos (ver ejemplo de Figura 69). La
longitud de la capa de entrada fue de 5,000, un valor fijado por el usuario ante el enorme costo
computacional que supone utilizar la longitud máxima de comentarios, como se definió en el
modelo de descripción. Estos detalles se explican más adelante en el Capı́tulo V. Por último, el
ratio de desactivación de su capa respectiva fue de 0.50 según una de las Reglas del Pulgar, la
dimensión de la capa de incrustación fue de 100 al igual que el anterior modelo y la función de
activación de la capa de activación continuó siendo sigmoid por ser una clasificación binaria.
Entregable: Modelo LSTM Bidireccional para modalidad Comentarios.
Actividad 4: Desarrollar modelo ensamblado apilado
En esta actividad, los modelos desarrollados por cada modalidad se ensamblaron luego de ajus-
tarse sus hiperparámetros a partir de los mejores resultados obtenidos. La apilación consistió en
cargar cada uno simultáneamente, y unir las predicciones de salida en una nueva capa. Debido
a esta acción, para entrenar el modelo de Aprendizaje Profundo Multimodal desarrollado se
necesitó unir en una lista los datos de entrada utilizados para las 3 modalidades, ya que estos
ingresan en simultáneo.
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De los 2 enfoques de modelos ensamblados de Aprendizaje Profundo explicados por
Brownlee (2018) en el Capı́tulo II, se implementó un modelo apilado integrado, ya que la otra
alternativa se basa en juntar las predicciones de distintos modelos para entrenar la unión en
un nuevo modelo. Además, la primera estrategia consiste en asignar todas las capas de los
modelos cargados como ((no entrenables)), con el fin de evitar que los pesos establecidos de
cada submodelo no se actualicen durante la fase de entrenamiento del modelo propuesto y
solamente ocurra para los pesos de la nueva capa oculta y la de salida, consiguiendo ası́ una
mejor clasificación a partir de la búsqueda de la mejor combinación de las predicciones de
cada modalidad. El autor también agrega una capa densa luego de la capa concatenada para
profundizar un poco más la red creada y lograr un mejor rendimiento del modelo. El número
de neuronas definidas en esta capa oculta no sigue una regla como el caso de los anteriores
modelos, ya que el autor sugirió utilizar 10 neuronas. Sin embargo, sı́ se mantiene aplicando la
definición de la función de activación relu para la capa oculta y sigmoid para la capa de salida.
Los autores Cheng y col. (2019), asimismo, son los únicos de los 18 antecedentes men-
cionados que implementaron un modelo de Aprendizaje Profundo Multimodal. Su trabajo con-
sistió en ensamblar 3 modalidades presentes en la sección principal de la campaña: la meta-
información, la imagen y la descripción del proyecto. Para ello, utilizaron los modelos SVM,
un VGG16 pre-entrenado con ImageNet y BoVW, y SVMs usando BoW y TF-IDF respectiva-
mente.
Entregable: Modelo de Aprendizaje Profundo Multimodal
3.3.1.5. Evaluación
Esta fase comprende la evaluación de los modelos desarrollados en la investigación a
través de las métricas de clasificación seleccionadas y explicadas en la sección 3.3.2. En la
Tabla 8 se indican las actividades y tareas seguidas para esta etapa.
Tabla 8
Actividades de fase Evaluación.
Actividades Descripción Tareas




Multicapa para la modali-
dad Metainformación.
– Ejecutar experimentos para
definir hiperparámetros.
– Comparar resultados por cada
grupo de combinatorias de va-
riables.
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Evaluar el modelo predictivo
de Descripción.
Evaluación del desempeño
de la Red Neuronal Con-
volucional para la modali-
dad Descripción.
– Ejecutar experimentos para
definir hiperparámetros.
– Comparar resultados de cada
experimento.
Evaluar el modelo predictivo
de Comentarios.
Evaluación del desempeño
de la red LSTM Bidirec-
cional para la modalidad
Comentarios.
– Ejecutar experimentos para
definir hiperparámetros.
– Comparar resultados de cada
experimento.
Evaluar el modelo ensambla-
do apilado.
Evaluación del desempeño
del modelo de Aprendizaje
Profundo Multimodal.
– Entrenar modelo combinando
cada modalidad.
– Ejecutar experimentos para
definir hiperparámetros.
– Comparar resultados de cada
experimento.
Fuente: Elaboración propia
Actividad 1: Evaluar desempeño del modelo predictivo de Metainformación
En esta actividad, primero se entrenó el submodelo durante 100 épocas alternando con cada
una de las 8 combinaciones de variables potenciales. Se determinó ası́ al mejor grupo a par-
tir del mejor valor de exactitud obtenido con el conjunto de datos de validación. Para obtener
los mejores hiperparámetros, se ejecutaron entre 3 y 5 experimentos del modelo diseñado de
Metainformación con las nuevas variables. Al compararse los resultados no solo se definieron
los hiperparámetros de mejor performance, sino también las variables finales del modelo que
superaron al resto a nivel general. Luego de definir el modelo mejor calibrado, este fue entre-
nado con las clases balanceadas de la variable dependiente y una configuración personalizada
de elementos para su ejecución. Para ello, se utilizó un acelerador GPU de máximo 38 GB de
RAM con tiempo de ejecución estándar. Al final de la acción, se calcularon los valores de las 5
métricas por el cual fue evaluado a partir de su matriz de confusión.
Entregable: Resultados de métricas de clasificación para modelo de Metainformación.
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Actividad 2: Evaluar desempeño del modelo predictivo de Descripción
En esta actividad, para obtener los mejores hiperparámetros, se ejecutaron igualmente entre
3 y 5 experimentos del modelo diseñado de Descripción, comparando cada resultado con su
sucesor. Si este, con distintos valores para sus hiperparámetros, generaba una mayor exactitud
y menor pérdida, tanto en entrenamiento como en prueba, se le consideraba como el modelo
mejor calibrado. El ejercicio se repitió hasta que un experimento no logre superar en perfor-
mance a su antecesor. Luego de definir el modelo mejor calibrado, este fue entrenado con las
clases balanceadas de la variable dependiente y una configuración personalizada de elementos
para su ejecución. Para ello, se utilizó un acelerador GPU. Al final de la acción, se calcularon
los valores de las 5 métricas por el cual fue evaluado a partir de su matriz de confusión.
Entregable: Resultados de métricas de clasificación para modelo de Descripción.
Actividad 3: Evaluar desempeño del modelo predictivo de Comentarios
Repitiendo el proceso para la modalidad de Descripción, para obtener los mejores hiperparáme-
tros, se ejecutaron entre 3 y 5 experimentos del modelo diseñado de Comentarios, comparando
cada resultado con su sucesor. Si este, con distintos valores para sus hiperparámetros, generaba
una mayor exactitud y menor pérdida, tanto en entrenamiento como en prueba, se le considera-
ba como el modelo mejor calibrado. El ejercicio se repitió hasta que un experimento no logre
superar en performance a su antecesor. Luego de definir el modelo mejor calibrado, este fue
entrenado con las clases balanceadas de la variable dependiente y una configuración persona-
lizada de elementos para su ejecución. A diferencia de los 2 modelos anteriores, se utilizó un
acelerador TPU ya que se requirió mayor rendimiento de RAM. Al final de la acción, se calcu-
laron los valores de las 5 métricas por el cual fue evaluado a partir de su matriz de confusión.
Entregable: Resultados de métricas de clasificación para modelo de Comentarios.
Actividad 4: Evaluar desempeño del modelo ensamblado apilado
Finalmente, en esta actividad se entrenó el modelo ensamblado por las 3 modalidades que
comprende el trabajo. Para determinar los mejores hiperparámetros, también se ejecutaron entre
3 y 5 experimentos siguiendo las metodologı́as anteriores. Para el modelo propuesto, se utilizó
un acelerador GPU ya que fue entrenado con modelos pre-entrenados que solo requirió unir sus
datos de entrada para esta acción. Para concluir la actividad, se calcularon los valores de las 5
métricas por el cual fue evaluado a partir de su matriz de confusión.
Entregable: Resultados de métricas de clasificación para modelo de Aprendizaje Pro-
fundo Multimodal.
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3.3.1.6. Despliegue
En la última fase de la metodologı́a seguida, se desplegó el modelo propuesto una vez
terminada su entrenamiento y evaluación correspondiente. Las actividades que se llevaron a
cabo son detalladas en la Tabla 9.
Tabla 9
Actividades de fase Despliegue.
Actividades Descripción Tareas
Diseñar prototipo de siste-
ma con modelo propuesto.
Diseño del prototipo del siste-
ma que integrará la captura de
datos con el modelo propuesto
para predecir el estado de finan-
ciamiento de un proyecto.
– Diseñar estructura de proto-
tipo de sistema conformado
por captura de datos y mo-
delo propuesto.





Ejecución del sistema prototipo
en tiempo real con proyectos de
tecnologı́a de campañas vigen-
tes.
– Ejecutar prototipo con di-
rección web de proyecto
consultado.
– Clasificar el estado de finan-
ciamiento a partir de resulta-
do predicho.
Fuente: Elaboración propia
Luego de analizar el desempeño de cada modelo, tanto individual como el modelo final,
se compararon los resultados con los antecedentes y se desarrolló una prueba piloto en la cual el
modelo apilado entrenado fue ejecutado usando como entrada la URL de un proyecto aleatorio
de Kickstarter para, luego de obtener sus caracterı́sticas, predecir su estado de financiamiento.
Esta acción también se encuentra detallada en el Capı́tulo V.
Actividad 1: Diseñar prototipo de sistema con modelo propuesto
En esta actividad, se diseñó el prototipo del sistema que integra tanto su fase inicial de captura
de datos del URL dado por el usuario como el modelo de Aprendizaje Profundo Multimodal
denominado ((The Hydra)). Antes de comenzar el proceso seguido en la Figura 87, se cargaron
los complementos necesarios para el correcto funcionamiento del mismo.
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Figura 87. Proceso de operación del prototipo del sistema.
Fuente: Elaboración propia.
Entregable: Arquitectura del prototipo del sistema integrado.
Actividad 2: Ejecutar prototipo con proyectos tecnológicos vigentes
En esta actividad, se ejecutan las acciones de la arquitectura del prototipo mencionadas en
la figura anterior. Comienza desde la captura de datos del proyecto consultado a través de su
dirección web y culmina con la predicción de su estado de financiamiento.
Entregable: Predicción del proyecto consultado.
3.3.2 Metodologı́a para la medición de resultados
Para evaluar la performance de un modelo, que representa la quinta fase de la metodo-
logı́a CRISP-DM, se utilizan diversas métricas como instrumentos de medición de desempeño
a partir de los resultados arrojados en la Matriz de confusión. A continuación, se detalla su
concepto y sus elementos.
Matriz de confusión: Es una tabla de NxN que resume el nivel de éxito de las prediccio-
nes de un modelo de clasificación; es decir, la correlación que existe entre la etiqueta y la
clasificación del modelo. Un eje de una matriz de confusión es la etiqueta que el modelo
predijo; el otro es la etiqueta real. N representa el número de clases. Es un problema de
clasificación binaria, N=2 (Kohavi & Provost, 1998). Su principal objetivo es describir el
rendimiento de un modelo supervisado de Machine Learning en los datos de prueba, don-
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de se desconocen los verdaderos valores. Se le llama “matriz de confusión” porque hace
que sea fácil detectar dónde el sistema está confundiendo dos clases (SitioBigData.com,




Positivos (1) Negativos (0)
Positivos (1) Verdaderos Positivos (VP) Falsos Positivos (FP)
Valores Predichos
Negativos (0) Falsos Negativos (FN) Verdaderos Negativos (VN)
Fuente: Izco (2018)
Verdadero positivo (TP o True Positive): Es el ejemplo en el que el modelo predijo
de manera correcta la clase positiva. Por ejemplo, el modelo infirió correctamente que
un paciente con determinadas caracterı́sticas descritas en las variables sufre de cáncer
(Google Developers, 2018).
Verdadero negativo (TN o True Negative): Es el ejemplo en el que el modelo predijo de
manera correcta la clase negativa. Por ejemplo, el modelo infirió correctamente que una
determinada especie animal de acuerdo a sus caracterı́sticas no era un mamı́fero (Google
Developers, 2018).
Falso positivo (FP, False Positive o Error del Tipo I): Es el ejemplo en el que el modelo
predijo de manera incorrecta la clase positiva. Por ejemplo, el modelo infirió que un pa-
ciente varón presentaba embarazo (clase positiva) cuando en realidad no era ası́ (Google
Developers, 2018).
Falso negativo (FN, False Negative o Error del Tipo II): Es el ejemplo en el que el
modelo predijo de manera incorrecta la clase negativa. Por ejemplo, el modelo infirió
que un mensaje de correo electrónico en particular no era spam (clase negativa), pero ese
mensaje en realidad sı́ era spam (Google Developers, 2018).
Explicado los conceptos anteriores, se derivan las siguientes métricas de clasificación
usadas comúnmente, de las cuales serán usadas solo las 3 primeras tomando como referencia
los papers de los antecentes:
Exactitud (accuracy): Representa la fracción de predicciones que se realizaron correc-
tamente sobre el total de ejemplos en un modelo de clasificación. Se determina mediante
Predicción del estado de financiamiento de proyectos de tecnologı́a en sitio web de crowdfunding Kickstarter mediante
modelo de Aprendizaje Profundo Multimodal 122





Esta métrica responde a la pregunta ¿Cuál es la proporción de predicciones que se reali-
zaron correctamente? (Izco, 2018)
Precisión (precision): Representa el número de elementos identificados correctamente
como positivo de un total de elementos identificados como positivos (SitioBigData.com,





Esta métrica responde a la pregunta ¿Qué proporción de predicciones positivas es correc-
ta? (Izco, 2018)
Área bajo la curva ROC (AUC): Considera todos los umbrales de clasificación posibles.
Representa la probabilidad de que un clasificador tenga más seguridad de que un ejemplo
resulte ser un verdadero positivo con respecto a que sea un falso positivo (Google De-
velopers, 2018). Para entender el concepto del área, se necesita entender qué es la curva
ROC y para qué sirve en primer lugar.
La curva ROC permite cuantificar la performance de distinción entre dos cosas del mo-
delo como, por ejemplo, si un paciente tiene cáncer o no.
Siguiendo el anterior ejemplo, se tiene un modelo que predice si un paciente sufre de
cáncer o no, cuyo resultado es el siguiente (Figura 88)
En esta imagen, se puede observar que el área de borde verde (que contiene a los Falsos
Positivos y el total de Negativos) representa a todos los pacientes que no tienen cáncer,
mientras que el área de borde rojo (que contiene a los Falsos Negativos y el total de Positi-
vos) representa a todos los pacientes que sı́ tienen cáncer. El umbral, que está establecido
con valor 0.5, representa el punto de corte en el que el modelo clasificará a todos los
pacientes por encima de ese valor como positivos, es decir, que sı́ tienen cáncer; mientras
que aquellos por debajo del valor del umbral serán clasificados como negativos, es decir,
que no tienen cáncer.
Cuando el umbral se desplaza hacia la izquierda, es decir, cuando la sensibilidad aumen-
ta, la especificidad disminuirá. Por el contrario, cuando el umbral se desplaza hacia la
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Figura 88. Descripción de resultados de modelo descriptivo de ejemplo.
Fuente: González (2019). Curvas ROC y Área bajo la curva (AUC).
derecha, la sensibilidad disminuirá y la especificidad aumentará. Se concluye entonces
que existe una relación inversa entre la sensibilidad y la especificidad. En la curva ROC
se representa la sensitividad (1-especificidad) (González, 2019).
Ahora bien, el área que se grafica bajo esta curva explicará qué tan bien funciona el
modelo. Este tendrá un mejor desempeño si la curva se aleja de la diagonal principal
como se observa en la Figura 89 y se calcula con la siguiente fórmula:
P(score(x+)> score(x−)) (25)
Una interpretación básica del área bajo la curva ROC respecto del poder discriminante
del modelo se muestra a continuación (Britos y col., 2006):
• Si el área bajo la curva ROC = 0.5, entonces el poder discriminante del modelo es
nulo.
• Si el área bajo la curva 0.5 < ROC < 0.7, entonces el poder discriminante del
modelo no es aceptable.
• Si el área bajo la curva 0.7 ≤ ROC < 0.8, entonces el poder discriminante del
modelo es aceptable.
• Si el área bajo la curva 0.8 ≤ ROC < 0.9, entonces el poder discriminante del
modelo es excelente.
• Si el área bajo la curva ROC ≥ 0.9, entonces el poder discriminante del modelo es
excepcionalmente bueno.
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Figura 89. Comparación de tres resultados de la curva AUC en el modelo.
Fuente: Molina Arias y Ochoa Sangrador (2017). Pruebas diagnósticas con resultados
continuos o politómicos. Curvas ROC. (p. 4)
Sensibilidad (recall, sensitivity o True Positive Rate): Representa el número de elemen-
tos correctamente identificados como positivos del total de positivos verdaderos (Sitio-





Puntaje F1 (F1-Score): Representa la media armónica de la precisión y la sensibilidad.
Normalmente, se usa cuando uno difiere mucho del otro y no es posible realizar una con-
clusión determinante ya que solo es posible predecir bien una clase (SitioBigData.com,





La elección de las anteriores métricas para evaluar cada modelo por modalidad y el
modelo ensamblado propuesto se dio luego de realizar benchmarking sobre aquellas que fueron
utizadas por los autores en los antecedentes de la investigación.
Exactitud: K. Chen y col. (2013), S.-Y. Chen y col. (2015), Beckwith (2016), H. Yuan
y col. (2016), Sawhney y col. (2016), Kaur y Gera (2017), R. S. Kamath y Kamat (2018),
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P.-F. Yu y col. (2018), S. Lee y col. (2018), Cheng y col. (2019), L.-S. Chen y Shen
(2019), Shafqat y Byun (2019).
Precisión: Beckwith (2016), H. Yuan y col. (2016), Kaur y Gera (2017), Cheng y col.
(2019).
Sensibilidad: Beckwith (2016), H. Yuan y col. (2016), Kaur y Gera (2017), Cheng y col.
(2019), L.-S. Chen y Shen (2019).
Especificidad: L.-S. Chen y Shen (2019).
Ratio de Falsa Alarma: Kaur y Gera (2017).
Media Geométrica (G-Mean): L.-S. Chen y Shen (2019).
Puntaje F1: M. Zhou y col. (2015), Beckwith (2016), H. Yuan y col. (2016), Kaur y
Gera (2017), Cheng y col. (2019), L.-S. Chen y Shen (2019).
Curva ROC: M. Zhou y col. (2015), Beckwith (2016).
Área bajo la Curva ROC (AUC): Beckwith (2016), Y. Li y col. (2016), Kaur y Gera
(2017), P.-F. Yu y col. (2018), Cheng y col. (2019).
Área bajo la Curva Precisión-Sensibilidad (PRC): Kaur y Gera (2017).
Error de Validación Cruzada: Mitra y Gilbert (2014).
Coeficiente de Correlación de Matthew (MCC): Kaur y Gera (2017).
Divergencia de Kullback-Leibler (KL): Jin y col. (2019).
Raı́z del Error Cuadrático Medio (RMSE): Jin y col. (2019).
Error Absoluto Medio (MAE): Jin y col. (2019).






























3.4 Cronograma de actividades y presupuesto
Se elaboró un cronograma de actividades de toda la investigación, mostrada en la Figura 90, contemplando desde el inicio de la misma a
mediados del 2020 hasta la sustentación del trabajo estimado para finales de mayo del 2021.
Figura 90. Cronograma de actividades de la investigación.
Fuente: Elaboración propia.
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Los costos personales del autor de la investigación se muestran en la Tabla 11. Estos
incluyen las herramientas adquiridas antes del inicio de la investigación como la laptop, ası́
como pagos de servicios generales y del trámite de elaboración y sustentación pública de Tesis.
Tabla 11
Presupuesto de los costos personales del autor.
Item Tiempo usado (horas) Costo (soles) Subtotal
Recursos materiales
Laptop Lenovo ideapad 330 Core i7 8va Gen S/.4,500.00 S/.4,500.00
Pagos del trámite de elaboración y sustentación pública de Tesis
Derecho de inscripción de tema de investigación S/.800.00 S/.800.00
Reserva del tema de tesis S/.2,700.00 S/.2,700.00
Derecho de sustentación S/.1,500.00 S/.1,500.00
Recursos humanos
Avance de tesis 900 Incalculable -
Servicios generales
Internet + luz (7 meses) 110 S/.80.00 S/.560.00
Total S/.10,060.00
Fuente: Elaboración propia.
Asimismo, también se contemplan los costos por uso de servicios en la nube como parte
del proceso extracción de comentarios desde servidores en Google Cloud Platform (GCP) y
desarrollo de modelos en Google Colab Pro en la Tabla 12.
Tabla 12
Presupuesto de los costos de las herramientas para el proyecto.
Item Unidades Costo (dólares) Horas Subtotal
Google Cloud Platform -$98.56
Instancia VM Ubuntu (g1-small, 12GB RAM) 1 $0.021 310 $6.51
Imagen de instancia Ubuntu 8 $0.02 306 $48.96
Instancia VM de Windows Server 2019 (4GB RAM) 1 $0.086 300 $25.80
Costo por instancias encendidas 10 $3.41
Uso de instancias posteriormente eliminadas $95.88
Pago mensual (luego de aceptar mejora de plan) 4 $5.22 $20.88
Crédito de $300.00 por 12 meses 1 -$300.00 -$300.00
Google Colab Pro $49.95
Pago mensual (luego de aceptar mejora de plan) 5 $9.99 $49.95
Total a pagar $49.95
Fuente: Elaboración propia.
Los montos por el uso de instancias creadas en GCP son descontados de los $300.00 en
crédito gratuito válidos por 12 meses (Google Cloud, s.f.), recibidos inicialmente desde el 12
de agosto del 2020 para poder ser usados como versión de prueba. A partir del siguiente mes,
se mejoró el plan para acceder a más servicios y comenzó a facturarse $5.22 por mes.
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Capı́tulo IV: Desarrollo del Experimento
En este capı́tulo se detalla el proceso explicado en el capı́tulo anterior para cada activi-
dad de la metodologı́a aplicada, ası́ como los entregables comprometidas.
4.1 Comprensión del negocio
Actividad 1: Definir problemas, objetivos e hipótesis
El inicio de la implementación de la primera fase de la metodologı́a CRISP-DM fue la identi-
ficación del problema general a partir del estudio de la realidad problemática abordada en los
primeros capı́tulos. El objetivo, por lo tanto, busca resolver el problema y se encuentra alineado
con el tı́tulo de la investigación. Asimismo, la hipótesis resulta la proposición planteada para
explicar el logro del objetivo. Los objetivos especı́ficos del trabajo, que responde a cada proble-
ma especı́fico, se definieron a partir de una lluvia de ideas en base a la asociación de objetivos
especı́ficos de los antecedentes con la actual investigación. Estos se explican en la siguiente
actividad.
Actividad 2: Desarrollar la literatura de la investigación
Se buscaron desde libros y artı́culos online para la comprensión teórica del financiamiento
colectivo e Inteligencia Artificial, hasta papers publicados en conferencias, revistas interna-
cionales y cientı́ficas, reportes técnicos y tesis de grado acerca de propuestas para resolver el
problema estudiado en la investigación.
Para ello, como se describió en la sección 3.2, a través de búsqueda de palabras clave
como crowdfunding, Machine Learning, Deep Learning, prediction, Kickstarter, accuracy y
projects, y el uso del buscador Google Académico, se encontraron estos papers publicados
entre el 2013 y 2020.
A continuación, se realizó un resumen de cada antecedente en una hoja de cálculo de
Excel con el fin de comparar sus objetivos y metodologı́as implementadas, como se puede
observar el detalle en el Anexo E.
Actividad 3: Definir metodologı́a de la investigación
Luego de elaborar el detalle del anterior anexo, a excepción de la investigación del autor
Fernandez-Blanco y col. (2020) que utilizó la metodologı́a CRISP-DM, cada antecedente fue
agrupado con otro similar de acuerdo a los pasos seguidos en su propia metodologı́a. El resul-
tado fue la Tabla 1 explicada en la sección 3.3.1.
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4.2 Comprensión de los datos
Actividad 1: Construir base de datos de Metainformación
El punto de partida para la construcción de los conjuntos de datos que se usaron más ade-
lante en cada modelo de acuerdo a su modalidad fue la adquisición de bases de datos cap-
turadas mensualmente desde finales del 2015 hasta 2019 por la página Web Robots (https:
//webrobots.io/kickstarter-datasets/), fundada por los ex corporativos de TI Tomás Vitulskis y
Paulius Jonaitis, como se aprecia en la Figura 91 Web Robots (2019). Para el presente trabajo,
se optó por descargar en archivos de valores separados por comas (.csv). De acuerdo sus creado-
res, se ejecutan robots en dos servidores en la nube encargados de recolectar en un determinado
punto del dı́a y una vez al mes información de las campañas que aparecen en Kickstarter.
Figura 91. Vista del website Web Robots (visitado en agosto del 2019).
Fuente: Elaboración propia.
A continuación, los archivos descargados que se encontraban fraccionados en varios
archivos .csv, donde luego de ser descomprimidos, fueron unidos por mes de captura y alma-
cenados en carpetas independientes por mes, cuyo peso individual osciló entre 1 y 5 gigabytes
(GB). Con el fin de ahorrar espacio en la computadora, las partes originales fueron eliminadas.
En la Figura 92 se detalla el tamaño del conjunto de datos total al corte del periodo de
captura de información Julio 2019, aproximadamente más de 212 mil proyectos de todas las
categorı́as y 37 columnas de variables.
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Figura 92. Tamaño de conjunto de datos al corte de Julio 2019.
Fuente: Elaboración propia.
A cada conjunto de datos generado se filtraron los que pertenecen a la categorı́a Tech-
nology. Al no contar con la información de la columna main category, este proceso se logró
utilizando la variable source url seleccionando aquellos registros que contengan la cadena de
caracteres “https://www.kickstarter.com/discover/categories/technology”.
Cuando se repitió este procedimiento con cada conjunto generado, se observó que la
proporción de proyectos tecnológicos en Kickstarter representa el 10% de la totalidad, apro-
ximadamente más de 21 mil registros por mes. Esto se calculó al comparar el tamaño de cada
conjunto generado con el total.
A continuación, se unieron los 45 archivos separados por coma (.csv) capturados men-
sualmente desde noviembre del 2015 hasta agosto del 2019. Se realizaron 2 uniones interna-
mente ya que, a partir de marzo del 2018, algunas de las variables y valores presentan diferente
estructura a la de sus predecesoras.
Luego, se realizó limpieza de datos para las variables category, location, photo y urls,
y se transformaron las variables numéricas en milisegundos created at, launched at y dead-
line a variables de fecha. Esto último permitió calcular la variable duration para determinar
la duración de la campaña (en dı́as) de un proyecto calculando la diferencia entre la fecha de
culminación (deadline) y la fecha de lanzamiento (launched at). Luego se excluyeron los pro-
yectos en proceso de la variable state para conservar los culminados, es decir, aquellos cuyo
valor sea “successful” o “failed” ya que se analizarán solamente los proyectos que han sido
exitosos o fracasados. Los proyectos cancelados o suspendidos no aparecieron. El último paso
del flujo consistió en generar y exportar el archivo final en formato .csv. En la Figura 93 se
visualiza el conjunto final de Metainformación subido públicamente a la plataforma Kaggle.
Cada variable se detalla en la Tabla 13.
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Figura 93. Visualización del archivo de metainformación subido a Kaggle.
Fuente: Elaboración propia.
Tabla 13
Diccionario de datos del dataset final de Metainformación.
Variable Detalle Tipo de dato
id Identificador del proyecto. number
backers count Número de patrocinadores de la campaña del proyecto. number
name Nombre del proyecto. string
blurb Propaganda del proyecto. string
category Categorı́a (dentro de categorı́a principal) del proyecto. string
photo Dirección de enlace de la foto del proyecto. string
urls Dirección de la página de la campaña del proyecto. string
city Ciudad del creador del proyecto. string
country Código de paı́s del creador del proyecto. string
goal Monto de la meta de financiamiento del proyecto. float
pledge amounts Montos disponibles para patrocinar la campaña. string
pledged Monto final patrocinado de la campaña. float
currency Divisa del monto final patrocinado. string
usd pledged Monto final patrocinado de la campaña (en USD). float
created at Fecha de creación de la campaña. date
launched at Fecha de lanzamiento de la campaña. date
deadline Fecha de culminación de la campaña. date
duration Duración de la campaña (en dı́as). number
state Estado de financiamiento del proyecto. string
Fuente: Elaboración propia.
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Actividad 2: Construir base de datos de Descripción
La variable description se obtuvo utilizando web scraping en cada proyecto gracias a la va-
riable urls. Para ello, se elaboró un algoritmo usando la librerı́a BeautifulSoup que, mediante
acceso y navegación al contenido de estas páginas a través de un agente falso, se dirigió a las
descripciones de los proyectos identificando las etiquetas con clase llamada “rte content js-
full-description responsive-media” y las almacenó en un vector vacı́o, uniendo previamente
todos los párrafos y eliminando caracteres especiales, para posteriormente asignarle la id de
su proyecto y guardarlo en un archivo de extensión .csv y exportarlo. En caso el algoritmo no
encuentre esta clase dentro de las páginas (IndexError), el vector almacena con el valor “null”.
Figura 94. Función para extraer textos de modalidad de descripción.
Fuente: Elaboración propia.
Debido a la gran cantidad de memoria y tiempo que iba a presentar este proceso, se
determinó fraccionar los 27,251 proyectos en tres partes y repetir el mismo en cada uno de
ellos. El tiempo aproximado de descarga de cada fracción fue de 6 horas.
Finalmente, las tres partes fueron unidas, se reemplazaron los valores nulos por espacios
en blanco y se guardó como un nuevo archivo de valores separados por coma (.csv) en código
Unicode UTF-8 para la lectura de caracteres no alfabéticos, como se observa en la Figura 95.
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Figura 95. Ejecución de la función de extracción de descripciones y almacenamiento.
Fuente: Elaboración propia.
El archivo generado fue subido a la plataforma Kaggle de manera pública para que
pueda ser descargada a través del API de la web, como se aprecia en la Figura 96.
Figura 96. Visualización del archivo de descripción subido a Kaggle.
Fuente: Elaboración propia.
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Actividad 3: Construir base de datos de Comentarios
Al igual que la descripción, los comentarios se obtuvieron utilizando la variable urls para
web scraping, pero reemplazando caracteres que contengan desde “?ref=” en adelante, por
“/comments” para redireccionarse a la sección de comentarios de cada proyecto. Para lograrlo,
se codificó la función de la Figura 97.
Figura 97. Función para extraer textos de modalidad de comentarios.
Fuente: Elaboración propia.
Los comentarios, al ser dinámicos, no podı́an ser extraı́dos mediante la librerı́a Beau-
tifulSoup como en el caso de las descripciones, por lo que se utilizó la librerı́a Selenium para
extraerlos al iniciar una sesión desde Google Chrome. Una vez permitido el acceso al nave-
gador, el algoritmo se redirecciona a la sección de comentarios del proyecto, espera un máxi-
mo de 30 segundos de carga de la página, busca el elemento Xpath “//*[@id=react-project-
comments”]/div/button” para hacer clic en el botón “Load More” (Cargar más) hasta un máxi-
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mo de 13 veces esperando 2 segundos entre cada clic, busca todos los comentarios bajo el nom-
bre del elemento CSS “div.w100p”, elimina aquellos que pertenezcan al creador del proyecto
identificados con etiqueta verde en el extremo superior derecho del recuadro del comentario
con el nombre del elemento “span.bg-ksr-green-700.white.px1.type-14.mr1” (asignados con
el valor de ((Creator))), y almacena los restantes que pertenecen a los patrocinadores. En caso
no encuentre ningún item de comentarios en la sección, se asignará un valor aleatorio no rela-
cionado con proyectos. Luego de eliminar mensajes de la página acerca de comentarios ocultos
o eliminados, el algoritmo culmina creando la lista de comentarios separados por autor y ce-
rrando el web driver. Esta función fue ejecutada en 16 partes, asignando el id respectivo a los
comentarios extraı́dos por cada proyecto en un archivo .csv, como se observa en la Figura 98.
Figura 98. Ejecución de la función de extracción de comentarios y almacenamiento.
Fuente: Elaboración propia.
Para optimizar la descarga, se crearon 8 instancias en Google Cloud (Figura 99).
Figura 99. Instancias lanzadas en paralelo para la extracción de comentarios.
Fuente: Elaboración propia.
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Cada instancia contenı́a dos copias del algoritmo, con la cantidad de proyectos fraccio-
nada en 16 partes para que sean ejecutados en paralelo. Si bien el tiempo total de la consoli-
dación de esta base de información duró aproximadamente un mes debido a percances de la
conexión interna de las instancias y algunos problemas de ineficiencia de la primera versión
del algoritmo, durante el transcurso dentro de este lapso de tiempo fueron solucionados hasta
lograr optimizar el algoritmo de web scraping y tener el conjunto final de datos tomó menos de
48 horas. Este se encuentra disponible públicamente en Kaggle y se visualiza en la Figura 100.
Figura 100. Visualización del archivo de comentarios subido a Kaggle.
Fuente: Elaboración propia.
Actividad 4: Realizar análisis exploratorio y estadı́stico de variables considerados
En esta sección, se analizaron estadı́sticamente las variables de cada modalidad, tanto las distri-
buciones de sus datos para la metainformación y contenido textual, ası́ como estadı́sticos para
las variables cuantitativas de la metainformación, entre ellos el rango de sus valores, la media,
la mediana, la moda, la desviación estándar y la varianza. En la variable dependiente estado de
financiamiento, los 27,251 proyectos se distribuyen mediante el gráfico de pie de la Figura 101.
Se observa que casi 20 mil proyectos entre 2009 y 2019 no llegaron a ser financiados, es decir,
aproximadamente el 72% del total fracasaron.
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Figura 101. Distribución de proyectos tecnológicos según su estado.
Fuente: Elaboración propia.
De acuerdo a la distribución por año de la Figura 102, 2015 fue el periodo en donde se
registraron más campañas de proyectos tecnológicos en la plataforma.
Figura 102. Evolución de cantidad de proyectos tecnológicos por año.
Fuente: Elaboración propia.
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El anterior gráfico abierto por estado de financiamiento, como se representa en la Figura
103, muestra que el 2015 resultó ser el año más disparejo, donde el 78% fueron fracasados.
Figura 103. Evolución de proyectos tecnológicos, por su estado y año.
Fuente: Elaboración propia.
Por el lado de Metainformación, de las 19 variables de la Tabla 13, se consideraron
como potenciales variables independientes a 3 categóricas, 5 numéricas y 1 lista compuesta por
números (pledge amounts). La distribución del primer grupo se ilustra en la Figura 104.
(a) paı́s (b) divisa
(c) categorı́a
Figura 104. Distribución de las variables categóricas de Metainformación.
Fuente: Elaboración propia.
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De las 3 variables categóricas (country, currency y category), se observa que más de la
mitad de creadores proyectos provienen de los Estados Unidos (64%) e invierten en dólares.
A ellos los acompañan personas de Gran Bretaña (9%), que invierten en libras esterlinas, y de
Canadá (6%), que invierten en dólares canadienses. El 21% restante provienen de otros paı́ses,
donde el 12% de ellos invierten en euros. Por el lado de las categorı́as, las más resaltantes son
Apps, Web, Hardware, Software y Gadgets.
Para las potenciales variables numéricas de Metainformación (backers count, goal, pled-
ged, usd pledged y duration), se calcularon sus datos estadı́sticos de rango de valores, media,
mediana, desviación estándar y varianza, con ayuda de diagramas de caja y bigote que se mues-
tran a continuación:
Número de patrocinadores de la campaña (backers count):
• Rango de valores: [0; 105,857]
• Media: 208.710469340575
• Mediana: 9.487
• Desviación estándar: 1,179.68237749203
• Varianza: 1,391,650.51176525
Figura 105. Diagrama de caja y bigote de patrocinadores.
Fuente: Elaboración propia.
Monto meta de la campaña (goal):
• Rango de valores: [1; 100,000,000]
• Media: 91,263.9666162825
• Mediana: 15,762.614
• Desviación estándar: 1,259,282.1587922
• Varianza: 1,585,791,555,452.35
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Figura 106. Diagrama de caja y bigote de meta.
Fuente: Elaboración propia.
Monto patrocinado al final de la campaña (pledged):
• Rango de valores: [0; 17,406,300]
• Media: 34,668.5134710787
• Mediana: 1,382.933
• Desviación estándar: 226,763.900313481
• Varianza: 51,421,866,485.3822
Figura 107. Diagrama de caja y bigote de monto patrocinado.
Fuente: Elaboración propia.
Duración de la campaña (duration).
• Rango de valores: [1; 92]
• Media: 35.4654141132436
• Mediana: 30
• Desviación estándar: 11.84570862999998
• Varianza: 140.320812946853
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Figura 108. Diagrama de caja y bigote de duración.
Fuente: Elaboración propia.
Posterior a este entendimiento de datos, se elaboró una matriz de correlaciones (Figu-
ra 109) para encontrar correlaciones entre ellas y determinar la existencia de alguna variable
redundante y descartarla para no afectar el rendimiento del modelo.
Figura 109. Matriz de correlaciones entre variables independientes.
Fuente: Elaboración propia.
Como se puede apreciar en la figura anterior, la variable usd pledged está altamente
correlacionada con las variables backers count y pledged (ambas con un aproximado de 70%).
Esto quiere decir que dicha variable no es significativa porque explicarı́a de manera muy similar
a las otras dos.
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Asimismo, si se observan los registros desde una matriz que contiene, además de gráfi-
cos de dispersión de las correlaciones, histogramas de las variables independientes como en la
Figura 110, se confirma y concluye no utilizar las observaciones comentadas.
Figura 110. Gráfico de dispersión de correlaciones entre variables independientes.
Fuente: Elaboración propia.
La variable duration es la única que sigue una distribución normal debido a la forma de
campana de su silueta. Asimismo, los registros de proyectos exitosos y fracasados para las otras
4 variables se encuentran mezcladas en los mismos grupos al cruzarse entre ellas. También se
visualizan observaciones en los extremos de cada gráfico, tal y como se detalló en sus valores
estadı́sticos individuales.
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Por el lado de Descripción, solo 640 proyectos (2% del total) no presentaron descrip-
ciones por razones externas durante el proceso de extracción de datos. De ellos, 512 (80%
de proyectos sin descripciones) fracasaron en ser financiados. Por el lado de proyectos con
descripciones, casi el 30% fueron exitosos como se grafica en la Figura 111.
Figura 111. Distribución de proyectos por presencia de descripciones y estado final.
Fuente: Elaboración propia.
Asimismo, el registro con descripción de mayor longitud presentó 5,152 palabras y, a
nivel total de proyectos, el vocabulario fue de 165,683 palabras.
Figura 112. Nube de palabras de descripciones.
Fuente: Elaboración propia.
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En la nube de palabras de la anterior Figura 112, los términos más frecuentes en ellas
se relacionan con las funcionalidades del producto (system, app, need, help, product, etc).
Por el lado de Comentarios, al analizar los proyectos exitosos y fracasados por la presen-
cia de comentarios (Figura 113), se observa que el 60% de proyectos con comentarios (4,626
registros) fueron exitosos, mientras que el 84% de los proyectos sin comentarios fracasaron.
Figura 113. Distribución de proyectos por presencia de comentarios y estado final.
Fuente: Elaboración propia.
Esto señala que es más probable que un proyecto sin recibir comentarios tiende a fra-
casar por la diferencia notable entre ambas categorı́as (68%). Por el contrario, para el caso
de aquellos que presentan comentarios, no se puede formular una hipótesis sobre su comporta-
miento ya que la diferencia de proporciones no es muy alta (20%) en comparación con el grupo
sin comentarios. Por ello, para conocer un poco más a este último grupo, se analizó el impacto
de las cantidades de comentarios independientes realizados por patrocinadores exclusivamente
en el resultado final de la meta de financiamiento.
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De aquellos proyectos con comentarios, el 96% que fueron financiados exitosamente
recogieron más de 475 mil comentarios, como se aprecia en la Figura 114.
Figura 114. Distribución de comentarios en proyectos exitosos y fracasados.
Fuente: Elaboración propia.
Respecto al contenido, en la Figura 115 se ilustra la nube de palabras más frecuentes,
respectivamente, luego de quitar URLs, emoticonos y términos en idioma distinto al inglés.
Figura 115. Nube de palabras de comentarios más frecuentes.
Fuente: Elaboración propia.
De esta imagen, se observa que las palabras más frecuentes en los comentarios (tamaño
de fuente más grande) se relacionan con términos clave respecto a la campaña (update, project,
backer, product y Kickstarter) y palabras relacionadas a su interacción con el público (thank,
will, received, time, money). Algunos de estos términos, tanto en su forma raı́z como en conju-
gaciones, suelen aparecer solitarias o acompañados de otros para formar frases recurrentes.
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4.3 Preparación de los datos
Actividad 1: Pre-procesar base de datos de Metainformación
De acuerdo a los autores K. Chen y col. (2013), S.-Y. Chen y col. (2015) y Jin y col. (2019),
a las 5 potenciales variables numéricas se adicionaron 7 variables basadas en el mecanismo fi-
nanciero (mediana (pledges median), promedio (pledges mean), valor máximo (pledges max),
valor mı́nimo (pledges min), variación estándar (pledges std) y cantidad de montos disponibles
para contribuir (pledges num)) y efecto progresión (porcentaje de financiamiento o completitud
(completeness) del monto prometido). Esta última se calcula dividiendo el monto alcanzado en
el tiempo t, sobre la meta de la campaña, multiplicado por 100%. La nueva matriz de correla-
ción se observa en la Figura 116.
Figura 116. Matriz de correlaciones entre variables independientes considerando adicio-
nales.
Fuente: Elaboración propia.
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Para la selección de variables, se consideró a aquellas con correlación clasificada como
insignificante, es decir, menor o igual a 0.30 (Mukaka, 2012). Las únicas que cumplen son
goal, pledges num, completeness y duration. Sin embargo, algunas de las restantes pueden
ser consideradas condicionándose a excluir otras. En la Tabla 14 se listan las 8 combinatorias
posibles de variables que se pueden formar.
Tabla 14
Potenciales combinatorias de variables de metainformación.
Combinación 1 Combinación 2 Combinación 3 Combinación 4
goal goal goal goal
completeness completeness completeness completeness
duration duration duration duration
pledges num pledges num pledges num pledges num
backers count backers count backers count backers count
pledges median pledges mean pledges min pledges max
pledges std
Combinación 5 Combinación 6 Combinación 7 Combinación 8
goal goal goal goal
completeness completeness completeness completeness
duration duration duration duration
pledges num pledges num pledges num pledges num
pledged pledged pledged pledged
pledges median pledges mean pledges min pledges max
pledges std
Fuente: Elaboración propia.
Una vez generadas las variables independientes (X) y dependiente (Y), el conjunto de
datos es separado en subconjuntos de entrenamiento y prueba, con proporciones de 80% y
20% respectivamente (L.-S. Chen & Shen, 2019; Mitra & Gilbert, 2014; Sawhney y col., 2016;
P.-F. Yu y col., 2018; H. Yuan y col., 2016) y se fija un valor de aleatoriedad. Dentro de los
parámetros de separación, se establece el argumento de estratificación según la variable Y, es
decir, cada subconjunto mantendrá la distribución 72% exitosos y 28% fracasados.
Figura 117. Función para dividir base de datos en subconjuntos de entrenamiento y prueba.
Fuente: Elaboración propia.
Luego, utilizando el escalador Mı́nimo Máximo (Min-Max scaler) de la librerı́a Scikit-
learn, se normalizaron las variables independientes a un nuevo rango conformando valores entre
0 y 1. La función creada para este proceso se muestra en la Figura 118.
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Figura 118. Función para normalizar variables.
Fuente: Elaboración propia.
Para calcular los nuevos valores normalizados usando el anterior escalador, se sigue la





Donde x representa el valor original de un dato, xmin el valor mı́nimo existente para
dicha variable y xmax, el valor máximo.
Por ejemplo, tomando como referencia las estadı́sticas de la variable duration en la
Figura 108, se desea transformar una duración de 30 dı́as dentro del rango [0; 1]. Para aplicar
la fórmula, los valores serı́an x = 30, xmin = 1 y xmax = 92. Entonces, el nuevo resultado serı́a
xescalado = 30−192−1 = 0.32.
Actividad 2: Pre-procesar base de datos de Descripción
Se realizó la limpieza de texto basándose en los trabajos de los autores Mitra y Gilbert (2014),
H. Yuan y col. (2016) y L.-S. Chen y Shen (2019) y además, se agregaron pasos de lematización
y supresión de palabras de parada siguiendo el proceso dictado en el curso de Procesamiento de
Lenguaje Natural en la Escuela Superior de Economı́a de la Universidad Nacional de Investi-
gación, Rusia (Zimovnov, 2018). Antes de ejecutarse el proceso, los registros sin descripciones
(NaN) fueron convertidos en cadena (string) para evitar problemas de procesamiento de texto.
Se remueven las contracciones, caracteres especiales, enlaces externos y contenidos en otros
idiomas. Este resultado fue separado en palabras o tókens para eliminar palabras de parada en
inglés, lematizar las restantes y finalmente juntarlas en una lista por su proyecto.
Cada iteración se pudo lograr gracias a elementos de la biblioteca para procesamien-
to de lenguaje natural Natural Language Toolkit (NLTK), como por ejemplo word tokenize,
stopwords y WordNetLemmatizer. La descripción de mayor longitud pasó a presentar 3,671
palabras y a nivel general de proyectos, el nuevo vocabulario tuvo 165,526 palabras.
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Las nubes de palabras reflejan las palabras más frecuente dentro de un conjunto de
datos. La Figura 119 representa aquellas palabras que más aparecen en las descripciones.
Figura 119. Nube de palabras de descripciones posterior a la limpieza de texto.
Fuente: Elaboración propia.
Luego de la limpieza de textos, la variable independiente description, como en el caso
de Metainformación, fue dividida en subconjuntos de 80% para entrenamiento y 20% para
prueba, estratificados según la distribución de la variable state. A continuación, en la Figura
120 se ejecuta el proceso para representar las palabras de las descripciones en vectores.
Figura 120. Proceso de representación de palabras en vectores codificados.
Fuente: Elaboración propia.
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De acuerdo al algoritmo de la figura anterior, se usó la función Tokenizer de la librerı́a
tensorflow.keras.preprocessing.text, para separar las palabras únicas o tokens de una lı́nea
de texto asignada. En caso se encuentre un término no identificado dentro del diccionario a
entrenar, se asignará a dicho token el valor de <OOV>. Esta función se aplicó al subconjunto
de entrenamiento para elaborar un diccionario a partir de sus tokens. Luego, se creó una función
para determinar la mayor longitud de palabras de las descripciones del dataset. Esta cantidad
representó 3,671 términos. A continuación, se desarrolló una función para crear una secuencia
de las palabras codificadas, homologar hasta la máxima longitud de descripciones y rellenar
con ceros a la derecha (parámetro padding=‘post’) en caso un vector no alcance esta longitud.
Se aplicó este proceso a los subconjuntos originales de entrenamiento y prueba.
Una vez obtenido el vocabulario de palabras únicas y asignado el tamaño de cada arre-
glo (en este caso, se asignó el de la descripción de mayor longitud), se procedió a elaborar la
matriz de caracterı́sticas usando incrustaciones de GloVe como se observa en la Figura 121.
Para la presente investigación, se seleccionó la opción Wikipedia 2014 + Gigaword 5, con una
matriz de 100 columnas, donde cada una contendrá las incrustaciones de palabras GloVe para
las palabras del corpus, cuyos ı́ndices se corresponderán con cada número de fila (Malik, 2019).
Figura 121. Proceso de creación de matriz de incrustaciones de palabras.
Fuente: Elaboración propia.
En la figura anterior, luego de abrirse el archivo GloVe, se completa un diccionario
creado con los registros extraı́dos del algoritmo GloVe. Luego de terminarse este proceso y
cerrarse el archivo, se crea la matriz de incrustación de palabras que será utilizada más adelante
en la capa de incrustación del modelo predictivo.
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Actividad 3: Pre-procesar base de datos de Comentarios
La base de datos de comentarios está conformada a nivel de 1 proyecto con una lista de co-
mentarios separados en sublistas. De los 7,750 proyectos con comentarios (4,626 exitosos), se
removieron aquellos que presentaron términos en idioma distinto al inglés, URLs, emoticonos,
emojis, números y caracteres especiales, quedando 7,658 registros (4,574 exitosos).
Debido a la gran cantidad de registros carecientes de comentarios, se propuso relle-
narlos con un término aleatorio no relacionado con las temáticas principales: kuwagatabaizan.
Posteriormente, se repitió el mismo ejercicio para las descripciones. Sin considerar este nuevo
término, la nube de palabras se representa en la Figura 122.
Figura 122. Nube de palabras de comentarios posterior a la limpieza de texto.
Fuente: Elaboración propia.
Al igual que el caso de Descripción, se siguieron los procesos de la Figura 120 para ob-
tener la representación de palabras en vectores codificados y la Figura 121 para crear la matriz
de incrustación de palabras que se usarán en la capa de incrustaciones, con la diferencia en que
el tamaño de la secuencia de palabras codificadas no será la máxima longitud de comentarios
ya que estos, inicialmente separados por autor, al ser concatenados en un solo registro por pro-
yecto, ampliaron su longitud exponencialmente. La máxima longitud de todos los registros fue
de 30,072 palabras; por ello, se limitó el tamaño de secuencias a 5,000 términos.
Predicción del estado de financiamiento de proyectos de tecnologı́a en sitio web de crowdfunding Kickstarter mediante
modelo de Aprendizaje Profundo Multimodal 152
Capı́tulo V: Análisis y Discusión de Resultados
En este capı́tulo, se continuaron las 3 últimas fases de la metodologı́a seleccionada.
5.1 Modelamiento
Antes de crear los modelos correspondientes, y después de definir los valores de entrada
y parámetros (las subsecciones que se detallarán a continuación), se asigna una semilla inicial
con un valor fijado por el usuario con el fin de evitar resultados aleatorios para futuras iteracio-
nes. Se establece, además, una ruta local en donde se almacena cada punto de control basado
en la mejora de la pérdida del subconjunto de validación con respecto a su iteración anterior.
En caso de un estancamiento de esta última durante 10 épocas, es decir, si el valor de la pérdida
no decrementa, el modelo dejará de entrenar. A esta regla se le añade la reducción de la tasa de
aprendizaje luego de 5 épocas en caso el valor de la exactitud del subconjunto de validación no
refleje un incremento. El objetivo de estas condiciones es evitar el sobreajuste en los modelos
durante el entrenamiento.
Por último, es importante asignar un peso distinto para cada una de las dos clases de
la variable dependiente state. Con el fin de evitar un mal entrenamiento, los pesos de ambas
clases se balancean y se almacenan en un diccionario con su etiqueta correspondiente.
Actividad 1: Desarrollar modelo predictivo de Metainformación
Se diseñó el modelo de descripciones basada en un Perceptrón Multicapa (MLP por sus siglas
en inglés) bajo la arquitectura de la Figura 123 y teniendo como referencia a los autores P.-F.
Yu y col. Se asignaron 100 épocas y el número de lotes fue 32.
La arquitectura comienza con la capa de entrada alimentadas por las 6 variables consi-
deradas, que representan la cantidad de neuronas, tanto de entrada como de salida.
Si bien no existe alguna regla general para definir el número de capas óptimas, ası́ como
los hiperparámetros que se deben configurar en ellas, se puede utilizar como referencia algunas
metodologı́as como las Reglas del Pulgar según Ranjan (2019).
De acuerdo a una de ellas, el número de capas ocultas comienza con 2 sin contar la
última. La primera capa densa continúa a la capa de entrada, mientras que la segunda aparece
después de la primera capa de desactivación.
Otro punto considerado fue el número de nodos o neuronas de las capas intermedias.
Estas deben seguir una progresión geométrica de 2, donde la primera capa debe ser la mitad del
número de variables en la capa de entrada. Dado que la mitad de 6 es un valor que no cumple,
un número potencial puede ser 4.
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Figura 123. Arquitectura de modelo MLP para la metadata.
Fuente: Elaboración propia.
El autor también menciona tener en consideración utilizar la función de activación relu
para las capas intermedias, una tasa de abandono de por lo menos 0.5 para las capas de des-
activación, tamaño de salida de 1 neurona y función de activación sigmoide por tratarse de un
problema de clasificación binaria, utilizar el optimizador adam, comenzar con 20 épocas en
adelante de acuerdo al progreso de los resultados y fijar un tamaño de lote bajo progresión
geométrica de 2; además de otros requerimientos previamente establecidos como la pondera-
ción de clases para la variable dependiente en caso de datos desbalanceados y escalado de datos
antes del entrenamiento.
Estas opciones fueron probadas en el modelo y evaluadas con las métricas correspon-
dientes. Sin embargo, al calibrar el modelo y comparar distintos resultados, se obtuvo que la
mejor cantidad de neuronas para la primera capa densa era de 32. De este modo, la siguiente
capa intermedia se le asignó la mitad (16). La función de activación tanh para la segunda capa
oculta presentó mejores resultados, ası́ como tasas de abandono entre 0.25 y 0.3 para las capas
de desactivación. El criterio para elegir esta función se explica en el modelo de descripción, en
el cual también fue aplicado. Por último, además de adam, se realizó experimentos con otros
optimizadores como por ejemplo RMSprop siendo este el resultado más cercano. Al final, adam
fue escogido pero con una tasa de aprendizaje baja como 0.005 debido a que el modelo tendı́a a
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aprender muy rápido durante el transcurso de las épocas. Al ratio de decaimiento se le asignó,
entonces, el valor de 0.00005 y para evaluar el modelo se usó la exactitud.
El resumen de la explicación anterior, desde la configuración de parámetros para entre-
nar hasta los elementos presentes en cada capa, se encuentra en el Anexo F.
Actividad 2: Desarrollar modelo predictivo de Descripción
Se diseñó el modelo de descripciones basada en una Red Neuronal Convolucional unidimen-
sional (Conv1D) bajo la arquitectura de la Figura 124, ası́ como de referencia un trabajo de
análisis de sentimientos de pelı́culas (Malik, 2019). Se asignaron 100 épocas para entrenar y
número de lotes de 128.
Figura 124. Arquitectura de modelo CNN para las descripciones.
Fuente: Elaboración propia.
Esta red se compone de una capa de incrustación de palabras o Embedding alimentada
por los datos de entrada en la primera capa InputLayer de dimensión de 3,671 vectores de
palabras (la mayor longitud de palabras de todas las descripciones), la cual genera como salida
una matriz de 3,671 por 100 (número de columnas de incrustaciones de GloVe). Para esta
capa se entrenarán 14,827,000 parámetros como resultado del producto de las 100 columnas
mencionadas y 148,270 como el tamaño del vocabulario entrenado.
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La siguiente capa es la Convolución en 1 dimensión o Conv1D (usado frecuentemente
para extraer caracterı́sticas de datos de textos por ser unidimensionales) que, con 128 carac-
terı́sticas, 5 de tamaño de kernel y función de activación relu, generó una salida de 3,667 por
128; ası́ como 64,128 parámetros entrenables.
A continuación, le sigue la capa de reducción GlobalMaxPooling. Al igual que en la
convolución, esta también fue unidimensional y se caracteriza por realizar agrupamiento global
basado en el valor máximo de los bloques seleccionados para reducir el tamaño del vector
generado.
Esta nueva salida pasa por la capa de aplanamiento o Flatten, en donde se multiplican
las filas y columnas y tener un solo vector. Esta sirve para conectar con las 64 neuronas de la
nueva capa densa y función de activación tanh, agregada con el fin de mejorar la performance
del modelo. Según Brownlee (2019), se puede considerar el uso tanto de una función relu como
una función tanh cuando se presente la desaparición de grandientes al propagar hacia atrás a
mayor cantidad de capas, hecho presentado en los experimentos. Si bien menciona que el uso de
la función tangente hiperbólica en capas ocultas resultó una buena práctica durante las décadas
de 1990 y 2000, teniendo mejor rendimiento que la función logı́stica, afirma que ambas son dos
opciones válidas para problemas de redes neuronales profundas. Por lo tanto, el criterio para
considerar una función tanh en la investigación obedece a un mejor desempeño en 2% más de
exactitud en el entrenamiento que utilizando la función relu.
Finalmente, la arquitectura culmina con la última capa con función de activación sig-
moid para regular el valor de salida entre 0 y 1, ya que, al tratarse de un problema de clasi-
ficación binaria (predecir si un proyecto será financiado: exitoso, de lo contrario: fracasado),
cuenta con solo 1 neurona y su parámetro de pérdida es binary crossentropy. El resumen de
todo lo anterior explicado se encuentra en el Anexo G.
Actividad 3: Desarrollar modelo predictivo de Comentarios
Al igual que en el modelo de descripciones de proyectos, se creó un diccionario de palabras
con la data luego de tokenizar y codificarlas con las mismas funciones y librerı́as. Sin embargo,
a diferencia del anterior modelo, la longitud de la matriz para el rellenado de ceros con el
fin de homogenizar el tamaño de cada vector de incrustaciones se limitó a las 5,000 últimas
palabras de una oración (parámetro padding=‘post’ de la función pad sequences) en lugar de
la longitud máxima dado que ésta representa una cantidad considerable (30,072) como para
utilizar todos los recursos del entorno de ejecución.
De igual manera, se creó una matriz de incrustaciones de palabras usando GloVe y se
diseñó una arquitectura basada en una Red Neuronal Recurrente (RNN por sus siglas en inglés)
ilustrada en la Figura 125.
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Figura 125. Arquitectura de modelo RNN para los comentarios.
Fuente: Elaboración propia.
Existe una similitud de estructura en las 2 primeras capas con las del modelo de des-
cripción. Luego de la capa de incrustaciones o Embedding, para reducir las conexiones entre
neuronas se añadió 1 capa de desactivación o Dropout.
A continuación, los vectores de palabras ingresan a la capa de la red neuronal recurrente
LSTM. Para este caso, se consideró envolverla dentro de una Red Bidireccional de 128 neuro-
nas, ya que como se explicó en el Marco Teórico del Capı́tulo II sobre las RNN Bidireccionales,
este tipo es una mejora de la LSTM tradicional al entrenar 2 juntas (la segunda representa una
copia invertida de la secuencia de entrada) en donde cada capa ahora puede considerar también
información de las capas siguientes junto con la información de las previas que ya tenı́a en
cuenta, es decir, toma información de 2 direcciones (Brownlee, 2017b).
Finalmente, el modelo culmina con una capa densa en donde recibe 256 valores de
entrada (2*128 de la capa Bidireccional LSTM) y utiliza la función de activación sigmoid para
transformar el valor final entre 0 y 1. El resumen de lo anterior se encuentra en el Anexo H.
Antes de continuar con el desarrollo del modelo de Aprendizaje Profundo Multimodal,
en la Tabla 15 se presentan las variables de las modalidades que se usaron para entrenarlo. Estas
se seleccionaron de acuerdo al Benchmarking aplicado a los antecedentes en el Capı́tulo II.
Los autores citados por cada variable utilizada se mencionan a continuación:
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Tabla 15
Diccionario de datos del conjunto final entrenado.
Variable Detalle Tipo de dato
Variables independientes
goal Monto de la meta de financiamiento del proyecto. float64
completeness Porcentaje de financiamiento o completitud. float64
duration Duración de la campaña (en dı́as). int64
pledges num Cantidad de montos disponibles para contribuir. int64
pledged Monto contribuı́do en la campaña. float64
pledges median Mediana de montos disponibles para contribuir. float64
description Descripción del proyecto. object
comments Comentarios de patrocinadores sobre el proyecto. object
Variable dependiente
state Estado de financiamiento del proyecto. object
Fuente: Elaboración propia.
goal: K. Chen y col. (2013), Mitra y Gilbert (2014), M. Zhou y col. (2015), S.-Y. Chen
y col. (2015), Y. Li y col. (2016), H. Yuan y col. (2016), Sawhney y col. (2016), Kaur
y Gera (2017), R. S. Kamath y Kamat (2018), P.-F. Yu y col. (2018), Jin y col. (2019),
Cheng y col. (2019).
completeness: S.-Y. Chen y col. (2015).
duration: Mitra y Gilbert (2014), M. Zhou y col. (2015), Y. Li y col. (2016), Sawhney
y col. (2016), Kaur y Gera (2017), R. S. Kamath y Kamat (2018), P.-F. Yu y col. (2018),
Jin y col. (2019).
pledges num: K. Chen y col. (2013), Mitra y Gilbert (2014), S.-Y. Chen y col. (2015),
H. Yuan y col. (2016), Jin y col. (2019).
pledged: K. Chen y col. (2013), Y. Li y col. (2016), R. S. Kamath y Kamat (2018).
pledges median: S.-Y. Chen y col. (2015)*, Jin y col. (2019)*.
description: Mitra y Gilbert (2014), M. Zhou y col. (2015), H. Yuan y col. (2016), Sawh-
ney y col. (2016), R. S. Kamath y Kamat (2018), S. Lee y col. (2018), Jin y col. (2019),
Cheng y col. (2019), L.-S. Chen y Shen (2019), Chaichi y Anderson (2019).
comments: Y. Li y col. (2016), Kaur y Gera (2017), S. Lee y col. (2018), Jin y col.
(2019).
Si bien en los respectivos antecedentes marcados en (*) figuran el promedio de los
montos disponibles para patrocinar, se usó la mediana en vez de la media ya que presentó






























Actividad 4: Desarrollar modelo ensamblado apilado
Una vez construidos los modelos para cada modalidad (metainformación, descripción y comentarios), se construyó un modelo de Aprendizaje
Profundo Multimodal ilustrado en la Figura 126.
Figura 126. Arquitectura del modelo apilado final The Hydra.
Fuente: Elaboración propia.
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La finalidad de este modelo apilado de múltiples cabezas es aprender la mejor manera
de combinar las predicciones de cada submodelo para lograr un mayor rendimiento y clasificar
mejor la variable dependiente que cada modalidad.
A este modelo se le denominó “The Hydra” (La Hidra por su traducción al español) en
referencia al monstruo mitológico del lago de Lerna, con 7 cabezas que renacı́an a medida que
se cortaban (Real Academia Española, s.f.).
Al tratarse de un modelo ensamblado apilado, las salidas de cada modelo se concatena-
ron en una capa debajo de estos, generando 3 valores de entrada para una penúltima capa densa
con 10 neuronas de salida y una función de activación relu. El modelo apilado culmina con una
capa densa de 1 salida y asignándose la función Sigmoide para generar probabilidades entre 0
y 1, los valores de Fracasado o Exitoso respectivamente.
Previo a la compilación del modelo final, se repitió el ejercicio de cada modelo cargado
asignar los parámetro de pérdida binary crossentropy para la clasificación binaria, accuracy
(exactitud) para la métrica del entrenamiento, pesos balanceados para las clases de la variable
state (0.6987077585764833 para 0 y 1.7581290322580645 para 1), y optimizador Adam con la
variante de asignarle el ratio de aprendizaje y también de decaimiento de 0.00005. El resumen
de todo los parámetros anteriores se encuentra en el Anexo I.
5.2 Evaluación
Como parte de la aplicación de la metodologı́a CRISP-DM, explicada en el sexto sub-
capı́tulo del Capı́tulo III, se mencionaron las métricas usadas en la literatura. La más recurrente
fue la exactitud. Dado que la librerı́a Scikit-learn cuenta con un reporte de clasificación con
esta métrica y otras 4 más como la precisión, sensibilidad, puntaje F1 y AUC, además que la
distribución de proyectos por su estado de financiamiento es desbalanceada y se necesita más
de un indicador para poder evaluar y comparar, se decidió usar estas 5 teniendo como referen-
cias a los autores Beckwith (quinto antecedente), H. Yuan y col.* (séptimo antecedente), Kaur
y Gera (noveno antecedente), Cheng y col. (decimocuarto antecedente), y L.-S. Chen y Shen**
(decimoquinto antecedente).
En el antecedente marcado en (*), los modelos no fueron evaluados por AUC; mientras
que en (**), las métricas precisión y AUC no fueron tomadas en cuenta.
Actividad 1: Evaluar desempeño del modelo predictivo de Metainformación
Las 8 combinaciones de variables de la Tabla 14 para el submodelo de Metainformación, luego
de ser pre-procesadas utilizando el escalador Min-Max, fueron entrenadas durante 100 épocas
cada una. En la Tabla 16 se presentan los resultados obtenidos.
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Tabla 16
Exactitud de los conjuntos de datos de validación para las 8 combinaciones.
Combinación 1 Combinación 2 Combinación 3 Combinación 4
0.88405 0.89855 0.89763 0.88369
Combinación 5 Combinación 6 Combinación 7 Combinación 8
0.93102 0.92588 0.92478 0.92478
Fuente: Elaboración propia.
El mejor rendimiento lo produjo la combinación 5 (compuesta por las variables goal,
completeness, duration, pledges num, pledged y pledges median), la cual alcanzó un valor de
exactitud de 0.93102 luego de 19 épocas, con un promedio de 3 segundos de entrenamiento
cada una. Al acabar este proceso, el modelo dejó de entrenar dado que durante 7 épocas no
registró una reducción en el valor de la pérdida del subconjunto de validación, a pesar de que
hace 3 épocas se redujo su tasa de aprendizaje.
Se concluye que la ventaja del grupo de las 4 últimas combinatorias frente a las primeras
se da por la inclusión de la variable del monto recaudado al final de la campaña (pledged)
en lugar del número de patrocinadores alcanzados (backer count). Además, la combinación 5
supera a las siguientes 3 por considerar la mediana de los montos disponibles para contribuir
en la campaña, frente a la media, variación estándar, valor máximo y valor mı́nimo de estos
montos.
Ası́, de acuerdo a la Figura 127, en la época 11 se registran los mejores valores de exac-
titud y pérdida para el subconjunto de validación, alcanzando 0.9523 y 0.1246 respectivamente.
Figura 127. Exactitud y pérdida respectivamente de los subconjuntos de entrenamiento y
validación para el modelo MLP de metadata con 100 épocas.
Fuente: Elaboración propia.
La matriz de confusión resultante se representa en la Figura 128.
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Figura 128. Matriz de confusión para el modelo de metadata.
Fuente: Elaboración propia.
De esta matriz, se derivan los resultados de la Tabla 17 y el AUC en la Figura 129.
Tabla 17
Informe de clasificación para el modelo de metadata.
Valor Precisión Sensibilidad Puntaje F1 Muestras
Fracasado 0.96 0.95 0.95 3,901
Exitoso 0.87 0.89 0.88 1,550
Exactitud 0.93 5,451
Promedio macro 0.91 0.92 0.92 5,451
Promedio ponderado 0.93 0.93 0.93 5,451
Fuente: Elaboración propia.
El ratio de exactitud se interpreta como: El 93% de los proyectos de la muestra fueron
predichos correctamente.
El ratio de precisión para los positivos (Successful) se interpreta como: El 87% de los
proyectos exitosos predichos de la muestra fueron clasificados correctamente.
El ratio de sensibilidad para los positivos (Successful) se interpreta como: El 89% de los
proyectos exitosos reales de la muestra fueron clasificados correctamente.
El ratio de Puntaje F1 para los positivos (Successful) representa un balance entre las 2
métricas anteriores. En la tabla se observa que su valor es de 88%, lo cual indica que en
general, el modelo mantiene un alto rendimiento.
Predicción del estado de financiamiento de proyectos de tecnologı́a en sitio web de crowdfunding Kickstarter mediante
modelo de Aprendizaje Profundo Multimodal 162
Figura 129. Área bajo la curva ROC de modelo de metadata.
Fuente: Elaboración propia.
El área bajo la Curva ROC presenta un valor de aproximadamente 92%, del cual se
observa en el gráfico que su sensibilidad es muy alta y el ratio de Falsa Alarma es casi nulo. De
acuerdo con Britos y col. (2006), el poder discriminante del modelo es excelente.
Actividad 2: Evaluar desempeño del modelo predictivo de Descripción
Luego de 82 épocas, con un promedio de 106 segundos de entrenamiento cada una, el modelo
dejó de entrenar dado que durante 10 épocas no registró una reducción en el valor de la pérdida
del subconjunto de validación, a pesar de que hace 5 épocas se redujo su tasa de aprendizaje.
Ası́, de acuerdo a la Figura 130, en la época 72 se registran los mejores valores de exac-
titud y pérdida para el subconjunto de validación, alcanzando 0.7683 y 0.4901 respectivamente.
Figura 130. Exactitud y pérdida respectivamente de los subconjuntos de entrenamiento y
validación para el modelo CNN de descripciones con 100 épocas.
Fuente: Elaboración propia.
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La matriz de confusión resultante se representa en la Figura 131.
Figura 131. Matriz de confusión para el modelo de descripciones.
Fuente: Elaboración propia.
De esta matriz, se derivan los resultados de la Tabla 18 y el AUC en la Figura 132.
Tabla 18
Informe de clasificación para el modelo de descripciones.
Valor Precisión Sensibilidad Puntaje F1 Muestras
Fracasado 0.87 0.79 0.83 3,901
Exitoso 0.58 0.71 0.63 1,550
Exactitud 0.77 5,451
Promedio macro 0.72 0.75 0.73 5,451
Promedio ponderado 0.79 0.77 0.77 5,451
Fuente: Elaboración propia.
El ratio de exactitud se interpreta como: El 77% de los proyectos de la muestra fueron
predichos correctamente.
El ratio de precisión para los positivos (Successful) se interpreta como: El 58% de los
proyectos exitosos predichos de la muestra fueron clasificados correctamente.
El ratio de sensibilidad para los positivos (Successful) se interpreta como: El 71% de los
proyectos exitosos reales de la muestra fueron clasificados correctamente.
El ratio de Puntaje F1 para los positivos (Successful) representa un balance entre las 2
métricas anteriores. En la tabla se observa que su valor es de 63%, lo cual indica que en
general, el modelo presenta un rendimiento regular.
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Figura 132. Área bajo la curva ROC de modelo de descripciones.
Fuente: Elaboración propia.
El área bajo la Curva ROC presenta un valor de aproximadamente 75%, del cual se
observa en el gráfico que su sensibilidad es medianamente alta y el ratio de Falsa Alarma es
medianamente baja. De acuerdo con Britos y col. (2006), el poder discriminante del modelo es
aceptable .
Actividad 3: Evaluar desempeño del modelo predictivo de Comentarios
Luego de 43 épocas, con 77 segundos en promedio de entrenamiento cada una, el modelo dejó
de entrenar dado que durante 10 épocas no registró una reducción en el valor de la pérdida del
subconjunto de validación, por más que 1 época antes se habı́a reducido su tasa de aprendizaje.
Ası́, de acuerdo a la Figura 133, en la época 33 se registran los mejores valores de exac-
titud y pérdida para el subconjunto de validación, alcanzando 0.8510 y 0.4472 respectivamente.
Figura 133. Exactitud y pérdida respectivamente de los subconjuntos de entrenamiento y
validación para el modelo RNN de comentarios con 50 épocas.
Fuente: Elaboración propia.
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La matriz de confusión resultante se representa en la Figura 134.
Figura 134. Matriz de confusión para el modelo de comentarios.
Fuente: Elaboración propia.
De esta matriz, se derivan los resultados de la Tabla 19 y el AUC en la Figura 135.
Tabla 19
Informe de clasificación para el modelo de comentarios.
Valor Precisión Sensibilidad Puntaje F1 Muestras
Fracasado 0.84 0.98 0.90 3,901
Exitoso 0.91 0.53 0.67 1,550
Exactitud 0.85 5,451
Promedio macro 0.87 0.75 0.79 5,451
Promedio ponderado 0.86 0.85 0.84 5,451
Fuente: Elaboración propia.
El ratio de exactitud se interpreta como: El 85% de los proyectos de la muestra fueron
predichos correctamente.
El ratio de precisión para los positivos (Successful) se interpreta como: El 91% de los
proyectos exitosos predichos de la muestra fueron clasificados correctamente.
El ratio de sensibilidad para los positivos (Successful) se interpreta como: El 53% de los
proyectos exitosos reales de la muestra fueron clasificados correctamente.
El ratio de Puntaje F1 para los positivos (Successful) representa un balance entre las 2
métricas anteriores. En la tabla se observa que su valor es de 67%, lo cual indica que en
general, el modelo presenta un rendimiento regular.
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Figura 135. Área bajo la curva de modelo de comentarios.
Fuente: Elaboración propia.
El área bajo la Curva ROC presenta un valor de aproximadamente 75%, del cual se
observa en el gráfico que su sensibilidad es baja pero su ratio de Falsa Alarma es casi nulo. De
acuerdo con Britos y col. (2006), el poder discriminante del modelo es aceptable.
Actividad 4: Evaluar desempeño del modelo ensamblado apilado
Luego de 13 épocas, con 152 segundos de entrenamientos cada una, el modelo dejó de entrenar
dado que durante 10 épocas no registró una reducción en el valor de la pérdida del subconjunto
de validación, a pesar de que hace 2 épocas se redujo su tasa de aprendizaje.
Ası́, de acuerdo a la Figura 136, en la época 3 se registran los mejores valores de exacti-
tud y pérdida para el subconjunto de validación, alcanzando 0.9336 y 0.1810 respectivamente.
Figura 136. Exactitud y pérdida respectivamente de los subconjuntos de entrenamiento y
validación para el modelo apilado con 200 épocas.
Fuente: Elaboración propia.
Predicción del estado de financiamiento de proyectos de tecnologı́a en sitio web de crowdfunding Kickstarter mediante
modelo de Aprendizaje Profundo Multimodal 167
La matriz de confusión resultante se representa en la Figura 137.
Figura 137. Matriz de confusión para el modelo apilado.
Fuente: Elaboración propia.
De esta matriz, se derivan los resultados de la Tabla 20 y el AUC en la Figura 138.
Tabla 20
Informe de clasificación para el modelo apilado.
Valor Precisión Sensibilidad Puntaje F1 Muestras
Fracasado 0.96 0.94 0.95 3,901
Exitoso 0.87 0.91 0.89 1,550
Exactitud 0.93 5,451
Promedio macro 0.91 0.93 0.92 5,451
Promedio ponderado 0.93 0.93 0.93 5,451
Fuente: Elaboración propia.
El ratio de exactitud se interpreta como: El 93% de los proyectos de la muestra fueron
predichos correctamente.
El ratio de precisión para los positivos (Successful) se interpreta como: El 87% de los
proyectos exitosos predichos de la muestra fueron clasificados correctamente.
El ratio de sensibilidad para los positivos (Successful) se interpreta como: El 91% de los
proyectos exitosos reales de la muestra fueron clasificados correctamente.
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El ratio de Puntaje F1 para los positivos (Successful) representa un balance entre las 2
métricas anteriores. En la tabla se observa que su valor es de 89%, lo cual indica que en
general, el modelo presenta un rendimiento regular.
Figura 138. Área bajo la curva de modelo apilado.
Fuente: Elaboración propia.
El área bajo la Curva ROC presenta un valor aproximado de 93%, del cual se observa
en el gráfico que su sensibilidad es muy alta y su ratio de Falsa Alarma es casi nulo. De acuerdo
con Britos y col. (2006), el poder discriminante del modelo es excepcionalmente bueno.
Finalmente, considerando los modelos independientes para cada modalidad, ası́ como
un trabajo previo del autor de la presente investigación cuyo trabajo sirvió de base (Puente,
2019), se armó el cuadro comparativo de la Tabla 21.
Tabla 21
Comparación de resultados de modelos propuestos con antecedentes.
Modelos Exactitud Precisión Sensibilidad Puntaje F1 AUC
Tesis de pregrado
Metainformación 0.89 0.86 0.72 0.75 0.84
Descripción 0.75 0.59 0.53 0.35 0.68
Propuesta
Metainformación 0.93 0.91 0.92 0.92 0.92
Descripción 0.77 0.72 0.75 0.73 0.75
Comentarios 0.85 0.87 0.75 0.79 0.75
The Hydra 0.93 0.91 0.93 0.92 0.93
Fuente: Elaboración propia.
Los modelos citados de la Tesis de pregrado para Metainformación y Descripción uti-
lizaron una Máquina de Vectores de Soporte (SVM) y una SVM entrenada con el algoritmo
TF-IDF, respectivamente.
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Para comparar ambas investigaciones, se usaron las mismas bases de datos para las
2 modalidades, con proyectos tecnológicos de Kickstarter finalizados entre 2009 y 2019, ası́
como también las mismas métricas para evaluar cada modelo. El tiempo de entrenamiento en el
antecedente mencionado fue mayor (aproximadamente 16 segundos para la metainformación y
4 horas para la descripción), en contraste con los elaborados en este trabajo (aproximadamente
38 segundos para la metainformación y 2 horas y media para la descripción).
Como se observa en la Tabla 21, a nivel general, la performance de The Hydra fue me-
jor tanto contra los modelos individuales de cada modalidad (superando en más de 0.03 y más
de 0.05 al modelo de comentarios y descripción respectivamente en las 5 métricas, y en 0.01
al de metainformación en AUC) como contra los modelos referenciados en los antecedentes
(más de 0.05 en todas las métricas para el modelo de metainformación y más de 0.18 en todas
las métricas para el modelo de descripción). El concepto (con otros modelos y variantes en el
desarrollo) utilizado en la Tesis de pregrado se basó en el trabajo de los autores Cheng y col.
(2019), el cual utilizó un marco de trabajo de Aprendizaje Profundo Multimodal (Multimodal
Deep Learning en inglés), donde se combinan las caracterı́sticas de metainformación, descrip-
ción e imagen principal del proyecto en la capa totalmente conectada. Sin embargo, en dicha
ocasión no se alcanzó lograr los objetivos dado que el modelo de contenido visual presentó
problemas para clasificar adecuadamente un proyecto según su estado. Esto se dio en parte a
la variedad de imágenes dentro de la misma categorı́a Tecnologı́a, que contiene asimismo 16
subcategorı́as, lo cual dificultó en su momento a la red a encontrar patrones a partir de su carac-
terı́sticas. Se decidió, entonces, cambiar el criterio de reemplazar el contenido visual por otra
modalidad respaldada por varios antecedentes (enunciados en la descripción del prototipo de
investigación del Capı́tulo III) y que no fue tomada en cuenta en su momento, los comentarios
realizados durante la campaña por los patrocinadores del proyecto.
5.3 Despliegue
Actividad 1: Diseñar prototipo de sistema con modelo propuesto
La última fase de la metodologı́a CRISP-DM comienza con el diseño del prototipo que contem-
plará el sistema conformado por la captura de datos y la predicción del estado de financiamiento
de un proyecto consultado. Para ello, previamente se deberán cargarse todos los complementos
necesarios para que el modelo de Aprendizaje Profundo Multimodal funcione correctamente.
Desde librerı́as de Python que incluyen elementos utilizados en la recolección de datos como
Selenium y las librerı́as de Keras para la carga de las capas del modelo, hasta algoritmos usados
para la limpieza de texto como NLTK y las métricas de clasificación por parte de Scikit-learn.
Luego, se diseñó el código para ejecutar el proceso de la Figura 87, el cual puede ser
descargado desde el link https://www.kaggle.com/alonsopuente/tesis-titulacion-demo
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Actividad 2: Ejecutar prototipo con proyectos tecnológicos vigentes
Una vez diseñado el proceso del prototipo, el software es ejecutado localmente desde Jupyter
Notebook y recibe como dato de entrada el enlace web de un proyecto vigente en Kickstarter,
representado en la Figura 139.
Figura 139. Proyecto consultado para la demostración. Captura de pantalla: 15/02/21.
Fuente: Elaboración propia.
Uno de los experimentos hechos el 23 de enero del 2021 se realizó con la campaña
vigente de ejemplo de la Figura 140.
Figura 140. Campaña del proyecto consultado. Captura de pantalla: 15/02/21.
Fuente: Elaboración propia.
La primera acción hecha por el sistema fue extraer la metainformación, descripción
y comentarios del proyecto desde el ingreso al URL por un navegador. Debido al cambio de
polı́ticas de acceso a la plataforma en 2020, Kickstarter detecta la presencia de bots y restringe
la navegación usando CAPTCHAs para evitar su accionar. Algunas veces fue detectado el bot
del sistema. Ante ello, la única acción manual por parte del usuario en el sistema se da en este
paso presionando por 5 segundos el botón de “I’m a human” (Soy humano por su traducción
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al español) que se muestra en la ventana. Desde este punto, luego de ingresar al enlace de la
campaña del proyecto, el sistema primero se redirige a la sección de la metainformación y
extrae las variables usadas para el entrenamiento del modelo.
Esta secuencia es repetida para las otras modalidades. En el caso de los comentarios, se
encuentran en una sección distinta, para lo cual el sistema primero se redirige a ella a partir del
dominio de la sección principal, en donde se encontraron la metainformación y la descripción.




Figura 141. Variables extraı́das por modalidad del proyecto consultado.
Fuente: Elaboración propia.
La información extraı́da es pre-procesada de la misma manera que la data usada para
entrenar cada modelo. A continuación, el modelo cargado The Hydra recibe los datos procesa-
dos y concatenados para realizar la predicción. Si el umbral es por lo menos 0.50, el resultado
será EXITOSO (Successful en inglés) como en la Figura 142.
Figura 142. Resultado de predicción de The Hydra para el proyecto consultado.
Fuente: Elaboración propia.
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Capı́tulo VI: Conclusiones y Recomendaciones
6.1 Conclusiones
Luego de identificar y formular el problema general, plantear los objetivos y las hipóte-
sis, se logró cumplir el objetivo de predecir el estado de financiamiento de un proyecto, ya sea
detectando aquellos que podrı́an ser exitosos como los que podrı́an fracasar, bajo un nuevo cri-
terio, solo considerar proyectos de tecnologı́a, y un nuevo enfoque, implementar un modelo de
Aprendizaje Profundo Multimodal que fue denominado ((The Hydra)).
Respecto a los objetivos especı́ficos, se determinó que el análisis de las alternativas pro-
puestas en los trabajos previos sı́ influyó en la selección de caracterı́sticas y del desarrollo del
marco de trabajo de la investigación, ya que se validaron algunas hipótesis de la literatura res-
pecto al rendimiento de modelos de acuerdo a las variables, técnicas y parámetros establecidos
en el desarrollo, como por ejemplo, la efectividad de modelos de redes neuronales frente a mo-
delos convencionales de Aprendizaje Automático. Esto se puede corroborar en los resultados
mostrados en la Tabla 21.
De la mencionada tabla, también se concluye que el modelo de Aprendizaje Profun-
do Multimodal se vio afectado por las caracterı́sticas consideradas en su desarrollo, ya que
presentó mejor rendimiento tanto contra sus submodelos como contra los modelos de tesis de
pregrado evaluado por las 5 métricas, siendo 0.01 la diferencia contra el segundo mejor modelo
bajo el valor AUC y 0.57 contra el peor modelo bajo la sensibilidad. Sin embargo, la desventaja
de la propuesta de la investigación radica en que la ausencia o poca presencia de datos en alguna
de las modalidades basadas en texto disminuye el ratio de éxito predicho para un proyecto. Esto
se debe al comportamiento mencionado, con tendencia al fracaso, que se observó al probar el
prototipo con proyectos de tecnologı́a con dichas caracterı́sticas, por ejemplo, descripción muy
breve o pocos comentarios recibidos por patrocinadores.
Otra desventaja relacionada con el punto anterior fue el comportamiento de la moda-
lidad de comentarios, ya que si bien hasta en 4 antecedentes se resalta su buena performance
y el submodelo entrenado presentó niveles entre 0.75 y 0.87 en las 5 métricas evaluadas, solo
el 29% de proyectos de tecnologı́a de este trabajo presentó comentarios, y de este universo, el
41% fracasaron en ser financiados. Se encontró, además, una notable brecha entre el promedio
de palabras de proyectos exitosos (aproximadamente 103 palabras en todos los comentarios)
frente al de aquellos que fracasaron (en promedio 6 palabras en todos los comentarios). Como
dato adicional, de las más de 74 mil palabras únicas en el diccionario desarrollado, se obser-
varon términos que no fueron del todo lematizados dado a la complejidad de interpretación
por parte del algoritmo ante los errores ortográficos encontrados en cada palabra (por ejemplo,
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repeticiones de vocales o sustitución de consonantes), comúnmente expuestas en el lenguaje
informal de las comunicaciones online. Esta observación no afectó significativamente en la
etapa de entrenamiento del submodelo. Sin embargo, encontrar una manera de lidiar con ella,
es decir, aumentar la valorización del procesamiento de textos sobre todo en los comentarios,
sı́ hubiese permitido mejorar su actual rendimiento al utilizar su lema correcta que aparece con
mayor frecuencia.
A nivel individual, The Hydra bajo cada métrica (desde las más usadas como la exacti-
tud hasta aquellas más recomendadas para problemas con data desbalanceada como el puntaje
F1) mantuvo niveles parejos y conllevó sin problemas su entrenamiento, pese a que tanto el mo-
delo de descripción como de comentarios se obstaculizaron con el sobreajuste luego de muchas
épocas. Entre una de las razones por las cuales ambos modelos no progresaban luego de una
avanzada cantidad de épocas se encontró en el contenido textual, en especial, el de comentarios
ya que la interacción social muchas veces no está sujeta a estrictas normativas de la gramática
hacia los usuarios que expresan libremente su opinión. Por lo tanto, algunas palabras incorrec-
tamente redactadas no pudieron ser lematizadas al 100% por la librerı́a NLTK. El modelo de
metainformación, en cambio, ayudó a mejorar el rendimiento del modelo apilado, ya que al
combinar sus predicciones con los otros dos modelos, la nueva performance del conjunto se
incrementó al evaluarse con las 5 métricas (un poco menos de 0.01 en la exactitud, precisión,
sensibilidad y puntaje F1, y un poco más de 0.01 en el AUC).
A pesar de presentarse una data desbalanceada (72% proyectos fracasados y 28%
exitosos), fraccionar la base total en subconjuntos de entrenamiento y pruebas de forma es-
tratificada, es decir, mantener la distribución de 72% fracasados y 28% exitosos para cada
subconjunto, y luego previo a la creación de cada modelo balancear los pesos de las clases
(0.6987077585764833 para proyectos fracasados y 1.7581290322580645 para exitosos) fue-
ron también determinantes para que los modelos eviten caer en sobreajuste tempranamente y
presenten comportamientos de exactitud y pérdida en la validación cercanas al entrenamiento
como se presentó en la Figura 136.
Asimismo, la evaluación de la factibilidad técnica del ambiente de desarrollo para las
caracterı́sticas del modelo de Aprendizaje Profundo Multimodal determinó la aplicabilidad de
las condiciones propuestas en la literatura. Algunos de los trabajos del Capı́tulo II que inicial-
mente se tenı́a en mente implementar eran modelos Seq2seq o LDA. Por ejemplo, Shafqat y
Byun (2019) planteó una arquitectura de este último tipo para resolver el problema de clasi-
ficación que encajaba con el marco de trabajo de la actual tesis de investigación, aplicando
segmentaciones de comentarios según el tema de su contenido para luego alimentar a su sis-
tema de recomendación de proyectos. Sin embargo, como se explica en las especificaciones
de sus requerimientos para llevar a cabo estos experimentos, se necesitó tener al menos una
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memoria RAM de 32 GB y una GPU potente como Nvidia GForce 1080 para llevar a cabo
los experimentos con más de 504 mil comentarios filtrados provenientes de 600 proyectos de
Kickstarter. Esto resultó inviable para las condiciones presentes en el entorno ya que, si bien
la suscripción a Google Colab Pro permite utilizar GPU con hasta aproximadamante 26 GB de
memoria, el conjunto recolectado de comentarios representó más de 10 veces (7,865 proyec-
tos con comentarios) la cantidad mencionada con un total de más de 494 mil comentarios. De
igual manera, el modelo Seq2seq implicaba el uso de una extensa memoria RAM y su otra des-
ventaja se encontró en no poder alterar internamente una arquitectura ya modificada, es decir,
modificar las capas y sus conexiones. Ante este escenario, se optó por la opción de un modelo
LSTM Bidireccional, acortando el número de palabras del total de comentarios por proyecto a
un valor estándar para poder diseñar la capa de incrustación correspondiente.
Finalmente, el último objetivo especı́fico cumplido fue la implementación de una he-
rramienta analı́tica en tiempo real para ayudar a los emprendedores y creadores de proyectos
de tecnologı́a en la toma de decisiones y estrategias de sus campañas. El prototipo del sistema
funciona localmente en la computadora del investigador y fue puesto a prueba con al menos 1
proyecto vigente de tecnologı́a.
6.2 Recomendaciones
Para futuros trabajos de investigación, se recomienda crear una plataforma web que
contenga el prototipo del sistema descrito en la sección de despliegue del Capı́tulo V, que
integre tanto la parte de extracción y pre-procesamiento del input como el modelo The Hydra,
con una interfaz que permita al usuario aprender a utilizarla de manera autodidacta, siguiendo
las buenas prácticas de experiencia del usuario y motivada por la aplicación de la extensión en
Google Chrome que realizaron los autores K. Chen y col. (2013).
Para afinar el desarrollo y los resultados de este trabajo, se sugiere comenzar con con-
tinuar ajustando los hiperparámetros de los modelos de contenido textual para progresar en la
etapa de entrenamiento, mediante técnicas como validación cruzada (k-fold Cross Validation),
Grid Search, Random Search, entre otros. Además, se sugiere también buscar otras alternativas
de optimizadores (por ejemplo, RMSProp, SGD) o alterar más parámetros de la opción usada
Adam, usando otros inicializadores de kernel, entre otros, con el fin de optimizar los resultados
de la predicción de los submodelos.
En caso se cuente con herramientas tecnológicas más potentes de hardware y software
para el desarrollo de modelos predictivos más profundos como modelos Seq2seq, multimodales
o hı́bridos del tipo DC-LDA, se recomienda limitar la extensión de palabras a un valor no mayor
a la cantidad de comentarios presentada en el trabajo de Shafqat y Byun (2019).
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Para lidiar con las oportunidades de mejora del tercer y cuarto párrafo de las conclu-
siones, se sugiere considerar otras variables y modalidades, como por ejemplo, la interacción
social externa entre el creador y la comunidad, ya sea en la sección de comentarios como se
consideró en esta investigación, ası́ como también en las menciones del proyecto en las redes
sociales para efectuar un análisis de sentimientos más profundo. Estas deberı́an considerarse
en un segundo modelo de Aprendizaje Profundo Multimodal (como lo trabajaron los autores
Shafqat y Byun (2019) en su investigación de predicción de temas en varios documentos) que
luego serı́a concatenado con el primero, en las que el creador de la campaña interviene directa-
mente (metainformación y descripción del proyecto), ya que la dependencia de una modalidad
en la cual interviene una tercera parte (patrocinadores) podrı́a afectar negativamente la poca
o nula presencia de esta información, para lo cual se le podrı́a asignar a este último grupo un
menor peso en la fase de entrenamiento. Bajo este escenario, se podrı́a tomar en cuenta opcio-
nes de limpieza de texto más avanzadas u otras disponibles (por ejemplo, realizar experimentos
con stemming) para reducir lo máximo posible la aparición de palabras únicas de un mismo
significado u origen pero reconocidas como distintas en el diccionario entrenado, y con esto
implementar un clasificador de estados de financiamiento más sólido.
Se prefiere evitar usar la modalidad de imagen y/o video principal de la campaña, ya que
como se comentó en la fase de Evaluación, en un trabajo previo desarrollado por el autor, no se
encontraron caracterı́sticas similares entre ellos para el caso particular de la categorı́a Tecno-
logı́a. Otras alternativas potenciales también figuran la de predicción de las mejores opciones
de valores que deberı́an contener las variables (tanto cuantitativas como cualitativas) para un
proyecto antes del lanzamiento de su campaña. Este enfoque permitirı́a evaluar indefinidamen-
te la información que un creador asigne a su campaña hasta encontrar la mejor combinación
gracias a un modelo de recomendación.
Como penúltima sugerencia, deberı́a seguirse alguna metodologı́a para definir el valor
del punto de corte o threshold, ya sea explorando más a detalle los puntos del Área bajo la
curva ROC (AUC) u otra técnica, y poder implementar una clasificación más precisa.
Finalmente, como en varias referencias y libros sobre Aprendizaje Automático y Apren-
dizaje Profundo que se pueden encontrar, no existe una regla definida para asegurar el rendi-
miento excelente de cualquier modelo. El factor del logro de objetivos principalmente se debe a
la continua experimentación y uso de distintas técnicas para alcanzar la performance esperada.
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Asociación de Emprendedores de Perú. (2018, 12 de febrero). Avances y limitaciones del em-
prendimiento peruano. Recuperado de https://asep.pe/index.php/avances- limitaciones-
emprendimiento-peruano/
Baheti, P. (2020). Introduction to Multimodal Deep Learning. Recuperado de https://heartbeat.
fritz.ai/introduction-to-multimodal-deep-learning-630b259f9291
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López-Golán, M., Vaca Tapia, A. C., Benavides Garcı́a, N. & Coronado Otavalo, X. M. (2017).
Crowdfunding campaigns. Its effectiveness in audiovisual projects in the Latin American
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D Comparación de metodologı́as de antecedentes











The Language that Gets People
to Give: Phrases that Predict
Success on Kickstarter
– Recolección de datos.












– Formulación del problema.
– Recolección de datos.







Will Your Project Get the Green
Light? Predicting the Success of
Crowdfunding Campaigns
– Recolección de datos.





Predicting Success in Equity
Crowdfunding
– Recolección de datos.
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Li, Rakesh &
Reddy
Project Success Prediction in
Crowdfunding Environments
– Formulación del problema.
– Recolección de datos.
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Using Language to Predict
Kickstarter Success





Effect of Social Media
Connectivity on Success of
Crowdfunding Campaigns
– Recolección de datos.





Supervised Learning Model For
Kickstarter Campaigns With R
Mining
– Formulación del problema.
– Recolección y pre-
procesamiento de datos.
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Yu, Huang, Yang,
Liu, Li & Tsai
Prediction of Crowdfunding
Project Success with Deep
Learning
– Recolección de datos.
– Exploración de datos.




Lee, Lee & Kim
Content-based Success
Prediction of Crowdfunding
Campaigns: A Deep Learning
Approach






Estimating the Days to Success
of Campaigns in Crowdfunding:
A Deep Survival Perspective
– Formulación del problema.
– Recolección de datos.
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Finding the Keywords Affecting
the Success of Crowdfunding
Projects
– Recolección de datos.
– Pre-procesamiento de datos.
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Processing to Extract Key
Product Features of
Crowdfunding Campaigns: The
Case of 3D Printing
Technologies on Kickstarter
– Recolección de datos.
– Pre-procesamiento de datos.







Mechanism Based on Integrated
Topic Modeling and Deep
Neural Networks in
Crowdfunding Platforms
– Formulación del problema.
– Recolección de datos.












Key Factors for Project
Crowdfunding Success: An
Empirical Study
– Entendimiento del problema.
– Entendimiento de los datos.



































E Comparación de objetivos especı́ficos de antecedentes
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proyecto de
crowdfunding.
Desarrollar frases predictivas junto
con variables de control para ayu-
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res de proyectos.
OE4
Evaluar el impacto del uso de cier-











































de las descripciones de




Examinar el impacto de la calidad
argumentativa y fuente de credibi-
lidad de la descripción de un pro-
yecto en su performance durante la
campaña.
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Evaluar e implementar caracterı́sti-





















Analizar relación entre exactitud
del modelo y el uso de caracterı́sti-
cas dinámicas y/o estáticas.
OE3
Evaluar efectividad de predicción
en distintas etapas de campaña.
Evaluar caracterı́sticas estáticas y
dinámicas de trabajos previos.
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de una compañı́a y su historial pre-
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como un problema de
análisis de
supervivencia y aplicar
el enfoque de regresión
censurada.
Estudiar la distribución del tiempo
de éxito del proyecto de los datos
de crowdfunding.
Demostrar que el desempeño de los
modelos con proyectos exitosos y
fracasados es mejor que aquellos
que solo comprenden exitosos.
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analizar y predecir el
éxito de recaudación de
proyectos de
crowdfunding.
Identificar las caracterı́sticas de te-
mas a partir de las descripciones.
Identificar las caracterı́sticas discri-
minatorias que influyen en el éxito
de financiamiento de proyectos.
Ayudar a emprendedores a identifi-
car las caracterı́sticas textuales más
influyentes que afectan los resulta-
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Evaluar la correlación entre varia-
bles de conectividad y variables
principales de la campaña.
Examinar el impacto de variables
principales de la en el desempeño
del modelo predictivo.
OE3
Examinar el impacto de variables
de conectividad en el desempeño
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de crowdfunding.
Analizar alternativas de algoritmos
de Aprendizaje Automático con
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contribuciones de acuerdo a la evo-
lución del tiempo (dı́as) de la cam-
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Identificar el tiempo correcto de du-
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Investigar esquemas de fusión con
diferentes modalidades y evaluar
arquitectura multimodal en el con-
junto de datos de crowdfunding.
OE1
Investigar la contribución de imáge-
nes al éxito del proyecto.
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Analizar impacto de la predicción






Affecting the Success of
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Analizar el impacto del
contenido textual en un
proyecto de Kickstarter
a partir del análisis de
sus palabras clave que
determinen el éxito de
financiamiento.
Analizar alternativas de clasifica-
ción a partir de distinta selección de
caracterı́sticas en trabajos previos.
OE1
Ayudar a emprendedores a incre-
mentar sus chances de éxito de fi-























Analizar el efecto de caracterı́sticas
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ma de decisión de patrocinadores.
Evaluar el rendimiento de técnicas
de extracción de palabras clave en
la selección de caracterı́sticas a par-
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Ayudar a encontrar proyectos segu-
ros a inversores a partir de sistema
de recomendación.
OE4
Diseñar proceso de arquitectura in-
tegrada de modelos de recomenda-
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Determinar la relación entre la dis-
tribución de variables entre clústers.
Estimar qué grupo potencial desa-
rrollado serı́a el resultado de un
nuevo proyecto.
Ayudar al creador a definir una es-
trategia o reorientar un proyecto pa-
ra llevarlo al éxito, en función de su
posición en el sistema.
OE4
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F Parámetros para modelo predictivo de Metainformación
Hiperparámetro Valor
Pesos de clases – Exitoso (1): 1.7581290322580645
– Fracasado (0): 0.6987077585764833
Optimizador – Nombre: ADAM
– Ratio de aprendizaje: 5∗10−3
– Ratio de decaimiento: 1∗10−5
Parada temprana – Monitor: val accuracy
– Modo: auto
– Paciencia: 10




Punto de guardado del modelo – Monitor: val loss
– Modo: min
Función de pérdida binary crossentropy
Número de épocas 100
Tamaño de lote 128
Datos de entrada X train
Datos de destino y train
Datos de validación X test, y test
Longitud de datos de entrada - capa de entrada 6
Número de neuronas de salida - capa densa 1 32
Función de activación - capa densa 1 relu
Ratio de capa de desactivación 1 0.25
Número de neuronas de salida - capa densa 2 16
Función de activación - capa densa 2 tanh
Ratio de capa de desactivación 2 0.30
Función de activación - capa final sigmoid
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G Parámetros para modelo predictivo de Descripción
Hiperparámetro Valor
Pesos de clases – Exitoso (1): 1.7581290322580645
– Fracasado (0): 0.6987077585764833
Optimizador – Nombre: ADAM
– Ratio de aprendizaje: 1∗10−5
– Ratio de decaimiento: 1∗10−5
Parada temprana – Monitor: val loss
– Modo: min
– Paciencia: 10




Punto de guardado del modelo – Monitor: val loss
– Modo: min
Función de pérdida binary crossentropy
Número de épocas 100
Tamaño de lote 128
Datos de entrada training sentences
Datos de destino training labels
Datos de validación testing sentences, testing labels
Longitud de datos de entrada - capa de entrada 3,671
Tamaño de vocabulario - capa Embedding 148,270
Dimensión de incrustación - capa Embedding 100
Número de filtros - capa Conv1D 128
Tamaño de kernel - capa Conv1D 5
Número de neuronas de salida - capa densa 1 64
Función de activación - capa densa 1 tanh
Función de activación - capa final sigmoid
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H Parámetros para modelo predictivo de Comentarios
Hiperparámetro Valor
Pesos de clases – Exitoso (1): 1.7581290322580645
– Fracasado (0): 0.6987077585764833
Optimizador – Nombre: ADAM
– Ratio de aprendizaje: 1∗10−3
– Ratio de decaimiento: 1∗10−6
Parada temprana – Monitor: val loss
– Modo: min
– Paciencia: 10




Punto de guardado del modelo – Monitor: val loss
– Modo: min
Función de pérdida binary crossentropy
Número de épocas 50
Tamaño de lote 64
Datos de entrada training sentences
Datos de destino training labels
Datos de validación testing sentences, testing labels
Longitud de datos de entrada - capa de entrada 5,000
Tamaño de vocabulario - capa Embedding 74,096
Dimensión de incrustación - capa Embedding 100
Ratio de capa de desactivación 0.50
Número de neuronas de salida - capa Bidirec-
cional LSTM
128
Función de activación - capa final sigmoid
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I Parámetros para modelo de Aprendizaje Profundo Multimodal
Hiperparámetro Valor
Pesos de clases – Exitoso (1): 1.7581290322580645
– Fracasado (0): 0.6987077585764833
Optimizador – Nombre: ADAM
– Ratio de aprendizaje: 1∗10−5
– Ratio de decaimiento: 1∗10−5
Parada temprana – Monitor: val loss
– Modo: min
– Paciencia: 10




Punto de guardado del modelo – Monitor: val loss
– Modo: min
Función de pérdida binary crossentropy
Número de épocas 200
Tamaño de lote 32a
Datos de entrada X train stackedb
Datos de destino y train
Datos de validación X test stackedc, y test
Longitud de datos de entradad 3,671, 5,000, 6
Número de neuronas de entrada - capa concatenadae 1, 1, 1
Número de neuronas de salida - capa concatenada 3
Número de neuronas de salida - capa densa 1 10
Función de activación - capa densa 1 relu
Función de activación - capa final sigmoid
a Al no especificarse, por defecto se asignó el valor de 32 (Keras, s.f.); b comprende la concatenación de
X train description, X train comments y X train metadata; c comprende la concatenación de X test description,
X test comments y X test metadata; d representan las longitudes de datos de entrada de cada modalidad; e
representan las salidas de cada modalidad
