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Abstract
The relation between the proximal subdifferential and the quasidifferential for a function, which is B-differentiable (uniformly
directionally differentiable) and quasidifferentiable (in the sense of Demyanov and Rubinov), is developed. On the basis of this
relation, the proximal subdifferential is computed via the quasidifferential. This computation can be used in the contexts of stability
for a control system with a nonsmooth Lyapunov function and of nonsmooth optimization.
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1. Introduction
Recently, nonsmooth Lyapunov functions have been used widely in stability and stabilization for control systems;
see for instance [1,2,7–10] and references therein. In this context, the proximal subdifferential of a Lyapunov function
is applied in characterizing the stability. Besides this, the proximal subdifferential is used also to characterize
optimality for nonsmooth optimization [2]. However, it is hard work to compute the proximal subdifferential based
on its definition, except for a convex function. As is known, the quasidifferential in the sense of Demyanov and
Rubinov can be computed easily for a large class of functions, for instance the functions which are generated by
finitely many maximum, minimum, and smooth operators from smooth functions. It has been used to compute the
Clarke generalized gradient and the Clarke generalized Jacobian [4–6]. In the present work, we intend to establish the
relation between the proximal subdifferential and the quasidifferential. Then, we compute the proximal subdifferential
via the quasidifferential based on this relationship.
Let f : Rn → R be lower semicontinuous. As in [2], ξ ∈ Rn is called a proximal subgradient (or P-subgradient)
of f at x if there exist positive numbers σ and η such that
f (y) ≥ f (x)+ ξT(y − x)− σ‖y − x‖2 ∀y ∈ B(x, η), (1.1)
where B(x, η) is the ball with x and η as its center and radius, respectively. The set of such ξ is denoted by ∂P f (x),
and is referred to as the proximal subdifferential, or the P-subdifferential.
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The set ∂P f (x) is convex; however it is not necessarily open, closed, or nonempty. The proximal subdifferential
can be defined by the proximal cone of its epigraph, equivalently.
Let us consider the control system
x˙(t) = f (x, u), (1.2)
where x ∈ Rn denotes the state of the system, t ≥ 0 denotes time, u ∈ U denotes the control, U is a set. Roughly
speaking, the Lyapunov pair (V,W ) for the system (1.2) needs to satisfy the following condition:
inf
u∈U f (x, u)
Tξ ≤ −W (x) ∀ξ ∈ ∂PV (x)
for all x ∈ Rn \ {0}.
Consider the unconstrained optimization problem
(P) min
x∈Rn
f (x)
where f : Rn → R is lower semicontinuous. If x∗ ∈ Rn is a minimizer for (P), then 0 ∈ ∂P f (x∗); see for
instance [2].
A function f : Rn → Rm is said to be B-differentiable (or uniformly directionally differentiable) at a point x ∈ Rn
if
f ′(x; d) = f (x + d)− f (x)+ o(‖d‖) ∀d ∈ Rn .
It is easy to see that a B-differentiable function is continuous, so it admits a proximal subdifferential. Actually, a
locally Lipschitzian function is B-differentiable if and only if it is directionally differentiable.
As in [3], a function f : Rn → R is called quasidifferentiable, in the sense of Demyanov and Rubinov, if it is
directionally differentiable and there exists a pair of convex compact sets ∂ f (x), ∂ f (x) ⊂ Rn such that its directional
derivative f ′(x; ·) can be represented as follows:
f ′(x; d) = max
u∈∂ f (x)
uTd + min
v∈∂ f (x)
vTd, d ∈ Rn .
The pair of sets [∂ f (x), ∂ f (x)] is called a quasidifferential of f at x .
The class of quasidifferentiable functions contains convex, concave and differentiable functions, but also
convex–concave, maximum and other functions. It even contains some functions which are not locally Lipschitzian.
2. Main results
We start with a lemma.
Lemma 1. Let f : Rn → R be B-differentiable. Then, ξ ∈ ∂P f (x) if and only if
f ′(x; d) ≥ ξTd ∀d ∈ Rn, (2.1)
or, in other words,
∂P f (x) = {ξ ∈ Rn | f ′(x; d) ≥ ξTd ∀d ∈ Rn}.
Proof. Suppose that ξ ∈ Rn satisfies (2.1). The B-differentiability of f gives
f ′(x; y − x) = f (y)− f (x)+ o(‖y − x‖), y ∈ Rn . (2.2)
Introducing d = y − x into (2.1) and combining with (2.2) yields
f (y) ≥ f (x)+ ξT(y − x)+ o(‖y − x‖), y ∈ Rn .
We can choose η > 0 and σ > 0 such that o(‖y − x‖) ≥ −σ‖y − x‖2∀y ∈ B(x, η). Therefore, (1.1) holds. In other
words, ξ ∈ ∂P f (x).
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Suppose that ξ ∈ ∂P f (x); say, (1.1) holds. Let y = x + λd, where λ ≥ 0, ‖d‖ = 1. Then, (1.1) can be rewritten as
f (x + λd) ≥ f (x)+ λξTd − σλ2, 0 ≤ λ ≤ η. (2.3)
Since f is B-differentiable, one has that
f (x + λd) = f (x)+ λ f ′(x; d)+ o(λ), ‖d‖ = 1. (2.4)
Introducing (2.4) into (2.3) yields that
f (x)+ λ f ′(x; d)+ o(λ) ≥ f (x)+ λξTd − σλ2, 0 ≤ λ ≤ η.
In the result,
f ′(x; d)+ o(λ)
λ
≥ ξTd − σλ, 0 ≤ λ ≤ η. (2.5)
Passing to the limit for λ → 0+ in (2.5), (2.1) is obtained. 
The next theorem gives a link between the proximal subdifferential and the quasidifferential.
Theorem 1. Let f : Rn → R be B-differentiable and quasidifferentiable with a quasidifferential [∂ f (x), ∂ f (x)].
Then,
∂P f (x) = {ξ ∈ Rn | −∂ f (x)+ ξ ⊂ ∂ f (x)}. (2.6)
Proof. By virtue of Lemma 1, we need only prove that (2.1) holds if and only if
−∂ f (x)+ ξ ⊂ ∂ f (x). (2.7)
Given a ξ ∈ Rn , suppose that (2.1) holds. Since f is quasidifferentiable, this implies that
max
u∈∂ f (x)
uTd − max
v∈−∂ f (x)
vTd ≥ ξTd ∀d ∈ Rn .
Consequently,
max
w∈−∂ f (x)+ξ
wTd ≤ max
u∈∂ f (x)
uTd ∀d ∈ Rn .
By Minkowski duality, we have (2.7). Suppose that (2.7) holds. The reversing of the above discussion leads to (2.1)
immediately. Hence, (2.1) and (2.7) is equivalent. This completes the proof of the theorem. 
Although we use the quasidifferential to characterize the proximal subdifferential in Theorem 1, we cannot compute
the proximal subdifferential using the quasidifferential generally. This is because we cannot compute the set
{w ∈ Rn | −∂ f (x)+ w ⊂ ∂ f (x)}
even if the quasidifferential [∂ f (x), ∂ f (x)] is given. In view of this, we have to consider a special case. Let both
∂ f (x) and ∂ f (x) be polyhedra. Thus they can be expressed as follows:
∂ f (x) = co{ui | i ∈ I } (2.8a)
and
∂ f (x) = co{v j | j ∈ J }, (2.8b)
where ui , v j ∈ Rn, I, J are finite index sets. Without loss of generality, suppose that ui 6= u j ∀i, j ∈ I, i 6= j , and
vi 6= v j ∀i, j ∈ J, i 6= j . The next theorem gives a formula for the proximal subdifferential when the quasidifferential
is a pair of polyhedra.
Y. Gao / Applied Mathematics Letters 21 (2008) 1172–1176 1175
Theorem 2. Suppose that f : Rn → R is quasidifferentiable with the quasidifferential as in (2.8). One has that
{w ∈ Rn | −∂ f (x)+ w ⊂ ∂ f (x)} =
⋂
j∈J
co{ui + v j | i ∈ I }. (2.9)
Moreover, if f is B-differentiable, then
∂P f (x) =
⋂
j∈J
co{ui + v j | i ∈ I }. (2.10)
Proof. Let
w ∈ {w ∈ Rn | −∂ f (x)+ w ⊂ ∂ f (x)}.
Then, w − co{v j | j ∈ J } ⊂ co{ui | i ∈ I }. Consequently, w − v j ⊂ co{ui | i ∈ I } ∀ j ∈ J . This implies that
w ∈ co{ui + v j | i ∈ I } ∀ j ∈ J.
Thus, one has that
w ∈
⋂
j∈J
co{ui + v j | i ∈ I }.
Hence,
{w ∈ Rn | −∂ f (x)+ w ⊂ ∂ f (x)} ⊂
⋂
j∈J
co{ui + v j | i ∈ I }. (2.11)
On the other hand, suppose that
w ∈
⋂
j∈J
co{ui + v j | i ∈ I }.
Then, w ∈ co{ui + v j | i ∈ I } ∀ j ∈ J . Thus, w − v j ⊂ co{ui | i ∈ I } ∀ j ∈ J . This leads to w − co{v j | j ∈
J } ⊂ co{ui | i ∈ I } since the set co{ui | i ∈ I } is convex. In other words, w ∈ {w ∈ Rn | −∂ f (x) + w ⊂ ∂ f (x)}.
Therefore,⋂
j∈J
co{ui + v j | i ∈ I } ⊂ {w ∈ Rn | −∂ f (x)+ w ⊂ ∂ f (x)}. (2.12)
Combining (2.11) with (2.12) gives (2.9). By Theorem 1 and the formula (2.9), we obtain (2.10) immediately. This
completes the proof of the theorem. 
Example 1. Let
f (x) = max
1≤i≤4
fi (x)+ min
1≤ j≤2 g j (x), x = (x1, x2)
T,
where
f1(x) = x1 + sin x2, f2(x) = sin x1 − x2,
f3(x) = −x1 − x2, f4(x) = −x1 + sin x2,
g1(x) = −12 sin x1 + x
2
2 , g2(x) =
1
2
x1 + sin2 x2.
Evidently, f is B-differentiable and quasidifferentiable. On the basis of quasidifferential calculus, we have that
∂ f (0) = co{u1, u2, u3, u4} and ∂ f (0) = co{v1, v2}, where u1 = (1, 1), u2 = (1,−1), u3 = (−1,−1), u4 =
(−1, 1), v1 = (− 12 , 0), v2 = ( 12 , 0). By deduction, it is obtained that
co {ui + v1 | 1 ≤ i ≤ 4} = co
{(
1
2
, 1
)
,
(
1
2
,−1
)
,
(
−3
2
,−1
)
,
(
−3
2
, 1
)}
1176 Y. Gao / Applied Mathematics Letters 21 (2008) 1172–1176
and
co{ui + v2 | 1 ≤ i ≤ 4} = co
{(
3
2
, 1
)
,
(
3
2
,−1
)
,
(
−1
2
,−1
)
,
(
−1
2
, 1
)}
.
From (2.10), it follows that
∂P f (0) = co{ui + v1 | 1 ≤ i ≤ 4}
⋂
co{ui + v2 | 1 ≤ i ≤ 4}
= co
{(
1
2
, 1
)
,
(
1
2
,−1
)
,
(
−1
2
,−1
)
,
(
−1
2
, 1
)}
.
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