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Abstract
Video streaming over best effort networks remains a
challenging task. Video quality decreases with the num-
ber of frames that are corrupted, lost or received after the
playback time. In order to deliver videos in high quality, a
model for selecting the proper network-error treatment in a
peer-to-peer overlay is presented. Based on the model, the
selection is between error avoidance, error correction and a
combination of both approaches. The model is evaluated by
using the network simulator NS-2 and a modified version
of EvalVid. The solution is presented in the context of an
indexing-cache overlay, which has two interesting proper-
ties for our selection model: it efficiently locates even rare
videos, and the search procedure returns multiple locations
for a requested video.
1 Introduction
Delivering videos in the desired quality over best effort
networks remains an important challenge. If a video is
streamed from an arbitrary server to an arbitrary client, the
perceived quality typically varies in an unpredictable way.
The commonly used methods for handling packet loss
are Forward Error Correction (FEC) and Automatic Repeat
Request (ARQ). FEC adds redundancy before transmitting
the data, ARQ is used to retransmit lost packets. The prob-
lem about FEC is that redundant information requires ad-
ditional bandwidth and causes even more packet losses in
case of crowded links. While ARQ retransmission increases
the packet delay it is not applicable to data with real-time
constraints for playback. The alternative to error correc-
tion is error avoidance. Error avoidance can be achieved
by using Multiple Description Coding (MDC) [7]. MDC
encodes the signal into a number of separate bit streams
called descriptions. Each description has roughly the same
size and equally influences the media quality. Any of the
descriptions is able to provide some base quality, but the
more descriptions are available the better is the quality. The
best quality is obviously achieved when all descriptions are
available. The main drawback of Multiple Description Cod-
ing is that end-users may not always be satisfied with the
quality of the stream received. This for example is the case
when only one out of four descriptions arrives.
Existing error correction and avoidance approaches (e.g.,
[1], [2], [3] and [8]) consider either network or stream char-
acteristics, but none of them considers both. The main con-
tribution of this paper is to present a model that is able to
select either one or a combination of both, in dependency of
the coding characteristics of the stream and the probabilis-
tic link behavior of the overlay. In the presented approach
we use a peer-to-peer overlay network for locating videos.
The location mechanism is based on indexing-caches that
contain information about a part of the videos in the net-
work. Once a video is found in one or more locations, we
apply our model for selecting between error correction, er-
ror avoidance and a combination of both. The selection
depends on the coding characteristics of the media stream
and the probabilistic link behavior of the network. We have
evaluated our model using the NS-2 [11] network simula-
tor and an extended version of the EvalVid plug-in [5]. We
have extended EvalVid to support the evaluation of multiple
sub-streams (descriptions) that are delivered within NS-2.
The rest of the paper is structured as follows: Section 2
presents related work, Section 3 describes the peer-to-peer
overlay and the efficient way we use to locate videos. Sec-
tion 4 introduces the error model, followed by Sections 5
and 6 that present the evaluation and conclusions respec-
tively.
2 Related Work
Approaches relying on error avoidance and error correc-
tion are not new. One of the first documents discussing such
ideas is [10], where error avoidance is based on the principle
of reducing the packet loss probability by sending parts of
the data either (1) from different sources or (2) over parallel
paths. One possibility for realizing error avoidance is Mul-
tiple Description Coding. In [3] it is shown that Multiple
Description Coding in combination with Multiple Source
Streaming is able to deliver video streams in much better
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quality than the classical server client approach.
Forward error correction is based on the principle of re-
constructing data that has been lost during network trans-
mission. A good overview about forward error correction
can be found in [1], [2] and [8].
3 Peer-to-Peer Overlay
The purpose of the peer-to-peer overlay is to efficiently
find the peer(s) that store and provide a certain video. Typ-
ically, in a peer-to-peer overlay the less popular videos will
be available from only few peers, while the more popular
ones will be provided by many peers. However, the demand
for videos is not always equal to their popularity. Mecha-
nisms should be provided in order to also efficiently locate
rare (unpopular) videos.
In order to assure a high success rate when searching for
both unpopular and popular videos while keeping the over-
lay maintenance costs low and not using flooding, we use a
simple and dynamic structure where the peers periodically
collect information about the videos in the overlay, by up-
dating their neighborhoods. This information is kept at each
peer in an indexing-cache.
Each peer collects in its indexing-cache up-to-date in-
formation about the videos of the neighbors. When a peer
updates its neighborhood, it replaces an existing neighbor
with a new one. The information from the existing neigh-
bor is still kept in the indexing-cache, however, now with an
increasing age associated to it, and the information from the
new neighbor is added as up-to-date information. Whenever
the limit of the indexing-cache is reached, the information
with the highest age is removed.
Given that each peer has an accurate knowledge of the
videos stored in its neighborhood and (possibly outdated)
information about videos from further peers, we use random
walks of finite length for the search procedure. This method
is expected to perform in practice as well as a TTL-limited
flooding. To search for a video, a peer sends a video request
to a random neighbor that checks its indexing-cache for the
video, and if not found, it will repeat the process by sending
the video request further to a random neighbor.
The overlay deals easily with peer failure. When a peer
from the indexing-cache fails, its corresponding entries are
discarded. When a neighbor fails to respond, it is simply
replaced with another peer from the overlay.
In order for the search result to contain multiple peers
that have the requested video, the indexing-cache can con-
tain several locations for a video; also, the random walk
can finish only when a certain number of locations have
been found without exceeding the random walk maximum
length. If needed, several random walks can be issued.
More than two peers having the same video are necessary
to enable multiple source streaming (in case of error avoid-
ance), as well as delivering correction streams from alterna-
tive sources (in case of error correction).
4 A Model for Handling Network Errors
When using the indexing approach described in Sec-
tion 3, the network bandwidth between the sender and the
receiver is not taken into consideration. In order to deliver
the content in the desired quality, it might be necessary to
apply (1) error correction, (2) error avoidance or (3) a com-
bination of both approaches. In this section we present a
model to select between these three alternatives based on
current network and content characteristics. The model
combines two measures called Quality Probability and Net-
work Probability. The combination of Quality Probability
and Network Probability is called Success Probability.
SuccessProbability =
QualityProbability ∗
M∏
i=1
NetworkProbabilityi (1)
where M is the number of streaming peers and
NetworkProbabilityi represents the probability of suc-
cessfully sending packets between peer i and the receiver.
QualityProbability represents the probability that net-
work errors are propagated within the video stream. The
combination of both (i.e., the success probability) can take
values between 0 and 1.
4.1 Network Probability
Network probability is used to select between alternative
peers based on the available bandwidth to the receiver and
the bit rate of the video stream. We calculate the available
bandwidth between the sender and the receiver based on the
”TCP-friendliness” formula obtained from [6]:
AvailableBandwidth =
s
tRTT
√
2p
3 + tRTO(3
√
3p
8 )p(1 + 32p
2)
(2)
where s is the packet size, tRTT is the round-trip time, p is
the packet loss probability and tRTO is the TCP retransmit
timeout value.
Network Probability is calculated as the ratio between
the required bit rate and the available bandwidth:
NetworkProbability = min(1,
AvailableBandwidth
RequiredBandwidth
)
where AvailableBandwidth is the TCP-friendly available
bandwidth (Equation 2) between the sender and the receiver
and RequiredBandwidth is the bit rate of the (partial)
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video stream. Network Probability can take values be-
tween 0 and 1. In case the available bandwidth from the
sender to the receiver is sufficient to deliver the content
without loss, Network Probability has the value of 1.
4.2 Quality Probability
Quality probability expresses the probability that all
video frames that arrive at the receiver can be decoded suc-
cessfully. This probability depends on (1) the number of
lost packets and (2) the type of frames affected by the packet
loss. MPEG coded video streams [9] consist of three main
frame types, I, P and B [4]. I-frames (Intra-coded frames)
have the advantage of being self-contained and allowing
random access. They have the disadvantage that the com-
pression rate is usually much lower compared to P- or B-
frames. P-frames (predictive-coded frame) have a better
compression ratio than I-frames but encoding and decoding
requires information from the previous I- or P-frames. The
third type of frames are Bi-directionally predictive-coded
frames (B-frames). The advantage of B-frames is that they
have the highest compression ratio compared to I- and P-
frames but they additionally depend on one preceding and
one succeeding frame in the Group of Pictures (GOP). The
preceding can be an I- or P-frame, the succeeding is al-
ways a P-frame. So quality probability is used to consider
the structure of the stream additionally to the loss rate of
the network (NetworkProbability). As another example, a
stream encoded using only I-frames and losing many pack-
ets, usually results in a better quality in case that the same
content is streamed with a lower bit rate but encoded using
I-,P- and B-frames. Different packet losses have different
effects on the media quality and thus error handling has to
be adapted to the relative importance of the frames.
The model requires knowing the number of network
packets belonging to each video frame as well as the loss
probability of the network path. The loss probability can be
expressed as the ratio of transmitted and received packets:
LossProbability =
PacketsReceived
PacketsTransmitted
(3)
The number of received packets (PacketsReceived) is de-
termined by sending test packets from the sender to the re-
ceiver. The number of packets to be transmitted can be cal-
culated by parsing the structure of the stream.
The LossProbability takes values between 0 and 1: 0
means that all packets are received, while 1 means that all
packets are lost. Knowing the loss probability (p) of the
path and the number of packets (T ) belonging to a video
frame, the arrival probability (ap), which is the probability
for successfully receiving one single frame, can be calcu-
lated using the statistical binomial distribution as follows:
ap(T, F, p) =
T+F∑
i=T
(
T + F
i
)
∗ pi ∗ (1− p)T+F−i (4)
where T is the number of network packets, F is the number
of forward error correction packets and p is the loss proba-
bility of the path (defined in Equation 3).
Computing the arrival probability (ap) for one single
frame is not sufficient for selecting between streams from
alternative peers. Videos have playback times ranging from
several seconds to hours and thus analyzing the complete
structure would take too long. However the fact that video
streams are organized in subsequent groups of pictures
(GOPs) can be used to simplify calculations. In the test
streams used in our experiments each GOP follows the same
frame pattern, ”IBBP...”, providing sufficient information to
make predictions about the complete video.
In order to model packet loss for a group of pictures, I-,
P- and B-frames must be analyzed separately as they have
different sizes and dependencies:
apI = ap(NI , FI , p)
apP = ap(NP , FP , p)
apB = ap(NB, FB, p)
(5)
where apI , apP , apB are the probabilities that I-,P- and B-
frames are not lost. NI , NP , NB are the numbers of packets
for each type of frame, FI , FP , FB are the numbers of for-
ward error correction packets used and p is the network loss
probability (defined in Equation 3).
The probability (QualityProbability) for being able to suc-
cessfully decode all frames belonging to the GOP is defined
as:
QualityProbability = apI ∗ apCPP ∗ apCBB
where CP is the total number of P-frames and CB is the
total number of B-frames. In order to be able to deter-
mine the required amount of forward error correction pack-
ets (FI , FP , FB) for the I-, P- and B-frames, we compute
the arrival probability for each frame separately. The neces-
sity for doing so is explained by giving an example with two
frames. Consider that an I-frame has an arrival probability
of 50% and the depending P-frame an arrival probability of
100%. Taking into account the dependency between the I-
frame and the P-frame, the P-frame can also only be used
with a probability of 50%. Sending correction packets for
the B-frame would be useless but by using the equations
that are explained in the rest of this section, it can be seen
that it is the I-frame that needs to be protected.
The computation of the arrival probability (RI) for the
I-frame is simple because no dependencies need to be con-
sidered:
RI = apI (6)
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Figure 1. Request success per video.
The dependencies of P- and B-frames are considered in the
rest of this section. When computing the arrival probability
for P-frame i, the dependencies to the I- and all previous
P-frames have to be considered:
RP (i) =
{
RI ∗ app if i = 1,
RP (i−1) ∗ app if i > 1
(7)
where P (i) is the ith P-frame in the GOP. In case of the
first P-frame in the GOP (i = 1), only the probability of
successfully decoding the I-frame and the P-frame itself is
considered. In case that i > 1 also the dependencies to all
previous P-frames are included.
As B-frames depend on I- and P- frames, the probability of
arrival of a B-frame at position j is calculated as:
RB(j) = RP (k) ∗ apB (8)
where B(j) is the jth B-frame in the GOP and P (k) is the
immediate successor frame that is referenced.
5 Evaluation
We first evaluate the efficiency of our mechanisms to lo-
cate videos (i.e., the indexing-cache overlay) in Section 5.1
— then we present two scenarios for streaming the content
in Section 5.2.
5.1 Searching the overlay
In order to evaluate the success rate of both unpopular
and popular videos, we have executed a small experiment
with 1,000 peers and 643 videos, where each peer has 5
neighbors and an indexing-cache of up to 50 entries. In
the indexing-cache there can be up to 2 entries per movie.
Each entry of the indexing-cache specifies a location, i.e., a
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Figure 2. Average number of found locations
for each movie.
peer that provides the movie. The association of videos to
peers follows a Zipf distribution with α=1. Each peer issues
a search request for all videos in the form of two random
walks, each one with a maximum length of 20 hops. The
search procedure stops when at least one location for the
requested movie has been found.
The results are presented in Figure 1, where we show
the request success for each video. The horizontal axis
represents the videos, in order of popularity (most popular
movies at the left side). The vertical axis shows the num-
ber of peers that successfully find the specified movie. For
comparison purposes, we have included in the figure the
success rate of the search procedure of the following cases
(the legend, from top to bottom):
(A) local-search only, which is actually the Zipf distribu-
tion of the videos (i.e., number of peers that have a
certain video);
(B) random walks in a random network, no notion of
cache;
(C) random walks in a random network, where each peer
stores locally, in a cache, the results (i.e., locations) of
the video requests that it had issued;
(D) random walks in the indexing-cache overlay; the in-
formation from the neighbors (not the search results as
before) is cached.
The caches of (C) and (D) have the same size and they
use the same aging process as replacement policy. The par-
ticularity of these two cases is that whenever a random walk
containing a video request arrives at a peer, if the peer does
not own the video, it searches for the video in the cache.
The results for the indexing-cache overlay (D) show that
the popular videos are always found and moreover, most of
the unpopular videos are found by at least half of the peers.
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Under the same overlay configuration, we have done an
experiment that shows the number of locations found for
each movie during the search procedure. This time, the
search stops only when the maximum random walk length
has been reached. (Otherwise, there will be at most 2 hits).
Again, each movie is requested from all peers, and we have
computed the average number of locations found in the re-
quest path using a random walk of length 10 and 20, respec-
tively. The results are shown in Figure 2, where we have
also added, for comparison purposes, the number of real
locations of each movie in the overlay. As expected, popu-
lar movies are found in more locations, while less popular
movies are found in a smaller number of locations. The ad-
vantage is that the search procedure already returns multiple
locations for the movies that are in at least 2 or 3 locations.
5.2 Streaming Scenarios
In this part we show that our model is able to find the
best alternative among error correction, error avoidance and
a combination of both approaches. To keep the examples
comprehensible we pick a small subset of peers in the sys-
tem and use the same media stream, called Akio for all
experiments. The stream consists of two descriptions en-
coded using MDC in the temporal domain. The full stream
has a rate of 1462 Kbit/s when it is encoded using I-frames
only and 1081 Kbit/s when it is encoded using I-,P- and B-
frames.
The experiments have been performed using the network
simulator NS-2 [11] and a plug-in called EvalVid [5]. Data
streams from multiple servers are merged and forwarded as
one single stream to the player.
5.2.1 Scenario 1
The following example illustrates the necessity of combin-
ing Network Probability and Quality Probability. The con-
tent is provided by two alternative peers in different quali-
ties (Alternatives A and B, see Figure 3). The question is
Figure 3. Logical view - Scenario 1.
which peer to select as streaming source. Alternative A is
encoded using only I-frames; alternative B is encoded using
I-, P- and B-frames. Calculating only Network Probability
Alternative Bitrate Avail.-BW Netw.-Probability
A 1462 1257 0.86
B 1081 989 0.90
Table 1. Stream and Network Characteristics.
(Equation 4.1) yields a better result for alternative B (Ta-
ble 1). When Success Probability (Equation 1) is calculated
Alternative Success Probability MOS
A 0.66 4.02
B 0.5 3.50
Table 2. Success Probability - Scenario 1.
(Table 2) it can be seen that alternative A yields a better
result (because of the higher QualityProbability and Net-
workProbability). In order to verify the success probabil-
ity calculation of our model, both decisions are simulated.
For comparing the alternative qualities, the Mean Opinion
Score (MOS) metric [5] is used. MOS is an objective mea-
sure for representing the satisfaction of an end-user receiv-
ing a video stream. With this metric the value for the best
quality is 5 and for the worst quality is 1.
By sending both streams, it can be seen that considering
Network Probability alone is not sufficient and selecting al-
ternative B would have been the wrong decision. The MOS
values of alternatives A and B are 4.02 and 3.50, respec-
tively (see Table 2). Alternative B (the one with the lower
bit rate) scores worse because of the temporal dependencies
to the frames that were lost.
It can be seen that our model is able to select the better
alternative. This small example is used to show that com-
puting the ratio between the available bandwidth and the bit
rate of the stream is not sufficient to decide between alterna-
tive streaming sources, because the structure of the stream
has a strong influence on the resulting quality.
5.2.2 Scenario 2
In the second scenario it is assumed that two peers pro-
vide the requested content in the same quality. The prob-
lem is that the network bandwidth is not sufficient to send
any description without loss. Both network paths to the
receiver have an average bandwidth of 300 Kbit/s, the re-
quired bandwidth for sending description 1 and descrip-
tion 2 are 539 Kbit/s and 542 Kbit/s respectively. The ques-
tion is either to send one description stream from each of the
peers (and accept some loss) or one description stream and
one forward error correction stream. When success proba-
bility is calculated it can be seen that sending one descrip-
tion plus one forward error correction stream is better than
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Figure 4. Logical view - Scenario 2.
sending two descriptions (see the higher value of 0, 88 com-
pared to 0, 62 in Table 3). In order to verify the success
Alternative Success Probability MOS
2 Descriptions 0,62 2.25
1 Description + FEC 0,88 2.45
Table 3. Success Probability - Scenario 2.
probability (Equation 1), both decisions are simulated. The
MOS values from the simulations are also listed in Table 3.
It can be seen that the result from sending one description
and one forward error correction is 18,2 % better than send-
ing two descriptions (see the higher MOS value of 2, 45
compared to 2, 25). The reason that sending two descrip-
tions leads to a worse result than sending one stream and
one forward error correction stream is that none of the two
descriptions can be fully received.
6 Conclusions
We have presented a model for selecting between
network-error avoidance, network-error correction and a
combination of both approaches to deliver multimedia
streams over best effort networks in the desired quality. This
model was presented in the context of a low-cost indexing-
cache overlay that has been shown to deal well with requests
for both popular and rare videos and, moreover, to locate
multiple peers having the same video.
The error handling model is based on considering net-
work characteristics in combination with stream character-
istics. The evaluation has been performed by doing sim-
ulations using varying stream and network characteristics
within NS-2. The simulation results show that the model
can be used to take the decision — error avoidance, error
correction or the combination of both — that allows to de-
liver the stream in the best quality.
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