Abstract-The decentralized sequential hypothesis testing problem is studied in sensor networks, where a set of sensors receive independent observations and send summary messages to the fusion center, which makes a final decision. In the scenario where the sensors have full access to their past observations, the first asymptotically Bayes sequential test is developed having the same asymptotic performance as the optimal centralized test that has access to all sensor observations. Next, in the scenario where the sensors do not have full access to their past observations, a simple but asymptotically Bayes sequential tests is developed, in which sensor message functions are what we call tandem quantizer, where each sensor only uses two different sensor quantizers with at most one switch between these two possibilities. Moreover, a new minimax formulation of optimal stationary sensor quantizers is proposed and is studied in detail in the case of additive Gaussian sensor noise. Finally, our results show that in the simplest models, feedback from the fusion center does not improve asymptotic performance in the scenario with full local memory, however, even a one-shot, one-bit feedback can significantly improve performance in the case of limited local memory.
I. INTRODUCTION

S
ENSOR networks were originally motivated by their applications in military surveillance [19] , and now they have many other important applications, including mobile and wireless communication, environment or computer network monitoring, and urban disaster prevention and response.
There are various configuration possibilities for sensor networks. Fig. 1 illustrates the general setting of a widely used configuration. In such a network, at time , each of a set of sensors receives an observation , and then sends a sensor message to a central processor, called the fusion center, which makes a final decision when observations are stopped. If necessary, the fusion center can also send feedback to the local sensors.
The essential feature of sensor networks is that each sensor is assumed to be intelligent and the information produced by the senors has to be transmitted and fused in a fashion that provides reliable summary information with low error rate while using the minimum amount of network resources. A standard mathematical formulation that can meet these requirements is to limit the sensor messages within a finite alphabet (perhaps binary). While this approach exhibits information loss as compared to the centralized setting of sending all raw data to the fusion center, it can often provide a formulation that is better suited for practical applications, due to the need for data compression, notable decrease in communication bandwidth, significant reduction in computational complexity at the fusion center, increased network reliability and finally privacy of raw data.
In sensor networks, we can state three fundamental problems: 1) how should each sensor send messages to the fusion center; 2) how should the fusion center combine the messages from different sensors to make a final decision; and 3) if necessary, what type of feedback should be sent from the fusion center to the sensors. It is worth emphasizing that these three problems are closely related to each other, e.g., the "best" decision rule at the fusion center will depend on how the sensors send messages to the fusion center. Ideally one desires to obtain optimal solutions to all these three problems simultaneously so as to achieve the "best" network performance (under proper optimality criteria).
As in the classical or centralized setting, there are two types of decision problems in sensor networks: static and dynamic.
In static decision problems, the number of sensor observations (sample size) is fixed before the data are taken, and the fusion center makes only one decision. Static decision problems in sensor networks have been studied over the past twenty years. For a review, see [23] and the references therein for hypothesis testing problems, and [12] , [27] for estimation problems. However, there is a large body of problems where the static setting is not useful, due to the dynamic nature of sensor networks, where information is updated over time at all sensors and the fusion center. In the statistical literature, dynamic decision problems are also known as sequential decision problems and were 0018-9448/$25.00 © 2008 IEEE first introduced by Wald [24] . In the classical or centralized setting, sequential decision problems have been the focus of the mature fields of sequential analysis and change-point detection, see, [2] and [9] , and there references therein. On the other hand, research on sequential decision problems in sensor networks is rather limited, see [3] and [21] for a review.
In this article, we will study a decentralized sequential hypothesis testing problem, one of standard sequential decision problems in sensor networks, see [3] and [23] for many important applications including distributed signal detection, recognition, and surveillance. In decentralized sequential hypothesis testing problems, it is assumed that there are two simple hypotheses and on the distributions of sensor observations. In order to make a quick and reliable decision about which of these two hypotheses is true, the optimization needs to be performed jointly over sensor and fusion center policies, as well as over time. This makes the optimization highly problematic. In fact, it is well known [22] that dynamic programming or Bayes formulations generally become intractable, except in a special case where it has been an open-problem to derive the properties of Bayes solutions.
The goal of this paper is to develop asymptotic optimality theory for the Bayes formulation of the decentralized sequential hypothesis testing problem, and to offer two classes of fairly simple decentralized sequential tests which are asymptotically Bayes in their respective scenarios. As a consequence, several open problems raised in [21] and [22] for decentralized sequential hypothesis testing problems will be addressed asymptotically.
Since in this article we consider a number of alternative directions in the decentralized hypothesis testing problem, we believe that a brief presentation of our results that emphasizes the key points, will contribute toward the better understanding of our work.
In an influential paper by Veeravalli, Basar, and Poor [22] , the authors considered two different scenarios of sensor networks, depending on how local information is used to produce the sensor messages 's at the sensors. The first scenario is the system with full local memory, where sensors have full access to their past observations. This scenario has the following two possible cases, which correspond to Cases B, and D in [22] .
Case i): System with no Feedback and Full Local Memory
where are all local sensor observations observed up to time at sensor .
Case ii): System with Full Feedback and Full Local Memory
where denotes the past sensor message information given by (3) with , and is the null set.
It is well-known [22] that it is intractable to find Bayes solutions under this scenario via the dynamic programming approach, and it has been an open problem to find any asymptotically optimal sequential tests in the system with full local memory. Here we adopt the asymptotic optimality approach and offer the first asymptotically Bayes sequential test in the system with full local memory. In our proposed scheme, each sensor sends its local "sensor decisions" to the fusion center, which then combines all local decisions using a "consensus" rule. Note that, although our test does not use any feedback from the fusion center, it is asymptotically Bayes. This suggests that feedback does not improve asymptotic performance in the system with full local memory.
A criticism of the system with full local memory often made is that it will require sensors to have unlimited memory and computational capacities as time tends to . In our scheme, however, local sensor decisions (or sensor messages) are based on local sufficient statistics which can be calculated recursively resulting in a memory need of only size and a constant number of computational operations per time step. This of course suggests that our test is practically feasible.
The second scenario is the system with limited local memory, where the sensors do not have access to their past observations. The following three possible cases have been considered in [22] .
Case iii): System with Neither Feedback from the Fusion Center nor Local Memory (6) where is the past sensor messages defined in (3). As illustrated in [22] , in the system with limited local memory, the Bayes formulation is tractable only in the case with full feedback specified in (6), but it has been an open problem to derive the properties of the Bayes solution due to its complicated structure. In order to develop simple decentralized sequential tests with good performances, another closely related open problem raised in [22] is whether stationary quantizers, i.e., stationary sensor message functions, can lead to decentralized sequential tests that are asymptotically optimal in the system with limited local memory. That is, can we find asymptotically Bayes sequential tests from the case specified in (4) where the sensor message functions do not change over time ? We will provide answers to both of these open problems in the system with limited local memory. In particular for the second open problem, we will show that tests with stationary quantizers are generally asymptotically suboptimal except in some extreme situations. Moreover, to address the optimality properties within the class of stationary quantizers, we will also propose a new minimax formulation of optimal stationary quantizers, and study in detail the case of additive Gaussian sensor noise.
For the first open problem, it is very difficult to study the properties of the Bayes solution directly even though its structure was characterized in [22] . We adopt instead an indirect approach by establishing sharp upper and lower bounds on the performance of the Bayes solution, with the leading term in both bounds being the same. Then, the key step is to develop simple but asymptotically Bayes decentralized sequential tests that obey the same bounds. In our proposed tests in the limited local memory case, at each sensor, the corresponding message function is what we call a tandem quantizer. Specifically each sensor has the choice between two different sensor quantizers with at most one switching between the two possibilities. Note that the sensor quantizers in the Bayes solution need to be changed at each time step, whereas one can only obtain suboptimal decentralized tests in general if the sensor quantizers do not change over time (as is the case of stationary quantizers). Hence, from the viewpoint of the number of switches, a tandem quantizer is the simplest possible candidate to construct asymptotically Bayes decentralized tests in the system with limited local memory.
The previous scheme can also be seen as a novel case in which the fusion center provides quantized versions of the past sensor messages in (3) before sending feedback to all sensors. Case vi): System with Quantized Feedback, and Local Memory Restricted to Past Sensor Messages (7) where the quantized feedback is chosen from a finite (possibly binary) list and defined in (3) is the sensor messages available before time . In other words the fusion center analyzes the data and sends "quantized" feedback to all sensors instead of the complete information available at the fusion center. The idea of quantized feedback is very appealing from both practical and theoretical point of view: it is more secure than full feedback, and takes into consideration the limitations imposed by the communication bandwidth between sensors and fusion center (one of the original motivations of sensor networks). In applications such as engineering and computer science, a useful way to think of quantized feedback is that the fusion center analyzes the data, and sends to all sensors their respective updated detection thresholds.
It is obvious that tandem quantizer can be thought of as a special case of quantized feedback when the fusion center sends one-shot feedback to all sensors. Motivated by Abramson [1] , and Kiefer and Sacks [6] , another way to think about tandem quantizers (or quantized feedback) is to divide the decision making into two stages. In the first stage, preliminary samples are taken at the sensors until the fusion center makes a preliminary decision, which will be sent back to all sensors so that the sensors can optimize their respective quantizers according to this preliminary decision. In the second stage, all sensors use the new "optimal" quantizers to send all future sensor messages until the fusion center makes a final decision, which is based only on the sensor messages in the second stage. The number of time steps taken in the first stage can be significant but it is negligible compared to the one required in the second stage. It is worth pointing out that our results show that even a one-shot, one-bit feedback can significantly improve asymptotic performance in the system with limited local memory, and more feedback will not improve further.
Throughout this article, we make the following assumptions, which are standard.
(A1): Conditioned on each of hypothesis, and , the sensor observations are independent over time as well as from sensor to sensor. The remainder of this article is organized as follows. In Section II, we provide a formal mathematical formulation of decentralized sequential hypothesis testing problems and present some well-known results on the optimal centralized sequential test to provide a benchmark for the decentralized sequential tests. Section III establishes the asymptotic Bayes properties of our proposed test in the system with full local memory, and Section IV develops the asymptotic theory for the system with limited local memory. Section V proposes a new minimax formulation of the optimal stationary sensor message functions, and applies it explicitly to binary sensor messages with normally distributed sensor observations. In Section VI, we give a concrete example to illustrate our asymptotic results. The proofs of most theorems are included in the Appendix.
II. PROBLEM FORMULATION AND NOTATIONS
Suppose there are sensors in a sensor network. At time , an observation is made at each sensor . Assume there are two simple hypotheses and . Under the hypothesis , the observations at sensor are independent and identically distributed (i.i.d.) with density function , and under the hypothesis , they have density . Denote by and , respectively, the probability measures under hypotheses and . Let and be the corresponding expectations. Note that this notation is slightly different than the conventional notation for conditional probabilities and expectations under the Bayes formulation, but it has advantages in the asymptotic optimality approach.
Based on the information available at at time , a sensor message , specified in (1) or (2) for the system with full local memory, and in (4)- (7) for the system with limited local memory, is chosen from a finite alphabet and sent to the fusion center. Without loss of generality, it is assumed that is chosen from the finite set . At time , the fusion center may take one of three possible actions: 1) allow all sensors continue taking additional observations and send messages to the fusion center; 2) inform all sensors to stop taking observations and decide in favor of the null hypothesis ; or 3) inform all sensors to stop taking observations and decide in favor of the alternative hypothesis . To define measures of performance for a decentralized sequential test , denote by the corresponding stopping time when the fusion center decides to stop taking observations. There are four quantities that are useful and appropriate to evaluate decentralized sequential tests: 1) probability of Type I error, , 2) probability of Type II error, , 3) expected decision-making time under , , and 4) expected decision-making time under , . The last two performance measures are included since , the number of time steps needed to make a final decision, depends on the observations and is thus a random variable. Ideally, we want these four quantities to become as small as possible.
Veeravalli, Basar and Poor [22] extended the classical or centralized Bayes formulation of sequential hypothesis testing problems to the following decentralized setting. Assume the two hypotheses and have known prior probabilities, say, is true is true for some , and each time step taken for decision making costs a positive amount . Also for let be the cost of falsely rejecting . Then the total expected cost or Bayes risk of a decentralized sequential test with a stopping time is reject reject (8) where the notation is used to emphasize that the cost for each time step is . The Bayes formulation of decentralized sequential hypothesis testing problems can then be stated as follows.
Problem (P1):
Minimize the Bayes risk in (8) over all possible choices of sensor message functions and over all possible policies at the fusion center.
Unfortunately, it is nearly impossible to find exact optimality solutions in sensor networks (for some special cases see [22] ), and only "asymptotically optimum" results seem to stand a chance. In the asymptotic optimality approach, we first construct an asymptotic lower bound of in (8) as goes to . Then we show that a given class of decentralized sequential tests attains the lower bound asymptotically. We will establish asymptotic optimality theorems for both scenarios of decentralized decision systems: full local memory (specified in (1) and (2)) and limited local memory (specified in (4)- (7)).
We now introduce some notation. Let be a positive integer. Consider a random variable whose density function is either or with respect to some -finite measure, and assume that the Kullback-Leibler information number is finite. For a (deterministic or random) measurable function from the range of to a finite alphabet of size , say , denote by and , respectively, the probability mass function of when the density of is and . Let and define (9) and (10) It is well known [20] that , i.e., the reduction of the data from to cannot increase the information. Tsitsiklis [20] showed that the supremum is achieved by a Monotone Likelihood Ratio Quantizer (MLRQ) of the form if and only if where are constants. Similarly, by switching the roles of and , the supremum is achieved by a MLRQ with another (likely different) set of constant s. These optimal MLRQ's are not easily calculated, but we follow the standard practice in the literature of developing procedures that assume sensor messages are constructed optimally at the sensors. The definition of was first proposed in [10] and [11] . Some of our theorems assume that , and sufficient conditions for finiteness of are given in [11, Th. 2 and Corollary 2]. Using these notations, define the information numbers and (11) where . Moreover, define and (12) These four information numbers are key to our theorems. In the remainder of this section, let us consider the optimal centralized sequential test, i.e., the Bayes solution to Problem (P1) in the centralized setting when the fusion center has access to all sensor observations, or equivalently, when all sensors send their raw data to the fusion center ( ). The optimal centralized sequential test not only provides a benchmark for all decentralized sequential tests, but also sheds light on developing asymptotically optimal decentralized sequential tests. Denote by the optimal centralized sequential test. It is well known [24] that is in the form of Wald's sequential probability ratio tests (SPRT) defined as follows. Choose two constant and , and define the log-likelihood ratio (13) Define a stopping time first such that . In other words (14) The SPRT will stop taking observations at time and
The appropriate values of the thresholds and in the optimal centralized test are determined by the a priori probability of and the costs and in (8) . From the asymptotic viewpoint, however, the thresholds and in satisfy as , as shown in [4] , [24] . To see this, note that as , both and are large and it is well-known [24] that SPRT in the centralized setting satisfies reject reject and where and are defined in (12) . Hence, the Bayes risk of an SPRT can be approximated by Minimizing this approximation of with respect to yields (15) as . Thus an SPRT with threshold values is asymptotically Bayes to Problem (P1) in the centralized setting. Since we are interested in asymptotic results in this article, to simplify our notation, we refer to the optimal centralized sequential tests as the SPRT whose stopping time is defined in (14) with thresholds . Using again the approximations for the SPRT, it is easy to see that the risk corresponding the optimal centralized test is (16) By (15) and (16), from the asymptotic point of view, the optimal centralized sequential test and its Bayes risk depends mainly on and and it is insensitive to the costs and of making the wrong decision. Moreover, the resulting Bayes risk of the optimal centralized sequential test is mainly due to the cost of the time step.
III. SYSTEM WITH FULL LOCAL MEMORY
Let denote a Bayes solution to the decentralized sequential hypothesis testing problem in the system with full local memory, specified in (1) or (2) . The main result in this section is to develop a decentralized test in the case specified in (1) such that, under some general conditions, , i.e., is "asymptotically Bayes" in the system with full local memory as the cost per time step tends to 0. We recall that , denotes the Bayes risk as defined in (8) .
A. The Structure of Our Proposed Test
In the system with full local memory when for each , our proposed test is defined as follows (see Remark 5 for the extension of our proposed test in the case of binary sensor messages).
1) Sensor Policy: Each sensor uses its local observations to conduct an SPRT-like test with appropriate but fixed boundaries, and sends its local decision to the fusion center. Specifically, each sensor calculates its local log-likelihood ratio statistic recursively by (17) for and . Then each sensor uses a quantizer on to send messages to the fusion center, i.e., the sensor message sent from sensor to the fusion center is defined by if if otherwise.
where (18) and (19) Here and can be thought of as the weight of sensor in the overall final decision under the hypotheses and , respectively. The message "NULL" is a special sensor symbol to indicate that the sensor has not reached a local decision yet. For example, "NULL" could be represented by the situation where the sensor does not send any message to the fusion center, e.g., the sensor is silent.
2) Fusion Center Policy: After receiving the local "sensor decisions"
's from the sensors, the fusion center then combines all local sensor decisions by using a "consensus" rule. That is, the fusion center will stop and accept if for all stop and accept if for all continue sampling otherwise.
Note that since the local log-likelihood ratio statistic can be calculated recursively, our proposed test reduces the local memory requirements at every time from the full local memory to the data set of size , i.e., . Furthermore, it is also easy to see that in the single-sensor systems, i.e., , our test coincides with the optimal centralized SPRT. In the multi-sensor case, requires that each sensor must continue sending the local sensor decisions to the fusion center even after the log-likelihood ratio statistic exceeds the local thresholds. This key feature can be seen from the following heuristic argument, which provides the motivation for . Consider the optimal centralized SPRT whose stopping time is defined in (14) with thresholds . By (17) , the log-likelihood ratio statistics at sensor is Combining this with (13) yields that for all . That is, at any given time, the log-likelihood ratio statistic at the fusion center in the centralized version is the sum of the local log-likelihood ratio statistics at all sensors. Thus, if each sensor were able to send its local log-likelihood ratio statistic (a sufficient statistic) to the fusion center, then the fusion center would have been able to perform the optimal centralized SPRT. However, under the restriction that sensor messages belong to a finite alphabet, the sensors do not have this capability. Fortunately, the idea can be salvaged by the strong law of large numbers (SLLN). Observe that when is true, will go to as goes to . Hence, under the null hypothesis , the stopping rule of the optimal centralized SPRT can be approximated by (20) for sufficiently small . Now the SLLN implies that with probability under the null hypothesis . Hence, the weight of in the sum is roughly , and thus (20) can be further approximated by for all , which is exactly the stopping rule when our proposed test decides that is true. In other words, under the null hypothesis , the stopping rule of the optimal centralized SPRT can be approximated by the one of our test . Clearly, the same conclusion applies under the alternative hypothesis . Since the optimal centralized SPRT can be approximated by under both hypotheses and , it is not surprising that we are able to offer a formal proof of the asymptotic optimality properties of , in the next subsection, for the system with full local memory and also for the centralized case.
B. Asymptotic Optimality
We first establish asymptotic lower bounds on the Bayes risk in (8) for any decentralized tests in the system with full local memory. Later these bounds will be used to prove the asymptotic optimality of . Note that such a lower bound can be established by the optimality of SPRT in the centralized version, and it turns out this bound will be sufficient for our purpose in the system with full local memory. The following theorem was a slight modification of [4, Th. 2] . While this theorem follows at once from the optimality of the centralized SPRT and its asymptotic property established in (16) , an alternative proof, due to Chernoff [4] , is given in the Appendix so that parts of the argument can be applied conveniently in the proof of Theorem 4 to establish new information bounds under a different scenario.
Theorem 1:
For any sequential or fixed-sample-size tests in the decentralized or centralized setting, if for some constant , then as where does not depend on , and and are defined in (12) .
Next, we consider the behavior of proposed in the previous subsection for small values of . For this purpose, we need to estimate the probabilities of making incorrect decision when is used and the performance of , the number of time steps required by to make a decision. The following theorem, whose proof can be found in the Appendix, summarizes the asymptotic properties of our test for the system with full local memory.
Theorem 2: For any
, the probabilities that the test makes incorrect decision satisfy reject and reject (21) Moreover, if denotes the number of steps required by to make a decision, then as (22) where and are defined in (12). Now we are in a position to show that our proposed test is asymptotically optimal in the system with full local memory.
Theorem 3:
Under the assumptions of (A1) and (A2) and for all , is asymptotically Bayes in the system with full local memory, i.e., where is a Bayes solution in the system with full local memory.
Proof: From Theorem 2, for our proposed test , we have reject reject where is the number of steps required by to make decisions. Combining these with the definition of in (8) yields (23) If is not asymptotically Bayes, we would have for some positive constant which implies, due to (23) , that there is a sequence with such that (24) Hence satisfies the sufficient condition of Theorem 1 with , and thus Theorem 1 implies that which is a contradiction of (24) as is a constant. So the theorem holds.
Observe that our proposed test does not use feedback from the fusion center, but it is asymptotically optimal in the system with full local memory. This fact proves the following interesting result.
Corollary 1:
Under the conditions of Theorem 3, feedback from the fusion center does not improve asymptotic performance in the system with full local memory, specified in (1)-(2).
C. Additional Remarks
Remark 1: Although we do not know the exact form of the Bayes solution in the system with full local memory, its asymptotic properties can be easily established based on our results. By Theorems 1-3
as
. Moreover, if we denote by the stopping time (the sample size) of the Bayes solution , then the proof of Theorem 1 shows that as .
Remark 2:
The proof of Theorem 3 actually shows that our proposed test is also asymptotically Bayes in the centralized setting, i.e., , where is the optimal centralized SPRT. In other words, has the same asymptotic performance as the optimal centralized test.
Remark 3: Our proposed test
does not involve , the prior probability of the null hypothesis, but it is asymptotically Bayes in the system with full local memory regardless of the exact value of the prior probability . This is very appealing as one does not need to worry about how to choose this particular parameter.
Remark 4:
Since our results are first-order asymptotic, the efficiency of (with respect to the optimal centralized test) under nonasymptotic scenarios depends on the speed of convergence of its performance function to the corresponding asymptotic value. From the proof of Theorem 2, as , we have , where the constant can be derived explicitly from nonlinear renewal theory (see [17] and [26] ) under additional reasonable conditions. Similar results (including the constant ) were reported both theoretically and experimentally in [11] in the context of decentralized sequential change-point detection problems. If the number of sensors is large in the system, the value of can be very large. In that situation, when the value is only moderately small, the value of can be large and thus the nonasymptotic performance of can be poor.
Remark 5:
In our proposed test , a special symbol "NULL" is used to denote that sensors have not yet reached local decisions. When the local sensor decision is "NULL," we do not send anything. From a practical point of view, this is quite desirable, as it actually reduces the transmission rate below 1 bit. From a theoretical point of view, however, this implicitly assumes that for each (i.e., the sensor symbols are
, and "NULL"). One referee posed the question as to what happens in the case of strictly binary sensor messages ( ) using, for example, the symbol pair or ( , "NULL"). It turns out that such asymptotically Bayes tests can still be constructed. To illustrate our idea more explicitly, without loss of generality, we assume that the binary sensor symbols are . The key idea is to extend our test to the case of "blocks" of length . In each block, " " and " " represent that the sensor decides in favor of or , respectively, whereas " " or " " that a local decision has not yet been reached. Mathematically, our proposed test with binary sensor messages can be defined as follows. By a fairly straightforward though tedious extension of the proof of Theorem 2, it can be shown that this test is asymptotically Bayes in the system with full local memory.
IV. SYSTEM WITH LIMITED LOCAL MEMORY
Let denote a Bayes solution to the decentralized sequential hypothesis testing problem in the system with limited local memory, specified in (6) or (7) . The main result in this section is to develop a decentralized sequential test in the case specified in (7) such that, under certain restrictions, , i.e., that is "asymptotically Bayes" in the system with limited local memory as the cost tends to 0, and denotes the Bayes risk defined in (8) .
A. The Structure of Our Proposed Test
In the system with limited local memory, our proposed test splits the decision making into two stages.
1) First Stage:
The purpose of this stage is to provide a preliminary result as to which of the two hypotheses , is true. To achieve this, each sensor uses a fixed (but not necessarily optimal) stationary MLRQ , i.e., the sensor message function if and only if where are prespecified constants.
Based on independent, identically distributed observations , the fusion center calculates the loglikelihood ratio of recursively by for and , where and are the probability mass function induced on when the observations are distributed as and , respectively. Then the fusion center decides to stop the first stage at the time first such that (25) and makes a preliminary decision if if .
2) Second Stage:
In this stage, each sensor needs to switch to an "optimal" MLRQ with respect to the preliminary decision in the first stage, and the fusion center will use the sensor messages from the second stage to make a final decision on which of hypotheses and is true. Specifically, after the fusion center stops the first stage, it will send its preliminary decision to all sensors as a binary quantized feedback. When receiving the quantized feedback from the fusion center, each sensor needs to adjust the constants thresholds in the stationary MLRQs to optimal values as follows. If , then the sensor message function at sensor is switched to the stationary MLRQ which maximizes the Kullback-Leibler information number , where and are the probability mass function induced on when the observations are distributed as and , respectively. On the other hand, if , then each sensor message function should switch to the stationary MLRQ which maximizes . With abuse of notation, the stationary sensor message functions at sensor in the second stage are denoted by to emphasize that an optimal MLRQ should be used. However, the actual choice of will depend on the quantized feedback .
In the second stage, the fusion center begins a new cycle of making decisions, discarding all previous sensor messages and conclusions and starting afresh on the incoming i.i.d. vector sensor messages which are sent from the sensors using optimal stationary MLRQ 's. To be more specific, at time of the second stage, the fusion center calculates the log-likelihood ratio of recursively by for and . Then the fusion center decides to stop the second stage at time first such that (26) and makes the following final decision: decide is true if decide is true if .
It is important to emphasize that the threshold of the log-likelihood ratio statistic is in the first stage and in the second stage. This selection assures that the number of steps needed in the first stage (for small cost ) is large but negligible compared to the one needed in the second stage.
The motivation for our test is simple: instead of jointly optimizing the sensor and fusion center policies, which is an extremely difficult problem, we divide the optimization problem into two stages: the first is used to optimize the policies at the sensors and the second uses these decisions to develop the final optimal policy at the fusion center. Similar ideas have been applied in sequential experiment design, see, for example, [1] , [6] .
In our proposed test , each sensor uses what we call a tandem quantizer. A tandem quantizer is a sequence of two stationary quantizers with at most one switching from one quantizer to the other. This switching is necessary because, as we will see in the next section, stationary sensor quantizers do not lead to asymptotically optimal Bayes solutions in the cases specified in (6) or (7) except in extreme situations. In other words, sensor quantizers generally need to be changed over time in order to develop asymptotically Bayes decision rules. We should mention that in the Bayes solution derived in [22] for the case specified in (6), the sensor quantizers need to be updated at each time step. This precludes the use of Bayes solution in practice. In fact, it is nontrivial to perform numerical simulations for the Bayes solution due to its high frequency of switchings on sensor quantizers. Hence, from the viewpoint of number of switchings, a tandem quantizer is the simplest possible candidate to construct asymptotically Bayes rules.
B. Asymptotic Optimality
We need to first establish asymptotic lower bounds on the Bayes risk in (8) for any decentralized tests in the system with limited local memory. Of course the lower bounds in Theorem 1 still hold for the system with limited local memory. Unfortunately, they are overly crude and not possible to attain, even though in the previous section we showed that they are sharp for the system with full local memory. The following theorem, whose proof is highly nontrivial and included in the Appendix, is of fundamental importance for proving asymptotic optimality for the system with limited local memory.
Theorem 4:
Assume , defined in (10), and , defined similarly by switching the role of and , are finite for all . Then for any tests in the system with limited local memory, if for some constant , then where and are defined in (11) . Next, we study the asymptotic performance of our proposed test for small values of . As in the previous section, we need to estimate the probabilities of making incorrect decision when is used and the asymptotic performances of the number of time steps required by to make a decision. The following theorem, whose proof is in the Appendix, summarizes the asymptotic properties of for the system with limited local memory.
Theorem 5: For any
, the probabilities that makes incorrect decision, satisfy reject and reject (27) Moreover, if we let denote the number of time step required by to make a decision, then as
where and are defined in (11). Now we are in a position to show that is asymptotically optimal in the system with limited local memory.
Theorem 6:
Under the assumption of finiteness of and for all , the test is asymptotically Bayes for the system with limited local memory, i.e., where denotes th Bayes solution for the system with limited local memory.
Proof: The proof follows the same lines as that of Theorem 3, using Theorems 4 and 5 for the system with limited local memory.
Remark 6:
The Bayes test in the case specified in (6) was actually found in [22] , however, its performance is sensitive to the error in estimating the value of the prior probability of . On the contrary, our proposed test uses tandem quantizers, or equivalently two stages, to adaptively adjust itself and does not depend on .
We should recall that it has been a long standing open problem to study the asymptotic properties of the Bayes test in the literature, see [21] , [22] . Our theorems provide an asymptotic approximation to its performance. To see this, Theorem 5 implies that Then by Theorems 4 and 6, we have as . Moreover, if we denote by the stopping time (the time step taken for decision) of the Bayes solution , then the proof of Theorem 4 shows also that as .
V. STATIONARY SENSOR MESSAGES
In the system with limited local memory, an interesting open problem raised in [22] is to investigate the asymptotic optimality properties of tests with stationary sensor message functions, i.e., tests whose sensor message functions do not change over time . Tests with stationary sensor message functions are attractive in both theory and application due to their simple structures. The main purpose in this section is to provide a negative answer to this open problem and also develop an asymptotic optimality theory within this class of tests.
For tests with stationary sensor message functions, a key observation is that since the sensor message functions are fixed, the sensor messages are i.i.d. vectors (conditional on each hypothesis) and the fusion center is faced with a classical sequential hypothesis testing problem. Hence, for stationary sensor message functions, the optimal decision policy at the fusion center is an SPRT based on the i.i.d sensor message vectors . For this reason, to find optimal sequential tests with stationary sensor message functions, it is sufficient to focus on these tests that employ an SPRT at the fusion center.
Suppose a stationary sensor message function is used at sensor for , and denote by and the distribution induced on when the distribution of is and , respectively. With abuse of notation, define two new information numbers (29) These two information numbers are nothing but the relative entropy of the sensor message vector with stationary sensor message functions.
Given that a stationary sensor message function is used at sensor for , let and denote with the sequential test where an optimal SPRT policy is used at the fusion center so as to minimize the Bayes risk in (8) . By the classical results on SPRT, we have (30) as . Note that and , and at least one of the inequalities is strict for stationary sensor message function , except when is a one-to-one function, i.e, when the sensor observations 's are random variables chosen from a finite alphabet of size for all . Thus, by Theorems 4-6, we have Corollary 2: Under the conditions of Theorem 6, for any stationary sensor message that is not one-to-one, is asymptotically suboptimal in the case specified in (6) or (7) in the system with limited local memory, except in the extreme situation where or and where no testing is necessary since we can decide in favor of when and in favor of for , without taking any observations.
Remark 7:
Using the fact that and , it is evident that any test with stationary message function is also asymptotically suboptimal in the system with full local memory, except when is one-to-one or when or . While stationary sensor message functions generally lead to a suboptimal test in the system with limited local memory, it is reasonable to ask which is the "optimal" stationary sensor message function that leads to "optimal" tests among all SPRT's with stationary sensor message functions. By (30), for an SPRT with stationary sensor message function , minimizing the Bayes risk in (8) is equivalent to minimizing Thus we may use this minimization to define the "optimal" stationary sensor message function . Unfortunately, by this definition, the optimal choice of will depend on the specific value of , the prior probability of the null hypothesis. This may be undesirable in practice since the value of this parameter might not be exactly known.
To overcome this problem, we will use a minimax formulation to define an "optimal" choice of stationary sensor message . As a motivation, for a sequential test with stationary sensor message , one can define its asymptotic efficiency as where is the Bayes solution in the centralized version. Thus, it is reasonable to define the efficiency of stationary sensor message functions by Note that can be thought of as a measure which reflects the performance efficiency of using quantized sensor observation with respect to raw sensor observations.
By (16) and (30), we have A simple algebraic calculation shows that the efficiency of stationary sensor message functions is
where and are defined in (12) , and and are defined in (29). A minimax formulation for the "optimal" choices of sensor message functions is then to seek which maximizes the efficiency in (31). While the problem of finding the "optimal" quantizer seems to be of interest on its own, to the best of our knowledge, a minimax formulation like ours has not been proposed so far. Note that in the definition of in (31), and can be replaced by and , respectively. This new definition corresponds to the situation where the benchmark test is the Bayes solution in the system with limited local memory instead of the Bayes solution in the centralized version. Both definitions are useful and can be used in the following arguments.
To further understand the ideas behind our minimax formulation, it is helpful to consider a concrete example. For this purpose, in the remainder of this section, we will focus only on the system with a single sensor and binary sensor messages, i.e., and , where the sensor observations are normally distributed. However, we would like to emphasize that our arguments can be easily extended to cover more general settings.
In a system with a single sensor, suppose are independent normal random variables with unknown mean and variance , and we are interested in testing the null hypothesis against the alternative hypothesis for some . Assume we need to quantize the data 's because of data compression and limitations in the communication bandwidth, i.e., for some constant , where is the indicator function of the set . Then based on the quantized data , we would like to decide which of and is true. The problem is how to select the best quantizer, namely the best value for .
Intuitively one would like to define , i.e., by the symmetry argument. However, our results imply that the answer will depend on what we mean by "best," or more precisely, what a prior probability of the null hypothesis is.
To simplify our notation in the following discussion, define
and (33) where is the standard normal cumulative distribution. Now if the prior probability , the "best" quantizer is determined by the value of which maximizes . In other words, if one strongly believes is true, then one should maximize the information contained in (in the sense of Kullback-Leibler information number) when the true underlying model is . Alternatively, if one strongly believes is true, then one should maximize the information contained in when the true underlying model is . Specifically, if , then the "best" quantizer is determined by the value of which maximizes . Where we used the identities and . For , numerical calculations show that the best values of for the binary quantizer case are 0.6008, when and , respectively. For any other value of , numerical calculations suggest that the optimal value of decreases from to as increases from to . In particular, if , then the corresponding optimal value is .
Our minimax formulation tackles the optimal stationary binary quantizer in this example from a different viewpoint in the sense that we want to contain reasonably rich information under both and . Note that for a quantizer , the efficiency in (31) becomes where is defined in (33). By Theorem 7 below, for a given is maximized at , and thus the best binary sensor quantizer under our minimax formulation is , which is consistent with our intuition. It is worth emphasizing that while our minimax formulation and the Bayes formulation with lead to the same optimal stationary sensor message functions for normal distributions, they may lead to different answers for other distributions. For instance, if are i.i.d. with exponential density function for , and we want to test against . Then the best choice for is and under our minimax formulation and the Bayes formulation with , respectively. The difference mainly arises from the asymmetry property of the Kullback-Leibler information number, i.e.,
. From our point of view, our minimax formulation is more reasonable than the Bayes formulation (with ) as ours takes into account the difference in information contained in the raw data 's under and . To complete this section, we will state the following theorem, whose proof is in the Appendix.
Theorem 7:
For given , is maximized at , where is defined in (33).
VI. EXAMPLE
The main goal of this section is to illustrate our theoretical results detailed in the previous sections through a specific example. Detailed numerical and simulation results will be presented elsewhere.
Suppose there are sensors with each sensor sending binary message to the fusion center, i.e.,
. Assume that the observations at sensor are i.i.d. normal random variables with mean 0 and variance under and with mean and variance under . An interesting application of this model, as mentioned in [18] , is to use geographically separated sensors to detect a deterministic signal (or target), which is contaminated by additive white Gaussian noise at each sensor.
Let be the signal-to-noise ratio (SNR) at sensor , and (34) the SNR at the fusion center in the centralized version of this example.
First, in the system with full local memory specified in (1) and (2), if we assume each sensor is also allowed to be silent to indicate that it has not reached any local decision, then our proposed test is well-defined and is asymptotically Bayes. Therefore, in the system with limited local memory in the case specified in (6) or (7), if all SNR's at local sensors are small, then the Bayes risks of our proposed test and the Bayes solution satisfy
as . Finally, at sensor , by linear transformation and Theorem 7, it is easy to show that the optimal binary stationary sensor messages under our minimax formulation is , which is consistent with our intuition. When this optimal binary stationary quantizer is used at sensor for all , the information numbers defined in (29) in the system with limited local memory, a one-shot, one-bit feedback from the fusion center to sensors can reduce the asymptotic risk of decentralized sequential tests by half. Additional feedback does not improve the asymptotic performance any further. Finally, without feedback from the fusion center, the test for the system with full local memory can achieve the same asymptotic performance as the optimal centralized test.
VII. CONCLUSION
We have examined a decentralized version of the sequential hypothesis testing problems in two different scenarios of sensor networks under a Bayes formulation. In the system with full local memory, we have developed the first asymptotically optimal decentralized sequential test. It fact, our test was shown to have the same asymptotic first-order performance as its optimal centralized counterpart, although it may perform poorly under a nonasymptotic scenario due to slow convergence toward its limiting performance value. In the system with limited local memory, we have used the idea of tandem quantizers to offer decentralized sequential tests which are simple but asymptotically Bayes, thus responding at a long-standing open question regarding the asymptotic performance of the Bayes solution. We also clarified issues involving the optimal stationary sensor quantizers, and proposed a minimax formulation under which the optimal stationary quantizer is consistent with our intuition. It is interesting to note that feedback from the fusion center does not improve asymptotic performance in the system with full local memory but does so in the system with limited local memory, even if it is a simple one-bit, one-shot strategy.
There are a number of interesting problems which have not been addressed here. In practice, one may be interested in testing multiple hypotheses as in [5] , [8] . The results developed in this work are for the binary hypothesis testing problems, but they can provide benchmarks and ideas for the development of tests for the multi-hypothesis testing problem. It is also of interest to study the system where the observations at the different sensors may be dependent. Moreover, while the tests developed are asymptotically optimal, they may perform poorly in certain practical situations, especially in the system with large number of sensors, because of the slow convergence toward the limiting (asymptotic) performance. Thus finding fairly simple decentralized tests which are not only asymptotically optimal, but have also satisfactory performance for practical values, is undoubtedly of great importance. We believe that the idea of tandem quantizers, or more generally quantized feedback, will provide a powerful tool to tackle such problems. Therefore, this article can be seen as a first step in this direction.
APPENDIX PROOF OF THEOREMS AND LEMMAS
A. Proof of Theorem 1
The main tool is a lower bound on the sample size of a test with Type I and II error probabilities and . By the wellknown Wald's inequality [17] , [24] , for any (sequential or fixedsample) test with Type I and II error probabilities and , its sampling size satisfy where and are defined in (12) . As both and go to 0, these inequalities become (38) Based on these inequalities, Chernoff [4] [17] , [24] , we have where is the log-likelihood ratio at sensor defined in (17) . By definition, for the stopping time , we have for , and . Thus since . This proves the first inequality in (21) . The second inequality in (21) can be proved similarly. Now we will study the properties of the stopping time of our proposed test
. It suffices to prove the second inequality in (22) , as the proof of the first inequality in (22) 
Thus
Combining this with relations (41) and (42) yields the first inequality in (22) , completing the proof of the theorem.
C. Proof of Theorem 4
The proof follows the same lines as that of Theorem 1. Assume a family of sequential tests in the system with limited local memory satisfies for some constant . Then the definition of in (8) implies that Type I and II error probabilities of the tests satisfy with and . Now by a new lower bound established in Lemma 1 (below) for tests in the system with limited local memory, the stopping times of the tests satisfy as . Similarly, switching the role of and , we have
Then by the definition of in (8) , for any test, the cost of time step taken for decision is only portion of the total expected cost or Bayes risk. Thus and the theorem holds.
To complete the proof, we need to prove the following lemma which establishes asymptotic lower bounds on the time steps taken for decision making by a (sequential or fixed sample size) test in the system with limited local memory. Given the overwhelming difficulty of directly studying the hypothesis testing problem in the system with limited local memory, we need to prove the lemma by considering the corresponding "open-ended" hypothesis testing problems, developed by Robbins [13] and Robbins and Siegmund [14] , [15] . For a decentralized test in the system with limited local memory satisfying (43), relation (44) will be proved through studying the properties of an open-ended test constructed from the test .
The motivation of the open-ended hypothesis testing problem is as follows. Assume that if is true, sampling costs nothing and the preferred action at the fusion center is just to take observations without stopping. On the other hand, if is true, each time step for decision making costs a fixed amount and the fusion center should stop taking observations as soon as possible and reject the null hypothesis . Since there is only terminal decision in an open-ended hypothesis testing problem, the policy at the fusion center is a stopping time . The null hypothesis is rejected if and only if . Before we continue to prove the lemma, it is useful to mention two different viewpoints of open-ended hypothesis testing problems. In the above-mentioned motivation of open-ended hypothesis testing problems, the cost for each time step under the hypothesis is different than that under the alternative hypothesis , whereas these costs are the same (or at least the same order) in the standard formulation of hypothesis testing problems. An alternative viewpoint is to think of open-ended hypothesis testing problems as standard hypothesis testing problems in which the tests are required to satisfy the constraint in (43) To complete the proof of Lemma 1, we need to prove the following results for the open-ended tests, i.e., tests defined by a stopping time that stop taking observations only to reject .
Lemma 2:
Under the assumption of Lemma 1, for any stopping time in the system with limited local memory satisfying , relation (48) implies (49). Proof: A key idea in the proof of this lemma is to use conditional log-likelihood ratios to construct a martingale, and the proof follows the same argument as in Theorem 1 of [11] . Note that in the system with limited local memory, we can rewrite where may depend on , all past sensor messages defined in (3) . Denote by and respectively the conditional density induced on given when the density of is and . Denote by the conditional log-likelihood ratio function of .
Since are independent, so are given . Thus in the fusion center, the conditional log-likelihood ratio of given is . By Theorem 1 (or Theorem 3) in Lai [8] (also see Theorem 1 of Lai [7] ), to prove (49), it suffices to show that for any (50) By the definition of thus the left-hand size of (50) 
D. Proof of Theorem 5
To prove the theorem, it is useful to think our proposed test in the system with limited local memory as a combination of two SPRT's with stationary MLRQ at sensors. This proved the first inequality in (28). The second inequality in (28) can be proved similarly. Thus the theorem holds.
E. Proof of Theorem 7
To prove the theorem, by Lemma 7 below, for any given , defined in (33) is a decreasing function of . Thus with equality holding for . This shows that is maximized at , and so the theorem is proved.
To complete the proof, we need the following lemmas. 
