Abstract. Let q P Zris be prime and χ be the primitive quadratic Hecke character modulo q. Let π be a self-dual Hecke automorphic cusp form for SL 3 pZrisq and f be a Hecke cusp form for Γ 0 pqq Ă SL 2 pZrisq. Consider the twisted L-functions Lps, π b f b χq and Lps, π b χq on GL 3ˆG L 2 and GL 3 . We prove the subconvexity bounds
Introduction
Subconvexity for L-functions is one of the central problems in analytic number theory. The principal aim is to get bounds for a given L-function that are better than what the functional equation together with the Phragmén-Lindelöf convexity principle would imply.
The subconvexity problem for GL 1 and GL 2 over arbitrary number fields was completely solved in the seminal work of Michel and Venkatesh [MV] . More recent work on the subconvexity for GL 2 over number fields may be found in [BH] , [Mag2] , [Mag3] and [Wu] .
Xiaoqing Li [Li2] and Blomer [Blo] made the first progress on the subconvexity for GL 3 and GL 3ˆG L 2 in the t-aspect and the level aspect, respectively, in which they both study the first moment of L-functions for GL 3ˆG L 2 and exploit the nonnegativity of central L-values. It closely resembles the cubic moment of L-functions for GL 1ˆG L 2 studied by Conrey-Iwaniec [CI] . Recently, there are developments of new techniques on stationary phase and the analysis of Bessel integrals which yield numerical improvement of the subconvexity exponent or hybrid subconvexity bounds in both the level and the taspect. See for example [MSY] , [Hua] and [Nun] . Some ideas in the latter two should be attributed to Young [You] , in which he established the hybrid version of Conrey and Iwaniec's results. Another approach to the GL 3 subconvexity problem is the circle method technique elaborated in the series 'The circle method and bounds for L-functions I-IV' of Munshi [Mun1] - [Mun4] . His method was further developed and simplified in [Mun5] , [Mun6] , [HN] , [Lin] and [SZ] . Moreover, as an application of the GL 3 Kuznetsov formula in [But] , Blomer and Buttcane [BB2, BB3] successfully solved the subconvexity problem in the aspect of the GL 3 Archimedean Langlands parameter (the µ-aspect). All the current subconvexity results for GL 3 in the literature are over the rational field Q.
In this paper, we shall obtain for the first time subconvexity results for GL 3 over a number field other than Q. More precisely, we shall extend the work of Blomer [Blo] to the Gaussian number field Qpiq. Our main tools are the Kuznetsov formula for Hecke congruence subgroups of SL 2 pZrisq and the Voronoï summation formula for SL 3 pZrisq; the former is indeed established in [LG] for imaginary quadratic fields and the latter in [IT] for arbitrary number fields. As alluded to above, the advances along the moment method approach rely heavily on the innovations in the analytic aspect. Likewise, our main focus here will be on the analysis of the GL 2 pCq-Bessel kernel and Bessel integral arising in Kuznetsov and the GL 3 pCq-Hankel transform in Voronoï. For this we must resort to the analytic theory of high-rank Bessel functions in [Qi3] , especially the asymptotic formula for the GL 3 pCq-Bessel kernel.
1.1. Main results. Let F " Qpiq be the Gaussian number field and O " Zris be the ring of Gaussian integers. Let N " N F{Q " | | 2 denote the norm on F. Let q P O be a square-free Gaussian integer such that Npqq " 1pmod 8q and χ " χ q be the primitive quadratic Hecke character of conductor q and frequency 0.
For q 1 |q let H ‹ pq 1 q be the set of the L 2 -normalized Hecke newforms on Γ 0 pq 1 qzH 3 in the L 2 -discrete spectrum of the Laplace-Beltrami operator. Here Γ 0 pq 1 q Ă SL 2 pOq is the Hecke congruence group of level q 1 as defined in (3.1). Put B ‹ pqq " Ť q 1 |q H ‹ pq 1 q and let B ‹ pqq " t f j u jě1 . Let the Laplacian eigenvalue of f j be 1`4t 2 j and denote by λ j pnq, n P O t0u, the Hecke eigenvalues of f j .
Let π be a fixed self-dual Hecke-Maass cusp form for SL 3 pOq. Let Apn 1 , n 2 q, n 1 , n 2 P O t0u, denote the Fourier coefficients of π, Hecke-normalized so that Ap1, 1q " 1.
We consider the twisted L-function Lps, π b χq " Apn 1 , n 2 qλ j pn 2 qχpn 2 q Npn 2 1 n 2 q s (1.2) (λ j pn 2 q is independent on the representative of the ideal pn 2 q only when f j is even). By the nonnegativity theorem of Lapid in [Lap] , we have (1.4) L`1 2 , π b f j b χ˘ě 0. As a consequence of (1.4), we derive from (1.3) the following bound for the individual L-values. Corollary 1.2. Let notation be as above. Assume that q is prime. We have L`1 2 , π b f j b χ˘Î Npqq 5{4`ε , (1.5) for any ε ą 0, the implied constant depending only on ε, π and t j .
Moreover, ignoring the contribution of the cuspidal spectrum in (1.3) by nonnegativity (1.4), we have ż T
TˇL`1
2`i t, π b χ˘ˇˇ2
By the arguments in [CI, §1] (see also [Blo, §4] ), we have the following corollary.
Corollary 1.3. Let notation be as above. Assume that q is prime. We have L`1 2`i t, π b χ˘Î Npqq 5{8`ε , (1.6) for ε ą 0 and t real, the implied constant depending only on ε, π and t.
Since the corresponding convexity bounds for L`1 2 , π b f j b χ˘and L`1 2`i t, π b χȃ re Npqq 3{2`ε and Npqq 3{4`ε , respectively, the above bounds in Corollary 1.2 and 1.3 break their convexity bounds.
1.2. Remarks. We regard the primary novelty of this work as not in the arithmetic but rather in the analysis of GL 2 -and GL 3 -Bessel kernels and the GL 3 -Hankel transform over C. For example, the computations of character sums in [Blo] may be applied here without any change (thanks to the fact that Qpiq is of class number one). As for the analysis, although there are obvious similarities compared to [Blo] , Bessel kernels over C are not only different from but more difficult to analyze than those over R.
1 A remarkable reflection of this difference is that the method in [Li2] surprisingly fails to work over Qpiq in the aspect of analytic conductor (the t-aspect). Roughly speaking, the analysis in [Li2] breaks down on C because there is not sufficient oscillation in the weights. This paper may be viewed as the second application of the Voronoï summation formula over number fields in Ichino-Templier [IT] and the asymptotic theory of high-rank Bessel functions in the author's work [Qi3] . The first is the Wilton and Miller bounds for additively twisted sums of GL 2 and GL 3 Fourier coefficients over arbitrary number fields in [Qi2] .
The results here over the Gaussian number field may be extended straightforwardly to the other eight imaginary quadratic number fields of class number one. Furthermore, it is very likely that the subconvexity problem under consideration may be solved over an arbitrary number field in the same manner. First, the Voronoï summation formula over number fields is well established in [IT] . Second, the spherical Kuznetsov trace formula over number fields may be found in [BM1] or [Ven] (see also [Mag1] ), although the class of weight functions therein is not quite as general as in [Kuz] and [BM2, LG] . Moreover, the works in [Blo] and this paper have completed the analysis of Bessel kernels, the Bessel integral and the Hankel transform over an Archimedean local field. Yet, many details in the non-Archimedean aspect, which could be quite complicated, remain to be worked out if the class number is not one.
Preliminaries
2.1. General notation. Throughout this article, we set epzq " e 2πiz . Let F " Qpiq and O " 2O 1 " Zris. Then O 1 is the dual lattice of O with respect to the trace Tr " Tr F{Q " 2Re. Let Oˆ" t1,´1, i,´iu be the group of units. As convention, let ppq always stand for prime ideal of O.
The standard notation for certain arithmetic functions on Z will also be used for Zris, like the Möbius function µ and the Euler function ϕ. Namely, µpnq " p´1q k if n is a square-free Gaussian integer with k many prime factors, µpnq " 0 if n is not square-free, and ϕpnq " |n|
Let dz be twice the Lebesgue measure on C. In the polar coordinates, we have dz " 2xdxdφ for z " xe iφ .
2.2. Kloosterman sums. For n 1 , n 2 P O and c P O t0u define the Kloosterman sum
where ÿ ‹ means that a runs over representatives of pO{cOqˆand as a " 1pmod cq.
2.3. Hecke characters. Define ηpzq " z{|z|, z P C t0u. For q P O t0u let I q denote the group of fractional ideals that are relatively prime with q, that is, I q " pn 1 qpn 2 q´1 : pn 1 ," pn 2 ," O ( . Let ω be a character of pO{qOqˆand k be an integer satisfying the units consistency condition: ωpǫqǫ k " 1 for all ǫ P Oˆ. We may then form a Hecke character (Größencharakter) χ on I q such that χppnqq " ωpnqη k pnq, for every n P O, pn," O. In addition, we assume χppnqq " 0 if pn,‰ O. The integer k is called the frequency of χ. The Gauss sum τpχq associated with χ is defined by
The root number εpχq " i´kτpχq{ a Npqq. See [IK, §3.8 ] for more details. Now assume that q is odd and square-free. Let ω be the quadratic symbol`q˘. Note that`i q˘" p´1q pNpqq´1q{4 , so one needs 2k " Npqq´1pmod 8q for the units consistency condition. In this article, we assume that χ " χ q is quadratic (real), then the frequency k " 0 (in other words, χ is trivial at the Archimedean place) and hence Npqq " 1pmod 8q.
In this case, we claim that τpχq " a Npqq and hence εpχq " 1. To see this, let us first assume that q is prime. When Npqq " qs q splits, the character χ q is equal to the Legendre symbol ξ Npqq "`N pqq˘u nder the isomorphism O{qO -Z{NpqqZ, so τpχ" τpξ Np" a Npqq as Npqq " 1pmod 4q. When q P Z and q "´1pmod 4q so that q is inert, the character χ q is induced from the Legendre symbol ξ q "`q˘on Z{qZ via the norm map N : O{qO Ñ Z{qZ, namely χ q " ξ q o N, and by [IK, §3.8 
with the implied constant depending only on γ when f stays in a bounded set in C 8 pKq and |x|{| f 1 pxq| has a uniform bound.
Lemma 2.1 is a generalization of [Sog, Lemma 1.1.6 ], but here X can be as large as ? λ, while X " 1 in [Sog] , which means that the amplitudes are allowed to have moderate oscillation.
In the settings of [Sog] , one works with amplitudes that involve the parameter λ, namely, upxq " upλ, xq, and, using the Van der Corput lemma, one may deduce the following stationary estimate as in [Sog, Theorem 1.1.4] ,
In our settings however we have to also differentiate with respect to an additional angular parameter θ involved in the phase f pxq, so [Sog, Theorem 1.1.4] is not sufficient; nevertheless the Van der Corput lemma would still do the job for us.
Proof. Following [Sog] , Lemma 2.1 in higher dimensions may be deduced from the one-dimensional case by an induction and the Morse lemma. When d " 1, Lemma 2.1 can be proven by the arguments of Van der Corput as in the proof of [Sog, Lemma 1.1.2] . Indeed, at the end we would get
for any r ą 0 and N ě γ`2. The right side is smallest when r "`X`?X 2`4 λ˘{2λ, which yields 
Γ " Γ 0 pqq is a discrete subgroup of SL 2 pCq which is cofinite but not cocompact. Subsequently, we shall always assume that q is square-free. (3.8) which is known to have an explicit Fourier expansion as in (3.7) with (3.9) in which ζ F is the Dedekind zeta function associated with F, (3.10) and for n P O t0u
which satisfies the same Hecke relation as λ j pnq, namely, (3.12) for pn 1 n 2 ," O. For more details, see for example [EGM, §3.4, 8.2] .
Since q is square-free, every cusp of Γ " Γ 0 pqq is equivalent to one of 1{ with |q, and 1{ " 1{ 1 if and only if p q " p 1 q. These may be verified by the arguments in [Shi, 8 ZHI QI §1.6]. For the cusp a " 1{ let " q{ be the complementary divisor and define the scaling matrix
It is easy to show that (3.6) holds; see [DI, §2.1, 2.2] . Note that
Hence the Eisenstein series for the cusp a " 1{ is given by E a pz, r; sq "
By the calculations in [CI, §3] , we have
where ζ F,q psq is the local zeta-function
In conclusion, by (3.9)-(3.14) we deduce that for n P O t0u, pn," O,
3.2. The spectral Kuznetsov formula for Γ 0 pqqzH 3 .
3.2.1. Bessel functions for GL 2 pCq. Let µ P C and m P Z. We define (3.16)
with J ν pzq the classical J-Bessel function of order ν. The function J µ,m pzq is well-defined in the sense that the expression on the right of (3.16) is independent on the choice of the argument of z modulo 2π. Next, we define
It is understood that in the nongeneric case when 4µ P 2Z`m the right-hand side should be replaced by its limit. 
20) is valid when z is such that
π`δ ď arg z ď 2π´δ, and (3.21) when´2π`δ ď arg z ď π´δ, δ being any acute angle, and
for |z| Ï |ν| 2`1 and arg z in the range indicated as above.
Moreover, by [Qi3, Corollary 6 .17], we have the following integral representation
The integral on the right of (3.23) is absolutely convergent if |Re µ| ă 1 8 . In this article, we are mainly concerned with the spherical Bessel function
which is associated with the spherical principal series representation of PSL 2 pCq induced from the character χ µˆz z´1˙" |z| 4µ . Non-spherical Bessel functions J µ,˘1 pzq and J µ,˘2 pzq however will arise in the derivatives of J µ pzq.
3.2.2.
The spectral Kuznetsov formula for Γ 0 pqqzH 3 . Let hptq be an even function satisfying the following two conditions, -hptq is holomorphic on a neighborhood of the strip |Im t| ď σ, -hptq Î p|t|`1q´ϑ, for some σ ą 1{2 and ϑ ą 3. In view of [LG, Theorem 11.3.3] , along with (3.4, 3.15), we have the following spectral Kuznetsov trace formula, specialized to the spherical case.
where ř 1 restricts to the even Hecke cusps forms for Γ 0 pqq, (3.27) in which J it pzq is the Bessel function as in (3.24), δ n 1 ,ǫn 2 is the Kronecker δ-symbol, Oˆ2 " ǫ 2 : ǫ P Oˆ( " t1,´1u, and S pn 1 , ǫn 2 , cq is the Kloosterman sum defined by (2.1). It follows from (3.15) that
Remark 3.3. The spectral weight function hp2it, pq in [LG, Theorem 11.3.3 ] is chosen to be supported on tp2it, pq : p " 0u and here hptq " hp2it, 0q. When p " 0, the corresponding representations of SL 2 pRq are spherical and the cusp forms f j are their SU 2 -fixed vectors. Moreover, for n P O 1 t0u, we have ρp2nq " πCpn; 2it, 0q{Γ p1`2itq and similarly ϕ a`2 n, 1 2`i t˘" πB a pn; 2it, 0q{Γ p1`2itq if Cpn; 2it, 0q and B a pn; 2it, 0q are the Fourier coefficients in [LG] . When it j is imaginary so that the infinite component of f j is a unitary principal series, it follows from Euler's reflection formula that For q " q 1 q 2 and Hecke newform f P H ‹ pq 1 q, let S pq 2 ; f q denote the linear space spanned by the forms f |d pz, rq " f pdz, |d|rq, with d|q 2 . The space of cusp forms for Γ 0 pqq decomposes into the orthogonal sum of S pq 2 ; f q. By the calculations in [ILS, §2] , one may construct an orthonormal basis of S pq 2 ; f q in terms of f |d . Recall that pn 1 n 2 ," O. Using this collection of bases as our t f j u, the sum in (3.25) can be arranged into a sum over the even newforms in B ‹ pqq " Ť q 1 |q H ‹ pq 1 q. With ambiguity, we denote by f j the newforms in B ‹ pqq (instead of the cusp forms in an orthonormal basis for Γ 0 pqq), let t j , λ j pnq be as before, and denote by ω ‹ j the new weights. In addition, let
We then obtain for pn 1 n 2 ," O, [Iwa, Theorem 2] to a large class of L-functions which satisfy an assumption much weaker than the Ramanujan hypothesis.
3.3. Hecke-Maass cusp forms for SL 3 pOq. Let π be a Hecke-Maass cusp form (or a cuspidal representation) for SL 3 pOq. Suppose that the Archimedean Langlands parameter of π is the triple pµ 1 , µ 2 , µ 3 q, satisfying µ 1`µ2`µ3 " 0. Let Apn 1 , n 2 q, with n 1 , n 2 P O t0u, denote the Fourier coefficients of π. Since all the¨ǫ 1 ǫ 2 ǫ 1 1‚ may be generated from the diagonal elements in SL 3 pOq and the central elements ǫI 3 , we infer that Apǫ 1 n 1 , ǫ 2 n 2 q " Apn 1 , n 2 q for all ǫ 1 , ǫ 2 P Oˆ. Further, we assume that π is Hecke normalized in the sense that A p1, 1q " 1. We have the multiplicative relation (3.36) and the Hecke relation
In this article, we assume that π is self-dual so that pµ 1 , µ 2 , µ 3 q " pµ, 0,´µq and Apn 1 , n 2 q " Apn 2 , n 1 q(" Apn 1 , n 2 q). It is known by [GJ] that π comes from the symmetric square lift of a Hecke-Maass form on GL 2 pOq. It follows from the Kim-Sarnak bound for GL 2 pOq in [BB1] that µ is either imaginary or real with |Re µ| ď 7 32 , (3.38) and, together the Hecke relation (3.37), that
Rankin-Selberg theory (see [JS] ) implies the bound ÿ
From this and the Kim-Sarnak bound (3.39) we deduce that for a 1 , a 2 P O and X ě 1 that ÿ
Indeed, in view of (3.36), the left-hand side is bounded by ÿ
and (3.41) then follows from (3.39) and (3.40). By Cauchy-Schwarz, we have ÿ
3.4. The Voronoï summation formula for SL 3 pOq. The GL 3 Voronoï summation formula over Q was first discovered by Miller and Schmid [MS2] . In the adèlic setting, the extension of the formula over an arbitrary number field may be found in the work of Ichino and Templier [IT] .
3.4.1. Hankel transforms and Bessel kernels for GL 3 pCq. For a smooth compactly supported function w on C t0u, we associate a function W on C t0u such that the following sequence of identities are satisfied, (see [IT, (1.1) Γ`s´µ l`1 2 |m|Γ`1´s`µ l`1 2 |m|˘. W is called the Hankel transform of w (of index pµ 1 , µ 2 , µ 3 q). It is known that the Hankel transform admits an integral kernel J pµ 1 , µ 2 , µ 3 q (see [Qi3, §3.4] ), namely, (3.44)
Wpuq "
wpzqJ pµ 1 , µ 2 , µ 3 q puzqdz.
2 This notation is in essence due to Miller and Schmid [MS2] , but it is indeed the gamma factor γps, π 8 bη m q in representation theory. Here π 8 is the representation of GL 2 pCq for π at the complex place and η is the character of Cˆdefined by ηpzq " z{|z|. Lps, π b χq "
This definition requires only the Hecke eigenvalues λ j pnq with pn," O.
Recall that the root number εpχq " 1 (see §2.3) and that π is a symmetric lift of a GL 2 pOq-automorphic form ( [GJ] ). By the results on local ε-factors in [Sch, §1.2, 3] and [Kna, §4] , we infer that the conductors of π b χ and π b f j b χ are q 3 and q 6 , respectively, and that both of the root numbers εpπ b χq " εpπ b f j b χq " 1.
The completed L-function for π b χ is Λps, π b χq " Npqq 3s{2 γps, π b χqLps, π b χq, where γps, π b χq " γps, πq " γpsq, with (3.47) γpsq " γps, µq " 2 3 p2πq´3 s Γps`µqΓpsqΓps´µq.
Λps, π b χq is entire and has the following functional equation Λps, π b χq " Λp1´s, π b χq.
Let Λps, π b f j b χq " Npqq 3s γps, π b f j b χqLps, π b f j b χq, with the gamma factor γps, π b f j b χq " γps, t j q, γps, tq defined by γps, tq " γps´itqγps`itq. Similar as (3.46), we define3`ε , so we can effectively take the sums in (3.53) and (3.56) above to be finite.
Properties of the rank-two Bessel kernel and the Bessel integral
In this section, we shall analyze the Bessel kernel J it pzq and the Bessel integral Hpzq that occur in the GL 2 Kuznetsov trace formula. It should be noted that the estimates for J it pzq obtained here are very crude in the t aspect. 
Analysis of the Bessel kernel.
Thus (4.2) is transparent and (4.3) follows from (3.22). Moreover, applying Lemma 3.2 with K " 0, we derive the estimate J it pzq Î 1{|z| when |z| ě p|t|`1q 2 , which is actually stronger than (4.4). Furthermore, estimating the integral in (3.23), with m " 0, by
for all x ą 1. This is also stronger than (4.4) when 1 ă |z| ă p|t|`1q 2 . Finally, suppose |z| ď 1. We have
Re ν ą´1 2 , (4.6) as a consequence of Poisson's integral representation (see [Wat, 3.3 (6) ]),
The reader is referred to [Wat, 3.31 (1)] for ν real, where the bound is slightly different and cleaner, but one should note that the integral of sin 2ν θ therein needs to be replaced by that ofˇˇsin 2ν θˇˇ" psin θq 2Re ν here for complex values of ν. Applying (4.6) with ν "˘2it to the two products of Bessel functions in the definition of J it pzq as in (3.24), along witȟˇΓ`1 2`2 it˘ˇˇ2 " π{ coshp2πtq (due to Euler's reflection formula), we infer that tJ it pzq Î |t|| cothp2πtq| Î |t|`1,
For later applications, we would like to further generalize the second part of Lemma 4.1 to the derivatives of J it pzq. For this we need the following lemma. 
Proof. The estimates may be proven by the arguments in the proof of Lemma 4.1, applied to the Bessel functions in (4.7) in Lemma 4.2. The conscientious reader however might have already noticed that there are two technical issues: (4.6) is only valid for Re ν ą 1 2 and (3.23) for |Re µ| ă 1 8 . These issues however may be addressed as follows. By using the recurrence formula ([Wat, 3.2 (1)])
we deduce from (4.6) that (see [Wat, 3.31 (2) ] for ν real)
2 ă Re ν ď´1 2 . (4.8)
Thus we are now able to estimate all the Bessel functions in (4.7), like J it´1{2 pzq..., by applying either (4.6) or (4.8).
Moreover, we have the following lemma.
Lemma 4.4. Suppose that |Re µ| ă p2k`1q{8. For any |z| ą 1, we have
Proof of Lemma 4.4. First, for the integral in (3.23), we introduce a smooth partition of unity p1´vpyqq`vpyq " 1 for the domain of integration p0, 8q " r1{3, 3sY p0, 1{2s Y r2, 8q ( . The integral over r1{3, 3s is absolutely convergent (for all µ) and bounded. Next, we consider the integral over r2, 8q, while that over p0, 1{2s may be treated in the same way after changing the variable y to 1{y. We apply to the J m`4 πxˇˇye iφ`y´1 e´i φˇ˘i n (3.23) the following asymptotic expansion (see [Wat, 7.21 (1) .
Note thatˇˇye iφ`y´1 e´i φˇ´y " O p1q when y ě 2. So by repeating partial integration k´l many times we get absolute convergence when |Re µ| ă p2k`1q{8 and the bound p|µ|`1q k´l {x k`1{2 . Now (4.9) follows after collecting the bounds that we have established.
Q.E.D.
Using (4.6, 4.8), (4.9) along with (3.18, 3.19), we may deduce the estimates in this lemma from (4.7) in Lemma 4.2.
Q.E.D. 32 . We now shift the line of integration to Repitq " A 1 and estimate the resulting integral by (4.15) and (4.6) along with Stirling's formula. Then follows (4.16) for |z| ď 1. The case |z| ą 1 follows from (4.4) in Lemma 4.1.
Bounds for the Bessel integral. Let
Properties of the rank-three Bessel kernel
In order to apply the Voronoï formula for SL 3 pOq, one must understand the asymptotic behaviour of the Hankel transform or its Bessel kernel for GL 3 pCq. This is done in the author's work [Qi3] , combining the high-dimensional stationary phase method, due to Hörmander, for certain formal integrals and the asymptotic theory for Bessel differential equations. Some discussions may be found in the remarks after [Qi2, Proposition 5.3] .
Let the Bessel kernel J pµ 1 , µ 2 , µ 3 q pzq be defined by (3.43) and (3.44) in §3.4.1. The following asymptotic expansion formula for J pµ 1 , µ 2 , µ 3 q pzq will be the foundation of our analysis in this article. See [Qi3, Theorem 16.6 ].
Lemma 5.1. Let the Bessel kernel J pµ 1 , µ 2 , µ 3 q pzq be given as in §3.4.1. Let K be a nonnegative integer. For |z| Ï 1, we have the asymptotic expansion
where B k " B k pµ 1 , µ 2 , µ 3 q is a symmetric polynomial in µ 1 , µ 2 , µ 3 of degree 2k. Moreover, similar asymptotic expansions are valid for all the partial derivatives of J pµ 1 , µ 2 , µ 3 q pzq.
Moreover, we have the following bounds for J pµ 1 , µ 2 , µ 3 q pzq when |z| Î 1. See [Qi2, Lemma 5 .1] and its proof.
Both [Qi3, Theorem 16.6] and [Qi2, Lemma 5 .1] concern only J pµ 1 , µ 2 , µ 3 q pzq but not its derivatives. However, the former may be generalized to the derivatives of J pµ 1 , µ 2 , µ 3 q pzq by using the full [Qi3, Theorem 11.24] , while the generalization of the latter is very straightforward.
Analysis of the Hankel transform
This section is devoted to the analysis of the GL 3 -Hankel transform of the GL 2 -Bessel integral.
Oscillatory double integrals. Consider
Ipλ, θq " ż 2π 0 ż 8 0 e pλ f px, φ; θqq w px, φ; λ, θq dxdφ, (6.1) with f px, φ; θq " 3x 2 cos p2φ`θq´2x 3 cos 3φ´cos 3θ. (6.2) Suppose that w px, φ; λ, θq is supported in px, φq : x P " ρ, 2 1{6 ρ ‰( and its derivatives satisfy
with S ą 0, X ě 1. We have f 1 px, φ; θq "`6x pcos p2φ`θq´x cos 3φq ,´6x 2 psin p2φ`θq´x sin 3φq˘, and hence f px, φ; θq has a unique stationary point at p1, θq. The modified integral ep2λ cos 3θqIpλ, θq may be considered as a GL 3ˆG L 2 -type Fourier-Hankel convolution and results in an oscillatory function of GL 1 -type. Similar integrals of type GL 3ˆG L 1 , GL 2ˆG L 1 and GL 1ˆG L 2 have been studied in the author's previous work. See [Qi2, §5.3] and [Qi1, §5.1.3] .
First, we would like to apply Hörmander's elaborate partial integration (see the proof of [Hör, Theorem 7.7 .1]) in the polar coordinates. For this, we define gpx, φ; θq " pB x f px, φ; θqq 2 {x
We then introduce the differential operator D " B x f px, φ; θq x 3 gpx, φ; θq B Bx`B φ f px, φ; θq x 5 gpx, φ; θq B Bφ so that D pe pλ f px, φ; θ" 2πiλ¨e pλ f px, φ; θqq. Consequently, D˚"´B Bx B x f px, φ; θq x 3 gpx, φ; θq´B Bφ B φ f px, φ; θq x 5 gpx, φ; θq is the adjoint and
e pλ f px, φ; θqq D˚Aw px, φ; λq dxdφ for any integer A ě 0. By a straightforward inductive argument, it may be shown that D˚Aw is a linear combination of all the terms occurring in the expansions of
Moreover, we have
Letά,ὰ ď α andβ,β ď β. From the estimates above, it is straightforward to prove that
Combining these, we deduce the following estimate,
dxdφ. (6.5) Lemma 6.1. For either ρ ą 2 or ρ ă 1{2, we have
Proof. When ρ ą 2, it follows from (6.3), (6.4) and (6.5) that Ipλ, θq is bounded by ÿ
Similarly, when ρ ă 1{2, Ipλ, θq is bounded by ÿ
In general, one applies the two estimates above to the integrals obtained after differentiations.
Next, we consider the case when 1{2 ď ρ ď 2 and aim to get the stationary phase estimate for the derivatives of Ipλ, θq. For this, the following lemma is very useful, which can be viewed as a substitute for the Morse lemma. It may be proven by straightforward algebraic and trigonometric computations. Lemma 6.2. Let f px, φ; θq be defined as in (6.2). We may write f " p¨px´1q 2`2 q¨px´1q sin ppφ´θq{2q`r¨sin 2 ppφ´θq{2q , with ppx, φ, θq "´p2x`1q cos p2φ`θq ,
in pp5φ`θq{2q , rpx, φ, θq " 8 cos ppφ´θq{2q p2 cos 2 p2φ`θq`cos 2pφ`2θqq .
We now compute the derivatives of Ipλ, θq explicitly. On changing the variable φ to φ`θ and then differentiating under the integral, with the help of Lemma 6.2, some calculations show that λ γ B γ λ B δ θ Ipλ, θq may be expressed as a linear combination of integrals of the form
with α`β`2γ 1 " 2γ and κ`τ`2δ 1 ď 2δ such that κ`τ is even and that δ 1 " δ if κ " τ " 0. Moreover, v αβ are defined bỳ p¨Y 2`2 q¨YZ`r¨Z
and w κτ are defined by w 00 " 1 and
in the second identity, the arguments of p, q and r on the left are px, φ`θ, θq while those of w κτ on the right are px, φ, θq.
The integral in (6.7) is of the form I α`κ, β`τ pλq as defined in (2.2) in Lemma 2.2, whose amplitude upx, φq satisfies
which follows easily from (6.3) and (6.6). In conclusion, Lemma 2.2 yields the following stationary phase estimates.
Lemma 6.3. Assume that 1{2 ď ρ ď 2 and that 1 ď X ď ? λ. We have
6.2. Analysis of the Hankel transform. To start with, the following lemma is a direct consequence of Lemma 5.1 and 5.2. Note that in Lemma 5.2 we may choose σ " 
where }w} L 8 is the sup-norm of w.
Another simple consequence of Lemma 5.1 is the following lemma.
Lemma 6.5. Let S ą 0 and X ě 1. According to the notation in §6.1, the phase function f px, φ; θq is given by (6.2) and this integral is of the form Ipλ, θq as in (6.1) if one let λ " 2y 3 {Λ 2 , ρ " Λ{y. Consequently, the estimates in this lemma follow directly from Lemma 6.1 and Lemma 6.3. Recall that the variable u was changed into u 3 at an early stage of the proof. Q.E.D.
Remark 6.7. Note that we have modified the Hankel-transform integral W by a phase factor. It is the same phenomenon as in [CI] and [Blo] : this phase factor comes up naturally in both the analytic and the arithmetic part.
Finally, we conclude this section with the following lemma as the complex analogue of Lemma 10 in Blomer [Blo] . It should be stressed that our normalization of the Hankel transform is different from that of Blomer, as indicated in Remark 3.6. 
(6.11)
In particular, the following uniform bound holds:
Proof. The first and second bound follow directly from Lemma 4.5 and 6.4. The other two bounds will follow mainly from Lemma 6.6, but require some work. We partition the integral (3.27) defining Hpzq into three parts according to the subdivision of the real line into three ranges:
According to our decomposition we write H " H 5`H6`H7 , w " w 5`w6`w7 and r W " r W 5`r W 6`r W 7 . In the first case, we use the exponential decay of hptq to see that
Hence Lemma 6.4 implies that r W 5 and its derivatives are negligible. In the second case, we insert the expression (4.1) for the Bessel function J it pzq from Lemma 4.1 into (3.27). For the main terms, apply Lemma 6.6 with S " |hptq|t 2 {|Λ| Î p|t|`1q 2`ε expp´t 2 {T 2 q{|Λ| and X as in the present lemma, getting the desired bounds for r W 6 . For the error term containing E K , Lemma 6.5 and (4.3) in Lemma 4.1 show that it is negligibly small. Note that in this case we have necessarily |Λ| ě 1.
In the third case, as J it pzq is even, we may artificially write 2J it pΛ ? zq in the form of (6.8) with the v function being r v it pz, Λq " ep4RepΛzqqJ it pΛzq. It follows from Lemma 4.3 that pB{Bzq α pB{Bzq β`h ptqt 2 r v it pz, Λq˘Î α,β p|t|`1q 4`ε expp´t 2 {T 2 q p|Λ|`p|t|`1q{|Λ|q α`β .
ZHI QI
Note that Q´ε {12 ă |Λ| ă p|t|`1q 2 ă T 2 Q ε{6 and hence
By the first estimate in Lemma 6.6, with the X there being X`|Λ|`p|t|`1q{|Λ|, we infer that r W 7 and its derivatives are negligibly small. Q.E.D.
Setup
We are now ready to start the proof of Theorem 1.1. We shall follow Blomer [Blo] very closely.
We start with introducing the spectral mean of L-values,
in which the spectral weight kptq is defined as in (4.11). In view of (3.33), (3.35), (4.13), (4.14), along with the positivity of the L-values, we need to prove that this is bounded by |q| 1{2`ε . Applying the approximate functional equations (3.53), (3.56), the spectral mean may be written as
From now on, we shall not pay attention to the dependence of implied constants on T . It should be noted that the dependency on T in our estimates will be polynomial at each step. By (3.57) in Lemma 3.7 (1), we may truncate the sum over n 1 , n 2 at |n 2 1 n 2 | ď |q|
with the cost of a negligible error. We then apply (3.58) in Lemma 3.7 (1), in which we choose U " plog |q|q 2 . The error term is again negligible, and we need to prove ÿ ÿ Note that in this sum, we may assume that δ is square-free and that pδ," O. Finally, by a smooth partition of unity, it is reduced to proving the following proposition. 
for any ε ą 0.
Application of the Voronoï summation
We now consider the sum S ǫ δ pq, Nq defined in (7.2). In order to prepare for the application of Voronoï summation, we open the Kloosterman sum S pδn, ǫ; cq and split the n-sum into residue classes modulo c, and S We then detect the summation condition n " apmod cq by primitive additive characters modulo c 1 |c,
For the innermost sum we can now apply the Voronoï formula in Proposition 3.5, getting
1) 9.2. As observed in [Blo] , the character sum V ǫ δ,n 1 ,n 2 pc, c 1 ;defined in (9.4) has been studied in the work of Conrey and Iwaniec [CI] . Again, the calculations in [CI, §10] are valid over the Gaussian field in an obvious way.
As in in [CI, (10 " n 2 {s, pull the factor s out of the numerator and denominator of the exponential, and then introduce the new variable r to relax the coprimality condition pd where wpxq is a fixed smooth function such that wpxq " 1 on r1{4, 4s and wpxq " 0 on p0, 1{8q Y p8, 8q, say, and Y " |s|N 2 N{16ˇˇn 1 r 2 pqgq 3ˇD3 2 . It should be pointed out that one has to repeat partial integration for both y and θ (at least twice) to secure the convergence of the m-sum and the t-integral. For this, we apply the estimates for the derivatives of r Wpye iθ , Λq in Lemma 6.8. It is crucial that the right-hand side of (6.11) in Lemma 6.8 is up to the implied constant independent on the differential orders γ and δ. From the uniform bound (6.12) in Lemma 6.8 we infer that S for some complex coefficients αpd 1 2 q, βpn 1 2 q of absolute value at most 1. The main ingredient for estimating (11.1) is the following analogue of [Blo, Lemma 13] , which in turn is a small variation of Lemma 11.1 in Conrey-Iwaniec [CI] .
Lemma 11.1. Let q P O be square-free, c P O t0u, a, b P O, with pa, cq " pb," O. Let αpdq, βpnq be complex numbers for d, n P O t0u with 1 ď |d| ď D, 1 ď |n| ď N. Assume that |αpdq| ď 1. Then ÿ ÿ pdn,qcq"O αpdqβpnqepadn{cqHpbdn,Î }β}|qc| ε |q{c|p|qc|`NqDp|qc|`Dq, (11.2) for any ε ą 0, the implied constant depending only on ε. As usual, }β} "`ř n |βpnq| 2˘1 {2 .
The proof of [Blo, Lemma 13] may be directly applied here. In our settings, the core would be the following bound of Conrey-Iwaniec gpχ, ψq Î |q| 2`ε , (11.3) for the character sum gpχ, ψq " ÿ ÿ u,vpmodχpuvpu`1qpv`1qqψpuv´1q, (11.4) where χpmodis the non-principal quadratic character and ψpmodis any character; see [CI, (11.10, 11.12) ]. For proving (11.3), we may assume that q is prime as gpχ, ψq is multiplicative (the ε in (11.3) may be removed for q prime). The proof in [CI, §13, 14] employs the Riemann hypothesis for varieties over finite fields if ψ ‰ χ and some elementary arguments if ψ " χ. Their proof may be extended to any finite field and in particular to O{qO.
We apply Lemma 11.1 with c " δ 1 g{s for the double sum in (11.1). In this way, we see that (11.1) is bound by This completes the proof of Lemma 10.1.
