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Re´sume´ :
Parmi les me´thodes d’identification de sources vibratoires, celles de type Tikhonov sont certainement
les plus utilise´es. Cependant, sous leur forme standard, elles peuvent conduire a` des identifications peu
pre´cises lorsque la structure est excite´e a` la fois par des sources localise´es et re´parties, car elles n’intro-
duisent qu’un a priori global sur les sources a` identifier. Ce papier propose une me´thode d’identification
visant a` tirer parti de l’information locale disponible a priori sur la nature et la re´partition spatiale des
sources. L’approche propose´e repose sur l’infe´rence baye´sienne, qui permet d’exploiter finement notre
connaissance des sources. Cette connaissance se traduit par l’utilisation d’a priori locaux suivant des
lois normales ge´ne´ralise´es. Formellement, la solution correspond a` l’estimateur du maximum a pos-
teriori. Pratiquement, on cherche la solution du proble`me dual a` partir d’une forme ge´ne´ralise´e de
l’algorithme des moindres carre´s reponde´re´s ite´rativement. La validite´ de l’approche est illustre´e via
une expe´rience nume´rique.
Abstract :
Among all the methods developed to identify mechanical sources, the Tikhonov-like regularizations
are certainly the most popular. However, in their standard form, a global a priori is assumed on the
spatial distribution of sources. Incidentally, imprecise results can be obtained if a structure is subjected
to localized and distributed sources. This paper aims at providing an identification methodology able
to take advantage of prior local information on both the nature and location of excitation sources. For
this purpose, the bayesian framework is well adapted to exploit our a priori knowledge on the sources.
The proposed bayesian formulation is based on the use of generalized gaussian priors, which provide a
flexible way to introduce local a priori information. Practically, the resulting optimization problem is
solved from a Generalized Iteratively Reweighted Least-Squares algorithm. The validity of the proposed
methodology is illustrated numerically.
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1 Introduction
L’identification de sources vibratoires a` partir de la mesure du champ de de´placement ou de vitesse
a` la surface d’une structure est connue pour eˆtre un proble`me inverse mal-pose´, ce qui signifie que
l’existence d’une solution unique et stable n’est pas garantie. Une approche classique pour pallier cette
difficulte´ consiste a` inclure dans la formulation du proble`me inverse de l’information a priori sur les
sources a` identifier pour contraindre l’espace des solutions admissibles. Cette ide´e est a` la base des
me´thodes de re´gularisation de type Tikhonov [3]. Bien qu’aujourd’hui ces me´thodes soient largement
utilise´es, elles ne permettent d’introduire, sous leur forme standard, qu’une connaissance a priori
globale des sources agissant sur la structure. Par suite, elles peuvent conduire a` des identifications peu
pre´cises lorsque la structure est excite´e a` la fois par des sources localise´es et re´parties.
Ce papier pre´sente une me´thode d’identification visant a` tirer parti de l’information locale, dont on
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dispose a priori sur la nature et la re´partition spatiale des sources. L’approche propose´e s’appuie
sur l’infe´rence baye´sienne, qui offre un cadre mathe´matique rigoureux permettant de combiner des
informations probabilistes et me´caniques [4]. Pour exploiter au mieux notre connaissance a priori des
sources excitatrices, la structure est divise´e en diffe´rentes zones dans lesquelles on suppose que les
a priori locaux sur les distributions sources suivent des lois normales ge´ne´ralise´es. De cette manie`re,
l’information introduite a priori peut eˆtre ajuste´e finement. Formellement, la solution du proble`me
inverse correspond a` l’estimateur du maximum a posteriori. Pratiquement, la solution recherche´e est
celle du proble`me dual, qui est calcule´e graˆce une forme ge´ne´ralise´e de l’algorithme des moindres
carre´s reponde´re´s ite´rativement [2]. Pour de´montrer la validite´ de l’approche propose´e, une expe´rience
nume´rique est finalement pre´sente´es. Les re´sultats obtenus derniers montrent que l’exploitation d’a
priori locaux ame´liore significativement la qualite´ de l’identification.
2 Formulation baye´sienne du proble`me d’identification
2.1 Pre´sentation du proble`me
Conside´rons la situation ge´ne´rale ou` le champ vibratoire X, mesure´ a` la surface d’une structure, est
produit par un champ excitateur inconnu F. Lorsque la structure est line´aire, son comportement
vibratoire est comple`tement de´termine´ par la connaissance de sa matrice des fonctions de transfert
H, reliant le champ vibratoire X au champ excitateur inconnu F. Si l’on suppose, par ailleurs, que
le champ vibratoire mesure´ est corrompu par un bruit de mesure N, alors le champ vibratoire X est
obtenu graˆce au proble`me direct suivant :
X = HF+N. (1)
L’objectif du proble`me d’identification est de reconstruire le champ excitateur inconnu F a` partir du
champ vibratoire X mesure´ a` la surface de la structure. Pour cela, on adopte ici le cadre baye´sien,
qui offre un cadre mathe´matique rigoureux permettant de combiner des informations probabilistes
et me´caniques. Le mode`le baye´sien est un mode`le d’incertitude, dans lequel tous les parame`tres sont
suppose´s ale´atoires. L’incertitude sur chaque parame`tre est alors repre´sente´e par une distribution de
probabilite´, qui de´crit l’e´tat de connaissance ou l’a priori sur ce parame`tre. La formulation baye´sienne
du proble`me d’indentification s’appuie sur la re`gle de Bayes :
p(F|X) ∝ p(X|F)p(F), (2)
ou` :
– p(F|X) est la distribution de probabilite´ a posteriori, de´finissant la probabilite´ d’observer le champ
excitateur F e´tant donne´e un champ vibratoire X ;
– p(X|F) est la fonction de vraissemblance, de´finissant la probabilite´ d’observer le champ vibratoire
mesure´ X e´tant donne´ un champ excitateur F ;
– p(F) est la distribution de probabilite´ a priori, de´finissant la probabilite´ d’observer le champ exci-
tateur F avant que le champ vibratoire X ne soit mesure´.
Dans le cadre de ce papier, on va chercher le champ excitateur F̂ le plus probable e´tant donne´ le champ
vibratoire mesure´ X. Du point de vue baye´sien, cela revient a` trouver un estimateur ponctuel de F̂
qui soit un mode (i.e. qui maximise) de la distribution de probabilite´ a posteriori. Mathe´matiquement,
on cherche donc l’estimateur du maximum a posteriori tel que :
F̂ = argmax
F
p(F|X) = argmax
F
p(X|F)p(F). (3)
Pratiquement, il est ge´ne´ralement plus simple de chercher une solution du proble`me dual, c’est-a`-dire :
F̂ = argmin
F
− ln p(X|F)− ln p(F). (4)
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2.2 Choix de la fonction de vraissemblance et de la distribution de
probabilite´ a priori
2.2.1 Choix de la fonction de vraissemblance
La fonction de vraissemblance traduit l’incertitude associe´e a` la mesure du champ vibratoire X. Par
de´finition, cette incertitude est principalement lie´e au bruit de mesure N. Par conse´quent la fonction
de vraissemblance p(X|F) peut se re´ecrire sous la forme :
p(X|F) = p(X−HF|N), (5)
ce qui traduit la probabilite´ d’obtenir X−HF = 0 e´tant donne´ le bruit de mesure N.
Si l’on suppose que le bruit provient de multiples causes inde´pendantes, alors en vertu du the´ore`me
central limite la distribution de probabilite´ p(X|F) peut eˆtre assimile´e a` une loi normale de moyenne
HF et de variance α2 :
p(X|F) ∝ exp
[
−
1
2
‖X−HF‖22
α2
]
. (6)
ou` ‖ • ‖2 est la norme euclidienne, e´galement appele´e norme L2.
2.2.2 Choix de la distribution de probabilite´ a priori
La distribution de probabilite´ a priori traduit l’incertitude associe´e au champ non observable F. Il
s’agit d’un mode`le d’expertise, qui peut eˆtre vu comme une mesure de la connaissance a priori que l’on
posse`de sur le champ excitateur F. Si l’on suppose qu’une structure est excite´e en diffe´rentes zones
par des excitations non corre´le´es de nature diffe´rentes, alors les champs excitateurs locaux Fi peuvent
eˆtre conside´re´s comme des variables ale´atoires inde´pendantes et identiquement distribue´es. De ce fait,
la distribution de probabilite´ a priori peut s’e´crire sous la forme :
p(F) =
N∏
i=1
p(Fi), (7)
ou` N est le nombre zones conside´re´es et p(Fi) est la distribution locale de probabilite´, traduisant la
connaissance a priori de l’expert sur la nature des sources dans la zone i.
Pour des raisons pratiques, on suppose que les champs excitateurs Fi suivent des lois normales
ge´ne´ralise´es de moyenne nulle de la forme :
p(Fi) ∝ exp
[
−
1
qi
‖LiFi‖
qi
qi
β
qi
i
]
, (8)
ou` :
– qi est un parame`tre variable, tel que 0 < qi < +∞, permettant de controˆler la forme de la distribution
dans la zone i ;
– ‖ • ‖qi est la norme ou quasi-norme Lqi ;
– βqii est le moment statistique d’ordre qi, qui peut eˆtre vu comme une mesure ge´ne´ralise´e de la
variance de la distribution dans la zone i ;
– Li est un ope´rateur de diffe´rentiation discre´tise´ qui permet de controˆler la re´gularite´ de la solution
recherche´e.
2.3 Forme finale du proble`me d’identification
Pour obtenir la forme finale du proble`me d’identification, il suffit d’introduire les expressions de la
fonction de vraissemblance et de la distribution de probabilite´ a priori [cf. Eqs. (6) et (8)] dans
l’e´quation (4). Ce faisant, on obtient :
F̂ = argmin
F
1
2
‖X−HF‖22
α2
+
N∑
i=1
1
qi
‖LiFi‖
qi
qi
β
qi
i
. (9)
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A ce stade, on dispose de 2N + 1 parame`tres (qi, βi, α) pour traduire notre connaissance a priori sur
le proble`me. Cependant, concernant la distribution de probalite´ a priori, les parame`tres qi et βi ont
un roˆle sensiblement analogue. De ce fait, il est possible de n’utiliser qu’un seul jeu de parame`tres
d’ajustement (qi ou βi) pour traduire finement notre a priori sur la nature des sources. Ici, nous
choisissons de travailler sur les parame`tres qi. Par suite, on suppose que tous les moments statistiques
β
qi
i sont e´gaux. Dans la suite, ces derniers seront note´s β. Finalement, le proble`me d’identification
s’e´crit :
F̂ = argmin
F
1
2
‖X−HF‖22 + λ
N∑
i=1
1
qi
‖LiFi‖
qi
qi , (10)
ou` λ = α
2
β est ge´ne´ralement appele´ parame`tre de re´gularisation. On remarque que l’on retrouve la
me´thode de re´gularisation de Tikhonov lorsque qi = 2 pour tout i ∈ [1, N ].
3 Re´solution du proble`me d’identification
Dans ce papier, la re´solution du proble`me de miminisation (10) est re´alise´e graˆce a` une forme ge´ne´ralise´e
de l’algorithme des moindres carre´s reponde´re´s ite´rativement [2].
3.1 Principe
L’ide´e de base consiste a` remplacer, dans le cadre d’un processus ite´ratif, la minimisation d’une
fonctionnelle de type L2 − Lqi , qui n’a pas de solution explicite, par celle d’une fonctionnelle de type
L2 − L2 pour laquelle la solution a` chaque ite´ration posse`de une forme explicite. Pour cela, on part
du fait que :
∀xi,∀q, ‖x‖
q
q =
∑
i
|xi|
q =
1
2
∑
i
wi|xi|
2, (11)
ou` wi(xi) =
2
q |xi|
q−2 est appele´e coefficient de ponde´ration.
Dans le cadre d’un processus ite´ratif, si l’on dipose de la solution x(k) a` l’ite´ration k, on va fixer
la valeur du coefficient de ponde´ration wi(xi) a` wi(x
(k)
i ) et l’on va chercher a` de´terminer la solution
x(k+1) a` l’ite´ration k+1, de manie`re a` retrouver l’e´qualite´ (11) lorsque le processus a converge´. Ici, cela
signifie que l’on va remplacer le proble`me de miminisation (10) par un processus ite´ratif e´quivalent
dont le champ excitateur F̂ (k+1) a` l’ite´ration k+1 est solution du proble`me de minimisation suivant :
F̂ (k+1) = argmin
F
1
2
‖X−HF‖22 +
λ(k+1)
2
N∑
i=1
1
qi
‖W
(k)
i
1/2
LiFi‖
qi
qi , (12)
ou` W
(k)
i est une matrice de´finie positive, de´finie de la manie`re suivante :
W
(k)
i = diag
[
2
q
Tǫ
(
LiF̂i
(k)
)]
, (13)
avec :
Tǫ(x
(k)) =
{
|x(k)|qi−2 si x(k) > ǫ
(k)
i
|ǫ
(k)
i |
qi−2 si x(k) ≤ ǫ
(k)
i
, (14)
ou` ǫ
(k)
i est un nombre re´el positif agissant comme un parame`tre d’amortissement, dans la mesure ou`
il e´vite d’avoir des ponde´rations infinies lorsque |x(k)| → 0 et qi < 2.
3.2 Choix des parame`tres d’ajustements, de la solution initiale et
du crite`re d’arreˆt
D’apre`s l’e´quation (12), les parame`tres d’ajustements du proble`me sont les variables qi, le parame`tre de
re´gularisation λ(k+1) et le parame`tre ǫ
(k)
i . Pour choisir correctement les variables qi, il faut se rappeler
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que ces parame`tres controˆle la forme de la distribution de probabilite´ dans la zone conside´re´e. Ainsi, en
choisissant qi ≥ 2, on privile´giera des solutions re´parties, alors qu’en choisissant qi ≤ 1, on privile´giera
des solutions parcimonieuses (i.e. posse´dant tre`s peu de valeurs non nulles).
Concernant le choix du parame`tre de re´gularisation λ(k+1) a` l’ite´ration k + 1, celui-ci est re´alise´ de
manie`re automatique a` partir de la me´thode de la courbe en L [1]. Le parame`tre ǫ
(k)
i est e´galement
choisi automatiquement. Sa valeur est fixe´e de manie`re a` ce qu’un certain pourcentage pi des plus
petites valeurs de |LiF̂i
(k)
| soient infe´rieures a` ǫ
(k)
i . Dans la suite, pi = 5%.
Enfin, comme l’algorithme utilise´ est ite´ratif, il est ne´cessaire de de´finir une solution initiale et un
crite`re d’arreˆt. Le choix de la solution initiale est l’un des points cle´s de la convergence de l’algorithme
vers une solution non de´nue´e de sens, dans la mesure ou` la fonctionnelle a` minimiser est non convexe
si qi < 1. Une bonne solution initiale est une solution du proble`me, e´ventuellement grossie`re, simple
a` calculer, mais suffisamment proche de la solution finale pour assurer la convergence du processus
ite´ratif. Ces conditions sont remplies par la solution de la me´thode de re´gularisation de Tikhonov.
Concernant le choix du crite`re d’arreˆt, on utilise un crite`re classique consistant a` arreˆter le processus
ite´ratif lorsque l’e´volution de la fonctionnelle J (k)(F ) = 12‖X−HF‖
2
2+
λ(k+1)
2
∑N
i=1
1
qi
‖W
(k)
i
1/2
LiFi‖
qi
qi
entre deux ite´ration a atteint une certaine tole´rance. Dans la suite, la tole´rance est fixe´e a` 10−6.
4 Validation nume´rique
On cherche ici a` identifier une force ponctuelle harmonique, d’amplitude F0 unitaire, excitant en
flexion une plaque d’acier de dimensions 2× 1.5× 0.017 m3 simplement appuye´e sur ces quatres bords
a` la fre´quence de 450 Hz. Les coordonne´es de la force ponctuelle, mesure´es par rapport au coin infe´rieur
gauche de la plaque, sont (x, y) = (1.04 m, 0.93 m). De plus, pour simuler le champ vibratoire mesure´
X (ici le champ de de´placement transverse), un mode`le e´le´ments finis de la plaque comprenant 567
e´le´ments coques a` 4 nœuds a e´te´ utilise´. Pour simuler le bruit mesure, un bruit additif gaussien a e´te´
ajoute´ au champ vibratoire. Le bruit de mesure a e´te´ calcule´ de manie`re a` avoir un rapport signal-a`-
bruit de 6 dB. Enfin, pour re´aliser l’identification, le mode`le e´le´ments finis de´crit pre´ce´demment a e´te´
utilise´ pour calculer la fonction de transfert H de la plaque a` bords libre. De cette manie`re, il devient
possible d’identifier non seulement la force ponctuelle, mais aussi les re´actions aux limites.
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Figure 1 – Validation nume´rique - (a) Champ excitateur F a` identifier et (b) Champ excitateur F̂
identifie´ par la re´gularisation de Tikhonov
La Figure 1 pre´sente une comparaison du champ excitateur F a` identifier [cf. Figure 1a] et du champ
excitateur F̂ identifie´ a` partir de la me´thode de re´gularisation classique de Tikhonov [cf. Figure 1b].
Cette comparaison montre la position de la force ponctuelle est estime´e correctement, bien que son
amplitude soit grandement sous-estime´e. A l’inverse, les re´actions d’appuis sont correctement iden-
tifie´es. Ce re´sultat contraste´ peut s’expliquer par le fait que l’a priori global utilise´ favorise les solutions
re´parties. Pour ame´liorer le re´sultat obtenu, il faut utiliser l’information dont on dispose a priori sur la
nature et la re´partition des sources, a` savoir un champ excitateur parcimonieux sauf aux limites de la
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structure ou` celui-ci est re´parti. Par conse´quent, la structure est divise´e en deux zones d’identification,
une zone centrale contenant la force ponctuelle, dans laquelle la solution est suppose´e parcimonieuse
(q1 = 0.5), et une zone correspondant aux limites de la structure, dans laquelle la solution est suppose´e
re´partie (q2 = 2) [cf. Figure 2a].
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Figure 2 – Validation nume´rique - (a) De´finition des zones se´lectionne´es (◦) zone 1 (solution
parcimonieuse, q1 = 0.5), (×) zone 2 (solution re´partie, q2 = 2) and (♦) position de la force et (b)
Champ excitateur F̂ identifie´ graˆce a` l’approche propose´e avec L = Identite´
La Figure 2b pre´sente le champ excitateur obtenu a` partir de l’approche propose´e dans ce papier. La
comparaison de ce re´sultat avec celui pre´sente´ en Figure 1b montre clairement que l’approche pro-
pose´e permet d’identifier correctement non seulement la position et l’amplitude de la force ponctuelle
(F̂0 = 0.995), mais e´galement les re´actions aux appuis.
5 Conclusions
L’objectif initial de ce papier e´tait de proposer une formulation baye´sienne du proble`me d’identification
de sources vibratoires, capable d’exploiter pleinement l’information spatiale dont on dispose a priori
sur la nature et la localisation des sources. Pour cela, la structure est divise´e en diffe´rentes re´gions dans
lesquelles on suppose que les a priori locaux sur les distributions de sources suivent des lois normales
ge´ne´ralise´es. Cette formulation est tre`s flexible dans la mesure ou` les parame`tres de ces lois peuvent
eˆtre ajuste´s pour traduire finement l’a priori de l’expe´rimentateur dans les diffe´rentes zones de´finies.
Formellement, la solution du proble`me inverse correspond a` l’estimateur du maximum a posteriori.
Pratiquement, on cherche la solution du proble`me dual, qui est e´quivalente a` la solution recherche´e et
correspond a` une forme ge´ne´ralise´e de la re´gularisation de Tikhonov. La re´solution de ce proble`me dual
s’appuie sur l’utilisation d’un algorithme des moindres carre´s reponde´re´s ite´rativement. Les re´sultats
nume´riques, pre´sente´s dans la dernie`re partie de ce papier, montrent que l’utilisation d’a priori locaux,
traduisant une connaissance pre´alable, meˆme grossie`re, sur la nature et la localisation des sources,
permet d’ame´liorer significativement la qualite´ de l’identification.
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