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Abstract
In this paper, we study the L1 stability of a one-dimensional Boltzmann equation on the line
with inelastic collisions in Rend. Sem. Mat. Fis. Milano 67 (1997) 169–179. Under the suitable
assumptions on the initial data, we construct a nonlinear functionalHðtÞ which measures L1
distance between two mild solutions, and is nonincreasing in time t: Using the time-decay
estimate of HðtÞ; we show that mild solutions are L1-stable:
jjf ð ;  ; tÞ  %fð ;  ; tÞjjL1ðR2ÞpGjjf0ð ; Þ  %f0ð ; ÞjjL1ðR2Þ;
where G is a positive constant independent of time t; f and %f are mild solutions corresponding
to initial data f0 and %f0 in L
1ðR2Þ-LNþ ðR2Þ; respectively.
r 2002 Elsevier Science (USA). All rights reserved.
1. Introduction
Recently, one-dimensional kinetic equations with inelastic collisions have been
studied for the modeling of a granular ﬂow in [3–8]. A granular system is an
interacting particle system characterized by inelastic binary collisions, i.e., at each
collision, mass and momentum are conserved but relative velocity is decreased by a
ﬁxed constant ratio rA½0; 1 (coefﬁcient of restitution) so that kinetic energy is
dissipated:
v þ v1-%v þ %v1; %v þ %v1 ¼ v þ v1; ð%v  %v1Þ ¼ rðv  v1Þ; ð1Þ
$This research was supported in part by NSF grant DMS-0203858.
E-mail address: ha@math.wisc.edu.
0022-0396/03/$ - see front matter r 2002 Elsevier Science (USA). All rights reserved.
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where ðv; v1Þ and ð%v; %v1Þ are pre-collision and post-collision velocities, respectively.
Let us introduce inelasticity constant e ¼ 1r
2
A½0; 1
2
 which measures the degree of
inelasticity of a collision. Then in terms of e; (1) is equivalent to:
%v ¼ v1 þ eðv  v1Þ; %v1 ¼ v  eðv  v1Þ: ð2Þ
Since the particles are assumed to be indistinguishable, without loss of generality, we
can relabel the post-collision particles ð%v12%vÞ so that e ¼ 0 and e ¼ 12 correspond to
the free particles and sticky particles, respectively. From now on, we assume that
inelastic constant e is in ½0; 12Þ: On the other hand, from (2), the pre-collision velocities
ðvn; vn1Þ which result in ðv; v1Þ after a collision are given by
vn ¼ v þ e
1 2e ðv  v1Þ; v
n
1 ¼ v1 
e
1 2e ðv  v1Þ: ð3Þ
Since kinetic energy is lost at each collision due to the friction between particles, as
long as there is no heat ﬂow into a system, the temperature of a system decays so that
a system becomes a frozen state eventually, and even before the system is halted, two
types of instability phenomena such as clumping and inelastic collapse1 may occur in
a granular system [1,4–6,15,18,20,25–29]. For the issue of validity of kinetic and
hydrodynamic approach to the granular ﬂow, we refer readers to [23]. In some
situations that the number of particles in a system is small compared to some
threshold number NðeÞ depending on e; or an inelastic limit (N-N; e-0; Ne-l),
the collective behavior of the granular ﬂow is well described by kinetic equations or
hydrodynamic equations. [4–6,11,22]. Throughout this paper, we use the following
simpliﬁed notations:
f ðvÞ 
 f ðx; v; tÞ; f ðx; vÞ 
 f ðx; v; tÞ:
In this paper, we are interested in the one-dimensional Boltzmann-type kinetic
equation with inelastic binary collisions in [5]:
@tf þ v@xf ¼ 1e
Z
R
jv  v1j f ðv
nÞf ðvn1Þ
ð1 2eÞ2  f ðvÞf ðv1Þ
 !
dv1;
f ðx; v; 0Þ ¼ f0ðx; vÞ; ðx; v; tÞAR  R  Rþ; ð4Þ
where vn ¼ v þ e
12e ðv  v1Þ; and vn1 ¼ v1  e12e ðv  v1Þ are post-collision velocities,
eð40Þ is the mean free path of the theory. Eq. (4) can be formally derived from the
particle system [5] or can be regarded as a special case of three-dimensional
Boltzmann-type equations with inelastic collisions [2,16]. In the following, we review
the deﬁnition of mild solutions for (4).
Deﬁnition 1.1. Let f ðx; v; tÞACð½0; T ; L1ðR2Þ-LNþ ðR2ÞÞ be the mild solution of (4)
with given initial data f0AL1ðR2Þ-LNþ ðR2Þ if and only if for all tA½0; T  and a.e
1Inﬁnite number of collisions occur in a ﬁnite time interval.
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ðx; vÞAR2; f satisﬁes the following integral equation:
f ðx; v; tÞ ¼ f0ðx  vt; vÞ
þ 1
e
Z t
0
Z
R
jv  v1j f ðx þ vs; v
n; sÞf ðx þ vs; vn1 ; sÞ
ð1 2eÞ2
 
 f ðx þ vs; v; sÞf ðx þ vs; v1; sÞ
!
dv1 ds:
In [5], the global existence and uniqueness of mild solutions for Eq. (4) were
proved under the assumption on the mean free path (e48) for a bounded
nonnegative initial data with unit mass. As explained in [5], in the case of eAð0; 1
2
Þ;
due to the increase of entropy functional, we cannot extend existence theory for the
small data to the large data as in [17,30] using the good decay of an entropy
functional. The main purpose of this paper is to prove the L1 stability of mild
solutions to (4) using a nonlinear functional which measures L1 distance, and is
nonincreasing in time t: This nonlinear functional approach for the L1 stability has
been quite successful in the hyperbolic conservation laws [10,19,24]. On the other
hand, in kinetic theory, the functional QðtÞ which takes into account potential
interaction was ﬁrst introduced by Bony [9] in the context of a discrete Boltzmann
kinetic equation, and it was further generalized to the one-dimensional Boltzmann
equation with a truncated collision section B in [12]: v ¼ ðv1; v2; v3Þ
@tf þ v1@xf ¼
Z
R3
Z
S2
Bððv  v
*
Þ  n; jv  v
*
jÞðf 0f 0
*
 ff
*
Þ dn dv
*
;
QðtÞ 

Z
R
Z
R
Z
R3
Z
R3
ðv1  %v1Þ Sgnðy  xÞf ðx; vÞf ðy; %vÞ d %v dv dy dx:
Using the fact that 1 and v1 are collision invariants, it can be shown that QðtÞ decays
in time t; [12]:
dQðtÞ
dt
¼ 
Z
R
Z
R3
Z
R3
ðv1  %v1Þ2f ðvÞf ð%vÞ d %v dv dx;
which is the key estimate for the global existence. In the sequel, 1S denotes the
characteristic function of a set S: In this paper, we use a Glimm-type interaction
functional QðtÞ for (4) deﬁned by
QðtÞ 

Z Z Z Z
|ﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄ}
RRRR
1xoy1v4%vf ðx; vÞf ðy; %vÞ d %v dv dy dx ðpjjf0jj2L1ðRÞÞ; ð5Þ
which is slightly different from the generalized Bony functional QðtÞ:
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The L1 stability of mild solutions in the kinetic theory has been proved for the
model Boltzmann equation, Enskog equation and discrete velocity model Boltzmann
equation with transversal source terms [13,14,30] using the Tartar’s method [30].
Recently, Ha and Tzavaras [21] proved the L1 stability for the discrete kinetic
equations satisfying only two conservation laws (mass and momentum) using a
nonlinear functional approach, which is the generalization of Tartar’s work in [30].
In the following, we summarize the main assumptions on the initial data.
Main Assumption (M)
1. Initial data f0 is bounded nonnegative and integrable: f0AL1ðR2Þ-LNþ ðR2Þ:
2. f0 has a compact support in v; and decay fast atN in x: f0ðx; vÞ ¼ 0; for jvjXv0;
and limjxj-Nf0ðx; vÞ ¼ 0:
3. Initial mass is sufﬁciently small compared to the mean free path e:
jjf0jjL1ðR2Þo e24:
Remark 1.1. The upper bound of L1 norm of initial data is not optimal. For the
existence of mild solutions, we only need an upper bound e8 as in [5]. However, for the
stability analysis given in Section 3, it sufﬁces to take e
12
as an upper bound.
However, for deﬁnite decay estimates, we take e
24
as an upper bound.
Next, we brieﬂy explain a nonlinear functionalHðtÞ which has the following two
key properties:
* HðtÞ is equivalent to the L1 distance in the sense that:
1
C0
jjf ð ;  ; tÞ  %fð ;  ; tÞjjL1ðR2ÞpHðtÞpC0jjf ð ;  ; tÞ  %fð ;  ; tÞjjL1ðR2Þ;
where C0 is a positive constant which is independent of time t:
* HðtÞ is nonincreasing in time t; i.e., HðtÞpHðsÞ for tXs:
Then it is easy to see that the above two key properties imply the L1 stability.
jjf ð ;  ; tÞ  %fð ;  ; tÞjjL1ðR2ÞpC0HðtÞpC0Hð0ÞpC20 jjf0ð ; Þ  %f0ð ; ÞjjL1ðR2Þ:
The functionalHðtÞ is deﬁned to be the combination of three functionalsLðtÞ; QðtÞ
and QdðtÞ:
HðtÞ 
 ð1þ K1QðtÞÞLðtÞ þ K2QdðtÞ;
where K1 and K2 are positive constants which will be determined later, and QðtÞ is the
sum of potential interaction functionals for f and %f: First, the linear part LðtÞ is
simply deﬁned to be the L1 distance:
LðtÞ 

Z
R
Z
R
jf  %fjðx; vÞ dv dx ðpjjf0jjL1ðR2Þ þ jj %f0jjL1ðR2ÞÞ:
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By a direct calculation, the time-derivative of this functional becomes
dLðtÞ
dt
p 3
e
Z
R
Z
R
Z
R
jv  %vjjðf  %fÞðvÞjðf þ %fÞð%vÞ d %v dv dx
p 12v
2
0
e
½jjf ð ;  ; tÞjjLNðR2Þ þ jj %fð ;  ; tÞjjLNðR2ÞLðtÞ; ð6Þ
where we have used that f ðvÞ ¼ 0; for jvjXv0: As long as the LN norms of f ð ;  ; tÞ
and %fð ;  ; tÞ are uniformly bounded in t (Proposition 2.2), we have the following
local time L1 stability:
jjf ð ;  ; tÞ  %fð ;  ; tÞjjL1ðR2Þpe%cmtjjf0ð ; Þ  %f0ð ; ÞjjL1ðR2Þ; ð7Þ
where m ¼ supt½jjf ð ;  ; tÞjjLNðR2Þ þ jj %fð ;  ; tÞjjLNðR2Þ; and %c is a positive constant. On
the other hand, if the initial masses of f and %f are small compared to the mean free
path e; then the errors due to the nonlinear interactions between f and %f which are
the L.H.S. of (6) can be controlled by the quadratic interaction potential QdðtÞ:
QdðtÞ 

Z
R
Z
R
Z
R
Z
R
1xoy1v4%v jf  %fjðx; vÞðf þ %fÞðy; %vÞ d %v dv dy dx
pðjjf0jjL1ðRÞ þ jjf0jjL1ðRÞÞ2:
By a straightforward calculation in Lemma 3.2, we have
dQdðtÞ
dt
p  1
4
Z
R
Z
R
Z
R
jv  %vjjðf  %fÞðvÞjðf þ %fÞð%vÞ d %v dv dx
þ 2
e
Z
R
Z
R
Z
R
jv  %vjðf ð%vÞf ðvÞ þ %fð%vÞ %fðvÞÞ d %v dv dx
	 

LðtÞ: ð8Þ
The ﬁrst term of the R.H.S. of (8) will compensate the error in the dLðtÞ
dt
; and the
second term in the R.H.S. of (8) will be controlled by the good decay estimate of QðtÞ
in HðtÞ: The main theorem of this paper is as follows.
Theorem 1.1. Suppose that the main assumption (M) holds, and let f and %f be two mild
solutions corresponding two initial data f0 and %f0; respectively. Then we have the
following L1 stability:
jjf ð ;  ; tÞ  %fð ;  ; tÞjjL1ðR2ÞpGjjf0ð ; Þ  %f0ð ; ÞjjL1ðR2Þ;
where G is a positive constant which is independent of time t.
The paper is organized as follows: In Section 2, we review the basic properties of
the dissipative collision operator, and a priori estimates of mild solutions to the (4) in
[5]. In Section 3, we study the time-evolution of the nonlinear functionals deﬁned in
Section 1, and using the good decay property of HðtÞ; we prove the L1 stability.
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2. Preliminaries
In this section, we review the basic properties of the dissipative collision operator
and existence theory of mild solutions in [5]. We consider the following one-
dimensional kinetic equation on the line with inelastic binary collisions:
@tf þ v@xf ¼ 1e
Z
R
jv  v1j f ðv
nÞf ðvn1Þ
ð1 2eÞ2  f ðvÞf ðv1Þ
 !
dv1: ð9Þ
Let us set
Qðf ; f Þðx; v; tÞ 
 1
e
Z
R
jv  v1j f ðv
nÞf ðvn1Þ
ð1 2eÞ2  f ðvÞf ðv1Þ
 !
dv1;
Qþðf ; f Þðx; v; tÞ 
 1
e
Z
R
jv  v1j f ðv
nÞf ðvn1Þ
ð1 2eÞ2 dv1;
Qðf ; f Þðx; v; tÞ 
 fRðf Þ; Rðf Þðx; v; tÞ ¼ 1
e
Z
R
jv  v1jf ðv1Þ dv1:
Under the main assumption (M), the mild solutions are uniformly bounded in space
and time as in Proposition 2.2. Therefore, for a given t;Z
R
Z
R
Qþðf ; f Þðx; v; tÞ dv dxp2v0
e
sup
x;v;t
f ðx; v; tÞ
	 

jjf0jjL1ðR2ÞoN:
Similarly, Qðf ; f Þðx; v; tÞ is integrable in ðx; vÞ: In the following, we show that the
mass and momentum of f are conserved, but kinetic energy is dissipated.
Proposition 2.1. Suppose that the main assumptions (M) holds, and suppose that f is
the mild solution of (9). Then we have

Z
R
Z
R
Qðf ; f Þ dv dx ¼ 0; 
Z
R
Z
R
vQðf ; f Þ dv dx ¼ 0;

Z
R
Z
R
v2Qðf ; f Þ dv dx ¼ eð1 eÞ
e
Z
R
Z
R
Z
R
jv  v1j3f ðvÞf ðv1Þ dv dv1 dx:
Proof. (i) By deﬁnition, we haveZ
R
Z
R
Qþðf ; f Þ dv dx ¼ 1
e
Z
R
Z
R
Z
R
jv  v1j f ðv
nÞf ðvn1Þ
ð1 2eÞ2 dv1 dv dx
¼ 1
e
Z
R
Z
R
Z
R
jvn  vn1 jf ðvnÞf ðvn1Þ dvn1 dvn dx
¼
Z
R
Z
R
Qðf ; f Þ dv dx;
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where we have used the fact that jv  v1j ¼ ð1 2eÞjvn  vn1 j and dv dv1 ¼ ð1
2eÞ dvn dvn1 :
(ii) Similarly, we haveZ
R
Z
R
vQþðf ; f Þ dv dx
¼ 1
e
Z
R
Z
R
Z
R
vjv  v1j f ðv
nÞf ðvn1Þ
ð1 2eÞ2 dv1 dv dx
¼ 1
e
Z
R
Z
R
Z
R
vnjvn  vn1 jf ðvnÞf ðvn1Þ dvn1 dvn dx
 e
e
Z
R
Z
R
Z
R
ðvn  vn1Þjvn  vn1 jf ðvnÞf ðvn1Þ dvn1 dvn dx
¼ 1
e
Z
R
Z
R
Z
R
vnjvn  vn1 jf ðvnÞf ðvn1Þ dvn1 dvn dx
¼
Z
R
Z
R
vQðf ; f Þ dv dx;
where we have used the fact that
v ¼ vn  eðvn  vn1Þ;Z
R
Z
R
Z
R
ðvn  vn1Þjvn  vn1 jf ðvnÞf ðvn1Þ dvn1 dvn dx ¼ 0;
due to the asymmetry of the integrand.
(iii) By the same analysis as (ii), we haveZ
R
Z
R
v2Qþðf ; f Þ dv dx
¼ 1
e
Z
R
Z
R
Z
R
v2jv  v1j f ðv
nÞf ðvn1Þ
ð1 2eÞ2 dv1 dv dx
¼ 1
e
Z
R
Z
R
Z
R
½ðvnÞ2  2evnðvn  vn1Þ þ e2ðvn  vn1Þ2jvn  vn1 jf ðvnÞf ðvn1Þ dvn1 dvn dx
¼ 1
e
Z
R
Z
R
Z
R
ðvnÞ2jvn  vn1 jf ðvnÞf ðvn1Þ dvn1 dvn dx
 2e
e
Z
R
Z
R
Z
R
vnðvn  vn1Þjvn  vn1 jf ðvnÞf ðvn1Þ dvn1 dvn dx
þ e
2
e
Z
R
Z
R
Z
R
jvn  vn1 j3f ðvnÞf ðvn1Þ dvn1 dvn dx
¼
Z
R
Z
R
v2Qðf ; f Þ dv dx  eð1 eÞ
e
Z
R
Z
R
Z
R
jv  v1j3f ðvÞf ðv1Þ dv1 dv dx:
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In the above calculation, we have used the following identity:Z
R
Z
R
Z
R
vnðvn  vn1Þjvn  vn1 jf ðvnÞf ðvn1Þ dvn1 dvn dx
¼ 
Z
R
Z
R
Z
R
vn1ðvn  vn1Þjvn  vn1 jf ðvnÞf ðvn1Þ dvn1 dvn dx:
Hence, we have
Z
R
Z
R
v2Qðf ; f Þ dv dx ¼ eð1 eÞ
e
Z
R
Z
R
Z
R
jv  v1j3f ðvÞf ðv1Þ dv1 dv dx:
The proof is complete. &
2.1. Basic a priori estimates
In this subsection, we review a priori estimates for the solutions in [5]. For this, we
deﬁne some auxiliary functions. Let T be an any positive number.
f xðx; v; tÞ 
 f ðx þ vt; v; tÞ; F0ðx; vÞ 
 sup
0ptpT
f xðx; v; tÞ;
G0 
 sup
x;v;tA½0;T 
f ðx; v; tÞ; @xf xðx; v; tÞ 
 @xf ðx þ vt; v; tÞ;
F1ðx; vÞ 
 sup
0ptpT
j@xf xðx; v; tÞj; G1 
 sup
x;v;tA½0;T 
j@xf ðx; v; tÞj:
Proposition 2.2 (Benedetto et al. [5]). Suppose f is a C1 classical solution in the time
strip R2  ½0; T  to (9) corresponding to smooth initial data f0 satisfying condition (M).
Then we have the following estimates.
1. jjF0ð ; ÞjjL1ðR2Þo2jjf0jjL1ðR2Þ;
2. sup0ptpT jjf ð ;  ; tÞjjLNðR2Þo32jjf0ð ; ÞjjLNðR2Þ:
Proof. (1) It follows from (4) that
@f x
@s
ðx; v; sÞ ¼ 1
e
Z
R
jv  v1j f ðx þ vs; v
n; sÞf ðx þ vs; vn1 ; sÞ
ð1 2eÞ2
 
 f ðx þ vs; v; sÞf ðx þ vs; v1; sÞ
!
dv1
p 1
e
Z
R
jv  v1j f ðx þ vs; v
n; sÞf ðx þ vs; vn1 ; sÞ
ð1 2eÞ2 dv1: ð10Þ
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If we integrate (10) over ½0; t in s; then we have
f xðx; v; tÞp f xðx; v; 0Þ þ 1
e
Z t
0
Z
R
jv  v1j
 f ðx þ vs; v
n; sÞf ðx þ vs; vn1 ; sÞ
ð1 2eÞ2 dv1 ds: ð11Þ
On the other hand, we have
f xðx; v; 0Þ ¼ f0ðx; vÞ;
f ðx þ vs; vn; sÞ ¼ f xðx þ ðv  vnÞs; vn; sÞpF0ðx þ ðv  vnÞs; vnÞ;
f ðx þ vs; vn1 ; sÞ ¼ f xðx þ ðv  vn1Þs; vn1 ; sÞpF0ðx þ ðv  vn1Þs; vn1Þ:
Taking supremum over tA½0; T  in (11), we have
F0ðx; vÞp f0ðx; vÞ þ 1e
Z T
0
Z
R
jv  v1j
 F0ðx þ ðv  v
nÞs; vnÞF0ðx þ ðv  vn1Þs; vn1Þ
ð1 2eÞ2 dv1 ds: ð12Þ
Again, taking integral over ðx; vÞAR2 for (12), we have
jjF0jjL1ðR2Þp jjf0jjL1ðR2Þ þ
1
e
Z T
0
Z
R
Z
R
Z
R
jv  v1j
 F0ðx þ ðv  v
nÞs; vnÞF0ðx þ ðv  vn1Þs; vn1Þ
ð1 2eÞ2 dv1 dv dx ds: ð13Þ
Now, we use new variables ðy; zÞ deﬁned by
y ¼ x þ ðv  vnÞs; z ¼ x þ ðv  vn1Þs: ð14Þ
Then, in (13) we have
jjF0jjL1ðR2Þp jjf0jjL1ðR2Þ þ
1
e
Z
R
Z
R
Z
R
Z
R
jv  v1jF0ðy; vnÞF0ðz; vn1Þ
ð1 2eÞ2jvn  vn1 j
dv dv1 dy dz
¼ jjf0jjL1ðR2Þ þ
1
e
Z
R
Z
R
Z
R
Z
R
F0ðy; vnÞF0ðz; vn1Þ dvn dvn1 dy dz
¼ jjf0jjL1ðR2Þ þ
1
e
jjF0jj2L1ðR2Þ:
S.-Y. Ha / J. Differential Equations 190 (2003) 621–642 629
Since jjf0jjL1ðR2Þo e24; we have
jjF0jjL1ðR2Þo2jjf0jjL1ðR2Þ:
(2) Next, we prove a priori estimates for the LN norm of f : It follows from (12) that
f ðx þ vt; v; tÞp f0ðx; vÞ þ 1e
Z T
0
Z
R
jv  v1jf ðx þ vs; vn; sÞf ðx þ vs; vn1 ; sÞ
ð1 2eÞ2 dv1 ds
p jjf0jjLNðR2Þ þ
G0
e
Z T
0
Z
R
jv  v1jf ðx þ vs; vn1 ; sÞ
ð1 2eÞ2 dv1 ds
p jjf0jjLNðR2Þ þ
G0
e
Z T
0
Z
R
jv  v1jF0ðx þ ðv  vn1Þs; vn1Þ
ð1 2eÞ2 dv1 ds: ð15Þ
Using a new variable y ¼ x þ ðv  vn1Þs with (14), we have
dydvn1 ¼ jv  v1j
1 e
1 2e
 2
dv1 ds:
Taking a supremum over ðx; v; tÞ in (15), we obtain
G0p jjf0jjLNðR2Þ þ
4G0
e
Z
R
Z
R
F0ðy; vn1Þ dy dvn1
p jjf0jjLNðR2Þ þ
8G0
e
jjf0jjL1ðR2Þ:
This implies
G0p
jjf0jjLNðR2Þ
1 8e1jjf0jjL1ðR2Þ
p3
2
jjf0jjLNðR2Þ:
The proof is complete. &
Next, we study a priori estimate for @xf :
Proposition 2.3. Suppose that assumption (M) holds, and jj@xf0jjL1ðR2ÞoN: Let f be a
C1 solution to (4) corresponding to initial data f0: Then we have
1. jjF1jjL1ðR2Þo32 jj@xf0jjL1ðR2Þ;
2. sup0ptpT jj@xf ð ;  ; tÞjjLNðR2Þp275 ½jj@xf0jjLNðR2Þ þ 1e jjf0jjLNðR2Þjj@xf0jjL1ðR2Þ:
Proof. (i) First, we consider the L1 norm of the F1ðx; vÞ as in previous proposition.
jjF1jjL1ðR2Þp
3
2
jj@xf0jjL1ðR2Þ:
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By a direct calculation, we have
@sð@xf xÞðx; v; sÞ
¼ 1
e
Z
R
jv  v1j @xf ðx þ vs; v
n; sÞf ðx þ vs; vn1 ; sÞ
ð1 2eÞ2
 
þ f ðx þ vs; v
n; sÞ@xf ðx þ vs; vn1 ; sÞ
ð1 2eÞ2
 ½@xf ðx þ vs; v; sÞf ðx þ vs; v1; sÞ þ f ðx þ vs; v; sÞ@xf ðx þ vs; v1; sÞ
!
dv1: ð16Þ
Integrating (16) over ½0; t with respect to s; we have
j@xf xðx; v; tÞjp j@xf xðx; v; 0Þj
þ 1
e
Z t
0
Z
R
jv  v1j j@xf ðx þ vs; v
n; sÞjf ðx þ vs; vn1; sÞ
ð1 2eÞ2
 !
þ f ðx þ vs; v
n; sÞj@xf ðx þ vs; vn1 ; sÞj
ð1 2eÞ2
 !
dv1 ds
þ 1
e
Z t
0
Z
R
j@xf ðx þ vs; v; sÞjf ðx þ vs; v1; sÞð
þ f ðx þ vs; v; sÞj@xf ðx þ vs; v1; sÞjÞ dv1 ds: ð17Þ
Integrating (17) over R2 in ðx; vÞ; we have
Z
R
Z
R
j@xf xj dv dx
p
Z
R
Z
R
j@xf0j dv dx
þ 1
e
Z t
0
Z
R
Z
R
Z
R
jv  v1j F1ðx þ ðv  v
nÞs; vnÞF0ðx þ ðv  vn1Þs; vn1Þ
ð1 2eÞ2 dv1 dv dx dt
þ 1
e
Z t
0
Z
R
Z
R
Z
R
jv  v1j F0ðx þ ðv  v
nÞs; vnÞF1ðx þ ðv  vn1Þs; vn1Þ
ð1 2eÞ2 dv1 dv dx dt
þ 1
e
Z t
0
Z
R
Z
R
Z
R
jv  v1jF1ðx þ vs; vÞF0ðx þ ðv  v1Þs; v1Þ dv1 dv dx dt
þ 1
e
Z t
0
Z
R
Z
R
Z
R
jv  v1jF0ðx þ vs; vÞF1ðx þ ðv  v1Þs; v1Þ dv1 dv dx dt
¼ I1 þ I2 þ I3 þ I4 þ I5:
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Next, we consider I2: Deﬁne new variables ðy; zÞ deﬁned by
y ¼ x þ ðv  vnÞs; z ¼ x þ ðv  vn1Þs:
Then by direct calculation, we have
dxds ¼ 1jvn  vn1 j
dy dz; and dv dv1 ¼ ð1 2eÞ dvn dvn1 :
Therefore, we have
I2p
1
e
Z
R
Z
R
Z
R
Z
R
F1ðy; vnÞF0ðz; vn1Þ dvndvn1 dy dz ¼
1
e
jjF0jjL1ðR2ÞjjF1jjL1ðR2Þ:
Similarly, we have
I3p
1
e
jjF0jjL1ðR2ÞjjF1jjL1ðR2Þ;
I4p
1
e
jjF0jjL1ðR2ÞjjF1jjL1ðR2Þ;
I5p
1
e
jjF0jjL1ðR2ÞjjF1jjL1ðR2Þ:
Combining all estimates for Ii’s, we obtain
jjF1jjL1ðR2Þp jj@xf0jjL1ðR2Þ þ
4
e
jjF0jjL1ðR2ÞjjF1jjL1ðR2Þ
o jj@xf0jjL1ðR2Þ þ
8
e
jjf0jjL1ðR2ÞjjF1jjL1ðR2Þ:
We have used Proposition 2.2. Since jjf0jjL1ðR2Þo e24; we have
jjF1jjL1ðR2Þo
3
2
jj@xf0jjL1ðR2Þ:
(ii) Finally, we estimate G1 using the estimates for jjF1jjL1ðR2Þ: It follows from (17)
that
G1p jj@xf0jjLNðR2Þ þ
G1ð1 eÞ2jjF0jjL1ðR2Þ
e
þ G0ð1 eÞ
2jjF1jjL1ðR2Þ
e
þ G1jjF0jjL1ðR2Þ
e
þ G0jjF1jjL1ðR2Þ
e
p jj@xf0jjLNðR2Þ þ
2G1jjF0jjL1ðR2Þ
e
þ 2G0jjF1jjL1ðR2Þ
e
p jj@xf0jjLNðR2Þ þ
4G1jjf0jjL1ðR2Þ
e
þ 9jjf0jjLNðR2Þjj@xf0jjL1ðR2Þ
2e
o jj@xf0jjLNðR2Þ þ
G1
6
þ 9jjf0jjLNðR2Þjj@xf0jjL1ðR2Þ
2e
:
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We have used
4jjf0jjL1ðR2Þ
e o16 in the above calculation. Hence, we have
G1p
27
5
jj@xf0jjLNðR2Þ þ
1
e
jjf0jjLNðR2Þjj@xf0jjL1ðR2Þ
	 

:
The proof is complete. &
Remark 2.1. For given C1 initial data f0ðx; vÞ with jjf0jjLNðR2Þ þ jj@xf0jjLNðR2ÞoN; by
the standard local existence theory, we have a local solution f over R2  ½0; T  for
some T : On the other hand, since a priori estimates for suptA½0;T ;x;vðjf0ðx; v; tÞj þ
j@xf0ðx; v; tÞjÞ depend only on the initial data (independent of T), we are able to
extend a local solution to any ﬁnite time. Hence we can deﬁne the solution globally in
time.
3. L1 stability estimates
In this section, we estimate the time-derivatives of nonlinear functionals deﬁned in
Section 1 and using the good decay estimates of functionals, we prove the L1 stability
of mild solutions to (4). Recall that
LðtÞ 

Z
R
Z
R
jf  %fjðx; vÞ dv dx;
QdðtÞ 

Z
R
Z
R
Z
R
Z
R
1xoy1v4%vjf  %fjðx; vÞðf þ %fÞðy; %vÞ d %v dv dy dx;
HðtÞ 
 ð1þ K1QðtÞÞLðtÞ þ K2QdðtÞ; tX0;
where K1 and K2 are positive constants which will be determined later, and QðtÞ 

Qðf ÞðtÞ þ Qð %fÞðtÞ is the sum of interaction functionals for f and %f deﬁned in Section 1.
First, we estimate the time-evolution of potential interaction functional QðtÞ: For the
simplicity of expression, we deﬁne the interaction productions as follows:
Lðf ÞðtÞ 

Z
R
Z
R
Z
R
jv  %vjf ðvÞf ð%vÞ d %v dv dx;
Lðf ; %fÞðtÞ 

Z
R
Z
R
Z
R
jv  %vjjðf  %fÞðvÞjðf þ %fÞð %vÞ d %v dv dx:
Lemma 3.1. Suppose f is a C1 classical solution corresponding to initial data f0
satisfying assumption (M). Then the interaction functional QðtÞ is nonincreasing in time
t. i.e.,
* dQðtÞ
dt
p 1
3
ðLðf ÞðtÞ þ Lð %fÞðtÞÞ;
*
RN
0
½Lðf ÞðsÞ þ Lð %fÞðsÞ dsp3Qð0ÞoN:
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Proof. In the following, we only consider the Qðf Þ for f : The analysis for Qð %fÞ is the
same. We consider two equations for f ðx; v; tÞ and f ðy; %v; tÞ:
@tf þ v@xf ¼ Qðf ; f Þ; ð18Þ
@tf þ %v@yf ¼ Qðf ; f Þ: ð19Þ
Then 1xoy1v4%v½ð18Þ  f ðy; %v; tÞ þ ð19Þ  f ðx; v; tÞ becomes
@t½1xoy1v4%vf ðx; v; tÞf ðy; %v; tÞ þ rðx;yÞ½ðv; %vÞ1xoy1v4%vf ðx; v; tÞf ðy; %v; tÞ
þ ðv  %vÞ1v4%vdðy  xÞf ðx; v; tÞf ðy; %v; tÞ
¼ 1xoy1v4%v½Qðf ; f Þðx; v; tÞf ðy; %v; tÞ þ Qðf ; f Þðy; %v; tÞf ðx; v; tÞ: ð20Þ
Now, we integrate (20) over R4; then the second term in the L.H.S. of (20) vanishes
and the third term becomes
Z
R
Z
R
Z
R
ðv  %vÞ1v4%vf ðvÞf ð%vÞ d %v dv dx ¼ 1
2
Z
R
Z
R
Z
R
jv  %vjf ðvÞf ð%vÞ d %v dv dx:
Next, we consider ﬁrst term in the R.H.S. of (20). The second term can be treated
similarly.
Z
R
Z
R
Z
R
Z
R
1xoy1v4%vQðf ; f Þðx; vÞf ðy; %vÞ d %v dv dy dx
¼ 1
e
Z
R
Z
R
Z
R
Z
R
Z
R
1xoy1v4%vjv  v1j
 f ðx; v
nÞf ðx; vn1Þ
ð1 2eÞ2  f ðx; vÞf ðx; v1Þ
 !
f ðy; %vÞ dv1 d %v dv dy dx
¼ 1
e
Z
R
Z
R
Z
R
Z
R
Z
R
1xoy1v4%vjv  v1j f ðx; v
nÞf ðx; vn1Þf ðy; %vÞ
ð1 2eÞ2 dv1 d %v dv dy dx
 1
e
Z
R
Z
R
Z
R
Z
R
Z
R
1xoy1v4%vjv  v1jf ðx; vÞf ðx; v1Þf ðy; %vÞ dv1 d %v dv dy dx
¼ I1 þ I2:
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First we consider the term I1:
I1p
1
e
Z
R
Z
R
Z
R
jv  v1j f ðv
nÞf ðvn1Þ
ð1 2eÞ2 dv1 dv dx
 ! Z
R
Z
R
f ð%vÞ d %v dy
 
p 1
e
Lðf ÞðtÞjjf0jjL1ðR2Þ:
The term I2 can be estimated similarly.
I2p
1
e
Lðf ÞðtÞjjf0jjL1ðR2Þ:
Hence we have
d
dt
Z
R
Z
R
Z
R
Z
R
1xoy1v4%vf ðx; vÞf ðy; %vÞ d %v dv dy dx
 
þ 1
2
 4jjf0jjL1ðR2Þ
e
	 

Lðf ÞðtÞp0:
Since jjf0jjL1ðR2Þo e24; we have
d
dt
Z
R
Z
R
Z
R
Z
R
1xoy1v4%vf ðx; vÞf ðy; %vÞ d %v dv dy dx
 
þ 1
3
Lðf ÞðtÞp0: ð21Þ
Similarly, we have an estimate for Qð %fÞ:
d
dt
Z
R
Z
R
Z
R
Z
R
1xoy1v4%v %fðx; vÞ %fðy; %vÞ d %v dv dy dx
 
þ 1
3
Lð %fÞðtÞp0: ð22Þ
Taking an integral ð21Þ þ ð22Þ over ½0;NÞ with respect to t; we obtain
Z N
0
½Lðf ÞðsÞ þ Lð %fÞðsÞ dsp3ðQðf Þð0Þ þ Qð %fÞð0ÞÞ 
 3Qð0ÞoN:
The proof is complete. &
Next, we estimate the nonlinear functionals LðtÞ; QdðtÞ and HðtÞ: Let f ðx; v; tÞ
and %fðx; v; tÞ be two C1 solutions of (4) corresponding to two C1 initial data f0 and %f0:
Recall that the dissipative collision operator Qðf ; gÞ is deﬁned by
Qðf ; gÞ 
 1
e
Z
R
f ðvnÞgðvn1Þ þ f ðvn1ÞgðvnÞ
ð1 2eÞ2  f ðvÞgðv1Þ  f ðv1ÞgðvÞ
" #
dv1:
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Then by a direct calculation, it is easy to see that
Sðf ; %fÞ 
 Sgnðf  %fÞ½Qðf ; f Þ  Qð %f; %fÞ
¼ Sgnðf  %fÞ½Qþðf  %f; f þ %fÞ  ðf  %fÞRðf Þ  %fRðf  %fÞ:
First, we derive an equation for jf  %fjðx; v; tÞ as follows:
@tf þ v@xf ¼ Qðf ; f Þ; ð23Þ
@t %f þ v@x %f ¼ Qð %f; %fÞ: ð24Þ
Then Sgnðf  %fÞ½ð23Þ  ð24Þ becomes
@tjf  %fj þ v@xjf  %fj ¼ Sðf ; %fÞ: ð25Þ
In the following lemma, we study the time-evolution of nonlinear functionals deﬁned
in Section 1.
Lemma 3.2. Suppose that the main assumption (M) holds, and let f and %f be C1
solutions of (4). Then we have the following decay estimates:
dLðtÞ
dt
p 3
e
Lðf ; %fÞðtÞ;
dQdðtÞ
dt
p  1
4
Lðf ; %fÞðtÞ þ 2
e
ðLðf ÞðtÞ þ Lð %fÞðtÞÞLðtÞ;
dHðtÞ
dt
p  C1½Lðf ÞðtÞ þ Lð %fÞðtÞLðtÞ  C2Lðf ; %fÞðtÞ
p  %C1Lðf ; %fÞðtÞHðtÞ;
where C1; %C1 and C2 are positive constants independent of time t.
Proof. We consider the time-evolution of the functionals separately.
Case 1: By deﬁnition of LðtÞ; we have
dLðtÞ
dt
¼
Z
R
Z
R
Sðf ; %fÞ dv dx
p
Z
R
Z
R
jQþðf  %f; f þ %fÞj dv dx þ
Z
R
Z
R
jf  %fjRðf Þ dv dx
þ
Z
R
Z
R
%fjRðf  %fÞj dv dx:
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We estimate each term as follows.Z
R
Z
R
jQþðf  %f; f þ %fÞj dv dx
p1
e
Z
R
Z
R
Z
R
jv  v1j
ð1 2eÞ2 ½jf 
%fjðvnÞðf þ %fÞðvn1Þ þ jf  %fjðvn1Þðf þ %fÞðvnÞ dv dv1 dx;
¼ 2
e
Z
R
Z
R
Z
R
jvn  vn1 jjf  %fjðvnÞðf þ %fÞðvn1Þ dvn dvn1 dx;

Z
R
Z
R
jf  %fjRðf Þ dv dxp1
e
Z
R
Z
R
Z
R
jv  v1jjf  %fjðvÞf ðv1Þ dv1 dv dx;

Z
R
Z
R
Z
R
%fRðf  %fÞ dv dxp1
e
Z
R
Z
R
Z
R
jv  v1jjf  %fjðv1Þ %fðvÞ dv dv1 dx:
Combining above estimates, we obtain
dLðtÞ
dt
p3
e
Lðf ; %fÞðtÞ:
Case 2: Next, we estimate the potential interaction functional QdðtÞ:
Recall that
@tjf  %fj þ v@xjf  %fj ¼ Sðf ; %fÞ; ð26Þ
@tf þ %v@yf ¼ Qðf ; f Þ; ð27Þ
@t %f þ %v@y %f ¼ Qð %f; %fÞ: ð28Þ
Let us consider
1xoy1v4%v½ð26Þ  ðf þ %fÞðy; %v; tÞ þ ðð27Þ þ ð28ÞÞ  jf  %fjðx; v; tÞ: ð29Þ
Using integration by parts, @x1xoy ¼ dðy  xÞ and @y1xoy ¼ dðy  xÞ; (29)
becomes
@t½1xoy1v4%vjf  %fjðx; v; tÞðf þ %fÞðy; %v; tÞ
þ rðx;yÞ½ðv; %vÞ1xoy1v4%vjf  %fjðx; v; tÞðf þ %fÞðy; %v; tÞ
þ 1v4%vðv  %vÞdðy  xÞjf  %fjðx; v; tÞðf þ %fÞðy; %v; tÞ
¼ 1xoy1v4%v½Sðf ; %fÞðx; v; tÞðf þ %fÞðy; %v; tÞ
þ ðQðf ; f Þ þ Qð %f; %fÞÞðy; %v; tÞjf  %fjðx; v; tÞ:
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If we integrate the above equation over R4; then we get
d
dt
Z
R
Z
R
Z
R
Z
R
1xoy1v4%vjf  %fjðx; vÞðf þ %fÞðy; %vÞ d %v dv dy dx
þ
Z
R
Z
R3
Z
R3
1v4%v ðv  %vÞjf  %fjðx; vÞðf þ %fÞðx; %vÞ d %v dv dx
¼
Z
R
Z
R
Z
R
Z
R
1xoy1v4%v½Sðf ; %fÞðx; vÞðf þ %fÞðy; %vÞ
þ ðQðf ; f Þ þ Qð %f; %fÞÞðy; %vÞjf  %fjðx; vÞ d %v dv dy dx:
By a direct calculation, we have
Z
R
Z
R
Z
R
1v4%vðv  %vÞjf  %fjðvÞðf þ %fÞð%vÞ d %v dv dx ¼ 1
2
Lðf ; %fÞðtÞ;
Z
R
Z
R
Z
R
Z
R
1xoy1v4%vSðf ; %fÞðx; vÞðf þ %fÞðy; %vÞ d %v dv dy dx
p3
e
jjf0jjL1ðR2Þ þ jj %f0jjL1ðR2Þ
h i
Lðf ; %fÞðtÞ;

Z
R
Z
R
Z
R
Z
R
1xoy1v4%vðQðf ; f Þðy; %vÞ þ Qð %f; %fÞðy; %vÞÞjðf  %fÞðx; vÞj d %v dv dy dx
¼ 2
e
½Lðf ÞðtÞ þ Lð %fÞðtÞLðtÞ:
Combining all estimates, we have
dQdðtÞ
dt
p 1
2
þ 3
e
½jjf0jjL1ðR2Þ þ jjf0jjL1ðR2Þ
 
Lðf ; %fÞðtÞ
þ 2
e
½Lðf ÞðtÞ þ Lð %fÞðtÞLðtÞ:
Then since 1e ½jjf0jjL1ðR2Þ þ jj %fjjL1ðR2Þo 112; we have
dQdðtÞ
dt
p 1
4
Lðf ; %fÞðtÞ þ 2
e
½Lðf ÞðtÞ þ Lð %fÞðtÞLðtÞ:
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Case 3: By deﬁnition of HðtÞ; combining the estimates in Cases 1 and 2, we have
dHðtÞ
dt
¼K1 dQðtÞ
dt
LðtÞ þ ð1þ K1QðtÞÞ dLðtÞ
dt
þ K2 dQdðtÞ
dt
p K1
3
þ 2K2
e
 
½Lðf Þ þ Lð %fÞLðtÞ
þ 3ð1þ K1QðtÞÞ
e
 K2
4
 
Lðf ; %fÞðtÞ
p K1
3
þ 2K2
e
 
½Lðf ÞðtÞ þ Lð %fÞðtÞLðtÞ
þ 3
e
þ eK1
288
 K2
4
 
Lðf ; %fÞðtÞ;
where we have used the fact that
QðtÞ ¼ Qðf ; f ÞðtÞ þ Qð %f; %fÞðtÞp2 e
24
 2
¼ e
2
288
:
We choose K1 and K2 so that
 K1
3
þ 2K2
e
o0; eK1
288
þ 3
e
 K2
4
o0;
3
12
e
þ eK1
72
oK2o
eK1
6
:
For example, one can choose for K1 ¼ 152811e2 ¼ Oðe2Þ;
K2 ¼ 1
2
eK1
6
þ 12
e
þ eK1
72
 
¼ Oðe1Þ:
Then for such K1 and K2; we have
dHðtÞ
dt
p  C1½Lðf ÞðtÞ þ Lð %fÞðtÞLðtÞ  C2Lðf ; %fÞðtÞ;
p  %C1½Lðf ÞðtÞ þ Lð %fÞðtÞHðtÞ;
for some positive constants C1; %C1 and C2; and we have used the fact that
1
C0
LðtÞpHðtÞpC0LðtÞ;
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where C0 is a some positive constant. By Gronwall’s inequality, we have
HðtÞp e
R t
0
½Lðf ÞðsÞþLð %fÞðsÞ ds
Hð0Þ;
pHð0Þ:
This completes the proof. &
Proof of Theorem 1.1. Since C1c ðR2Þ is dense in L1ðR2Þ; for given f0; %f0AL1ðR2Þ; we
have two C1 approximations f d0 ; %f
d
0 such that
jjf d0 ð ; Þ  f0ð ; ÞjjL1ðR2Þ-0; jj %fd0ð ; Þ  %f0ð ; ÞjjL1ðR2Þ-0; as d-0:
Then we can construct C1 solutions f dðx; v; tÞ and %f dðx; v; tÞ for (4) corresponding
to two C1 initial data f d0 and %f
d
0; respectively. It follows from (7) that for a
given t40;
f dðx; v; tÞ-f ðx; v; tÞ; %f dðx; v; tÞ- %fðx; v; tÞ in L1ðR2Þ:
For two mild solutions f and %f; we deﬁne
HðtÞ ¼H½f ð ;  ; tÞ; %fð ;  ; tÞ 
 lim
d-0
H½f dð ;  ; tÞ; %f dð ;  ; tÞ:
Then it follows from Lemma 3.2 that
* 1
C0
jjf ð ;  ; tÞ  %fð ;  ; tÞjjL1ðR2ÞpHðtÞpC0jjf ð ;  ; tÞ  %fð ;  ; tÞjjL1ðR2Þ:
* HðtÞ is non-increasing in time t; i.e., HðtÞpHðsÞ for tXs:
Using above two key properties of the functional HðtÞ; we have the L1
stability
jjf ð ;  ; tÞ  %fð ;  ; tÞjjL1ðR2ÞpC0HðtÞpC0Hð0ÞpC20 jjf0ð ; Þ  %f0ð ; ÞjjL1ðR2Þ:
This completes the proof. &
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