Abstract. Tropospheric NO 2 column retrievals from the Global Ozone Monitoring Experiment (GOME) satellite spectrometer are used to quantify the source strength and 3-D distribution of lightning produced nitrogen oxides (NO x =NO+NO 2 ). A sharp increase of NO 2 is observed at convective cloud tops with increasing cloud top height, consistent with a power-law behaviour with power 5±2. Convective production of clouds with the same cloud height are found to produce NO 2 with a ratio 1.6/1 for continents compared to oceans. This relation between cloud properties and NO 2 is used to construct a 10:30 local time global lightning NO 2 production map for 1997. An extensive statistical comparison is conducted to investigate the capability of the TM3 chemistry transport model to reproduce observed patterns of lightning NO 2 in time and space. This comparison uses the averaging kernel to relate modelled profiles of NO 2 to observed NO 2 columns. It exploits a masking scheme to minimise the interference of other NO x sources on the observed total columns. Simulations are performed with two lightning parameterizations, one relating convective preciptation (CP scheme) to lightning flash distributions, and the other relating the fifth power of the cloud top height (H5 scheme) to lightning distributions. The satellite-retrieved NO 2 fields show significant correlations with the simulated lightning contribution to the NO 2 concentrations for both parameterizations. Over tropical continents modelled lightning NO 2 shows remarkable quantitative agreement with observations. Over the oceans however, the two model lightning parameterizations overestimate the retrieved NO 2 attributed to lightning. Possible explanations for these overestimations are discussed. The ratio between satellite-retrieved NO 2 and modelled lightning NO 2 is used to rescale the original modelled lightning NO x production. Eight estimates of the lightning NO x production in 1997 are obtained from spatial and temporal correCorrespondence to: K. F. Boersma (boersma@knmi.nl) lation methods, from cloud-free and cloud-covered observations, and from two different lightning parameterizations. Accounting for a wide variety of random and possible systematic errors, we estimate the global NO x production from lightning to be in the range 1.1-6.4 Tg N in 1997.
Introduction
Lightning produces substantial amounts of atmospheric ntrogen oxides (NO x =NO+NO 2 ), key species that control the formation of tropospheric ozone (e.g. Crutzen, 1970) and influence the oxidising capacity of the troposphere (e.g. Labrador et al., 2004a) . However, recent estimates of the annual global lightning NO x production range from 0.9 to 13.2 Tg N, and the reported uncertainties of individual estimates have comparable magnitudes (see Table 1 for an overview). The ozone budget in the upper troposphere (UT) is strongly influenced by NO x and reliable estimates of the global lightningproduced NO x (hereafter LNO x ) budget are important for accurate knowledge of ozone in the UT where it is an efficient greenhouse gas. Appropriate quantification of the LNO x budget is also important for estimating the lifetime of long-lived greenhouse gases such as methane, whose lifetime is determined by the OH concentration. Furthermore, the current level of uncertainty in LNO x is hampering quantitative assessments of NO x concentrations resulting from emissions by other sources such as industry and transport, biomass burning, soils and aircraft (Olivier et al., 2001) .
Most estimates of the annual LNO x budget published so far (Table 1) have modelled LNO x in a "bottom-up" way. Bottom-up methods generally count the number of lightning flashes and make assumptions on lightning characteristics -like NO x production efficiency per flash, energy ratio of cloud-to-ground (CG) to intra-cloud (IC) flashes -with only limited observational constraints (e.g. Nesbitt et al., 2000; Price et al., 1997a) to estimate the total LNO x production. Table 1 . Overview of recently published estimates of global annual lightning NO x production. P denotes the estimated production of LNO x in Tg N yr −1 . Study P Range Method Levy et al. (1996) 4.0 3.0-5.0 Top-down from aircraft NO x observations Ridley et al. (1996) n.a. 2.0-5.0 Extrapolation of New Mexico storm production Price et al. (1997a) 12.2 5.0-20.0 Bottom-up from ISCCP cloud climatology Price et al. (1997b) 13.2 5.0-25.0 Constraints from atmospheric electricity Wang et al. (1998) n.a. 2.5-8.3 Bottom-up from laboratory measurements Huntrieser et al. (1998) 4.0 0.3-22.0 Extrapolation of LINOX storm production Nesbitt et al. (2000) n.a. 0.9-8.8 Bottom-up from OTD flash climatology Huntrieser et al. (2002) 3.0 1.0-20.0 Extrapolation of EULINOX storm production Allen and Pickering (2002) n.a. 1.7-12.2
Bottom-up from validated model flash rates Beirle et al. (2004) 2.8 0.8-14.0 Top-down from satellite observations over Australia
Until recently there was lack of space observations and fundamental difficulties exist in extrapolating local in-situ (Levy et al., 1996) or regional observations to the global scale. Satellite measurements have the potential to solve this issue since global tropospheric columns of NO 2 from GOME have become available (e.g. Leue et al., 2001; Richter and Burrows, 2002; Martin et al., 2002; Boersma et al., 2004) . Measurements by GOME are sensitive to tracers residing in the middle and upper troposphere such as NO x from lightning. However, the LNO x contribution to the total observed column is at most 10%, which severely complicates the discrimination of the lightning contribution from other tropospheric sources, the stratospheric background, and the measurement noise.
Several examples of enhanced NO 2 near thunderstorm complexes have been reported based on the GOME observations (e.g. Choi et al., 2005) . Beirle et al. (2004) found a good correlation between monthly mean satellite measurements of tropospheric NO 2 columns and monthly mean lightning flash distributions measured by the Lightning Image Sensor (LIS) over Australia. Hild et al. (2002) demonstrated that GOME is sensitive to LNO x deposited in a thunderstorm cloud. Apart from information on trace gases, GOME spectra also contain information on cloud fraction and cloud top altitude which is crucial for the LNO x study. In this paper we will extend the individual observations by presenting a statistical study of NO x enhancements at high clouds, based on the FRESCO cloud retrieval scheme (Koelemeijer et al., 2001 ).
Furthermore, we reverse in this work the often used "bottom-up" approach to determine the annual LNO x production by imposing constraints on distributions of modelled lightning NO 2 (herafter LNO 2 ) in the tropics by satellite observations. Levy et al. (1996) compared tropospheric NO x simulations with aircraft measurements of LNO x over various isolated regions in the world. While their comparisons were necessarily based on a limited number of aircraft flights, we present an extensive statistical study of LNO x based on a full year (1997) of contiguous tropical GOME observations. We focus on situations downwind of storm systems over areas relatively free from pollution to avoid (1) difficulties related to large contributions from urban and biomass burning NO x emissions, (2) complexities related to the radiative transport and profile shape dependency over thunderstorm situations (Hild et al., 2002) , and partly also to avoid (3) difficulties in extrapolating the 10:30 local time measurements to values representative for the whole day. Because of the large data set available we arrive at significant results despite the small signal to noise ratio. This paper is organised as follows: Sect. 2 describes the GOME tropospheric NO 2 observations, and Sect. 3 gives observational evidence that GOME detects strongly enhanced LNO 2 in situations where high clouds are present. Sect. 4 describes a statistical method for the comparison of modelled LNO 2 and observed patterns of (lightning) NO 2 columns, the way to correct for interfering NO x from other sources, and is followed by a discussion of the results. Sect. 5 shows annual mean modelled and GOME-derived LNO 2 distributions. In Sect. 6, we use the ratio between modelled and observed LNO 2 to provide a top-down estimate of the global LNO x production in 1997, and discuss the various sources of error in our method.
GOME tropospheric NO observations
In this study we use tropospheric NO 2 columns determined with the retrieval-assimilation-modelling approach as developed during the European Union GOA project. The retrieval is based on a set of slant column densities retrieved by the University of Heidelberg (Wagner et al., 1999; Wenig et al., 2004) . These columns are assimilated with the TM3 chemistry-transport model. The analysed stratospheric NO x model field obtained in this way is consistent with both the GOME observations and analysed stratospheric dynamics from the European Centre for Medium-Range Weather Forecasts (ECMWF) used to drive the model. A tropospheric air mass factor is used to convert the tropospheric slant column density (total slant column -assimilated "stratospheric" slant column) into a tropospheric vertical column density. Radiative transfer modelling for air mass factor calculation accounts for viewing geometry, cloud coverage and cloud top pressure, surface albedo and a priori NO 2 profile shapes modelled with TM3 for the GOME pixel position and time. Cloud information is retrieved from the FRESCO algorithm (Koelemeijer et al., 2001 ) that uses the strength of the absorption in the O 2 −A band (758-778 nm) to estimate an effective cloud top height. The effective cloud top altitude is a measure for how far light penetrated into the atmosphere. Because of penetration of the light into the cloud this effective altitude typically corresponds to a level below the physical cloud top. The "continuum" reflectance level around the O 2 −A band is used to determine the cloud fraction. More details on the tropospheric NO 2 retrieval can be found in Boersma et al. (2004) .
There are four important features that make these retrievals especially suitable for the LNO x study: (1) The correction for the stratospheric background is performed with an assimilation approach that explicitly accounts for zonal variability in the stratospheric NO 2 column caused by stratospheric dynamics, (2) A detailed error propagation is carried out for each individual retrieval (Boersma et al., 2004) . This fully accounts for all error sources in the retrieval method (i.e., errors in the slant column fitting, in estimating stratospheric NO 2 , and errors in cloud and albedo information), (3) The averaging kernel (AK) (Eskes and Boersma, 2003) that is associated with every individual retrieval is part of the data product. The AK allows model-predicted profiles to be compared directly to satellite retrieved columns by removing the comparison's dependence on the a priori assumed profile shape. The averaging kernels also allow a meaningful model-GOME comparison in cases of full or partial cloud cover. (4) Explicit information of cloud fraction and cloud top altitude is retrieved based on the FRESCO algorithm (Koelemeijer et al., 2001) .
Up till now, there is little independent NO 2 profile data available to validate the tropospheric column retrievals. Also, nitrogen oxides in the boundary layer have a large spatial and temporal variability. A comparison with in situ aircraft observations reported by Martin et al. (2004) shows that, on average, uncollocated in situ aircraft measurements of tropospheric NO 2 are consistent with GOME retrievals as described by Martin et al. (2002) . An extensive set of surface NO 2 measurements is available on a routine basis from operational networks in Europe and America. However, in order to relate these surface concentrations to the retrieved column abundances, additional information is needed on the vertical distribution of NO x . A recent study by Blond et al. (2005) shows good quantitative agreement of yearly-mean values and spatial patterns over Europe from measured and modelled (CHIMERE) surface concentrations of NO 2 , as well as between modelled and retrieved (SCIAMACHY) columns of NO 2 . These SCIAMACHY columns have been retrieved with the same approach as used in this work. Aircraft measurements and cloud-resolved modelling have shown that a large fraction of the LNO x is deposited in the UT and upper part of clouds (e.g. Ridley et al., 1994; Pickering et al., 1998) . Figure 1 in Eskes and Boersma (2003) shows that even for scenes completely free of clouds the sensitivity to UT NO 2 is only slightly below typical stratospheric sensitivities. The situation for cloudy scenes is more complex as clouds can both increase and decrease the capability of GOME to detect a tropospheric NO 2 signal. Clouds below a NO 2 layer increase the effective albedo of the scene, thereby increasing the detected slant column. On the other hand, high clouds may (partly) screen the NO 2 column below, thereby decreasing the signal. The larger the cloud fraction the stronger the effects described above. Figure 1 illustrates the effects for a scenario in terms of cloud height, cloud fraction, the Tracer Model 3 (TM3, Dentener et al., 2003) predicted vertical NO 2 profile shape, and the corresponding averaging kernel (Eskes and Boersma, 2003) . The two panels in Fig. 1 serve as an example of a scene with an effective cloud top altitude of ≈750 hPa and a cloud fraction of 0.26. The surface albedo was 0.05, solar zenith angle 5.8 • , and viewing zenith angle 26.0 • for this scene. The right panel shows the high sensitivity of GOME for NO 2 above the cloud. Note that NO 2 may be present just above 750 hPa, while NO 2 below the cloud top is effectively invisible for GOME.
The uncertainties for individual GOME measurements (Boersma et al., 2004) in the Southern Hemisphere tropics are shown in Fig. 2 . For retrieved columns with small values, the uncertainty is dominated by the combined error from the spectral fitting and from the stratospheric column estimate. For columns exceeding 0.5×10 15 molec. cm −2 , the uncertainty grows due to increasing errors related to cloud fraction, albedo and profile shape. In this study, 95% of the encountered columns are between values of −0.7×10 15 molec. cm −2 and +1.0×10 15 molec. cm −2 and corresponding retrieval errors for individual GOME pixels are in the [0.3-0.6]×10 15 molec. cm −2 range. The retrieval procedure subtracts an estimated stratospheric slant column from an observed total slant column, and hence occasionally small, negative tropospheric columns may occur, consistent with the error bars on the total and stratospheric column estimate. Both positive and negative values should be used in the analysis to avoid biases.
Detection of LNO 2
In this section we investigate the dependence of LNO x production on cloud height, based on the cloud properties and NO 2 columns retrieved from the GOME observations. High clouds are known to be related to enhanced lightning activity and enhanced NO x production. Price and Rind (1992) argue that the lightning activity is correlated with cloud top height, since both are largely determined by the updraft intensity. For a range of simultaneous lightning and cloud top height observations, they derived a relationship where lightning activity is proportional to the fifth power of the storm dimension -or cloud top -H , i.e. higher clouds are expected to have strong increases in lightning activity. Ushio et al. (2001) also found an exponential increase in satellite-observed lightning intensity as a function of satellite-observed cloud height.
Figure 3 schematically describes the retrieval approach when clouds are present: the left part shows how photons sample the upper parts of the cloud before they are scattered back, and the right part shows the simplified representation of cloud scattering in our cloud scheme. In the FRESCO cloud retrieval, a cloud is approximated as a Lambertian reflecting surface with an albedo of 0.8 and the effective cloud top height corresponds to the height the surface needs to be lifted in a radiative transfer model to best match the measured depth of the O 2 −A band. This effective cloud top height is depicted as the lowest dotted line in the left panel of Fig. 3 . The same Lambertian reflector model is used in the radiative transfer calculations for the NO 2 retrievals.
In situations of high clouds with strong lightning activity, a large fraction of the LNO x ends up in the top and anvil (Ridley et al., 1996) of the cloud where GOME has an enhanced sensitivity to LNO x . A radiative-transfer study by Hild et al. (2002) shows that even in the case of thick clouds GOME is able to detect NO x present several kilometers below the cloud top, consistent with our own calculations. One source of error in the cloud height is the fact that the FRESCO cloud top height is retrieved from photons with wavelengths near 758-778 nm, and may be different from the penetration depth (effective cloud top height) of photons with wavelengths near 440 nm used in the NO 2 retrieval procedure. Nevertheless, we expect that this error is small as cloud particles have scattering characteristics that hardly depend on wavelength in the visible part of the spectrum.
For our study of the dependence of observed NO 2 columns on cloud height for cloudy scenes, we used GOME observations over tropical oceans and continents in the 40 • S-5 • N area. This area is characterised by strong lightning activity and the influence of other sources of NO x (see Sect. 4) is relatively small compared to the industrialized Northern Hemisphere. We consider the subset of GOME observations where the reflectance of the cloud-covered part of the scene exceeds 75% of the total measured reflectance. Ghost column difficulties occur in situations when clouds screen the lower part of the atmosphere and the retrieved total column comes to depend heavily on the assumptions on the lower, unseen part. To avoid these difficulties, the "above-cloud" part of the NO 2 column is retrieved by discarding the model predicted ghost column in the air mass factor (M tr =N s /N v ) calculation, with the corrected vertical column N v defined as:
with N v the total predicted vertical column (that is normally used in air mass factor calculations), N v,ghost the ghost column from the surface up to the effective cloud height, and w the cloud reflectance fraction. Note that the satellite thus measures the integral of NO 2 concentrations from the cloud top to the tropopause. All tropospheric above-cloud NO 2 columns were stored in 5 hPa cloud top pressure bins. The annual mean tropospheric NO 2 column was calculated only if there were more than 15 measurements in a bin. The upper panel of Fig. 4 shows the annual mean tropospheric NO 2 columns for convective events over tropical oceans as a function of cloud top height and the lower panel shows the same for tropical continents. Tropical oceans/continents are defined as the three tropical ocean/continent regions shown in Fig. 10 . The insets in both panels show a log-log plot of the same curve for cloud top pressures below 440 hPa (above circa 6.5 km). Clouds with tops below 6.5 km are assumed not to produce substantial amounts of lightning. The increase relative to a background -resulting from other sources of NO 2 -is consistent with a power law (see insets). The background is defined as the fixed, non-lightning integral of NO 2 from the cloud top to the top of the troposphere. The background is determined from all cloudy-sky situations in 1997 with cloud tops lower than 6.5 km. The solid line is a fit of the form A+B H C with H the cloud top height, A, B free coefficients and a power C=4.6 for tropical oceans, and C=5.1 for tropical continents. This power however is quite sensitive to assumptions about the (height-dependence of the) background, or coefficient A. From fits with different choices of A we arrive at a conservative error estimate on C of ±2 for both tropical oceans and continents (Ushio et al., 2001) . The dependence of the observed NO 2 on cloud height is surprisingly consistent with the power-law parameterization of LNO x in CTMs (Price and Rind, 1992) . However, the power-law relation that we found is one of many functions that may fit the increase of NO 2 with cloud height well, and this result should not be interpreted as a validation of of the power-law parameterization of Price and Rind (1992) . Often, the optical thickness of clouds is proportional to their geometrical thickness (Feigelson, 1984) . Also, there may be transitions from mixed phase (supercooled droplets and ice) clouds to ice-only clouds at the −40 • C level, so multiple scattering effects may change with cloud height. However, Hild et al. (2002) found that the air mass factor is hardly dependent on the cloud particle densities typical for thunderstorm clouds. We observe a continuous and large increase of tropospheric NO 2 for clouds higher than 6.5 km. It is unlikely that this observed increase would be the result of a strong change in cloud properties with altitude. The results in Fig. 4 allow us to derive a ratio of LNO x production efficiencies of clouds over land and sea respectively. Fixing the power law coefficient C to 4.9 -a choice which is allowed within the error bars -we find that the production in terms of lightning NO 2 column density (×10 15 molec. cm −2 ) over continents equals 4.75·10 −6 H 4.9 , and over oceans 2.98·10 −6 H 4.9 . On average, we find that clouds of equal height produce (4.75/2.98=) 1.6 times more LNO 2 over continents than over oceans at 10:30 h local time (the overpass time of GOME). This ratio is not sensitive to details of our calculation (choice of background or difference between exponents), but is a direct measurement result. The size of the increase observed over high clouds is quite similar in absolute amount. For comparison, in TM3 a 24-h average ratio of 10 ( Levy et al., 1996) is used, whereas for instance Michalon et al. (1999) derive a 24 h-average ratio of 5. Mesoscale convective systems over continents have a distinct minimum in convective activity at approximately 10:30 h and a strong maximum in the late afternoon whereas the diurnal cycle over the oceans is much weaker (Nesbitt and Zipser, 2002) . Hence a ratio of 1.6 is most likely at the lower end of the 24-h cycle of convective intensity ratios.
The relation between cloud top height and LNO x production allows us to produce a map of the global distribution of the 1997 average LNO 2 production at 10:30 h. Application of the LNO 2 production parameterizations over continents (4.75·10 −6 H 4.9 ) and over oceans (2.98·10 −6 H 4.9 ) to all available FRESCO cloud height (H ) data in 1997 results in Fig. 5 . The most striking feature in Fig. 5 is the large average production of LNO 2 over tropical oceans relative to the small production over tropical continents. The observed patterns in Fig. 5 are representative for a 10:30 h local time snapshot of convective activity: little convective activity and hence little lightning over continents is opposed to considerable activity over the tropical oceans.
Deriving quantitative NO 2 estimates from the observed cloud height dependence is difficult. The visible light detected by GOME samples only part of the cloud and the column above the cloud, as shown in Fig. 3 . Quantitative estimates of the NO 2 column depend on assumed LNO x profiles inside the cloud and cloud anvil, and on details of the light paths in the inhomogeneous cloud cover inside the large GOME footprint of 40×320 km 2 . Moreover, a meaningful quantitative estimate of the NO 2 production requires scaling of the 10:30 h local time observed production to values representative for 24-h averages. Also the large footprint of GOME of 320×40 km 2 as compared to typical sizes of convective cloud complexes complicates the interpretation of the results. Nevertheless, the rapid increase in observed NO 2 for high clouds strongly suggests that GOME is indeed capable of detecting LNO x production.
Statistical comparison of observed NO 2 and modelled LNO 2
Apart from investigating above-cloud NO 2 columns as a function of cloud height, additional information on the NO 2 from lightning may be obtained from a comparison of modelled LNO 2 and observed NO 2 columns. We compare space and time-dependent patterns of observed NO 2 with modelled LNO 2 downwind of thunderstorms. First, the model and lightning parameterizations are introduced. Then, the comparison method is explained, followed by an introduction on a correction for the influence of NO x from other sources. The section concludes with the results of the comparison and an interpretation of the results.
TM3 model and lightning parameterizations
The TM3 model, driven by 6-hourly meteorological analyses of the European Centre for Medium-Range Weather Forecasts (ECMWF), is a 3-D global chemistry-transport model that evaluates the NO 2 production by lightning and subsequent transport, chemical conversion, and the removal of NO 2 from the atmosphere. The model simulations are performed with a spatial resolution of 144×72 grid cells (2.5 • ×2.5 • ) and 31 σ hybrid-pressure levels from the surface up to 10 hPa. Recently the performance of TM3 was evaluated by comparing model simulations with aircraft observations from various aircraft campaigns (Meijer et al., 2000; Brunner et al., 2003 Brunner et al., , 2005 .
TM3 has two parameterizations available for the calculation of lightning flashes and subsequent NO x production, one based on convective precipitation (Meijer et al., 2001 ) (CP) and one based on a power-law (H5) parameterization (Price and Rind, 1992 ). Both schemes are described in more detail below.
Convective precipitation scheme
The CP scheme is motivated by the observed good correlation between convective precipitation and the number of lightning flashes (Meijer et al., 2001 ) over summertime Central Europe. Analysis of the National Lightning Detection Network (NLDN) data of the United States by Brunner and Van Velthoven (1999) also indicates a linear relationship of lightning with convective precipitation. Moreover the CP scheme showed good results between modelled NO x concentrations and aircraft observations for situations downwind of thunderstorms (Meijer et al., 2001) . To account for differences in convective regimes between continents and oceans, the CP scheme follows the recommendation by Levy et al. (1996) that deep convection over oceans is 10 times less efficient in generating lightning than deep moist convection over continents, due to much weaker vertical velocities in tropical clouds over oceans than over continents. The fraction of CG to the total number of flashes (CG+intra-cloud (IC)) is determined by a 4th order polynomial fit of the thickness of the (ECMWF) cloud above 0 • C as proposed by Price and Rind (1993) . CG strokes are assumed to be 10 times more energetic than IC strokes following Price et al. (1997a) , although a number of recent analyses point toward CG and IC flashes being nearly equally energetic (Gallardo and Cooray, 1996; DeCaria et al., 2000; Fehr et al., 2004) . The production efficiency of NO x by lightning is set by constraining the global annual LNO x to 5 Tg N for the reference year 1998, a number recommended by Lee et al. (1997) and commonly applied in CTM studies. Due to meteorological variations, the net production of NO x from lightning may be slightly different from 5 Tg N in other years, as the scale factor of the reference year (1998) remains constant. For the year 1997, the total emission by lightning amounts to 5.65 Tg N, of which 91% occurs between 30 • S and 30 • N. The lightning NO x is distributed vertically following lightning NO x profile shapes obtained by Pickering et al. (1998) . These profiles are scaled to cloud top heights in TM3 with the following specifications: (1) all IC NO x and 70% of CG NO x is placed between T=−15 • C and cloud top, (2) 10% of CG NO x is placed between the Earth's surface and T=−15 • C, and (3) 20% of CG NO x is placed in the boundary layer. Subsequently, the lightning NO x within a model layer is distributed proportional to the mass of each layer.
H5 scheme
The H5 scheme is based on the observed relation between the lightning activity and approximately the fifth power of the storm cloud height H (Price and Rind, 1992) . There is additional observational evidence for the validity of applying a fifth power law to cloud top heights from Ushio et al. (2001) , with a reported uncertainty of ±2 on the power 5 number. In TM3 maximum altitudes of convective transport are used as measure for the storm dimension H . Apart from the spatial and temporal distribution of the lightning flashes, all other specifications are identical to those in the CP scheme. An important deviation from the "standard" H5 scheme is that the distribution of flashes for marine clouds (∼H 1.73 ) is replaced by the distribution of flashes for continental convective clouds (∼H 4.9 ) scaled with 0.1, a factor that supposedly corrects for weaker convection over sea (Levy et al., 1996) . For 1997, the total nitrogen lightning emissions is 6.4 Tg N yr −1 , of which 86% between 30 • S and 30 • N.
Comparison method
Analysed meteorological fields represent a reconstruction of the actual meteorological state based on observations. The lightning schemes are driven by cloud parameters taken from the ECMWF analyses, which enables TM3 to approximately position the LNO x production at the actual locations and times of convective activity. Modelled LNO 2 profiles are simulated by taking the difference of two TM3 model runs, one run with the lightning parameterization included, and one run with lightning excluded. LNO 2 profiles are interpolated in time and space to the location of the GOME pixel.
Averaging kernels
In order to compare modelled NO 2 with the GOME tropospheric column observations we compute a modelled GOME-equivalent tropospheric columnx LNO 2 based on the model LNO 2 profile x LN O 2 and the averaging kernel A:
The advantage of a comparison through the kernel is that the comparison is now independent of the a priori profile shape chosen in the retrieval (Eskes and Boersma, 2003) and that cloud-covered pixels can be compared more realistically. The contributions to the (forward model parameter) error in the comparison now only originate from errors in the slant column and representativeness errors in the altitudedependent air mass factor (see Boersma et al., 2004) .
Masking NO x source areas
Note that, contrary to the modelled pure lightning NO 2 column, the observed column comprises contributions of LNO 2 but also from contributions by biomass burning, urban, and soil NO x emissions as well as inflow from the stratosphere. Therefore we apply a masking scheme to exclude areas with known urban and biomass burning emissions. First the highly industrialised Northern Hemisphere is ruled out, leaving the six tropical regions defined in Fig. 10 . These regions are subject to additional masking using the DMSP Optical Linescan System (OLS) global nighttime lights climatology (Elvidge et al., 2001 ) as a proxy for urban NO 2 emissions. Monthly-mean ERS-2 Along-Track Scanning Radiometer (ATSR) fire counts (Arino and Melinotte, 1999) serve as a proxy to exclude areas recently exposed to biomass . GOME observed tropospheric NO 2 as a function of the TM3 modelled LNO 2 (H5) column, for the Australian region defined in Fig. 10 . Shown is a 1997 average for scenes with small cloud fractions. Due to the masking of areas exposed to biomass burning the winter-spring period is sampled more often. Error bars correspond to the standard deviation of the mean of the observations in a given bin. The line represents an error-weighted linear fit.
burning. These maps capture the seasonal variability of biomass burning patterns.
Application of the criteria to accept or reject grid cells based on OLS and ATSR data is tabulated in Tables 2 and  3 . Masking based on OLS data effectively excludes large areas in South America, South Africa, Perth and vicinity, and Eastern Australia.
In spite of the masking described above, it cannot be ruled out that NO x produced in urban or biomass burning may still affect the comparison. Boundary-layer NO 2 has a lifetime of 6-24 h (Beirle et al., 2003) , long enough to occasionally cross distances of the order of 100-500 km and flow into our analysis area. This is the main motivation to mask also adjacent grid cells in situations of high fire counts and high relative light intensity. NO 2 that is rapidly transported upward and out of the boundary-layer, for instance by the same deep convective processes that are associated with lightning NO x production, may live even longer. This potential error source will be discussed in more detail in Sect. 4.3.2.
4.3 Correlation between GOME NO 2 and modelled LNO 2
As an example we present the 1997 annual mean correlation (1997) between GOME observed tropospheric NO 2 and collocated TM3 LNO x (H5 scheme) for Australia in Fig. 6 . Only observations with a cloud reflectance fraction less than 50% have been selected, corresponding to FRESCO cloud fractions smaller than ≈0.15. Modelled and observed columns are stored on the 2.5 • ×2.5 • TM3 grid. Only grid cells with at least three GOME observations were used in the analysis. The good correlation coefficient (r=0.82) demonstrates that, on average, observed patterns of NO 2 are in good agreement with simulated LNO 2 patterns over Australia. For all regions we find convincing annual correlations with coefficients ranging from 0.66 to 0.91 (not shown). For CPsimulated LNO 2 we find similar high spatial correlation coefficients (not shown).
Spatial and temporal correlation methods
In the comparisons between modelled and observed NO 2 fields we focus on the spatial and temporal patterns, and not on the average NO 2 amounts (background). Modelled and observed lightning NO 2 columns are generally <0.5 10 15 molec. cm −2 , and even a small bias in observed NO 2 may lead to considerable errors in an estimate of the ratio between observed and modelled NO 2 . This statistical pattern-amplitude comparison method is less sensitive to possible offsets in either modelled or observed columns.
Correlations in space and time between GOME and model are studied independently. The temporal approach compares the time dependence of modelled LNO 2 and observed NO 2 at a given location and consists of a linear least squares regression of modelled LNO 2 and observed total NO 2 for a particular grid cell i. Taking into account all data for 1997 results in slope s i and intercept o i for every individual grid cell. The regressions also account for errors on the individual observations. A minimum of at least 5 observations in 1997 is required for a grid cell to be included in the comparison. Subsequently, the 1997 average regional slope is determined as a weighted mean of the individual grid cell slopes:
with w i the inverse of the variance of s i . The comparison in temporal variability between TM3 LNO 2 and GOME NO 2 columns is illustrated for a grid cell in the Congo basin. The left panel of Fig. 7 shows a timeseries of TM3 LNO 2 (triangles) and GOME (squares) NO 2 columns at 8.75 • S, 18.75 • E for observations with cloud reflectance <50%. The period covers January-April 1997 before the start of the biomass burning season in the grid cell. The right panel shows the corresponding correlation and least squares fit of the timeseries with a correlation coefficient of 0.78 and a slope of 2.38 (n=14).
In the spatial correlation method, data of one day is compared for a complete region, with the regions defined in Fig. 10 . A plot of all pairs of model LNO 2 and GOME NO 2 values results in a slope s d and intercept o d for a given day. At least 5 gridcells with observations are required for a day to be included in the analysis. Subsequently a weighted mean for 1997 is computed based on the individual values for s d :
with w d the inverse of the variance of s d , and n the number of days for which a slope was computed. Spatial patterns related to LNO 2 emissions may well resemble NO 2 patterns related to other emissions such as biomass burning. For instance, slopes in NO 2 between land and sea are common to most sources of NO 2 as their origins are concentrated over continents. The temporal correlations, in contrast, are not influenced by such an overlap of emission areas. We expect that temporal patterns for individual sources are more different because lightning, biomass burning and soil NO x emissions all have their own characteristic temporal behaviour. As a consequence, the spatial and temporal correlation approaches can be seen as largely independent methods to estimate the LNO 2 concentration. 
Correction for other sources
The intercept of regressions like the one shown in Fig. 6 can be interpreted as that part of the NO 2 observation which has a pattern orthogonal to the modelled LNO 2 . This background part is attributed mainly to sources other than lightning. The intercept in Fig. 6 (+0.24×10 15 molec. cm −2 ) is small compared to the range of values found. Similar small intercept values between −0.05 and 0.20×10 15 molec. cm −2 are found for other regions. These results show that our masking scheme is efficient in reducing the influence of other sources, enhancing the significance of the regressions. However, part of the NO 2 distribution resulting from other emissions will not be orthogonal to the LNO 2 distributions. The slopes s of the regressions as shown in Figs. 6 and 7 need to be corrected for contributions from other sources that have similar patterns as LNO 2 . This is done by simulating GOME observations with TM3 for the same subset of observations, and computing slopes s sim between these simulated observations of the total NO 2 column and the simulated LNO 2 . In other words, we compute again slopes following Eqs. (3) and (4) scheme. For cloudy situations we find similar slope corrections. Table 4 summarizes the results of the simulation for both the temporal and spatial methods for both schemes for clear-sky scene situations. Indeed, results from the spatial correlation method are influenced by other sources of NO x with similar spatial patterns. This is reflected in, on average, slope correction terms that exceed the slope correction terms for the temporal method by +0.07. Intercepts are (0.02-0.11)×10 15 molec. cm −2 , giving an estimate of NO 2 from other sources in TM3 with patterns orthogonal to LNO 2 . Generally, slope corrections are smaller than the slopes from the GOME-TM3 comparison themselves, providing confidence in the final results. One source of NO x that interferes with LNO x are soil emissions. In TM3 a time-independent climatology of soil emissions is used, that does not take into account that soil emissions are triggered by precipitation ("pulsing", Yienger and Levy, 1995) . The annual pulsing soil NO x emission budget is estimated to amount to 1.3 Tg N yr −1 (Yienger and Levy, 1995) , compared to approximately 5 Tg N yr −1 from lightning. Because pulses last for several days, only a fraction of the pulsed NO x will be transported to high altitudes by uplifting in convective systems, and NO x concentration patterns from soil pulsing will not fully coincide with LNO x patterns. Moreover, Huntrieser et al. (1998) found that over Europe, with high levels of boundary layer NO x , still more than 80% of the NO x in large thunderstorms originated from lightning. We estimate that boundary layer NO 2 columns for summertime Europe are at least 50 times larger than daily columns from soil (0.1×10 15 molec. cm −2 , Beirle et al. (2004) ; Jaeglé et al. (2004) ), so we expect the systematic effect of "pulsing" on UT NO x levels to be small.
The uncertainty estimate for the slope correction (s sim −1) is based on the combined estimates of soil and biomass burning emission uncertainties. Soil emissions in TM3 are 5.5 Tg N/yr after canopy reduction (Yienger and Levy, 1995) with an uncertainty of 40%. TM3 biomass burning emissions are 6.9 Tg N in 1997, and as a measure of the uncertainty we use a number obtained from Duncan et al. (2003) who report an interannual variability in biomass burning emissions of approximately 10%. Error estimates for the slope corrections have been obtained by applying a 10% increase and decrease in biomass burning and 40% increase and decrease in soil emissions. From these runs, we arrive at uncertainties in s sim −1 of 0.02-0.15.
Mean regional slopes
Results of statistical regressions can be misleading and are easily overinterpreted. This is a main motivation to investigate as many inependent estimates as possible. The spread in values found then provides an independent error estimate and is a check for the robustness of conclusions drawn. Independent analyses have been performed for:
-The subset of cloud-free and cloudy observations.
-The temporal and spatial correlation methods.
-The CP and H5 parameterization schemes.
-The various tropical regions.
Regional mean slopes and intercepts corrected for the influence of non-lightning NO x sources are presented in Fig. 8 . The upper panel of the figure shows the results for the CP scheme, and the lower panel for the H5 scheme for both the spatial and temporal method in situations of clear-sky GOME observations. Over the tropical continents mean slopes for the CP scheme are 0.9 for Africa and 1.4 for Australia, clearly higher than over South America (0.6). For the H5 scheme mean slopes over tropical continents are all close to 1.0 for both the spatial and temporal method, indicating a remarkable agreement in modelled LNO 2 and observed NO 2 . Over tropical oceans both the H5 and CP scheme significantly overestimate LNO 2 concentrations. The error bars on the slopes have been computed as the combined uncertainty on s s,t and s sim . Here we express the error variance of the mean regional slopes by adding contributions from the estimated error in the regression coefficient and from the estimated error in the slope correction term, i.e. 2 =σ 2 s s,t +σ 2 sim . There is a number of model lightning parameterization aspects that may explain the regional differences in slopes:
-CP (specific). The CP scheme assumes a constant rainfall to lightning flash ratio. However, there are several papers reporting on strong regional differences in rainfall-to-lightning flash ratios between different continents (e.g. McCollum et al., 2000) , and between continents and oceans (e.g. Petersen and Rutledge, 1998; Allen and Pickering, 2002 ).
-Both schemes assume that the energy ratio of CG and IC flashes equals 10. However, Gallardo and Cooray (1996) suggested that this ratio is more likely to have a value of approximately 1.0. DeCaria et al. (2000) and Fehr et al. (2004) both suggest that the ratio is closer to 1.0 than to 10. As the (occurence) fraction of IC lightning flashes of total lightning is higher over continents than over oceans (e.g. Kurz and Grewe, 2002 ), a CG:IC energy ratio of approximately 1.0 would effectively increase slopes over the oceans at the cost of slightly smaller slope values over the continents at constant initial LNO x emissions.
-Both schemes also assume that convective intensity is 10 times stronger over continents than over ocean. Strong overestimations in parameterized marine lightning flash ratios have been found for the H5-scheme by Jourdain and Hauglustaine (2001) who assumed a similar (5 times) convective intensity ratio. Increasing the continent divided by ocean convective intensity ratio would effectively reduce the overestimation in LNO 2 produced over oceans, due to the scaling to a fixed global annual LNO x production.
With respect to this last issue, it is interesting to note that the observed continent divided by ocean LNO 2 production ratio presented in Sect. 3 has a value of only 1.6 at 10:30 h local time, apparently in contrast with a value exceeding 10 required here. However, convective activity over land is at a distinct minimum at 10:30 h local time, and the continent:ocean ratio is expected to be much higher in the afternoon. For instance, TRMM data (Ushio et al., 2001 ) could be used to investigate the diurnal cycle of continent divided by ocean lightning activity. As discussed in Sect. 3, cloudy observations are sensitive to errors in the vertical distribution of NO 2 . Nevertheless, they constitute an independent data sample and we may interpret the results from the cloudy analysis as independent from the clear-sky results. The NO x originating from mostly yesterday's lightning will largely reside above (today's) cloud cover, where GOME has a large sensitivity compared to clear-sky. Boundary layer pollution, on the other hand, will be effectively shielded from view by the presence of clouds and near-ground contributions to the NO 2 column will influence the comparison differently. The study for cloudy grid cells shows similar results for most regions except for South America and the Indian Ocean (Fig. 9) .
For the CP scheme, considerable differences are found over South America. Cloudy-sky situations give a slope that is 0.4 smaller than for clear sky. Over the Indian Ocean the spatial correlation method gives a slope that is 0.5 larger for cloudy than for clear-sky situations, opposed to an insignificant difference for the temporal method. For the H5 scheme, cloudy-sky slopes are 0.6 smaller than clear-sky slopes. Over the Indian Ocean the spatial method gives a slope that is 0.5 higher than the slope from the temporal method, just as in the CP analysis.
The higher slopes for clear observations over South America may be related to the fact that cloud-covered likely to represent a different lightning regime. Cloud cover is highest over South America in the DJF and SON seasons, and these seasons appear to have less LNO x production than modelled in the MAM and JJA seasons. The difference between cloud covered results for the temporal and spatial methods over the Indian Ocean may well reflect the enhanced sensitivity of the spatial method for similar spatial patterns from other NO x sources. Plumes of tropospheric NO 2 originating from Africa and Indonesia can develop during the monsoon transition periods over the Indian Ocean as described by Kunhikrishnan et al. (2004) . These plumes are associated with enhanced mid-tropospheric NO 2 concentrations originating from mainly biomass burning in Africa and Indonesia. Especially in so-called monsoon transition periods such as April-May, and September-October, NO x from continental surface sources is transported to the MT and UT by deep convection. The continental MT and UT NO x subsequently follow the same transport pathways as UT LNO x , resulting in a similar spatial distribution of biomass burning NO x and LNO x over the Indian Ocean. These similar patterns may well explain the enhanced spatial slope relative to the temporal slope. The temporal method is designed to track variations with time at one given location and hence additional NO x increases from other sources are more likely to result in higher intercepts than in higher slope values. Indeed, the temporal scheme features intercepts over the Indian Ocean higher by +0.30 (CP), +0.43 (H5) compared to the spatial method. The fact that there is no significant difference between the two methods for clear-sky situations may therefore be related to the fact that the cloud-free observations do not sample the monsoon (i.e. clouded) transition period. Figure 10 shows the modelled LNO 2 for the CP and H5 schemes and the GOME observations for 1997, corrected for estimated contributions of other sources of NO x . This contribution is taken as x O =(s sim −1.0) · x L +o with s sim −1.0 the slope correction from Table 4, x L the modelled LNO 2 column, and o the intercept. It is important to note that the maps of Fig. 10 represent the annual mean LNO 2 distribution for clear-sky situations. Note that slopes as discussed above cannot be directly inferred from these plots, since these are determined from modulations (in space and time) on top of the average patterns in Fig. 10 . The purpose of these maps is mainly to visually compare average modelled and "observed" LNO 2 patterns.
Tropical LNO 2 maps
The TM3 simulations and measurements are shown for clear-sky situations only in 1997. Over the large ocean regions where no masking is applied and many clear-sky observations are available, the fields represent a yearly average. Over continents, the fields should not be regarded as annual means, as grid cells may have been sampled during one season or for a few occasions only due to masking or few available cloud-free observations. Both TM3 and GOME NO 2 in Fig. 10 show enhanced values over the tropical continents. Also the "outflow" patterns off the South American West coast and -in the CP schemefor the Eastern Atlantic seem to agree reasonably. But there are also distinct differences: TM3 shows higher lightning NO 2 values than GOME over most of the oceans, consistent with the low slope values in Fig. 8 . Furthermore it shows that the GOME fields exhibit much stronger spatial variability than TM3. This may be related to observational noise and the incomplete removal of contributions of other NO 2 sources affecting the comparison.
Global LNO x production in 1997
In Sect. 4 we have shown that observed GOME NO 2 values correlate well with model predicted patterns of NO x produced by lightning. The Southern Hemisphere tropical regions used in our study contain a considerable fraction of the total global LNO x source, namely about 35-50%. Therefore we can use the GOME/model slopes to derive a top-down estimate of the global LNO x production.
Approach
The ratio between observed and modelled atmospheric quantities of LNO 2 , is given by regional slopes s j with j the index number for a region (j =1 for the Pacific Ocean, j =2 for South America and so on). Hence, the annual LNO x Table 5 . Results from 8 methods to estimate the global LNO x production. The column headed "World" includes the random error estimate. The column headed "Total error" combines the random and systematic contributions to the error estimate. production P G is estimated by rescaling the modelled production P T as follows:
with x j the mean simulated LNO 2 column, and a j the total surface of area j .
6.2 LNO x production in the 40
Application of Eq. (5) with j =1,...,6 allows for a direct rescaling of the modelled production P T over the 40 • S-5 • N area. The slopes s 1 to s 6 are directly deduced from Figs. 8 and 9. We assume that the annual average net transport of LNO 2 into the 40 • S-5 • N area is negligible. Note that LNO x transport between the regions 1 to 6 is considerable, making it difficult to estimate the production per region. Furthermore we also assume that chemistry can be approximated to be linear in the TM3 difference run. For the CP scheme, 2.7 Tg N is produced in the 40 • S-5 • N area. This production is rescaled directly with the slopes presented in Fig. 8 . Using slopes from the temporal correlation method for clear-sky observations, this approach rescales the modelled 2.7 Tg N LNO x production to 1.1 Tg N. For the H5 scheme, 2.2 Tg N is produced in the 40 • S-5 • N area and this is rescaled with the slopes obtained with the temporal correlation method for clear-sky situations to 1.0 Tg N. This number is very close to the rescaled value of 1.1 Tg N obtained for the CP-scheme, even though the original CP and H5 LNO x production differed by (2.7-2.2=) 0.5 Tg N.
Global LNO x production
An estimate of the annual global LNO x production P G requires important assumptions on the observation/model slopes outside the 40 • S-5 • N area. We arrive at an estimate from Eq. (5) for j =1,...,10, where s 7 (continent) and s 8 (ocean) are the estimated slopes for the 5 • N-30 • N area, and s 9 (continent) and s 10 (ocean) the same for the rest of the world. The basic assumption is that we may use the mean continental and ocean slopes derived from the 40 • S-5 • N area for s 7 − s 10 .
In the CP scheme, more than 50% of the LNO x production takes place outside 40 • S-5 • N, and these emissions can only be rescaled indirectly. For these areas we assume for oceans s 7 , s 9 =0.93 and for continents s 8 , s 10 =0.21, corresponding to the mean continent and ocean slopes determined in the 40 • S-5 • N regions for the CP scheme. The values for x j and s j outside the tropical areas have been derived from the same model runs as used to determine the slopes within the analysis area. Using s 7 and s 8 in 5 • N-30 • N, we find that the LNO x production there is rescaled from 2.5 to 1.7 Tg N in 1997. Outside of the tropics, LNO x production is rescaled through s 9 , s 10 from 0.5 to 0.4, a relatively small reduction as the relative area of continents is larger than in the Southern Hemisphere. In effect, the global LNO x production is rescaled from 5.7 to 3.2 Tg N.
In the H5 scheme, more than 60% of the LNO x production takes place outside 40 • S-5 • N. Using s 7 , s 9 =0.19 and s 8 , s 10 =1.03, we find a LNO x reduction outside 40 • S-5 • N from 4.2 Tg N to 3.6 Tg N. Thus, the global LNO x budget for 1997 for the H5 scheme is rescaled from a model value of 6.4 to (1.0+3.6=) 4.6 Tg N. The difference with the 3.2 Tg N derived for the CP-scheme is largely due to extrapolation assumptions, as the rescaled values within the 40 • S-5 • N area are only 0.1 Tg N apart.
In this work 8 methods, of which 4 are independent, to determine slopes s j have been applied. Table 5 summarizes the estimates for the global LNO x production based on the results from the 8 experiments. The arithmetic mean of the 8 experiments is 3.5 Tg N, and individual results range from 2.3-4.6 Tg N. The H5 results are on average systematically higher by about 1.5 Tg N than the CP results. This is mainly a consequence of the determination of the budget outside the 40 • S-5 • N analysis area as all methods give very similar results within the analysis area.
Random errors
The errors in s j are estimated from combining the errors associated with the statistical comparison and the errors in the slope correction term. The uncertainty in s j is thus determined by GOME observation errors, model pattern errors (i.e. meteorology) and by errors in the modelled strength of other NO x sources.
Random errors in P G have been determined from errors in the individual slopes s j . As explained above, the slopes of the individual regressions contain uncertainties that account for both the spread of points around the straight line fit, and GOME retrieval errors. Subsequently the uncertaintyweighted mean of these individual regressions for region j is determined (e.g. averaging over grid cells for the temporal method). In the 40 • S-5 • N area, these correspond to the uncertainties reported in Figs. 8 and 9 . These slope errors are typically between 0.1 and 0.2. In the 5 • N-30 • N area, we assume that the standard deviation from the mean (ocean, continent) derived for regions 1 to 6 is a reasonable estimate for the uncertainty in s 7 and s 8 since this area is still characterised as "tropical". These uncertainties are on average 0.3. For the extratropical slopes s 9 and s 10 , we conservatively estimate the uncertainty to be 1.0. A measure of the random error in the overall global production P G can be determined with two methods:
-The random error (or standard deviation) in a single estimate of the global LNO x production can be obtained if we assume that errors in the slopes are uncorrelated. The error variance 2 P G is calculated from the error propagation of uncertainties in the regional slopes s j (with n j the number of grid cells used per area j ) as:
The uncertainties σ P G for the 8 estimates are in the 0.7-1.5 Tg N range with an average value of 1.0 Tg N. Table 5 quotes the individual uncertainty estimates in P G . The random error for the estimate of the LNO x production within the 40 • S-5 • N area is on the order of 10%-20% only.
-We can use the spread in values of the 8 experiments as estimate of the error on the mean. The data set presented in Table 5 has a standard deviation of 0.9 Tg N.
These two independent ways of estimating the random error produce a very similar result. The value for the statistical error seems to indicate that we have obtained a rather precise estimate of the LNO x production. Taking the arithmetic mean we arrive at 3.5±0.9 Tg N.
Systematic errors
One approach in estimating the systematic error in P G (B P G ) is to assume that the errors in the slopes s j are correlated. In such an approach, errors in the GOME observations and in the GOME-model comparison are interpreted as biases. A first order estimate of the deviation from the true value for P G may then be obtained as follows:
P Txj n j 10 j =1x j n j σ s j .
For B P G we find values between 1.0 Tg N (CP, clear sky, spatial method) and 2.3 Tg N (H5, cloudy sky, temporal method) with an average of B P G =1.4 Tg N. Apart from this approach, there may be important systematic errors related to (1) the GOME observations, to (2) the model, and to (3) the regressions. Each of these types of errors is discussed below.
GOME errors
Not all systematic errors in GOME observations introduce errors in the slopes in Table 5 . If the observed columns suffer from a constant bias, this will result in an increase (decrease) of the offset o j , and not translate in a systematically erroneous s j value. Only if a bias scales with the reported column value, s j will be in error. Thus, as GOME columns are inversely proportional to the air mass factor, systematic overestimations in the AMF are expected to lead to underestimated slopes. However, most of the LNO 2 is deposited in the upper troposphere where GOME has a high sensitivity and AMF errors are generally small. Systematic AMF errors are to be identified and eliminated, which is beyond the scope of this paper.
There may also be difficulties in accurately observing patterns of NO 2 because there may be stratospheric patterns which are not modelled well in the assimilation part of the retrieval approach. However, since the results in Table 5 for cloud-free and cloud-covered scenes are consistent, this strengthens our confidence in the GOME retrievals and both AMF and assimilation errors are likely small.
TM3 errors
In our method to rescale modelled regional LNO x productions, we need to be especially suspicious of the model's capability to accurately reproduce spatial and temporal patterns of LNO 2 . Systematic model errors are not easy to quantify, and we have chosen a practical approach to assess the possible impact on our production estimates. The following gives an overview of possible systematic model errors:
-Errors in the vertical distribution of LNO x production. K. F. Boersma et al.: Estimates of lightning NO x production -Errors in photo-chemistry.
-Errors in parameterization of convection and cloud top heights.
A reasonably well described lifetime in TM3 is essential to estimate the production of LNO x from modelled and observed concentrations of NO 2 . An incorrect NO x lifetime would result in too high or low overall concentrations if transport is descibed realistically. This would in turn lead to systematic errors in the slopes. The literature however provides support that TM3 produces realistic NO x distributions. For instance, we note that various studies (Emmonds et al., 1997; Wauben et al., 1997; Meijer et al., 2000) have indicated that TM3 is capable of reproducing aircraft-and surface-observed NO x concentrations for a range of different meteorological and chemical situations. Also, recent studies by Brunner et al. (2003 Brunner et al. ( , 2005 showed that TM3 is well capable of reproducing observed NO x and NO x -related species.
The vertical distribution of LNO x influences the horizontal distribution and observed spatial patterns. We expect that the effect of errors in the vertical distribution of LNO x is small. For instance, both Kurz and Grewe (2002) and Jourdain and Hauglustaine (2001) , using similar parameterizations to the CP and H5 schemes, respectively, found large flash density overestimations over oceans. Therefore we argue that the overestimations of oceanic LNO 2 that we find are a result of flash density overstimation rather than the result of errors in the modelled vertical distribution of lightning NO x . Moreover, a recently submitted paper by Labrador et al. (2004b) shows little difference in LNO x concentrations for model runs with the vertical LNO x distribution according to Pickering et al. (1998) and a vertical distribution in the 5 highest layers of the convective cloud. The same is found by Olivié (2005) who used a lightning parameterization based on convective updrafts.
The relation between LNO x production and the NO 2 concentration in the atmosphere is in reality non-linear. This is consequence of the photochemical production of ozone via NO x , leading to OH-formation. This radical may -depending on chemical and meteorological conditions -constitute an important sink for NO x . The scaling of the LNO x budget based on the slopes observed neglects this non-linearity. This may be an issue especially for the oceans where the slopes found are significantly smaller than one. The partitioning of nitrogen between NO 2 and NO, and between NO x and NO y is also a potential source of model error. Even if the lifetime of NO x and NO y is modelled correctly, errors in the NO 2 :NO ratio, for instance due to errors in the modelled ozone concentration, would result in incorrect slopes. Fortunately, Brunner et al. (2005) show that a comparison of TM3 modelled ozone and in situ measurements of ozone over the South Pacific gives quite reasonable agreement, indicating that slope errors due to ozone errors over the South Pacific are likely small.
The description of clouds in numerical weather prediction analyses is known to be problematic, especially in the tropical regions. The modelled LNO x is sensitive to a correct timing and strength of convective complexes. The representation of these processes on the model grid of 2.5 degree resolution causes additional errors. Nevertheless, we found on average good correlations between modelled LNO 2 and observed NO 2 columns, indicating that the major features of NO 2 distribution resulting from modelled convection-related emissions and subsequent transport are realistic.
Comparison errors
Apart from errors directly related to the TM model and to GOME, there are also errors that may result from our statistical analysis, indirectly related to GOME and model errors. Therefore, we set up a simple study to provide a qualitative estimate of errors that may occur in the comparison of patterns in independent data sets. The upper panels of Figs. 11 and 12 show fictitious modelled (solid line) and observed (dashed line) patterns. The observations are based on assumed "true" patterns (shown as dotted line) with added random observational noise. Subsequently, the pattern was simulated with a model that suffers from two types of systematic errors. These errors are either a (spatial or temporal) mismatch with the "true" pattern (a shift, Fig. 11 ), or an exaggerated (spatial or temporal) smearing or diffusion of the "true" pattern (Fig. 12) .
The spatial correlation method is sensitive to errors in the spatial distribution of LNO 2 patterns. Relevant systematic errors are to be expected in the modelling of the transport, lifetime and vertical distribution of LNO 2 . The shift experiment also has an interpretation for the temporal method, as LNO x production may take place too early or too late in the parameterizations, leading to a shifted temporal pattern Processes such as deep convection typically take place on a scale much smaller than the size of a grid cell. For instance, in the H5 scheme ECMWF cloud heights are sampled once every 6 h, giving instantaneous values, clearly too low to properly resolve much shorter periods of thunderstorm and lightning activity. The model may thus suffer from errors in representing such processes. Furthermore, numerical diffusion in the advection, vertical transport processes and the limited resolution of the model tend to smoothen NO 2 structures. Part of this effect is taken care of by averaging the GOME observations over model grid cells before making the comparisons. To simulate this effect we also study the correlation of the "true" toy pattern with a smoothed (smeared) version.
The lower panels of Figs. 11 and 12 show the result of our systematic error study. One important requirement in this study is that the correlation coefficients between "observed" and "modelled" patterns do not fall below ∼0.65, the lowest regional value found in our 1997 average correlation of GOME and TM3 columns. The upper panel of Fig. 11 shows a model pattern shifted by −50% relative to the width (0.3 x-axis units) of the "true" pattern. The observed pattern follows the "true" pattern but has an additional random error that is typical for gridded GOME observations. The lower panel shows the regression plot corresponding to the data presented in the upper panel: the solid line gives the least squares regression fit (s=0.88±0.26), and the dashed line gives the y=x line (s=1.00) that we expect if the model and observations would agree. The correlation coefficient r=0.66 for this example. By repeating this experiment with random noise a 1000 times we arrive at, on average, a systematic slope underestimation g=−0.20 (±0.13) and o=+0.05 for a mean correlation coefficient r=0.70. Apparently, a (spatial or temporal) shift of half a unit (i.e. half a grid cell, half a time step) results in underestimations of the slope of approximately 20%. Fig. 11 , but now for a "smeared" pattern.
We conducted a similar experiment with a model pattern smeared by 50% (width now 0.45 x-axis units) relative to the "true" width of the pattern. No shift was assumed and the random errors are similar to the previous experiment. The lower panel of Fig. 12 shows a regression fit with a s=1.44 (±0.37) for an r=0.65. Repeating this experiment 1000 times we arrive at a significant systematic slope error of g=+0.35 (±0.18) and o=−0.10 for a mean correlation coefficient r=0.83. In conclusion, if the model smears "true" patterns systematically by 50%, slopes may be overestimated by up to 35%. Note that a smearing factor of 50% is on the high side and that possible systematic "smearing" errors such as diffusion, or representativity of instantaneous cloud heights, are likely less than 50%.
Generally, a strong shift in a modelled pattern results in a loss of correlation between model and observation. In such situations, a model-observation scatter shows a strong scatter of points. A strong smear effect in TM3 is expected to result in a strong, non-linear shape of the distribution of points in a model-observation comparison. Since neither of these are observed in Fig. 6 nor in any of the annual average correlation figures for the other continents (not shown), it seems that neither shift nor smearing errors in TM3 have systematically influenced the results in Table 5 . This also follows from our simple experiment: shifts and smears up to 60% are still consistent with correlations found in the GOME-model comparison (minimum r=0.65). The errors from the shift and smearing experiments are (−20%,+35%) and from these numbers we conservatively estimate the systematic error to amount to an additional error of (±)35% in the estimated global LNO x production budget. As the signs of these effects are opposite, we expect at least a partial cancellation of errors from shift and smear effects.
Total error estimate
Model shifts and smears are just two examples of possible systematic errors. Nevertheless, their effects may lead to systematic errors with opposite signs. CTM-experiments typically suffer from a variety of possible systematic errors, and therefore an ensemble of systematic errors is sometimes treated as a random error. Subsequently we proceed by combining all the errors as though they were random and independent:
We calculate total errors for the 8 individual estimates of the LNO x production budget given in Table 5 by using Eq. (8).
The systematic error syst is assumed to be 0.35. Results are summarised in Table 5 in the column headed "Total error". In summary, the results of the 8 experiments range from 2.3-4.6 Tg N, largely due to systematic errors associated with extrapolation of the slopes to areas of the globe not covered by our analysis. A more conservative view consists of taking the largest and smallest P G values from the 8 readings and adding resp. subtracting the estimated standard error in P G . This leads to an estimated LNO x production in the 1.1-6.4 Tg N range.
Conclusions and outlook
Nitrogen dioxide measurements of GOME are sensitive to NO 2 produced by lightning. In situations with high clouds, the tropospheric NO 2 column shows a rapid increase consistent with the parameterization of Price and Rind (1992) . The observed increase can be well described with an empirical power-law, where the LNO x increases with the cloud top height as H 4.9±2 . The uncertainty in the observed value of the power is estimated to be 40% related to assumptions with respect to background NO 2 concentrations. We interpret this relationship as strong evidence that GOME is capable of detecting LNO x production. From the ratio of the increases found over continents and oceans, we estimate that continental storms are stronger by a factor of 1.6 in producing LNO x at the 10:30 h local time of observation.
Modelled LNO 2 and observed tropospheric NO 2 patterns are found to correlate surprisingly well, with spatial correlation coefficients r ≈0.80 in 1997 in six distinct tropical regions between 40 • S and 5 • N. We use spatial and temporal correlations to determine linear regression coefficients for these 6 tropical regions. The intercepts of these regressions show that these regions are little affected by NO x emissions from other sources. The slopes, corrected for possible influences of other NO x sources, indicate that TM3 significantly overestimates LNO x emissions over the oceans. Over tropical continents, we find a good quantitative agreement between modelled LNO 2 and observed NO 2 . This is true for two different lightning parameterizations, one based on convective precipitation, and one based on the fifth power of the cloud top height. The modelled overestimations over oceans may be reduced if the assumed energy ratio (10:1) between cloud-to-ground and intra-cloud lightning is decreased. An increase in the assumed ratio (10:1) between continent-toocean convective intensity is also expected to reduce modelled oceanic LNO x overestimations. This work also suggests that for the convective precipitation scheme, there are significant regional differences in rainfall-to-lightning ratios that should be accounted for.
By rescaling the original LNO x production modelled by TM3 for the year 1997, 8 estimates of the global LNO x production have been obtained. We find that the LNO x production between 40 • S and 5 • N amounts consistently to ∼1.0±0.2 Tg N for both the CP and H5 schemes. Here the error bar accounts for random errors only. Assuming that the slopes may be extrapolated to the rest of the world, we arrive at a global LNO x production of approximately 2.8 Tg N yr −1 for the CP and 4.3 Tg N for the H5 model version. The difference between these two estimates is largely due to assumptions with respect to extrapolating slopes to the rest of the world. Random errors in these estimates are dominated by errors in the observations and in the correction of the slopes for the influence of other sources. Accounting for random errors the LNO x production is estimates as 3.5±0.9 Tg N in 1997. Accounting for random and systematic errors, as well as the range of independent estimates, LNO x production is conservatively estimated in the 1.1-6.4 Tg N range.
This study presents a first attempt to estimate the global LNO x production by comparing observed NO 2 with modelled LNO 2 distributions. Such estimates can be extended by repeating this method for all years between 1996 and 2004, covered by the GOME and SCIAMACHY measurements, as well as future NO 2 observations provided by OMI and GOME-2. Especially NO 2 and cloud observations from OMI are expected to contribute to improved estimates of LNO x : the small OMI pixels of 13×24 km 2 are better suited to resolve convective complexes. Also, the OMI 13:30 h local time overpass time is closer to the maximum in the diurnal cycle of convective activity over continents.
Future work should investigate the effect of reduced CG:IC energy ratio's and increased convective intensity ratio's on the capability of models to reproduce observed LNO 2 patterns. Recently, TM3 has been extended with an updraft velocity-based lightning scheme that has shown promising results in the literature (Allen and Pickering, 2002; Kurz and Grewe, 2002; Olivié et al., 2005 2 ). LNO 2 patterns modelled with this scheme are to be compared to satellite data. Moreover, a proper description of convective activity in chemistry-transport models remains crucial for accurate parameterizations of lightning activity. Convective mass fluxes are not always stored in operational meteorological data and in such situations simplified schemes are used for diagnosis. More advanced schemes for the diagnosis of convective mass fluxes in chemistry transport models are clearly needed. Also, the temporal and spatial scale of lightning activity is much smaller than most model resolutions. Hence, increasing the model resolution is expected to improve the description of convection and convection-related processes such as lightning.
