Abstract. Experimental results for large, sparse Markov chains, especially the ill-conditioned nearly completely decomposable (NCD) ones, are few. We believe there is need for further research in this area, speci cally to help in understanding the e ects of the degree of coupling of NCD Markov chains and their nonzero structure on the convergence characteristics and space requirements of iterative solvers. The work of several researchers has raised the following questions that led to research in a related direction. How one must go about partitioning the global coe cient matrix into blocks when the system is NCD and a two-level iterative solver (such as block SOR) is to be employed? Are block partitionings dictated by the NCD normal form of the stochastic one-step transition probability matrix necessarily superior to others? Is it worth investing alternative partitionings? Better yet, for a xed labeling and partitioning of the states, how does the performance of block SOR (or even that of point SOR) compare to the performance of the iterative aggregation-disaggregation (IAD) algorithm? Finally, is there any merit in using two-level iterative solvers when preconditioned Krylov subspace methods are available? We seek answers to these questions on a test suite of thirteen Markov chains arising in seven applications.
Introduction. Solving for the stationary distribution of an irreducible Markov chain
amounts to computing a positive solution vector to a homogeneous system of linear equations with a singular coe cient matrix subject to a normalization constraint. That is, the (n 1) unknown stationary vector x in Ax = 0; kxk 1 = 1
is to be found. Here A = I ?P T is an n n singular M-matrix 6] and P is a one-step stochastic transition probability matrix.
Of special interest are nearly completely decomposable (NCD) Markov chains 21]. An NCD Markov chain may be symmetrically permuted to the normal form n 1 n 2 n N P n n = 0 B B B @ P 11 P 12 P 1N P 21 (2) in which the nonzero elements of the o -diagonal blocks are small compared with those of the diagonal blocks. The subblocks P ii are square and of order n i , with n = P N i=1 n i : Let P = diag(P 11 ; P 22 ; : : :; P NN ) + E: The quantity kEk 1 is referred to as the degree of coupling and is taken to be a measure of the decomposability of the matrix. Despite recent advances, practicing performance analysts generally prefer iterative methods based on splittings when they want to compare the performance of newly devised algorithms against existing ones, or when they need candidate solvers to evaluate the performance of a systems model at hand. Experimental results for large, sparse Markov chains, especially the ill-conditioned NCD ones, are few. We believe there is a need for further research in this 2 area, speci cally to help in understanding the e ects of the degree of coupling of NCD Markov chains and their nonzero structure on the convergence characteristics and space requirements of iterative solvers.
The work of several researchers 23, 16, 17, 15, 8, 22, 18] has raised important and interesting questions that led to research in a related direction. These questions are the following: \How must one go about partitioning the global coe cient matrix A in (1) into blocks when the system is NCD and a two-level iterative solver (such as block SOR) is to be employed? Are block partitionings dictated by the NCD normal form of P necessarily superior to others? Is it worth investing alternative partitionings? Better yet, for a xed labeling and partitioning of the states, how does the performance of block SOR (or even that of point SOR) compare to the performance of the iterative aggregation-disaggregation (IAD) algorithm 28]? Finally, is there any merit in using two-level iterative solvers when preconditioned Krylov subspace methods 3, 25, 13, 24, 12, 26] are available?" Four block partitioning techniques are considered. The rst one results from the nearcomplete decomposability test (ncdtest) of the MARkov Chain Analyzer (MARCA) 29] . It determines the strongly connected components of the transition probability matrix by ignoring the nonzeros less than a prespeci ed decomposability parameter. Then symmetric permutations are performed to put the matrix into the form in which the diagonal blocks form the strongly connected components. In a recent paper 9], it is shown that the ncdtest algorithm may fail to produce a correct NCD partitioning of the state space. The same paper gives an improved NCD partitioning algorithm, which has the same run-time complexity as that of ncdtest. We name this new NCD partitioning algorithm newncd and experiment with it. Also two straightforward partitionings are investigated. The equal partitioning forms (approximately) equal order blocks. The second straightforward partitioning, other, uses blocks of order respectively 1,2,3,... Finally, the Threshold PABLO (TPABLO) partitioning algorithm 8] is considered on some of the test problems.
When seeking answers to these questions, we have not considered two-level solvers of the inner-outer iteration type 22], but have attempted at solving diagonal blocks (and the coupling matrix 21] in IAD) directly by Gaussian elimination. The memory needed to solve the coupling matrix is set aside at the beginning and what is left is used for diagonal blocks. Blocks of order 1 and 2 are treated separately. We obtain the LU factorizations of as many diagonal blocks as possible given available memory and do this in such a way that smaller blocks are treated rst, leaving the big blocks to be solved using point SOR when there is insu cient memory. Currently, we use a considerably large tolerance (i.e., 10 ?3 ), a relaxation parameter of 1.0 (hence, Gauss-Seidel), and a maximum number of iterations of 100 with the point SOR algorithm when solving diagonal blocks. Furthermore, the block Gauss-Seidel correction 32] in the disaggregation step of IAD is replaced by block SOR.
Preconditioned Krylov subspace methods 27] are state-of-the-art iterative solvers developed mostly in the last fteen years that may be used, among other things, to solve for the stationary distribution of Markov chains 30]. A concise discussion on popular Krylov subspace methods and the motivation behind preconditioning may be found in 4]. In this study, we consider the methods Generalized Minimum RESidual (GMRES), Direct Quasi-GMRES (DQGMRES), BiConjugate Gradient (BCG), Conjugate Gradient Squared (CGS), BiConjugate Gradient Stabilized (BCGStab), and Quasi-Minimal Residual (QMR) with Incomplete LU (ILU) factorization preconditioning. Chapter 4 of 30] presents some of these methods for Markov chains.
Results of experiments on a test suite of thirteen Markov chains show that two-level iterative solvers are in most cases superior to ILU preconditioned Krylov subspace solvers. For two-level iterative solvers, there are cases in which a straightforward partitioning of the coe cient matrix 3 gives a faster solution than can be obtained using the ncdtest or newncd partitioning algorithms. However, in between newncd and ncdtest, the former gives faster converging iterations than the latter in a larger number of the test cases. In general, it is possible to solve each of the problems (except one which takes a minimum of about 82 seconds to solve) in less than 1 minute. This includes time spent for partitioning or preconditioning.
Section 2 includes a detailed description of the implementation framework. The results of the numerical experiments are analyzed in Section 3. Appendices A through G in 10] provide a detailed explanation of each test problem, the nonzero plots of the underlying matrices, information about the matrices and the partitionings, and the complete results.
2. Implementation Framework. In this study, we experiment with the (point) successive overrelaxation (SOR) method 30, 4] , which is a stationary iterative method, two types of two-level iterative methods, block SOR (BSOR) 30, 27, 22] and IAD 28, 32, 30, 11] , and the Krylov subspace methods GMRES, DQGMRES, BCG, CGS, BCGStab, and QMR (see 4, 27] and the references therein).
2.1. Partitioning Techniques. When applied to NCD Markov chains, one possibility is to order and partition the state space so that the stochastic matrix of transition probabilities has the form in (2) . Obviously a zero degree of coupling (i.e., kEk 1 = 0) implies a completely decomposable matrix. In NCD systems, there are eigenvalues close to 1. The poor separation of the unit eigenvalue results in slow rate of convergence for standard matrix iterative methods. Two-level iterative methods in general do not su er from this limitation which makes them suitable for such systems.
Four block partitioning techniques are considered. The rst one is the ncdtest partitioning algorithm in MARCA. This algorithm searches for the strongly connected components (SCCs) of the directed graph (digraph) associated with the matrix obtained by zeroing the elements of P that are less than a user speci ed decomposability parameter , a real number between 0 and 1. The subset(s) of states output by the SCC search algorithm are identi ed as forming the NCD blocks P ii . If the matrix is not already in the form (2), then symmetric permutations are performed to put it into the form in which the diagonal blocks form the SCCs. The ncdtest algorithm may fail to produce a correct NCD partitioning of the state space due to the possibility of having nonzeros greater than or equal to in the o -diagonal blocks. This is simply because the algorithm zeroes out the elements that are smaller than , but not those that are larger.
The example in 9] shows how this can happen and presents an improved NCD partitioning algorithm, which has the same run-time complexity as that of ncdtest. We name this new NCD partitioning algorithm newncd and experiment with it. For clarity, we use 0 to denote the decomposability parameter of the newncd algorithm. Also two straightforward partitionings are investigated. The equal partitioning has p n blocks of order p n if n is a perfect square. If n 6 = b p nc 2 , there is an extra block of order n?b p nc 2 . The second straightforward partitioning, other, has nb blocks of order respectively 1; 2; : : :; nb if n = P nb i=1 i (and possibly an extra block of order n ? P nb i=1 i if the di erence is positive). This last partitioning ensures that there are about p 2n blocks and the largest block solved is of order roughly p 2n.
We have also experimented with the TPABLO partitioning algorithm 8] on some of the test problems. The original PABLO (PAramaterized BLock Ordering) algorithm presented in 23] aims at obtaining dense diagonal blocks by performing symmetric permutations of a given sparse coe cient matrix using two input parameters. The rst parameter > 0 is used to ensure that the addition of a new state to a diagonal block will keep the ratio, of the percentage of nonzero elements in that block to the percentage of nonzero elements in that block if the state were not added, above . The second parameter 0 1 is used to ensure that each state in a diagonal block is adjacent to at least a certain proportion, i.e., , of the states inside the diagonal block. TPABLO has three other parameters requiring a total of ve parameters. The third parameter 0 either makes sure the permuted matrix does not have any elements in the o -diagonal blocks that are larger than in absolute value, or it makes sure all elements in the diagonal blocks are above in absolute value with the possibility that some elements in the o -diagonal blocks are also larger than in absolute value. The fourth and fth parameters minbs and maxbs are used to control the minimum and maximum permissible order of diagonal blocks, respectively.
Preconditioners. The main idea behind preconditioning is to accelerate convergence
by transforming the linear system so that the di erence between the dominant and the subdominant eigenvalue of the preconditioned coe cient matrix is larger than what it used to be in the original system. The need for a preconditioner becomes vital when dealing with NCD systems. To provide e ective solvers, Krylov subspace methods are used with preconditioners.
Consider the system of linear equations in (1) which can be transformed into the (left-)preconditioned equivalent system M ?1 Ax = 0; where the preconditioner matrix M (also called preconditioner) has the property that it is a cheap approximation of A. The more M ?1 resembles A ?1 , the faster the method converges 20].
The system is solved based on imposing the necessary stopping constraints on the preconditioned residual vector r = ?M ?1 Ax. The matrix M ?1 need not be formed explicitly since the preconditioned residual may be computed by solving the system Mr = ?Ax.
Various types of preconditioners have been (and are still being) developed (see 27, 5] ). Their e ciency is highly dependent on the system to be solved, and it is quite di cult to forecast which preconditioner is the best for a given system. In this study, we only consider preconditioners obtained from Incomplete LU factorizations (ILU). First, an LU factorization of the coe cient matrix A is initiated. Throughout the factorization, nonzero elements are omitted according to di erent rules. These rules characterize the ILU type. Thus, instead of ending up with an exact LU factorization, what we obtain is of the form A =LŨ + E; (3) where E, called the remainder, is expected to be small in some sense. The incomplete LU factorsL andŨ are respectively lower and upper triangular matrices.
Recall that the coe cient matrices appearing in the systems of interest are irreducible singular M-matrices. It has been shown that ILU factorizations exist for such matrices 7] (in exact arithmetic) and that they are at least as stable as the complete LU factorization without partial pivoting (see 20, p.152]). We should stress that not much work has been done in studying what constitutes a good incomplete factorization for Markov chain models 25, 24, 26] . Further studies are still needed.
Three types of incomplete LU factorizations are considered. The rst imposes on the computed preconditioner the same nonzero structure as the original matrix and is called ILU0.
The idea of ILU0 is to drop all ll-in elements which occur during the LU factorization (recall that a ll-in element refers to a nonzero element introduced in the matrix which holds the LU factors in a location where there was initially a zero element in the original matrix).
The second is called ILUTH and is a threshold-based approach. In ILUTH, the factorization takes place in a row-by-row manner. The dropping rule of this preconditioning technique is to zero out all elements having an absolute value less than a prespeci ed threshold. The only exception is that the dropping rule does not apply to the diagonal elements which are kept 5 no matter how small they become. The dropping rule is applied just after the multipliers are formed, once, and applied one more time right after the reduction of a row is over.
The third type of ILU preconditioner forces the computed factors to have at most a prespeci ed xed number of nonzero elements per row and is called ILUK. This approach enables the user to control the amount of ll-in. Therefore, it is especially suitable for those cases where there is only a xed amount of memory available to store the incomplete factorsL andŨ. Each time a row has been reduced, a search is conducted to nd the K largest elements in absolute value, a timewise costly process. All other elements in the row are annihilated. As for ILUTH, the diagonal elements are preserved regardless of their magnitude.
2.3. Implementation Issues. Since we are dealing with large sparse systems 1 , we need to work in sparse storage. We use the compact sparse row (CSR) Harwell-Boeing format, which requires three arrays: one real and one integer of size nz (i.e., number of nonzero elements in the coe cient matrix), and one integer of size n + 1. Unless otherwise speci ed, by reductions we mean row-reductions. This strategy is used to take full advantage of the row-by-row storage of the CSR format. We would like to remark that we generate and store all test matrices using the MARCA package. Later these les are used as input to the solvers.
All code is written in Fortran and compiled in double precision with g77 on a SUN Sparcstation with 64 Mb RAM running Solaris 2.5. The numerical experiments are timed using a C function that reports CPU time. SOR, the two-level iterative solvers, the four partioning algorithms, and the three ILU preconditioners are part of the MARCA software package Version 3.0. The Krylov subspace methods are implemented using two one-dimensional arrays de ned at the beginning of the driver program to hold double precision and integer values.
In two-level iterative methods, we attempt to solve diagonal blocks, and the coupling matrix in IAD, directly by Gaussian elimination. The memory needed to solve the coupling matrix is set aside at the beginning and what is left is used for the diagonal blocks. If there is not enough space for solving the coupling matrix, the method fails. Blocks of order 1 and 2 are treated separately. We obtain the LU factorizations of as many diagonal blocks as possible given available memory and do this in such a way that smaller blocks are treated rst, leaving the big blocks to be solved using SOR when there is insu cient memory. In order to accelerate this process we use a considerably large tolerance 10 ?3 , a maximum number of iterations of 100, and a relaxation parameter of 1.0 (hence, Gauss-Seidel) with the SOR algorithm when solving the remaining diagonal blocks. Furthermore, the block Gauss-Seidel correction 32] in the disaggregation step is replaced by BSOR. The results reported are always those that are obtained using the optimal relaxation parameter ! with one signi cant digit after the decimal point.
The newncd partitioning algorithm is implemented so that if there are states that are left in singletons after the NCD partition corresponding to a decomposability parameter is determined, they are grouped into a single subset which forms the last NCD block. When choosing decomposability parameters for ncdtest, we report the smallest and largest values of (as 0.10 times a power of 10) for which there are at least two blocks in the partition. On the other hand, when experimenting with newncd, we had to work on a ner scale with 0 since there were not as many possibilities as of ncdtest. Hence, we report the smallest and largest values of 0 (in two decimal digits of precision times a power of 10) for which there are at least two blocks in the partition (see Appendices A through G in 10]).
The dimension of the Krylov subspace we used for (restarted) GMRES is 20 (i.e., m = 20) . The number of vectors kept in DQGMRES is 20 (i.e., k = 20) in all but one of the applications 1 The average order of the seven problems we experimented with is 33; 278; the largest and the smallest matrices are respectively of order 104; 625 and 8; 258.
( qn and mutex) . In ILUK, we allowed a maximum of 10 nonzero elements per row of the preconditioned matrix (i.e., K = 10). In all the Krylov subspace methods implemented, we use left-preconditioning and take the ILU preconditioner as M =LŨ (see (3) in Section 2.3).
In order to regulate the amount of ll-in produced, ILUTH is implemented in such a way that before the reduction of a given row, the number of free entries in the double precision work array is divided by the number of remaining rows to be reduced. This gives us the maximum number of allowable nonzero elements that can be stored for the current row. If the reduction gives a higher number of nonzero elements than the allowable maximum, the threshold is multiplied by 10 and the dropping rule is applied again. This is repeated until the number of nonzero elements in a given row becomes less than or equal to the allowable maximum. The rst row of the matrix is not reduced, and the method is forced to fail if the magnitude of any reduced diagonal element is less than 10 ?300 .
In ILUK, the Kth largest value in magnitude, say max, in the reduced row is determined. Then all elements having an absolute value less than max are set to zero. If the number of nonzero elements in the row is still higher than K, the reduced row is scanned from left to right and elements having an absolute value equal to max are set to zero until the number of nonzero elements becomes K. As in ILUTH, the reduction does not include the rst row of the matrix and the method fails if any reduced diagonal element is found to be less than 10 ?300 .
In order to reduce the possibility of under ow and over ow, each row of the coe cient matrix is multiplied by the inverse of the largest value in magnitude in that row (i.e., absolute value of the diagonal element). This is a scaling operation and it transforms the system to a more suitable form without altering the global solution. Normalizing the solution vector at each iteration is an alternative way to limit the e ect of under ow and over ow and up to a certain extent control the irregular convergence behavior of some iterative methods. The drawback of this strategy is that it may lead to considerable loss of precision due to rounding errors that occur at each iteration or to even divergence. In SOR, BSOR, and IAD, the coe cient matrix is scaled and the solution vector is normalized at each iteration. As for the Krylov subspace methods we implemented, the coe cient matrix is not scaled and the solution vector is normalized only upon termination.
The The stopping tolerance, stop tol, is set to 10 ?10 , meaning we consider the entries of A (our right-hand side is 0) to have errors in the range 10 ?10 kAk. The use of stop tol 1 and stop tol 2 forces the solver to terminate when the norm of the residual is decreasing too slowly while the di erence between two successive iterates is small enough. In the experiments, we set stop tol 1 and stop tol 2 to 10 ?6 and 10 ?12 , respectively. As for maxit, we use 100, 500, or 1,000 depending on the solver and the particular problem at hand. For each problem solved, the true residual and the relative backward error in the solution are computed (see 14, 2] Table 1 summarizes the characteristics of the thirteen test matrices. The majority of the matrices would be ranked among the largest of the matrices considered in the Matrix Market 19]. The sym column indicates whether the test matrix has symmetric nonzero structure.
Two of the problems (ncd and mutex) give test matrices with symmetric nonzero structure. We would single out leaky, ncd alt2, ncd, ncd alt1, and telecom as NCD test cases based on the smallest decomposability parameter that could be used with the newncd partitioning algorithm. These test cases have degree of coupling values (see column kEk 1 ) ranging (in the given order) from 0:2e ? 101 to 0:9e ? 2. The test cases medium, qn, hard, easy, and 2D have degree of coupling values between 0:7e+0 and 0:1e+0. Hence, they are not as NCD. The remaining test cases mutex, mutex alt1, and mutex alt2 lie somewhere in between, all with degree of coupling 0:2e?1. The number of blocks in the partition followed by the order of the smallest and largest blocks corresponding to kEk 1 are given in the column Partition. We have noticed during the experiments that the ncdtest algorithm is unable to nd partitionings in NCD normal form with small degree of coupling values except for the ncd test matrices. In fact, the degree of coupling values corresponding to various ncdtest partitionings in all the other test matrices are notoriously large (see the discussion in 2.1). The symmetric nonzero structure of the ncd test problem seems to have helped the ncdtest algorithm. The (a 0 ; a 1 ) column in Table 1 gives the coe cient of asymmetry of each test matrix, where a 0 = 0:5kA + A T k 1 ; a 1 = 0:5kA ? A T k 1 , and a o a 1 implies high asymmetry for each test matrix. None of the matrices is highly asymmetric. Finally, the last two columns give respectively the lower and higher bandwidth of each test matrix excluding the diagonal. Table 1 Characteristics The time spent for partitioning using equal and other is negligible. On the other hand, the time to partition a given test matrix using the ncdtest and newncd algorithms has two components: time spent to determine the partition and time to permute the coe cient matrix according to the ordering of states in the computed partition. The time taken by the ncdtest and newncd partitionings used in our experiments does not exceed respectively 1 and 1.8 seconds except for matrices generated from the qn, leaky, and mutex test problems. The time spent by ncdtest and newncd for the qn test matrix is no more than 5.4 and 6.8 seconds, respectively. The time spent by ncdtest and newncd for the leaky test matrix is no more than 2.8 and 8.5 seconds, respectively. Finally, the time spent by ncdtest and newncd for the mutex test matrices is no more than 5.5 and 5.8 seconds, respectively.
We present the winning solvers for the thirteen test matrices in Table 2 . The value in parentheses beside BCGStab and CGS is the threshold of the ILUTH preconditioner. For twolevel iterative solvers, the value in parentheses beside the solver's name is the decomposability parameter used in the ncdtest/newncd partitioning algorithm, underlined in the latter case.
The gures in the P.T. and T. columns respectively denote partitioning/preconditioning and solution times. The relaxation parameter given by ! is the optimal one. The gures in the #it column represent the number of iterations taken to convergence and those in the Bk.Error column give the corresponding relative backward error in the computed solution. For the twolevel solvers, we denote by Blocks the number of diagonal blocks solved iteratively, followed after a colon by the number of blocks in the partitioning, and inside the parentheses by respectively the order of the smallest and largest blocks. For ILU preconditioned Krylov subspace solvers, we denote by nzlu the sum of the number of nonzeros inL andŨ (see (3) 
in Section 2.2).
Numerical experiments show that two-level iterative solvers are, in general, superior to SOR and Krylov subspace solvers with the chosen preconditioners. Out of ten test matrices for which two-level iterative solvers are winners, BSOR is the fastest solver for seven test matrices, three times with equal (ncd alt2, mutex alt1, mutex alt2), two times with other (easy, ncd alt1), one time with ncdtest (qn) and newncd (leaky) each. IAD is the fastest solver for three test matrices, two times with newncd (hard, ncd) and one time with equal (medium). CGS and BCGStab with ILUTH(10 ?5 ) each turns out to be the fastest solver for one test matrix (telecom and 2D, respectively). SOR is the winner for one test matrix (mutex).
It is noticed that the more balanced, in terms of the order of blocks, is the partitioning, the better two-level iterative solvers take advantage of the divide-and-conquer notion, and hence the faster they converge. For those test cases in which two-level solvers are winners, none of the diagonal blocks are solved iteratively. The IAD algorithm proves to be competitive with SOR does not give satisfactory results; it converges in less than 1,000 iterations in only eight of the test matrices. Interestingly, the optimal relaxation parameter for SOR and BSOR always happens to be equal to or larger than 1.0. For IAD, the optimal relaxation parameter turns out to be 0.9 for a few test matrices, otherwise it is larger. In most of the experiments, 1.0 is the optimal choice.
Among the Krylov subspace methods of interest, it is clear that BCGStab performs the best. It converges for all the test matrices with at least one preconditioner. Its total solution time is always the shortest or very close to that of an outperforming Krylov subspace solver. CGS comes second and GMRES third, the latter being more costly in terms of memory requirements and number of ops per iteration. QMR is also competitive in some cases; however, it almost always terminates with the alternative stopping criterion. There are cases in which DQGMRES takes a smaller number of iterations than the corresponding GMRES solver, but even in those cases its solution time is almost always longer. BCG performs very poorly and converges only for a few test matrices.
We should point out that the ILU0 preconditioner leads to better total solution time than all the other ILU preconditioners for ve test matrices (easy, qn, mutex, mutex alt1, mutex alt2)
out of twelve with which we could use ILU preconditioners. As for the threshold preconditioners, ILUTH(10 ?3 ) is the best preconditioner for two test matrices (medium, hard) whereas ILUTH(10 ?5 ) is the best preconditioner for ve test matrices (2D, ncd, ncd alt1, ncd alt2, telecom). There are cases which show that a denser preconditioner is not always the better preconditioner. The problem with ILUK is the long time overhead to form the preconditioner. The ILUTH(10 ?3 ) and ILUTH(10 ?5 ) preconditioners are superior to ILU0 for test matrices that are of medium order (around 20; 000 states), have narrow bandwidth (such as 2D) or are relatively more ill-conditioned (such as ncd alt2, ncd, ncd alt1, telecom, hard, medium). When the Markov chain is ill-conditioned (such as leaky), incomplete LU factorization may fail causing preconditioned Krylov subspace methods to fail as well. Moreover, we see that the ILU0 preconditioner may be very e ective if the coe cient matrix is quite large, but sparse (such as qn), or dense (such as mutex). For the latter type of matrices, SOR is recommended. It is clear that Krylov subspace solvers are a ected adversely with higher ill-conditioning. However, higher ill-conditioning does not always imply poorer performance. It is noticed in some cases that it may even help a solver, especially IAD, to converge faster. We executed the TPABLO partitioning algorithm on ve of the test matrices and recorded the computed partitionings for = = 0:5; minbs = 10; maxbs = 200. Then we solved for the stationary distribution using both BSOR and IAD with the recorded block structure and the optimal threshold value of TPABLO (see Section 2.1), which we picked from f0:10e+0; 0:10e? 1; 0:10e ? 2; 0:10e ? 3g. When choosing the test matrices, we tried to form a representative set of problems with di erent degrees of di culty and sparsity patterns. Unfortunately, it was not possible to use TPABLO with the qn and mutex test matrices. The winners of these experiments are given in Table 3 . Table 3 Solvers with TPABLO ordering, = = 0:5; minbs = 10; maxbs = 200. Note that TPABLO gives mostly balanced partitionings for the chosen parameters, and it turns out to be the case that, when input to the two-level solvers of MARCA, all diagonal blocks in these partitionings are solved directly. Also, in the partitionings TPABLO computes, it can come up with blocks of order less than minbs (or larger than maxbs, something observed in our experiments). None of the TPABLO solvers considered provide a winner when compared with the results in Appendices A through G of 10], though BSOR with TPABLO = 0:10e?1 is competitive with ncdtest = 0:10e ? 3 for the ncd test matrix. The partitioning provided by TPABLO for the 2D matrix is an equal partitioning, however, with a di erent ordering of the states. The solution time for 2D is better than its IAD with equal counterpart if we exclude the partitioning time. However, in both the ncd and 2D test matrices, there is a faster IAD solver with a newncd partitioning. Our conclusion regarding TPABLO is that it may give faster converging orderings, but with a set of ve parameters, it is quite di cult to ne-tune. 4 . Acknowledgments. We thank Wail Gueaieb for providing the framework to carry out the experiments with the Krylov subspace solvers, Yousef Saad for his comments on this work, and Daniel Szyld for supplying the TPABLO routines and his comments on an earlier version.
