We have used archival data from the International Ultraviolet Explorer to study temporal variations of the Mg ii h and k emission lines in eight late-type giants. We present evidence that the variations are periodic in nature. We argue that the periodicities can be interpreted in terms of rotation. We find that the four fastest rotators in our sample are " hybrid " stars.
I. INTRODUCTION
The discovery of periodic modulation of the intensity of a chromospheric emission line has proved to be a powerful tool for deriving rotational periods of cool dwarf stars (Vaughan et al 1981) . In the dwarfs, periods of a few days or weeks have been detected. The basis of the technique is the assumption that the chromospheric emission from the star is " patchy," i.e., is dominated by emission from a small number (ideally only one) of active regions, and that the active region(s) live(s) for at least as long as one rotational period. Does this logic also apply to nondwarf stars?
Among giant stars of late spectral type, Schwarzschild (1975) has proposed that the surface should be occupied by a rather small number of convection cells akin to large supergranules. In the Sun, the chromospheric emission is best developed in a "network" around the supergranule boundaries. If chromospheric emission in cool giants has any similarity to the solar emission, then the giants would have a "patchy" chromosphere because of the small number of supergranule cells. This leads us to suspect that at least the first of the necessary criteria for applying the technique of Vaughan et al. (1981) to giant stars may be satisfied. However, the rotational periods are expected to be so long (based on predictions of rotational velocities derived from evolutionary models) that observational data must be gathered over long time intervals, months or even years. Such a data base does not exist for ground-based observations: there have been no generally accessible long-term series of calibrated absolute flux measurements of (say) the calcium emission in cool giants which would be suitable for studies of rotational modulation. The work of Wilson (1981) on Ca ii emission in giants may serve as a first-epoch study for long-term activity cycle studies, but so far, not enough such data are available to make it possible to study rotational modulation on the above expected time scales.
In contrast to the ground-based observations, IUE archives, spanning an interval of more than 6 years, provide a homogeneous data base which appears to be well suited to rotational studies. It is already known (cf. Mullan and Stencel 1982 , and references therein) that the chromospheric emission in cool giants can be variable in time. However, the question of periodicity in these variations has not yet been addressed. The purpose of the present work is to report on evidence for the existence of periodic structure in the variations.
II. METHOD
In this section, we first describe the method we have used to extract periods from the IUE archival data. Then we discuss the various possible sources of error which may contribute to uncertainties in the method and in the periods which we derive. The effects of some of the sources of error can be evaluated by numerical simulations, which we describe in this section : however, we postpone a description of the results of these error-checking simulations until after we have discussed the results in § HI.
a) Data Reduction
We searched the IUE archives for cool giants which had a series of high-resolution spectra in the long-wavelength camera (LWR), with well-exposed emission in the h and k lines of Mg ii. Each series contained at least four exposures at irregularly spaced intervals. We found eight stars which satisfied these criteria. Their properties are listed in Table 1 . In Table 1 , we have listed two values of absolute visual magnitude M v for each star, one from Keenan (1963) , the second from Wilson (1976) . In some cases, the differences in M^-values lead to considerable differences in the estimated stellar radius. These differences will have a direct influence when we convert our estimates of angular velocity of stellar rotation into linear velocities of rotation V rot . When we list V rot in our final tables below, we will quote values based on both values of M v in Table 1 .
Of the eight stars in Table 1 , five are formally classed as bright giants, two as supergiants, and one as a giant. However, the Wilson-Bappu effect in ( Cyg suggests M v = +1.1 mag (Wilson 1976) ; this is fainter than M v for the giant (a Cas). Hence, we prefer to consider £ Cyg as belonging to luminosity class III. We therefore have four bright giants and two giants in our sample. The supergiants and the bright giants have been classified as " hybrids," i.e., stars with massive cool winds and " warm " emission lines in their UV spectra (e.g., C iv and N v) but no X-rays (Ayres et al. 1981 ; Reimers 1982) .
A total of 71 IUE spectra were reduced for the eight stars. For each spectrum, we used the Regional Data Analysis 310 (Wilson) . 8 Based on M v (Keenan) .
Facility (RDAF) at Goddard Space Flight Center to obtain fluxes in three orders of the spectrum in the vicinity of the Mg lines. The spectral range in these three orders extends about + 50 Â on either side of the h and k lines. In the immediate vicinity of the Mg lines, the information which we extracted from the h and k lines was of two kinds : (a) the integrated flux between the k l (or minima; and {b) the ratio S/L of the maximum flux in the shortward emission component (S) to the maximum flux in the longward emission component (L). In Figure 1 , we show the features which we have measured in a typical spectrum. Thus, for each spectrum,/owr distinct quantities were extracted for the present study : two fluxes, and two values of S/L. In principle, all four of these quantities can be used to search for periodic variations. In practice, S/L is useful only if it has a value close to unity: of the stars in our sample, this is the case for only two, a Cas and Ç Cyg. In Appendix A, we list the quantities which we used from each spectrum in our period searches (see Table 4 ). and k l+ ). FNET(/i), applying to the h line, is similarly defined. For both h and k, we measure the ratio of the monochromatic fluxes at the shortward (S) and longward (L) peaks of each doubly reversed emission line.
As regards the integrated fluxes, the quantity which we have used throughout our investigation is the quantity which, in the RDAF software, is labeled FNET. This quantity includes only the flux which lies above a " continuum'' level which is designated by the "user" at the RDAF terminal. Throughout our study, we have consistently chosen this "continuum" to be a straight line between /q. and k l+ (or between h 1 _ and h i+ ). The RDAF software also provides a second possibility for integrating the flux: this is labelled FTOT, and it includes all the flux above a zero level which is set not by the observer, but by the software itself. In principle, if background subtraction has been done correctly, FTOT should always exceed FNET by a small amount, namely, by the amount of the flux which lies below the /q (or /zj minima. In practice, however, the effects of background subtraction are such that, in the spectra with which we are dealing (i.e., spectra where the continuum in the neighborhood of the Mg lines is in almost all cases below the level of detection of IUE\ the "corrected" spectra include occasional points where the flux is negative. In such cases, FNET actually exceeds FTOT. If we were interested in absolute determinations of the chromospheric fluxes in our target stars, then it would be appropriate to use FTOT (corrected, if necessary for a photospheric contribution; cf. Linsky and Ayres 1978) . Here, however, we are more interested in studying variations in a quantity which can be measured in a consistent manner on many spectra, even spectra which have "negative fluxes" (because of consistently weak line-wing exposures) when they have been "corrected" for background. For that reason, we have used FNET in almost all cases discussed in the present study. For completeness, after we have discussed our period determinations, we will discuss how these periods would be altered if we had used FTOT instead of FNET : the resulting changes in our periods are all small, less than 10% (see
The data consist of a series of values, C h at times Here, C ¿ refers to one of the four quantities FNET(k), FNET(/i), (S/L) fe , or (S/L),,. We wish to describe these values by a curve of the form Ci = K + A sin (cotí + 0) .
Here, iC is a constant mean value of S/L or FNET, A is the amplitude, oe is the angular frequency (radians per day), i, is the time in days since the first exposure in the series (i.e., G is always set equal to zero), and <j) is a phase factor. To justify the use of a sinusoidal functional form in searching for rotation period among our data points, we refer the reader to the periodogram analysis in Appendix B. Other periods may be present in the data, but here we are interested only in those which appear to be due to rotation (cf. Appendix B, § II).
We may ask if a sinusoidal form is a reasonable expectation for the FNET variations which are caused by rotational modulation. To answer this question, we note that limb darkening in a radiative stellar atmosphere can be approximated by a cosine term-cf., e.g., the Eddington model, 1(6) = / o (0.4 + 0.6 cos 6). The Eddington law strictly applies only to the continuum, and it requires some modification to allow for the effects of emission-line source function. Moreover, active region emission remains visible even when the active region is beyond the true limb (depending on the height to which the emission extends): with appropriate inclination of the rotation axis to the line of sight, the active region may remain visible at all times from Earth. Nevertheless, despite these corrections, a sinusoid might be expected to be an acceptable first approximation to the variations in FNET due to rotational modulation of a single active region. (We recall that the present method is most effective when only one active region dominates the Mg emission.)
As regards S/L data, it can be argued (Stencel and Mullan 1980) that S/L is a measure of the stellar wind flux along the line of sight. Now, the solar wind is known to emerge preferentially from certain regions (coronal holes), and a preferential "hemisphere of mass loss" has also been proposed for the subgiant 2 And (Bahúnas and Dupree 1980) . If stellar mass loss in general is characterized by preferred source regions (ideally, again, one source region per star), then the component of mass flux along the line of sight to Earth will exhibit a sinusoidal variation as that source rotates. For this reason, a sinusoidal representation of S/L data is also expected to be an acceptable first approximation.
To determine the four unknowns in equation (1), measurements of any one feature of the emission on four exposures would be sufficient, in principle. For example, if C represents, say, FNET(/c), then with the four equations of the type of equation (1) (with i = 1, 2, 3, 4), we first eliminate K and A and obtain the phase :
where D = (Ci -C 2 )/(C 1 -C 3 ). Then with </> determined from equation (2), we evaluate both sides of the following equation :
where E = (C x -C 4 )/(C 1 -C 2 ).
The approach we adopt is the following. The value of co is chosen from a broad range of closely spaced discrete values: the range over which we search extends from 0.002 rad day -1 up to the Nyquist frequency co N , corresponding to periods between about 50 days and about 8 yr. The spacing between the discrete values of co in our search is 10 -6 rad day -1 . At each discrete value of co, the left-and right-hand sides of equation (3) are evaluated. If the two sides differ by less than a certain criterion (we chose 10 ~3), we regard that value of co as a " preferred " value for that set of data for that star.
The degree to which a particular frequency co is preferred by our method can be measured by the sharpness of the resonance as the search passes through co. As a typical example, we may cite the case of y Aql. A particular set of four observations of FNET(/c) for this star led to a preferred value of co = 0.014458 day -^ At this value of co, the difference between the right-and left-hand sides of equation (2) was A = 4.0xl0 -5 . At co = 0.014456 day -1 , the value of A had increased to 5.0 x 10 -4 , while at co = 0.014460 day -1 , we found A = 4.2 x 10 -4 . Hence, a change in co by ±1 part in 7000 causes the "goodness of fit" to deteriorate by more than an order of magnitude.
For each preferred value of the frequency, the amplitude and mean value are evaluated as follows :
In the present work, it is very important to note here that, on the basis of A-and /C-values, some of the "preferred " values of co can be excluded immediately because they lead to absurd results, e.g., X < 0, or X -2I < 0.
To test the technique of period extraction, we performed the following experiment. Arbitrary values of co, cj). A, and K were chosen, and values of Q were evaluated for a set of four hypothetical " observing dates" The set of four pairs of artificial data (Ci, ti) was then subjected to the period extraction technique described above. With an arbitrary range of co-values in the search, several preferred values of co (including the true value) emerged. However, the longest preferred period to emerge was the correct one if we limited our search of co-values to a range such that the equivalent period (P = In/co) falls within the range fi 4 < P < 2t 4 . (Recall that t 1 = 0 in all cases, and t 4 therefore represents the total time interval which is spanned by the data set.) We refer to this as the " optimum " condition for extracting the period from a set of four data points. However, we stress that the true value of the period does emerge even if the optimum condition is not met, although one or more other preferred periods also appear.
For each combination of four IUE exposures, there are in principle four sets of preferred periods, based on the (independent) data sets of FNET(/e), FNET(/z), (S/L) fc , and (S/L) h . Hence, even if we have only four exposures of a particular star, there may still be four sets of preferred periods. Actually, for most of our stars, we have more than four exposures. Hence, we can pick many combinations of four exposures, and for each combination a set of preferred periods emerges. Thus in all cases in our sample, we have multiple sets of preferred periods for any given star, for purposes of intercomparison. Ideally, a single value of co recurs in all of the data combinations for a particular star. We assume that this single recurring sinusoid contains the " true " value of co for that star.
The "true" sinusoid should fit more than simply the four points of a particular combination: as long as the Mg emission from that star continues to be dominated by the same active region (with a well-defined period), all Mg data for that star should also lie on the sinusoid. In fact, with the " true " sinusoid, we were able to fit up to seven points to better than 1% in FNET(/c). The fits in FNET(/i) were achieved to better than 5%, while in (S/L) k and (S/L),,, the accuracy of fitting was + 10%. In evaluating these fits, we note that measurements of S/L are more susceptible to instrumental noise than measurements of FNET. Moreover, since the h line lies near the end of two echelle orders in IUE data (where ripple corrections are No. 1, 1985 ROTATIONAL MODULATION OF EMISSION 313 quite large), the h line data are intrinsically noisier than k line data. Hence, the fact that we have been able to fit FNET(/c) with greatest precision, followed by FNET(/i), and last of all by S/L, is not surprising. The errors in determining S/L become especially acute when the shortward peak becomes small. This is the case particularly in the stars of later spectral types, or in stars of high luminosity. In such cases, noise in the S peak is large enough that S/L becomes essentially useless for our purposes. We have found that S/L must be of order unity in order to be useful in the present context. This restriction means that only two stars in our sample (the giants, a Cas and ( Cyg) have useful data in S/L. The advantage of being able to use S/L data for these stars in extracting the true period from the preferred periods helps to offset the small number of exposures which are available in IUE archives for these two stars (five and four exposures, respectively).
By way of independent confirmation of our estimates of the true periods, we will refer to three other sources of data: first, the broadening of absorption lines in the spectra (we will find that a star which we have found to be rotating slowly does indeed have narrower lines than another star in our sample which we believe to be rotating more rapidly); second, the surface fluxes of the C iv and N v lines in the UV spectra of our stars turn out to increase monotonically with our estimated angular velocities, a result which is consistent with the widespread belief that a "rotation-activity connection" of some kind exists among cool stars; and third, rotation velocities have already been derived independently for certain cool giants (Gray 1982) , and we will compare our estimates with those.
c) Reality of Variations in Mg Lines
To evaluate the statistical significance of the variations in the Mg emission from image to image, we have examined the noise levels in the spectra outside the Mg emission features themselves. For the K stars in our sample, our exposures are such that although the peaks of Mg emission are well exposed, the continuum in the vicinity of 2800 Â is essentially undetectable. We therefore treat the "continuum" in these stars within +50 Â of the Mg lines as essentially noise. Actually, within this range of wavelengths, other (weak) emission lines may be present in the stellar spectrum (due, e.g., to iron). Hence our approach actually overestimates the true noise in the spectrum, and we will therefore underestimate the statistical significance of the variations in the Mg features. We evaluated the standard deviation of the "noise" between 2740 and 2792 Â ((j _ ) and between 2806 and 2842 Â (cr + ). For the K stars in our sample, the variations in the monochromatic flux at a single point within the emission feature from image to image are on the average 7 cr_ for the k line, and on the average 1 o + for the h line. (Note that, from our definition of the standard deviations, we are referring here to monochromatic flux variations only, rather than to variations in integrated flux.)
In the case of G stars in our sample, there is detectable photospheric continuum (with absorption lines) in the vicinity of 2800 Â. Therefore, in these cases, we evaluate the standard deviation of the noise by a differencing technique, as follows. For any pair of LWR images for a particular star, we align the strongest peaks (k 2 + ) in wavelength. This alignment compensates approximately for wavelength drifts in IUE between the two exposures: these drifts arise from a variety of sources, some internal (e.g., temperature effects), some external (e.g., radial velocity variations of Earth and satellite with respect to the line of sight to the star). After the spectra have been aligned in wavelength, and interpolated onto the same set of wavelength data points, the two spectra are then subtracted point by point. Examples of differenced spectra obtained in this way are shown in Figure 2 . In each differenced spectrum, we regard the differenced fluxes outside the Mg n h and k emissions as noise, and we use that "noise" to evaluate the standard deviations <7_ and a + over the same ranges of wavelength as for the K stars. These standard deviations are shown in the figure so that the reader can judge the statistical significance of the variations which are seen to occur in the Mg emission lines. For the G stars, the maximum changes in monochromatic fluxes between any pair of images have been found to be ~ 7 <j ± .
We conclude, therefore, that for both the K stars and the G stars, the variations in Mg emission features which enter into our period determinations are well above the noise : we are not dealing with marginal effects (see also Table 5 in Appendix A). It remains to be seen whether or not instrumental effects may also be present in the data. Such effects are the subject of the next subsection.
d) Sources of Uncertainty in IUE Data
We have already mentioned one of the uncertainties associated with deriving an integrated flux in an emission line from IUE data (see discussion of FNET vs. FTOT above). In the present section, we summarize other possible sources of uncertainty.
i) IUE Spectral Extraction Software Evolution The standard IUE extraction software underwent a major alteration in late 1981 (DOY ae 315) in order to allow for increased sampling rates in the spectra. To allow for this change, and in particular to make it possible to compare the later spectra with the earlier spectra on a point-by-point basis, we ran a three-point smoothing over the later spectra.
ii) Long-Term Decrease in IUE Sensitivity The first calibration studies of the long-wavelength camera (LWR) on board IUE suggested that the sensitivity may be decreasing at a significant rate. From low-dispersion data, it was found (Schiffer 1982) that in one region of the spectrum, the rate of change was -3.3% per year. More recently, the figure appears to be ~1.1% per year near the Mg n lines (Sonneborn and Garhart 1983) . At high dispersion, the calibration data have not been examined in full detail at present. However, the information which is available (Ake 1982) suggests that, in the vicinity of the Mg h and k lines, the sensitivity of LWR has decreased by less than 5% during the first 3-4 yr of IUE operations. The temporal evolution of this sensitivity factor has not yet been quantified with sufficient precision that we would be justified in applying detailed time-dependent corrections to all of our flux extractions. However, after we have derived the major results below, we will test the derived periods by a numerical experiment: we will "correct " all of our data as if the sensitivity had in fact decreased at a uniform rate of -2.5% per year throughout the entire 5 yr interval for which we have data. (We refer to this as a " linear ramp.") This amplitude seems to be large enough to include most of the sensitivity decrease of the camera during our sample period.
iii) Temperature Effects It has been found (Sonneborn and Garhart 1983) that the sensitivity of the LWR camera decreases by, on average, 0.78% per degree increase in the temperature of the camera head amplifier (THDA). Although the standard reduction software assumes that THDA has a constant value (13°), the actual values of THDA in our sample exposures varied from 10° to 16° (although most are indeed close to 13°). Hence, we expect that the fluxes we extract may contain maximum errors of up to ±2.3% due to temperature effects: more typical errors, however, due to temperature effects are expected to be about ±1%.
iv) Image-to-Image Reproducibility When the same star is observed repeatedly in highresolution LWR spectra, the fluxes are typically different by ±3%-5% (Imhoff 1983) per resolution element. Cassinelli et al. (1983) have suggested that the noise per resolution element is even higher than this, 5%-10%. Undoubtedly, some of this scatter is due to temperature effects (see previous subsection). The source(s) of the remainder of the noise has (have) not yet been established with certainty.
To test how these random errors might affect our period determinations, we will report below the results of a numerical experiment in which the fluxes are "corrected" by random factors of ±5% and ± 10% (superposed on the "linear ramp" mentioned in § IId[ii]). These "worst case" scenarios are stringent tests of the survivability of" true " periods in our data.
The fact that errors of ±5%-10% in FNET are indeed " worst cases " can be seen when we realize that the stars in our sample are of high luminosity and have therefore Mg n emission lines whose widths at the base are typically N = 22-30 resolution elements (where one resolution element is taken to be 0.12 Â in high-resolution LWR images; see Cassinelli et al. 1983) . If the errors in IUE spectra are entirely random, then errors in FNET in the stars of our sample should be reduced below the errors in a single resolution element by factors of about A 1/2 ^ 5-6. (Temperature effects are not reduced in this way, but these are likely to be small contributors to the estimated 5%-10% errors.) Then, the random errors we would expect to encounter in our FNET values would be ±0.8%-2%. Adding to this the systematic effects due to temperature effects, the uncertainties in FNET in our sample are expected to be typically no greater than 3%.
As an indication of the rough correctness of this error estimate, we may refer to recent work on the GO dwarf star x 1 Ori (Boesgaard and Simon 1984, hereafter BS). In this star, the width of Mg ii emission lines is about 0.9 Â, and so the line incorporates only N ^ 7-8 resolution elements. Hence, errors of ±5%-10% per resolution element ought to appear in the FNET value for this star as scatter of ± 1.8%-3.7%. In fact, BS have reported a maximum excursion of ± 5% in FNET for this star, with a standard deviation of ±3%. The latter falls within the range of errors predicted above. BS consider the Mg n emission in x 1 Ori to be constant in time, implying that the above uncertainties are indeed instrumental in origin.
v) Overexposure In some of the longer exposures of our data sample, the IUE software imposes "flags" at certain points in the extracted spectrum. Two sources of flags are of concern to us here: "extrapolation" flags and "saturation" flags. The first kind of flag appears if the exposure level in at least one pixel (i.e., the DN counts in that pixel) exceeds the maximum level (DN max ) for which the intensity transfer function (ITF) has been derived. Typically, DN max = 220. The saturation level is DN = 255. For exposure levels between DN = 220 and 255, the ITF needs to be extrapolated in order to extract the flux. Thus, an extrapolation flag indicates that the flux at that point is subject to the uncertainties of the extrapolation routine incorporated into the /UF software. During the lifetime of IUE, the extrapolation routine has evolved through several versions (the current one is labeled FICOR6) in an attempt to optimize the extrapolation. Some of these routines are expected to lead to underestimates of the true flux, while others would lead to overestimates. As a result, flags due to extrapolation are expected to produce scatter in the extracted fluxes obtained at different times during the lifetime of IUE : systematic effects are not expected to arise from this source.
Effects which are systematic certainly arise if a pixel is saturated: in such a case, the IUE standard software assigns an arbitrary (but fixed) flux to the pixel. As a result, strong sources of (say) Mg n emission are systematically underestimated in our data sample. In the worst case in our sample (an 80 minute exposure of a TrA), 14 data points in the k line are flagged: BROSIUS, MULLAN, AND STENGEL Vol. 288 more typically, the "bad " cases have one to five flags in the k line. (Flagging is a less serious problem in the h line, because of its intrinsically lower line strength.) Of these flags, some (if not all) are merely extrapolation flags, and are therefore less serious in their effects than the saturation flags. After discussing our period determinations below, we will consider how these determinations are affected in the case of the stars where " flagging " is more serious. However, we would point out here that, in surveying the IUE archival data, we deliberately excluded images where the exposure times were obviously so long that the Mg emission peaks would certainly be badly overexposed. Thus, although we will find that overexposure effects may require some corrections to be applied to our period determinations, our selection of exposures from the archives has been careful enough that these corrections (where they exist) are generally minimized.
in. RESULTS
In this section, we first present the periods which we have derived from the IUE archival data. Then we examine the likelihood that the periods are attributable to rotation. In a third subsection, we describe the results of the numerical experiments which were designed to simulate the various sources of uncertainty in IUE data. a) Period Estimates Our results are presented in Table 2 . For each line of the table, the column labeled "Feature" indicates the data set which was used to extract the value of oe in that line of the table. The phase, </), is taken to refer to our system of time reckoning; i.e., i = 0 for the earliest IUE exposure in our sample. For FNET data, the units of A and K are lO -11 ergs cm s . The interval At (in days) is the time between the earliest and latest exposures which fit the accepted sinusoid. The quality of fit is measured (to some extent) by the number N in the last column in Table 2 : this gives the number of exposures which fit the sinusoid within certain tolerances-±1% for FNET(/c), ±5% for FNET(/z), and ±10% for (S/L) fc and (S/L) h . Finally, in Table 2 , one can estimate the ratio A/K in order to indicate the amplitude of the modulation associated with the best fit sinusoid : the peak-to-peak amplitude modulation in the various features in all cases exceeds 20% of the mean value and is up to 70% in the largest case. These results show that the random errors in the IUE data would have to be very large if our peak-to-peak amplitude modulations were to be attributable solely to instrumental effects. We draw attention to the two stars in Table 2 which have usable data in all four features (including fluxes and S/L in both h and k lines): a Gas and C Cyg. We note that the four preferred periods extracted from the four features agree to better than 2% (in the case of Ç Cyg) and 4% (a Gas) (see Figs. 3 and 4) .
For the remaining six stars in Table 2 , we must rely on only two features, FNET(/c) and FNET(/z), to extract common entries from the lists of preferred periods. On the other hand, for each of these six stars, we have more (sometimes many more) than the bare minimum of four exposures. Therefore, we have access to many combinations of four data points in each feature. Thus, the agreement between the co-values derived from FNET(/c) and FNET(/i) is more significant than a first glance at Table 2 would suggest. In the best cases, the values derived for co from h and k line data agree within l%-2% (6 Her, y Aql, a Aqr 1, i Aur), and in the worst cases, within ~ 5% (a Aqr 2, ß Aqr, a TrA). (We will discuss the notation for a Aqr Fig. 3 . In view of the relatively large errors in determining S/L (up to 10%), the fit in this figure is considered to be good.
below.) These agreements between independent data sets for each star lead us to believe that we have extracted periods with sufficient confidence to warrant further investigation of the physical significance of the periodicities.
The periods (P = In/co) which we have derived range from ~ 56 days for 6 Her to -430 days for y Aql (see Table 3 ). With the data which were available to us, the best fitting sinusoids extended over less than two periods in y Aql, f Cyg, and ß Aqr, and over several periods in the other five stars.
In Appendix B, we provide an analysis based on the periodogram method to confirm that the periods which we have extracted do indeed appear as prominent peaks in the periodogram. However, the degree of " prominence " of the appropriate peak varies from one star to the next. An additional constraint (namely, the number of consecutive images which can be fitted with an error of less than 3%) leads us to assign different "confidence levels" to the periods which we have extracted for the stars in our sample. Not surprisingly, the confidence level is highest in the star for which we have most data (a Aqr), and lowest for the sparsest data sets (C Cyg and a Cas). For the other stars, i Aur yields the most prominent peak, while in the case of 9 Her, it is difficult to pick out a single peak in the periodogram as being predominant. Of the remaining two stars, the periodogram of y Aql suggests a somewhat more prominent peak than in the case of a TrA. Thus, we would rank the stars in our sample in the following order, as a measure of decreasing confidence in the periods we have extracted: a Aqr, ß Aqr, i Aur, y Aql, a TrA, 9 Her, a Cas, and C Cyg. The stars are listed in this order in Table 3 . (In the table we also list another measure of the confidence level, namely, the false alarm probability (TAP) as defined by Scargle 1982. In estimating FAP in Table 3 , we use two definitions of "noise"; see footnote to Table 3 . FAP values confirm, more or less, our " confidence levels ".)
An example of fitting 6 data points with a single sinusoid is shown in Figure 5 : the middle six points of the FNET(/c) data for ß Aqr are fitted within 1%. A sinusoid with closely similar period and phase also fits the FNET(/z) data for this star (Fig.  6) , although in the latter case, only five points are fitted well. These results suggest that a rather stable sinusoid persists for the middle portion of the data sample available to us for the star ß Aqr. Both before and after the middle period in our data, the data points can definitely not be fitted to the same sinusoid which fits the middle portion of the data. A similar pattern Keenan's 1963 M v . Periods correspond to average values in Table 2 . Two rows for a Aqr correspond to a Aqr 1 and a Aqr 2. Endal and Sofia data have been multiplied by 4/n to allow for projection effects. Confidence of period extraction decreases from top to bottom in this table. FAP = false alarm probability : first column gives strict upper limits (U.L.) assuming that the observed variance in data is entirely noise (with no contribution whatever from a true periodic signal). Second column evaluates FAP on the basis of our independent estimates of noise in IUE data. Although the error bars on our determinations of FNET(/i) are intrinsically larger than those in FNET(/c), nevertheless, the sinusoid in FNET(h) fits only five of the points within a precision of 5%. Note that the best fitting sinusoid to the h line data (shown here), although slightly different in period from the best fitting sinusoid for the /c line data (by 3%-4%), maintains good phase coherence with the k line sinusoid over the time interval of our data. appears in the other stars for which we have more than five to six exposures : a sinusoid fits rather well for a certain period of time, but outside that interval (both before and after), the fit breaks down.
As an extreme example of this behavior, we may cite the case of a Aqr (see Figs. 7 and 8) . A particular sinusoid (with oe = 0.0288 day -1 ) fits the first six data points in FNET(/c) within +1%. (We refer to this sinusoid as a Aqr 1.) However, after 1980 DOY 100 (~ 700 days in Figs. 7 and 8) , the best fitting sinusoid requires a different oe, 0.0313 day -1 : this sinusoid fits seven data points in the FNET(/c) set within ±1%. (We refer to this second sinusoid as a Aqr 2.) Our data suggest that a definite break in period and phase is required around 1980 DOY 100. A similar behavior appears in the h line data (Fig. 8) , with a break of the same nature required at the same instant in time as in Figure 7 . In both h and k line data, the sense of the period change is the same : before the break, the period of the sinusoid is longer (by 3%-10%) than the period of the sinusoid after the break, and after the break, both the amplitude and the mean flux level are smaller than before the break. The most straightforward interpretation of the break at 1980 DOY 100 is that prior to that date, one particularly strong active region dominated the Mg n emission from a Aqr, while after the break, the emission was dominated by a weaker active region. Table 2 as a crude measure of the typical lifetime of the predominant active region on each star. According to this interpretation, the stars in our sample seem to have active region lifetimes in the range 1-2 yr. It is important to note that this conclusion is not affected by the change in IUE software which was introduced in 1981 DOY 315 (see § IId[i]): several of our best fit sinusoids (e.g., y Aql, i Aur, and a TrA) straddle 1981 DOY 315 without suffering any apparent distortions.
If this interpretation is correct, it suggests that we might interpret the At-values in

b) Rotational Modulation
The periods which we have derived (56-430 days) seem to be too long to be interpreted in terms of the fundamental mode of pulsation. To verify this statement, we note that the masses of the stars in our sample (based on evolutionary tracks) are of order 3-9 M 0 . In view of the radii in Table 1 , these masses lead to fundamental pulsation periods of no more than 10-15 days for our stars. (In some cases, e.g., Ç Cyg, the periods would be less than 1 day.) Since, moreover, there is no evidence for widespread pulsational behavior among stars in the part of the H-R diagram, which is occupied by our stars (see, e.g., Kraft 1960) we conclude that pulsation is an unlikely source for the priodicities in our data. However, we cannot exclude the possi-0! Aqr Fig. 7. -Illustration of fit of 13 FNET(/c) data points for the star a Aqr to two sinusoids, with slightly different angular frequencies before and after t = 700 days. The amplitude and phase alter abruptly at t = 700 days. Units of oe are rad day _ 1 . Our estimates of the errors in FNET(/c) are less than 3%. a Aqr Fig. 8 .-Illustration of fit of 10 FNET(/i) data points for the star a Aqr to two sinusoids, with an interruption occurring.at the same date as that shown in Fig. 7 . Note that for both the h and k lines, the later sinusoid has a larger value of oe (by several percent) than the earlier sinusoid. bility that certain higher frequency peaks in the periodograms (Appendix B) may be associated with nonfundamental modes of pulsation.
Could the periodicities be due to rotation? To answer that, we note the following points.
First, the two stars in Table 2 with the largest difference in angular velocity (6 Her and y Aql) happen to be rather similar in their spectral class and radii : as a result, the linear rotational velocity of 9 Her (assuming that the periodicity is rotational) should be much larger than in y Aql (by a factor of 6-8; cf. Table 3 ). Spectral lines are broadened by an effective velocity F rot sin i, where i is the inclination of the rotational axis to the line of sight. We do not know the values of sin i for either 9 Her or y Aql, but they would have to be different by almost an order of magnitude [in the sense sin i (y Aql) > 6-8 sin z (9 Her)] if inclination effects are to mask the large difference in F rot . The chances of this happening are small, and so in general, our results suggest that the spectral lines in 9 Her should be broader than those in y Aql. To test this, we have examined absorption lines in the two stars in two IUE spectra which were obtained during the same IUE shift (in order to minimize instrumental drifts and inhomogeneities in data). The two spectra are shown in Figure 9 . We draw attention to certain features which appear in both of the spectra. It is clear from the figure that the lines in 9 Her are indeed broader than those in y Aql.
Second, for the four bright giants in our sample, the surface fluxes of the " warm " lines of C iv and N v have been obtained from IUE SWP spectra (Hartmann, Dupree, and Raymond 1981; Reimers 1982) . In Figure 10 we show how these surface fluxes vary with our estimated co-values for the four stars. Although the data are sparse, our estimates of co appear to provide a clear-cut ordering of the surface fluxes : the larger our estimate of co, the larger the surface flux of the warm lines (both 7 Aql 8 her Fig. 9 .-Line broadening in two stars of our sample, y Aql and 6 Her. IUE spectra in the range 2906-2916 À show absorption lines. Both spectra plotted here are three-point smoothings of two exposures obtained during the same IUE shift. The features labeled A, B, C, and D are sharper and narrower in y Aql than those in 6 Her, consistent with our conclusion (see Table 3 ) that y Aql rotates more slowly than 9 Her. BROSIUS, MULLAN, AND STENGEL Vol. 288 C iv and N v). Now it is already established (cf. Basri, Laurent, and Walter 1983) that the surface flux of the "warm" lines in the spectra of cool dwarfs and subgiants is positively correlated with the angular velocity of rotation. (In the case of the dwarfs and subgiants, the angular velocity is known rather accurately in many cases because of binary membership.) Moreover, among the sample of cool stars studied by Basri, Laurent, and Walter (1983) , the chromospheric line fluxes (such as Mg n h and k) show only a weak dependence on co. In Figure 11 , we show the surface fluxes of Mg n h and k for all stars in our sample: for the bright giants, the slope of the correlation is essentially zero, whereas in Figure 10 , there is definitely a positive slope ( ~ 2.0) in our data. Both of these features appear to be qualitatively analogous to those obtained by Basri, Laurent, and Walter (1983) in their discussion of the "rotation-activity connection " in low-luminosity cool dwarfs and subgiants.
Third, for the two giants in our sample, we have obtained F rot =1.2 or 5.6 km s -1 for ( Cyg (G8) (depending on the choice of M v ) and 4.9 or 8.0 km s -1 for a Cas (K0). Gray (1982) has reported values of F rot sin i for several giants of spectral type late G and early K (although neither £ Cyg nor a Gas is in Gray's sample) : his values are of order 2-4 km s " 1 (see note added in proof). If these could be corrected for sin i factors (which are currently unknown), F rot values up to, perhaps, 2.5-5 km s -1 would be expected. For K0 giants, Bahúnas et al (1984) have obtained F rot = 4.9 ± 0.2 km s -1 . Our estimates of V rot for £ Cyg and a Gas seem to be quite consistent with these results. On these grounds, we believe that interpretation of our derived values of co in terms of rotation is plausible.
Adopting this interpretation, and returing to the case of a Aqr 1 and a Aqr 2, we might interpret the break between the two sinusoids in terms of differential rotation: the later active region apparently emerged at a point on the surface of a Aqr where the rotational velocity was faster than at the point where the earlier active region had emerged. We note that phase changes analogous to what we have found in a Aqr have also been reported for active regions in dwarf stars (cf. Horne et al 1983) , on the basis of Ca n K line data.
c) Sensitivity of Period Determination to Measurement Errors
Here we report on how our oe estimates are affected by the various sources of uncertainty in IUE data. i) F TOT versus F NET We have substituted values of FTOT (rather than FNET) for the total emission fluxes and have reextracted the periods for the cases of a Aqr and y Aql. For the k line data, co(a Aqr 1) becomes 0.0281 day -1 , while co(aAqr2) becomes 0.0296 day -1 . These differ from the co-values extracted from FNET data (see Table 2 ) by -2% and -5%, respectively. For the h line data for a Aqr, we find differences of -6% and + 2% for a Aqr 1 and a Aqr 2, respectively. Note that with FTOT extractions, the later data for a Aqr (after 1980 DOY 100) still require values of co which are larger (by 5%-10%) than the co-values which fit the earlier data. Thus, the change in period which occurred at day 700 in the a Aqr data in the case of FNET (cf. Figs. 7 and 8 ) still emerges at the same date and in the same sense even if FTOT data are used instead of FNET data.
In the case of y Aql, the co-values extracted from k line and h line data using FTOT differ by -10% and -8% (respectively) from those listed in Table 2 .
We conclude that uncertainty in choosing the " true chromospheric emission flux " may lead to errors in our period determinations of no more than 10%.
ii) RDAF Software Evolution We have already noted that the major alteration in IUE software which was introduced in 1981 November has no noticeable effect on our period determinations (see § Ilia, last paragraph).
iii) Long-Term Decrease in IUE Sensitivity When the " linear ramp " correction is applied to a Aqr data, we find the following changes in the period extraction. Fitting four particular LWR images (LWR 1554, 3161, 4443, and 5321) , the uncorrected k line data had yielded co = 0.0288 day -1 (see Table 2 ). Applying the linear ramp, we find co = 0.0277 day -1 . Choosing another set of four images (LWR 4443, 5321, 6065, and 6307) , the extracted co is 0.0294 day -1 . Thus, for these "early" data, the linear ramp changes co by -4% or +2%. For the later k line data (after the break in Fig. 11 .-Surface fluxes of Mg n h and k emission in the eight giants in our sample as a function of our estimated co-values. R hk is the ratio of the sum of surface fluxes in h and k to (rT* i{ . Here, the slope of the correlation for the bright giants is essentially zero, analogous to the results derived by Basri, Laurent, and Walter (1983) for the "rotation-activity connection" in dwarf and subgiant stars.
Figs. 7 and 8), the four images LWR 8937, 9244, 10658, and 11971 yielded oe = 0.0314 day -1 , which differs by less than 1% from the frequency for a Aqr 2 in Table 2 . However, in the case of another set of four images (LWR 7744, 8937, 9244, and 10658) , which had yielded eo = 0.0313 day -1 in the uncorrected data (see Table 2 ), the correction by means of the linear ramp had the effect that no preferred period emerged from the corrected data. On the other hand, in the case of still another set of four images (LWR 8937, 9244, 10658, and 13337) , no preferred period emerged from the uncorrected data, but when we applied the linear ramp correction to these four images, a preferred period did emerge: co = 0.0302 day -1 . This agrees within 3% with the value in Table 2 .
It appears that with the "worst case" secular decrease in IUE sensitivity, the periods which we have extracted alter by no more than a few percent, except in certain cases where the ramp has the effect of obscuring the preferred period altogether (according to our criteria). On the other hand, in certain other cases, where the preferred period was not evident in the uncorrected data, the application of the linear ramp causes the preferred period to emerge out of the noise.
iv) Random Variations in IUE Sensitivity
Superposed on the linear ramp, we have added random variations of ±5% and ±10% as "worst case scenarios" to describe temperature effects and image-to-image reproducibility. We have applied these "corrections" to the same sets of four LWR images mentioned in the previous subsection (all referring to k line data for a Aqr). For the first set, we find oe' = 0.0282 day -1 and co" = 0.0283 day -1 , where a single prime superscript on co refers to the case of ±5% random variations, and the double prime superscript on co refers to the case of ± 10% random variations. For this set of images, therefore, the extracted period alters by no more than 2% from that given in Table 2 . For the second set of four images (LWR 4443-6307), we find co' = 0.0310 and co" = 0.0316 day -1 , i.e., larger than the value in Table 2 by 8%-10%. In this case, the alteration in the extracted period is large enough that it is now essentially equal to the period extracted from a Aqr 2 data previously (see Table 2 ): if the worst case scenario is actually occurring, then we can no longer claim that two distinct periods have been extracted from our a Aqr data.
For the later images of a Aqr, the four images LWR 8937-11971 (see above) yield co' = 0.0311 day -1 , and no preferred value emerges for co". In the case of the set of four images LWR 7744^10658, where the application of the linear ramp caused the preferred co-value to "disappear," it is hardly surprising that no preferred values emerge for either co' or co". Finally, for the final set of four images (LWR 8937-13337), for which application of the linear ramp caused a preferred period to emerge, we find that the preferred period persists in the presence of some random noise: co' = 0.0314 day -1 , but in the presence of ±10% of random noise, the preferred co-value again disappears into the noise.
We conclude that in the presence of a linear ramp and random variations as large as ± 10%, our data in many cases do retain the preferred frequency which emerged from the " uncorrected " data, although in certain cases, this is no longer true.
We stress that we have applied what we believe are " worst case " corrections in this discussion. The fact that the preferred periods persist in the presence of such large distortions (up to 25%) suggests to us that the periods which we have extracted have a basis in reality.
v) Saturation Effects
The occurrence of saturation is revealed by a systematic decrease in the extracted fluxes as the exposure duration lengthens. To search for this effect, we plotted flux versus exposure for the four stars for which we had most IUE images: a Aqr, ß Aqr, 6 Her, and a TrA. Of these, a Aqr and ß Aqr showed no systematic effects, and we can conclude on this basis, therefore, that our discussions (above) of periodicities in these two stars are not affected by saturation. In 9 Her, there appears to be a slight decrease in flux at the longest exposures, but the amount of the decrease is small enough (e.g., it is less than the amplitude of the linear ramp discussed in § IIIc [iii] ) that period extraction would not be appreciably affected if we were to exclude the longest exposures.
The worst case is a TrA, for which three of the eight images are saturated in the k line. When we use all eight images for our period search, we find that a preferred co = 0.0527 day -1 fits six images within ±1%. However, two of these six images which fit well are saturated. In the /i line data, also including both saturated and unsaturated images, the preferred frequency is co = 0.0555 day -1 . However, if we confine our frequency search solely to the (five) unsaturated images of the k line, a significantly different preferred frequency emerges: co' = 0.0357 day -1 ; this frequency fits all five images. Using the same five images for the h line search, we find co' = 0.0365 day -1 . The new co-values are close to two-thirds of the previous values. Of the various corrections which we have examined, saturation effects in a TrA have the largest effect on our extracted frequencies. Note that if we use the co'-value for a TrA (rather than the co-values), the monotonie behaviour of the " rotation-activity connection " in Figure 10 still persists.
We stress again, however, that a TrA is the worst case in our sample as far as saturation effects are concerned. In the other stars in our sample (especially in a Aqr and ß Aqr), corrections due to saturation are negligible or altogether absent.
d) Phase Alignment in Various Features
Referring to Figures 3 and 4 , it is apparent that the phases of FNET(/c) and (S/L) k are well aligned in a Cas. Similarly, in Figures 5 and 6 , the phases of FNET(/e) and FNET(/z) in ß Aqr are also well aligned. For present purposes, "good alignment" of the phases can be considered to have been achieved if the phase differences are less than, say, 1 radian (i.e., 15% of a period). According to this criterion, the results in Table 2 suggest that we have " good " phase alignment between FNET(/c) and FNET(/z) in five of our eight stars. Moreover, for the two stars in our sample with usable S/L data, the phase alignment between FNET(/c) and (S/L) k is very good.
However, in certain cases, the phase alignment appears to be poor. For example, in a Aqr and ( Cyg, FNET(/c) is almost 180° out of phase with FNET(/i). Moreover, in the h line data for the two stars with usable S/L data, the phase differences between S/L and FNET are almost 180°. We can imagine no physical reason for a large phase difference between FNET(/c) and FNET(/i). We suspect that it may be an artifact of IUE data. In this regard, we have already noted that the h line in IUE data is intrinsically noisier than the k line because of its position on the camera plate: This enhanced noise may explain why the phase of (S/L) h appears to disagree with the phase of FNET(/z) in two stars, whereas in the same two stars, the phases of (S/L) fc and FNET(/c) agree very well (within about 0.1 rad). A physical reason can be imagined for the existence of phase alignment between S/L and FNET if the star loses mass primarily through a single coronal hole (cf. Bahúnas and Dupree 1980, in the context of a subgiant star): the coronal hole (with smaller S/L) is likely to occupy the hemisphere of the star which is most remote from the active regions (i.e., likely to occupy the hemisphere with smaller FNET). The fact that our method has extracted this phase alignment in k line data but not in h line data suggests that noise in the h line data may be responsible for the lack of phase alignment. A test of this hypothesis must await the flight of an instrument in which both h line and k line are subject to the same noise.
IV. DISCUSSIONS AND CONCLUSIONS
We have used archival IUE data on the h and k emission lines of Mg n to search for periodic variations among cool giants and supergiants. In a sample of eight stars, we have extracted periods ranging from ~56 days to ~430 days (see Table 3 ). Various numerical experiments which we have applied to our data suggest that these periods are subject to uncertainties of less than 10% in general. The largest uncertainty (~30%) appeared in our discussion of saturation effects in the /[/E images of the brightest star in our sample (a TrA). The periods listed in Table 3 correspond to the mean values of oe in Table 2 . The order of the entries in Table 3 reflects the confidence with which we feel the periods have been extracted, based on periodogram analysis. The "highest quality" periods appear nearest to the top of Table 3 .
We have argued from several points of view that the periodicities are due to rotation (see § Illb). With this interpretation, we present in Table 3 the corresponding values of equatorial rotational velocity V rot . Two values of V rot are given for each star, corresponding to the two values of M v in Table 1 . Predictions of mean rotational velocities in stars in the upper righthand corner of the H-R diagram have been made by Endal and Sofia (1979, hereafter ES) , assuming that angular momentum is conserved on shells during evolution. Their predictions are also listed in Table 3 for comparison with our results. Since some loss of angular momentum is inevitable during evolution (cf. Gray 1982), we would expect that F rot (ES) would be firm upper limits on the true K rot -values of stars in our sample. This expectation is fulfilled in four of our sample stars: a Gas, ( Cyg, y Aql, and ß Aqr. The remaining four stars have F rot -values which exceed the ES predictions by factors of 2-4. We note that the four unusually rapid rotators (a TrA, 6 Her, i Aur, and a Aqr) are classified as " hybrid " stars. Although Reimers (1982) speculated that the hybrids might be fast rotators, he provided no evidence of this.
If our periodicities are real, they should be confirmed by future data points. However, although the periodicities are expected to persist in the future, the same cannot be said for phase alignment: such alignment is expected to persist only as long as the dominant active region survives on the stellar surface. Our data suggest that, among the stars in our sample, these lifetimes might be typically 1-2 yr.
Of course our finite data sample precludes discovery of periods which are either very short or very long compared with the interval of observations. However, we note the consistency of our derived periods with the rotation-activity connection and with observed values of rotational velocity in giant stars. Only further observations will clarify the true situation (see Appendix B, § II).
This work has been supported in part by NASA grant NAG5-378. We are grateful to the staff of the IUE RDAF at Goddard Space Flight Center for their generous assistance in making our work possible. Table 4 we list the data for each star which were used in our period searches. For each star we list the LWR image number, the time (t) in days since the earliest available LWR image for that star, the fluxes FNET in the /c and h lines (in units of 10~1 1 ergs cm" 2 s " 1 ), and the ratios S/L for k and h, where appropriate. In Table 5 we summarize the extreme variations in FNET(/c) for each of the eight stars. The range of variations is expressed as a fraction of the mean value of FNET(/c) for the star in the images available to us. The extremes depart from the mean by values which are as small as ±7% and as large as ±23%. In view of our estimates of the typical errors to be expected in FNET data (not more than ±3%), the results in Table 5 again confirm the reality of the variations in FNET in the stars of our sample. (In the case of a TrA, the first entry refers to all eight images; the entry in parentheses refers to only five images, in which there were no overexposed pixels.) I. PERIODOGRAM ANALYSIS a) General In order to confirm our find of sinusoidal variations in the data, we refer to the periodogram method for irregularly sampled data described by and Black and Scargle (1982) . The periodogram method is equivalent to least squares fitting of sinusoids to data. Strictly speaking, for a sample of N 0 data points spanning a total time interval T, periodogram statistics apply only to frequencies which are integral multiples of the fundamental, co F = 2n/T, up to a maximum frequency of (N 0 /2)a> F . The Nyquist frequency, co N , can be defined in various possible ways (Scargle 1982): here we adopt the convention that co N can be set equal to 2n/AT min , where A7^i n is the shortest time interval between two data points in the sequence for any particular star. This Nyquist frequency is the largest frequency for which we can derive meaningful information for that star from our data set. For all of the stars in our sample we find co N > co F (N 0 /2). As a result, we can use the periodogram only as an approximate means for estimating the relative significance of the various periods which emerge from the data. Our periodogram analysis is confined to a discussion of FNET(/c) data, which are the most precise. b) a Aquarii The periodogram for our best sampled star, a Aqr, is shown in Figure 12 . There are four main peaks in the periodogram, labeled A, B, C, and D, at frequencies of order 0.03, 0.11, 0.17, and 0.29 rad day -1 , respectively. In Table 6 we tabulate the parameters of the sinusoids (obtained by the method described in the text, § lib) for each of these peaks. Peaks A and D correspond to slightly different sinusoid frequencies depending on whether we use a group of images obtained in the early years of IUE operations or a group obtained later. We list both frequencies in Table 6 . Note that although the frequencies of the " split " modes A and D differ from each other by less than 10%, the amplitudes of the sinusoid fits differ by a much larger factor.
In Table 6 , the four images which were used to obtain the frequency tabulated are listed by the LWR numbers. The phase factor (j) corresponds to zero point in time at the time of the first LWR image listed on that line of the table.
Concerning the four modes in Figure 12 , we now ask the question: which fits best the a Aqr data? To answer that question, we list in Table 7 the LWR numbers of those images which fit the sinusoid of each particular period within ±1%. In the event that the errors in our data may be as large as ±3% (which we regard as an upper limit, see § IId [iv] in the text), we also list the total number of images in our sample which can be fitted to ±3%. It is clear why the four main peaks in the periodogram have comparable amplitudes: if the errors in FNET(/c) are indeed as large 3%, a sinusoid at any one of the four peak periods will pass through essentially the same number of points in all four cases (with a possible preference for oe = 0.2950).
However, there is one further feature of the sinusoid fits which has to be considered in the present context. If rotational modulation is to be detectable with any confidence, the emission from the star should ideally be dominated by a single active region for at least one period, P rot (see § I in the text). Such an active region survives for a finite time and then gives way to another, which may appear at a random phase with respect to the first. This leads us to expect that the best way to identify a single active region (and thereby extract rotational information) is to obtain an optimal fit on a number of consecutive images over an interval of order P rot or more. The periodogram method makes no allowance for whether or not the points which are best fit are consecutive to one another, and therefore, some rotational information may be lost in the periodogram approach. On the other hand, the sinusoid approach used in § II above does allow one to identify easily the number of consecutive images which are fitted by each period within a particular precision. The last column in Table 7 lists the results of such a search. From these results, we see that the frequencies around 0.03 rad day -1 are capable of fitting a larger number of consecutive images than any of the other frequencies: each of the periods around 0.03 rad day -1 fits consecutive images over a time interval of 2-3 rotation periods.
We conclude from this that the best candidates for rotational modulation in a Aqr are the frequencies in the vicinity of 0.03 rad day -1 . For that reason we prefer these frequencies in the text.
The higher frequency peaks in the periodogram may correspond to nonradial pulsation modes of the star. Excitation of such modes presumably involves nonlinear coupling in the convection zone, such that the modes might be able to survive coherently for only one or two periods before switching phase. If this is correct, our sampling frequency in general would make it difficult for us to follow a single coherent mode in many consecutive images : the mean interval between our images of a Aqr (cf. Fig. 8 ) is almost 100 days, whereas the mode labeled D in Figure 12 corresponds to a period of only 20 days. Thus, even if the latter mode were to survive coherently for as many as five periods, our sampling rate would make it difficult for us to detect it in consecutive images.
Our approach in the present paper is therefore most likely to succeed if the rotational period is the longest period of physical interest in the star in question. Unless the nonradial pulsation modes are of extremely high order, this condition seems likely to be satisfied in most of the stars in our sample. c) i Aurigae In Figure 13 we show the periodogram for i Aurigae. Four peaks appear in the periodogram at frequencies of 0.007, 0.063, 0.070, and 0.074 rad day -1 . The sinusoids corresponding to these four peaks are given in Table 8 . In Table 9 , we list the total number of images which are fitted to better than 3%. As in the case of a Aqr, the total numbers of images which are fitted by the various modes are all about the same, and this ,3161,4443,5321,6065,6307 8 6 7744, 8145, 8937, 9244, 10496, 10658, 11971 8 7 4443, 6457, 7744, 8145, 8937, 9244, 10658 8 6 3161, 5321, 6307, 7577, 7744, 10496 8 3 6307,6457,7744,8937,9244,10496 11 5 1554, 3161, 4443, 5321, 8937, 10496 8 4 explains why the peaks in the periodogram are of comparable amplitude. However, when we impose the condition of consecutive images, the peak at a frequency of 0.0630 rad day -1 emerges as a superior solution. We have selected it therefore for inclusion in Table 2 of the text as the best fit solution.
d) Fast and Slow Rotators Here we consider the two bright giants which entered into our comparison of fast and slow rotators in § lllb in the main text, i.e., y Aql and 6 Her. The periodograms for these two stars are shown in Figures 14a and 14b . The same type of analysis of the various peaks in each periodogram as was performed for a Aqr and i Aur leads to the conclusion that one of the peaks in y Aql (at co = 0.0145 rad day -1 ) is clearly preferable over the others. However, the choice is not as clear-cut in the case of 0 Her. For that reason, we regard our solution for 6 Her as more uncertain than those for the other bright giants in our sample. Nevertheless, the general structure of the two periodograms in Figures 14a and 14b suggests that the preferred periods in y Aql lie at lower frequencies than in 6 Her. (Note that the frequency scale for y Aql differs by a factor of 10 from the scale for 0 Her.) e) Sparsest Samples The two lowest luminosity stars in our set (a Cas and ( Cyg) have the sparsest data sets. Their periodograms are shown in Figures 15a and 15b . The presence of broad peaks in the periodograms indicates that although there is a peak in each perodogram which we can formally associate with a preferred period, nevertheless, the peaks are relatively so broad that the derived rotational periods are subject to greater uncertainties in these two stars than in the other stars in our sample. (For effects of aliasing see next subsection.) As a result, we regard our period estimates of these two stars with the lowest confidence in our sample. This is reflected in the ordering of the stars in Table 3. ii. aliasing: sample size A difficulty with sparsely sampled data is associated with aliasing. This is expected to be a particularly severe problem in the case of ot Cas and Ç Cyg, where the sample sizes are smallest. However, the effects of aliasing are greatly reduced by choosing data at irregularly spaced intervals of time . Our samples of data satisfy this requirement quite well, since the archival data were obtained in (usually) completely independent observing programs. As a result of this " observing technique," our data actually sample a large number of frequencies between oe F and co N . In this regard, we note that IUE observing can have a significant advantage over ground-based data. In the course of one year, the IUE "observing window" for most of our stars is at least 250 days, and in some cases almost the full 365 days, whereas ground-based observatories are typically limited by an observing season. Of the eight stars in our sample, only one or two would complete even one rotational period during a ground-based observing season, whereas almost all would have completed one period by the start of the next observing season. Hence, for many stars in which we are interested (with rotational periods of a few hundred days), the frequency space can probably be sampled more densely by /L/E than by a ground-based observatory.
As for all sparsely sampled data sets, it is a truism that more data are necessary to verify the conclusions we have drawn in the present paper. However, we note that in order to (say) double the statistical significance of our conclusions, the data sample of each star will need to be increased by factors of order 4. Hence we are capable of deriving significant information on the basis of even the sparse data sets which we do have, but it would be worthwhile to pursue this analysis with other existing UV data augmented where necessary by a few additional observations.
Finally, as a test of the sparsely sampled periodogram method, we selected N points from data of Vaughan et al. (1981) for HD 152391 (P=11.0 days). We varied N from N = 12toN = 6 and found a preferred period in all cases of 10.9-11.1 days, in excellent agreement with the result of Vaughn et al. Moreover, as N decreased, we found FAP (upper limit) (see footnote to Table 3 ) increasing from 3%-4% for N = 11 and 12, to 10% for N = 8, to 16.5% for N = 6. Thus, even with Af = 6, our method yields significant periodicity.
