A Compton-backscatter capability has recently become available at the Duke University Free Electron Laser Laboratory. This capability allows one to produce high fluxes of tunable, nearly monoenergetic gamma rays. Using these gammaray beams, we have made high-precision (~0.5%) measurements of the gammaray total cross section at 3. 45, 4, 5, 6, 8, 10, and 12 MeV. The nuclei measured were Be, C, Cu, Ta, W, Pb, and U. _______________________________
INTRODUCTION
The motivation for these measurements is the need for the stockpile stewardship program to be able to quantitatively measure density profiles from radiographs. In particular, the radiographs of most interest are of shock-loaded systems that are taken using high-energy flash x-ray machines (e.g., PHERMEX and DAHRT). Such quantitative measurements of very high-density systems currently have large errors because of the fact that cross sections essentially have not previously been measured in the energy range above ~2.5 MeV. All cross sections currently used in radiographic analysis are theoretical predictions with estimated errors in the 2%-3% range. It should also be noted that the theoretical evaluations do not include photonuclear reactions, which become increasingly important at higher energies. Although these errors might seem small when propagated through the standard transmission equation, T = e !n" , where nσ is large, the error on the derived n is significant. (Here n is the areal density in at/b and σ is the cross section in b.) We were therefore tasked with measurement of the cross section at energies of 3.45, 4, 5, 6, 8, 10, 12 , and 14 MeV to δσ/σ<0.5% and δE/E<1% FWHM. This part of the measurement campaign is nearly complete (approximately one week of beam is still needed) for the initial set of specified materials (Be, C, Cu, Ta, W, Pb, and depleted uranium). We are issuing this interim report in order to make the data that have been taken to date available to the program while we await resumption of funding to complete the measurements. We have also performed similar measurements in the energy range of 0.847 to 3.451 MeV using a 56 Co radioactive source. These data will be reported in a separate paper.
The accurate knowledge of the gamma-ray total cross sections is important for almost any application where gamma rays are used as a tool, whether it be radiography, medical treatments, gauging, etc. Equally as important is the need for the same accurate data when gamma-ray shielding is to be designed. 1 Over the years many compendia of calculated values have been published, see for example References 2, 3, 4, 5, 6 , and 7 . Variations between the different compendia typically run in the range of one to three percent in the energy range that we are interested in. This is acknowledged to be the approximate uncertainty on the calculated total gamma-ray cross section. 8 Experimental data on the gamma-ray total cross section has been profuse in the region up to several hundred keV. However, data in the region of several MeV and above is quite scarce. In general, most data have been limited to the highest energy gamma-ray that could reasonably be obtained using a radioactive source. Typically this has meant 24 Na which has a gamma-ray at 2.75 MeV. 9 However, a small amount of data has been published in the range of six to eight MeV 10, 11 using secondary gamma rays generated from neutron capture reactions.
It is well known that the narrow beam transmission of gamma rays follows the simple relation
where I 0 is the incident intensity, I is the transmitted intensity, n is the target thickness in at/b, and σ is the total cross section. In certain applications where quantitative information on the thickness of a material measured by gamma-ray absorption is desired, the current level of accuracy in the published cross sections is insufficient. In particular, if the material to be measured is many path-lengths thick, then small variations in the cross section are amplified through the exponential behavior (Eq. 1) of the absorption to give large differences in the transmission. It was therefore our objective to measure the total cross sections to a precision of ~0.5% in order to improve the ability to make quantitative material thickness measurements.
Measurements of this precision have only been possible since the recent construction of a Compton-backscatter facility at the Duke University Free Election Laser Laboratory (DFELL). This facility is unique in the ability to provide a high flux (~10 6 γ/s), tunable, essentially monoenergetic gamma-ray beam of any energy between approximately 3 and 70 MeV. In addition, the gamma-ray beam is essentially similar to the laser beam produced by the DFELL electron storage ring and optical cavity. Therefore, we are provided a nearly perfect narrow beam geometry with collimation only required to limit the beam energy spread. We have chosen to make our measurements in the range of approximately 3 to 15 MeV, which is of particular interest to the quantitative interpretation of flash radiographs taken using bremstraalungspectrum photons from pulsed electron linear accelerators.
In the following section, we present details of the experimental technique. A discussion of the DFELL facility is also included. The analysis methods and resulting cross sections are given Section III. Finally, in Section IV we summarize and compare the measured results with several recent evaluations.
EXPERIMENT

Facility
The DFELL relies upon Compton backscattering techniques to generate the gamma-ray beams used in this experiment. The collision of relativistic electrons and low energy photons produces gamma rays that are strongly peaked in the direction of the incident electrons. When E e /m e c 2 >> 1 the energy of the outgoing gamma rays is given by
where ! = E e m e c 2 , E ph is the incident photon energy, and θ is the angle between the incident electrons and the outgoing gamma rays. 12 This form means that the maximum beam energy is at ! = 0 and drops off for ! " 0. This gives the beam two features. First, for a perfect electron beam, the energy resolution of the beam can be arbitrarily selected by defining a θ max with a collimation system. Second, the beam will always have a characteristic low-energy tail. In practice, the electron beam is not perfect; it has both spatial and energy dispersion, and the actual energy resolution of the beam is defined by the combination of the electron beam dispersion and the beam collimation.
The layout of the DFELL is illustrated schematically in Figure 1 . Electrons are injected into the ring by a linear accelerator operating at 270 MeV. Once the ring is filled with the desired number of electrons, injection is stopped and the ring energy can be ramped up to a maximum electron energy of 1.1 GeV. During the course of this experiment, electron-beam energies between 300 and 600 MeV were used to obtain the desired gamma-ray energies. Broadband, tunable mirrors covering most of the UV and visible spectrum were used in the optical klystron, which allowed all of the gamma-ray energies to be achieved with a single set of mirrors. Detailed descriptions of the DFELL storage ring and optical klystron have been published elsewhere. 13, 14 The gamma-ray beam was transported approximately 100 m from the electron-photon collision point in vacuum. At that point, a 5-mm diameter, 10-cm thick Pb collimator was used to define the beam-energy spread. The beam-energy spread was held to less than 1% FWHM in all cases. 
Absorption Measurement
In concept, the measurement of the gamma-ray total cross section involves a "sample-in/sampleout" process. The "sample-out" case is the measurement of the beam intensity without a sample, corresponding to I 0 of Equation (1). The "sample-in" case is the measurement of the beam intensity with a sample of known thickness n in place, corresponding to I in Equation (1) . Then, by simple rearrangement of Equation (1) in to the form
the cross section σ is obtained. In practice, however, several additional factors that influence the measurement are present. Unlike a long-lived radioactive source, the gamma-ray flux is not constant. The electron bunches in the storage ring have a half-life on the order of an hour, causing a slow decay of the gamma-ray flux with time. In addition, various instabilities in the electronic control systems of the DFELL may cause other variations in the gamma-ray flux because of changes in electron-beam properties on a shorter time scale. Therefore, it becomes necessary to monitor the beam flux as a function of time. Also, no detector system is without losses ("dead time"), something important to account for in this experiment because the counting rates in the "sample-in" and "sample-out" cases are quite different. Finally, the detectors used in this experiment are not only sensitive to beam gamma rays but to other gamma rays that may also be present in the experimental area. Therefore, these background gamma rays must also be accounted for. Incorporating these factors into Eq. (3) yield the form
where A represents the net counts in the detector placed after the sample, t L represents the "livetime" associated with the net counts A, and M represents the counts per second in the beam monitor detector. The subscript 0 indicates the "sample-out" measurement.
Our implementation of this is shown in a schematic beam line diagram in Figure 2 . Because of the construction of a new building at DFELL and scheduling difficulties, this experiment was performed in two phases with slightly different beam-line configurations. The Cu and W data between 3.45 and 12 MeV was taken with the configuration as shown and a source to detector distance of 2 m. All other data were taken without the post collimator and with a source to detector distance of 5.7 m. A 3-mm defining collimator was used originally. This was later changed to a 5-mm collimator when it was found that the 5-mm collimator caused no additional loss of beam-energy resolution. The basic assumption behind the "sample-in/sample-out" technique is that only gamma rays that have not interacted in the sample are recorded in the detector. In this experiment we have used a high-purity germanium (HPGe) detector with a relative efficiency of 128%. The resolution of the detector is approximately 0.05% in the energy region of interest, significantly smaller than the energy resolution of the beam. The net counts obtained are only those that are recorded in the detector full-energy peak. Therefore, any gamma ray that interacts in the sample but loses more energy than the beam energy spread is automatically rejected. The more difficult issue is a gamma ray that scatters in the sample, does not lose more energy than the beam energy spread, and ends up in the detector. Such gamma rays are dealt with by minimizing the available solid angle. In the latter phase of this experiment, we have placed the detector 5.7 m downstream from the sample position. In this position, the cone angle available for scattering is 0.02 degrees. Even in the worst case of U at 3.45 MeV, the coherent part of the cross section is only 0.8% of the total; therefore, any corrections would be in the µb range, far smaller than the other errors present in the experiment. In the earlier phase of the experiment where the source to detector distance was only 2 m, a maximum correction of 18 mb had to be applied to the W data, as discussed below.
The beam monitor was a fast plastic scintillator 3 mm thick. The scintillator was approximately 5 cm by 5 cm and fully covered the beam. The rise time of the output signal from the photomultiplier tube was approximately 2 ns. This signal was then discriminated, and a 10 ns fast NIM pulse was used as input to the beam monitor scalar.
In order to assist us in the identification of possible systematic errors in the data, we chose to run more than one sample thickness. For most of the samples we used four thicknesses, corresponding to approximately one-half, one, two, and four path lengths. These samples were mounted on a computer-controlled mechanical sample positioner that was equipped to hold the four sample thicknesses plus a blank, "sample-out" position. The sample positioner is an industrial single-axis linear motor. The motor has a position reproduceability of better than 0.001 cm. The sequence of sample changes was one-half path length, four path lengths, blank, two path lengths, one path length, and repeat.
All of the samples were machined right circular cylinders 2.54 cm in diameter. Except for the Be and C samples, four lengths were fabricated for each material corresponding to approximately one-half, one, two, and four path lengths. Because of the fact of the low Z and low density of Be and C, the thickest samples would have been excessively long for those cases; therefore three samples were fabricated of C and two of Be, corresponding to one-half, one, and two path lengths for the C and one-half and one path length for the Be. All sample material was of 99.99% or better chemical purity. The measured length and density of each sample is given in Table I . The uranium samples are depleted uranium containing a nominal 0.21% 235 U.
The process of acquiring data was fully automated under computer control. The computer was first linked through RS232 to the sample positioner. Once the feedback from the linear motor indicated that it was in the proper position, the computer then started a one-minute acquisition of data using an ORTEC multichannel analyzer (MCA). The MCA was set to collect 16,384 channels of data with a nominal dispersion of 1 keV per channel. Although the MCA was acquiring data a 100 MHz CAMAC scalar was also recording the number of beam monitor pulses and separate clock output. There was an approximately 0.1 s difference in acquisition time of the MCA and the scalar because of delays in the software. By allowing the MCA and scalar to have their own clocks this difference was properly accounted for. During the time the data from the MCA and scalar were saved to disk the sample positioner moved to the next position. Both the MCA and the CAMAC crate were linked to the computer through ethernet. A complete cycle through all five sample positions took a little over five minutes because of various overheads. During the initial measurement sequence of the campaign, we used an analog MCA. It was found that the analog MCA was limited to a few kHz maximum counting rate. At that rate, the beam had to be detuned so as not to overwhelm the MCA. Subsequently, we purchased a digital MCA, which by utilizing digital signal processing is able to handle about three times the counting rate of the analog MCA. After a complete set of data was taken, it was discovered during the analysis that the dead time reported by the digital MCA could not be properly reconciled for high energy (above ~10 MeV) beams. This led to an extensive investigation into the behavior of the MCA. It turns out that essentially all gamma-ray pulses cause some low-level electronic "ringing" in the system. This is normally rejected by an internal discriminator. However, we found that in the case of large pulses, the level of the ringing can exceed the discriminator level that causes one or more additional triggers of the dead-time clock but did not result in additional counts in the spectrum. Therefore, all of the data taken with the digital MCA at 12 and 14 MeV had to be rejected. It is possible that the 10-MeV data also have a small amount of error because of this effect. We plan to recheck the 10-MeV data when we return to DFELL to redo the 12 and 14 MeV data, however, we do report below the 10 MeV data as it stands. Users of these data should be cautioned that the 10 MeV data on Be, C, Ta, Pb, and U may have a systematic error of up to ~0.3% because of this effect. The 10 and 12 MeV data on Cu and W were taken with the analog MCA and does not suffer from this problem.
DATA ANALYSIS AND RESULTS
The operational sequence of the DFELL was such that the storage ring would be injected and ramped, lasing would be achieved, and gamma rays would be produced. The ring and optical klystron would then be left in this essentially steady state mode for about 50 to 90 minutes. As discussed above, the number of electrons in the ring would slowly decay during this time. Once the number of electrons in the ring had decayed to 30% to 40% of the initial value, it was advantageous to reinject. Therefore, the data from one injection sequence were conveniently combined into a "run." A single run typically had 10 to 15 complete sample cycles in it. In all cases, we collected at least two runs per target/energy pair for intercomparison purposes.
The first step in the analysis was to energy-calibrate the spectrum to obtain the exact energy of the beam. The open beam data was used for calibration purposes. All available background lines in the spectrum were first identified. These were primarily from the 232 Th decay series, plus 40 K. Usable lines ranged from 0.583 MeV at the low energy end to 2.614 MeV at the high-energy end. A minimum of four lines was used to establish a quadratic polynomial fit for the channelenergy correlation. We also required that the fitted curve be such that the separation between the full-energy and first escape peaks be exactly 0.511 MeV. A full spectrum for a 6-MeV beam is shown in Figure 3 . The data for this experiment were obtained in three separate campaigns. After the first campaign, which produced most of the Cu and W data, it was recognized that this energy calibration procedure would benefit from a high-energy tie point. Therefore, for all remaining data, the nights when the beam was off were used to obtain gamma-ray spectra from a moderated AmBe neutron source. The 10.829 MeV neutron capture line from 14 N and/or the 10.196 MeV sum peak from neutron capture on 73 Ge were used in addition to the previously described procedure. Once the energy calibration was established, then the region between the high-energy side of the first escape peak and the high-energy side of the full-energy peak was fit. The software package PeakFit from the SPSS Company was used for the fitting. A Gaussian with an additional Gaussian tail on the low energy side was used as the functional form of the full energy peak and a Compton edge form was used for the Compton edge of the full energy peak. An example fit is shown in Figure 4 . From this fit, a FWHM and net area were obtained for the full energy peak. This process was then repeated for each of the other four sample positions.
For each sample position, the live-time used was as recorded by the MCA. The beam monitor count rate was computed from the scalars that recorded the number of beam monitor pulses and the number of beam-monitor clock pulses. The beam-monitor background count rate was found by running background measurements during the nights when the accelerator was off. These data, along with the sample thicknesses, were used in Equation 4 to compute a cross section for each of the four sample thicknesses for each target/energy/run combination. An overall cross section for each run was then computed by taking the weighted average of the cross sections for all the sample thicknesses. Finally, a weighted average was taken across all of the runs to obtain an overall value for the cross section. In addition, a weighted average cross section was computed across each sample thickness to examine for possible systematic deviation from the overall computed cross section. As mentioned earlier, data that were acquired during the first campaign (most of the Cu and W data) had a significantly smaller target-to-detector distance. The result of this was the need for a small correction to the measured cross section to account for gamma rays that coherently scattered and were detected by the HPGe detector. In order to perform this correction, we first consider the probability of a coherent scattering event occuring at a depth z in the sample,
However, not all gamma rays will make it out of the sample; therefore, the total probability then becomes
From this, a corrected transmission can then be computed as
The corrected transmission is then used to compute the cross section. This correction was needed only for the initial Cu and W measurements where the detector was limited to 2 m from the samples. The maximum correction, applied at 3.45 MeV for the W samples, was 18 mb.
In successive measurement campaigns a few data points on Cu were repeated to check for consistency with data taken during earlier campaigns. In no case were any repeated measurements different by more than 1.2 sigma, and most were well within one sigma. The repeated data points are shown in Table II . The results of this analysis are given in Table III for Be, Table IV for C, Table V for Cu, Table  VI for Ta, Table VII for W, Table VIII for Pb, and Table IX for U. Note that the errors quoted are one sigma. For those data points that had a repeat measurement, the values listed in the tables are the weighted averages of all measurements. 
