ABSTRACT This paper proposes a wind turbine planetary gearbox (PGB) fault diagnosis method based on a self-powered wireless sensor. The proposed wireless sensor, which consists of a piezoelectric energy harvester, a power management circuit, a microcontroller unit (MCU), a radio-frequency (RF) module, and an accelerometer, can acquire the vibration signals of wind turbine PGB by the accelerometer. The piezoelectric energy harvester utilizing vibration environment is optimized as a power supply for the proposed wireless sensor, including the MCU, RF module, and accelerometer. An ac-dc converter combined with a low-dropout voltage regulator is developed to provide stable dc voltage for the proposed wireless sensor. Stacked denoising autoencoder (SDAE) shows excellent performance in learning robust features from the noised signal. Thus, in this paper, the SDAE method is adopted to learn robust and distinguishable features from measured signals. Then, the least squares support vector machine (LSSVM) is employed to classify features extracted by the SDAE. Both the SDAE and LSSVM are optimized by quantum particle swarm optimization (QPSO). The experimental results show that the presented power supply can generate 3.3-V dc voltage, which ensures regular operation of the rest of the wireless sensor. The proposed wireless sensor can achieve a reliable communication distance of 40.8 m in the test environment. Furthermore, the SDAE approach and LSSVM show excellent performance in feature extraction and fault diagnosis, respectively. The experimental results indicate that the proposed method is effective in terms of fault diagnosis for the wind turbine PGB.
I. INTRODUCTION
Great progress has been made in wind power generation in recent years [1] , but compared with traditional power generation system, such as coal and natural gas, the maintenance strategy of wind projects needs more initiative due to the relatively higher operation and maintenance costs [2] . This situation is mainly caused by the fact that most wind turbines are relatively inaccessible. Therefore, it is necessary to reduce the maintenance cost of wind turbine by the usage of condition monitoring, diagnosis, prognosis, and health management, where fault diagnosis is considered as an important tool to detect failures.
As reported in [3] , the main fault in wind turbine is the gearbox fault. As stated in [4] , 25% of all gearbox failures recorded in 2014 were gear failures. In addition, gearbox
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failures ordinarily result in the longest maintenance operations [5] and exorbitant maintenance cost [6] . Planetary gearbox (PGB) is one of the key components in the drivetrain system of wind turbine, which converts wind energy into electrical energy. In order to ensure the regular work of wind turbine, it is crucial to monitor PGB.
Nowadays, the fault diagnosis methods used for gearbox condition monitoring are mainly based on vibration monitoring [7] - [9] , in which the vibration signals are acquired by sensors, such as accelerometers, mounted on the casing of the gearbox, which is in a high tower and inaccessible during the operation of wind turbine. Condition monitoring based on current [10] - [12] and acoustic emission [13] are also common. However, the vibration signal can sensitively detect the change of mechanical structure of gearbox, because most gearbox faults will emerge new vibration modes or change existing ones.
Vibration signals are generally obtained by wired accelerometer sensors [2] , [14] , and existing researches mostly focus on feature extraction and fault diagnosis of gained vibration signals. Nevertheless, the wired accelerometer sensor has a high cost in installation and maintenance, moreover it is difficult to locate fault when the accelerometer fails. In recent years, wireless sensor networks (WSNs) have become a hotspot of condition monitoring, used both in medical and industrial applications, because of their high adaptability [15] - [17] . Wireless sensor node capable of long-term maintenance-free collecting and processing information is one of the essential parts of WSN, stated thus, wired accelerometer sensor is not an optimal solution. A selfdiagnosis system for autonomous vehicle is proposed in [15] , and in [16] a real-time, wireless system is adopted for fault diagnosis of electrical transmission and distribution systems, in addition, wireless sensor is employed to monitor transformer condition for fault diagnosis and health management in [17] . In this paper, a novel wireless sensor node, developed for on-line monitoring of wind turbine gearbox, is adopted to obtain vibration signals for subsequent fault diagnosis.
Sensor node detects and transmits the change of monitoring quantity, such as acceleration, current and wind speed [18] - [21] . It is crucial to ensure continuous monitoring of the PGB, thus, the wireless sensor plays an important role in the condition monitoring. Due to the need of long-term monitoring, the wireless sensor node must be low power consumption. Traditional battery does not meet requirements of WSN because it needs to be replaced regularly due to limited power. Therefore, the utilization of environmental energy for WSN energy supply attracts lots of attentions recently. Solar [22] and wind [18] are common choices, but they are not suitable for monitoring wind turbine gearbox, in addition their performances are related to weather conditions. Owing to the easily available vibration source around gearbox, vibration-based energy harvesting (EH) method is adopted to supply wireless sensor node.
EH strategies based on vibration with piezoelectric [23] , electromagnetic [24] , electrostatic [25] , triboelectric [26] are developed. Nevertheless, a constant direct current (DC) is required for regular operation of WSN, while the vibrationbased EH devices only supply alternating current (AC). It is necessary to transform AC generated from EH device to a stable DC. Energy management module (EMM) designed for this paper, works as the interface between EH device and WSN, is employed here to conduct AC-DC conversion and regulate the voltage. Based on the vibration characteristic of PGB and practical implementation, a piezoelectric self-powered wireless sensor node is developed in this paper.
Vibration signals from the gearbox are intricate and noised. It is very difficult to extract distinguishing features from the raw signals for reliable diagnosis by the usage of traditional signal processing methods, including time domain statistics and spectral analysis, wavelet transform [27] , HilbertHuang transform [28] , time-frequency analysis [29] , sparse representation [30] , and so on. Recently, the deep learning algorithms, which construct a deep structure to extract features, attract our attentions. The deep learning developed from machine learning, aims at automatically identifying patterns in input data through deep architecture to obtain representations of input data. In addition, compared with traditional signal processing methods, deep learning algorithm can get more abstract features from higher layers. This makes it easier to classify or predict after extracting distinguishing features. Nowadays, various deep learning methods are employed to process complex vibration signals, such as deep belief network (DBN) [31] , sparse filtering [32] , sparse autoencoder [33] , multilayered extreme learning machine [34] , and stacked denoising autoencoder (SDAE) [35] , for fault diagnosis. Through these methods, deep recognition features are extracted from raw signals, and these features are used for subsequent fault diagnosis and prediction greatly improves the accuracy of diagnosis. In this paper, SDAE, which is more accurate and effective compared with other methods, is employed to extract features from PGB vibration signals.
In order to effectively distinguish the extracted features, a classifier that can distinguish multiple fault types is needed. The least squares support vector machine (LSSVM) [36] is used to identify fault types of PGB. The LSSVM has good generalization ability as support vector machine (SVM), in addition it has better learning ability for small samples. Thus, it is suitable for classification of supposed methods. Therefore, in this paper a method of combining SDAE with LSSVM is employed to realize fault diagnosis for wind turbine PGB.
To achieve optimal feature extraction and fault diagnosis, the quantum particle swarm optimization (QPSO) [37] algorithm is introduced in this paper. Compared with particle swarm optimization (PSO), QPSO has quantum characteristics. Based on the characteristics of particles satisfying aggregation state, it improves the searching ability in the whole feasible solution range and avoids the phenomenon that PSO algorithm is prone to fall into partial premature convergence. Simultaneously, compared with Quantum Genetic Algorithm (QGA), QPSO has higher accuracy and convergence speed, and has the ability to avoid the local optimal solution [38] . Traditionally, the number of hidden layers and learning rate of SDAE are determined by experience, which cannot achieve the best performance, thus QPSO is adopted to optimize number of hidden layers and learning rate of SDAE, and kernel parameter as well as regularization factor of LSSVM in this approach to achieve better fault diagnosis performance.
This paper presents a novel approach for fault diagnosis of wind turbine PGB with advantage of no-invasive, compact, efficient and feasible. To our knowledge, this is the first time that passive wireless senor technology and deep learning are combined for fault diagnosis of wind turbine PGB. The architecture of the wireless sensor is presented in Section II. Section III introduces the fault diagnosis method adopted. The relevant measurement and processing results are shown in Section IV. Section V comes to the conclusion.
II. SYSTEM TOPOLOGY
The block scheme of the self-powered wireless sensor that consists of piezoelectric energy harvester, energy management module, processing and communication module and accelerometer is shown in Fig.1 .
The processing and communication module consists of a system on chip (SoC) CC2531 launched by Texas Instruments (TI) and matching components. The main characteristics of the adopted SoC chip which is composed of an enhanced 8051 microcontroller unit (MCU), radio frequency (RF) module complying with 2.4GHz IEEE 802.15.4 standard, powerful USART with support for several serial protocols, general-purpose I/O pins, 8KB RAM, 12 bits ADC and 256KB programmable flash memory are excellent receiving sensitivity, robustness and low power consumption. The power ensuring normal operation of the wireless sensor is harvested from the vibration of PGB by a piezoelectric energy harvester. Then the AC-DC converter (LTC3588-1) is adopted to convert AC to DC. A storage capacitor is used as a power storage device to ensure the regular operation of wireless sensor. A low dropout (LDO) voltage regulator (LT3009) is adopted to stabilize the voltage discharged by the storage capacitor. The ADXL345, a low power consumption accelerometer, is used to collect and process signal and communicate with SoC through serial port.
The proposed wireless sensor has been manufactured on FR4 substrate as shown in Fig.2 . We mark all the important components.
A. PIEZOELECTRIC ENERGY HARVESTER Table 1 shows potential energy sources for wireless sensor nodes, both fixed energy sources such as batteries and energy harvesting sources.
Solar source is not available in this design, compared with other energy sources, piezoelectric material has the highest power density, and is stable for a long term usage. In this paper, piezoelectric material, which have high power density and simple structure, is employed to convert mechanical energy into electrical energy.
Industrial machine always provides acceleration of 0.1g to 1g and frequency of 40Hz to 70Hz. But owing to large Young's moduli, piezoelectric EH devices usually have high resonant frequency. In order to deal with this problem, a method of changing the resonant frequency of EH device by changing the weight of the tip mass is presented in this paper.
Williams and Yates [39] first proposed a general inertial mechanical model based on vibration energy harvesting as shown in Fig.3 .
The model is a mass-spring-damping model with a single degree of freedom. It consists of an oscillator with a mass of m, a spring with a stiffness coefficient of k s connecting the oscillator with the frame, and a damper with a damping coefficient of d, and an energy converter capable of converting mechanical energy into electrical energy. Outside frame is the electronic load connected to the output end of the energy converter, which includes energy collection circuit, energy storage elements and electrical equipment. When a sinusoidal excitation vibration, y(t) = Y 0 cos(ωt), is applied, the energy generated [39] is
When the generator operates at resonance, the power generated is
where ζ t is the converter damping factor, ω n is the resonant angular frequency (in radians per second), Y 0 is the amplitude of vibration.
To maximize the power generated and make the resonance frequency of the device matches the vibration frequency of PGB, adjustment of mass block is necessary.
Based on this, a commercially available piezoelectric ceramics (PZT-5A) is used in this study. In the piezoelectric EH device, two piezoelectric ceramics with a size of 40mm × 30mm × 0.2mm are attached to the cantilever beam substrate composed of brass with a size of 50mm × 30mm × 0.3mm. The piezoelectric ceramics is fixed in one side, and a proof mass is placed at the other side to reduce the resonance frequency. We series the two PZT-5A layers to get a larger output voltage, and the total structure of the piezoelectric EH device is shown in Fig.4 . The design process and the performance of EH device will be introduced in Section IV.
B. ENERGY MANAGEMENT MODULE
Owing to the less output power of piezoelectric EH device, the energy harvester cannot directly supply power for the wireless sensor. Thus, it is necessary to use energy management circuit to convert AC voltage to DC voltage for the normal operation of the wireless sensor. Based on this, an AC-DC converter is developed in this paper. This converter consists of a full bridge rectifier, a storage capacitor, a buck converter and a LDO voltage regulator. We use commercially available components to implement the design. A LTC3588-1 (LINEAR) consists of a full bridge rectifier, a buck converter and under voltage lock out (UVLO) mode is used to converter AC voltage to DC voltage and charge the storage capacitor. In addition, a LT3009 (LINEAR) regulator is adopted to provide voltage drop and ensure stable power supply. Fig.5 shows the proposed energy management circuit.
Under the external environment vibration, the AC voltage output by piezoelectric EH charges the storage capacitor after passing through the full bridge rectifier. A 2200µF storage capacitor is selected to store harvested voltage through rectification and charge management and regulation module. When the UVLO detector detects the accumulation of voltage of storage capacitor to upper threshold, LTC3588-1 turns on the buck converter to discharge the storage capacitor, and provides a stable voltage for the wireless sensor through the LT3009 regulator. When the voltage of storage capacitor is lower than the lower threshold, LTC3588-1 turns off, disconnects the wireless sensor and recharges the storage capacitor. In Section IV, we discuss tests for the energy management module in detail.
C. PROCESSING AND COMMUNICATION MODULE
Mainly due to the low energy consumption and high RF performance, a SoC chip CC2531 is adopted as the hardware VOLUME 7, 2019 code. In addition, a reference voltage diode LM4040 (TI) is used to supply reference voltage for A/D channels. The auxiliary system clock, 32.768 kHz crystal oscillator, is used to reduce the power consumption of the system.
Meanwhile, a whip antenna with matching network matching frequency and impedance with RF transceiver is adopted to obtain the maximum transmission power and reduce the invalid power loss.
RF module is usually in PowerDown mode, which consumes low power. When the capture function in the capture/comparison module starts, it turns into TX mode to transmit sampled data. During the transmitting process, the module requires more energy to ensure regular operation. Thus, the communication interval of RF module is related to the charging and discharging time interval of storage capacitor. In this design, a 98.5 seconds transmission interval is obtained. Detailed settings are introduced in SECTION IV.
III. THEORY A. DENOISING AUTOENCODER
Because the decomposition process still produces false components, the effective eigenmode function is not easy to identify, and the frequency oscillation caused by Hilbert transform at the end of the signal still exists. Aiming at this problem, an automatic feature extraction algorithm denoising autoencoder (DAE) [40] is adopted to further extract feature from envelope signal. By preventing autoencoder (AE) from learning only the identity mapping between input data and reconstructed data, DAE can acquire hidden patterns with more information, obtain robust representations from the raw signals, and reconstruct the original input from the corrupted input. In addition, DAE, consisted of encoder and decoder, can generalize well and produce compounding benefits while stacking into a deep network.
As shown in Fig.6 , firstly the raw data x are corrupted intox draw support from a stochastic mappingx = q D (x|x). Generally, there are several choices to be used here for the corruption of the raw input data. For example, Gaussian noise, Salt and pepper noise and zero masking noise are suitable for the corruption process. Especially, the zero masking noise is mostly adopted in progress of establishing DA, because part of input values is randomly changed to zero. Thus, the zero masking noise is employed to corrupt the data. Then the corrupted input data are mapped to a hidden layer h through the usage of
where θ f = {W 1 , b 1 } is a parameter set, W 1 is the transformed weight, b 1 is the bias vector. σ , the sigmoid function σ (x) = 1 1+e −x , is employed to achieve nonlinear deterministic mapping. When the number of hidden units is less than the number of input units, the hidden layer h can be regarded as the compression of input data, but there will be some losses. It captures major variation in raw data and eliminates unnecessary information by dimensionality reduction. Then, the hidden layer h reconstructs information to obtain a reconstruction datax with the decoder, as:
where θ g = {W 2 , b 2 }. The purpose of training process is to find the optimal θ f , θ g set by minimizing the squared reconstruction error between x andx by following equation:
where n is the number of raw data. The learned features are implanted into hidden layer h for subsequent tasks.
B. STACKED DENOISING AUTOENCODER
Aiming at finding undistinguishable and intricate patterns in the data, DAEs are considered as individual buildings and stacked to make up SDAE [41] , which is a deep network. Commonly, a complete training procedure of SDAE consists of two parts: unsupervised training process and supervised fine-tuning process, presented in Fig.7 (a) and (b). SDAE learning begins with a greedy layering training process by learning a set of DAEs in the encoder network, with a set of training data. Training a single layer every time counts the most in the greedy layering training process. It can be seen from Fig.7 (a) , hidden representation, which is obtained by training the bottom layer DAE with raw data, is treated as input data for higher-level DAEs. It should be noted that, at each individual layer, the input corruption is employed to train initial denoising procedure. There is no task in this training process, the main concern is to learn hierarchical representation from unlabeled data without supervision. After completion of layering training, all hidden layers are stacked together, and then logistic regression layer is added to them to form the deep structure shown in Fig.7 (b) . The corresponding parameters learned from the unsupervised training process are used to initialize the parameters of the deep structure, and then back propagation (BP) algorithm is adopted to fine-tune label information of the parameters. That is, the weights are updated by using stochastic gradient descent (SGD) method to speed up learning. Thus, the learned data acquire more distinguishable components in the original data.
C. LEAST SQUARES SVM
Set the training set {(x 1 , y 1 ), (x 2 , y 2 ), . . . , (x l , y l )} with sample number l, for the class y i ∈ {−1, 1} corresponding to the sample x i (i = 1, 2, . . . , l), there exists an optimal classification hyper plane satisfying the following conditions
where ω is the normal vector of the hyper plane, and β is the offset. Decision function is
LSSVM [42] Nonlinear Classification Model can be expressed as
where C is the regularization factor and e i is the error variable. In order to allow for a certain misclassification rate, the tradeoff between the minimum misclassification and the maximum classification is considered. Furthermore, equation (8) must satisfy the constraints
where ϕ(x i ) is a non-linear mapping, which maps the sample set from space of input to space of high-dimension. Based on formula (8) and formula (9) and eliminating variables e i and ω, the following linear equations are obtained
where α is Lagrange multiplier, matrix
where x is one sample. The kernel function of LSSVM must be positive definite and satisfy Mercer theorem [43] . And, the LSSVM in this paper adopts Gauss radial basis function [42, 44] , and its formula is
where σ is the kernel parameter.
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D. QUANTUM PARTICLE SWARM OPTIMIZATION
The QPSO update processes [45] are as follows:
the particle velocity update formula is (14) where c 1 and c 2 are acceleration coefficients, M is particle swarm size, m best and m best j are centers for the best current positions of all individuals and j-dimension, respectively, while P i is the best current position for the i-th particle. P ij and P gj are the optimum positions of the i-th particle and the g-th particle swarm on the j-dimension, respectively. P c ij is a calculable random position between P ij and P gj , ϕ ⊂ (0, 1), u ⊂ (0, 1). α is the control coefficient [46] , and its calculation formula is
where T max is the maximum number of iterations. Based on the above theory, the population size M and the maximum number of iterations T max of QPSO are initialized first, then the number of hidden layers N h and learning rate l r of SDAE, and kernel parameter σ as well as regularization factor C of LSSVM are consummated. In the optimization of SDAE, root mean square error (RMSE) of sample is employed as fitness function of particle swarm, as follow:
where x i is the actual value, x i is the predicted value, and the optimization goal is to achieve the minimal value of fitness(N h , l r ). In the optimization of LSSVM, fitness function is
where R M is RMSE. The procedures of optimizing SDAE and LSSVM parameters with QPSO are as follows: step 1: Initialize QPSO algorithm, including particle location and optimization range, compression expansion factor and iteration times, in which the parameters needed to be optimized, such as: learning rate of SDAE, are mapped to particle location. step 2: Calculate the fitness function of each particle in the population, and the optimal individual position of each particle and the global optimal position of the population are obtained. step 3: The optimal average of individual positions of all particles in the population is calculated, and then particle positions are updated due to equation (13) .
step 4: Duplicate step (1) to (3), until iteration stopping condition is satisfied. Output optimization results are parameters of SDAE and LSSVM.
The QPSO-based optimization process of SDAE is shown in Fig.8 , the optimization process of LSSVM is similar.
IV. MEASUREMENT AND PROCESSING RESULTS
The whole procedure of proposed approach is shown in Fig.9 .
Above all, vibration signals are obtained by wireless sensors from wind turbine PGB, then frequency spectral of vibration signals is obtained by using Fourier transform [47] . Training data and testing data are obtained by classifying the frequency spectral data. In the training set, some data are labeled for supervised fine-tuning process, while others are unlabeled for unsupervised training. The testing set is used to measure the feature extraction of SDAE. The training data set is adopted to optimize SDAE using QPSO, and the SDAE is pre-trained and fine-tuned. Feature extracted from training data set is employed to optimize LSSVM and train it to classify fault types. After the training process, testing data is input into optimized SDAE and LSSVM to realize fault diagnosis.
A. POWER MANAGEMENT TEST
In the interest of proper design of the piezoelectric EH device, we use COMSOL Multi-Physics software to verify the performance of piezoelectric energy harvester in the case of different tip mass. It can be seen that the estimated resonant frequency is around 93Hz. By synthesizing the frequency and acceleration range of industrial machine mentioned above, and the working condition of wind turbine PGB. We selected a typical working environment of wind turbine PGB with acceleration of 0.2g and frequency of 45Hz. Therefore, the method of changing the weight of the tip mass is adopted to reduce the resonance frequency. The weight adjustment process is shown in Fig.11 .
As shown in Fig.11 , the output voltage waveform of the piezoelectric energy harvester at 0.2g acceleration shifts to the left due to the decrease of resonance frequency with increase of weight of tip mass in range of 0 − 11g. When the weight of the mass block is between 6 − 10g, the resonance frequency range is 40-50Hz, which meets the working condition. Not only have that, but also output voltage of the piezoelectric energy harvester increases with the increase of the weight of the tip massed. Based on the previous study, we choose 8.5g tip mass to construct the piezoelectric EH device.
A PGB experimental system, shown in Fig.12 , for simulating operation conditions of wind turbine PGB is generated to verify the performance of the piezoelectric energy harvester and AC-DC converter. According to the discussion in SECTION II PART A, the output voltage and harvested energy are experimentally measured with acceleration of 0.2g.
The output voltage is illustrated in Fig.13 , and the maximum power output of 0.9mW is obtained with the corresponding resistance of 60k .
In theory, the output power of energy harvester after fullbridge rectifier is obtained as
where V r is rectified constant output voltage across storage capacitor, f r is resonant frequency, C is internal capacitance of EH device, capacitor V r = 3.3V and the voltage drop of a diode V d = 0.3V, the output power from the full-bridge rectifier is shown in Fig. 14.
As we can see, P o reaches 209µW at rectified voltage V r of 3.3V. In addition, the measured output power is shown in Fig.15 . It is shown that the maximum output power reaches 223µW when the frequency is 45Hz.
Then performance of proposed energy management module is confirmed by measuring voltage of storage capacitor and voltage of processing and communication module. Fig.16 shows charging and discharging voltage waveforms of storage capacitor. After 260 seconds of charging, the voltage of storage capacitor reaches the upper threshold of 5.3V , then capacitor discharge to power processing and communication module until the voltage reaches the lower threshold of 3.8V , which lasts about 3.2s. In this discharging time, capture function starts to work. RF module turns into TX mode to transmit sampled vibration signals. Next, after 98.5 seconds of charging, the voltage of capacitor reaches the upper threshold again, and the charging and discharging process is repeated. Thus, this charging and discharging process ensures that the wireless sensor transmits data every 98.5 seconds.
The test results show that the RF circuit takes 5ms and 22mA to transmit data and the power consumed at this time is 72.6mW , concurrently the quiescent current is 82µA and the power consumed at this time is 270. As shown in Fig.17 , when the storage capacitor discharges, the output voltage, which is 3.6V , is regulated to provide the required voltage of 3.3V for processing and communication module.
B. COMMUNICATION TEST
Generally, evaluation of communication quality is verified by signal-noise ratio (SNR). In this paper, besides the SNR, another indicator, the success reading ratio [48] , is added to the evaluation system, where success reading ratio above 80% is regarded as an indicator of reliable communication. According to [49] , at least 30dB SNR is required to ensure reliable communication of RF system. Thus, a CMW500 (ROHDE& SCHWARZ) [50] universal tester is employed to verify the communication performance of proposed wireless sensor. The tester and the wireless sensor are deployed at the same height. The distance between the tester and the wireless sensor increases by 0.5m each time, when 1000 instructions are executed at each measurement distance. Fig.18 illustrates the measured success reading ratio at different positions. It is easy to see the conclusion that success reading ratio of 44.3m is still higher than 80%.
Since 30dB is an indicator of reliable communication, in this test, shown in Fig.19 , the wireless sensor realizes communication within 40.8m.
C. PERFORMANCE OF QPSO AND SDAE
In this paper, QPSO is employed to obtain optimal number of hidden layers and learning rate of SDAE. Two other algorithms, PSO and quantum genetic algorithm (QGA), are used to compare with QPSO, and Fig.20 shows the result. QPSO converges in fourth iteration and QGA converges in sixth iteration. However, PSO falls into local optimum. Furthermore, compared with PSO and QGA, QPSO achieves better fitness value. Optimized parameters and average time are listed in Table 2 .
Then, SDAE after optimization is employed to realize feature extraction for four types of health conditions signals from the wind turbine PGB experimental system, as shown in Fig.12 . In addition to normal condition, three kinds of fault gears are used to generate fault signals in this experiment, as shown in Fig.21 .
These four health conditions include normal condition, sun gear fault condition, planet gear fault condition and ring gear fault condition. In feature extraction, they are referred to F1, F2, F3 and F4, respectively, listed in Table 3 . From the unipolar PGB structure and relevant formulas [51] , the parameters of the wind turbine PGB are listed in Table 4 .
When sampling frequency is 8000Hz, for each condition, 500 signals are collected, as shown in Fig.22 .
To reduce the influence of noise on this test, besides the denoising capability of SDAE itself, the input sample uses frequency spectrum instead of vibration signal. Before this test, all the samples are normalized within [0, 1]. In this paper, VOLUME 7, 2019 normalization formula used is as follow: (20) where x norm is the normalized value, x min is the minimum value in the samples and x max is the maximum value. Then, 100 samples of different condition are randomly adopted as training data, and rest are testing data.
To verify feature extraction performance of SDAE, a data visualization method, t − SNE [47] , is employed to realize dimension reduction and generate an image. In this image, the features should be strong aggregation under one fault and be distinctly separated from another fault [47] . A feature extraction method combining wavelet and principal component analysis (PCA) is compared with the SDAE method. The performance of these two methods is presented in Fig.23 .
As shown in Fig.23 (a) , when wavelet and PCA are adopted to extract features from four conditions, PCA shows acceptable function in distinguishing F1 and F3 from F2 and F4, but poor function in distinguishing F1 from F3, F2 from F4 is obtained. Unlike this, SDAE method shows excellent performance in extracting robust and distinguishable features in Fig.23 (b) , which ensures the accuracy of fault diagnosis results.
D. FAULT DIAGNOSIS TEST
Fault features extracted via SDAE approach are used to train LSSVM classifiers and verify its fault diagnosis performance. According to Table 3 , a set of binary numbers is adopted for reference of the label of each fault conditions. Therefore, the binary numbers N i of each labels can be written as follows:
where i = 1, 2, 3, 4. Before training the classifier, kernel parameter σ and regularization factor C are optimized through QPSO to ensure better performance of LSSVM. When the fitness function 1 R M is maximized, the output is the optimal solution of parameters C and σ .
The optimization process is similar to the optimization of SDAE, Fig.24 shows the optimization procedure of QPSO and PSO as well as QGA, QPSO model converges at the second iteration, while QGA and PSO method converge at the fifth and sixth iterations respectively. At the same time, the fitness function of QPSO approach is the highest and converges to 99.8%, and the obtained optimal parameters are: C = 86.7251, σ 2 = 0.7806. To verify effectiveness and stability of proposed diagnosis model, characteristic vectors of wind turbine PGB vibration signals are input into extreme learning machine (ELM), SVM and QPSO-LSSVM for comparative analysis, with taking the average fault diagnosis accuracy after 100 fault diagnosis experiments as the evaluation indicator. The hidden layer node parameters of ELM and kernel parameters of SVM are optimized by PSO and QGA, respectively. The results of one fault diagnosis are shown in Fig.25 .
As shown in the Fig.25 , in this test, the proposed approach achieves the highest diagnosis accuracy. Final diagnosis results are listed in Table 5 . Table 5 shows that the average fault diagnosis accuracy of QPSO-LSSVM model is the highest, it shows that QPSO algorithm can select the optimal parameters adaptively. Meanwhile, training time and testing time are also shown in Table 5 . QGA-SVM method is the slowest in training and testing, while PSO-ELM method is the fastest but at the expense of diagnosis accuracy. The QPSO-LSSVM method proposed in this paper obtains the highest accuracy, while the testing time is relatively short. In practical application, using historical data to train diagnostic system can be carried out off-line, so the efficiency of on-line diagnosis is not affected. Taking both diagnosis accuracy and diagnosis time into account, the method proposed in this paper is most suitable for on-line diagnosis of wind turbine PGB among these three methods.
V. CONCLUSION
In this paper, an on-line diagnosis approach for wind turbine PGB faults based on WSN, SDAE and QPSO-LSSVM is proposed. The wireless sensor is employed for signal acquisition, while a vibration energy harvester based on piezoelectric is adopted to ensure energy supply of wireless sensor.
The SDAE extracts robust and distinguishable features from raw vibration signals. By the usage of QPSO algorithm, the efficacy of SDAE is heightened in the way of optimizing number of hidden layers N h and learning rate of SDAE l r .
Then, extracted features are used for fault diagnosis via QPSO-LSSVM. By optimizing kernel parameter σ and regularization factor C of LSSVM, the performance of diagnosis is improved. And the contrast experiment shows that the proposed method possesses the highest diagnosis accuracy with existing methods. Due to its low cost and accurate diagnosis, this method has good application prospects. Our future research objectives include, but are not limited to, increasing the communication distance of wireless sensor, introducing more complex fault types and improving the accuracy of fault diagnosis. 
