With the increase of available protein^protein interaction (PPI) data, more and more efforts have been put to PPI network modeling, and a number of models of PPI networks have been proposed. Roughly speaking, good models of PPI networks should be able to accurately describe PPI mechanisms, and thus reproduce the structures of PPI networks.With such models, theoretical and/or computational biologists can efficiently explore the evolution and dynamics of PPI networks. However, a theoretical and/or computational biologist may feel confused when she/he has to choose a proper PPI model for her/his research work from a dozen of candidate models, while there is no guideline available to help her/him. To tackle this problem, in this article, we carry out a comprehensive performance comparison study on 12 existing models over PPI datasets of four species (yeast, mouse, fruit fly and nematode), by comparing the global and local statistical properties of the original PPI networks and the model-reproduced ones. To draw more convincing conclusions, we use the mean reciprocal rank to combine the ranks of a certain model on all statistical properties. Our experimental results indicate that the PS_Seed model [Sole¤ and Pastor-Satorras (PS) model with seed] the STICKY model and the DD_Seed model (Duplication-Divergence model with seed) fit best with the test PPI datasets. By analyzing the underlying mechanisms of the models with better fitting ability, our analysis shows that the evolutionary mechanism of node duplication and link dynamics and the mechanisms with 'degree--weighted' behaviors seem to be able to describe the PPI networks better.
INTRODUCTION
In biological systems, most proteins play biological functions through binding each other together to form protein-protein interactions (PPIs). These PPIs and the corresponding proteins further form PPI networks. Therefore, PPI networks are fundamental to organisms. With the advances in biotechnology, increasing amounts of PPI data are produced by using high-throughput screens, such as yeast two-hybrid (Y2H) assays [1] [2] [3] [4] [5] , tandem affinity purification and mass spectrometry [6] [7] [8] . These data contain a wealth of biological information, and thus have motivated the modeling and analysis of PPI networks. As pointed out in [9, 10] , PPI networks act as scale-free networks with small-world property. This property of PPI networks, which also appears in many real networks [11] , has attracted researchers to explore the origin of the property and its evolutionary implications in PPI networks. A good model can well capture the topological features of PPI networks and explain how PPI network forms and evolves, and thus can help theoretical and/or computational biologists infer useful evolutionary information of PPI networks and predict their evolutionary behaviors by the model.
In the study of PPI data, a PPI network is often represented as an undirected graph with nodes corresponding to proteins and edges corresponding to interactions of protein pairs. As more and more PPI data are available, much effort has been devoted to reconstructing the topological structures of PPI networks, and consequently a number of models have been proposed to model PPI networks, such as duplication-divergence (DD) model [12] , geometric random graphs (GEO model) [13] , STICKY model [14] , etc. Because direct comparison of networks involves solving the 'subgraph isomorphism problem' [15] , which has no efficient approach thus far, these models try to reproduce PPI networks by fitting the most commonly studied statistical properties of the model-inferred PPI networks with those of the original PPI networks. However, the statistical properties they used to describe the topologies of PPI networks are far from complete. Some models fit only the commonly used global statistical properties [16, 17] , while some other models also fit more restrictive local statistical properties of the real PPI data [14] . As each statistical property describes one specific aspect of the network topology, it is difficult to tell which models have better fitting ability owing to the various statistical properties they used. Noticing this problem, some research has been done to compare different models. For instance, Fereydoun Hormozdiari et al. [18] studied the performance of scale-free PPI network models using five statistical properties and came to a conclusion that the duplication model with the 'right' choice of the initial 'seed' network has the best performance. Phuong Dao et al. [19] compared and analyzed three kinds of PPI models using statistical properties similar to that in [18] and came to a similar conclusion.
However, there are more than 10 models proposed for PPI networks, and a number of properties are available to describe the topological structure of a network. So to evaluate comprehensively the fitting abilities of the PPI network models, it is better to compare more models from more aspects of the network topology. Furthermore, as the models studied previously have significantly different performances on the used statistical properties, one can tell which model performs better directly by observing the computational results. With the increase of the number of models compared and the number of statistical properties considered, the situation becomes much complex, as one may not be able to tell which one is better just by observing the computational results. Thus, an integrated measure is needed to take all the statistical properties into account. Considering this situation, a comprehensive and systematical comparison among as many different models as possible from as many properties of PPI networks as possible to identify which models are better to describe the characteristics of the PPI networks is urgently necessary. This will facilitate greatly theoretical and/or computational biologists to choose proper PPI network models for their researches and to establish better new models. However, little work has been done in this direction thus far in the literature.
PPI data used for model evaluation is crucial to obtaining reliable results. A complete and accurate dataset can precisely reflect the topology of a PPI network. Currently, the species that has relatively the most complete PPI data is yeast. Hence, most PPI network models are evaluated with yeast PPI data. The yeast proteome is estimated to have 18 000 AE 4500 interactions [20] . However, PPI network models proposed previously were evaluated with datasets available at that time. Those datasets are significantly smaller than the PPI datasets currently available, and are accounted for only a small fraction of the whole yeast proteome. As a result, it is possible that some models proposed previously fit well with the data of that time, but not very well with the latest yeast PPI dataset. Recent advances in biotechnology make PPI datasets currently available much more complete than ever before, and thus much more suitable for model evaluation. Therefore, by conducting a comprehensive comparison study on different PPI network models using the most updated PPI datasets, we can distinguish the merits and demerits of these models more accurately and completely.
Our work in this article is a comprehensive performance comparison study on major existing PPI network models over large PPI datasets. We selected 12 typical network models, of which 10 models were proposed specifically for PPI network modeling, and the remaining two are more general models for network modeling. Datasets of the latest version downloaded from the iRefIndex database [21] and the DIP database [22] are used for this study. The comparison is based on a number of network measures to characterize the global and local statistical properties of PPI networks. Pearson correlation coefficient (PCC) and Euclidean distance are used to measure the property similarity between the reproduced network by a model and the original PPI network, and the 'mean reciprocal rank' (MRR) [23] is used to combine the ranks in terms of different statistical properties to evaluate the performance of a model as a whole (see 'Evaluation measures' section for details). The results shows that PS_Seed model [Solé and PastorSatorras (PS) model with seed] fits well with all the iRefIndex datasets used in our study, while STICKY model, DD without seed model, Barabási-Albert (BA) model and two-step model fit well with some of the test datasets. By analyzing the embedded mechanisms of these models, we speculate that PPI network models based on node duplication and link dynamics or having the 'degree-weighted' behavior can fit the PPI networks better.
The rest of the article is organized as follows. 'OVERVIEW OF MAJOR PPI NETWORK MODELS' section gives an overview of major PPI network models. 'NETWORK STATISTICAL PROPERTIES' section introduces the statistical properties of PPI networks used in this article to evaluate the PPI networks. 'EXPERIMENTAL EVALUATION' section presents the comparison results.
Finally, 'DISCUSSION AND CONCLUSION' section concludes the article with a discussion on the comparison results and the underlying mechanisms of the compared models.
OVERVIEW OF MAJOR PPI NETWORK MODELS
PPI network modeling has been studied for >1 decade, and a dozen of models have been proposed to model PPI networks of yeast, human and many other species. Here, we select 12 typical models, 10 of which are models proposed for PPI networks, and the other 2 [i.e. Erdo 00 s-Rényi random graph model (ER model) and BA model] are more general random network models used for comparison. Some model variants discussed below are not included in our comparison study.
Random network models
ER model ER model [24] is the earliest random graph model. In an ER graph, edges are linked between pairs of nodes at random with the same probability. As this model is completely random, it is often used as a standard model to compare against other models. BA models BA model [25] generates random scale-free networks using preferential attachment mechanism. The main characteristic of scale-free networks is power-law degree distribution, which is found to be present also in PPI networks [26] . For this reason, some PPI network models primarily fit the power-law degree distribution of real PPI data, such as DD model [12] and the MpK model [27] .
Models based on node duplication and link dynamics
Several models have been proposed based on the hypothesis that PPI networks evolve by gene duplication and divergence. After a common step of duplicating a randomly selected node (protein) with an identical set of edges (interactions), these models differ mainly in the divergence step.
DD model
The DD model [12] first links the selected node and its duplicated node with probability p and deletes edges (interactions) from both the newly created node and the previous node randomly with probability q.
iSite model
The 'iSite model' [17] improves the DD model by asymmetrically deleting edges from progenitor and progeny node, and parameters of this model are directly estimated from empirical data by reverse engineering [28] .
PS model
In the PS model proposed by Solé et al. (Solé model) [29] and Pastor-Satorras et al. [30] , only edges from the newly created node can be deleted and new edges linking the newly created node and all the rest nodes of the network can be added with a probability proportional to the network size. PS model gives better parameter estimation; thus, we compared PS model in our study. As PS model produces much more isolates (nodes with zero degree) than that in PPI networks [31] , some modifications to PS model have been suggested [18, 31] to better emulate PPI networks. We adopted the modification proposed by [18] , that is, deleting each isolate once it is generated.
Berg model
The Berg model proposed by Berg et al. [32] starts with a random graph of large size and evolves by fast link dynamics due to mutations of the coding sequences of existing proteins and slow growth dynamics through gene duplications.
Models with seed graph
As stated in [18] , models based on node duplication and link dynamics could capture many topological features of available PPI networks well if they start with a 'right' seed graph. Therefore, in our work, we also studied the effect of seed graph on two duplication models, the DD model and the PS model.
Thomas model
The 'Thomas model' proposed by Thomas et al. [33] is based on the way that proteins bind together as in the experiments such as Y2H assays. The concept of 'complementary binding domains' of a protein is used to form interactions between pairs of proteins. It is worth mentioning that the 'lock-and-key model' [34] , which absorbs the idea of 'complementary domains' of Thomas model was proposed to extract information from the network, which is not the focus of our concern, therefore was not used for comparison in this article.
GEO model
GEO model were introduced for PPI network modeling by Pržulj etal. [13] . A geometric random graph is an undirected graph with nodes uniformly and randomly distributed in a metric space and edges linked when the distance between two nodes is within a radius r. The definition of distance and the value of r can be adjusted as required. Based on the GEO model, Kuchaiev et al. [35] proposed a GEO variant-trained GEO model, in which nodes are not uniformly and randomly distributed but distributed as the real data through an embedding algorithm.
STICKY model
The 'STICKY model' [14] extracts information of protein connectivity of real data, and reproduces PPI networks by inserting connections according to the degrees, or 'stickiness' of pairs of proteins involved. Specifically, the 'stickiness index' of a protein is based on the normalized degree, and the probability to connect two proteins is the product of their two corresponding stickiness indices. By definition, we can infer that a larger-degree protein will have a higher probability to have connections. The degree of a protein is thought to be correlated to the presence of interaction surfaces or binding domains; hence, this model is regarded as a testable distillation of more complicated models involving protein properties.
Two-step model
The 'two-step model' proposed by Schneider et al. [36] uses a simple probabilistic approach to generate networks. The generating rules are based on two mechanisms that are assumed to control evolution: 'preferential depletion' is applied for removing edges linking nodes with lower degree, and 'similarity' is used for adding edges between two nodes having many common neighbors.
Other models
There are some models that fit real PPI data well, which are not considered in this article, such as the Mpk model [27] and the network model with structured node (SN model) [16] .
The 'MpK model' emphasizes on the physical properties of each protein. By setting the only parameter, K c , the minimum number of hydrophobic residues needed for proteins to form an interaction, we can generate networks with power-law degree distribution. This model requires such a K c value that the exponent of the degree distribution matches with that of the real dataset. However, we could not find such a K c value with our test PPI datasets. So we do not consider this model here.
The 'SN model' mimics the structure of proteins in each structured node and generates networks through mutation, insertion and deletion and duplication of these structured nodes like protein-coding genes. The probabilities to mutate, add, delete and duplicate affect the network structure dramatically. The best probabilities can be obtained by fitting the statistical properties (e.g. clustering coefficient) of the real dataset using an evolutionary program, which is computationally expensive. As long as one has enough computation resource, she/he can obtain a network fitting the real dataset well. However, it seems that this model needs different probabilities to fit with different datasets, which indicates that this model may actually fit the data rather than the underlying PPI networks. Thus, we do not include this model either in our study. Table 1 presents a brief summary on the models mentioned above and used in our study.
NETWORK STATISTICAL PROPERTIES
A comparative analysis of networks (or graphs) enables us to find the similarity and difference between networks generated from models and networks inferred from real data. However, direct comparison of networks is computationally expensive, as this involves the 'subgraph isomorphism problem' [15] , which has no efficient approach thus far. In this article, we compare two networks by comparing their statistical properties, which are much easy to compute.
All the statistical properties of networks used in our study have been used to evaluate PPI network models. For instance, in [13] , the degree distribution, network diameter, clustering coefficient and 'relative graphlet frequency distance' (RGF-distance) of model-generated networks were used to compare with those of real PPI networks, while degree distribution, k-hop reachability, betweenness distribution, closeness distribution and graphlet frequency were used in [19] . We collect these statistical properties from the literature, and classify them roughly into two categories: global properties and local properties. Global properties include 'average degree, 'degree distribution', 'average clustering coefficient', 'average shortest path length', 'diameter', 'k-hop reachability', 'betweenness' and 'closeness' [37] . Local properties include 'graphlet degree distribution agreement' (GDD-agreement) and 'RGF-distance'.
Compared with other studies, our work uses more statistical properties, and thus can evaluate the network models more comprehensively.
All these properties are defined in detail as follows.
Global statistical properties
The 'degree' of a node is the number of edges it has. The 'average degree', hki, is therefore the average of degrees of all nodes in a network. This property tells whether a network is sparse or dense. The 'degree distribution', P(k), is defined as the fraction of nodes in a network with degree k, which has been used to distinguish different network models. Specifically, ER model has a Poisson degree distribution, whereas BA model has a power-law degree distribution P(k) $ k Àg , where g is a positive number. The 'clustering coefficient' measures the tendency of nodes in a network to cluster together and is defined as
for any node i, where k i is the degree of node i (i.e., the number of neighbors of node i), and e i is the number of edges actually possessed by the neighbors of node i. The 'average clustering coefficient', C, is computed by averaging the clustering coefficients of all nodes. Many realworld networks have been shown to have high clustering coefficient.
A 'path' in a network is a sequence of nodes, with each node having an edge to the next node in the sequence. The least number of edges needed to reach node u from node v in a network through a path is Two nodes are linked with probability p À À À GEO [13] Linked if two nodes within a radius r À À À iSite [17] Node duplication and link dynamics Gene duplication and divergence Subfunctionalization asymmetry and heteromerization rate Binding sites PS [30] Node duplication and link dynamics Gene duplication and divergence Edge addition and deletion rate À PS Seed [30, 18] Node duplication and link dynamics Gene duplication and divergence Edge addition and deletion rate À STICKY [14] More likely to link if two nodes have higher 'stickiness' 
The information related to biological mechanism or phenomenon. The information extracted from empirical data (except the number of nodes and edges). called the 'shortest path length' between u and v. Among the shortest paths of all pairs of nodes in a network, the maximum one is called 'diameter', D, of the network, and the average of shortest path lengths is called the 'average shortest path length', l, of the network.
Let V(i) denote the set of nodes with degree i in a network. The 1-hop reachability of a node v is simply its degree. The k-hop degree of v, d(v, k), is the number of distinct nodes it can reach in at most k-hops. The k-hop reachability of V(i), f(i, k), is thus defined as As per the degree distribution, k-hop reachability provides a way for comparing 'connectivity' of two networks [19] . The betweenness of a given node in a network measures its 'intermediary' role in the network G ¼ (V , E). The betweenness B(v) of a node v is defined as the ratio of shortest paths from all nodes to all others that pass through v:
where s i,j is the number of shortest paths from i 2V to j 2V, and s i,j (v) is the number of shortest paths that go through node v. Let d(u, v) denote the shortest path length between node u and v. The closeness of a node v is defined as
The global statistical properties of the yeast datasets used in this article (details are given in the next section) are shown in Table 2 . The global statistical properties of the datasets for other species can be found in the Supplementary File.
Local statistical properties
The local statistical properties used in our article, the RGF-distance and the 'graphlet degree distribution agreement' (GDD-agreement), are based on the notion of 'graphlet'. A 'graphlet' is defined as a small, connected, induced subgraph of a network. As shown in Figure 1 [13] , there are 29 graphlets with three to five nodes. For each of the 29 graphlets, we can use the relative frequency of graphlets where [13] . From Figure 1 , we can see that not all nodes are topologically equivalent in a graphlet. For example, the end nodes of G 1 map to each other, whereas the middle node in G 1 does not. We call it an automorphism orbit (or orbit for brevity) that the end nodes of G 1 belong to. To understand this, we first give the mathematical definition of isomorphism: an 'isomorphism' g from graph X to graph Y is a bijection of nodes of X to nodes of Y such that xy is an edge of X if and only if g(x)g(y) is an edge of Y . An 'automorphism' is an isomorphism from a graph to itself. The automorphisms of a graph X form the 'automorphism group,' which is commonly denoted by Aut(X). If x is a node of graph X, the 'automorphism orbit' of x is Orb(x) ¼ {y 2V (X)|y ¼ g(x) for some g 2 Aut(X)}, where V (X) is the set of nodes of graph X [38] . There are 72 orbits across all graphlets with three to five nodes. For each of the 72 orbits, analogous to the degree distribution, the 'graphlet degree distribution' (GDD) is defined as the number of nodes touching a particular graphlet at a node belonging to a particular orbit. The GDD-agreement measures the agreement of graphlet degree distribution of two networks [38] . For comparison, we also give statistics of ER random graphs with average degrees similar to those of the two PPI datasets. The statistical properties are clustering coefficient (C), average shortest path length (l) and diameter (D).
EXPERIMENTAL EVALUATION Datasets
PPI datasets of yeast As the overlap of PPIs between different databases accounts for only a small fraction of their total numbers of PPIs [39] , the PPI dataset may be incomplete if we consider only PPIs extracted from one database or from several databases separately. The integration of PPIs from multiple databases is a good way to ensure the relative completeness of the interactome. Thus, in our study, we downloaded datasets from the iRefIndex database [21] (version: 18 October 2011), which is a consolidated protein interaction database that integrates protein interaction records from BIND [40] , BioGrid [41] , DIP [22] , HPRD [42] , IntAct [43] , MINT [44] , MPact [45] , MPPI [46] and OPHID [47] .
To study whether different datasets of the same species have effects on the performance of the models, we also downloaded the core datasets from the DIP database [22] (version: 18 May 2012) for comparison. In the core datasets, only the most reliable interactions within the full DIP datasets are kept, so the coverage of the dataset is low (accounts for only $25% of the estimated size of yeast proteome).
For each of the datasets, we remove cross-species interactions and redundant ones, and leave only physical interactions. Approximately 80.89% and 0.04% of the interactions were removed from the iRefIndex yeast dataset and the DIP-core yeast dataset, respectively. The high proportion of removal from the iRefIndex database is largely due to the high redundancy of PPIs from multiple databases and the genetic interactions integrated from BioGrid database.
PPI datasets of other species
To get more convincing results, we also conducted the comparison on PPI datasets of three other species: mouse, fruit fly and nematode. As the total number of PPIs of the three species in DIP database is too small, we used only datasets downloaded from the iRefIndex database and preprocessed these data in the same way as doing on the yeast PPI data.
Experimental setting
We evaluate and compare 12 models. For this end, we generate networks by these models based on the test datasets. The general rule of network construction is to keep the numbers of nodes and edges matched with those of the real dataset.
We denote by n and m the numbers of proteins and interactions of a PPI dataset, respectively. The parameters of some models can be inferred from n and m. Additional parameters were taken directly from the original articles in most instances, while several parameters of the models were fine-tuned to keep the numbers of nodes and edges matched with those of the real datasets. To guarantee the robustness of the results, we repeated the network generation process 100 times for each model, with the same parameter setting. Note that the parameter values of some models given below were inferred from the yeast datasets. Parameters can also be inferred from the datasets of other species in the same way. The respective parameter setting of each model is as follows.
BA model
The BA model uses n and m as input. The number of edges added for each node is the nearest integer (denoted by m 0 ) of m/n. The seed graph has m 0 nodes but no edges.
Berg model
The Berg model uses four parameters: n, m, node duplication rate and link addition rate. We generate networks according to [32] . Initially, an Erdo 00 s-Rényi random graph is generated, with an average degree equal to that of the original network inferred from the real PPI dataset. The number of nodes is calculated so that after 25 million years, the expected number of nodes equals to n. We use values of node duplication rate and link addition rate per million years similar to that in [32] , that is, 10 À3 and 0.59, respectively. At the end of each time-step (1 million years), links are randomly deleted to keep the average degree matched with that of the original network.
DD model
The network generating process of the DD model requires two additional parameters, p and q, besides n and m. p is the probability to add an edge between the selected node and its progeny, and q indicates the probability to remove an edge from either the progenitor or the progeny node. Probability p is calculated through reverse engineering as per [28] , and q is tuned to keep the average degree matched with that of the original PPI network. The parameters of DD model for the iRefIndex dataset are set to 0.26 and 0.33, respectively, and the parameters for the DIPcore dataset are set to 0.22 and 0.54, respectively.
ER model
The ER model takes n and p as input. The probability p to add edges is calculated so that the expected number of edges of the network equals to m.
GEO model
The GEO model uses n and r to generate networks. We use two-dimensional Euclidean distance as the distance norm. The radius r is determined to ensure that the expected number of edges of the generated network is approximately equal to m.
iSite model
The iSite model uses six parameters: n, m, the number of self-loops in the seed graph, the subfunctionalization asymmetry, the subfunctionalization rate and the heteromerization rate. The iSite model starts with a seed graph, and evolves through asymmetric subfunctionalization and heteromerization. All the parameters used in this model are estimated directly from the test datasets. Detailed information about the calculation of parameters can refer to the Supplementary Files of [17] . Specifically, for the iRefIndex dataset, 96 self-loops are added to the seed graph; the subfunctionalization asymmetry, the subfunctionalization rate and the heteromerization rate are set to 0.73, 0.28 and 0.44, respectively. For the DIP-core dataset, the corresponding parameters are set to 70, 0.69, 0.54 and 0.57, respectively.
PS model
The PS model requires two parameters, edge deletion probability d and edge addition probability a, in addition to n and m. The two parameters are determined by the average degree and degree distribution of the PPI dataset as per [18] . For the iRefIndex dataset, d ¼ 0.345 and a ¼ 0.02, and for the DIPcore dataset, d ¼ 0.738 and a ¼ 0.423.
STICKY model
Different from the other models, the STICKY model uses the degree list of PPI data as input. We use the algorithm provided in [14] to generate networks.
Thomas model
The Thomas model needs the size of the complete interactome, the number of domains and the sample size to generate networks. Thomas model is designed to simulate the complete interactome. A set of proteins are sampled from the interactome in the same way as the Y2H experiments. The number of domains is set to 1000, the same as that of the original setting. The sample sizes are set to 1500 and 500 for the iRefIndex dataset and the DIP-core dataset according to the sizes of the datasets, respectively. The size of the complete interactome is set to 6000, identical to that in the original article.
Two-step model
The two-step model requires three parameters, n, m and a. a (! 0) is the only free parameter of the model and controls the relative robustness of edges belonging to highly connected nodes with respect to edges linking low degree nodes. The value of a is set to 1.75 for the iRefIndex dataset and is set to 0.9 for the DIP-core dataset. The model is implemented according to [36] .
Duplication models (DD and PS) with seed graph
For models with seed graph, the size of the seed graph is also needed in addition to the original parameters of the model. The seed graphs are determined as per [18] . Specifically, for each dataset, we first find out the largest two cliques (subgraphs where all node pairs are connected), and then highly connect the two cliques. Several additional nodes are randomly added to one of the cliques to keep the average degree matched with that of the dataset. Both models start with identical seed graph for a particular dataset. As the seed graph can dramatically affect the parameters of both models, we re-estimate the parameters for both models. For the iRefIndex dataset, we set p ¼ 0. 26 
Evaluation measures
The comparison process consists of two steps: first, for each individual statistical property, we assess the similarity between the model-generated networks and the test PPI datasets in terms of that property; second, for all models, we measure their fitting performance as a whole by considering all statistical properties. For the first step, we use mean difference, PCC and Euclidean distance, and for the second step, we use the MRR.
Similarity measures
We use the statistical properties of the original PPI networks (or PPI datasets) as the baseline for comparison. For properties that have only one value such as the average clustering coefficient, the mean differences of these statistical properties between the model-reproduced networks and the original networks are calculated using the source code from GraphCrunch2 [48] , with our own modification and speed optimization (see the Supplementary File for details); for properties represented as vectors such as degree distribution, PCC and Euclidean distance are used to distinguish models (also see the Supplementary File for details).
PCC is a measure of the correlation (linear dependence) between two variables (or vectors) X and Y, and is calculated as follows:
The more similar the two variables, the larger their PCC (a value of 1 implies that a linear equation describes the relationship between the two variables perfectly). In general, the Euclidean distance between two points p and q, d(p,q), in an n-dimensional space is defined as dðp,qÞ ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi
For two points, the distance between them is 0 if they are the same. As PCC measures the correlation between two variables irrespective of their actual values while the Euclidean distance is determined by the numerical values of each dimension without considering the similarity between two vectors, it is incomplete to use only one of them to measure the similarity between two variables. Hence, in this article, we combine the two measures in the results. Specifically, we first calculate the PCC and Euclidean distance between the vector properties (e.g. the degree distribution) of the model-generated networks and those of the PPI datasets. Then, we sort the PCC results of the models in descending order (rank 1 means the largest PCC value) and the Euclidean distance results of the models in ascending order (rank 1 means the smallest distance value). Finally, we take the sum of the two rankings of each model as the final score. A smaller score indicates the model has better fitting performance. For example, if the PS model ranks 1 by PPC and 2 by distance, then its final score is 1 þ 2 ¼ 3.
Considering that some models may have the same final score for some property, we take the top three models depending on the circumstances (see the Supplementary File for details).
Mean reciprocal rank
As we evaluate the models by a number of statistical properties, a model may be good at some properties while bad in some other properties. We need an integrated index to measure and compare the model's performance as a whole. In this article, we adopt the MRR to get a combined score that considers all the statistical properties.
MRR [23] is a statistical measure widely used to evaluate a process that produces a list of possible responses to a query, and it can be defined as:
where N denotes the number of responses, and r i is the rank of the ith response. In this article, each property corresponds to a response. For a model M j , r i means the rank of M j among all models in terms of property i, and thus we can get its overall rank among all models by considering all properties according to (7) .
Results and analysis
Statistical characteristics of the PPI datasets Table 2 compares the statistical properties of the two yeast PPI datasets used in this article. The iRefIndex dataset integrates PPIs from various databases; thus, it has relatively more nodes and interactions than the DIP-core dataset. The reliability of the PPIs in the iRefIndex dataset also needs to be considered because of the high false-positive rates of highthroughput screens that generate these data. The DIP-core dataset, in contrast, contains less but more reliable interactions. The clustering coefficient, average shortest path length and diameter of the two datasets were computed and compared with those of random graphs of the same size. The statistical values of random graphs in Table 2 are labeled by the subscript 'rand'. From Table 2 , we can see that the clustering coefficients of the two datasets are close, which are independent of their sizes. Besides, they are generally at least one order of magnitude larger than that of the random graphs. The average shortest path lengths and diameters show no significant difference between the datasets and the random graphs. The computational results of the other three species' datasets show similar features; please refer to the Supplementary File for the details.
The high clustering coefficient and small shortest path length of these test datasets imply that PPI networks exhibit the properties of small-world networks [10] .
Model comparison on individual properties
For each PPI dataset, we first compared the degree distributions of all models with those of the PPI dataset. Figure 2 demonstrates the degree distributions of the two yeast datasets in double logarithmic scale, where each subfigure shows the top three models the degree distributions of which are most similar to those of the corresponding PPI dataset (see Table 1 in the Supplementary File for the Euclidean distances and PCCs of the degree distributions of all models). As can be seen from Figure 2 , the top three models of the two datasets are different. For the iRefIndex dataset, the top three models are the DD model, the PS model and the STICKY model, while the DD model, the DD_Seed model and the iSite model are among the top three models for the DIP-core dataset. As the degree distribution is regarded to be a weak measure of network property [49] , we went on comparing other statistical properties.
As shown in Table 2 , there is no significant difference between the average shortest path length and diameter of the PPI datasets and those of the random graphs. Hence, it seems that the average shortest path length and diameter are not good indicators for distinguishing models. Therefore, we compared the average clustering coefficient. Table 3 shows the differences in the average clustering coefficients between the models and the PPI datasets. A negative value means the clustering coefficient of a model is smaller than that of the corresponding dataset. A better model has a clustering coefficient closer to that of the real PPI data. The closest three values of each dataset are indicated by superscript letters. We can see that both the DD model and the iSite model are in the top three of the two datasets, while the STICKY model and DD_Seed model also have clustering coefficients close to those of the PPI datasets.
The spectra of network properties were also used in some existing works [18] . Here, spectra of betweenness, closeness and k-hop reachability (2-hop, 3-hop and 4-hop reachability) were compared between the original PPI networks and the modelinferred PPI networks. Figure 3 demonstrates the top three models that best fit the iRefIndex dataset over the spectra of betweenness, closeness and k-hop reachability. Figure 4 shows the results for the DIP-core dataset.
As can be seen from Figure 3 , the STICKY model fits well with the iRefIndex dataset with respect to all the properties presented, while the PS_Seed model fits well with most properties (four of five properties). Furthermore, the DD_Seed model, the BA model, the DD model and the PS model also fit well with one or two properties. The results in Figure 4 show that both the DD_Seed model and the PS model fit well with the k-hop (2-hop, 3-hop and 4-hop) reachability and the betweenness or closeness of the DIP-core dataset, while the STICKY model and the PS_Seed model fit well with the betweenness and closeness of the dataset. The STICKY model and the iSite model fit well with the k-hop reachability as well.
In addition to global statistical properties, local properties are also informative to describe networks. Here, we compared the models over GDD-agreement and RGF-distance. For GDD-agreement, we use the algebraic average of GDD-agreements of the 72 orbits [38] . If two networks are similar, they will have larger GDD-agreement and smaller RGF-distance. Figure 5 shows the comparison results of GDD-agreement and RGF-distance. In Figure 5a , the STICKY model, the PS_Seed model and the DD model have the largest GDD-agreement for the iRefIndex dataset, while the DD_Seed model, the DD model and the iSite model are the top three models that have the largest GDD-agreement for the DIP-core dataset. In Figure 5b , the STICKY model, the PS_Seed model and the BA model have the smallest RGF-distance for the iRefIndex dataset, The smallest three differences of each dataset are indicated by superscript letters. while the the PS_Seed model, the iSite model and the two-step model have the smallest RGF-distance for the DIP-core dataset.
The above comparison results on the properties demonstrate that the models do not perform similarly on the two yeast datasets. This indicates that PPI models evaluated on different datasets may produce different results, which illustrates the necessity of a more complete and accurate test PPI dataset.
We also compared these models on PPI datasets of three other species, mouse, fruit fly and nematode, and we observed basically similar results as on the yeast datasets. Owing to space limitation, the detailed results were presented in the Supplementary File.
Model comparison on MRR
Here we use MRR to evaluate and compare the models as a whole by taking all properties into consideration. As the sizes of the DIP-core datasets are generally small, and we did not even use them for the other three species (mouse, fruit fly and nematode) owing to the low coverage, we calculated the MRR values only on the iRefIndex datasets. Table 4 shows the MRR values of each model. The top three MRR values of each dataset are indicated by superscript letters.
From Table 4 , we can see that the PS_Seed model performs well on all the four datasets, followed by the STICKY model fitting well with three of four datasets and the DS_Seed model fitting well with two of four datasets. DD model, BA model and two-step model perform well on one dataset. Moreover, on average, the PS_Seed model, the STICKY model and the DS_Seed model are among the top three models.
The good performance of the PS_Seed model and the DD_Seed model, especially the PS_Seed model, indicates that models with seed graphs perform better than models without seed graphs, which is consistent with that in [18] and [19] . Among the models with good fitting performance, the PS_Seed model and the DD models with and without seed are based on node duplication and link dynamics. This indicates that models based on node duplication and link dynamics mechanism can fit well with the PPI networks.
The STICKY model reproduces PPI networks according to a simple mechanism that the probability to add edges between two nodes is determined by the 'stickiness index' of the two nodes involved. Interestingly, it fits well with three of four PPI datasets. One reason for the good performance of the STICKY model possibly lies in the fact that it uses degree list as input, which contains a large amount of information of the datasets, whereas the other models use only parameters estimated from the data. Based on this observation, we conjecture that the STICKY model could also fit well with other networks in addition to PPI networks. So we did a simple test on the other models used in this article. That is, we used the degree list of the networks generated by these models as input of the STICKY model, and evaluated the fitting ability of the STICKY model with these models. The results (data not shown owing to space limit) demonstrate that the STICKY model fits best with the ER model and the Berg model. It is easy to understand why STICKY model fits well with the ER model because when all degrees in the degree list are the same, STICKY model generates exactly ER graphs. The common point of the STICKY model and the Berg model is that the probability to add edges between two nodes is correlated to the degree of one or both nodes.
The preferential attachment mechanism-based BA model is proposed based on the observation that many real networks (including protein interaction networks) have a power-law degree distribution [9] . Thus, it is not strange that it can also fit with PPI networks.
The two-step model performs well on the mouse dataset. It uses preferential depletion to remove edges and similarity to add edges, and both the operations involve the degree of nodes [36] .
From the analysis of the three models (STICKY, BA and two-step) above, we notice that they have a common point, that is, their edge operations are closely related to the degree of nodes. We call this phenomena 'degree-weighted' behavior. Therefore, the good fitting ability of the three models having the 'degree-weighted' behavior possibly indicates that the PPI networks also exhibit this behavior.
DISCUSSION AND CONCLUSION
In this article, we conducted a comprehensive comparison study of '12' different PPI network models by using PPI datasets of four species. The empirical results demonstrate that PS_Seed model, the STICKY model, the DD without seed model, the BA model and the two-step model fit well with all or some of the original test PPI datasets according to their MRR values. By analyzing these models, we speculate that PPI network models based on the hypothesis of evolution by gene duplication and divergence or having the 'degree-weighted' behavior can fit well with the PPI networks.
From the comparison results, we observed that none of these models is able to fit perfectly with the PPI datasets (see the comparison results in 'Model comparison on individual properties' section and the Supplementary File). One possible explanation is that the datasets currently available is neither complete nor highly accurate. The big difference between the clustering coefficient of the modelgenerated networks and the PPI networks and the low similarities between their spectra of statistical properties indicate that the models still need to be improved. New models improving on the above two aspects may achieve better performance.
Another observation is that even though a model performs well on some properties, its MRR value is not much high, such as the iSite model and the PS model. As the MRR value is calculated under the assumption that each statistical property has equal descriptive power, it is easy to infer that if a model has more top-ranking statistical properties, its MRR value will be higher. However, the descriptive powers of different properties may be different. For instance, degree distribution is considered to be a weak measure of network property [49] . This means the properties should have different weights during the calculation of MRR values. Unfortunately, as far as we know, no research has focused on the descriptive powers of various network properties. If such information is considered, the results may be different. The top three MRR values of each dataset are indicated by superscript letters.
In addition to the iSite model and the PS model, it is also meaningful to have a deep look at the other models evaluated in this article.
The Berg model uses the same biological mechanism (i.e. gene duplication and divergence) as the DD model etc. to reproduce PPI networks, yet they perform differently. The difference between the Berg model and the DD model possibly lies in that the parameters are not appropriate. The parameters we used perhaps applied only to the particular datasets that the model used when it was proposed. The results might be better if the parameters are properly estimated.
The GEO model shows interesting properties in the comparison. It has similar degree distribution to ER model, it has high clustering coefficient and the average shortest path length is much larger than in the other models (see Figure S2 in the Supplementary File). It seems that the GEO model neither belongs to random graphs nor has 'small world' property. Thus, we guess that the GEO model has a more regular structure than the PPI networks.
The Thomas model does not perform well on the test datasets with respect to all of the properties. It is possible that the mechanism of 'complementary binding domain' does not dominate the evolution of PPI networks.
In summary, we can conclude that a good model benefits from both reasonable biological mechanisms and appropriate behaviors similar to those of real PPI networks. With the rapid development of highthroughput biotechnology, more accurate and complete PPI data will be available. We expect that more appropriate models for PPI networks are to appear in the near future.
SUPPLEMENTARY DATA
Supplementary data are available online at http:// bib.oxfordjournals.org/.
Key Points
Many models have been proposed to describe the structure and evolution of protein^protein interaction (PPI) networks. However, their performanceshavenotbeenevaluatedcomprehensively andcomparatively as their fitting abilitydiffers significantly. To help biologists choose appropriate models for modeling PPI network, this article carries on a comprehensive comparison study on major PPI network models. The results show that models based on gene duplication and divergence or having the 'degree-weighted' property fit best the PPI datasets.
