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Abstract
In “Random complex fewnomials, I,” the limiting formula of the (normalized)
expected distribution of complex zeros of a system of k random m-variate fewnomials
where the coefficients are taken from the SU(m + 1) ensemble and the spectra are
chosen uniformly at random is determined. We recall this result and show the limiting
formula is a (k, k)-form with continuous coefficients.
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Concerned with the distribution of complex zeros of a system of random complex
fewnomials, we begin this work by covering some older results on fewnomials, cite
two theorems which determine the distribution of zeros from a probabilistic point of
view, and follow up with the statement of our result.
Before continuing, we also note that Sections 1.1 and 2.1 are intended to supple-
ment our result, but are inessential with respect to our proof.
1.1 Past results about fewnomials
A. G. Kushnirenko conjectured in the late 1970s that the number of real roots of a
general system of m polynomials in m variables can be bounded above by a function
of the number of nonzero terms which appear [Kho91]. Equivalently, the conjecture
1
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states that the complexity of a polynomial system can be measured by the number
of nonzero terms among the polynomials in the system instead of the degrees of the
polynomials in the system.
For the case when m = 1, an upper bound for the number of positive roots of a
univariate polynomial can be found using Descartes’ Rule of Signs [Des54]. Ordering
the terms of a polynomial by increasing exponent, the rule states that the number of
positive roots is equal to the number of sign changes between consecutive non-zero
coefficients or less than it by a multiple of two. As a corollary, if a polynomial had n
nonzero coefficients, it would have at most n−1 positive roots, because it can have at
most n− 1 sign changes. For example, for any real constants a and b, the polynomial
x1000 + ax+ b would have at most two positive roots.
In general, A. Khovanskii’s work on fewnomial systems in the 1980s determines an
upper bound for zeros in the positive orthant of Rm which only depend on the number
of nonzero coefficients and the dimension m [Kho91]. Unfortunately, his upper bound
is not sharp. More on his result is detailed below.
Given a system P , let ∆j denote the Newton polytope of Pj, i.e., the convex
hull of the exponents appearing nontrivially in Pj. Then let V (∆1, . . . ,∆m) denote
the mixed volume of ∆1, . . . ,∆m. By the Bernstein-Kushnirenko Theorem, the total
number of solutions to a general system P is m!V (∆1, . . . ,∆m) [Ber75, KK12]. Next
consider the real m-torus Tm = (R/[0, 2π])m. Then (C \ {0})m can be identified with









7→ (ρ, θ) and we
2
CHAPTER 1. INTRODUCTION
call θ the argument of z. Fixing an angular sector U ⊂ Tm, let N(P,U) denote the
number of zeros of P with arguments lying in U and let




Note that the quantity S(P,U) may be interpreted as the expected number of zeros
of P lying in U if the zeros were uniformly distributed.
Next, let ∆∗ ⊂ Rm denote the intersection of the sets {y ∈ Rm | |〈α, y〉| < π}
as α ranges over the exponents appearing in the spectra ∆i. Then let ∆
∗
denote
the image of the region ∆∗ under the quotient homomorphism φ : Rm → Tm and
Π(∆
∗
, U) be the minimal number of translates of ∆
∗
needed to cover the boundary
of U . Khovanskii’s result on real fewnomial systems says the following:
Theorem 1 (Khovanskii, Theorem 2 [Kho91]). There exists an explicit function
ϕ(n,m) of two natural number variables (n,m) such that for each system of polyno-
mial equations P1 = · · · = Pm = 0 with Newton polyhedra ∆1, . . . ,∆m that contains
at most n monomials, nonsingular at infinity in the region arg z ∈ U of the space
(C \ {0})m, the following relation holds:
|N(P,U)− S(P,U)| < ϕ(n,m)Π(∆∗, U). (1.1.1)
Taking a sequence of balls Uj ⊂ Tm shrinking to {0} ⊂ Tm, then Π(∆
∗
, Uj) → 1
and S(P,Uj)→ 0. It then follows from (1.1.1) that
|NR(P )| ≤ ϕ(n,m), (1.1.2)
3
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an upper bound for the number of real zeros of a polynomial system P which depends
only on the number of nonzero terms n and the number of variables m.
Explicitly, Khovanskii finds the number of nondegenerate roots of a polynomial
system P = (P1 = · · · = Pm = 0) lying in the positive orthant of Rm is at most
2n(n−1)/2(m+ 1)n,
where n is the number of distinct monomials that appear with nonzero coefficient in
at least one of the polynomials [Kho91]. However, this bound is not sharp, and even




where m+ l+ 1 is the number of monomials [BS07] is only asymptotically sharp (for
fixed l and large m) [BRS08]. For related results, see also [BBS07, BS11].
Of course, even if a sharp bound is determined, the bound is unlikely to represent
the typical distribution of zeros to complex fewnomial systems. Considering the
typical behavior of the zero distribution prompts studying complex fewnomial systems
probabilistically.
1.2 Probabilistic results
About ready to state our own result, we first cite two theorems that help put our
own theorem into perspective; pertinent background leading up to these theorems
4
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may be found in Chapter 2.
For z ∈ (C \ {0})m, we write z = [exp(1
2
ρ1 + iθ1), . . . , exp(
1
2
ρm + iθm)]. Then
we note that while Khovanskii’s theorem (Theorem 1) is concerned with the angular
(θ1, . . . , θm) distribution of zeros, the results below prescribe a radial (ρ1, . . . , ρm)
distribution of zeros.
The first probabilistic result considers dilation of a fixed spectrum:
Theorem 2 (Shiffman and Zelditch, Theorem 1.2 [SZ11]). Let S = {λ1, . . . , λn} be
a fixed spectrum consisting of n lattice points in p∆ where p ∈ Z+. For random m-
tuples (PN1 , . . . , P
N
m ) of n-nomials in Poly(NS) of degree Np, with coefficients chosen
from the SU(m+ 1) ensemble, the expected distribution of zeros in (C \ {0})m has the
asymptotics













Here, λ̂p = (p− |λ| , λ1, . . . , λm) and log λ̂p = (log(p− |λ|), log λ1, . . . , log λm).




] of the limit, we
note that it is a piecewise linear function on Rn. Thus, the limit is a singular measure
supported along where the functions meet. For the case when k = m, the measure is
supported along the 0-dimensional corner set.




Theorem 3 (Shiffman and Zelditch, Theorem 1.5 [SZ11]). Let 1 ≤ k ≤ m, and let
(PN1 , . . . , P
N
k ) be a random system of n-nomials of degree N , where the spectra Sj
are chosen uniformly at random from the simplex N∆ and the coefficients are chosen


















dλ1 · · · dλn
)k
.
Here, λ̂ = (1 − |λ| , λ1, . . . , λm), log λ̂ = (log(1 − |λ|), log λ1, . . . , log λm), and dλ =
m!dλ1 · · · dλm.
Comparing the second result with the first result, we note the appearance of the








] in the integrand.
Paired with the earlier observation that the limit when dilating a fixed spectrum is
a singular measure, it becomes unclear whether or not the limit when choosing the
spectra uniformly at random is also a singular measure.
Answering the uncertainty, our work shows that the limit when choosing the
spectra uniformly at random is a form with continuous coefficients. Explicitly, we
have determined the following:
Theorem 4. Define the function













dλ1 · · · dλn.
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Figure 1.2.1: Density functions ∂
2
∂ρ2
Fn for n = 2 (æ ), n = 4 ( à ), n = 8 (ì ), n = 32
( ò ), and n = 128 ( ô ). Also the density of ωFS ( ).















dλ1 · · · dλn
)k
(1.2.1)
is a (k, k)-form with continuous coefficients.










which has a continuous density with respect to the Lebesgue measure on (C \ {0})m.
As a consequence of our main theorem, we are able to graph the density functions
for values of n (for dimension m = 1). In Figure 1.2.1, we plot the density functions
7
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Figure 1.2.2: Quotient of density functions ∂
2
∂ρ2
Fn over the density of ωFS for n = 2
(æ ), n = 4 ( à ), n = 8 (ì ), n = 32 ( ò ), n = 128 ( ô ).
for n = 2, 4, 8, 32, 128. We plot them alongside the density function for the Fubini-
Study form, because it is the invariant measure on projective space and the limiting
distribution for the full system [SZ99]. For a slightly different point of view, we take
the quotient of the density functions (for n = 2, 4, 8, 32, 128) over the density function
for the Fubini-Study form [(1 + eρ)(1 + e−ρ)]−1 and obtain Figure 1.2.2.
Finally, we can consider the normalized distribution with density [En(X)]−1 ∂∂ρ2Fn,
where X is the integer-valued random variable on Poly(N) which maps a polynomial
P ∈ Poly(N) to the number of nonzero roots of P , En(X) = limN→∞ 1NEN,n(X), and
EN,n(X) is the expected number of nonzero roots of an n-nomial of degree N where








Explicitly, if the spectrum of a polynomial P ∈ Poly(N) is written SP = {s1, . . . , sn}
where si < sj for i < j, then X(P ) = sn − s1. Thus, X attains value between n− 1





possible spectra of size n for polynomials
of degree N . Now we fix an integer k between n− 1 and N and count the number of
possible spectra with n elements such that sn − s1 = k. Having fixed k, we deduce
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Figure 1.2.3: Normalized density functions 1En(X)
∂2
∂ρ2
Fn for n = 2 (æ ), n = 4 ( à ),
n = 8 (ì ), n = 32 ( ò ), and n = 128 ( ô ). Also the density of ωFS ( ).
Note that we also have
ˆ
C
EN,n[ZPN ] = EN,n(X).






Thus the distribution with density [En(X)]−1 ∂∂ρ2Fn is a probability distribution. We




For completeness, this chapter begins by giving key concepts used to state and
prove Theorems 2 and 3 found in Section 1.2 of Chapter 1. (See also [SZ11] or
[GH94].)
Essential motivation for the material discussed consists of the following:
1. Homogeneous polynomials of degree N on Cm+1 correspond to holomorphic
sections of the Nth power of the hyperplane section bundle.
2. The probabilistic Poincaré-Lelong formula provides an expression for the ex-
pected zero current of a subspace S of H0(M,L) in terms of the conditional
Szegö kernel ΠS .
We conclude the chapter by recalling a computation which doubles as the first




Given an m-variate polynomial P of degree at most N , we can always associate
a homogeneous m+ 1-variate polynomial P̂ of degree N such that P̂ (1, ζ1, . . . , ζm) =
P (ζ1, . . . , ζm).
Then, as mentioned at the beginning of the chapter, homogeneous polynomials of
degree N on Cm+1 correspond to holomorphic sections of the line bundle O(N).
As such, we denote the space of polynomials of degree at most N by Poly(N),
identify it with H0(CPm,O(N)), and place on it the inner product h given by










∂∂̄ log(1 + ‖z‖2) is the Fubini-Study Kähler form on Cm ⊂ CPm.
Let α = (α1, . . . , αm) ∈ Nm. We denote the monomial mapping z to zα =
zα11 · · · zαmm as χα.
Since h is invariant under the torus action, the monomials χα determine an or-
thogonal basis for Poly(N) with respect to h (true for any inner product invariant
under the torus action).
Next we define mα to be the normalization of χα with respect to the h. Then mα
form an orthonormal basis for Poly(N) with respect to h.







where |α| = α1 + · · · + αm. Now define the induced Gaussian (probability) measure
γN on Poly(N) as the measure such that the coefficients cα are independent complex
normal random variables. Having placed a measure on Poly(N), we define the SU(m+
1) ensemble as the spaces Poly(N) together with their corresponding measures γN .
Now fix a subspace S of Poly(N). For polynomials P1, . . . , Pk ∈ S and k ≤ m, we
consider the set of zeros ZP1,...,Pk = {z ∈ (C \ {0})
m | P1(z) = · · · = Pk(z) = 0} and
the associated current of integration [ZP1,...,Pk ] ∈ D′k,k((C \ {0})m) given by
([ZP1,...,Pk ], ψ) =
ˆ
Zp1···Pk
ψ, for ψ ∈ Dm−k,m−k((C \ {0})m).
Then the expected zero current, if it exists, is a (k, k)-current ES [ZP1,...,Pk ] such that
(ES [ZP1,...,Pk ], ψ) = ES([ZP1,...,Pk ], ψ), ψ ∈ Dm−k,m−k((C \ {0})m).
Speaking of expected zero currents, we recall the probabilistic Poincaré-Lelong
formula which assists in their computation. It says the following [SZ99, SZ08, SZ11]:
Proposition. Let (L, h) be a Hermitian line bundle on a compact Kähler manifold
M . Let S be a subspace of H0(M,L) endowed with a Hermitian inner product and
we let γ be the induced Gaussian probability measure on S. Then the expected zero





∂∂̄ log ΠS(z, z) + c1(L, h).
If Sj is a base-point-free linear system with Gaussian probability measure γj, for
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1 ≤ j ≤ k (where 1 ≤ k ≤ m), then the expected value of the simultaneous zero







∂∂̄ log ΠS|(z, z) + c1(L, h)
)
,
which is a smooth form.
Applying the probabilistic Poincaré-Lelong formula, computing the expected zero
currents is partially reduced to computing the conditional Szegö kernel ΠN |S .
However, note that given an orthonormal basis ϕ1, . . . , ϕn for S, then ΠS(z, w) =
ϕ1(z)ϕ1(w)+ · · ·+ϕn(z)ϕn(w). Thus, computing the conditional Szegö kernel can be
reduced to finding an orthonormal basis for S with respect to the inner product γ.
Now consider the following two subsets of Poly(N) and their corresponding con-
ditional probability measures:
1. Given P ∈ Poly(N), we define the spectrum of P to be the set SP = {α ∈ Nm |
cα 6= 0}. Then choose a set of exponents S ⊂ {α ∈ Nm | |α| ≤ N} and consider
the subspace Poly(S) of Poly(N) consisting of polynomials P whose spectrum
SP is contained in S. Restricting γN to this subspace, we denote the conditional
probability by γN |S.
2. Now instead fix a natural number n and consider the set of n-nomials, polyno-
mials P whose spectrum SP have cardinality at most n. In this situation, we




|C(N,n)|γN |S, where C(N, n) is the collection of sets S ⊂ {α ∈ N
m | |α| ≤ N}
with cardinality n and |C(N, n)| is the cardinality of C(N, n).
We note that the first subset is the primary concern of Theorem 2. In Theorem
2, a single spectrum S is chosen and the sequence of spectra {N · S}N∈N, dilations of
the spectrum S, determines a sequence of expected zero currents which is shown to
have a limit when normalizing by a factor of N .
Similarly, the second subset is the primary concern of Theorem 3. Letting PN be
the set of n-nomials of degree at most N , then Theorem 3 observes the sequence of
expected zero currents corresponding to the sequence of families {PN}N∈N has a limit
when normalized by a factor of N .
These observations conclude Section 2.1. As prefaced, we take an essential first
step in our proof in Section 2.2.
2.2 Rewriting the function Fn
In Section 4.1 of “Random complex fewnomials, I,” an alternate expression for
Fn is obtained and we duplicate the work here for both the sake of clarity and the
subsequent use of the functions involved [SZ11]. Let ∆ be the unit simplex in Rm.
15
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+ log(1 + |eρ|)
so that





b(λj, ρ) dλ1 · · · dλn.
We proceed to use the following fact: Let X be a non-negative random variable on
a probability space (Ω,A,P), and let DX(t) = P(X ≤ t) be its distribution function.








D(t, ρ) = P{λ ∈ ∆ | b(λ, ρ) ≤ t}
be the distribution function for b(λ) = b(λ, ρ), where dP(λ) = dλ = m!dλ1 · · · dλm,
then the distribution function for the random variable
X(λ1, . . . , λn) = min{b(λ1), . . . , b(λn)} (2.2.3)
on ∆n, with product measure dP(λ1) · · · dP(λn), is given by
DX = 1− (1−D)n. (2.2.4)
16
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Combining (2.2.2) with (2.2.3) and (2.2.4), we obtain
Fn(ρ)− log(1 + |eρ|) = −
ˆ
∆n




Having rewritten the potential function Fn as an integral depending on the dis-
tribution function D of b, we are one step closer to showing it is twice continuously
differentiable. However, the function D is not useful to us in its current form and we
are motivated to determine another way to write it.
The main idea for rewriting D can be found in Section 3.2 of Chapter 3, while the
form of D we actually work with can be found in Section 4.1 of Chapter 4 where we
begin putting all the pieces of Chapter 3 together.
17
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Notation, Functions and their
Properties, and Motivation
In Chapter 3, we introduce notation, analyze the function b which occurs in the
definition of D, discuss the case for m = 1, and generalize the discussion to higher
dimension by introducing a function h which behaves like an inverse of b. We conclude
the chapter by investigating the continuity of various partial derivatives for two of
the functions which we introduce in Section 3.3 (namely the functions B and h).
18
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3.1 Notation and the function b
Let ∆ be the unit simplex in Rm; explicitly, we have
∆ = {λ ∈ Rm | λi ≥ 0 for all i = 1, . . . ,m and |λ| ≤ 1}
= {λ ∈ Rm | λi ≥ 0 for all i = 0, 1, . . . ,m}
where




= 1− |λ| ⇐⇒
m∑
i=0
λi = 1. (3.1.1)
Then let ∆◦ denote its interior and ∂∆ denote its boundary. For i = 0, 1, . . . ,m,
define the i-th facet of ∆ to be ∂i∆
.
= {λ ∈ ∆ | λi = 0}. It follows that ∂∆ is a union
of the facets ∂i∆. For i ∈ {0, 1, . . . ,m}, we also define vi ∈ ∆ to be the vertex of ∆
which is nonadjacent to the i-th facet. By definition, the i-th vertex vi is the point
λ ∈ ∆ with λi = 1 (equivalently, we may write vi = (δ1i, δ2i, . . . , δmi) where δij is the
Kronecker delta function).
Now write eρ = (eρ1 , . . . , eρm) and define the (surjective) map





The map µ is the moment map of CPm with respect to the Fubini-Study metric [MR02,
19
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SZ04]. Denoting the i-th component of µ by µi, we have µ(ρ) = (µ1(ρ), . . . , µm(ρ))
and by (3.1.1) we obtain








for i = 0, 1, . . . ,m. We remark that the ability to generalize the formula above









α on Cm+1. Then the original
polynomial is obtained by restricting the homogeneous polynomial to z0 = 1. Since
ρi = log |zi|2, we have ρ0 = 0.
For i = 1, . . . ,m, we compute the first partial derivatives of µi = µi(ρ) with

































Conveniently, we summarize the above computations into one succinct formula and
20
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write






µi if i = j,
0 otherwise.
= δijµi
As a side note, we observe that the indices exhibit a symmetry (e.g., µi,p = µp,i for
i 6= 0) because µi = ∂∂ρi log(1 + |e
ρ|).
Next we analyze the function b which we defined at (2.2.1).









+ log(1 + |eρ|)
= log(1 + |eρ|) +
m∑
i=0
[λi log λi − ρiλi] ,
for (λ, ρ) ∈ ∆× Rm, has the following properties:
1) b is smooth on ∆◦ × Rm,
2) b is strictly convex with respect to the variable λ,
3) b(λ, ρ) = 0 if and only λ = µ(ρ), and
4) maxλ∈∆m b(λ, ρ) = log(1 + |eρ|)−min{ρ0, ρ1, . . . , ρm}.
Proof. The first property is clear.
21
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To show that b is strictly convex with respect to λ, we compute the Hessian of
b(·, ρ). Alternatively, one can also check the definition of convexity and make use of
the fact that x 7→ x log x is a convex function for x > 0. In any case, we move forward
and compute the first partial derivatives of b in λ to be
bλi(λ, ρ) = log λi − log λ0 − ρi, for (λ, ρ) ∈ ∆◦ × Rm







, for (λ, ρ) ∈ ∆◦ × Rm.
Thus, the Hessian of b(·, ρ) is given by
H(λ) =

λ−11 0 · · · 0
0 λ−12 · · · 0
...
...
. . . 0




1 1 · · · 1





1 1 · · · 1

.















and conclude the Hessian of b(·, ρ) is positive definite on the interior of the unit
simplex. Hence, b(·, ρ) is strictly convex on the unit simplex.




= 0 and we
are left to show the forward implication. We fix ρ ∈ Rm and solve the system
22
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of equations bλi(λ, ρ) = 0 in order to determine critical points (for maxima and
minima) of b(·, ρ). For i = 1, . . . ,m, we immediately obtain λi = λ0eρi . Together
with
∑m
i=0 λi = 1, we have λ0 +
∑m
i=1(λ0e
ρi) = 1 and we obtain λ0 = µ0(ρ). Thus,
we have λi = µ0(ρ)e
ρi = µi(ρ) for i = 1, . . . ,m and we conclude b(·, ρ) has a critical
point at µ(ρ). We deduce from the strict convexity of b(·, ρ) that b(·, ρ) has a unique
global minimum at µ(ρ). It follows that b(λ, ρ) = 0 only if λ = µ(ρ), as desired.
Finally, because b is convex on ∆, it must take its maximum at one of the vertices
vi of ∆. For i = 0, 1, . . .m, we have b(vi, ρ) = log(1 + |eρ|) − ρi. Therefore, we take
the maximum over i = 0, 1, . . . ,m and obtain the fourth and final property.
3.2 Motivation
While the cases for m = 1 and m = 2 do not require special attention, our ability
to visualize real-valued functions on R and R2 come in handy to understand the work
done for arbitrary dimensions.
For m = 1, Lemma 5 implies the function
b(λ, ρ) = λ log λ+ (1− λ) log(1− λ)− λρ+ log(1 + eρ)
is convex in λ with an absolute minimum at λ = µ(ρ) = eρ[1 + eρ]−1. Consequently,
the function b(·, ρ) has an inverse branch g−1(·, ρ) on the interval [0, µ(ρ)] and an
inverse branch g1(·, ρ) on the interval [µ(ρ), 1].
Referring to Figure 3.2.1, the graph for b(λ, ρ) is plotted on the left for ρ = 0.5
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Figure 3.2.1: The functions b(λ, ρ) and its two inverse branches g1(t, ρ) and g−1(t, ρ)
for ρ = 0.5.
and its inverse branches are plotted on the right. Determining the value of D(t0, ρ)
graphically is then accomplished by drawing a dashed line at t = t0, determining
where the line intersects with the inverse branches, and then taking the difference.
For example, when t = 0.35 and ρ = 0.5, then the dashed line at t = 0.35 in
Figure 3.2.1 crosses the inverse branch g−1 at approximately λ = 0.20 and crosses
the inverse branch g1 at approximately λ = 0.96. Thus D(0.35, 0.5) is approximately
0.96 − 0.20 = 0.76. Actually computing D(0.35, 0.5) gives the approximate value of
.755712.
Keeping the above example in mind, we take the branches g1 and g−1 and extend-
ing their domain continuously to [0,∞). From this we obtain
g−1(t, ρ) =

λ, if t ∈ [0, b(0, ρ)], b(λ, ρ) = t, and λ ∈ [0, µ(ρ)]
0, if t ∈ [b(0, ρ),∞)
and
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g1(t, ρ) =

λ, if t ∈ [0, b(1, ρ)], b(λ, ρ) = t, and λ ∈ [µ(ρ), 1]
1, if t ∈ [b(1, ρ),∞),
so that
D(t, ρ) = P{λ ∈ ∆ | b(λ, ρ) ≤ t} (3.2.1)
= g1(t, ρ)− g−1(t, ρ).
We note that the above evaluation of D as a difference of inverse branches appears
in Section 4.1.1 of “Random complex fewnomials, I” [SZ11], but the article does not
generalize the decomposition to higher dimensions.
When looking to generalize the idea to higher dimensions, we further write
D(t, ρ) = g1(t, ρ)− µ(ρ) + µ(ρ)− g−1(t, ρ)
= |g1(t, ρ)− µ(ρ)|+ |g−1(t, ρ)− µ(ρ)| .
With the above in mind, we begin consider the case for m = 2. However, before
going into details, we look at Figure 3.2.2 which shows a graph (left) and 10-level
contour plot (right) for the function b(·, ρ0) where ρ0 = (0.5, 0). Letting M being
the maximum value attained by b(·, ρ0), then the value of D(t0, ρ0) for t0 = M/10 is
precisely given by the area bounded by the first contour about µ(ρ0). Likewise, the
value of D(k · t0, ρ0) is given by the area bounded by the kth contour away from the
point µ(ρ0).
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Figure 3.2.2: A 3D plot and a 10-level contour plot of b(λ, ρ) for ρ = (0.5, 0).
By the convexity of b(·, ρ0) and imposing a system of polar coordinates centered at
µ(ρ0), the first contour, given as the set of points λ ∈ R2 such that b(λ, ρ0) = t0. can
be parametrized by a polar equation θ 7→ r(θ), see Figure 3.2.3. More explicitly, given
θ ∈ R, if the ray with vertex µ(ρ0) which forms an angel θ counter-clockwise from the
horizontal intersects the contour at a point a(θ), then r(θ) = |a(θ)− µ(ρ0)|. Recalling





However, continuing to look at Figure 3.2.3, we can make a change of variables so
that we parametrize over the boundary of the unit simplex instead of parametrizing
over the angles θ.
Rigorously, Lemma 5 implies the function b(·, ρ) is convex with an absolute mini-
mum at λ = µ(ρ). Consequently, given any unit direction u ∈ R2, the function b(·, ρ)
has an inverse branch gu(·, ρ) with respect to the direction u. Taking these branches
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Figure 3.2.3: The ray with vertex µ(ρ0) and angle θ intersects the curve b(λ, ρ0) = t0
at the point a. Equivalently, there is a point x on the boundary such that the line
segment from µ(ρ) to a point x also intersects the curve at a.
and extending their domain continuously to [0,∞), we obtain
gu(t, ρ) =

λ, if t ∈ [0, b(xu, ρ)], b(λ, ρ) = t, and λ = µ+ su for some s ≥ 0
xu if t ∈ [b(xu, ρ),∞),
where xu is the unique element in the boundary of the unit simplex ∂∆ such that
xu = µ+ suu for some su > 0. (We note that such an xu exists and is unique because
the unit simplex ∆ is convex and µ ∈ ∆.) Then, loosely speaking, the function D
in the case for m = 2 would be the integral of the lengths ‖gu(t, ρ)− µ(ρ)‖ over all
unit directions u in R2. However, the definition of gu is quite cumbersome and we are
actually interested in the lengths ‖gu(t, ρ)− µ(ρ)‖. Thus, a small improvement is to
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s, if t ∈ [0, b(xu, ρ)] and b(µ+ su, ρ) = t for some s ≥ 0
su, if t ∈ [b(xu, ρ),∞),
(3.2.2)
where xu is the unique element in the boundary of the unit simplex ∂∆ such that
xu = µ + suu for some su > 0. This will be our initial approach in Section 3.3 as it
allows us to apply the implicit function theorem. For m = 1, we have
D(t, ρ) = f̃1(t, ρ) + f̃−1(t, ρ)
However, when we want to actually take derivatives and set up an integral, it is
convenient to parametrize using the boundary points x in ∂∆, instead of using unit
directions u in R2, see Figure 3.2.3. Explicitly, we consider the functions
fx(t, ρ) =

s, if t ∈ [0, b(x, ρ)] and b((1− s)µ+ sx, ρ) = t
1, if t ∈ [b(x, ρ),∞).
(3.2.3)
Note, however, the formulation of this family of functions {fx}x∈∂∆ is simpler than
the formulation of the family of functions {f̃u}u∈Sm . In addition, the range of fx(·, ρ),
for any x ∈ ∂∆, is the interval [0, 1], while the range of f̃u(·, ρ) varies as u varies.
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or equivalently
f̃u(t, ρ) = ‖xu − µ‖ fxu(t, ρ), where xu = µ+ su ∈ ∂∆, s > 0,
which gives a one-to-one correspondence between the family of functions {f̃u(·, ρ)}u∈S1
and the family of functions {fx(·, ρ)}x∈∂∆. For m = 1, we have
D(t, ρ) = f̃1(t, ρ) + f̃−1(t, ρ) (3.2.5)
= |1− µ1| f1(t, ρ) + |0− µ1| f0(t, ρ)
= µ0 · f1(t, ρ) + µ1 · f0(t, ρ).
This completes our motivation for the functions we plan to define.
3.3 Defining the functions Λ, B, and h
First, we define some auxiliary functions, which after this section, we no longer
consider. Specifically, we will set out to rigorously define a function h̃, in fact
h̃(t, ρ, v) = f̃v/‖v‖(t, ρ) (3.2.2), only to rigorously define a function h, in fact h(t, ρ, x) =
fx(t, ρ) (3.2.3), which inherits desired smoothness properties from h by (3.2.4).
We start by defining the (surjective) map
Λ̃ : R× Rm × (Rm \ {0}) Rm
(s̃, ρ, v) 7→ µ(ρ) + s̃ v∥∥v∥∥
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and consider the function
B̃(s̃, ρ, v) = b
(
Λ̃(s̃, ρ, v), ρ
)
,
whose domain we denote by S̃. By Lemma 5, the function B̃ is smooth on the interior
of S̃ and B̃(·, ρ, v) is a strictly increasing function for s̃ > 0. Combining these facts
with the implicit function theorem, there exists an open set H̃ in (0,∞)×Rm× (Rm \
{0}) and a smooth function h̃ : H̃ → [0,∞) such that
B̃
(
h̃(t, ρ, v), ρ, v
)
= t, for (t, ρ, v) ∈ H̃. (3.3.1)
For the sake of completeness, we give a description of the set H̃, but note that it is
not essential, but note that it has little importance. For ρ ∈ Rm, v ∈ Rm \ {0}, and
(t, ρ, v) ∈ H̃, then t must belong to the interior of the range of B̃(·, ρ, v)|s̃≥0. In other
words, we have
H̃ = {(t, ρ, v) | B̃(s̃, ρ, v) = t for some (s̃, ρ, v) ∈ S̃ with s̃ > 0}.
Now fix x ∈ ∂∆, take (3.3.1), and set v = x− µ(ρ) ∈ Rm \ {0}. Then we have
b
(








µ+ h(t, ρ, x)(x− µ), ρ
)
= t, where h(t, ρ, x) =
1∥∥x− µ∥∥ h̃(t, ρ, x− µ).
Similar to replacing {fu}u∈S1 with {fx}x∈∆ in Section 3.2, we will replace Λ̃, B̃,
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H̃, and h̃, with their analogs Λ, B, H, and h. We define the (surjective) map
Λ : [0, 1]× Rm × ∂∆ ∆
(s, ρ, x) 7→ µ(ρ) + s (x− µ(ρ))
= (1− s)µ(ρ) + sx ,
the function
B : [0, 1]× Rm × ∂∆→ [0,∞)
(s, ρ, x) 7→ b
(




H = {(t, ρ, x) ∈ (0,∞)× Rm × ∂∆ | 0 < t < b(x, ρ)},
and the function
h : H  (0, 1)
(t, ρ, x) 7→ s such that B(s, ρ, x) = t.
Using Lemma 5 and the observation that the mixed partial derivatives of the map
Λ in s and ρ of all orders are continuous on [0, 1]×Rm×∂∆, we find the mixed partial
derivatives of B in s and ρ (of all orders) are continuous on [0, 1)×Rm×∂∆. Lemma
5 also implies that B is a strictly increasing function with respect to s.
Similarly for h, we note that the partial derivatives of the maps (ρ, x) 7→ x−µ(ρ)
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and (ρ, x) 7→ ‖x− µ(ρ)‖−1 in ρ of all orders are continuous on Rm × ∂∆. Then the
mixed partial derivatives of h in t and ρ (of all orders) are continuous on H, since
h̃ ∈ C∞(H̃). We also have the function h is strictly increasing with respect to t,
because the function B is strictly increasing with respect to s.
3.4 Properties of the function B
As the definition of h is implicitly defined by B, we proceed by first investigating
B and its derivatives along the boundary of its domain. A summary may be found
in Section 3.4.3.
3.4.1 Along s = 0.
As mentioned in Section 3.3, the mixed partial derivatives of B in s and ρ (of all
orders) are continuous on [0, 1) × Rm × ∂∆. Thus, along s = 0, we simply look to
evaluate the derivatives of B.
The first useful fact in our computations follows from the definition of µ0 and µi.
For i = 0, 1, . . .m, we have
log[µ0] = log[µi]− ρi. (3.4.1)
Taking the first partial derivative of B with respect to s, we obtain
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and note that it is non-negative, equaling 0 if and only if s = 0, because B is strictly
increasing for s > 0. Checking Bs(0, ρ, x) = 0, we write











(xi − µi) = 0,
where the last equality is given by
m∑
i=0








= 1− 1 = 0. (3.4.3)
While evaluating Bs at s = 0 took several steps, no heavy computation is required
for evaluating Bss along s = 0. We have




(1− s)µi + sxi
> 0,
and so






Now let us differentiate B with respect to ρp. As we apply the chain rule, we note
that
bρi(λ, ρ) = −λi + µi(ρ), for (λ, ρ) ∈ ∆× Rm
and so
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Evaluating the derivative for s = 0, we have

























Next, we consider the partial derivative





− log[(1− s)µi + sxi] + ρi +
(1− s)(xi − µi)










































(xi − µi)(δip − µp)
3.4.3
= xp − µp.
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Finally, we have the partial derivative
Bρpρq(s, ρ, x) = (2s− 1)µp,q +
m∑
i=0
µi,qµi,p · (1− s)2





























































µi,q · (δip − µp)
3.4.5
= µp,q.
3.4.2 Along s = 1.
In contrast to Section 3.4.1 where we simply evaluate various partial derivatives of
B along s = 0, this section deals with the limiting behavior of the partial derivatives
as s tends to 1.
Then let us begin by fixing ρ̃ ∈ Rm and x̃ ∈ ∂∆. We also consider the variables
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s ∈ (0, 1), ρ ∈ Rm, and x ∈ ∂∆.
For the limit of Bs as (s, ρ, x) tends to (1, ρ̃, x̃), we note that the summands
(xi − µi) log[(1 − s)µi + sxi] of Bs, for all i = 0, 1, . . . ,m such that x̃i 6= 0, and the
summands −ρi(xi−µi) of Bs, for all i = 0, 1, . . . ,m, have finite limits as (s, ρ, x) tends
to (1, ρ̃, x̃). We next consider the subset S ⊂ {0, 1, . . . ,m} of indices for which x̃i = 0.
Then there exists δ1 > 0 such that xi−mi < 0 for all i ∈ S and ‖(s, ρ, x)− (1, ρ̃, x̃)‖ <
δ1. Thus all the summands of
∑




(xi − µi) log[(1− s)µi + sxi] ≥ (xk − µk) log[(1− s)µk + sxk]
= −µk · log[(1− s)µk],
where k is an index for which xk = 0. For any M > 0, there exists δ2 such that




Bs(s, ρ, x) =∞. (3.4.7)
For the limit of Bss as (s, ρ, x) tends to (1, ρ̃, x̃), we first note that all the summands
are positive and proceed similar to the proof of (3.4.7). We have
Bss(s, ρ, y) ≥ (xk − µk)2[(1− s)µk + sxk]−1
= (−µk)2[(1− s)µk]−1 = (1− s)−1µk,
where k is an index for which xk = 0. For any M > 0, there exists a δ > 0 such that
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Bss(s, ρ, x) =∞.
Next we look at the limit of Bρp as (s, ρ, x) tends to (1, ρ̃, x̃). We note that
the summation
∑m
i=0(1 − s)(−ρi)µi,ρ tends to 0 and the term −s(xp − µp) tends to
−[x̃p− µp(ρ̃)] as (s, ρ, x) tends to (1, ρ̃, x̃). Thus it remains to investigate the limit of∑m
i=0(1− s)µi,p · log[(1− s)µi + sxi] as (s, ρ, x) tends to (1, ρ̃, x̃). We have∣∣∣∣∣(1− s)
m∑
i=0
µi,p · log[(1− s)µi + sxi]
∣∣∣∣∣ ≤ (1− s)
m∑
i=0









where the last inequality is due to the inequality (1−s)µi+sxi ≥ (1−s)µi and the fact
that log(·) is an increasing function. Next, we note that there exists a neighborhood
N of (1, ρ̃, x̃) such that for all (s, ρ, x) in N and all i = 0, 1, . . . ,m we have |µi,p| < M
and − log[µi] < M for some M > 0. Letting ε > 0, there also exists a neighborhood
Ñ of (1, ρ̃, x̃) such that −(1 − s) log[(1 − s)] < ε and (1 − s) < ε for all (s, ρ, x) in
Ñ . It follows that the summation
∑m
i=0(1− s)µi,p · log[(1− s)µi + sxi] tends to 0 as
(s, ρ, x) tends to (1, ρ̃, x̃). Therefore, we obtain
lim
(s,ρ,x)→(1,ρ̃,x̃)
Bρp(s, ρ, x) = −[x̃p − µp(ρ̃)]. (3.4.8)
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Finally, for the limit of Bρpρq , we note that the term (2s−1)µp,q tends to µp,q(ρ̃) as













mi,p tends to 0
in the proof of (3.4.8). We are left to investigate the limit of the remaining summand∑m
i=0 µi,qµi,p · (1− s)2[(1− s)µi + sxi]−1 as (s, ρ, x) tends to (1, ρ̃, x̃). First taking the
absolute value and applying the triangle inequality, we have∣∣∣∣∣
m∑
i=0
µi,qµi,p · (1− s)2






















is uniformly bounded in a small enough neighborhood of (1, ρ̃, x̃). We conclude that
lim
(s,ρ,x)→(1,ρ̃,x̃)
Bρpρq(s, ρ, x) = µp,q(ρ̃).
3.4.3 Summary for B
Here we summarize the computations for B and its partial derivatives. Through-
out this summary, we write f(1, ρ̃, x̃) to mean lim(s,ρ,x)→(1,ρ̃,x̃) f(s, ρ, x).
The function
B(s, ρ, x) = b(Λ(s, ρ, x), ρ)
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is continuous on [0, 1]× Rm × ∂∆ and we have
B(0, ρ, x) = 0, and B(1, ρ, x) = b(x, ρ).
Taking a partial derivative of B with respect to s, the function Bs is only contin-
uous on [0, 1)× Rm × ∂∆ and we have
Bs(0, ρ, x) = 0 and Bs(1, ρ, x) =∞.
The function Bss, like Bs, is only continuous on [0, 1)× Rm × ∂∆ and we have





and Bss(1, ρ, x) =∞.
In contrast, the function Bρp can be extended continuously to [0, 1] × Rm × ∂∆
(from [0, 1)× Rm × ∂∆) and we have
Bρp(0, ρ, x) = 0 and Bρp(1, ρ, x) = −[xp − µp(ρ)].
Finally, the function Bρpρq can also be extended continuously to [0, 1]×Rm × ∂∆
(from [0, 1)× Rm × ∂∆) and we have
Bρpρq(0, ρ, x) = 0 and Bρpρq(1, ρ, x) = µp,q(p).
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3.5 Properties of the function h
Having detailed the essential computations for the partial derivatives of B, we
return to the function h and recall that
h : H  (0, 1)
(t, ρ, x) 7→ s such that B(s, ρ, x) = t,
where H = {(t, ρ, x) ∈ (0,∞) × Rm × ∂∆ | 0 < t < b(x, ρ)}. Differentiating the
equation B (h(t, ρ, x), ρ, x) = t implicitly in t and ρp, we obtain









We recall these partial derivatives are continuous on H and look to investigate their
behavior on the boundary of H. In section 3.5.1, we will look at the behavior as
(t, ρ, x) tends to (0, ρ̃, x̃); in section 3.5.2, we will look at the behavior as (t, ρ, x)
tends to (b(x̃, ρ̃), ρ̃, x̃); and in section 3.5.3, we will summarize these computations.
3.5.1 Along (0, ρ, x).
Fix (ρ̃, x̃) ∈ Rn × ∂∆. Also consider the points (t, ρ, x) ∈ H.
For the limit of h as (t, ρ, x) tends to (0, ρ̃, x̃), we keep in mind that h is an
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increasing function with respect to t. Let ε > 0, then there exists δ1 > 0 such that
|h(δ1, ρ̃, x̃)| < ε/2 and δ1 < t̃/2. By the continuity of h on the interior of H, there
exists δ2 > 0 such that |h(δ1, ρ̃, x̃)− h(δ1, ρ, x)| < ε/2 for all ‖(ρ, x)− (ρ̃, x̃)‖ < δ2.
Then let δ = min(δ1, δ2) so that ‖(t, ρ, x)− (0, ρ̃, x̃)‖ < δ implies
0 ≤ h(t, ρ, x) < h(δ, ρ, x)
≤ h(δ1, ρ, x)











h(t, ρ, x) = 0. (3.5.3)




ht(t, ρ, x) =∞.
For the limit of hρp as (t, ρ, x) tends to (0, ρ̃, x̃), we apply the mean value theorem
and imitate the idea of l’Hospital’s rule. By the mean value theorem, we have
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for some ξ1, ξ2 ∈ (0, h). Together with (3.4.4), (3.4.6), and (3.5.3), we obtain
lim
(t,ρ,x)→(0,ρ̃,x̃)
hρp(t, ρ, x) = 0. (3.5.4)
Finally, we look at the limit of h · ht as (t, ρ, x) tends to (0, ρ̃, x̃). As with the
proof of 3.5.4, we apply the mean value theorem and imitate the idea of l’Hospital’s
rule. By the mean value theorem, we have










for some ξ ∈ (0, h). By a combination of (3.5.3) and (3.4.4), we have
lim
(t,ρ,x)→(0,ρ̃,x̃)








Thus, while ht tends to ∞ as (t, ρ, x) tends to (0, ρ̃, x̃), the product of h with ht has
a finite limit as (t, ρ, x) tends to (0, ρ̃, x̃).
3.5.2 Along (b(x, ρ), ρ, x).
Fix (ρ̃, x̃) ∈ Rn × ∂∆ and t̃ = b(x̃, ρ̃). Also consider the points (t, ρ, x) ∈ H.
Let us start by determining the limit of h as (t, ρ, x) tends to (t̃, ρ̃, x̃). As with the
proof of (3.5.3), we keep in mind that h is an increasing function with respect to t.
Let ε > 0, then there exists δ1 > 0 such that t̃− δ1 > 0 and [1−h(t̃− δ1, ρ̃, x̃)] < ε/2.
We also have t̃ − δ1 < t̃ = b(x̃, ρ̃) and choose, by the continuity of b, a δ2 > 0
42
CHAPTER 3. NOTATION, FUNCTIONS, AND MOTIVATION
so that |b(x, ρ)− b(x̃, ρ̃)| < δ1 for all ‖(ρ, x)− (ρ̃, x̃)‖ < δ2. This ensures b(x, ρ) >
b(x̃, ρ̃)−δ1 = t̃−δ1 for all
∥∥(t, ρ, x)− (t̃, ρ̃, x̃)∥∥ < δ2 and consequently (t̃−δ1, ρ, x) ∈ H.
Then by the continuity of h on H, there exists δ3 > 0 (chosen to be less than δ2)
such that
∣∣h(t̃− δ1, ρ̃, x̃)− h(t̃− δ1, ρ, x)∣∣ < ε/2 for all ‖(ρ, x)− (ρ̃, x̃)‖ < δ3. Then
let δ = min(δ1, δ3) so that
∥∥(t, ρ, x)− (t̃, ρ̃, x̃)∥∥ < δ implies
0 ≤ 1− h(t, ρ, x) < 1− h(t̃− δ, ρ, x)
≤ 1− h(t̃− δ1, ρ, x)











h(t, ρ, x) = 1. (3.5.5)
Next, we note that (3.4.7) and (3.5.5) imply
lim
(t,ρ,x)→(t̃,ρ̃,x̃)
ht(t, ρ, x) = 0.
Finally, we combine (3.4.7), (3.4.8), and (3.5.5) with (3.5.2) to conclude
lim
(t,ρ,x)→(t̃,ρ̃,x̃)
hρp(t, ρ, x) = 0.
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3.5.3 Summary for h
From the work shown above, we conclude that h can be extended continuously to
[0,∞)× Rm × ∂∆ (from (0, b(x, ρ))× Rm × ∂∆). Explicitly, we have
h(t, ρ, x) =

0, if t = 0
B(h, ρ, x) = t, if 0 ≤ t ≤ b(x, ρ)
1, if t ≥ b(x, ρ).
The partial derivative ht can only be extended continuously to (0,∞)×Rn × ∂∆
(from (0, b(x, ρ))×Rn×∂∆) and it tends towards infinity as (t, ρ, x) tends to (0, ρ̃, x̃)
for any (ρ̃, x̃) ∈ Rm × ∂∆. We have




, if 0 < t ≤ b(x, ρ)
0, if t ≥ b(x, ρ).
Of slightly greater importance, we can continuously extend the product h · ht to
[0,∞)× Rm × ∂∆ (from (0, b(x, ρ))× Rm × ∂∆) and obtain







, if t = 0
h
Bs(h, ρ, x)
, if 0 ≤ t ≤ b(x, ρ)
0, if t ≥ b(x, ρ).
Finally, the partial derivative hρp can be extended continuously to [0,∞)×Rm×∂∆
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(from (0, b(x, ρ))× Rm × ∂∆). Explicitly, we have
hρp(t, ρ, x) =





, if 0 ≤ t ≤ b(x, ρ)
0, if t ≥ b(x, ρ).
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is twice continuously differentiable on Rm. Working with only fixed n and wishing
to use subscript notation when taking partial derivatives, we henceforth omit the
subscript n and simply write G instead of Gn.
In order to differentiate G, we first look to express D as an integral (Lemma 7 in
Section 4.1). The proof of Theorem 4 proceeds and concludes by qualifying various
applications of Lebesgue’s dominated convergence theorem.
46
CHAPTER 4. PROOF OF THE THEOREM
4.1 Rewriting D(t, ρ) as an integral
Before expressing D as an integral, let us consider the volume form dλ = m!dλ1 ∧
· · · ∧ dλm on the unit simplex ∆. Fix ρ ∈ Rm and for i = 0, 1, . . . ,m, we define




= {λ ∈ ∆ | λ = (1− s)µ(ρ) + sx, for some x ∈ ∂i∆ and 0 ≤ s ≤ 1}. (4.1.1)
Together with the above notation, we consider dλ under a change of variables given
by the map Λ from Section 3.
Lemma 6. Define the map
Λ : [0, 1]× Rm × ∂∆ ∆
(s, ρ, x) 7→ (1− s)µ(ρ) + sx
and fix a ρ ∈ Rm. Then the function λ(s, x) = Λ(s, ρ, x) restricted to [0, 1] × ∂i∆ is
one-to-one and onto Ri(ρ) ⊂ ∆. We also have


















; geometrically, the vector
∂
∂xi
is the inward facing normal to ∂i∆ for i = 0, 1, . . . ,m.
Proof. The first part of the lemma is immediate from the surjectivity of Λ onto ∆,
the convexity of ∆, and the definition of Ri(ρ). For the second part, let λ(s, x) =
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(1− s)µ+ sx so that dλi = (xi − µi)ds+ sdxi and
dλ1 ∧ · · · ∧ dλm =
m∑
i=1































as claimed above. Now let k = 0. Then for any x ∈ ∂0∆ we have
∑m
i=1 xi = 1 and
this implies
∑m
i=1 dxi = 0. From this we obtain
∂
∂xj
ydx = (−1)j−1dx1 ∧ · · · d̂xj · · · ∧ dxm−1 ∧ dxm




= (−1)jdx1 ∧ · · · d̂xj · · · ∧ dxm−1 ∧ (dxj)
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for any j = 1, . . . ,m. Thus we have
m∑
i=1



























as claimed above. For an alternative proof, rewrite dλm = (xm − µm)ds + sdxm =




(x1 − µ1) s 0 · · · 0






(xm−1 − µm−1) 0 0 · · · s
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By switching rows and row reducing, we obtain
detM = (−1)m−1 det

(xm − µm) −s −s · · · −s
(x1 − µ1) s 0 · · · 0














i=1 µi) 0 0 · · · 0
(x1 − µ1) s 0 · · · 0






(xm−1 − µm−1) 0 0 · · · s

= (−1)m−1µ0sn−1.
Having proven Lemma 6, we are ready to take the vague notion of writing D as
an integral given in Section 3.2 and make it rigorous.


























. Moreover, the function D
is continuous on [0,∞)× Rm.
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Proof. Let S = S(t, ρ)
.






= S ∩Ri, where Ri are defined at (4.1.1). It follows immediately that S = ∪mi=0Si







and proceed by giving Si(t, ρ) explicitly. We claim that
Si(t, ρ) = {λ ∈ ∆ | λ = (1− s)µ(ρ) + sx for some x ∈ ∂i∆ and 0 ≤ s ≤ h(t, ρ, x)}.
(4.1.4)
Starting with the forward inclusion, we take λ ∈ Si = S ∩ Ri. Then b(λ, ρ) ≤ t
and λ = (1 − s)µ(ρ) + sx for some x ∈ ∂i∆ and some s ∈ [0, 1]. These conditions
imply that B(s, ρ, x) = b(λ, ρ) ≤ t. Then since h(·, ρ, x) is an increasing function and
inverse to B(·, ρ, x), we obtain s = h
(
B(s, ρ, x), ρ, x
)
≤ h(t, ρ, x) and this gives the
desired inclusion. For the reverse inclusion, let λ = (1−s)µ(ρ)+sx for some x ∈ ∂i∆
and 0 ≤ s ≤ h(t, ρ, x). Then because B(·, ρ, x) is an increasing function and inverse
to h(·, ρ, x) we have b(λ, ρ) = B(s, ρ, x) ≤ B
(
h(t, ρ, x), ρ, x
)
= t. This concludes the
reverse inclusion and proves (4.1.4).
We next make the change of variables λ(s, x) = (1 − s)µ(ρ) + sx. Using Lemma
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hm(t, ρ, x) dx(i).
Note that we can apply Fubini’s theorem in the second equality, because 0 ≤ D ≤ 1
and hence the integral is finite.
The continuity of D follows from Lebesgue’s dominated convergence theorem.
Remark 8. For m = 1, the formulation (4.1.3) is the integration of a 0-form over a











µi · h(t, ρ, ∂i∆)
= µ0 · h(t, ρ, ∂0∆) + µ1 · h(t, ρ, ∂1∆)
= µ0 · h(t, ρ, 1) + µ1 · h(t, ρ, 0),
which agrees with (3.2.5).
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4.2 The first partial derivative of G
Now we look to differentiate our function G, bring the derivative under the integral
sign, and conclude the derivative is continuous.







hm(t, ρ, x) dx(i)
on [0,∞) × Rm, the partial derivative Dρp exists and is continuous on [0,∞) × Rm.





















Proof. Referring to Section 3.5.3, the function hm and its partial derivative with
respect to ρp are continuous on [0,∞) × Rm × ∂∆. Thus, by Lebesgue’s dominated
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We note that the dominated convergence theorem also implies the right-hand side is
continuous on [0,∞)× Rm.
The function D is continuous on [0,∞)×Rm (Lemma 7) and the function Dρp is
continuous on [0,∞)×Rm (first part of this lemma). Thus, the function ∂
∂ρp
[1−D]n
exists, is given by n[1−D]n−1Dρp , and is continuous on [0,∞)×Rm. Next we let ρ̃ ∈
Rm, choose r > 0, and consider the support of the family of functions t 7→ 1−D(t, ρ)
with ρ ∈ Br(ρ̃). For a fixed ρ ∈ Br(ρ̃), the support of t 7→ 1 − D(t, ρ) is contained
in the interval [0,maxλ∈∆ b(λ, ρ)]. We recalling from Lemma 5 that maxλ∈∆ b(λ, ρ) =
maxi∈{0,1,...,m}{log(1 + |eρ|)− ρi}. For i = 0, 1, . . . ,m, there exists Mi > 0, depending
on ρ̃ and r, such that log(1 + |eρ|) − ρi < Mi for all ρ ∈ Br(ρ̃). Consequently, there
exists an M > 0, depending on ρ̃ and r, such that supp
(
1 − D(·, ρ)
)
⊂ [0,M ] for
all ρ ∈ Br(ρ̃). By Lebesgue’s dominated convergence theorem, we may differentiate










The theorem also implies the function is continuous on Rm.
4.3 The second partial derivative of G
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We first proceed with the second summand −
´∞
0
n[1−D]n−1S̃dt, because it is easier









The factor S̃ is continuous and has continuous derivatives in ρp over [0,∞)×Rm for
the same reason that D has continuous derivatives in ρp over [0,∞)×Rm (Lemma 7,
Lemma 9). Then the integrand of the second summand n[1−D]n−1S̃ and its derivative
in ρq, n(n − 1)[1 − D]n−2Dρq S̃ + n[1 − D]n−1S̃ρq , are continuous over [0,∞) × Rm.
Imitating the proof of Lemma 9, the first partial derivative of the second summand














and is continuous over Rm.
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Now we are left to see that
´∞
0








































[1−D(t, ρ)]n−1hm−1(t, ρ, x)hρp(t, ρ, x)dx(i)
]
dt. (4.3.2)















[1−D(B, ρ)]n−1sm−1hρp(B, ρ, x)Bsds
]
dx(i).
We note that the change of variables is motivated by our desire to replace a mov-
ing domain of integration with a fixed domain of integration [Fla73]. Finally, since
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Section (3.4.3) and Lemma 7 imply the integrand sm−1[1−D(B, ρ)]n−1(−Bρp) is
a continuous function on [0, 1]× Rn × ∂∆ . It’s partial derivative in ρq is
sm−1(n−1)[1−D(B, ρ)]n−2[Dt(B, ρ)Bρq +Dρq(B, ρ)]Bρp−sm−1[1−D(B, ρ)]n−1Bρpρq .
Except for (s, ρ, x) 7→ Dt(B(s, ρ, x), ρ), all the functions appearing in (4.3.2) have
been shown to be continuous on [0, 1] × Rm × ∂∆. More specifically, the continuity
of D is given by Lemma 7, the continuity of Dρq is given by Lemma 9, and the
continuity of B, Bρp , and Bρpρk are stated in Section 3.4.3. Thus, in order to show
4.3.2 is continuous on [0, 1] × Rm × ∂∆, we would like to show Dt is continuous on
[0,∞)× Rm. However, we only have the following lemma:
Lemma 10. For m > 1, the partial derivative Dt exists and is continuous on [0,∞)×







mhm−1ht dx(i) ≥ 0.





µi · ht(t, ρ, ∂i∆). (4.3.4)
Proof. As stated in Section 3.5.3, the functions h and h ·ht are continuous on [0,∞)×
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Rm × ∂∆. Thus the function hm and its partial derivative mhm−1ht (for m ≥ 2) are
continuous on [0,∞)×Rm×∂∆. By Lebesgue’s dominated convergence theorem, we









The theorem also gives the continuity of the function on [0,∞)× Rm.
While we can take m = 1 as a special case of m > 1 except on (0,∞)×Rm× ∂∆,
we instead choose to differentiate the expression for D given by (4.1.5) with respect
to t and refer to the continuity of ht as stated in Section 3.5.3.
Thus, the function Dt is only continuous on [0,∞) × Rm for m > 1. While
Dt(B(s, ρ, x), ρ) tends to ∞ as (s, ρ, x) tends to (0, ρ̃, x̃) for any (ρ̃, x̃) ∈ Rm × ∂∆,
the function Bρ(s, ρ, x) tends to 0 as (s, ρ, x) tends to (0, ρ̃, x̃). It would be convenient
then, for m = 1, if the map (s, ρ, x) 7→ Dt
(
B(s, ρ, x), ρ
)
Bρ(s, ρ, x) could be extended
continuously to [0, 1] × R × ∂∆. Since Section (3.4.3) and Lemma 10 imply it is
continuous on (0, 1]×R×∂∆, it suffices to show the limit as (s, ρ, x) tends to (0, ρ̃, x̃)
for any (ρ̃, x̃) ∈ R× ∂∆ exists.
However, before setting out to do this, we shall prove a technical lemma concerning
the function B. The first part of the lemma essentially says that since s 7→ B(s, ρ, 0)
and s 7→ B(s, ρ, 1) are strictly increasing functions starting at 0 for s = 0, for suf-
ficiently small s, we can find s̃ such that B(s, ρ, 0) = B(s̃, ρ, 1) and vice versa. The
second part of the lemma essentially says that since B(·, ρ, 0) and B(·, ρ, 1) are shaped
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similarly, the rate at which s̃ goes to 0 is almost proportional to the rate at which s
goes to 0. Rigorously, we have the following:
Lemma 11. There exists δ > 0 such that for any s ∈ [0, δ], there exists s̃ = s̃(s, ρ)
such that









Proof. For the first part, we recall from Section 3.2 that the function b(·, ρ) is convex
with a minimum at µ(ρ) so its inverse with two branches, g−1 and g1, given by
g−1(t, ρ) = λ if t ∈ [0, b(0, ρ)], b(λ, ρ) = t, and λ ∈ [0, µ(ρ)]
and
g1(t, ρ) = λ if t ∈ [0, b(1, ρ)], b(λ, ρ) = t, and λ ∈ [µ(ρ), 1].
Thus, for t ∈ [0,min{b(0, ρ), b(1, ρ)}], we have g−1(t, ρ) ∈ [0, µ(ρ)] and g1(t, ρ) ∈
[µ(ρ), 1] with b(g−1, ρ) = t = b(g1, ρ). Separately, given λ−1 ∈ [0, µ(ρ)] and λ1 ∈
[µ(ρ), 1], there exists s−1 ≥ 0 and s1 ≥ 0 such that λ−1 = (1 − s−1)µ + s−1 · 0
and λ1 = (1 − s1)µ + s1 · 1. Letting ε = min{b(0, ρ), b(1, ρ)}, there is a δ > 0
such that 0 ≤ B(s, ρ, x) < ε for all s ∈ [0, δ]. Then for any s ∈ [0, δ], we have
B(s, ρ, 0) ∈ [0,min{b(0, ρ), b(1, ρ)}] and so g1(B(s, ρ, 0), ρ) ∈ [µ(ρ), 1] and we find
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s̃ ≥ 0 such that g1(B(s, ρ, 0), ρ) = (1 − s̃)µ + s̃ · 1. Taking b(·, ρ) of both sides, we
obtain
B(s, ρ, 0) = b((1− s̃)µ+ s̃ · 1, ρ)
= B(s̃, ρ, 1).
Likewise, for any r ∈ [0, δ], we have B(r, ρ, 1) ∈ [0,min{b(0, ρ), b(1, ρ)}] and so
g−1(B(r, ρ, 1), ρ) ∈ [0, µ(ρ)] and we find r̃ ≥ 0 such that g−1(B(r, ρ, 1), ρ) = (1 −
r̃)µ+ r̃ · 0. Taking b(·, ρ) of both sides, we obtain
B(r, ρ, 1) = b((1− r̃)µ+ r̃ · 0, ρ)
= B(r̃, ρ, 0)
For the second part, we have B(0, ρ, x) = Bs(0, ρ, x) = 0 and
















eρ if x = 0
e−ρ if x = 1
Then by Taylor’s theorem centered around 0, we have
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for some ξ ∈ (0, s) and













































Taking the limit of both sides as s→ 0, we obtain
ds̃
ds





Finally, either by repeating the above argument or observing r̃(·, ρ) and s̃(·, ρ) are
inverse to each other, we have
dr̃
dr
(0, ρ) = e−ρ
and the second part of the lemma follows.
Having proved the technical lemma above, we are ready to show the limit of
Dt(B, ρ)Bρ exists.
Lemma 12. The function (s, ρ, x) 7→ Dt
(
B(s, ρ, x), ρ
)
Bρ(s, ρ, x) can be extended
continuously to [0, 1]× R× ∂∆. In particular,
lim
(s,ρ)→(0,ρ̃)
Dt (B(s, ρ, x), ρ)Bρ(s, ρ, x) = 0
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for all ρ̃ ∈ R and for x = 0 or x = 1.
Proof. Recalling the definition of the facets ∂i∆ and vertices vi of the unit simplex




B(s, ρ, vk), ρ
)














B(s, ρ, vk), ρ, v1−i
)
Bρ(s, ρ, vk).
If 1− i = k, then we have
ht
(
B(s, ρ, vk), ρ, v1−i
)
Bρ(s, ρ, vk) = ht
(





B(s, ρ, vk), ρ, vk
)
.
If 1− i 6= k, then i = k and we have
ht
(
B(s, ρ, vk), ρ, v1−i
)



























B(s, ρ, vk), ρ, vk
)











B(s, ρ, vk), ρ, vk
)






hρ(B(s, ρ, vk), ρ, vk),
where the second equality is given by Lemma 11, and in the last equality we have
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ξ, ζ ∈ (0, s) and η ∈ (0, s̃) by three separate applications of the mean value theorem.
We conclude that ht(B(s, ρ, vk), ρ, v1−i)Bρ(s, ρ, vk) goes to 0 as (s, ρ) goes to (0, ρ̃)
for any ρ̃ ∈ R regardless of whether i = k or 1− i = k and hence Dt(B, ρ)Bρ goes to
0 as (s, ρ) goes to (0, ρ̃).
Thus, we have shown that (4.3.2) is continuous on [0, 1]×Rm × ∂∆ for all m ≥ 1
and we may apply Lebesgue’s dominated convergence theorem to (4.3.3). Hence, the
function (4.3.2) has a continuous partial derivative in ρq for all q. Another application
of Lebesgue’s dominated convergence theorem shows that the first summand (4.3.1)














4.3.3 Summary for G
Since both the first and second summand ofGρp have continuous partial derivatives
in ρq for all q, the function Gρp has a continuous partial derivative in ρq for all q. Since
we could also differentiate under the integral sign of both summands, the function G












for all p, q.
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4.4 Conclusion of the proof
With all the proper pieces of the proof in place, we have proven Theorem 4.
Briefly, we summarize what we have done.













dλ1 · · · dλn
and rewrote it in Section 2.2 as




We then denoted the second term, without the minus sign, by Gn. Working only with
fixed n, we dropped the subscript n and simply wrote G. By Lemma 9, we concluded
that both D and G are continuously differentiable in ρ. Furthermore, we could bring







for any p = 1, . . . ,m. In Section 4.3, we separated the integral on the right-hand side
into two terms and showed that each term is continuously differentiable. Hence, we
concluded the function G is twice continuously differentiable. Since log(1 + |eρ|) is
also C2, we conclude that Fn is twice continuously differentiable and the remaining
statements of the theorem follow directly.
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M. Passare, and M. Putinar, editors, Notions of Positivity and the Geome-




Timothy Tran was born on November 25, 1985 in Fountain Valley, California. He
received his Bachelor of Science in Mathematics from the University of California,
Irvine in June 2008 and was accepted into a Doctoral Program at Johns Hopkins
University the same year. He received his Master of Arts in Mathematics from Johns
Hopkins University in May 2009. His dissertation was completed under the guidance
of Dr. Bernard Shiffman, and this dissertation was defended on March 5th, 2014.
68
