Pricing complementarities play a key role in determining the propagation of monetary disturbances in sticky price models. We propose a procedure to infer the degree of firm-level pricing complementarities in the context of a menu cost model of price adjustment using product-level data on prices and market shares. We then apply this procedure by calibrating our model (in which pricing complementarities are based on decreasing returns to scale at the product level) to one particular super-market scanner data set. Although our data supports moderately strong levels of firm-level pricing complementarities, they appear to be too weak to generate much larger aggregate real effects from nominal shocks than a model without these pricing complementarities.
Introduction
A central question in monetary business cycle theories is whether models based on nominal rigidities can generate large and persistent delays in price adjustment in response to aggregate shocks to nominal spending and demand. This is complicated by the fact that at the individual firm or product level, prices appear to be anything but sticky. For example, Bils and Klenow (2005) report that the prices of individual products that are used by the BLS to construct the CPI change on average every 4 to 5 months; moreover, when prices change, they usually change by large amounts of up to 10% on average, and they may either increase or decrease.
One possible source of amplification from the small extent of nominal rigidities at the product level into larger adjustment delays in the aggregate is the introduction of real rigidities or pricing complementarities, which reduce any individual firm's willingness to respond to a nominal shock if it expects that some other firms don't respond right away (Ball and Romer 1990) . We define the degree of pricing complementarities by the elasticity of a firm's ideal price with respect to the aggregate price; the closer this elasticity is to one, the stronger are the pricing complementarities. Such pricing complementarities can result from various features of the environment; leading examples are decreasing returns to scale, demand elasticities that vary with scale, firm-specific, local or regional input markets, aggregate input-output linkages across sectors, or real wage rigidities.
From a theoretical perspective, pricing complementarities can amplify arbitrarily small degrees of nominal stickiness at the micro level into large aggregate adjustment delays. Whether they are large enough to provide much amplification is therefore mainly a quantitative question.
In this paper, we propose a procedure to infer the quantitative significance of certain types of pricing complementarities in the context of a menu cost model of price adjustment, using productlevel data on prices and market shares. 1 Our main focus is on pricing complementarities that result at the firm level, in particular, decreasing returns to scale, or the presence of firm-specific inputs that lead to upward-sloping marginal costs. The parameters determining firm-level pricing complementarities also determine how a firm's optimal pricing decisions interact with the firm's idiosyncratic shocks, implying that they also have implications for moments on prices and market shares at the product level, so that at least in principle they can be inferred from micro data.
We then apply this procedure by calibrating our menu cost model to one particular data set on prices and market shares, a scanner data from a large chain of supermarkets in the Chicago area (Dominick's), to assess the quantitative importance of pricing complementarities. We conclude from our calibration that, although this data support moderately strong levels of pricing complementarities, these remain too weak to generate by themselves a strong amplification of nominal shocks at a business cycle frequency.
In section 2, we describe our model, which introduces pricing complementarities into an otherwise standard menu cost model, by allowing for decreasing returns to scale. We also allow for idiosyncratic demand shocks in addition to the cost shocks assumed by the existing literature (e.g.
Golosov and Lucas 2006, Midrigan 2006)
. 2 This enables us to match observed fluctuations in prices 1 We focus on market shares, as opposed to physical quantities, as a simple way to isolate product-level from sectorial fluctuations. 2 We do not provide a structural interpretation of these shocks, but we just back them out to account for the and market shares.
In section 3, we discuss how we can infer the degree of pricing complementarities, using data on prices and quantities. For reasons that we discuss below, we cannot focus directly on the pricing complementarity parameter. This leads us to the well-known identification problem of jointly inferring the elasticity of demand and marginal cost.
Our inference exploits properties of the menu cost model, and thus complements solutions to this identification problem that try to instrument for variation in costs and demand. Specifically, we rely on three observations. First, existing measures of the resources firms spend on price changes place an upper bound on the magnitude of the menu cost. Since the demand elasticity and returns to scale affect how frequently, and by what magnitudes firms want to adjust their prices, we can then use the frequency of price changes to determine these parameters.
Second, the menu cost model has some distinct implications for the patterns of price and quantity movements in the data. Firm profits are more sensitive to mispricing when prices are too low rather than too high. This implies that price increases in the model are more frequent than price decreases, but they are also of smaller magnitude. Moreover, this asymmetry becomes larger as we raise the demand elasticity and lower the returns to scale. We can then determine these two parameters if we calibrate our model to match the frequencies and magnitudes of both price increases and decreases.
Finally, the model also has the implication that firms are more willing to adjust their prices when current market shares are above the median. If cost shocks are the main source of idiosyncratic fluctuations, this occurs when prices are relatively low. If instead demand shocks are important, this occurs when prices are relatively high, compared to long-run averages. By comparing whether price changes are more or less likely when current prices are high as opposed to low, we can thus infer the relative importance of cost and demand shocks. This is important, because the relative magnitude of cost and demand shocks affects the inferred degree of pricing complementarities.
Together with the basic properties of frequency, magnitude, variability and correlation of price and share changes, these insights provide enough discipline to infer all relevant model parameters.
In sections 4-7, we apply these insights in a calibration using a particular data set. Ideally one would want to have this data for a comprehensive set of products in the overall economy, but this information is hard to obtain. Instead, we use scanner data from a large chain of supermarkets in the Chicago area. While limited in scope due to its narrow geographic coverage and particular set of grocery products, this dataset has the advantage of providing high frequency information on magnitude and comovement of price and shares in our dataset.
both prices and quantities for many items within narrowly defined product categories.
In section 4, we report the empirical moments of the data to which our model is calibrated.
The reported frequencies and magnitudes of price changes are similar to the ones documented by previous studies for a broader set of goods and services (Bils and Klenow, 2005 ; Klenow and Kryvtsov, 2005) . We complement this with moments on market share fluctuations, and with measures of the asymmetries between price increases and decreases, and between the frequency of price changes when prices and/or market shares are above or below their median levels. The following observations are particularly relevant for our purposes: (i) the magnitude and variability of market share fluctuations is fairly large, (ii) fluctuations in prices and market shares are slightly negatively correlated, (iii) well over half of price changes are increases, but they are on average smaller than price decreases, and (iv) prices are significantly more likely to change when market shares are above as opposed to below their median levels, but the frequency of price adjustment is roughly equal when prices are below or above their median.
In section 5, we calibrate our model to match these moments in steady state. A model with a demand elasticity of roughly 4, and a returns to scale parameter of 0.55 provides the best fit, given the targeted moments. This implies a moderately strong degree of firm-level pricing complementarities, equal to 0.6. To put this number in perspective, Rotemberg and Woodford (1997) 
estimate a
Calvo model using aggregate data, and argue that pricing complementarities must be around 0.85
to generate a sufficiently large propagation of monetary shocks at the business cycle frequency.
In section 6, we simulate the impulse response of our economy to a one-time increase in the growth rate of nominal spending. In our preferred calibration, pricing complementarities double output effects of a nominal shock relative to a model without complementarities, but these effects nevertheless remain small. Allowing for additional aggregate pricing complementarities leads to slightly larger effects, but they still remain smaller than those of a Calvo model without pricing complementarities. Moreover, these aggregate complementarities cannot be directly inferred from product-level fluctuations in prices and quantities.
In section 7, we perform some robustness checks. First, we examine the sensitivity of our conclusions to changes in targets and other parameter changes. Although stronger pricing complementarities are sustainable if one accepts smaller targets for the magnitude of price and/or market share fluctuations, these fluctuations would have to be substantially smaller to sustain much larger pricing complementarities, and much smaller than what our data suggests. Second, we re-calibrate our model targetting only patterns in price changes to explore the role played by the data on quantity fluctuations. Although we can no longer infer all parameters, our main conclusion that pricing complementarities are at best moderate can be established just by looking at prices. Finally, following Midrigan (2006) , we re-calibrate our model using fat-tailed distributions of idiosyncratic cost and demand shocks to explore the role of the distributional assumptions for our inference.
This does not have a large effect on our results.
In summary, a menu cost model with complementarities based purely on firm-level decreasing returns is unable to generate quantitatively large aggregate amplification effects from nominal rigidities. Our super-market data reject stronger complementarities mainly for two reasons. First, the fact that observed price changes are fairly large when they occur suggests that the fluctuations in marginal costs that trigger these changes must also be large. However, all else equal, stronger complementarities give firms an incentive to respond even to small changes in marginal costs by changing the price. Thus, the only way stronger complementarities can be consistent with the data on observed price changes is if menu costs become larger, but that would require much larger menu costs than what is suggested by existing measures. Second, stronger pricing complementarities would lead to more asymmetry between increases and decreases than what is observed in the data.
Our analysis relates to several literatures. Golosov and Lucas (2006) and Midrigan (2006) calibrate menu cost models to match empirical facts about price changes at the micro level, and then examine the resulting aggregate implications of a nominal shock. Klenow and Willis (2006) introduce pricing complementarities into the Golosov-Lucas model by allowing for scale-dependent mark-ups. They show that such a model would lead to implausible pricing implications at the micro level, and would require implausibly large cost shocks and very large menu costs to match the data.
As in our model, firms have a desire to respond to the idiosyncratic cost shocks by adjusting their price frequently, and by small magnitudes.
In contrast to these papers, we calibrate our model to match facts on both prices and market shares, and we augment the model with idiosyncratic demand shocks in order to account for the observed fluctuations in prices and market shares. For our inference results, it is important that we correctly account for the relative importance of cost and demand shocks. With decreasing returns to scale, the observed large variability of quantities may by itself be a source of large fluctuations in marginal costs and prices. Therefore, strongly decreasing returns to scale are more easily consistent with a model with demand shocks than a model with only cost shocks, and ignoring the potential role of either cost or demand shocks may bias the inference in one direction or the other. Woodford, 1997, among many others). These studies all consider the plausibility of amplication channels that are based on pricing complementarities by calibrating or estimating richer macroeconomic models to aggregate data, with sometimes conflicting conclusions. We complement these studies by calibrating pricing complementarities using micro data.
Finally, our model abstracts form various richer characteristics of the micro data, such as inventories and stock-outs, price promotions, a richer market structure and demand systems, and interactions between whole-salers and retailers. While we view these as important considerations to understand our supermarket data on prices and quantities, our goal is to quantify the monetary transmission mechanism in macro models with nominal rigidities. 3 
The Model
We interpret our menu cost model as that of a single sector or product category. Time is discrete and infinite. There is a continuum of varieties, indexed by i ∈ [0, 1], and uniformly distributed over the unit interval. Each variety is produced by a single monopolistic firm. These varieties are purchased by a representative household in whose preferences they enter through a Dixit-Stiglitz index of consumption. The representative household, in turn sells labor services to the firms, who use labor as the unique input into production.
Demand structure: The demand for each variety i is given by
where Y t denotes the aggregate (sector-level) real demand in period t,
Dixit-Stiglitz price index, p it denotes the price of variety i, a it is an idiosyncratic preference shock for variety i in period t, and θ > 1 is the demand elasticity parameter.
Technologies: Each variety is produced by a single monopolist, using labor l it as unique input, according to the following technology:
where z it is an idiosyncratic, labor-augmenting technology shock for variety i in period t. The parameter α ≤ 1 determines the returns to scale in production, which corresponds to the presence of a firm-specific factor that is costly to adjust at short horizons. 4 The firms' nominal profits in period t, exclusive of menu costs are then characterized as
where W t denotes the aggregate nominal wage in period t.
Price adjustment: In each period, firms must decide whether or not to adjust their prices.
A firm must hire F > 0 units of labor to change its price. At the beginning of each period, firms observe their draw of demand and cost shocks s it = (a it , z it ) and then decide whether or not to adjust their nominal price, or keep it constant. 5 The firms maximize the expected net present value of nominal profits, discounted at nominal interest rates:
where I p it 6 =p it−1 is an indicator variable that takes on the value 1, if p it 6 = p it−1 and 0 otherwise. 
is the household's per period utility function, and β ∈ (0, 1) the discount factor. In steady-state, Y is constant, and the nominal interest rate equals 1 + i t =
(1 + µ) /β. Nominal wages W t are determined as an average of nominal spending and nominal
, where γ ∈ [0, 1). Although this formulation is reduced form, it allows us to capture several interesting special cases: If γ = 0, nominal wages move one for one with nominal 4 This is also isomorphic to the presence of a firm-specific input whose market price is increasing in firm scale (e.g.
Woodford 2003)
. 5 An alternative specification where firms choose prices after observing their demand shock has similar qualitative implications to our benchmark model when demand shocks are sufficiently persistent.
spending, (or equivalently, real wages move one for one with real output). This case is the one considered in Golosov and Lucas (2006) , and can be sustained as a general equilibrium outcome when preferences are log in consumption and linear in labor; we will refer to it as the flexible wage case. Alternatively, in the limit as γ converges to 1, nominal wages become less and less responsive to changes in nominal spending, or equivalently, real wages move less and less with real output. We will refer to this alternative limiting case as the case with rigid real wages. The wage adjustment parameter γ thus indicates the degree of aggregate pricing complementarities. 6 In a steady-state equilibrium with no aggregate uncertainty, M t , W t and P t all grow at the same rate µ, and the parameter γ has no bearing on our identification of other parameters for price adjustment. However, it will be important for subsequently quantifying the effects of nominal shocks and adjustment out of steady-state.
Shocks: Demand and productivity shocks each follow an AR1 process,
are iid across varieties and over time. We let Ψ (s 0 |s)
denote the transition probability function associated with the idiosyncratic shocks, where s = (a, z).
Optimal pricing decisions and steady-state equilibrium: To characterize optimal pricing strategies, we normalize all nominal variables by M t , and we letP t = P t /M t andp it = p it /M t denote the normalized variables. In a steady-state equilibrium,P t =P and Y t =P −1 are constant over time, and nominal interest rates are constant and given by 1+i = (1 + µ) /β. Let V (p; s) denote the present value of profits for a firm that sets its own normalized pricep it =p, with an idiosyncratic state s. This value function is characterized by the following Bellman equation:
where V * (s) = maxp V (p; s) andπ (p; s) denotes the firm's normalized per period profits. Substituting in the definition of the nominal wage, this is defined aŝ
Moreover, let p * (s) = arg maxp V (p; s) denote the firms' optimal decision rule, conditional on adjusting. Coming into period t with pricep −1 , the firms' optimal decision rulep (p −1 ; s) equals 6 The case with γ > 0 also results from a model where firms use the final good as an intermediate input in 
As is well-known, this is a common property of models with fixed adjustment costs, and we will verify numerically that the same property also applies to our model. 
Here, k 0 = This is our formal definition of pricing complementarities, which captures the interaction between the firm's ideal prices and the aggregate price levelP .P affects the firms' marginal costs through two channels. On the one hand, an increase inP lowers a firm's relative price, thus increasing demand and marginal cost if marginal cost is upward-sloping (α < 1). On the other hand, if γ > 0, an increase inP raises nominal wages. We refer to the first as firm-level pricing complementarities and the second as aggregate pricing complementarities. Our model abstracts from interactions between the aggregate price and the firms' ideal mark-up.
The parameter k is a function of the wage adjustment parameter γ, the returns to scale parameter α, and the demand elasticity θ. With constant returns to scale (α = 1), k = γ, i.e. individual firms' pricing decisions interact only because the aggregate level of prices affects wages. In contrast, with α < 1, k is increasing in θ and in γ. In addition, k is decreasing in α, if and only if 1 − γ > 1/θ, i.e. when decreasing returns to scale are relatively more important for overall pricing complementarities than real wage rigidities. 7 When price adjustment is costly, the degree of pricing complementarities k also determines, how fast and by how much prices respond to aggregate shocks. Hence, this is a key parameter in determining the real effects of a monetary disturbance.
Some of the parameters determining k also affect the response of product-level prices and quantities to idiosyncratic demand and cost shocks. In particular, θ and α determine along standard lines, how shifts in demand and marginal cost affect ideal prices and quantities. For example, a lower α implies that demand shocks have a larger impact on prices, and a smaller impact on quantities, while cost shocks have a smaller impact on both quantities and prices. We can therefore attempt to infer these two parameters using observed variation in product-level prices and quantities. This then provides some information towards inferring k, measuring the importance of decreasing returns to scale for overall pricing complementarities.
On the other hand, information on variation in product-level prices and quantities do not shed any light on the value of γ in a steady-state with constant inflation, since it only affects the dynamics of prices and quantities out of steady-state.
Inferring Pricing Complementarities
In this section, we discuss what features of the menu cost model enable us to infer the key parameters of the model using moments of the micro data on prices and quantities (or equivalently, expenditure shares) at the product level. While the substitution elasticity θ and the returns to scale α are the parameters of most immediate interest, the model has eight other parameters that we need to consider: the menu cost F , the growth rate of nominal spending µ, the discount rate β, and the wage elasticity parameter γ, and the parameters (ρ a , σ a ) and (ρ z , σ z ) that govern the stochastic processes of the productivity and demand shocks. Among the eight parameters, µ will be set equal to the steady-state rate of inflation, and β to match the steady-state real interest rate. Moreover doesn't affect our calibration of the other parameters. To simplify our discussion, we focus on the
The micro data on prices and market shares gives us information on (i) the frequency of price adjustment, (ii) the average magnitude of price changes, (iii) the variability of month to month changes in market shares, and (iv) the correlation of changes in prices and shares. With these four moments, we are still unable to identify the 5 parameters. If we leave aside the fixed cost F and the frequency of price adjustment, this amounts to the well-known problem of separately identifying the elasticity of demand and marginal cost, and the magnitude of cost and demand shocks from observed prices and quantities.
In Figure 1 , we illustrate this problem by showing how the same data on prices and shares may be the result of different parameter pairs (θ, α). In the left panel, this is done with a demand elasticity close to 1, and near constant returns; with γ = 0, this results in k ≈ 0, i.e. very weak pricing complementarities. In the right panel, the same observations are fitted by a more elastic demand schedule, and decreasing returns to scale, and hence a higher degree of pricing complementarities.
More generally, there is a continuum of values of θ and α that can fit the same data, by requiring θ (and hence k) to increase, as α decreases.
We thus need to find additional moments that will enable us to resolve the problem of inferring θ and α. In the remainder of this section, we discuss some key properties of the menu cost model that will enable us to do. 89
Observation 1: Holding constant the four benchmark moments, the inferred magnitude of menu costs is increasing in the degree of pricing complementarities (increasing in θ and decreasing in α).
In the model, firm profits become more concave inp, as we lower α and increase θ. Firms thus become more sensitive to mispricing, which tightens the Ss-bands and provides an incentive to adjust prices more frequently. Therefore, maintaining the same frequency of price changes will require larger menu costs. We can therefore infer α and θ by targeting existing empirical measures of the size of menu costs, together with the other four benchmark moments.
The next observation provides an alternative that enables us infer α and θ directly from productlevel variation in prices and market shares.
Observation 2: Price changes become increasingly asymmetric, as pricing complementarities become stronger: Price increases become more frequent, but smaller in size relative to decreases.
In the model, having a price that is too low lowers the mark-up and reduces the profit margin until profits eventually become negative. Having a price that is too high instead reduces the quantity sold, but profit margins are actually even higher than at the optimum. Profits are therefore much less sensitive to price, when price is above the optimum, than when it is below. This asymmetry carries over to the firm's value function, and hence its Ss bands, which are asymmetric around the ideal price p * : the lower Ss band is closer to the optimal price than the upper Ss band. This is illustrated in figure 2 , where, for a particular realization of s, we plot the firm's value function, and in figure 3 , where we plot the Ss bands -in the latter figure, we project pairs ¡ a, z −1 ¢ into a single dimension on the horizontal axis.
The asymmetry in the Ss bands in turn has implications for the frequency and magnitude of price increases and decreases. With no inflation, the firm will hit its lower sS band more frequently 8 In earlier calibrations of menu cost models, this issue does not arise, since α was set equal to 1, and θ primarily affects quantities, while the model was calibrated to match data on prices only. For us, however, it is the key to identifying the degree of pricing complementarities. 9 Another alternative would be to directly look for more direct information regarding some parameters. For example, θ and α also determine the firm's profit rates and mark-ups, and it might therefore seem tempting to calibrate our model to match measures of mark-ups or profits. Such an approach, however, would require us to take an explicit stand on the interpretation of what the unmodelled fixed factors of production are, how they compensated, and how they are accounted for in any measure of profit rates. Nevertheless, estimates of θ close to 1 or of α near 0 would lead to the implication that the implied profit rates and mark-ups over average costs are near infinite, which, even after accounting for fixed factors, seems implausible. than its upper Ss band, implying that it is going to raise its price more often than lower it. On the other hand, when price increases occur, they tend to be by a smaller magnitude. 10 Now, how does this asymmetry depend on θ and α? The lower is α, the more marginal costs respond to quantities, and the higher is θ, the more the firm's mispricing affects its quantity. If prices are too low, the profit margin is then further reduced by the increased quantity (and hence the rise in marginal costs), whereas if prices are too high, the reduction in profits resulting from the lower quantity is mitigated by the fact that marginal costs are also reduced. Therefore, with higher θ and lower α, the asymmetry in the profit function and the Ss bands becomes even more pronounced, which implies that the asymmetry between price increases and decreases also grows, with increases becoming relatively more frequent but smaller in size than decreases.
We can therefore infer θ and α by calibrating our model to match these asymmetries between 10 price increases and decreases. Trend inflation affects the magnitude of these asymmetries, in particular the fraction of price changes that are increases, but not the fact that they become more pronounced as k increases (θ increases, α decreases).
Related to the problem of inferring pricing complementarities is the problem of isolating the relative importance of cost and demand shocks. Contrary to a model in which cost shocks are the only source of product level variation, a model with demand shocks will generate large fluctuations in prices only if there are sufficiently strong decreasing returns to scale. The observed magnitude of price changes will therefore be consistent with more strongly decreasing returns to scale in a model that allows for demand shocks than in a model with idiosyncratic cost shocks only.
Our inference of pricing complementarities would therefore be biased, if we followed existing calibrations by just focusing on one source of idiosyncratic shocks. Instead, it is important that we consider a model with both cost and demand shocks, and try to isolate how much of the price and share fluctuations are driven by each. We do this by calibrating the model to all four benchmark moments, in particular the ones relating to fluctuations in expenditure shares.
Our third observation provides an alternative for inferring whether price changes are mainly driven by cost or demand shocks, without directly relying on the data on market shares. Ceteris paribus, profits are more sensitive to mispricing, when a good is in high demand. This in turn leads to narrower Ss bands, and a higher frequency of price changes, than when demand is low. Now, if price changes are driven mostly by cost shocks, a product is in high demand when its price is low. In contrast, if price changes are driven mostly by demand shocks, a product that is in high demand also tends to have a high price.
As plotted by figure 4, this suggests a difference in the width of the Ss-bands, depending on whether idiosyncratic shocks are to demand or to technology: in a cost shock model, price changes should be more frequent, when the original price is relatively low. In a demand shock model, price changes instead should be more frequent, when the original price is relatively high. A model that combines both shocks will fall somewhere in between, but knowing how the likelihood of a price change depends on the original price can still inform us about the relative importance of cost vs.
demand shocks.
This argument is based on the premise that price changes are indeed more likely when demand is high. Therefore, we will also need to look at how the likelihood of price adjustment depends on the current level of demand (or the current market share).
In summary, the first two observations allow us to infer θ and α, and therefore measure the strength of pricing complementarities. All else equal, stronger pricing complementarities require higher menu costs and generate more asymmetries between price increases and decreases. To correctly infer these pricing complementarities, we also need to infer the relative importance of cost and demand shocks. We can infer this either from the benchmark moments (in particular, the fluctuations in market shares), or using our third observation, that price changes are more likely to occur in periods with high demand, which occurs at low prices when cost shocks are important, and at high prices when demand shocks are important.
Data on prices and market shares
We now apply the ideas described above, designed to discipline the model's parameters, using a specific dataset. This dataset measures retail sales by Dominick's Finer Food, a large supermarket chain with 86 stores in the Chicago area, and was prepared by the University of Chicago's Graduate School of Business in cooperation with Dominick's. The products included in this dataset include non-perishable food products (e.g. crackers), household supplies (e.g. detergents), and hygienic products (e.g.: shampoo). While limited in scope due to its narrow geographic coverage and particular set of grocery products, this dataset has the advantage of providing high frequency information on both prices and quantities for many items within narrowly defined product categories.
It is a weekly store-level scanner data by universal product code (UPC), ranging between 1989 and 1997. For each UPC it includes weekly sales and retail prices. The dataset includes 29 product categories (e.g.: beer, bottled juice, toothpaste, dish detergent) and more than 4500 UPCs (e.g.:
Crest mint 8.2 oz., Tropicana mango 46 oz). We conduct our analysis of pricing at the chain level. Dominick's follows a chain-wide pricing strategy, with some discretion given to individual stores which results in prices not perfectly correlated across locations. Stores are divided into high, medium, and low pricing zones, depending on the extent of local competition. We only consider stores that are included in the middle-level pricing zone, which contains the largest number of stores. We focus on fluctuations in market shares, as opposed to fluctuations in physical quantities, to isolate fluctuations that are due to idiosyncratic, as opposed to sectoral shocks to aggregate quantities of a product category.
We index weeks by w, product categories by i, UPC's by j, and stores by k. We construct market shares, s ij kw , as the ratio of sales of UPC (i, j) in store k and week w, to total sales across all UPCs within product category i in store k and week w. Similarly, we construct relative prices p ij kw as the ratio of the nominal price P ij kw of UPC (i, j) in store k in week w to the aggregate price P i kw of product category i in store k in week w (product category prices P i kw are averages of individual price levels using store k, week w market shares as weights). We also construct an indicator variable x ij kw of temporary price mark-downs, defined as a price reduction that is reversed to its original value in no more than 6 weeks. That is, x ij kw = 1 if P ij kw < P ij kw 0 = P ij kw 00 , w 0 < w, w 00 > w, for at least one pair {w 0 , w 00 } such that w 00 − w 0 ∈ {2, 3, 4, 5, 6}, and x ij kw = 0 otherwise. 11 We aggregate the data across weeks and stores, as follows. We define time periods as T −week intervals, and we index periods by t. That is, period t = 1 includes weeks w = 1, ..., T , period t = 2 includes weeks w = T + 1, ..., 2T, and so forth. We aggregate the data on relative prices and market shares by taking simple averages across stores and weeks within a T week time period, for UPC's with at least 8 consecutive time periods of data. The resulting relative prices and shares are denoted by p ij t and s ij t -note that these measures exclude store index k and week index w. We report moments of the data that include or exclude temporary price markdowns, where the latter are computed using only observations with x ij kw = 0. We also report the moments of the data if we use weighted averages instead of simple averages, if we only focus on data for one store (the one with the lowest number of missing observations), and if we compute our statistics for price 11 The V pattern that we use to construct a sales indicator is closely related to the definition of "filter B" in Nakamura and Steinsson (2006) . It is more restrictive than that in Midrigan (2006) , who does not impose price reductions to return to their original level when defining a sale. and market share changes across all individual stores for each UPC (rather than constructing one chain-level price and market share for each UPC).
For our statistics on changes in chain-wide price levels, we do not calculate an average price across weeks and stores -this would deliver artificially high price flexibility as simple price averages would reflect changes in only a subset of (some) individual store/week prices. Instead, we measure the median price set by Dominick's across stores (within the medium pricing zone) for each UPC in a given time period. If there is more than one price observation per time period (say because a time period includes multiple weeks), then we use the price observation corresponding to the first available week. In the calculations that abstract from temporary price mark-downs, we exclude those price observations with x ij kw = 1 when computing the median price for each UPC/period. Our baseline statistics are constructed using 4 week time periods (T = 4) -the time length of a period in the calibration of our model, and abstracting from UPC/periods with market shares that are sufficiently small (i.e. 0.1%). Below we discuss how the results change if the moments of the data that we focus on are constructed in alternative ways. We compute the statistics described below for each UPC, and then compute a weighted average of the value of these statistics across all UPC's within each product category (using as weights the fraction of sales of each UPCs in total sales of its product category during the total time span). We report each statistics for the median product category. We then perform the same calculations using data generated by our model.
For our benchmark calibration, we focus on the moments excluding temporary mark-downs.
In the sensitivity analysis in section 7, we discuss how our results change if we instead used the moments that included mark-downs.
A. Frequency of price adjustment: The frequency of price adjustment for each UPC is defined as the fraction of observations with price changes, and the price duration is defined as the inverse of the frequency. Table 1 , Row 1, shows that, for the median product category, the price of the average UPC changes every roughly 4 four-week periods (this is equal to 1/0.25) excluding temporary price markdowns, and 2.5 four-week periods including temporary price markdowns. In the model calibration, we target an average duration of 4.5 periods, in order to make the results comparable to Golosov and Lucas (2006) and Midrigan (2006) .
B. Magnitude of Price Changes:
We focus on measures of the size of changes in prices over time (and changes over time in the logarithm of market shares in the following subsections), and we do not focus on differences in price levels (or levels of market shares) across goods at a point in time, because our model abstracts from permanent differences across goods in quality, size, characteristics, etc. that explain some of the price (and market share) differences across goods observed in the data. displays the standard deviation of relative prices p (the nominal price of the UPC divided by the nominal price of the product category). Note that here we do not exclude zero price level changes, as even in those cases the relative price might change if the aggregate product level price changes.
The standard deviation of relative price changes is 7% if we exclude temporary price markups and 9% if we include them.
The magnitude of price changes (as well as the magnitude of price increases relative to price decreases described in F) that we observe in the Dominick's supermarket dataset is very similar to that reported in Klenow and Kryvtsov (2005) In our calibration, we target a 4-week average magnitude of prices changes equal to 10%.
C. Magnitude of Share Changes: Table 1 , Rows 5-7 reports the magnitudes and standard deviations of changes in log-market shares (note that this is different from the standard deviation of percentage point changes in market shares). The average magnitude of changes in log market shares is 17%, and the standard deviation is roughly 25%. Row 7 indicates that fluctuations in market shares are significant even if we focus on periods with no price change. If we include temporary price markdowns, log market shares are roughly 5% more volatile.
In the benchmark calibration of our model, we target a 4-week standard deviation of changes in market shares equal to 25%. These correlations are only slighly closer to zero if we condition on nominal price adjustment. 1213 The fact that correlations between prices and market shares are far from −1 and that prices and market shares frequently move in the same direction suggests that idiosyncratic demand-like shocks are partly responsible for movements in prices and quantities. In our benchmark calibration we target a correlation of price and share changes, conditional on nominal price adjustment, of with the common sense notion that costs of price changes are very small compared to the overall costs and revenues of a firm's activities. In our benchmark calibration, we target average spending on menu costs that are not larger than 1% of steady-state revenues.
F. Price Increases vs. Decreases: Rows 13-14 reports the likelihood and size of price increases relative to price decreases. Row 13 shows that for the median product category, roughly 60% of prices changes, exclusive of temporary price markdowns, are price increases. Including price promotions, the fraction of price increases is roughly 54%. Row 14 shows that the size of price increases is only slightly smaller than the size of price decreases (the ratio of the average magnitude 12 We also compute an alternative relative price (market share) measure, defined as the ratio of the current price (market share) of a UPC to the average price (market share) across periods for that UPC. The standard deviation and correlation of these alternative measure of relative prices and market shares is very similar to those that we report in Table 1 . 13 We also compute these statistics using physical quantities for each UPC, instead of using market shares. We find that quantities are slightly more volatile than market shares, and the correlation between prices and quantities is slightly more negative than the correlation between prices and market shares. 14 Note that increases in relative prices driven by temporary price markdowns of a firm's competitor, if associated to a rise in the quantity sold, would generate a negative comovement between relative prices and market shares. Hence, accounting for the observed comovement between relative prices and market shares, which is far from −1, requires additional sources of demand fluctuation.
of price increases relative to price decreases is roughly 0.85 if we exclude sales and 0.90 if we include them).
In pure accounting terms, the steady state inflation rate can be decomposed into the frequencies and magnitudes of price increases and decreases. With the right steady state inflation rate, matching one of these two moments automatically implies that we also match the other one. In our model, the steady state inflation rate primarily impacts the fraction of price increases versus decreases, with only minimal effects on the relative magnitudes. 15 In order for our results to be robust to small variations in the steady state rate of inflation, we decide to target the relative size of price increases and decreases, rather than the relative frequencies.
G. High vs. Low Prices: Row 15 reports the frequency of price changes conditioning on whether the price level is higher or lower than the median price for each individual UPC. We first compute the median price for each UPC. We then compute the frequency of price change separately for periods in which prices that are higher or lower than the median price. We then average each frequency across UPC's, and take the ratio of the high-price frequency to the low-price frequency.
We report the median ratio across product categories.
Row 15 shows that, excluding price promotions, the frequency of prices changes is roughly independent on whether pre-change prices are low or high (the ratio of frequencies conditional on prices being high versus low is roughly 0.95). If we include price promotions, prices are slightly less likely to change if the initial price levels is high.
H. High vs. Low Market Shares: Row 16 redoes the calculations in F, now conditioning on high versus low initial market shares (instead of conditioning on high versus low price levels). We follow the same steps as before, computing the median market share for each UPC, and separately computing the frequency of price changes for periods in which the market share of a UPC is above or below the median. The results in Row 16 suggest the that prices are more likely to change in periods when the market share is high (the ratio of frequencies is roughly 1.2). Table 2 reports the statistics when we depart from the baseline calculations reported in Table   1 along five different dimensions: (1) construct one-week time-periods (T = 1) instead of fourweek time periods (T = 4), (2) compute weighted averages of relative prices and market shares, instead of simple averages, across stores and weeks, (3) exclude from the calculation of the statistics UPCs/time periods with average market shares lower than 1% (instead of 0.1% in the benchmark 15 Gagnon (2006) reports, using CPI data for Mexico, that changes in inflation have a large effect on the relative frequencies of price increases and decreases, but not on the relative magnitudes.
case), (4) use data for only one store per product category (the one with the lowest number of missing observations for each product category), and (5) construct the statistics on price and market share changes using all individual store observations (as opposed to computing a single chain-wide price and market share for each UPC). Overall, in terms of the basic moments of the data, these perturbations from the baseline computations generate slightly lower frequencies of price adjustment, slighly larger price changes, more volatile market shares, and correlations between prices and market shares that are closer to zero. Also, there are only small changes in the magnitude of the asymmetries (both the size of positive relative to negative price changes, and frequency of price adjustment conditional on high and low relative prices). In Section 7, we perform sensitivity analysis in our model and argue that small changes in the calibration targets in the direction suggested by these robustness checks have only a minor impact on the inferred level of firm-level pricing complementarities. Moreover, the choice of targets (especially the relatively small size of price and market share fluctuations) biases our inference toward finding higher levels of firm-level pricing complementarities. 16 
Calibration Results: Steady-State
In this section, we report our steady-state calibration results. As in the data, we consider a period to be 4 weeks. We set β = 0.995 to match an annual real interest rate of 6%, and µ = 0.0017 to match an annual inflation rate of 2.2%, which is the sector-level price inflation that we measure in the Dominick's data, for the median sector. Finally, we set the persistence parameters ρ z = ρ a = 1/2.
In section 7, we present some sensitivity analysis regarding the persistence parameters.
To determine the remaining five parameters ¡ θ, α; F, σ 2 a , σ 2 z ¢ , we fix α at various levels between 0 and 1, and calibrate the other four parameters to match our four benchmark moments. We then compare how well these different calibrations match our secondary targets to determine what values of α and θ are plausible. Before going to the full calibration, we present results for menu cost models with exclusively cost and demand shocks, setting σ α = 0 or σ z = 0. This preliminary step illustrates the previous observations that underlie our main calibration results.
Single Shock Model: In Table 3 , Columns 1-5, we report results for the model with cost shocks only. Without demand shocks, the correlation between prices and market shares must be 16 In related work, Dossche, Heylen and Dirk Van den Poel (2006) infer a relatively small degree of demand-based pricing complementarities using a large scanner dataset of a European retailer. Their data, which covers a wide variety of products such as clothing, equipment, and leisure goods, reveals a very high volatility of quantity changes, as well as comovements between relative prices and quantitites that are significantly larger than −1. With menu costs, the correlation between prices and market shares need not be perfect, but remains large and positive (Row 10). As before, we therefore fix α at different levels, and adjust the remaining parameters to match all the benchmark moments except the correlation (Rows 7-9). In the demand shock model, we are no longer able to match the magnitude and frequency of price increases with near constant returns to scale (Column 6). Since prices respond then very little to demand shocks, shocks must become very large to match the frequency and magnitudes of price changes. But that in turn would generate implausibly large changes in market shares. We will therefore exclude Column 6 from our discussion.
The results illustrate our three observations from the previous section. First, with more strongly decreasing returns, both menu costs and idiosyncratic shocks become larger. In the model with cost shocks only and α = 0.35, the average menu cost represents as much as 5% of firm revenues (Row 5), and cost shocks become as large as 25% month-to-month (Row 3). In the demand shock model, the effect is less pronounced, with the magnitude of idiosyncratic demand shocks rising from 24% to 30% as α falls from 0.75 to 0.35 (Row 4), and the magnitude of menu costs rising to 2.5% of revenues (Row 5).
Second, lower α generate larger asymmetries between price increases and decreases. In the cost shock model, the relative magnitude of price increases drops from 90% to 78% of the magnitude of decreases, as α drops to 0.35 (Row 11). In the demand shock model, increases and decreases tend to be less asymmetric overall, but the same pattern emerges, with the magnitude of increases relative to decreases dropping from 95% to 80% as we lower α all the way to α = 0.35. To maintain the same steady-state inflation, price increases become more frequent relative to decreases.
Third, the repricing probability depends positively on the level of demand and current prices.
In the cost shock model, price changes are only about 60% as likely to occur when relative prices are high, than when they are low (Row 12), and they are 1.6 times as likely to occur when market shares are high (Row 13) rather than low. In the demand shock model, price changes are about 1.3 times as likely to occur when prices are high as opposed to when they are low (Row 12), and
times as likely when shares are large as opposed to small (Row 13).
Finally, the comparison between the cost shock and the demand shock model reveals how a model with demand shocks may be more easy to reconcile with strongly decreasing returns to scale, and hence how our inference may be invalid, if one doesn't correctly account for the relative importance of cost and demand shocks. In the model with cost shocks, a model with at best moderate returns to scale (α ≥ 0.75; θ ≈ 6) seems to do the best, matching a size of menu costs that is no larger than 1.3% of revenues and an asymmetry between increases and decreases of 0.88, meaning that increases are on average 12% smaller than decreases. In the demand shock model, instead, the model fits the additional targets best when decreasing returns are more substantial (α ≤ 0.55; θ ≈ 3), generating menu costs of at least 0.6% and increases that are at least 11% smaller than decreases. Both of these extremes completely miss out on the correlation between price and share movements (Row 10) and on the sensitivity of the repricing frequency to the level of prices and demand (Rows 11 and 12), suggesting that some intermediate case will be most consistent with the data.
Model with demand and cost shocks: In Table 4 , we report our results for the model with demand and cost shocks. As before, we fix α at different levels, and then determine the other four parameters to match our four moments, including the price-share correlation.
For example, beginning with α = 1, we can match a slightly negative correlation by setting θ fairly close 1: if α = 1, prices only respond to productivity shocks; θ ≈ 1 in turn implies that price and share changes are completely orthogonal to each other. The parameters F , σ z and σ a are then set to match, respectively, the average duration and average magnitude of price changes, and the variability of share changes. This parametrization, however, would imply fairly large mark-ups.
As we lower α, the firms' optimal prices begin to respond also to demand shocks, which, ceteris paribus makes the correlation between prices and shares less negative. Moreover, firm profits become more sensitive to mispricing, which generates an incentive to have more frequent, but smaller price adjustments. To compensate for this, we need to raise θ to reduce the correlation between prices and shares, and F , σ a and σ z need to increase to maintain the same frequency and magnitude of price and share changes (Rows 2-5).
In contrast to the pure cost shock model, the shocks no longer appear to be implausibly large given the fluctuations we observe in the data. The 10% magnitude of cost shocks is similar to the values used in other calibrations. In addition, this value is similar to the magnitudes of changes in whole-sale prices in the Dominick's data. 17 Our measure of the magnitude of demand shocks is a 17 The Dominick's data report the cost of acquisition of the current inventory, not the current replacement costs.
bit larger, but this is to be expected given the fairly large variability in market shares.
How well do the different calibrations do in terms of matching our secondary targets? It appears from Row 5 that a model with α in the range of 0.55 to 0.75 and θ in the range of 3.8 to 4.3 requires menu costs that are in line with existing empirical measures; lower values of α lead to significantly larger menu costs of up to almost 4% of revenue at α = 0.25, while higher values of α generate menu costs that are even smaller than the existing estimates of 0.4% to 0.7% of revenue. Moreover, a higher value of α would also implausibly low demand elasticities, and extremely high profit rates and mark-ups.
The same values of α also match the asymmetry between price increases and price decreases fairly well: at α ≈ 0.55, increases are about 13% larger than decreases (Row 11). A lower α would lead to asymmetries between increases and decreases that are too large, with price increases that are up to 25% smaller than decreases, while higher values of α generate asymmetries that are too small, with price increases that are almost the same magnitude as price decreases.
Finally, throughout all calibrations, the adjustment probability when market shares are high is roughly 20% larger than the probability of adjustment when market shares are low (Row 13), and when prices are high, they are roughly 5% less likely to change as when they are low (Row 12). Both of these values are close to the target, which confirms that our calibration successfully matches the relative importance of cost and demand shocks. However, since they are pretty much constant throughout all the calibrations, they do not add anything to the inference of pricing complementarities.
The degree of pricing complementarity that is implied by these values of α and θ depends on the assumed value of aggregate pricing complementarities γ. Rotemberg and Woodford. Aggregate channels for pricing complementarities thus appear to be essential for reconciling these macro estimates of pricing complementarities with our calibration to micro data.
Whole-sale prices therefore provide a reliable proxy for costs only for items that have a fast turn-over rate, such as certain refrigerated food items.
Why don't the data support stronger firm-level pricing complementarities? First, fluctuations in prices and quantities are both fairly large, and the price-share correlation suggests that a significant component of these fluctuations is driven by demand shocks. With more strongly decreasing returns, these demand fluctuations would lead to sizeable fluctuations in the firm's marginal costs, and hence would give the firm a motive to change prices much more frequently and hence spend much more resources on changing prices. This however would lead to much larger menu cost than is observed in the data. Second, a model with stronger pricing complementarities would generate much more asymmetry between price increases and decreases than the moderate degree of asymmetry that we observe in the data.
Aggregate impulse responses
We now consider the aggregate impulse response of a one-time spending shock. Starting from the steady-state distribution of normalized prices Φ, we consider the dynamic effects on prices and output of a one-time increase in M by 0.5%, followed by a return to steady-state growth rate µ. This experiment is equivalent to computing the transition path of the distribution of prices In Table 5 , we report our results regarding the aggregate effects of a nominal shock. 18 Each row corresponds to a different calibration, with α being the value that is reported in Column 1, and the values of (θ, F, σ a , σ z ) corresponding to the calibrated parameter values from Table 4 . Column 2 reports the assumed value of γ that we use to compute impulse responses, and Column 3 the resulting degree of pricing complementarities. Our preferred calibration is highlighted in bold.
We consider two different measures to evaluate the effects on output to the nominal spending shock. In Column 4, we report the response of aggregate output Y on impact. By ignoring the dynamic effects of the shock after the first period, this measure only provides a very incomplete picture of the overall effects, but it has the advantage that it is easy to interpret within the context of the menu cost model. In Column 5, we report the Cumulative Impulse Response (CIR), which sums the impulse response of aggregate output over all months. This measure summarizes the cumulative impact of the nominal spending shock on output at different horizons and therefore provides a more complete picture of the real effects (see also Nakamura and Steinsson, 2006a , who 18 In the table, all impulse responses are normalized by the size of the shock.
use and discuss this measure). 19 For example, if a shock increases output one-for-one on impact (∆ ln Y/∆ ln M = 1), and dies out at a linearly declining rate over a period of 24 months, the CIR would be equal to 12. Two observations stand out from the table:
Result 1: Without aggregate pricing complementarities ( γ = 0), the inferred pricing complementarities k increase the output effects of a nominal shock, but their overall effect remains small.
With constant returns to scale, over two thirds of the nominal shock is absorbed by prices on impact. Going to our preferred calibration of α = 0.55 slightly reduces this, but still nearly half the effect is absorbed on impact. Even substantially more decreasing returns (α = 0.25) only raise the impact effect on output to 64%, meaning that more than a third of the shock is absorbed on impact. The cumulative output effect goes from 0.4 with constant returns to 1.2 in our preferred calibration, and 1.9 with α = 0.25.
To assess the overall magnitude of these effects, we compare these values to the impulse responses for a benchmark Calvo model with an exogenous monthly adjustment probability of 1/4.5, and a degree of pricing complementarity of 0.8, which is close to the aggregate estimates of Rotemberg and Woodford (1997) . This model implies a CIR of roughly 13. Even though our preferred calibration triples the CIR relative to the model with constant returns, the overall real effects remain smaller by a factor of 10 than in the alternative Calvo model. Increasing γ from 0 to 0.85 further raises pricing complementarities from 0.6 to 0.8, but it has only a relatively small additional effect on output, increasing the response of output on impact to roughly 70% in our preferred calibration, and increasing the CIR from 1.2 under γ = 0 to 2.3 under γ = 0.85. Adding strong aggregate pricing complementarities almost doubles the output effects, but these are still only one fifth of those in a Calvo model with comparable pricing complementarities.
Note also that with γ = 0.85, α plays a very minor role in determining aggregate effects. If γ was even higher, a lower α would actually weaken pricing complementarities and real output effects. Therefore, to assess the effects of aggregate pricing complementarities it is important to take into account the possibility of decreasing returns to scale; ignoring them would over-state the role of aggregate pricing complementarities, and for γ sufficiently high, also the output effects of nominal shocks.
Both results are also transparent from Figure 5 , which plots the impulse responses of output to a 0.5% increase in nominal spending for the calibrations that we reported in the previous table.
The time it takes for the shock to be completely absorbed into prices is proportional to the response on impact, and the CIR reported in the table above. In all cases, however, the shock is pretty much completely absorbed after 9 months. In the case with constant returns to scale and no aggregate pricing complementarities, the impact is much shorter, with almost complete adjustment taking place in 3-4 months.
Underlying both of these results is the fact that there is a strong extensive margin of price adjustment in the menu cost model that is not present in a Calvo model (the so-called 'selection effect' that is emphasized in Golosov and Lucas, 2006, and Midrigan, 2006 ). In our model, we can see this extensive margin by considering the following approximation of the response of prices on impact, which is similar to the one in Caballero and Engel (2007) . Let K (s) = ln p (s) − ln p * (s)
andK (s) = lnp (s) − ln p * (s) denote the steady-state Ss-bands in terms of their deviation from the target price p * (s), and let ρ * (s) = ln p * (s) − lnp f ³ s;P SS´d enote the steady-state "frontloading factor", by which firms who adjust their prices depart from the ideal price which maximizes current profits. We approximate equilibrium pricing strategies out-of-steady state by ln p * t (s) ≈ ρ * (s) + lnp f ³ s;P t´, lnp t (s) ≈K (s) + ln p * t (s) and ln p t (s) ≈ K (s) + ln p * t (s), holding constant the size of the Ss-bandsK (s), K (s) and front-loading factor ρ * (s). In the appendix, we show that under these assumptions, the response of prices on impact is approximated by
where f denotes the frequency of price adjustment, and S the selection effect. The frequency f captures or the the intensive margin of price adjustment, or the fact that all the firms that do adjust slightly increase their new target price after the shock has occurred. The selection effect S captures the extensive margin, or the fact that after the shock, some firms that would have kept their price constant now prefer to raise it (first term in S), and some other firms that would have reduced their price prefer now prefer to keep it constant (second term in S). Formally, these are defined as
is the pdf of the distribution of prices and idiosyncratic states (p; s 0 ) after the new idiosyncratic shock s 0 has hit, and before prices are adjusted.
Since S and f are a function of the steady-state distribution of prices, and k is a function of the model parameters, we can compare the decomposition to the actual output response on impact, and find that in almost all cases this gives an accurate approximation. Throughout all our calibrations, the measured S is roughly constant at 0.45 in the menu cost model, and equal to 0 in the Calvo model. With a frequency of price adjustment targetted to 22%, this implies that on impact, our menu cost model has similar aggregate implications as a Calvo model in which 67% of all firms change their prices every period.
To illustrate the importance of this selection effect, we can use the decomposition for some simple counter-factuals, which are summarized in Table 6 . Table 6 Without complementarities (k = 0), the Calvo model would predict an output response on impact of 78%, whereas the menu cost model predicts a response of 33% -two thirds of the shock is absorbed on impact. For the moderate firm-level complementarities that we identify in the data (k = 0.6), the selection effect reduces the output response from 90% to 55% on impact. Even for much stronger pricing complementarities, the selection effect substantially reduces output effects:
In the context of a Calvo model, with S = 0 our inferred level of firm-level combined with γ = 0.85 (k = 0.8) would imply an output response of 95%. A selection effect of S = 0.45 reduces this number to 71%. To obtain an output response of 95% on impact with a selection effect of S = 0.45, one would need an extremely strong complementarity of k = 0.97.
We conclude from this discussion that a menu cost model can hope to obtain substantial output effects only if (i) there is a very large degree of pricing complementarities, and/or (ii) the selection effect is much smaller than what is suggested by our calibration. Moreover, the complementarity appears to have only a secondary role: if f + S is sufficiently large, then even large values of k will imply a sizeable response of prices on impact. Pricing complementarities that are purely driven by product-level decreasing returns appear to be unable to quantitatively account for large output effects. While allowing for large aggregate complementarities increases k closer to the RotembergWoodford range, the total output response of nominal shock remains small in the presence of a strong selection effect.
Extensions
In this section, we discuss a few extensions to our model, to explore the robustness of our results. In principle, their is an infinite number of alternative modeling assumptions and robustness checks that one might consider. Here, we restrict ourselves to a few for which one can make a plausible argument that they might significantly alter the results of our inference on pricing complementarities.
Sensitivity Analysis: First, we performed some rather simple sensitivity checks, recalibrating our model with different parameters or targets, to explore how sensitive our conclusions are to the targets that we picked for our calibration. We give a brief summary here; complete results are available on request.
As a first check, we varied the steady-state inflation rate over a range between 0 and 4% of annual inflation. This mainly affected the fraction of price changes that are increases, with little effects on the other moments. This confirms our earlier argument for focusing on the relative magnitudes as the relevant target to match.
We then considered the effects of different targets for the frequency of price changes (Nakamura and Steinsson 2006b for example, argue for a significantly longer duration of prices). When we raise the average duration of prices in the model to 8 months, our inference remains roughly the same: a longer duration leads to a higher menu cost, conditional on changing the price, but since price changes occur less frequently, the average menu cost remains roughly the same magnitude.
We also considered changes in the calibration targets for the magnitudes of price changes, the variability and magnitude of share changes, and the correlation between price and share changes. In Table 7 , we report a summary of calibration results when we change some of the model targets, in a way that roughly cover the spectrum of targets that one could possibly support using a different measurement of the moments in the data, as reported for example in Table 2 . The correlation between prices and shares turns out to have little effect on the resulting inference for pricing complementarities, but the magnitudes of price changes and of share changes do: lowering the average magnitude of price changes to 5% may increase the inferred k as far as 0.78, but requires a magnitude of price changes that are much lower than any existing micro estimates. Along the same lines, raising the volatility of shares lowers pricing complementarities, and lowering this volatility would increase them, but such a change does not appear to be supported by the data moments.
Product-level pricing complementarities that are much stronger than k ≈ 0.6 therefore seem to be difficult to support based on our our data.
These results also suggest that if we had instead targetted the moments of the data that do not exclude temporary price markups (reported in Tables 1 and 2 ), our inferred firm-level pricing complementarities would be even smaller, since prices and quantities are more volatile, if we include sales.By filtering out sales, we thus also err on the side of caution with regards to our conclusion that firm level complementarities appear to be relatively weak.
Finally, we conducted some sensitivity analysis with regards to the persistence parameters ρ.
The findings of this are summarized in Table 8 , where it can be seen that changing the persistence of shocks has little effect on our inference for complementarities.
The role of quantity data: Next, we explored the role of the data on quantities for our inference strategy and results. This is an important issue, since the pricing facts are much better studied, and have been observed over much more varied data sets (such as the CPI data, which includes a much broader range of products), whereas the facts about quantities are based on this particular data set.
In Table 9 , we recalibrated our benchmark model, but only using data from prices. We fixed α ∈ (0, 1) at different levels, and calibrated the other parameters to match the frequency and magnitude of price changes (as before), the relative magnitude of increases vs. decreases, and the relative frequency of changes, conditional on the current price being above or below the mean.
We then compared how well the different calibrations matched the remaining moments, so as to examine which of our conclusions rely on information about shares.
For α ≤ 0.75, the inferred magnitude of the menu cost is roughly constant near 1.1%, which is slightly higher than our target. This suggests that the information about menu costs may not be sufficient to differentiate between these different values of α. However, we also notice that over the same set of calibrations, the inferred degree of pricing complementarity remains roughly constant, at k ∈ (0.55, 0.6). Therefore, although the exact values of α and θ cannot be inferred on the basis of price data and the magnitude of the menu cost alone alone, the calibration results nevertheless suggest 0.6 as an upper bound for firm-level pricing complementarities.
The quantity moments then help us fully identify the parameters. Market shares are much more variable, and the effect of share levels on the probability of price changes much larger, when α is closer to 1. As in the main calibration, a value of α ≈ 0.55 exactly matches these two moments;
higher values of α imply share movements that are too large, and generate too much asymmetry between high and low shares, whereas lower values of α generate share movements that are too small, with too little asymmetry. The price-share correlation is only slightly higher than our target of −0.2, which suggests that by calibrating to the asymmetry between high and low prices, we account reasonably well for the relative importance of cost and demand shocks.
In summary, our general conclusion that 0.6 represents an upper bound for firm-level pricing complementarities does not seem to rely heavily on our use of quantity data; our inference of the exact parameter values for α and θ, however, does.
Modelling small price changes: Midrigan (2006) observes that almost 30% of all price changes are small in magnitude, i.e. by less than 50% of the median absolute price change. He rationalizes this observation by the idea that some firms may change more than one price at once, which essentially allows them to change some prices 'for free', and hence by small amounts, when they decide to undertake other, more important price changes.
We can embed a simple version of this mechanism in our model by assuming that in each period, there is a probability q that firms get to change their price for free. When we reformulate our model to take this possibility into account, we find that our inference of pricing complementarities remains roughly the same, although they are now the result of a slightly lower demand elasticity and slightly more strongly decreasing returns to scale (Table 10 , Columns 1-4). The inferred selection effect, however, falls to S ≈ .22, and S is approximated by
lso, the model is no longer able to replicate the asymmetry between price increases and decreases.
The reason is that this alternative formulation of menu cost begins to resemble more closely a Calvo model (in the extreme case, where F becomes infinite, the model is exactly like a Calvo model, since price changes will occur only when they are free). In a Calvo model, however, price increases tend to be larger on average than price decreases, since the firms want to front-load prices to preempt the risk of being committed to a price that is far too low after long periods without price adjustment and positive steady-state inflation.
Alternative shock distributions: Next, we explored the role of distributional assumptions regarding the shocks. Midrigan (2006) also emphasizes that the distribution of price changes has fat tails, which isn't consistent with the assumption of normally distributed shocks. In a model with cost shocks that allow for fat tails, the selection effect becomes much smaller, and aggregate adjustment delays become larger than in the model with normal shocks. It is therefore only natural to ask whether the distribution of idiosyncratic shocks also affects our inference of pricing complementarities. 20 In our model, pricing complementarities give firms an incentive to respond to the idiosyncratic shocks they face by frequently adjusting their prices by small amounts. A model with stronger complementarities thus requires much larger menu costs, and larger shocks to account for the magnitude of price and share fluctuations observed in the data. Relative to a normal distribution, a fat-tailed distribution leads to a bigger mass of near-zero shocks (where the firms would not adjust 20 Notice, however, that for given complementarities and selection effect, the aggregate implications are still summarized by the approximation formula.
unless returns to scale were really small, and a larger mass of really big shocks (where the firms would always adjust), but fewer mid-sized shocks, where the returns to scale have their strongest impact on the firms' desire to change prices. One might therefore conjecture that stronger pricing complementarities might be sustainable with fat-tailed distributions of idiosyncratic shocks, since this reduces the extent to which changes in returns to scale affect the frequency of price changes, all else equal. 21 To explore this conjecture, we recalibrated our model assuming that the cost and the demand shocks were both AR1 processes whose innovations were drawn from a beta distribution, following
Midrigan (2006):
+σ a ε a it with probability 1/2 −σ a ε a it with probability 1/2
+σ z ε z it with probability 1/2 −σ z ε z it with probability 1/2
where ε z it and ε a it are both independent over time and across products, and are both drawn from a β (0.05; 1.3) distribution, and σ a and σ z are scaling parameters that are calibrated to target our benchmark moments. The parameters of the beta distribution are the same as those used by Midrigan (2006) . They imply a higher kurtosis of price changes, consistent with the Dominick's data. Table 10 , Columns 5-8 report our results, which suggest that changing the distribution of shocks has only a minor influence on our inference results. As before, we fix α, and calibrate the other four parameters F , θ, σ a and σ z to match the four benchmark moments. For a given value of α, the calibration supports a somewhat higher demand elasticity, and hence somewhat higher value of k. For our preferred value of α ≈ 0.55, this leads to a value of k ≈ 0.7. But while this is consistent with a similar magnitude of menu costs as in the benchmark model, it generates a substantially larger asymmetry between price increases and decreases, which contradicts any stronger pricing complementarities. Furthermore, this calibration implies that fluctuations in market shares as measured by the average magnitude (as opposed to the standard deviation) of share changes are substantially smaller than in the data, and in our previous calibrations. If we were to target the average magnitude of expenditure share changes, our results would reject bigger pricing complementarities even more strongly than they did before. 21 To illustrate this point with an example, imagine that the idiosyncratic shocks are Poisson, i.e. are zero with high probability and non-zero, but with a wide distribution otherwise. Then, price changes occur only if non-zero shocks occur, irrespective of the pricing complementarities.
We also reconsidered the aggregate effects of nominal shocks in the model with fat-tailed idiosyncratic shocks. Irrespective of the strength of complementarities, the response of output on impact was only slightly larger than with normally distributed shocks, but the effects are a lot more persistent, so that the Cumulative Impulse Response increases roughly by a factor of 4. In the case where α = 0.55 and γ = 0.85, the CIR is 8.57, which is still well below our Calvo benchmark of 13.
Conclusion
In sticky price models, pricing complementarities play an important role in determining the real effects of a monetary disturbance. In this paper, we have sought to infer the quantitative importance of one type of pricing complementarities, based on upwards-sloping marginal costs, by calibrating a menu cost model to data on price and quantity fluctuations at the product level. Our results suggest that pricing complementarities at the firm level are at best moderate, and thus seem unlikely, on their own, to generate large aggregate real effects. The presence of other complementarities at the aggregate level might lead to a bigger response of output to nominal shocks, but these complementarities cannot be directly inferred from idiosyncratic fluctuations in prices and quantities.
In addition to the robustness checks and extensions that we have already discussed above, there are at least three important caveats to our approach and our results. First, we abstracted from sector-level or aggregate shocks in the model. Our data however suggest that these shocks may be fairly large and induce important fluctuations in sectorial price and spending levels. To the extent that sectoral shocks add to the firms' desire to change prices, we conjecture that they would only reinforce our conclusions, since our calibration would then require larger menu costs and imply weaker pricing complementarities to match the data moments on prices and shares. 22 Second, we had to rely on price-quantity data from a very small and highly specific set of goods to draw inference on important aggregate questions. This raises the obvious question of how representative our data is of the aggregate economy. While an adequate answer to this question requires similar data sources from other sectors, the calibration that matches only the pricing facts (Table 9 ) lends some support to our main conclusion rejecting stronger pricing complementarities.
To us this is reassuring, since the pricing facts are observed across a much wider set of data (including the BLS data for the consumer price index), and can therefore be expected to be much 22 In addition, aggregate fluctuations in prices and spending may also be useful for more direct ways of inferring pricing complementarities, which would complement the approach we have explored in this paper. more representative of the aggregate economy.
Finally, we have focused on one specific form of pricing complementarities at the firm level, based on increasing marginal costs at the product level. There are, however, other forms of pricing complementarities at the firm level, based on variation in desired mark-ups, as originally studied in Kimball (1995) and more recently in Klenow and Willis (2006) . We believe that some of our insights also apply to those types of complementarities, but it remains an open question whether they will significantly change our quantitative results. log p * (s) − logp f ³ s;P SS´d enotes the steady-state front-loading factor, and φ (p/(1 + µ); s) = log p (s) − log p * (s) andK (s) = logp (s) − log p * (s) denote the steady-state Ss-bands, in terms of deviation from the target. In the initial period of impact of a shock of size ∆ to the log of nominal spending, the ideal flexible price log p f ³ s;P´, and the approximated target price log p * t (s) and Ssbands logp t (s) and log p t (s) all increase by the same magnitude δ. If ∆ log P denotes the response of the average price in the period of impact, δ satisfies δ = k (∆ log P − µ) + (1 − k) ∆.
We next compute the response of prices on impact ∆ log P as a function of δ, using our approximation of the pricing rule out of steady-state. Let
denote the pdf of the steady-state distribution of prices and idiosyncratic states (p; s 0 ) after the new idiosyncratic shock has hit, and before prices are adjusted. The aggregate response of prices (in logs) is then approximated by:
where p t (s 0 ),p t (s 0 ), and p * t (s 0 ) are approximated as above. Using the fact that
we can rearrange the above expression to that for a small δ, the response of prices on impact (in logs, and net of steady-state inflation) is approximated by
where to keep their price fixed, but now prefer to increase it. On average, they raise their price by an amount K (s). This is illustrated in Figure 6 . Figure 7 illustrates the frequency and selection effects for small δ. Integrating over all s 0 , the red areas in the tails measures the frequency or intensive margin, and the blue rectangles measure the selection effect or extensive margin. The white area, integrated over all s 0 , measures the residual, which corresponds to the real effect of the shock on impact.
This figure illustrates Midrigan's (2006) observation, how distributional assumptions determine the magnitude of the selection effect and hence matter a great deal for the aggregate effects of nominal shocks. If the densityφ has fat tails, a given frequency of price adjustment f will require a lower density at the Ss-bands p (s 0 ) andp (s 0 ), and a given average magnitude of price changes will require that the Ss-bands are closer to the target price p * (s 0 ). This however, reduces the size of the blue rectangles, implying a smaller selection effect, and a larger effect on output. As an extreme case, we also recover the neutrality example Caplin and Spulber (1987) . If the densityφ (p; s 0 ) is a uniform density w.r.t. log p, for each s 0 , over an interval that strictly includes
can immediately see from the picture that the white area disappears, so that the nominal shock has no real effects. 23 Finally, combining ∆ log P = δ (f + S) with δ = (1 − k) ∆+k∆ log P leads to the decomposition in the text. 23 This can also be derived from our decomposition: in this case, f and S satisfy f = 1 − R 
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