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§ 1. Introduction
We consider a one-dimensional two phase Stefan problem of heat equation with some specified temperature on the boundary. It is to seak a pair of unknown functions (u(x, t), y(t)) satisfying the following equations: This is, for example, a mathematical model of a water-ice system being homogeneous on each cross section perpendicular to the x-axis. Here u is temperature and y is width of the water region which, we assume, is left to the ice region. We call the last two relations of (1.1) Stefan's condition as usual. We assume, by the physical reason, that the boundary and initial data in the water region are positive and those in the ice region are negative, and that c l9 c 2 The same and similar problems were considered by several authors ([!]- [6] ) and others ( [7] - [ll] ). In the former references cited solutions of problems were constructed classically by using Green's functions of heat equations or by the method of retarding the argument (see [4] and [5] ) only for fairly smooth data or small data. In the latter references weak solutions were constructed by some ways for more general cases including several dimensional case, and it was turned out that only for one dimensional cases weak solutions were classical ones even for bounded and pieceweise continuous data. (See especially [11] . ) We also consider the one dimensional problem (1.1) with bounded and pieceweise data, and construct its solution directly by a finite difference method which we can call a 'semi implicit method 5 . The method is simple and useful for numerical computation.
One phase problem also can be solved by the method proposed in this paper more easily than the 'fully implicit method' of [12] . (See [13] .) Boundary conditions of other types may be treated by the same way.
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We use a net of rectangular meshes with a uniform space width h and variable time steps {k n } (n = l, 2, 3,...). The time steps {k n } are assumed to be unknown a priori and to be determined in the process of computation by the rule that h/k n might give gradient of a free boundary at each time t = t n9 so that the free boundary might cross each line of ordinate x=x / just at each corresponding mesh point.
Let us introduce discrete coordinates t n =k p 01=1,2,3,...) p=i and net functions y n and u*\ which correspond to y(t n ) and u(x j9 t n ) respectively, By the rule mentioned above we can put
Then we introduce usual divided differences : 1 1 In our scheme heat equations are replaced by the pure implicit difference equations and Stefan's condition is once replaced by an explicit formula where sign + or -corresponds to the case of positive heat flow to the interface or negative one at t = t n respectively. This equation is used for determining k n+1 . In the case of positive heat flow we admit for the interface to move to the right by one space mesh a time interval, while in the case of negative heat flow to the left. That is
The boundary and initial conditions are put in the folio wings obviously; In computation we start from the initial condition (2.5) and ask the first time step k ± from (2.2), and J l from (2.3). Then we find {uj} from the difference equations (2.1) with the time step fe A and the boundary conditions (2.4). Again from (2.2) and (2.3) we get k 2 and J 2 , and further {uj}, and so on.
Since this scheme is very simple, it has been used by many people. But, as far as we know, there were no proof of its convergence. In the folio wings we will give a revised scheme and prove its convergence.
The scheme mentioned above has a defect, which can be easily seen from (2.2) or the formula
In fact, if, for a fixed ft, the denominator of the right hand side tend to zero, the time step k n+1 might increase infinitely. This feature might take place at some turning points of the free boundary. It is disadvantageous for numerical computation and also for the convergence of the scheme. Therefore we need a device of 'regularization' (or a 'zero decision') in order to avoid the 'singularity 5 of the algorithm. The device is the folio wings; if the heat flow to the interface at t = t n is less than a prescribed small quantity, which we take ft^J h (f$ is a positive constant), We will show some a priori properties of the solution of our scheme under some stringent conditions of data, that are the folio wings : assume that ij/^f) (i = 1,2) and $(x) are bounded pieceweise continuous and
and that there is a positive constant K such that First of all, it is easily shown that a maximum principle follows from boundedness of data: Assume that y n (0<n<n 0 + l) becomes most close to the boundary x = l firstly at n = n 0 + 1 . If y no < (1 + 0/2, y n < 1 -d (0 < n < n 0 + 1) follows directly. Consider the case of y no > (1 + 1) This would be a contradiction to the hypothesis of 1-w~<yn^ Therefore the A! inequality and also must hold for sufficiently small h. Since w 0 is arbitrary among ones compatible with the above definition, we have in conclusion
We can prove the other inequality y n >d by an analogous way. We assume that {y n } (0<n<n i + l) becomes most close to the boundary x = 0 firstly at n = n l + 1. In the case of y Hi > 1/2, we have no problems. In the opposite case, we introduce the auxiliary functions and and then we get by using these function for comparison similarly y n >d for all n.
Lemma 33. Since n Q is arbitrary, we get (3.9) in conclusion.
We go to the next lemma being essential to our discussion.
Lemma 3.4.
where L is the constant appeared in Lemma 3.3.
Proof, i) Assume first that the sequence {y n } is strictly monotone increasing for some interval 0 < t n < t no : y n <y n > for t n <t n ,<t nQ .
Then by the same way used for (3.7) we get
Hence we have from the assumption of monotonicity of {y n } and the algorithm (see the step 4° in § 2)
The .4)). Hence by the maximum principle we have
ii) Assume next that {y n } is strictly monotone decreasing for some interval y n >y n , for t n <t n ,<t nQ .
Then we get as above 0 < -("3 n )* < -(u'Dx <L (0 < t n < tj and iii) If, in addition to the assumption of i) or ii), J no+1 =J no hold, we should have, by applying the same discussion as that for (3.7) in the both right and left regions for the interval (t no , ?, 10+1 ), 0<-(ur n + o^) :c<L and 0< -(«?;£ , and hence again by the maximum principle iv) It is not expected in general that {y n } is monotone. For the general cases, however, we can repeat the above discussion for each time interval of monotonicity. Thus we get (3.10) and (3.11) in conclusion.
Directly from the last lemma we can obtain the following lemma; Lemma 3.5.
(3.14)
\(u»jJ x -(u» Jn ),\<L (0<t n <T),
Proof. The inequaUty (3.14) is obvious from (3.11). If J n+1^ J n9 by (3.14) and (2.2)' we get h/k n+i <Llb. If J, l+1 = J K , by (2.6) and (2.8) we have h/k n+1 <^/Ji/bp<L/b for small h. Thus we obtain (3.15) for all n.
By using the relations wj n =0 (for all ri), we find that
Hence, by (3.11) and (3.15) we get (3.16). By applying (3.16) to the difference equations (i<5 n ±i)x3B ==c i( I| j n ±i)f 0" = 1» 2) we obtain (3.17), too.
Remark. (3.15) produces the Lipshitz type inequality Here we will show convergence of our scheme under the conditions of data given in Section 3.
We take a sequence {h x } (a-»oo) tending to zero. Then the corresponding sequences {k nx } (n = l 9 2, 3,...) also tend to zero uniformly (see (2.7)). We define a pieceweise linear function y K (f) as follows :
for t n <t<t n+1
(n = 0 f 1,2,...)-Then we have from (3.6) and from (3.18) They mean that the functions { y K (f)} are uniformly bounded and equicontinuous in 0<£<T. Therefore there is a subsequence (which we denote again by {y a (f)}) which converges to a continuous function y(f) uniformly in Clearly the limit function y(f) itself satisfies
Let w a be the solution of the difference scheme corresponding to h a , and u be the solution of the auxiliarly problems From Lemmas 3.1, 4.1 and uniqueness of the solution (see [7] for example), it is seen that the sequence {w a (x y , t n }}, a-+00 (or strictly speaking, {w a (x, t)} defined by extending each net function for all (x, 0 in Q conveniently) converges to u(x 9 f) in Q and uniformly except some neighbourhoods of discontinuous points of the boundary data. For the details and the proof of the last lemma see the textbook [14] by I. G. Petrowsky.
What remains is to show that y(t) and u(x 9 t) satisfies Stefan's condition. Combining Petrowsky's technique and Lemmas 3.4 and 3.5 we also get where the term 0(1) tends to zero as a-»oo (/i-»0). Taking a-»oo in the last formula, we obtain for any T and t (0<T<f < T). This means further that XO is differentiate and which is not but Stefan's condition. Thus we have found that the pair of functions {y(f) 9 u(x, i)} is a solution of the problem (1.1), that is, the selected subsequence {yj(f) 9 w a (x, 0} converges to the desired solution. However, since it is unique as well known, the full sequence itself converges. Thus we have proved 1)~(3.4) , the solution of the difference scheme mentioned in Section 2 converges to the solution of (1.1).
Remark. The convergence order all over the scheme might be subject to the slowest term 0(1) in (4.6). However, from the well known fact that y(f) is infinitely times differentiable in Q<t<T ([3]), we find that v + (t) -v.(f) also is infinitely times differentiate and hence 0(1) can be replaced by 0(maxfc n ) at least. §5. Existence Theorem
In the previous section we also proved the existence of the solution under the slightly stringent conditions (3.1)~(3.4) on the way proving Theorem 4.1. In this section we will show that the part of the conditions (3.3), (3.4) could be dropped for the unique existence, that is, Since the uniqueness is well known, we consider only the existence. Before the proof, we will prepare some more facts under the stringent conditions.
Lemma 5.1. Assume, in addition to (3.1)~(3.4), that <j)(x) is continuously differentiate in some small intervals [/ -s, /] and [/, / + e]. Then v+(t)
= lim -5^-(x, 0 are continuous also at 2 = 0, and x->y(t)±0 dx ( 
5.3)
Proof. Introduce the following Green's functions : (for derivation, see [2] ).
We consider first f_(0-Denote the three terms appearing in the right hand side of (5.4) by / ; (i = l, 2, 3) respectively. Since i;_(0 is bounded and continuous in 0<f<:T(|i;_(/)|<;.L; see the previous section), I 3 is estimated as follows :
(by (4.1) and (4.2)).
The last integral is 
(y(t)-t)e--47

It
The first term on the right hand side decreases as fast as O(t-e 4^-2*) (t->0).
Consider the second term. We find that
4t 4t
and and the last integral converges to ^^ as £-»0. Thus we get Hence, from the estimates of J 2 and 7 3 mentioned above, we obtain in conclusion limt;_(/) = 0'(/-0).
f~»0
By the similar way, we get also Proof. We will prove it by showing a contradiction derived from the opposite case. Suppose that there were a time t =1 where hold firstly. Then, since yi(t)<y 2 (t) for 0<t<A, We will mention only an outline of its proof briefly. For construction of a solution we use again the difference scheme in Section 2, but we have to change it slightly in (0, T). In fact we take the time steps {k n } appearing in (0, T) arbitrarily but, at most, as much as O(^/li) and so as for both T and r/2 to be equal to some discrete times respectively: T = £ MO , T/2 = f ni . Using the given time steps we solve the difference scheme (2.1), (2.4) and (2.5) (<j> being replaced by $ T ) in two fixed region (0, I) and (/, 1) up to the time t -t (n<n^). After that, for t > T (n > HQ) we use the same algorithm mentioned in Section 2. We denote the solution obtained in such away by {(J where R ± tend to zero exponentially and as T-»0. Thus we find that, for sufiiciently small A, the sign of I?+(T) -t;l(t) (t<A) is the same as that of ^t + ^t or $(Z+0) + 0(1-0) (or, if it is zero, the sign of /?! -/? 2 which is positive as we defined Now, by using y(f) defined above, we define u(x 9 f) as the solution of the following problems with the prescribed boundaries :
u(y(t),t)=0
Then we can see that {u* i (x 9 f)} converges uniformly to w(x, t) in any time 
5-x)[_u( X< t)-u(x,
Leaving its proof until later, we go to apply it for our last purpose. It follows from Lemma 5.6 Here we take T £ -^0, then we get the formula (5.21) directly by uniform convergence of {y Ti (t)} in 0<t<T and that of {M T <X, 0} in 5<x<l-5 s l<t<T.
Therefore we find again by Lemma 5.6 that (y, u) satisfies Stefan's condition, and hence that it is surely the solution of the original problem (1.1). Thus we have proved Theorem 5.1.
Proof of Lemma 5.6. We devide the region {0<x<l, X<a<t] into four regions and In each region we consider Green's formula
We take the solution of (1. Figure 1 shows the result for the case of j8 = 0.01; the change of the free boundary and the profile of u at the time £ = 0.6. As expected from the given data, the ice region first grew and then the water region recovered and grew. Even for the case of /? = 0.001, the position of the free boundary was scarcely exposed to change in the figure. When ft was taken larger, it got slight change, the convexity of the curve to the left became smaller and the accuracy of the solution did worse. The computation time needed was 1/38 of that needed in the computation using Kamenomostskaya's explicit scheme [7] .
