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a b s t r a c t
In this paper the quasilinear heat equation with the nonlinear boundary condition is
studied. The blow-up rate and existence of a self-similar solution are obtained. It is proved
that the rescaled function
v(y, t) = (T − t)1/(2p+α−2)u((T − t)(p−1)/(2p+α−2)y, t),
behaves as t → T like a nontrivial self-similar profile.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
In this paper we consider the quasilinear heat equation with the nonlinear boundary condition :
ut = uαuxx, x ∈ (0, l), t > 0, (1.1)
−ux(0, t) = up(0, t), u(l, t) = 0, t > 0, (1.2)
u(x, 0) = u0(x), x ∈ [0, l], (1.3)
where 0 < α < 1, p > 2− α and u0(x) > 0 in (0, l). This is the transformed porous media equation, which can be used to
describe the heat conduction of electron in the plasma body and the radiation heat conduction at high temperature, in these
cases, the thermal conductivity depends on the temperature. The nonlinear boundary condition is that the heat convection
occurs on the surface of body. For problem (1.1) with the nonlinear reaction source, the asymptotic behaviors of the global
solution and the blow-up solution near the blow-up time are studied [1–7]. For problem (1.1) with the nonlinear boundary
condition, the existence of the global and blow-up solutions [8], blow-up rate and blow-up behavior are studied [9–12]. In
[13,14], the large time behavior of the nonlinear boundary problem for (1.1) with the gradient term is discussed. In [15–17],
the blow-up solution for the degenerate quasilinear parabolic system is discussed. In [9], the blow-up behavior of the solu-
tion is discussed for α > 1. In [8], we prove that if p > 1 and l > 1, then there exists a unique solution of (1.1)–(1.3) for
‘‘big’’ initial value and 0 < t < T where T is a finite time, and the solution u blows up as t ↑ T (also see [13]).
In comparison with [9–11], this paper is devoted to the blow-up rate of the blow-up solution and the existence of the
self-similar blow-up solution.
Theorem 1. Assume that p ≥ 2−α and u0x+up0 ≤ 0, u0xx > 0 for x ∈ (0, l) and the blow-up time of the solution to (1.1)–(1.3)
is T , then
C1(T − t)−
1
2p+α−2 ≤ u(0, t) ≤ C2(T − t)−
1
2p+α−2 for t ∈ (0, T ),
where C1, C2 are independent of t.
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Eq. (1.1) admits a blowing up self-similar solution of form
u∗(x, t) = (T − t)−
1
2p+α−2 θ(y), y = x
(T − t) p−12p+α−2
(1.4)
where the function θ(y) ≥ 0 satisfies the following nonlinear ordinary differential equation derived by substituting (1.4)
into (1.1)
θαθyy − λ(p− 1)yθy − λθ = 0 for y > 0 (1.5)
and the nonlinear boundary condition:
− θy(0) = θp(0), θ(∞) = 0 (1.6)
where
λ = 1
2p+ α − 2 .
Theorem 2. (1.5) and (1.6) has a unique positive strictly decreasing solution having the following asymptotic behavior
θ(y) = Cy− 1p−1 (1+ ε(y)) as y→∞, (1.7)
where C is a constant, limy→∞ ε(y) = 0 and ε(y) < 0 for y > 0.
Second, this paper is also devoted to the analysis of the asymptotic behavior of the solution near a finite blow-up time.We
prove that the asymptotic behavior as t → T of the solution u(x, t) can be described by a blowing up self-similar solution
(1.4) having the same blow-up time T . By using a standard technique [1], we now state the above problem as follows. Let us
introduce the rescaled function:
v(y, s) = (T − t)λu((T − t)λ(p−1)y, t) (1.8)
where s = − log(1− tT ) : [0, T )→ [0,∞), is the new time. Then v(y, s) satisfies the quasilinear parabolic equation
vs = vαvyy − λ(p− 1)yvy − λv for y ∈ Is, s > 0, (1.9)
−vy(0, s) = vp(0, s), v(T−λ(p−1)eλ(p−1)sl, s) = 0 for s > 0, (1.10)
v0(y) = v(y, 0) = Tλu0(Tλ(p−1)y) for y ∈ (0, T−λ(p−1)l), (1.11)
where Is ≡ (0, T−λ(p−1)eλ(p−1)sl).
Denote by
ω(v0) = {g = g(y) ≥ 0, g ∈ C(R+)|∃sj →∞ such that v(·, sj)→ g(·) as sj →∞ uniformly on compacts inR+}
the ω-limit set of the solution to the problem (1.9)–(1.11). Therefore the problem of the asymptotic behavior of u(x, t) near
a finite blow-up time t = T is reduced to the problem of stabilization as s→∞ to stationary solutions of (1.5) and (1.6).
Theorem 3. Assume that u0(x) satisfies
− u0x(0) = up(0), u0x(l) < 0; u0xx(x) > 0 for x ∈ (0, l). (1.12)
Then
ω(v0) ⊆ {θ = θ(y) > 0|θ(·)satisfies (1.5)–(1.7)}.
Theorem 2 shows that for (1.5)–(1.7) there exists a unique strictly decreasing solution. Then Theorem 3 implies that
v(y, s)→ θ(y) as s→∞
uniformly on compacts in y.
In Section 2, we get the blow-up rate of the blow-up solution by seeking ingeniously an auxiliary function. The existence
and uniqueness of the self-similar blow-up solution are proved by using new methods which are rather technical. In
Section 3,we introduce some auxiliary results and structure the formal Lyapunov function. In Section 4, Theorem3 is proved.
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2. Blow-up rate and self-similar solution
In this paper, assume that u0xx > 0 and l > 1, the standard methods show that the solution of (1.1)–(1.3) blow-up at the
finite time T and x = 0 is the unique blow-up point (see [8,10,12]). Furthermore, we also have
ut ≥ 0, ux < 0 for (x, t) ∈ [0, l)× (0, T ) (2.1)
and limx→l ux(x, t) exists for any t ∈ (0, T ). In this section we also assume that
u0x + up0 ≤ 0, for x ∈ (0, l). (2.2)
Remark 1. In the following statement, u need to be regularized as in Section 3. For convenience, we omit this process, which
can be found in our prior work [16,17].
2.1. Proof of Theorem 1
We first give an estimate of the lower bound to u(0, t).
Lemma 2.1. If (2.1) and (2.2) hold, then
u(0, t) ≥ C1(T − t)−
1
2p+α−2 , 0 < t < T ,
where C1 is a constant.
Proof. Let ϑ(x, t) = ux(x, t)+ up(x, t), from (1.1) (2.1), it follows that ϑt − uαϑxx ≤ 0. It is obvious that
ϑ(0, t) = ux(0, t)+ up(0, t) = 0, ϑ(l, t) ≤ 0,
ϑ(x, 0) = u0x + up0 ≤ 0.
We thus conclude that
ux(x, t)+ up(x, t) ≤ 0 for (x, t) ∈ (0, l)× (0, T ).
Since ux(0, t)+ up(0, t) = 0, we implies that
uxx(0, t)+ pup−1(0, t)ux(0, t) ≤ 0.
That is, uxx(0, t) ≤ pu2p−1(0, t). Since (1.1), we have
ut(0, t) ≤ pu2p+α−1(0, t)
and Lemma 2.1 follows by integration. This completes the proof of Lemma 2.1. 
Lemma 2.2. Assume that u0xx > 0 for x ∈ (0, l), p ≥ 2− α, then
u(0, t) ≤ C2(T − t)−
1
2p+α−2 , (2.3)
where C2 is constant.
Proof. To prove (2.3), the key point is to seek the following auxiliary function
ν(x, t) = ut(x, t)+ δux(x, t)up+α−1(x, t) for (x, t) ∈ (0, l)× (0, T ).
From (2.1) and p ≥ 2− α, it follows that
νt − uανxx ≥ 0.
On the boundary, it is obvious that ν(l, t) = 0 and if we choose that δ < 1− α, then
−νx(0, t)− (p− δ)up−1(0, t)ν(0, t) > 0.
Let δ < 1− α be sufficiently small such that
u0xx + δu0xu2p−10 ≥ 0.
Themaximumprinciple shows that ν(x, t) ≥ 0 for (x, t) ∈ [0, l)×(0, T ). Especially, ν(0, t) ≥ 0. Namely, for the sufficiently
small δ > 0, we have
ut(0, t) ≥ δu2p+α−1(0, t) for t ∈ (0, T )
and (2.3) follows by integration. This completes the proof of Lemma 2.2. 
Theorem 1 follows from Lemmas 2.1 and 2.2.
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2.2. Proof of Theorem 2
In this subsection, our goal is to prove that (1.5) (1.6) has a unique positive decreasing solution for all y > 0. Namely, the
self-similar blow-up solution of (1.1) (1.2) exists and is unique (also see [15]).
To show the existence, consider initial value problem:
θyy − λ(p− 1)yθ−αθy − λθ1−α = 0 for y > 0, (2.4)
−θy(0) = θp(0) = qp, (2.5)
and try to find an initial value q giving a positive decreasing solution to (2.4) (2.5).
For any q > 0, the initial value problem (2.4) (2.5) has a unique local solution and there exists a δ > 0 such that
θ(y) > 0, θy(y) < 0 if y ∈ (0, δ). (2.6)
Let Ymax be the maximum existence time of the positive solution θ(y, q) (If θ(y, q) > 0 for all y > 0, then define Ymax = ∞.
If there is a point y0 such that θ(y, q) > 0 for y ∈ (0, y0) and θ(y0, q) = 0 then define Ymax = y0.), then
δ ≤ Ymax ≤ ∞.
Let I+ be the set of initial data q such that θ(y, q) attains positive local minimum before it reaches zero:
I+ = {q > 0|∃Y0 > 0 such that θy(Y0, q) = 0 and θ(y, q) > 0 for 0 < y ≤ Y0}.
Let I− be the set of q such that θ(y, q) reaches zero before it attains local minimum. Since θ(y, q) is decreasing in (0, δ) (see
(2.6)) for some δ > 0, we have
I− = {q > 0|∃ Ymax > 0 such that θ(Ymax, q) = 0 and θ(y, q) > 0, θy(y, q) < 0 for y ∈ (0, Ymax)}.
Integrating equation (2.4) over (0, y)(y < Ymax) and using the integration by parts gives
θy = λ p− 11− α yθ
1−α − λp+ α − 2
1− α
∫ y
0
θ1−α(z)dz − qp for y ∈ (0, Ymax) (2.7)
since θy(0) = qp.
Multiplying both sides of (2.4) by θy and integrating over (0, y)(y < Ymax), we get
(θy)
2 = 2
∫ y
0
λ(p− 1)zθ−α(θz)2dz + 2λ2− α θ
2−α + q2p − 2λ
2− α q
2−α (2.8)
for y ∈ (0, Ymax) since (2.5).
Lemma 2.3. I− is the nonempty open set.
Proof. It is obvious that I− is open. Now, we prove that I− is nonempty.
In (2.8), if q is sufficiently large then q2p− 2λ2−α q2−α ≥ 0. Namely, when q ≥ ( 2λ2−α )λ, we see that (θy)2 has a positive lower
bounded. Hence, there is a point y1 such that
θy(y, q) < 0, θ(y, q) > 0 for y ∈ (0, y1)
and θ(y1, q) = 0. Namely, I− is nonempty.
This completes the proof of Lemma 2.3. 
(When α = 0, a similar lemma can be found in [18]).
Next, we prove a key lemma.
Lemma 2.4. I− has a positive lower bound.
Proof. First, we introduce the following auxiliary function:
h(y) = k(d+ y)− 1p−1 for y ≥ 0, (2.9)
then
h(0) = kd− 1p−1 , hy(0) = − kp− 1d
− pp−1 , hyy(0) = pk
(p− 1)2 d
− 2p−1p−1 . (2.10)
Let
k =
(
1
p− 1
) 1
p−1
, (2.11)
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then
− hy(0) = hp(0) (see (2.10)). (2.12)
Next, we take
d > d∗ ≡
(
kαp
λ(p− 1)2
)λ(p−1)
(2.13)
which yields
λ
(
kd−
1
p−1
)1−α
>
pk
(p− 1)2 d
− 2p−1p−1 (2.14)
and
hαhyy − λ(p− 1)yhy − λh < 0. (2.15)
Let q = kd− 1p−1 , then from (2.10) (2.14) it follows that
θ(0, q) = q = h(0)
−θy(0, q) = kpd−
p
p−1 = −hy(0)
θyy(0, q) = λθ1−α(0, q) = λ
(
kd−
p
p−1
)1−α
>
pk
(p− 1)2 d
− 2p−1p−1 = hyy(0).
(2.16)
Hence, there exists a small neighborhood (0, δ0) such that
θyy(y, q) > hyy(y) for y ∈ (0, δ0). (2.17)
Integrating (2.17) and using (2.16), we get
θy(y, q) > hy(y), θ(y, q) > h(y) for y ∈ (0, δ0). (2.18)
Assume that there is a point y2 such that
θ(y2, q) = h(y2) > 0. (2.19)
LetW (y) = θ(y, q)− h(y), then
θyy − λ(p− 1)yθ−αθy − λθ1−α − (hyy − λ(p− 1)yh−αhy − λh1−α)
= Wyy − λ(p− 1)yh
αWy + hy(hα − θα)
θαhα
− λ(θ1−α − h1−α)
= Wyy − A(y)Wy − B(y)W
> 0
(see (2.14))
where A(y) = λ(p− 1)yθ−α(y),
B(y) = −λ(p− 1)yhyα
[∫ 1
0
(τθα + (1− τ)hα) 1−αα dτ
]−1
+ λ(1− α)
[∫ 1
0
(τθ1−α + (1− τ)h1−α) α1−α dτ
]−1
≥ 0.
Applying the maximum principle in (0, y2), we conclude that
W (y) < 0 for ∈ (0, y2), (2.20)
this contradicts (2.18). Namely, assertion (2.19) is not true. we thus conclude that
θ(y, q) > h(y) > 0 for y ∈ (0,∞) (2.21)
(2.13) (2.21) show that if
q < q∗ = kd−
1
p−1∗ ,
then
θ(y, q) > 0 for y ∈ (0,∞).
It follows that 0 < q∗ is a lower bounded of I−. The proof of Lemma 2.4 is completed. 
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Lemma 2.5. The strictly decreasing solution of (1.5) (1.6) exists.
Proof. For any y <∞, (2.7) implies that
(θ(y))2 + (θy(y))2 6= 0. (2.22)
By Lemma 2.4, there exits q0 6∈ I− (0 < q0 ≤ inf I−) such that θ(y, q0) has two possibilities:
Case 1. θy(y, q0) < 0 for y ∈ (0,∞).
Case 2. There exists Y0 ≡ min{y|θy(y, q0) = 0} such that θy(Y0, q0) = 0.
In Case 2, we notice that
θy(θyy − λθ1−α) = λ(p− 1)yθ−α(θy)2 > 0 for y ∈ (0, Y0) (2.23)
and for a sufficiently small δ > 0
θyy(y) > 0 in (Y0 − δ, Y0 + δ). (2.24)
(2.23) (2.24) imply that
θyy(y, q0) > 0, θy(y, q0) > 0 as y > Y0.
Namely, I+ is nonempty (q0 ∈ I+). Since (2.22) and the continuous dependence on parameters (see Prop. 3.2 in [1]), we get
there exists a q such that θy(y, q) < 0 for any y > 0, and limy→∞ θ(y, q) = 0. Hence the solution of (1.5) (1.6) exists in
Case 2.
In Case 1, then the limit of θ(y, q0) exists and θy(y, q0) is bound as y→∞. Assume that
lim
y→∞ θ(y, q) = c.
Since (2.7), we conclude that
0 = lim
y→∞
θy(y, q0)
y
= λ p− 1
1− α limy→∞ θ
1−α − λ
(
p− 1
1− α − 1
)
lim
y→∞
∫ y
0 θ
1−α(z, q0)dz
y
− lim
y→∞
qp0
y
= λ p− 1
1− α c
1−α − λ
(
p− 1
1− α − 1
)
lim
y→∞ θ
1−α(y, q0)
= c1−α.
We thus have limy→∞ θ(y, q0) = 0. Namelywhether Case 1 or Case 2 occurs, the solution of (1.5) (1.6) exists. This completes
the proof of Lemma 2.5. 
Next, we further give two properties to the solution of (1.5) (1.6):
Lemma 2.6 (Asymptotic Behavior). If θ(y) is the solution of (1.5) (1.6), then
θ(y) = Cy− 1p−1 (1+ ε(y)) as y→∞, (2.25)
where C is a constant, limy→∞ ε(y) = 0 and ε(y) < 0 for y > 0.
Proof. Put ψ(y) = −yθyθ−1(y), then ψ(0) = 0 and
ψy = −θyθ−1 − yθyyθ−1 + y(θy)2θ−2
= −θyθ−1 − yθ−1(λ(p− 1)yθy + λθ)θ−α + y(θy)2θ−2
= y−1ψ2 + (y−1 + λ(p− 1)yθ−α)ψ − λyθ−α.
We thus obtain the Riccati equation for ψ:
ψy = f (y)ψ2 + g(y)ψ + h(y)
where f (y) = y−1, g(y) = y−1 + λ(p− 1)yθ−α and h(y) = −λyθα . The isoclines of zero are
a2(y)+ (1+ λ(p− 1)y2θ−α)a(y)− λy2θ−α(y) = 0.
Z. Duan / Computers and Mathematics with Applications 58 (2009) 2005–2021 2011
Hence
a(y) = −1− λ(p− 1)y
2θ−α(y)
2
±
√
1+ 2λ(p− 1)y2θ−α + λ2(p− 1)2y4θ−2α + 4λy2θ−α
2
.
The zero isocline in the upper half-plane is
a(y) = 2λ√
y−4θ2α + 2λ(p− 1)y−2θα + λ2(p− 1)2 + 4λy−2θα + y−2θα + λ(p− 1) .
Since limy→∞ θ(y) = 0, we have
lim
y→∞ a(y) =
1
p− 1 .
It is known that Riccati’s equation has a unique solution such that limy→∞ ψ(y) = 1p−1 , and the remaining solutions either
have vertical asymptotes or enter the lower half-plane (see [5]). Hence
θy = − 1p− 1y
−1θ(1+ ρ(y)) (2.26)
where limy→∞ ρ(y) = 0.
Using (2.26), it is clear that ρ(y) = (p− 1)ψ − 1, which yields (2.25). This completes the proof of Lemma 2.6. 
Lemma 2.7. The nonzero decreasing solution of (1.5) (1.6) is unique.
Proof. Suppose that 0 < φ(y),Φ(y) are the solutions of (1.5) (1.6) and φ(0) = q1,Φ(0) = q2 we also assume that
k = q2
q1
< 1.
Let φ(k)(y) = kφ(k− α2 y). Then
−φ(k)y (0) = k1−p−
α
2 (φ(k))p(0)
φ(k)(0) = kq1 = q2, lim
y→∞φ
(k)(y) = 0,
φ(k)yy − λ(p− 1)y(φ(k))−αφ(k)y − λ(φ(k))1−α = k1−α(φ′′(k−
α
2 y)− λ(p− 1)k− α2 yφ−αφ′(k− α2 y)− λφ1−α(k− α2 y))
= 0.
LetW (y) = φ(k)(y)− Φ(y). Then
W (0) = 0, lim
y→∞W (y) = 0,
Wyy − A(y)Wy − B(y)W = 0,
where B(y) > 0 (see the proof of Lemma 2.4). From the maximum principle it follows that
W (y) ≡ 0 for 0 < y <∞.
Namely, φ(k) ≡ Φ ,this contradicts
−φ(k)y (0) = k1−p−
α
2 (φ(k))p(0) > (φ(k))p(0).
The uniqueness is thus proved.
Above discussions show that (1.1) (1.2) has the unique self-similar blow-up solution with the following form
u∗(x, t) = (T − t)−
1
2p+α−2 θ(y), y = x
(T − t) p−12p+α−2
,
where the function θ(y) ≥ 0 is strictly decreasing solution of (1.5) (1.6) and satisfies (2.25). This completes the proof of
Theorem 2. 
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3. Lyapunov function
3.1. Preliminaries
Proposition 1. Assume that (1.12) holds. Then
C1 ≤ v(0, s) ≤ C2 for s > 0 (3.1)
and
v(y, s) ≤ C2 for y > 0, s > 0. (3.2)
Proof. It is easy to obtain (3.1) (3.2) from the estimates of the blow-up rate and the monotonicity of u(x, t).
Estimate (3.1) implies that ω(v0) does not contain the function g(y) ≡ 0. It follows from (3.2) that ω(v0) consists of
uniformly bounded positive functions. 
Proposition 2. Assume that (1.12) holds. Then
|vy(y, s)| < Cp2 for y > 0, s > 0. (3.3)
Proof. Since−vy(0, s) = vp(0, s), vyy(y, s) ≥ 0 (by uxx ≥ 0) and (3.1), we easily conclude Proposition 2.
Furthermore, by the standard method (see [6]) we can prove that if 0 < α < β < 1, then
|(vβ)y(y, s)| < C3 for y ∈ Is, s > 0 (3.4)
where C3 only depend on dist(y, ∂ Is) (also see Property 3 in [8]).
The proof of Theorem 1 is based on the construction of a suitable Lyapunov function corresponding to (1.9) (1.10). For
this, denote by
a(v) = |v|α, (3.5)
b(y, v, w) = −λ(p− 1)yw − λv. (3.6)
For fixed y0 ≥ 0, v0, w0, let φ(y0, y, v0, w0) be the solution to the ordinary differential equation
a(φ)φyy + b(y, φ, φy) = 0 (3.7)
either for y ∈ [0, y0] or for y ∈ [y0,∞), with boundary conditions
φ|y=y0 = v0, φy|y=y0 = w0. (3.8)
Eq. (3.7) is a degenerate one. Therefore, formally we have no automatically good properties (e.g., existence, uniqueness,
continuous dependence upon parameters, etc.) of the solution that we need for the construction of a Lyapunov function.
According to [1,5], the existence of a Lyapunov function will depend on the properties of solutions φ. 
To φ, we introduce the following properties of which proofs are similar to these of Proposition 3.1–3.6 in [1] and do not
go further in detail.
Property 1. For any fixed y0 ≥ 0, v0, w0, there exists a weak solution φ(y0, y, v0, w0) of (3.7) (3.8), a C1-function for y ∈
[0,∞), which is bounded with its derivative φy(y0, y, v0, w0) on any compact in y, and φ ∈ C∞ at any point where φ 6= 0.
Property 2. Fix some y0 ≥ 0, v0, w0 and an arbitrary compact K ⊂ R¯+ = [0,∞), such that y0 ∈ K. Assume that the solution
φ(y0, y, v0, w0) of (3.7) (3.8) satisfies
φ2 + (φy)2 6= 0 for any y ∈ K . (3.9)
Then the functions φ(y0, y, v0, w0) and φy(y0, y, v0, w0) are continuous on K with respect to small perturbations of the param-
eters y0, v0, w0.
Property 3. For any given y0 > 0 and v0 = w0 = 0 there exists the following unique solution to (3.7) (3.8) for y < y0:
φ(y0, y, 0, 0) ≡ 0 for y ∈ [0, y0]. (3.10)
Property 4. For any fixed y0 > 0 and v0 = w0 = 0, problem (3.7) (3.8) for y > y0 has the unique solution φ∗(y0, y, 0, 0) > 0
in a small right neighborhood of the point y = y0.
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Property 5. There exists a maximal set
B∗ ⊂ R3+ = {y0 > 0, v0 ∈ R, w0 ∈ R}
of parameters (y0, v0, w0) such that for any point S ≡ (y0, v0, w0) ∈ B∗ the solution φ(y0, v0, w0) satisfies
there exists y∗ ∈ [0, y0] such that (φ(y0, y∗, v0, w0))2 + (φy(y0, y, v0, w0)|y=y∗)2 = 0, (3.11)
and hence by Property 3
φ(y0, y, v0, w0) ≡ 0 for y ∈ [0, y∗]. (3.12)
Notice that, by Property 2, if S 6∈ B∗ then (3.9) holds on any compact K , and hence there exist uniqueness and continuous
dependence of the solution φ(y0, y, v0, w0) on K .
The set B∗ that was given also has some good properties.
Property 6. Fix arbitrary (y0, v0, w0) ∈ B∗. Then, uniformly on [0, y0], the functions φ(y0, y, v0, w0) and φy are continuous
with respect to a small perturbation of parameters y0, v0, w0 and in particular
φ(y0, y, v, w)→ 0 as v→ v0, w→ w0
uniformly on [0, y∗], where y∗ ∈ [0, y0] is given by (3.11) (3.12).
3.2. Lyapunov function
First, we construct a formal Lyapunov function of the form
L[v](s) =
∫ R(s)
0
Φ(y, v(y, s), vy(y, s))dy+
∫ v(0,s)
v(0,0)
Φw(0, η,−ηp)dη, (3.13)
which is nonincreasing on evolution trajectories corresponding to different solutions v(y, s):
d
ds
L[v](s) = −
∫ R(s)
0
ρ(y, v, vy)(vs)2dy+ G(s) for s > 0. (3.14)
where R(s) = T−λ(p−1)eλ(p−1)sl and the functions ρ(y, v, w) ≥ 0, Φ(y, v, w) and G(s) are determined as follows. Let ρ ≥ 0
andΦ satisfy
ρb = −Φv + Φyw + wΦvw, ρa = Φww (3.15)
where the coefficients a(v) and b(y, v, w) are given in (3.5) and (3.6). By formal calculations
d
ds
L[v](s) = d
ds
∫ R(s)
0
Φ(y, v(y, s), vy(y, s))dy+ Φwvs(0, s)
= d
ds
∫ 1
0
R(s)Φ(R(s)z, v(R(s)z, s), vy(R(s)z, s))dz + Φwvs(0, s)
=
∫ 1
0
R′(s)Φdz +
∫ 1
0
R(s)R′(s)z(Φy + Φvvy + Φwvyy)dz +
∫ 1
0
R(s)(Φvvs + Φwvys)dz + Φwvs(0, s)
=
∫ R(s)
0
R′(s)
R(s)
Φdy+
∫ R(s)
0
R′(s)
R(s)
y(Φy + Φvvy + Φwvyy)dy+
∫ R(s)
0
(Φvvs + Φwvys)dy+ Φwvs(0, s)
=
∫ R(s)
0
R′(s)
R(s)
Φdy+ R
′(s)
R(s)
Φy
∣∣∣∣R(s)
0
−
∫ R(s)
0
R′(s)
R(s)
Φdy+
∫ R(s)
0
(Φvvs + Φwvys)dy+ Φwvs(0, s)
= R′(s)Φ(R(s), v(R(s), s), vy(R(s), s))+ Φwvs(0, s)+
∫ R(s)
0
Φvvsdy+
∫ R(s)
0
Φwvysdy.
Integrating by parts in the last term yields∫ R(s)
0
Φwvysdy = Φwvs |R(s)0 −
∫ R(s)
0
∂
∂y
(Φw)vsdy
= −
∫ R(s)
0
(Φyw + Φvwvy + Φwwvyy)vsdy+ Φw(R(s), v(R(s), s), vy(R(s), s))vs(R(s), s)
−Φw(0, v(0, s), vy(0, s))vs(0, s).
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Since vyy ≡ (vs − b)/a, we obtain that
d
ds
L[v](s) =
∫ R(s)
0
(
Φv − Φyw − Φvwvy + baΦww
)
vsdy−
∫ R(s)
0
1
a
Φww(vs)
2dy+ G(s)
where
G(s) = R′(s)Φ(R(s), v(R(s), s), vy(R(s), s))
+Φw(R(s), v(R(s), s), vy(R(s), s))vs(R(s), s). (3.16)
Hence, (3.14) is valid provided that (3.15) holds. From (3.15) we obtain the linear first-order equation for the function ρ,
bρw − awρv − aρy = ρ(wav + ay − bw) (3.17)
which can be easily solved by the characteristic’s method. Let y be the characteristic variation, then
dρ
dy
= −ρ · −bw + wav + ay
a
, (3.18)
dv
dy
= w, (3.19)
dw
dy
= −b
a
. (3.20)
From (3.7) (3.8) we see that
(v,w) = (φ(0, y, v0, w0), φy(0, y, v0, w0))
is the solution of (3.19) (3.20).
Denote
F(y, v0, w0) = wav + ay − bwa
∣∣∣∣ v=φ(0,y,v0,w0)
w=φy(0,y,v0,w0).
(3.21)
Substituting (3.21) into (3.18), we obtain
ρ(y, v, w) = H(v0, w0) exp
{
−
∫ y
0
F(ζ , v0, w0)dζ
} ∣∣∣∣ v0=φ(y,0,v,w)
w0=φ′(y,0,v,w),
(3.22)
where φ′(y, 0, v, w) = φη(y, η, v,w)|η=0 and H is an arbitrary smooth function to be determined later.
Furthermore, from (3.15) we also have
Φ(y, v, w) = a
∫ w
0
(w − η)ρ(y, v, η)dη + z(y, v), (3.23)
z(y, v) = −
∫ v
0
b(y, µ, 0)ρ(y, µ, 0)dµ. (3.24)
It is easily calculated that for coefficients given in (3.5) and (3.6) there holds
F(y, v0, w0) = φ−α(φy · αφα−1 + λ(p− 1)y)
= α · φy
φ
+ λ(p− 1)yφ−α (3.25)
where φ = φ(0, y, v0, w0). Hence, setting H(v0, w0) = |v0|−α , we deduce that
ρ(y, v, w) = |v|−α × exp
{
−λ(p− 1)
∫ y
0
ζ |φ(0, ζ , φ(y, 0, v, w), φ′(y, 0, v, w))|−αdζ
}
. (3.26)
It follows from (3.23) (3.24) that
Φ(y, v, w) = |v|α
∫ w
0
(w − η)ρ(y, v, η)dη +
∫ v
0
λρ(y, µ, 0)µdµ. (3.27)
Letting v(y, s) be the solution of (1.9)–(1.11) and using (3.26) (3.27), for G(s) (see (3.16)), we have the following lemma.
Lemma 3.1. There exist constants C0, C4 and C5 which are independent of s such that
|G(s)| ≤ (C4R′(s)+ C5) exp{−λ(p− 1)C0R(s)}. (3.28)
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Proof. Since (3.27), we have
Φ(R(s), v(R(s), s), vy(R(s), s)) =
∫ vy(R(s),s)
0
(vy(R(s), s)− η) exp
{
−λ(p− 1)
∫ R(s)
0
ζ |φ(0, ζ ,
φ(R(s), 0, v(R(s), s), vy(R(s), s)), φ′(R(s), 0, v(R(s), s), vy(R(s), s))) |−α dζ
}
dη
+ λ
∫ v(R(s),s)
0
|µ|−α exp
{
−λ(p− 1)
∫ R(s)
0
ζ |φ(0, ζ , φ(R(s), 0, µ, 0), φ′(R(s), 0, µ, 0)) |−α dζ
}
dµ.
To obtain (3.28), we need the following sublemma:
Sublemma 1. There exists constants C0 which is independent of s such that∫ R(s)
0
ζ |φ(0, ζ , φ(R(s), 0, v(R(s), s), vy(R(s), s))),
φ′(R(s), 0, v(R(s), s), vy(R(s), s)) |−α dζ ≥ C0R(s).
The proof of Sublemma 1. Noticing that φ satisfies (3.7):
φαφyy − λ(p− 1)yφy − λφ = 0,
from φ(R(s)) = 0 and φy(R(s)) = −k > −Cp2 (see (3.3)) for some k > 0, it is easy to conclude that φy ≤ 0 for y ≤ R(s). We
thus have
φyy − λφ1−α ≤ 0 for y ∈ (0, R(s)).
Multiplying both sides of this inequality by φy and integrating over (y, R(s)),we obtain that
−φy ≤
√
2λ
2− αφ
2−α + k2,
which can be written as
− dφ√
2λ
2−αφ2−α + k2
≤ dy.
Integrating this inequality over(y, R(s)) yields∫ φ(y)
0
dτ√
2λ
2−α τ 2−α + k2
≤ R(s)− y for y ∈ (0, R(s)).
TakingM ≥ ( 2−α2λ )
1
2−α C
2p
2−α
2 ≥ ( 2−α2λ )
1
2−α k
2
2−α ,we have∫ φ(y)
M
dτ√
4λ
2−α τ 2−α
≤
∫ φ(y)
M
dτ√
2λ
2−α τ 2−α + k2
≤ R(s)− y.
So,
φα(y) ≤
(
α
√
λ√
2− α (R(s)− y)+M
α
2
)2
for y ∈ (0, R(s)).
Assume without loss the generality that R(s) ≥ 4(2−α)
α2λ
Mα , we conclude that∫ R(s)
0
ζφ−α(ζ )dζ ≥
∫ R(s)
0
ζ
( α
√
λ√
2−α (R(s)− ζ )+M
α
2 )2
dζ ≥
√
2− α
2α
√
λ
M−
α
2 R(s).
This completes the proof of Sublemma 1. 
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Similarly, it can be proven that∫ R(s)
0
ζ |φ(0, ζ , φ(R(s), 0, µ, 0), φ′(R(s), 0, µ, 0))|−αdζ ≥ C0R(s).
We thus have
|Φ(R(s), v(R(s), s), vy(R(s), s))| ≤ 2(vy(R(s), s))2 exp{−λ(p− 1)C0R(s)}
+ λ
1− α (v(R(s), s))
1−α exp{−λ(p− 1)C0R(s)} ≤ C4 exp{−λ(p− 1)C0R(s)}. (3.29)
Furthermore, from (−yvy + v)y = −yvyy ≤ 0 (by uxx ≥ 0) it follows that−yvy < v(0, s). Noticing that v(R(s), s) = 0,
we easily conclude that
vs(R(s), s) = −R′(s)vy(R(s), s) = −λ(p− 1)R(s)vy(R(s), s) < λ(p− 1)C2.
We thus have
|Φw(R(s), v(R(s), s), vy(R(s), s)) · vs(R(s), s)|
=
∣∣∣∣∣
∫ vy(R(s),s)
0
exp
{
−λ(p− 1)
∫ R(s)
0
ζ |φ(0, ζ , φ(R(s), s), η), φ′(R(s), 0, v(R(s), s), η)|−αdζ
}
dη · vs(R(s), s)
∣∣∣∣∣
≤ |vy(R(s), s)| · |vs(R(s), s)| exp{−λ(p− 1)C0R(s)}
≤ λ(p− 1)Cp+12 exp{−λ(p− 1)C0R(s)}.
(3.30)
Since (3.29), (3.30) and (3.28) follows. This completes the proof of Lemma 3.1. 
The formal Lyapunov function (3.13) thus satisfies the identity
L[v](S)− L[v](s0)−
∫ S
s0
G(s)ds = −
∫ S
s0
ds
∫ R(s)
0
ρ(y, v, vy)(vs)2dy ≤ 0 (3.31)
for any fixed S > s0 ≥ 0.
It follows from (3.26) and (3.27) and Properties 1, 2 and 6 that the functions ρ(y, v, w) andΦ(y, v, w) are bounded and
continuous for v > 0. We set
ρ(0, v, w) = Φ(0, v, w) = ρ(y, 0, 0) = Φ(y, 0, 0) ≡ 0.
Lemma 3.2. For any y ≥ 0, v > 0, w ≤ 0
ρ(y, v, w) ≤ v−α, (3.32)
Φ(y, v, w) ≤ 1
2
w2 + λ
2− α v
2−α. (3.33)
Proof. From (3.26) and (3.27) it is easily obtained that (3.32) and (3.33) hold.
In the above arguments, it is not essential that equation is degenerate.
For (1.9) with the function vα replaced by
aε(v) = (ε2 + v2) α2 .
Denote by vε be the unique local in time classical solution of the following regularized problem
(vε)s = (ε2 + v2) α2 vεyy − λ(p− 1)yvεy − λvε (3.34)
with (1.10) and (1.11). For any small ε > 0, vε is strictly decreasing in y (by using the maximum principle respect to vεy). By
well-known results (see [1,6,17]) we can conclude that
vε → v, (vε)y → vy, (vε)yy → vyy as ε→ 0 (3.35)
uniformly on any compact subset of Is × (0, s). Furthermore, we also have
|vε(y, s)| ≤ C6, |vεy(y, s)| ≤ C7
where C6, C7 are independent of ε and s. 
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Next, we introduce the Lyapunov function for the regularized problem. Denote
ρε(y, v, w) = (ε2 + v2)− α2 exp
{
−λ(p− 1)×
∫ y
0
ζ [ε2 + φ2ε (0, ζ , φε(y, 0, v, w), φ′ε(y, 0, v, w))]−
α
2 dζ
}
, (3.36)
Φε(y, v, w) = (ε2 + v2) α2
∫ w
0
(w − η)ρε(y, v, η)dη + λ
∫ v
0
ρε(y, µ, 0)dµ, (3.37)
and φε(y0, y, v0, w0) be the unique classical solution of the nondegenerate ordinary differential equation
aε(φ)φyy + b(y, φ, φy) = 0, (3.38)
φ|y=y0 = v0, φy|y=y0 = w0. (3.39)
Similar to (3.32) and (3.33) we have for any y ≥ 0, v ≥ 0 andw ≤ 0,
ρε(y, v, w) ≤ (ε2 + v2)− α2 , (3.40)
0 ≤ Φε(y, v, w) ≤ w
2
2
+ λ
∫ v
0
(ε2 + µ2)− α2 µdµ. (3.41)
Lemma 3.3. For any S > 0 and ε > 0 small enough, there holds∫ S
0
ds
∫ R(s)
0
ρε(y, vε, (vε)y)(vεs)2dy < C8 (3.42)
where C8 does not depend on S.
Proof. Similar to the proof of Lemma 3.1, we obtain that
∫ S
0 Gε(s)ds has a bound which is independent of S, where
Gε(s) = R′(s)Φε(R(s), vε(R(s), s), vεy(R(s), s))+ Φεw(R(s), vε(R(s), s), vεy(R(s), s))vεs(R(s), s).
Let
Lε[vε](s) =
∫ R(s)
0
Φε(y, vε, vεy)dy+
∫ vε(0,s)
vε(0,0)
Φεw(0, η,−ηp)dη. (3.43)
Then
d
ds
Lε[vε](s)− Gε(s) = −
∫ R(s)
0
ρε(y, vε, vεy)(vεs)2 < 0. (3.44)
Integrating (3.44) over (0, S) yields
Lε[vε](S)− Lε[vε](0)−
∫ S
0
Gε(s)ds = −
∫ S
0
ds
∫ R(s)
0
ρε(y, vε, (vε)y)(vεs)2dy.
That is∫ S
0
ds
∫ R(s)
0
ρε(y, vε, (vε)y)(vεs)2dy+ Lε[vε](S) = Lε[vε](0)+
∫ S
0
Gε(s)ds ≤ C .
FromΦε ≥ 0, (3.42) follows. This completes the proof of Lemma 3.3. 
For φε(y0, y, v0, w0), we introduce the following lemma which of proof similar to the proof of Proposition 4.4 in [1].
Lemma 3.4. For any fixed y0 > 0, v0 ∈ R andw0 ∈ R uniformly on [0, y0]
φε → φ, φ′ε → φ′ as ε→ 0.
Set
H∗ = R3+ \ B∗ (3.45)
where B∗ is given in Property 3. It follows from the definition that H∗ can also be defined as follows:
H∗ = {(y0, v0, w0) ∈ R3+|φ(y0, y, v0, w0)satisfies (3.9) on K = [0, y0]}. (3.46)
Then by continuous dependence of φ′ on parameters (y0, v0, w0) ∈ H∗ (see Property 2) we deduce thatH∗ is open. It follows
from (3.46), (3.26) and (3.27) that by standard regularity results
ρ and Φ are smooth enough on H∗ (3.47)
and hence, by construction, these functions satisfy (3.15) and (3.17) on H∗ in the classical sense. By Lemmas 3.2, 3.3 and 3.5
and (3.46), we obtain the following lemma.
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Lemma 3.5. As ε→ 0,
(ε2 + v2)αρε(y, v, w)→ vαρ(y, v, w) in H∗.
Now, we prove a key lemma.
Lemma 3.6. For any fixed S > s0 and L > 0 small enough,∫ S
1
ds
∫ L
0
ρ(y, v, vy)(vs)2dy ≤ C9 (3.48)
where constant C9 is independent of S.
Proof. Fix L > 0 small enough and S > s0. It follows from (3.35) and Propositions 1 and 2 that for any (y, s) ∈ [0, L]×[s0, S],
(y, vε, vεy) ∈ [0, L] ×
[
C1
2
, 2C2
]
× [−2Cp2 , 0] ≡ ML
where C1 and C2 is as in (3.1)–(3.3). One can see from (3.7) and (3.8) that
ML ⊂ H∗ ∩
{
v ≥ C1
2
> 0
}
,
provided that L > 0 is small enough. Estimate (3.48) is a straightforward consequence of (3.42), Lemma 3.5 and (3.35). This
completes the proof of Lemma 3.6. 
4. Proof of Theorem 3
Let us rewrite the weighted estimate (3.48) for small L > 0:∫ S
s0
ds
∫ L
0
vαρ(y, v, vy)((v1−
α
2 )s)
2dy ≤ C10. (4.1)
Similar to Proposition 5.1 in [1], we have the following lemma.
Lemma 4.1. There holds
ρ(y, v, w) = 0 on B∗, ρ(y, v, w) > 0 on H∗. (4.2)
By the definition of B∗ and Property 3, we also have the following lemma.
Lemma 4.2. Let g(y) > 0 on a compact [0, y1] be a positive nonincreasing solution of (1.5) and (1.6). Then
B∗ ∩ {(y, g(y), g ′(y))|y ∈ [0, y1]} = ∅. (4.3)
Furthermore, since the H∗ is open, we have that for any point
S0 = (y0, g(y0), g ′(y0)), y0 ∈ (0, y1],
there exists a neighborhood N(S0) ∈ R+ ×R+ ×R− such that
B∗ ∩ N(S0) = ∅. (4.4)
We now begin with some local version of Theorem 3.
Lemma 4.3. There exists y2 > 0 such that
ω(v0) ⊂ =(y2) ≡ {g > 0|gsatisfies (1.5) and (1.6), g(y) ≤ C2, y ∈ [0, y2], and g(0) ≥ C1.}. (4.5)
Proof. By Propositions 1 and 2, we conclude that for any y1 > 0 small enough, the estimates
C1
2
≤ v(y, s) ≤ C2, −Cp2 ≤ vy(y, s) < 0 (4.6)
hold for y ∈ [0, y1], s > s0. We derive a lower estimate of ρ(y, v, w) in the domain
N∗ ≡
{
0 ≤ y ≤ y1, C12 ≤ v ≤ C2,−C
p
2 ≤ vy(y, s) < 0
}
⊂ R+ ×R+ ×R− (4.7)
Z. Duan / Computers and Mathematics with Applications 58 (2009) 2005–2021 2019
given by estimates (4.6). It follows from the analysis of problem (3.7) (3.8) considered for y ∈ [0, y1], y1 is small enough,
with arbitrary y0 ∈ [0, y1] and boundary values v = v0, w = w0 satisfying C12 ≤ v0 ≤ C2,−Cp2 ≤ w0 < 0, that for any
y ∈ (0, y1], z ∈ (0, y), there holds
φ(y, z, v, w) ≥ C1
4
. (4.8)
Then we deduce from (3.26) that in the domain given by (4.7),
ρ(y, v, vy) ≥ C11v−α. (4.9)
Using (4.1) with L = y1 implies that∫ S
s0
ds
∫ y1
0
((v1−
α
2 )s)
2dy ≤ C12 (4.10)
where C12 is independent of S.
Now, take an arbitrary g ∈ ω(v0) so that there exists sj →∞ such that v(y, sj)→ g(y) as j→∞ uniformly on [0, 2y1].
Denoting γ = 1− α, (1.9) can be rewritten as the following form
(vγ )s = γ vyy − λ(p− 1)y(vγ )y − λγ vγ . (4.11)
Since Propositions 1 and 2 in Section 2, we conclude that
v(y, sj + s)→ h(y, s) as j→∞ (4.12)
where h(y, s) is the nonnegative weak solution of the following problem
(hγ )s = γ hyy − λ(p− 1)y(hγ )y − λγ hγ for y ∈ R+, s > 0, (4.13)
−hy(0, s) = hp(0, s), for s > 0, (4.14)
h(y, 0) = g(y) for y ∈ R+. (4.15)
By using a standard technique, we have from (4.10) that h ≡ g is a stationary solution to (4.13)–(4.15) on [0, y2] with
arbitrary y2 < y1. Indeed, using (4.10) yields for s ∈ [0, 1]
‖v1− α2 (·, sj + s)− v1− α2 (·, sj)‖2L2((0,y2)) =
∫ y2
0
|v1− α2 (y, sj + s)− v1− α2 (y, sj)|2dy
≤
∫ y2
0
dy
∫ s+sj
sj
|(v1− α2 (y, s))s|2ds
≤
∫ y2
0
dy
∫ ∞
sj
|(v1− α2 (y, s))s|2ds→ 0 (j→∞).
Hence,
‖v1− α2 (·, sj + s)− v1− α2 (·, sj)‖2L2((0,y2)×(0,1)) ≡
∫ 1
0
‖v1− α2 (·, sj + s)− v1− α2 (·, sj)‖2L2((0,y2))ds
≤
∫ y2
0
dy
∫ ∞
sj
|(v1− α2 (y, s))s|2ds→ 0 (j→∞). (4.16)
Therefore, we have that v1−
α
2 (y, sj + s)→ g1− α2 (y) as j→ ∞ in L2((0, y2) × (0, 1)). Hence, the function h(y, s) does not
depend on s (see the detailed analysis in [6]). The proof of Lemma 4.3 is completed. 
Proof of Theorem 3. Assume for a contradiction that
Y∗ = sup{y2 > 0 | (4.5) is valid} <∞. (4.17)
Then by continuity we have
ω(v0) ⊂ =(Y∗). (4.18)
Then it can be easily seen that any g ∈ ω(v0) is a nonnegative decreasing function on [0, Y∗].We nowprove that the function
inf
y∈[0,Y∗]
ρ(y, v(y, s), vy(y, s)) ≡ ρ∗(s, Y∗) (4.19)
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satisfies
lim
s→∞ inf ρ∗(s, Y∗) = C13 > 0. (4.20)
Indeed, suppose for a contradiction that (4.20) is false, and hence there exist sequences {yk} ⊂ [0, Y∗] and {sk} → ∞ such
that
ρ(yk, v(yk, sk), vy(yk, sk))→ 0 as k→∞. (4.21)
We can assume that v(·, sk) → g(·) ∈ =(Y∗) as k → ∞ uniformly on [0, Y∗]. Let {yk} → y0 ∈ [0, Y∗]. Then we conclude
that
v(yk, sk)→ g(y0), vy(yk, sk)→ g ′(y0)
and hence by continuity of the functions ρ and g(y)we have that
ρ(yk, v(yk, sk), vy(yk, sk))→ ρ(y0, g(y0), g ′(y0)) = 0. (4.22)
Hence (y0, g(y0), g ′(y0)) ∈ B∗ contradicting (4.3). Thus, (4.20) is valid.
Next, we prove that there exists a constant C3 > 0 such that
v(y, s) ≥ C14 on [0, Y∗] for large s. (4.23)
If we assume for a contradiction that for some sequence {sk} → ∞
inf
y∈[0,Y∗]
v(y, sk) ≡ v(Y∗, sk)→ 0 as k→∞, (4.24)
then there exists g ∈ =(Y∗) such that v(·, sk)→ g(·) uniformly on [0, Y∗]. From (3.4) and (4.24) it follows that
g(Y∗) = g ′(Y∗) = 0
which contradicts the nonexistence of such a solution to the problem (1.5) (1.6) (see [1]). Hence, (4.23) holds.
By Proposition 2 and (4.23), we conclude that for a small enough fixed δ > 0,
v(y, s) ≥ C14/2 in [0, Y∗ + δ] for large s. (4.25)
Therefore, since the equation for v(y, s) is uniformly parabolic on [0, Y∗ + δ] for large s, we conclude that
|vyy(y, s)| ≤ C15 in [0, Y∗ + δ] for large s. (4.26)
In particular, this implies that for small fixed δ > 0 any point (y, v(y, s), vy(y, s)), y ∈ [Y∗, Y∗ + δ], is contained in a small
neighborhood of the point (Y∗, v(Y∗, s), vy(Y∗, s)) for s > s0 large enough.
We now prove that there exists small δ0 > 0 such that
lim inf
s→∞ ρ∗(s, Y∗ + δ0) = C16 > 0. (4.27)
If it is false, then there exist decreasing sequences {δk > 0} → 0 and {yk} ⊂ (Y∗, Y∗ + δk), {sk} → ∞, such that (4.21) is
valid. As previously seen, we have that there exists g¯(·) such that v(·, sk)→ g¯(·) ∈ ω(v0). From g¯ ∈ =(Y∗) it follows that
g¯ ≡ g on [0, Y∗], (4.28)
and by (4.25) and (4.26)
g¯ and g¯ ′ are continuous at the point y = Y∗. (4.29)
Since {yk} → Y∗ + 0, by passing to the limit k→∞we deduce that by continuity
ρ(yk, v(yk, sk), vy(yk, sk))→ ρ(Y∗, g¯(Y∗), g¯ ′(Y∗)) = 0,
which by (4.28) and (4.29) again contradicts Lemma 4.2.
Thus, (4.27) holds for some δ0 > 0. Hence, (y, v, vy) ∈ H∗ for any y ∈ (0, Y∗+ δ0) and s large enough. Taking L = Y∗+ δ0,
from Lemma 3.5 it follows that (4.10) is valid for any S > s∗  1. Using the method of the proof of Lemma 4.3 we con-
clude that ω(v0) ⊂ =(Y∗ + δ02 ), which contradicts the definition of Y∗. Hence, Y∗ = ∞ and this completes the proof of
Theorem 3. 
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