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Resumen 
          El presente documento consiste en brindar una guía de directrices para el diseño de la 
infraestructura de un Data Center tipo TIER I para el Gobierno Autónomo Descentralizado 
Municipal de Otavalo, basado principalmente en lineamentos que establece la Norma 
ANSI/TIA-942 “Norma de infraestructura de telecomunicaciones para Data centers”  y otras 
Normas referentes a Data Center, con el objetivo de garantizar la continuidad e integridad de 
los servicios dirigidos a los cuidados Otavaleños, Esta área del Data Center  abarca cuatro 
Subsistemas: Arquitectura, Eléctrico, Mecánico y Telecomunicaciones, en cada uno de estos 
subsistemas se recomendará los componentes necesarios para su implementación de acuerdo a 
la Norma guía ANSI/TIA-942 y sus complementos. 
     En primera instancia se detalla la problemática que se encuentra afectando al actual cuarto 
de equipos, a continuación, se presenta los requerimientos y lineamientos que abarca la Norma 
ANSI/TIA-942 para el diseño de un nuevo Data Center tipo TIER I, Subsecuente se muestra la 
situación actual del cuarto de equipos con respecto al subsistema Arquitectónico, Eléctrico, 
Mecánico y de Telecomunicaciones, posteriormente se presenta el diseño del Data Center tipo 
TIER I tomando en cuenta los lineamientos de la Noma ANSI7TIA-942. Finalmente se ostenta 
el estudio económico costo-beneficio que implica la implementación de la infraestructura de 
este Data Center tipo TIER I para el Gobierno Autónomo Descentralizado Municipal de 
Otavalo. 
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Abstract 
This reseach provides a guidelines to design an infrastructure of a TIER I Data Center for the 
Municipal GAD from Otavalo, it was based mainly on  established guidelines  by ANSI / TIA-
942 and “Infraestructure Standard Telecomunications for Data Center” care. This covers four 
subsistems: Architecture, Electrical, Mechanical and Telecommunications areas; in each one 
of these subsystems, the necessary components will be recommended for its Implementation, 
according to the ANSI / TIA-942 guide standard and its complements. 
First, the problems that is affecting the current equipment room is detailed, and the 
requirements and guidelines of the ANSI / TIA-942 standard to design a new TIER I Data 
Center are presented. The current situation of the equipment room in Architectural, Electrical, 
Mechanical and Telecommunications Subsystem, Finally, the economic cost-benefit study that 
imples the implementation of the infrastructure of this Data Center type TIER If for the 
Municipal GAD from Otavalo. 
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Capítulo I. Antecedentes 
En el presente capitulo se describe los antecedentes del proyecto, problemática, 
objetivos a cumplirse, alcance, justificación, con la finalidad de argumentar la propuesta 
presentada. “DISEÑO DE UN DATA CENTER TIPO TIER I PARA EL GOBIERNO 
AUTÓNOMO DESCENTRALIZADO MUNICIPAL DE OTAVALO BAJO LA NORMA 
ANSI/TIA-942” 
1.1. Introducción 
La adquisición de un Data Center es un elemento clave  para cualquier departamento 
de TI1. Por lo tanto es indispensable que esté concebido dentro de una empresa o institución 
con el objetivo de ofrecer servicios de manera flexible y dinámica, siguiendo una línea de 
requerimientos para hacer de este un espacio seguro en crecimiento y operatividad (Comstor, 
2014). 
1.2. Problema 
El Gobierno Autónomo Descentralizado Municipal de Otavalo ubicado en el cantón 
Otavalo al presente cuenta con un espacio destinado a concentrar los equipos activos llamado 
cuarto de comunicaciones, el cual se encuentra alojado en la planta alta (3er piso) del Municipio 
de Otavalo, este espacio destinado a mantener los equipos en este momento no es el adecuado, 
ya que no se rige a ninguna Norma o Estándar con respecto al subsistema de 
telecomunicaciones, arquitectónico, eléctrico y mecánico, haciendo de esta infraestructura una 
zona insegura. 
El Municipio de Otavalo actualmente se encuentra brindando algunos servicios como 
internet, correo y acceso a datos al personal administrativo que trabaja en las diferentes áreas, 
estos servicios no operan de forma correcta debido a que se encuentran en un ambiente 
                                                 
1 TI: Tecnología de la información.  
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inadecuado  dentro de la infraestructura actual, además esta área necesita de un mecanismo de 
control de temperatura adecuado ya que cuenta con un sistema de enfriamiento básico que no 
brinda las prestaciones necesarias de refrigeración para esta área, en conclusión  la  
infraestructura actual es poco adecuada por lo que se buscará mejorar esta para el beneficio de 
esta Entidad.  
En el lugar antes mencionado también cuenta con una colocación de cableado que no 
está distribuida de una manera adecuada hacia el Centro de Datos desde sus 19 departamentos 
que están en funcionamiento dentro del Gobierno Autónomo Descentralizado del cantón 
Otavalo, ya que en caso de presentarse algún tipo de complicación o problema dentro de la 
infraestructura actual no se conocería de manera apropiada donde se originó dicho 
inconveniente.  
Por lo que se propone realizar un diseño del Data Center tipo TIER I desde lo más 
particular como es localización de un lugar adecuado dentro de la infraestructura a lo más 
general como es la información detallada de la ubicación de cada uno de los subsistemas que 
abarca la Norma ANSI/TIA-942 para un Centro de Datos y proporcionar servicios de calidad 
tras la puesta en marcha de este proyecto que acata el Gobierno Autónomo Descentralizado 
Municipal de Otavalo cantón Otavalo.   
1.3. Objetivos 
1.3.1. Objetivo General 
Diseñar un Data Center tipo TIER I para el Gobierno Autónomo Descentralizado 
Municipal de Otavalo Cantón Otavalo basado en recomendaciones de la Norma ANSI/TIA-
942 para brindar garantías lógica y física hacia los equipos de telecomunicación. 
 
 
3 
 
1.3.2. Objetivos Específicos 
Recopilar y analizar cada uno de los parámetros y recomendaciones que abarca la norma 
ANSI/TIA-942 que será empleada para diseño del Data Center tipo TIER I para el Gobierno 
Autónomo Descentralizado Municipal de Otavalo.  
Analizar la situación actual y la infraestructura en la que están actualmente trabajando 
los equipos en donde se realizará el respectivo levantamiento de información. 
Realizar el Diseño del Data Center del Gobierno Autónomo Descentralizado Municipal 
de Otavalo en donde se tomará en cuenta cada uno de los lineamientos que conlleva la Norma 
ANSI/EIA-942. 
Ejecutar un análisis Costo – Beneficio que tendrá el presente diseño para su posible 
puesta en marcha en un futuro. 
1.4. Alcance 
Se realizará un diseño de un Data Center tipo TIER I para el Gobierno Autónomo 
Descentralizado Municipal de Otavalo basado en las recomendaciones de la Norma ANSI/TIA-
942 con el objetivo de brindar garantías lógicas y físicas hacia los equipos de telecomunicación. 
Se procederá a la recopilación de la información de la Norma ANSI/TIA-942 donde se 
analizará los diferentes parámetros que abarca esta Norma como son control de ambiente, 
seguridad, políticas con las que se trabaja, organización de los equipos, y los requerimientos 
necesarios en los que se rige para el alojamiento de los diversos equipos en este espacio 
asignado para Data Center.  
Se analizará la situación actual de cómo se encuentran distribuidos y trabajando cada 
uno de los equipos que están ubicados actualmente dentro del cuarto de comunicaciones del 
Gobierno Autónomo Descentralizado Municipal de Otavalo, con el objetivo de conocer las 
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vulnerabilidades al que está expuesta esta área con el fin de contra restar este problema y así 
estas debilidades convertirlas en fortalezas de esta Entidad. 
Además, se determinará cada uno de los subsistemas que abarca la Norma ANSI/TIA-
942 para el respectivo diseño del Data Center como; Telecomunicación, Arquitectónico, 
Eléctrico y Mecánico.  
El primer subsistema es Arquitectura, en donde se analizará  y calculará el espacio físico 
adecuado para la ubicación del Data Center en el que se albergaran los diversos equipos activos 
y pasivos, este espacio deberá  ser apto para soportar un crecimiento de equipos y servicios en 
un futuro, mismo que deberá ser documentado en los diagramas de distribución como espacios 
en blanco ya sea para cambios de equipos o implementación de nuevas unidades garantizando 
así una expansión fácil, económica y sin causar ningún daño dentro de la infraestructura. 
El segundo subsistema a tratar es la administración de cables dentro del Data Center ya 
que es una necesidad primordial por lo que debe ser óptimo, confiable, flexible y resistente a 
posibles cambios o integración de nuevos servicios y así garantizar una compatibilidad y prever 
un crecimiento ordenado mismo que deberá trabajar bajo un control adecuado para su 
funcionamiento. 
Continuando con el tercer subsistema se realizará un estudio en base a la energía ya que 
es la parte vital para la operación y seguridad de los equipos que conforman el Data Center, en 
este punto se tomará en cuenta los requerimientos de energía de cada uno de los equipos para 
así evitar cualquier inconveniente de sobrecarga de energía provocando un corte de manera 
inesperada o aun peor como es perdida de equipos. 
  Posteriormente se analizará el Costo-Beneficio para determinar los recursos 
económicos necesarios para la implementación de la infraestructura del Data Center, mismo 
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que para su puesta en marcha dependerá del Gobierno Autónomo Descentralizado Municipal 
de Otavalo. 
1.5. Justificación  
El objetivo principal es mejorar la infraestructura física y lógica adecuada hacia los 
equipos del Data Center en vista que actualmente no cuenta con ningún paradigma de seguridad 
acorde algún tipo de Estándar o Norma que debe tener un Centro de Datos, por el cual se ha 
optado trabajar para este diseño con la Norma ANSI/TIA-942 para El Gobierno Autónomo 
Descentralizado Municipal de Otavalo. 
    Además se generará una guía de la ubicación de cada uno de los equipos para el personal 
autorizado de esta área con el propósito de reconocer con facilidad la ubicación de cada uno de 
los puntos que conforma el Data Center en caso de ser necesario mismos que se rige a las 
especificaciones que abarca la Norma ANSI/EIA-942 el cual servirá como guía para una 
implementación en el futuro de este Centro de Datos que trabajará como la columna vertebral 
de esta entidad y servirá para el progreso de esta Entidad Gubernamental. 
Se trabajará con la Norma ANSIA/TIA-942 con la cual se hará referencia a cada uno 
de los subsistemas, como es Espacios y diagrama de distribución. 
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Capitulo II. Justificación Teórica. 
En este capítulo se presenta una descripción de lo que es un Data Center y cada uno de 
los requerimientos que debe tener el mismo para su óptimo funcionamiento, además se describe 
los componentes que intervienen en cada uno de los subsistemas que conforma la Norma Guía 
utilizada para este diseño ANSI/TIA-942. 
2.1. Data Center. 
Un Data center llamado también CPD2 es un espacio de almacenamiento y tratamiento 
de datos acondicionado especialmente para contener todos los equipos y sistemas IT, también 
es considerado como la columna vertebral de cualquier empresa o institución  (Firmesa, 2016). 
En este espacio estarán alojados todos los recursos físicos y lógicos de Networking cuya 
función es trabajar bajo una misma convergencia, el cual tiene el objetivo de brindar servicios 
de manera flexible, dinámica e ininterrumpido, siguiendo una línea de requerimientos basado 
en Normas y estándares para hacer de éste un espacio seguro en crecimiento y operatividad por 
lo tanto, es indispensable la concepción de un CPD dentro de una Empresa en donde se maneja 
grandes flujos de Información (Galván, 2013). 
Esta área del CPD debe tener la respectiva seguridad física y lógica hacia los equipos 
que residen en esta área. (Pacio, 2014) menciona que los errores humanos son la principal causa 
de interrupciones dentro de un CPD, siendo así responsables en un 60% de los incidentes. Ya 
sea por distracciones, errores de comunicación, errores de etiquetado y fallas de procedimiento. 
  Un CPD debe cumplir con ciertos parámetros para ser caracterizado como Data Center, 
uno de ellos es mantener un nivel de temperatura adecuado, mantener redundancia tanto en el 
nivel eléctrico y de refrigeración (Pacio, 2014). El costo de implementación en estos tipos de 
                                                 
2 CPD: Centro de Proceso de Datos. 
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Centros de Datos varía dependiendo de la complejidad y tipo de TIER3 que la empresa o 
institución esté dispuesto a invertir.  
2.1.1. Elementos que conforman un Data Center 
A continuación, se describen los elementos principales que conforman la infraestructura de 
un Data Center físico:  
 Adecuaciones físicas. 
 Sistema eléctrico. 
 Sistema de aire acondicionado. 
 Sistema de detección, alarma y extinción de incendios. 
 Sistemas de iluminación. 
 Sistema de control de Acceso. 
 Sistema de cableado. 
 Gabinetes o Racks. 
2.1.2. Objetivos de un Data Center 
(Pacio, 2014) resalta cuatro objetivos principales que debe tener un CPD los cuales de 
detallan a continuación: 
 Escalabilidad: Soportar crecimiento de equipos sin dar origen a posibles 
interrupciones, por lo que se recomienda organizar racks y gabinetes de manera 
ordenada en filas con sus respectivos rótulos garantizando así un crecimiento ordenado. 
 Flexibilidad: Capaz de sostener servicios existentes y emergentes en un periodo de 
10años. 
                                                 
3 TIER: Es una certificación o clasificación de un Data Center en cuanto se refiere a diseño, estructura, desempeño, 
fiabilidad, inversión y retorno de inversión 
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 Confiabilidad: Alta disponibilidad, prestar servicios de calidad y sin interrupciones. 
 Estandarizado: Cumplir con Normas y Reglamentos para tener un CPD de calidad. 
2.1.3. Función  
Todos los Data Center independientemente del tamaño que tengan  y bajo 
recomendaciones de diferentes Normas y Estándares tienen un mismo propósito general 
(Stalin, 2013). Él cual se basa en intercambiar, proteger, almacenar y procesar información 
para que el usuario o empresa se encuentre satisfecho con dicha inquisición, el fin de estos 
CPD ubicados en diferentes partes del mundo es el intercambio del flujo de información de 
manera segura. 
2.1.4. Puntos Estratégicos 
     (Baquero, 2015) en uno de sus blogs acerca de poseer un CPD seguro menciona algunos 
puntos estratégicos que deben ser tomados en cuenta a la hora del diseño como:  
 Utilizar una nomenclatura estándar (etiquetado).  
 Realizar prueba de fallos cada cierto tiempo en equipos.  
 Variar los métodos de protección frente a agentes externos cada cierto tiempo 
(seguridad lógica).  
 Fiabilidad a largo plazo, considerar posibles expansiones. 
 Mantener un registro del cableado y de equipos. 
2.1.5. Tabla comparativa entre Normas aplicables para diseñar un Data Center 
Por medio de la comparativa entre diferentes Normas que permiten brindar lineamientos 
para el diseño de una Data Center especificados en la Tabla 1, la norma ANSI/TIA-942 es la 
óptima para realizar este proyecto, ya que presenta mayor flexibilidad ante otras Normas. 
Además, esta Norma ANSI/TIA 942 es el estándar mundial más utilizado para el diseño de 
Data Centers, investigaciones independientes han mostrado que en el 78% de empresas han 
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utilizado este estándar TIA 942 como guía para el diseño de sus Data Centers, ya que presentan 
mejores características como (Área DATA, s.f.): 
 La Norma ANSI/TIA-942 es un estándar abierto y disponible a cualquier empresa o 
institución.  
 Esta guía provee una clara y detallada guía para los diseñadores y una gran 
transparencia para su nivel de disponibilidad.  
 Además, ANSI/TIA 942 es un estándar desarrollado y mantenido por entidades técnicas 
sin fines de lucro.  
 También cubre todos los aspectos físicos y de infraestructura de un Data Center, 
incluyendo, la localización del sitio, planificación, arquitectura, sistemas eléctricos, 
mecánicos, de telecomunicaciones, extinción de incendio, seguridad física, electrónica, 
etc. 
 No requiere gastos adicionales para certificación.  
 Además, esta Norma se complementa con varios estándares similares de otras entidades 
como ANSI, TIA, IEEE y NFPA con el afán de mejorar la disponibilidad, confiabilidad 
y seguridad en las infraestructuras finales de Centros de Procesamiento de Datos (CDP). 
Tabla 1. Comparativa entre Normas aplicables para diseñar un Data Center 
Característica 
ANSI/TIA-942 
(2005)  
Uptime Institute  ICREA STD-131-
2013  
Significado 
Norma de 
infraestructura de 
telecomunicaciones 
para Data centers  
Consorcio de 
empresas que ayuda 
a evitar tiempos 
caídos  
Asociación 
Internacional de 
expertos en cuartos 
de cómputo  
Propósito 
Brinda requisitos 
específicos para 
cada nivel de 
redundancia en 
subsistemas  
Orientado al power 
& cooling y 
mantenimiento 
operativo  
Cubre todos los 
aspectos 
funcionales de un 
Data center  
Normas de abarca 
ANSI/TIA 569  
ANSI/TIA 606 A  
ANSI/J-STD 607  
NFPA-80  
ISO 8528-1  ANSI/TIA 568  
ANSI/TIA 606 A  
ANSI/J-STD 607  
ANSI/TIA-942  
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Costo de derecho 
de certificación 
$ 0,00  $ 3000,00  $ 2500,00  
Costos de 
recertificación 
anual 
$ 0,00  $ 1500,00  $ 1500,00  
Fuente: (ISO 27000.ES, 2005)  
2.1.6. Elementos a Considerarse para el Diseño de un Data Center  
(Nanno, 2012) Sugiere ciertos elementos necesarios que se debe considerar previo al diseño 
de un CPD, los cuales se encuentran detallados posteriormente: 
 Escoger la categoría de Data Center que desea implementar en la empresa o 
institución teniendo en cuenta que mejor nivel de (TIER I, TIER II, TIER III, TIER 
IV, TIER V) implica mayor costo y mayor confiabilidad. 
 Tener en cuenta que tipo de equipos la empresa o institución están dispuestos a 
adquirir ya que un equipo de altas capacidades implica recíprocamente mayor costo. 
 Asumir el nivel de refrigeración oportuno que necesita un Data Center para que sus 
equipos trabajen de manera eficaz. 
 Otro de los puntos importantes a la hora de diseñar un Data Center es tomar en 
cuenta el cálculo de la potencia requerida para esta área, evitando así generar daños 
hacia los equipos por falta de energía. 
 Considerar posibles cambios o implementación de nuevos equipos sin forjar daños 
dentro de la infraestructura actual. 
 Sistemas de control y seguridad tanto a nivel físico como a nivel lógico.  
 Costos, en este agregado se debe tomar en cuenta el presupuesto que está dispuesto 
a invertir la empresa o institución. 
 Evitar estar junto a donde haya filtraciones de agua ya sea por paredes, piso o techo. 
 Facilidad de acceso para equipos y personal (Preferencia planta baja). 
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2.1.7. Recomendaciones que debe tener un CPD 
(Nanno, 2012) menciona algunas recomendaciones que se debe tomar en cuenta a la 
hora de implementar un Data Center: 
 Cableado (mínimo 10 años de ciclo de vida para soportar comunicaciones existentes 
y emergentes). 
 Correcta implementación de sistemas y equipos (Garantiza mayor confiabilidad y 
vida útil de los mismos). 
 Este tipo de trabajos se debe realizar de manera profesional, ser pulcros con la 
información que brinda la empresa, cumplir con Normas, reglamentos, 
recomendaciones. 
 Correcta organización del cableado de red y eléctricos con su respectivo etiquetado 
ya que este es el problema más común en un Centro de Datos.  
2.1.8. Riesgos que puede sufrir un Data Center 
     En uno de sus artículos, (AcecoTI, 2016) da a conocer que un Data Center es el corazón de 
una empresa el cual desempeña la función principal que es controlar la parte operativa, este 
CPD podría inhibirse en cualquier momento afectando la continuidad en los servicios y 
generando grandes pérdidas económicas y de información , o en peor de los casos inclusive ser 
el causante de la quiebra de una institución, las principales causas son amenazas físicas como 
se muestra en la Figura 1, o complicaciones causadas por una inapropiada infraestructura como 
se muestra en la Figura 2. 
 
Figura 1. Riesgos de Infraestructura. 
Fuente: (AcecoTI, 2016) 
Energía Climatización Conectividad
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Figura 2. Riesgos Físicos 
Fuente: (AcecoTI, 2016) 
 
2.2. Estudio de la Norma ANSI/TIA-942 
     El estándar ANSI/TIA/EIA4-942 fue aprobado en año 2005 y actualizado en 2008 por la 
ANSI-TIA (Instituto Nacional De Estándares Americanos – Asociación de Industrias de 
Telecomunicaciones). (Cofitel, 2014) y ( Asociación de Industrias de Telecomunicaciones TIA 
942, 2005) donde concluyen que esta Norma es considerada como una guía la cual genera 
diferentes lineamientos dependiendo de qué tipo de TIER se pretende alcanzar. 
2.2.1. Propósito 
     Brindar una planificación adecuada y secuencial para la construcción de un CPD confiable, 
en donde se debe tomar en cuenta una serie de requerimientos y recomendaciones que proyecta 
la Norma ANSI/TIA-942 con el objetivo de reducir costos, ampliar espacios en un futuro, ser 
flexible a posibles cambios y sobre todo crear una infraestructura de calidad. 
2.2.2. Niveles de Redundancia según la Norma ANSI/TIA-942 
     Actualmente existen cuatro categorías: TIER I, TIER II, TIER III, TIER IV como se muestra 
en la Tabla 2, teniendo en cuenta que mayor número de TIER presenta mayor disponibilidad 
pero a la vez implica mayor costos de construcción ( Asociación de Industrias de 
Telecomunicaciones TIA 942, 2005). 
                                                 
4 EIA: Electronic Industries Allianc – Asociación de Industrias Electrónicas. 
Robos Derrumbes Impactos Explosión Polvo
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2.2.2.1. Tier I 
     (Pacio, 2014)  mencionan que estos Data Center Nivel I son susceptible a fallas e 
interrupciones planeadas como ser el caso de mantenimiento y no planeadas en cuestión de 
falla de alguno de los componentes del CPD o falla del sistema eléctrico. 
2.2.2.2. Tier II 
     A diferencia del TIER 1 son menos propenso a interrupciones planificadas y no planificadas 
debido a que presenta varios dispositivos redundantes o de respaldo.  
2.2.2.3. Tier III 
     Permiten realizar cualquier actividad planeada sobre cualquier componente de la 
infraestructura sin interrupciones en la operación, ya que cuenta con dos o más líneas de 
transmisión en todos sus servicios, en caso de mantenimiento o daño de una línea, la otra 
actuará de manera continua sin que exista interrupción de servicios. 
2.2.2.4. Tier IV 
     Todos los componentes son completamente tolerantes a fallos incluyendo enlaces de datos, 
almacenamiento, aire acondicionado, energía eléctrica, etc. Todo lo que es servidores tiene 
alimentación dual en caso de fallar un sistema (Pacio, 2014). En la Tabla 2 se presenta un 
resumen de los cuatro tipos de TIER existentes bajo la Norma ANSI/TIA-942. 
Tabla 2. Requisitos de un Data Center según el tipo de TIER 
PARÁMETRO TIER I TIER II TIER III TIER IV 
Instalación de Piso 
Técnico 
Opcional Obligatorio Obligatorio Obligatorio 
Techo Falso  Opcional  
Características 
NPFA 
Características 
NPFA 
Características 
NPFA 
Estudio geográfico 
del espacio físico 
Irrelevante  Recomendado Obligatorio Obligatorio  
Tiempo máximo 
inactivo al año 
28,8 horas 22 horas 1,6 horas 2.4 minutos 
UPS Opcional Obligatorio 
Obligatorio y 
redundante 
Obligatorio y 
redundante 
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Factor de 
Redundancia 
N N+1 N+1 2(N+1) 
Redundancia  Ninguna 
Parcial: HVAC 
y Eléctrico 
HVAC, 
Eléctrico, 
componentes de 
hardware 
HVAC, Eléctrico, 
componentes de 
hardware, 
componentes 
tolerantes a fallas 
Proveedor de 
acceso 
Redundante  
No  Si  Si  Si  
Pinturas y 
acabados anti 
fuegos 
Mínimo 
Recomendado 
Norma NPFA 
75 
Obligatorio 
Norma NPFA 75 
Obligatorio Norma 
NPFA 75 
CCTV 
No 
Obligatorio 
Obligatorio Obligatorio Obligatorio 
Aire 
Acondicionado 
Condiciones 
mínimas  
Exigencias 
máximas   
Exigencias 
máximas   
Exigencias 
máximas   
Apagado  
programado para 
mantenimiento 
2 eventos 
anualmente 
de 12 horas 
c/u 
2 eventos cada 
2 años de 12 
horas c/u 
No requerido  No requerido 
Disponibilidad  99,68 % 99,74% 99,98% 99,999% 
Fuente: ( Asociación de Industrias de Telecomunicaciones TIA 942, 2005)  
 
2.2.3. Subsistemas 
      La Norma ANSI/TIA-942 abarca cuatro subsistemas como se muestra la Figura 3, los 
cuales trabajan conjuntamente con el fin de tener una infraestructura adecuada.  
 
Figura 3. Subsistemas de la Norma EIA 942 
Fuente: ( Asociación de Industrias de Telecomunicaciones TIA 942, 2005)  
 
2.3. Subsistema de Arquitectura 
      En el subsistema de Arquitectura se va a definir una serie de parámetros como: selección 
del sitio, ubicación, tipo de construcción, techos, pisos, para así obtener una infraestructura de 
calidad y así garantizar  un óptimo funcionamiento del Data Center ( Asociación de Industrias 
de Telecomunicaciones TIA 942, 2005). 
ARQUITECTONIC
O
EECTRICO MECANICO
TELECOMUNICA
CIONES
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2.3.1. Selección del Espacio Físico y Ubicación Geográfica   
     Según la ( Asociación de Industrias de Telecomunicaciones TIA 942, 2005) se debe tomar 
en cuenta las siguientes consideraciones: 
 Evitar riesgos naturales como filtraciones de agua e inundaciones, vibraciones, 
temblores lo óptimo es realizar un estudio a sus alrededores. 
 Evitar adyacencias con fuentes de interferencia electromagnética. 
 Estar ubicado en un punto central a las estaciones existentes de trabajo de la Entidad. 
 Considerar escalabilidad es decir evitar estar vecino a ascensores, columnas, muros los 
cuales impidan una posible expansión de esta área en un futuro. 
 Lugar de fácil acceso tanto para el personal como para equipos (ideal en la planta baja) 
mayor disposición para transportar equipos.  
 Este lugar debe estar libre de asbestos, pintura que contenga materiales combustibles. 
 Es área no debe tener ventanas ya que por este espacio podrían ingresar rayos solares o 
partículas de viento hacia los equipos, mismos que serían causantes de calentamiento 
en estos aparatos de telecomunicación. 
 Poseer rutas de evacuación en caso de ocurrir alguna emergencia. 
 La carga del suelo es un punto esencial que debe considerarse dentro del CPD ya que 
en un futuro si no abastece la presión de los equipos este puede causar daño dentro de 
la infraestructura, La Norma TIA-942 recomienda que debe soportar un peso de 12 kPA 
lo cual equivale a 1200kg/m2.  
 La Norma guía utilizada ANSI/TIA-942 no estable un tamaño límite para la 
construcción de un CPD, lo que menciona es que se haga uso de un espacio prudencial 
para la ubicación de los presentes y futuros equipos sin causar daños en la 
infraestructura existente. 
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     Cumpliendo con cada una de las consideraciones mencionadas anteriormente por la ( 
Asociación de Industrias de Telecomunicaciones TIA 942, 2005) se garantizará mayor 
seguridad, disponibilidad y confiabilidad para la construcción de un Data Center.  
2.3.2. Sistema estructural 
     El sistema estructural de la construcción del CPD debe ser de acero o hormigón, ya que con 
estos materiales se garantizará resistencia al fuego en un periodo de 90 min con la finalidad de 
proteger a los equipos alojados en esta área, además tiene la función de retardar la propagación 
de humus, vapores, humedad, y emisión de polvo hacia el interior del área del Data Center 
(Pacio, 2014). 
     Antes del levantamiento de la infraestructura del Data Center se recomienda hacer un 
estudio estructural al edificio que servirá como base de este CPD con el objetivo de garantizar 
que la zona esta apta a soportar cualquier tipo de anomalía de la naturaleza como vibraciones 
o inundaciones ya que estas imperfecciones pueden ser causantes de movimientos bruscos o 
daños de cableado y equipos.  
2.3.3. Techo Falso o Forro 
     La ( Asociación de Industrias de Telecomunicaciones TIA 942, 2005) hace hincapié en que 
la altura mínima para la ubicación de un techo falso, iluminarias, cámaras o sistema de 
prevención de incendios dentro de un Centro de Datos es de 2,6 a 3m medido desde el nivel 
del piso técnico. 
2.3.5. Techo Verdadero  
     (Portilla, 2015) menciona algunas peculiaridades puntuales que debe tener el techo 
verdadero: 
 El techo verdadero debe ser de materiales sólidos y resistentes como la losa o concreto 
armado con el objetivo de garantizar durabilidad y resistencia sísmica.  
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 Estar construido de materiales resistentes al fuego por lo menos 60 minutos (F60) y no 
generar ningún tipo de partícula, polvo, desecho o vapor hacia el espacio físico, v 
 Este tipo de techo debe garantizar impermeabilidad es decir tener un espesor mínimo 
de 10 cm.  
2.3.6. Piso verdadero 
(Portilla, 2015) esclarece que el piso verdadero debe ser de losa o concreto armado con 
acabados finos, igualmente se debe considerar la utilización de materiales sólidos, permanentes 
con el fin de proporcionar resistencia al fuego en un lapso mínimo de 90min, además debe ser 
resistente a más de 250 Kg/m2 mismo que debe ser avalado por algún Ingeniero civil. 
2.3.7. Drenaje 
     Se debe considerar la construcción de un drenaje de preferencia de una vía en el piso 
verdadero, mismo que operará al ocurrir algún tipo de inundación o desagüe inesperado, de tal 
manera que el agua viajaría por esta vía evitando así que el agua ingrese a esta área del CPD y 
provoque daños a los equipos alojados dentro de CPD (Portilla, 2015). Este drenaje se 
considera siempre y cuando exista un Piso Falso dentro del CPD. La ( Asociación de Industrias 
de Telecomunicaciones TIA 942, 2005) recomienda que el drenaje se instale cada 100𝑚2 
2.3.8. Piso Falso o Elevado 
     El Data Center debe poseer necesariamente un piso falso o técnico que sea modular y 
removible como se puede apreciar en la Figura 4. (Furukawa) menciona en uno de sus artículos 
que este piso tiene el objetivo de “perfeccionar el flujo de aire refrigerante hacia los equipos 
alojados en esta área”, además mejora la organización del cableado eléctricos y de datos por 
medio de bandejas que deben ser instaladas bajo este Piso Falso. Este tipo de piso debe estar 
ubicado a una distancia de 30 a 50 cm del piso verdadero ( Asociación de Industrias de 
Telecomunicaciones TIA 942, 2005).  
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Figura 4. Estructura del piso falso 
Fuente: https://goo.gl/5QXreZ 
 
     (Pacio, 2014) Menciona que estas placas deben ser construidas con materiales resistentes, 
no combustible y antiestático, mismas que estarán ubicadas sobre una estructura metálica 
antiestática formada por pedestales y travesaños.  
      Se debe tomar en cuenta que en estas baldosas existirán cortes tanto para trasferir el 
cableado eléctrico como el de datos desde las bandejas que estarán instaladas bajo el Piso Falso 
hacia el área de los equipos sobre el mismo piso, estos cortes deben ser sellados con un material 
resistente como el hule o remplazados por cepillos amortiguadores y ojales que permitan el 
paso únicamente de los cables evitando así las fugas de aire como muestra la Figura 5 ( 
Asociación de Industrias de Telecomunicaciones TIA 942, 2005).  
 
Figura 5. Componentes secundarios del Piso Técnico 
Fuente: http://goo.gl/EJ2tN5 
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2.3.8.1. Carga Física  
     La estructura del Piso Falso debe garantizar un soporte de peso mínimo de 7,2 KPa5 (aprox. 
732,36𝑘𝑔𝑚/m2) tanto para cargas distribuidas como concentradas ver Figura 6 ( Asociación 
de Industrias de Telecomunicaciones TIA 942, 2005). 
Carga distribuida: Es aquella que actúa a lo largo de todo el elemento. 
Carga concentrada o puntual: Carga que actúa sobre un área muy pequeña o directamente 
sobre un punto muy concreto de una estructura. 
 
Figura 6. Carga Distribuida y Concentrada 
Fuente: https://goo.gl/RBU904 
2.3.8.2. Pedestales 
     Tienen la función de trabajar como mini columnas de soporte como muestra la Figura 7, se 
recomienda que sea de acero , la selección de pedestales se debe hacer de acuerdo al nivel de 
altura que requiera  el piso técnico, para mayor fijación se recomienda la utilización de tornillos 
o clavos (Pacio, 2014). 
 
Figura 7. Pedestales y Travesaños 
Fuente: https://goo.gl/WsrPBH 
                                                 
5 KPA: Kilo Pascales (Sistema de presión que ejerce una fuerza de un Newton sobre una superficie de un 𝑚2. 
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2.3.8.3. Travesaños 
     Accesorio utilizado para la unión de los diferentes pedestales que forman el piso técnico 
como muestra la Figura 7, los cuales deberán soportar como mínimo una carga concentrada de 
75 Kg (735 N) con una deflexión máxima de 0,02 cm (Pacio, 2014). 
2.3.8.4.  Rejilla de aluminio o paneles perforadas 
     Estás rejillas modulares y removibles como se muestra en la Figura 8, son instaladas 
contiguo al piso técnico lo ideal es una por cada rack, cuya función es dejar transitar el flujo de 
aire frio desde la parte inferior de este Piso hacia los racks que se encuentran adyacentes a estos 
paneles, garantizando así una temperatura adecuada dentro del CPD. Estas placas deben 
encontrarse perforadas en un 50 % por lo mínimo de su área total ( Asociación de Industrias de 
Telecomunicaciones TIA 942, 2005). 
 
Figura 8. Paneles Perforados 
Fuente: https://goo.gl/K6AspT 
 
2.3.9. Rampa de acceso 
Rampas de accesos son necesarias exclusivamente cuando dentro del CPD exista un piso 
falso o elevado.  (Cuidad Accesible, 2016) da a conocer que esta rampa debe tener una 
inclinación no mayor a 15° respecto al plano horizontal y de dimensiones ajustables a la 
necesidad del cliente, cuya función es presentar mayor facilidad para la entrada y salida del 
personal y equipos pesados. 
21 
 
2.3.10. Puerta principal 
     Las puertas para un Centro de Datos según establece la Norma ANSI/TIA-942 debe cumplir 
con los siguientes requerimientos: 
 Mínimo 1m de ancho y 2,13m de alto. 
 Puertas de material anti fuego acristaladas o metálicas resístete al fuego en un 
lapso mínimo de 90 minutos. 
 Abatir hacia fuera o deslizarse a un lado. 
 Recomendable tener un sistema biométrico con el objetivo de permitir el acceso 
únicamente al personal autorizado. 
2.3.11.  Acabados interiores y exteriores 
          La Norma ANSI/TIA-942 recomienda que los acabados dentro de las instalaciones 
dentro del Data Center deben ser: 
 Paredes interiores con materiales especiales o compuestos químicos apropiados, con el 
objetivo de evitar la acumulación de partículas de polvo dentro de esta área.  
 En el piso técnico se puede aplicar pintura epóxicas y antiestáticas (Pacio, 2014).  
 En las paredes exteriores (Mejía, 2015) recomienda utilizar una pintura anti fuego 
preferible pintura intumescente con el fin de que si ocurre algún tipo de incendio en los 
exteriores este no se irradie con facilidad hacia el interior de esta área.   
 Asimismo, en algunos equipos como racks y gabinetes se puede aplicar pintura anti 
polvo según las especificaciones de cada uno de los equipos, mismo que se encuentra 
detallado en la hoja de especificaciones o datasheet del fabricante (Garrido, 2015). 
2.3.12. Condiciones ambientales 
     Un Data Center debe desarrollarse en óptimas condiciones ambientales ya que de esta 
manera se garantizará mayor vida útil de los equipos y mejores condiciones de trabajo de los 
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mismos, por lo tanto, mantener buenas condiciones de trabajo garantiza mejor funcionalidad 
del CPD. 
2.3.12.1. Iluminación. 
     Según la Norma ANSI/TIA-942 la iluminación considerada para un Data Center entre 
pasillos y gabinetes debe ser de 500 lux en el plano horizontal y 200 lux en el plano vertical, 
esta iluminación debe estar previamente considerado a 1m de distancia desde el Piso Falso en 
caso de existir, sino desde el Piso Verdadero ( Asociación de Industrias de Telecomunicaciones 
TIA 942, 2005). 
     Este sistema de iluminación debe ser apropiado dentro de esta área ver Figura 9 con el 
objetivo de evitar ausencia de luz en algunos espacios, o que haya excesiva luz provocando así 
que las pantallas de los equipos se reflejen (Pacio, 2014). La iluminación debe alimentarse de 
una fuente independiente a los equipos del Centro de Datos (Portilla, 2015). 
 
Figura 9. Luminarias aptas para un CPD 
Fuente: https://goo.gl/68iLJh 
 
2.3.12.2. Iluminación de emergencia 
     Estas luminarias deben ser de (300 lux) según dispone la Norma ANSI/TIA-942. Este 
sistema de iluminación debe estar conectado a baterías ver Figura 10, cuya función es al 
momento de detectar ausencia de energía eléctrica normal, estas luces de emergencia se 
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encenderán automáticamente con el fin de que el personal que se encuentra dentro de las 
instalaciones pueda evacuar con seguridad el área del CPD (EquipoCodral.6e, 2015). 
 
Figura 10. Luces de Emergencia 
Fuente: https://goo.gl/rjMn4o  
2.3.12.3. Temperatura 
     La temperatura en un Centro de Datos debe variar en un rango de 15 °C a 25 °C (Pacio, 
2014). Garantizando así mayor vida útil a los equipos alojados en esta área, cuyo propósito es 
evitar calentamientos de los mismos (Altovez, 2016).  
     (Pacio, 2014) menciona en un artículo que por cada 10°C de aumento de temperatura reduce 
a la mitad de la vida útil de un material o componente, así mismo (Villarrubia, 2012) hace 
referencia a un artículo que por cada grado de temperatura menor dentro de un Centro de Datos 
se obtendrá relativamente un ahorro energético de un 4% de la energía total, por lo tanto esto 
conlleva a un ahorro económico para la Entidad. 
     Las Buenas practicas sugiere que se debe realizar mediciones de la temperatura en cada 
pasillo de los racks, en cada rack o por cada grupo de racks. 
2.3.12.4. Humedad relativa del ambiente 
      Excesivos niveles de humedad dan origen a fenómenos físicos como descargas 
electrostáticas, corrosión y deformaciones en las paredes internas del CPD (CLIATEC, 2014). 
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2.3.12.4.1. Descargas electroestáticas: pequeñas corrientes parasitas que se generan 
debido a la baja humedad presente en el ambiente capaces de dañar componentes electrónicos 
del hardware de red (Pacio, 2014). 
2.3.12.4.2. Corrosión: este fenómeno se da debido al aumento de la humedad ambiente 
mismo que provoca el debilitamiento de las propiedades físicas de equipos y componentes 
metálicos, y posibles corto circuitos en el caso de componentes eléctricos y electrónicos (Pacio, 
2014). 
2.3.13. Equipamiento 
     Dentro de un CPD deben alojarse equipamiento exclusivamente relacionado a 
telecomunicaciones con sus respectivos hardware de conexión (CLIATEC, 2014). Otro de los 
aspectos de seguridad que se debe tomar en cuenta dentro de esta área es no conservar botes de 
basura o residuos de cartón de los mismo equipos ya que estos material son catalogados como 
carga combustible, es decir que en caso de existir algún inicio de incendio estos materiales 
ayudarán a propagarse con facilidad dentro y fuera del CPD (Portilla, 2015). 
2.3.13.1. Muebles y otros  
     En caso de necesitar muebles de oficinas como sillas u otro tipo de mobiliarios deberán ser 
exclusivamente de materiales anti estáticos no combustible, metálicos mismos que deben estar 
situados en un lugar en donde no interrumpan el paso al personal que labora en esta área 
(Garrido, 2015). 
2.3.14. Señaléticas de Información Y Seguridad 
     Los letreros o señaléticas de salidas de emergencia deben ser de un material resistente al 
fuego e instalados tanto en la parte interna como externa donde ningún objeto debe obstruir la 
visualización de estos avisos, deben estar ubicados a una altura de 2m del piso real y ser de 
color llamativo ( Asociación de Industrias de Telecomunicaciones TIA 942, 2005). 
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2.4. Subsistema Eléctrico 
     El subsistema eléctrico tiene como finalidad suministrar y distribuir la energía AC y DC al 
equipamiento activo y pasivo hacia todo el Data Center, si se carece de un buen Suministro 
Eléctrico se tendría constantemente cortes de energía lo cual generara pérdidas de equipos TI6 
y pérdidas económicas para la entidad (Comstor, 2014). 
2.4.1. Funciones 
      El subsistema eléctrico se basa en dos funciones principales: 
 Brindar servicios de manera continua. 
 Garantizar eficiencia, consistencia, consumo energético adecuado. 
2.4.2. Recomendaciones  
     (Schaum, 2001) esclarece algunas recomendaciones que se debe tomar en cuenta en el 
Sistema eléctrico de esta área, como las que se detallan a continuación:  
 Seleccionar equipos robustos (leer bien la hoja de especificaciones de cada uno de los 
equipos) 
 Seguir al pie de la letra las recomendaciones que detalla cada hoja de especificación 
por equipo para su correspondiente instalación. 
 Utilizar fuentes de respaldo. 
 Optimo ambiente de trabajo (buen nivel de temperatura). 
 Capacitar debidamente al personal quienes laboran en esta área. 
 Todos los dispositivos estar conectado debidamente al SPT7. 
 Poseer periodos de mantenimiento. 
 
                                                 
6 TI: Tecnología de la Información  
7 STP: Sistema de Puesta a tierra 
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2.4.3. Corriente Eléctrica 
      (Vallejo, 2003) alude que la corriente eléctrica es el flujo o cantidad de electrones que 
recorren a través de un material por unidad de tiempo y esta medido en Amperios [A], existen 
2 clases de corrientes.   
 Corriente directa o continua la cual se encuentra almacenada en bancos de baterías. 
 Corriente alterna es la que llega desde los transformadores eléctricos que van a los 
tableros eléctricos ubicado dentro de esta área en donde su función principal es 
abastecer a cada uno de los equipos de energía eléctrica. 
     En ambientes TIC la corriente eléctrica es considerada como el flujo eléctrico necesario 
para que el equipamiento alojado dentro del área funcione.  
2.4.4. Voltaje eléctrico. 
      (Schaum, 2001) manifiesta que el voltaje eléctrico es considerado una magnitud física con 
la que se puede cuantificar el potencial eléctrico entre dos puntos y su unidad de medida es el 
voltio (V). La unidad de voltaje es diferente en cada país por lo tanto si se adquiere equipos en 
otros países es aconsejable verificar a que voltaje trabaja dicho equipo, ya que en el Ecuador 
se trabaja con acometidas eléctricas de 120V, pero en caso de que el equipo trabaje a mayor 
voltaje se debe hacer solicitudes legales a la empresa eléctrica (Vallejo, 2003). 
2.4.5. Potencia eléctrica 
     (García, 2016) manifiesta que es la cantidad de energía eléctrica entregada o absorbida en 
un determinado tiempo por cada equipo, la potencia se mide en joule por segundo (J/seg) y se 
representa con la letra “P”. Un J/seg equivale a 1 watt (W). 
2.4.6. Acometida eléctrica 
     Esta acometida eléctrica debe ser independiente y autónoma del edificio y la otra acometida 
debe provenir de la planta generadora, avalando así que el CPD trabaje las 24 horas del día sin 
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ocasionar interrupción en sus servicios en caso de que la acometida principal digiera alguna 
avería o un corte inesperado. Esta acometida deberá partir desde el punto eléctrico comercial 
(transformador) más próximo a la inmediación (Schaum, 2001). 
2.4.7. Consumo eléctrico  
     Plasmar un previo estudio del consumo eléctrico consumido por cada uno de los equipos a 
instalarse en esta área, con el objetivo de prevenir cualquier tipo de accidentes ya que el 
consumo general de este espacio no deberá sobrepasar el 80% del consumo total entregada por 
el proveedor (Faradayos, 2015). 
2.4.8. Fase eléctrica  
     La fase eléctrica se considera la línea de transmisión que sigue la corriente eléctrica desde 
un transformador principal hacia el equipamiento de consumo, siempre referenciándose desde 
un punto neutro o cero. Las producciones y distribuciones eléctricas trifásicas permiten el 
transporte de energía más eficiente, pura y con menos esfuerzo mecánico. De allí, que para 
acometidas eléctricas en Centros de Datos y dependencias importantes se recomienda 
instalaciones eléctricas trifásicas (Schaum, 2001). 
2.4.9. Tableros Eléctricos 
     Es considerado como un equipo montable el cual está compuesto por dispositivos de 
protección y de maniobra cuyo objetivo es permitir proteger y operar a todos los equipos 
electrónicos alojados en esta área. 
2.4.9.1. Tablero principal de distribución del Edificio 
     Encargado del control del sistema principal eléctrico a través de la incorporación de 
dispositivos de protección y maniobra. Asume la conexión directa con la línea eléctrica 
principal del edificio y a continuación de él, se derivan los circuitos eléctricos secundarios.  
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2.4.9.2. Tablero Eléctrico Principal del Data Center 
     El tablero eléctrico es un dispositivo de conexión, control, medida, protección, alarma y 
señalización considerado como un componente imprescindible dentro de un CPD, cuya función 
principal es distribuir energía eléctrica hacia cada uno de los equipos alojados dentro del Data 
Center por medio de la red eléctrica proporcionada por el proveedor, una recomendación es 
que estos tableros deben estar alimentados por la generación eléctrica auxiliar que posea el 
edificio conocida como Planta Generadora (Lazcano, 2009). 
 Cada uno de los tableros deben estar obligatoriamente conectada al Sistema de puesta 
a tierra. 
2.4.9.3. Tablero de transferencia automática (TTA8) 
     La función principal de este tablero como su nombre lo dice según (Lazcano, 2009) es de 
cambiar de fuente de energía eléctrica automáticamente al detectar un corte inesperado, 
generando así que esta área quede totalmente energizada y no perder continuidad del servicio 
del CPD. 
2.4.9.4. Tablero Bypass (TB9) 
     Este tipo de tablero es utilizado cuando se desea hacer trabajos de mantenimiento y pruebas 
de UPS, sin ocasionar ningún daño ni corte del servicio dentro de la infraestructura del CPD, 
lo ideal es instalar un tablero Bypass por cada UPS alojado en esta área ( Asociación de 
Industrias de Telecomunicaciones TIA 942, 2005). 
 
 
                                                 
8 TTA: Tablero de Transferencia Automática  
9 TB: Tablero Bypass 
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2.4.9.4.1. Recomendaciones 
(Mejía, 2015) menciona que se debe tomar en cuenta las siguientes recomendaciones: 
 Por cada tablero de distribución de circuitos, se recomienda proveer de una barra de 
puesta a tierra aislada. 
 Todos los tableros de manera obligatoria deben encontrarse etiquetados de una manera 
clara, visible mostrando el (número o nombre del tablero correspondiente) e indicar que 
tipo de energía distribuye. 
 Considerar un factor de crecimiento entre un 30% y 40% en un inicio. 
2.4.10. Interruptores 
      (Enríquez, 2004) realiza una pequeña aclaración acerca de que todos los interruptores 
existentes en el Tablero Eléctrico deberán cumplir con la exigencia de conservar una etiqueta, 
misma que tiene la finalidad de indicar al circuito que sirve y/o al equipo conectado a él, esta 
etiqueta será de color verde, claramente visible y con un tamaño no menor a 2 cm mismas que 
deben ser ubicados en los interruptores principales y secundarios. 
2.4.3.10. Circuitos Derivados  
     Un circuito derivado parte desde el tablero eléctrico hasta los equipos terminales para 
alimentar una o varias cargas, se debe cuidar que no exceda una distancia de 50m de longitud. 
2.4.3.10.1. Circuitos derivados de propósito general  
     Son apropiados para instalaciones de alumbrado y/o tomacorrientes, en general estos 
circuitos se deben instalar con conductores de cobre #14 AWG con protecciones para 15[A] ( 
Enríquez Harper, 2005). 
2.4.3.10.2 Circuitos derivados de propósito específico  
     Este tipo de circuitos son apropiados para alimentar cargas eléctricas específicas y dedicadas 
como sistema de refrigeración, el calibre y el tipo de protección a emplear en estos circuitos 
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deberán definirse de acuerdo a la carga eléctrica final a alimentar como se muestra en la Tabla 
3 en donde se especifica a que voltaje trabaja el equipo.   
Tabla 3. Diámetro mínimo de conductores 
Tensión nominal del conductor  
[V] 
Calibre mínimo del conductor [AWG] 
cobre aluminio o 
aluminio recubierto 
de cobre 
De 0 a 2000 14  12  
De 2001 a 8000 8 8 
De 8001 a 15000 2 2 
De 15001 a 28000 1 1 
De 28001 a 35000 1/0 1/0 
Fuente: (National Fire protection Association 70, 2008)  
2.4.3.10.3 Circuitos derivados para electrodomésticos 
     Este tipo de circuitos es apropiado para electrodomésticos, equipos de telecomunicación y/o 
similares, generalmente para este tipo de circuitos se debe utilizar conductores #12 AWG con 
protecciones de 15 a 20 [A] (Enríquez, 2004). 
2.4.3.11. Valores de tensión máxima 
     Dentro del ambiente TIC cada circuito derivado puede abastecer un conjunto de cargas 
siempre y cuando este no supere el rango de 15-20 [A] de consumo. En caso de tener un 
consumo mayor al rango establecido anteriormente se debe asignar un circuito independiente 
para esa carga (Valdés, 2004). 
2.4.3.12 Calibre de los cables conductores  
     Según especifica el Código Nacional Eléctrico (NEC) Los conductores eléctricos que se 
instalan en los circuitos derivados para un Centro de Datos no deben ser menor a 12 AWG 
como se mencionó en la Tabla 3 del presente documento.   
2.4.3.13 Aislamiento de Conductores 
     Todos los conductores eléctricos empleados en las instalaciones de un Centro de Datos 
deben estar aislados desde el fabricante con materiales: no metálicos como él (hule), resistentes 
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a la humedad, retardantes a la flama y soportar una temperatura mínima de 75 ºC ( Enríquez 
Harper, 2005). 
2.4.3.14 Protecciones Eléctricas 
     Como protecciones dentro de un Centro de Datos se permiten únicamente la utilización se 
disyuntores, breakers eléctricos y supresores transitorios de voltaje queda de manera prohibida 
la utilización de fusibles, componentes térmicos u otros medios de protección tradicional. 
(Instituto Ecuatoriano De Normalización, 2009) 
La capacidad del breaker que se instale, no superara el 80% de la corriente eléctrica máxima 
soportada por el conductor, y su mecanismo deberá tener un tiempo de reacción no mayor a 25 
milisegundos (Phoenix Contact S.A.U., 2016). 
2.4.3.15. Supresor de Transitorios de Voltaje (TVSS) 
     Es un equipo de protección eléctrica que tiene la finalidad de reducir el exceso de voltajes 
transitorios que son causados por los fenómenos naturales, estos supresores de voltajes se 
presentan en forma de picos de voltajes superiores a los valores nominales soportados siendo 
así causante de des configuraciones y/o funcionamientos erróneos sin ninguna sincronización 
(ACEE, 2015). 
     Los TVSS se deberán conectar entre a la fase y tierra de un circuito derivado, para que la 
corriente eléctrica pase sobre él hacia la carga (en paralelo) y no directamente (en serie). 
(Espinosa Rangel, 2011) 
2.4.3.16.  Unidades de Distribución de Energía (UPS) 
    Estos UPS10 tiene la función de distribuir la energía eléctrica de manera regulada como 
muestra la Figura 11, hacia los diferentes racks de forma redundante con la garantía de que si 
                                                 
10 UPS: Unidad de distribución de Energía  
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se necesita hacer mantenimiento estos elementos no causarán  ningún daño a los equipos y 
tiene la finalidad de mejorar la eficiencia del CPD (Data Center Dynamics, 2013). Además, se 
debe tomar en cuenta que se debe asignar una UPS por cada rack o gabinete los cuales deben 
esta monitoreados y poseer conexiones múltiples (Villarrubia, 2012). 
 
Figura 11. Unidades de distribución de Energía (UPS) 
Fuente: (Pacio, 2014)  
2.4.3.16.1. Objetivo 
     Distribuir de forma regular y limpia la energía eléctrica hacia los racks donde se encuentran 
alojados los equipos activos del CPD (Data Center Dynamics, 2013). 
2.4.3.17. Instalaciones Eléctricas Adicionales  
 Se deberá contar al menos con un circuito eléctrico de 220 V/20 A independiente hacia el 
tablero general de distribución para el posible uso en un futuro de herramientas eléctricas de 
mantenimiento, industriales y/o reparación en el CDP. (Instituto Ecuatoriano De 
Normalización, 2009) 
2.4.3.18. Tomas 
     Permite conectar cada uno de los equipos finales a la red eléctrica para que funcione de 
manera adecuada. (Pacio, 2014) aconseja que se debe tomar en cuenta a que voltaje trabaja y 
cuanta corriente soporta cada uno de los dispositivos terminales hospedados en esta área. 
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2.4.3.19.  Generadores de Respaldo 
      (National Fire protection Association 70, 2008) señala que es considerado como sistemas 
de contingencia dimensionados a cubrir o satisfacer el 125% de la carga proyectada de todos 
los sistemas eléctricos alojados dentro del CPD como: centro de cómputo, climatización, 
control de acceso, CCTV11, monitoreo, alarmas del inmueble, incendio e iluminación 
(permanente y de emergencia). 
     Las mejores prácticas sugieren tener al menos 2 fuentes de alimentación distintas para cada 
equipo, de tal manera en caso de falla de una fuente la otra de respaldo ingresa a trabajar sin 
ocasionar interrupción en los servicios. (Pacio, 2014) manifiesta que son muy costosos y 
equitativamente más costo implica mejores condiciones de rendimiento. 
2.4.3.19.1. Ventilación 
     La ubicación donde se encuentre la planta generadora debe estar debidamente ventilada 
garantizando así de manera convincente que los elementos que componen la planta no sufran 
algún tipo de calentamiento (Narváez, 2016). 
2.4.3.19.2. Control de Acceso 
(Portilla, 2015) este espacio deberá ser de libre acceso únicamente para personal 
autorizado, ya que cualquier persona incógnita puede operar de modo incorrecto engendrando 
así daños irreversibles dentro de esta área. 
 2.4.3.19.3. Ubicación 
     (Cofitel, 2014) brinda algunos parámetros como contar previamente con un espacio mínimo 
de 0.91[m] perimetrales. Considerar espacios de entrada y salida libres se obstáculos con el 
objetivo de permitir cualquier cambio de equipo. 
                                                 
11 CCTV: Circuito Cerrado de Televisión.  
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2.4.3.20. Baterías 
     Las baterías en un CPD cumplen con la función de alimentar a los UPS, mismos que trabajan 
frente al corte de energía normal hasta que la planta generadora se active, por lo tanto deben 
estar constantemente monitoreadas ya que el daño en alguna celda de estas baterías podría 
disminuir  la vida útil de todo el banco  provocando así caída del sistema en un tiempo menor 
al estimado, las principales causas dañinas son estar expuesta a temperaturas altas, 
temperaturas inestables , sobrecarga, descargas, conexiones sueltas (Mora, 2016). Por lo que 
el Institute of Electrical and Electronics Enginers, recomienda seguir un calendario de posibles 
mantenimientos (Liebert EFC Unidad de Frecooling , 2014). 
2.4.3.20.1. Ubicación 
     Estas baterías deben estar debidamente alojadas en racks abiertos (Telecommunications 
Industry Association , 2011). 
2.4.3.21. Sistema de Puesta a tierra (SPT) 
     El SPT tiene la principal función de proporcionar seguridad de aterrizar a todas las 
corrientes parasitas del sistema eléctrico causadas por los fenómenos naturales no controlables. 
Una propicia conexión a tierra permite reducir alteraciones dentro de un CPD, el conductor 
utilizado para el SPT según los requerimientos que establece la Norma ANSI/TIA-942 debe 
ser al menos de 4AWG12 de cobre desnudo, este hilo debe estar debidamente enterrado a 1 m 
de profundidad como muestra la Figura 12. 
                                                 
12 AWG: American Wire Gauge América / Calibre del Cable.  
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Figura 12. SPT Sistema de puesta a tierra. 
Fuente: https://goo.gl/xzaxVC 
     (Centro Electrico Industrial, 2013) garantiza que el SPT es considerado como una vía directa 
de descarga hacia la tierra como se muestra en la Figura 13, con la finalidad de impedir que el 
usuario entre en contacto directamente con la electricidad, es decir que las personas que están 
manipulando los equipos no corra el riesgo de electrocutarse, cada uno de  los componentes 
del SPT varían en tamaño ya que depende al número de dispositivos que se desee proteger, 
mismo que no debe ser obviado dentro de un CPD. 
     Además (Centro Electrico Industrial, 2013) señala ciertos beneficios de tener un SPT como; 
Maximizar el tiempo de vida de los equipos, brindar seguridad al personal que labora en esta 
área, proteger instalaciones y equipos, asegurar el buen funcionamiento de equipos. 
 
Figura 13. Sistema de Puesta a Tierra. 
Fuente: https://goo.gl/gYxnTZ 
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2.4.3.21.1. Objetivo 
     Utilizar exigencias que establece la Norma ANSI/TIA/EIA 607 la cual detalla el esquema 
básico y los componentes necesarios de crear una vía directa de descarga hacia la tierra. 
2.4.3.21.2. Estructura de un SPT  
     El Sistema de Puesta a tierra está compuesto por varios TGB y TBB y un solo TMGB como 
se puede apreciar en la Figura 14. 
 
Figura 14. Estructura de un SPT 
Fuente: https://goo.gl/qGz7IC 
     TBB13 Columna de unión de telecomunicaciones, conecta la barra principal de tierra 
(TMGB) con cada una de las barras de tierra pertenecientes a los armarios ubicados en cada 
uno de  los pisos del edificio (TGB14), esta debe ser de cobre, su calibre varía dependiendo de 
la altura del edificio como se muestra en la Tabla 4, no debe considerarse ningún tipo de 
empalme en este trayecto cuya función principal es disminuir y ecualizar la diferencia de 
potencial eléctrico,  (TIA-607B, 2011). 
 
                                                 
13 TBB: Es la barra de tierra ubicada en el armario de telecomunicaciones o en la sala de equipos Sirve de punto 
central de conexión de tierra de los equipos de la sala. 
14 TGB: Es la barra de tierra ubicada en el armario de telecomunicaciones o en la sala de equipos Sirve de punto 
central de conexión de tierra de los equipos de la sala.   
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Tabla 4.Longitud y Calibre del TBB 
Longitud del TBB (m) Calibre (AWG) 
Menor a 4 6 
4 – 6 4 
6 – 8 3 
8 – 10 2 
10 – 13 1 
13 – 16 1/0 
16 – 20 2/0 
20-16 3/0 
Fuente: (Telecommunications Industry Association , 2011)  
TMGB15 (Barra principal de tierra para telecomunicaciones) debe ser elaborada por 
cobre o aleaciones de cobre con un mínimo de 95%tener un mínimo de conductividad, 
conexión única de tierra por edificio, considerado el punto de concentración de todos los TGB 
por medio del TBB, esta barra estará provista de orificios que permitirán la conexión de los 
dispositivos terminales de hardware por medio de tornillos y/o zapatas con el objetivo de 
quedar empalmado perfectamente,  variación entre 6,5mm de espesor y 100mm de ancho y de 
longitud variable muestra la Figura 15. 
  
Figura 15. Barra principal de Telecomunicaciones 
Fuente: https://goo.gl/X0Ta5t  
TGB (Barras de tierra para telecomunicaciones) de cobre con valores mínimos entre 
6,55mm de espesor y 50 mm de ancho de igual manera es variable en longitud dependiendo el 
                                                 
15 TMGB: Barra principal de tierra para telecomunicaciones 
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número de dispositivos que se requiera proteger, barra de tierra ubicada en cada uno de los 
armarios de telecomunicaciones de cada piso como muestra la Figura 16 (TIA-607B, 2011). 
 
Figura 16. SPT Barra de tierra de Telecomunicaciones 
Fuente: https://goo.gl/NllstC 
  
2.4.3.21.3 Ecualizador de Tierra (EG) 
Es el conductor eléctrico encargado de conectar los equipos de telecomunicaciones a la 
infraestructura de Puesta a Tierra (TGB). El calibre del conductor deberá ser como mínimo de 
las mismas características de los TBB empleados, pero nunca deberá ser menor a 6 AWG.  
2.4.3.21.4.  Inconvenientes 
     Una mala instalación del SPT provocará problemas directamente hacia los equipos o a las 
personas quienes laboran en esta área del CPD (Mejía, 2015). 
2.4.3.21.5. Electrodos a Tierra 
     Mediante barrillas, anillos o placas metálicas se conectan los dispositivos eléctricos y 
electrónicos a tierra, estos materiales deben ser fabricados de cobre solido revestido de acero 
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inoxidable galvanizado en caliente cumpliendo así con las exigencias del NRTL16, toda la 
longitud del electrodo no deberá tener cubiertas ni protecciones en toda su longitud es decir 
este material debe ser desnudo cuyas dimensiones mínimas deben ser de 2,4 m de longitud y 
12,7 mm de diámetro; en zonas muy proclives a relámpagos la longitud del electrodo no deberá 
ser menor a 3 m. (Telecommunications Industry Association , 2011) 
2.4.3.22. Malla de alta frecuencia 
     Esta malla de cobre de alta frecuencia entre (6 y 8 AWG) debe ser instalada bajo el piso 
técnico como se puede observar en la Figura 17, cuidando que no tenga ningún tipo de rose 
con alguna estructura metálica, cuya función es conectar las partes metálicas del piso técnico 
y de cada uno de los racks a esta malla como establece la Norma ( Asociación de Industrias de 
Telecomunicaciones TIA 942, 2005). 
 
Figura 17. Malla de Alta Frecuencia 
Fuente: https://goo.gl/BypTuq  
     
                                                 
16 NRTL: Laboratorio de Pruebas Reconocidos a Nivel Nacional 
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2.4.3.22.1. Objetivos 
(Energy & Protection System, 2014) Menciona algunos objetivos primordiales que 
tiene esta malla de alta frecuencia como: 
 Proteger infraestructura (Equipos e Instalaciones). 
 Estabilizar Voltajes. 
 Protección de personas y equipos ante interferencias electromagnéticas. 
 Garantiza respaldo y seguridad de la información.  
 Crear una vía directa de descarga hacia la tierra. 
2.4.3.23. Sistema de alimentación Ininterrumpida (SAI)   
     SAI17 también conocido como UPS es capaz de, eliminar los picos, las subidas y bajadas de 
tensión, además el ruido y los armónicos. Según el artículo del constructor eléctrico menciona 
que el 99 % de los fabricantes de UPS emplean baterías u otros elementos similares cuya 
finalidad es mantener la continuidad de la generación y alimentación eléctrica para el CPD, la 
energía eléctrica generada por un UPS esta almacenada en bancos de baterías, ya sean internos 
o externos. (Constructor Electrico, 2014). 
 2.4.3.23.1. Función: 
     El sistema de alimentación ininterrumpida se fundamenta en dos funciones principales:  
 Mantener la continuidad de la generación y alimentación eléctrica, en caso de falla del 
sistema principal eléctrico, a equipamiento TIC como; computadoras, equipos de 
monitoreo, racks, servidores (Narváez, 2016). 
 Este sistema SAI actúa al detectar la ausencia energía eléctrica hasta que la planta 
generadora entre en funcionamiento, es decir el SAI trabaja en un periodo de 5 a 30 
minutos, en caso de no poseer una planta generadora el SAI tiene la finalidad de brindar 
                                                 
17 SAI: Alimentación ininterrumpida para Centros de Datos 
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energía eléctrica a los equipos de telecomunicaciones hasta que se guarde el debido 
respaldo de los servidores del CPD. 
2.4.3.23.2. Objetivo 
(Compañía de Westcon Group, 2014) hace hincapié a cuatro objetivos que debe cumplir 
el Sistema de alimentación ininterrumpido.  
 Proteger servidores contra posible interrupción eléctrica. 
 Suministro eléctrico en caso de un apagón imprevisto. 
 Aseguramiento de la fiabilidad de la TI. 
 Disponibilidad de los datos. 
 2.4.3.23.3. Ubicación 
     En un lugar de acceso controlado, protegido contra el polvo y sobre todo con una 
climatización adecuada ya que así se garantiza mayor vida útil (Pacio, 2014). 
2.4.3.23.4 Batería 
     Almacena la energía necesaria y en caso de haber alguna interrupción tiene la finalidad de 
suministrar energía, según el tamaño de las baterías varia la autonomía del tiempo de suministro 
energético (Pacio, 2014). 
 2.4.3.23.5. Inversor 
     Debido a que en el CPD se alojan equipos que utilizan energía continua y alterna los 
inversores cumplen una función muy importante dentro de los UPS que es convertir la corriente 
continua CC18 de las baterías a corriente alterna la cual alimenta a los diversos dispositivos, 
además también realiza el trabajo inverso que es de la corriente alterna de la red transformar 
en continua y almacenar en las baterías del UPS (Pacio, 2014). 
                                                 
18 CC: Corriente Continua 
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2.4.3.23.6. Selladas 
     Este tipo de baterías pueden ser instaladas en lugares donde exista poca ventilación, otra de 
las ventajas es que no necesita mantenimiento y puede ser montadas en bastidores o armarios 
(Telecommunications Industry Association , 2011).  
2.4.3.23.7. Inundadas 
    Este tipo de batería garantiza mayor vida útil que las selladas, una de las desventajas es que 
requieren de mantenimiento periódico y ocupan mucho espacio por lo que es necesario instalar 
en lugares externos al CPD (Telecommunications Industry Association , 2011). 
2.4.3.23.8. Consideraciones 
     Según las especificaciones de (Telecommunications Industry Association , 2011) indica que 
se permitirá sistemas de UPS hasta de 100kW mismos que no deben tener bancos de baterías 
inundadas como se menciona en el apartado anterior, en caso de poseer UPS mayor a 100Kw 
se lo debe instalar en la parte externa del CPD. 
2.4.3.24. Etiqueta 
     El etiquetado en el subsistema eléctrico es un elemento de seguridad obligatoria, mismo que 
tiene un gran valor ya que la identificación errónea podría ser la principal causante de que se 
genere un corto circuito causando así daños irreversibles dentro del CPD, estos cables 
eléctricos deben estar debidamente etiquetados en sus dos extremos indicando el origen y el 
destino (números únicos) del conductor, lo ideal es indicar en el tablero eléctrico el número de 
circuito de servicio y que carga es la delegada a alimentar, el etiquetado se lo realizara de 
acuerdo a los colores establecidos en la Tabla 5 (Constructor Electrico, 2014). 
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Tabla 5. Identificación de los conductores 
Conductor  Color de cubierta  
Conductor de puesta a 
tierra(tierra física) 
Cubierta de aislamiento color verde, verde 
con franjas amarillas, o desnudo. 
Conductor de Puesta a Tierra 
(Neutro) 
Blanco, Gris 
Conductores activo o de Fase Distinto al color blanco, gris o verde 
Fuente: (González, 2016) 
 
2.4.3.25. Tendido 
     Para el tendido de este cableado eléctrico se debe hacer la utilización de charolas, bandejas, 
escalerillas metálicas de acero galvanizad en caliente o cualquier material resistentes a la 
corrosión y oxidación, garantizando así la protección mecánica de los cables y la continuidad 
eléctrica, además todos los accesorios utilizados para la instalación de las canaletas deben estar 
en buenas condiciones, al mismo tiempo debe tener una conexión a tierra de manera obligatoria 
de cada una de las bandejas (Instituto Ecuatoriano de Normalización, 2012). 
     Las canalizaciones del cableado eléctrico deben ir separadas de las canalizaciones de datos 
(Metro-Santiago, 2013). 
2.5.   Subsistema Mecánico 
     En este subsistema Mecánico se relaciona directamente con los mecanismos de control de 
Incendios, Ubicación de sensores, Circuito cerrado de televisión, Control de Acceso y Rutas 
de Evacuación.  
2.5.1. Sistema Control de Incendios 
     Como su nombre lo dice es el encargado de detectar un incendio dentro del Data Center por 
medio de sensores de humo, los cuales deben ser instalados dentro del área a protegerse. Todos 
los equipos alojados dentro de un Data Center son considerados potencialmente explosivos, 
además en caso de existir un incendio en estas inmediaciones el humo que se propaga es letal 
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y se expandirá   rápidamente con ayuda del sistema de aire acondicionado, amenazando así la 
vida de cualquier persona que se encuentre dentro del área o inclusive pérdida de los mismos 
equipos (Data Center Dynamics, 2012).  
2.5.1.1. Objetivos  
El sistema de Control de incendios debe cumplir con los siguientes objetivos: 
 Asegurar la integridad del personal que trabaja en esta área. 
 Preservar la seguridad de los equipos alojados en este espacio ya que funcionan como 
el cerebro de la empresa. 
 Detectar lo más temprano posible un conato de incendio. 
 Cuidar el medioambiente para lo cual se debe utilizar agentes limpios que no sea 
perjudicial para equipos ni para el personal que labora en esta área. 
 La Norma ANSI/TIA-942 en el sistema de protección contra incendios menciona que 
se debe cumplir con requerimientos que establece la Norma NFPA19 75 y 76 (Campus 
Parthy, 2013)  
 Independientemente el sistema contra incendios que sea manipulado dentro del CPD 
para la detención y extinción de incendios como detectores de humo y temperatura 
deben ser suficientemente sensibles, al igual que deben estar distribuidos de manera 
equilibrada en base a imposiciones de la Norma NFPA (Asociación Nacional de 
Protección contra el Fuego) con el objetivo de detectar cualquier tipo de anomalía a 
tiempo. 
2.5.1.2. Función 
     Estos sistemas de detención y extinción de incendio tienen la misión de trabajar a la par, es 
decir que si un detector actúa en caso de ocurrir un incendio emitirá de manera automática una 
                                                 
19 NFPA: National Fire Protection Association – Asociación Nacional de Protección contra el Fuego.  
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señal indicando que la alarma de extinción operé automáticamente expulsando la cantidad 
necesaria de gases químicos  con el objetivo de evitar que el fuego se propague (Pacio, 2014). 
2.5.1.3. Clasificación del Fuego 
     El fuego se clasifica en tres clases (National Fire protection Association 70, 2008): 
 Clase A: Ocasionado por materias comunes como papel, plásticos, madera y todas 
sus derivaciones. 
 Clase B: Compuestos y bases de pinturas, solventes y/o gases inflamables. 
 Clase C: Involucran equipos electrónicos y eléctricos energizados  
2.5.1.5. Solución 
    Utilizar mecanismos detectores como sensores visuales y audibles, además se recomienda 
utilizar sistemas de rociadores químicos para combatir cualquier tipo de incendio, estos se 
activarán al detectar temperatura mayor o igual a 74°C ( Asociación de Industrias de 
Telecomunicaciones TIA 942, 2005). 
2.5.1.6. Ubicación de Sensores 
(Pacio, 2014) Implanta la utilización de cinco tipos de sensores para la protección de un 
Data Center mismos que se detallan a continuación: 
 Sensores de Humo (Bajo el piso técnico y sobre el techo falso lo óptimo es instalar de 
manera alternada). 
 Sensores de Temperatura parte frontal y trasera de los racks, acreditados como pasillos 
fríos y calientes a una distancia de 1,40 y 1,70 cm, lo ideal es un sensor por cada 5 racks 
o gabinetes (Pacio, 2014). 
 Sensores de Humedad ideal en la mitad de cada pasillo frío, en la salida de aire de los 
servidores, en la parte frontal de la fila de racks, gabinetes siempre y cuando todo el 
equipamiento este instalado y debidamente funcionando, deben ser ubicados a 1,5m del 
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nivel del piso Técnico en caso de poseer (National Fire Protection Association 76, 
2005). 
 Sensores de Líquidos bajo el piso técnico y cerca de las unidades de refrigeración. 
 Sensores de Fuego deben ser ubicados en forma de Zigzag es decir de manera alternada 
entre el techo falso (en caso de poseer) y bajo el piso Técnico, la cobertura máxima de 
estos sensores es de 18,6 𝑚2 (Pacio, 2014). 
     La sensibilidad de cada uno de estos sensores nombrados anteriormente debe ser ajustados 
según las necesidades del usuario.      
2.5.2. Sistema de Aire Acondicionado. 
     Los sistemas de aire acondicionado deben estar diseñados y proyectados a mantener una 
temperatura no mayor a 25°C los siete días de la semana,  las veinte cuatro horas del día dentro 
de un Data Center (DataCenter Consultores, 2013). 
     Según establece la Norma ANSI/TIA-942 los pasillos fríos deben tener una separación 
(0,90m hasta 1,20m) y una temperatura no mayor a los 25°C. Por otra parte, los pasillos 
calientes deben mantener una separación de (0,6m a 0,9 m de ancho) a una temperatura que de 
36°C a 47°C ( Asociación de Industrias de Telecomunicaciones TIA 942, 2005). 
2.5.2.1. Clasificación  
     Según (Data Center Dynamics, 2013) menciona 2 tipos aire acondicionado: 
 Confort: Aseguran comodidad de las personas.  
 Precisión: Están diseñados para operar 365 días al año a capacidad pico y de manera 
constante. 
2.5.3. Circuito Cerrado de Televisión (CCTV) 
     Este equipamiento de video vigilancia  (cámaras) tanto externo como interno denominado 
circuito cerrado de televisión  tiene la finalidad de detectar, identificar y reconocer imagen,                              
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mismo que debe estar adecuadamente distribuido por todas las instalaciones externas e internas 
del CPD con el fin de monitorear y proteger toda el área, mismo que tiene la obligación de 
trabajar las 24 horas del día sin interrupciones (Junghanss R. , 2009). 
2.5.3.1. Características 
     Entre las principales características de un Circuito cerrado de televisión se debe tomar en 
cuenta que: 
 Este circuito cerrado de televisión consta de diversos componentes los cuales se 
encuentran enlazados entre sí, con el objetivo de captar y enviar imágenes tanto en la 
obscuridad como en la claridad. 
 La función de este CCTV es capturar sonidos e imágenes en la zona en donde albergan 
las cámaras de CCTV y automáticamente almacenarlo en un grabador de video de red 
(NVR20) o inclusive en una PC mediante una dirección IP designada, garantizando así 
la protección del espacio definido. 
2.5.3.2. Ubicación 
     Entrada principal, salida de emergencia, Zona de operación, pasillos de entrada y salida del 
CPD y zonas críticas, de la misma manera se debe ubicar en la parte exterior del CPD, ya que 
este circuito cerrado es capaz de trabajar en exteriores e interiores y operar con bajo nivel de 
luz, de esta manera se busca proteger toda el área sin dejar un solo rincón sin protección de 
seguridad (Junghanss R. , 2009). 
                                                 
20 NVR: Grabador de Video en Red  
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2.5.3.3. Funcionamiento 
     Estas cámaras deben estar aptas a trabajar las 24 horas del día sin presentar ningún tipo de 
anomalía dentro de este periodo, por lo que se recomienda utilizar un software robusto que 
permita el almacenamiento de las grabaciones (Junghanss R. , 2009). 
2.5.3.4. Ventajas que presentan las cámaras CCTV IP 
      Las principales ventajas que debe tener el circuito CCTVIP son: 
 Presentan buena resolución de imágenes y no se degradan con facilidad. 
 Hace uso de la red que se tenga en la institución. 
 Este sistema no se satura como las cámaras analógicas.  
2.5.3.5. Tipos 
     Fijas, móviles, automáticas rotatorias o controladas remotamente, para la implementación 
de las cámaras depende directamente de las necesidades y presupuesto de la empresa que aspire 
invertir (Junghanss R. , 2009). 
2.5.4. Control Biométrico  
     Un control biométrico es considerado como un mecanismo de seguridad el cual trabaja 
mediante la detección de rasgos vitales únicos característicos de cada usuario, generalmente 
este sistema debe ser instalado al lado derecho de la puerta principal en áreas donde el acceso 
debe ser controlado y registrado (SOYAL Access Control Systems, 2015).   
2.5.5. Señalización de Rutas de Evacuación  
      Rótulos luminosos, fosforescentes e indicando cada una de las advertencias y prohibiciones 
que pueden generarse dentro del CPD, mismo que deben ubicarse tanto en la parte exterior e 
interior de esta área, en donde sea fácilmente visible para el usuario, estos rótulos de diversos 
colores deben estará ubicados a una distancia no mayor a 2m del piso técnico, cada color tiene 
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una función específica como muestra en la Tabla 6, esto rótulos deben ser de un material 
inflamable. (Instituto Ecuatoriano de Normalización, 2012) 
Tabla 6. Colores de Señalización de las Rutas de Evacuación  
COLOR FUNCIÓN 
Verde Ofrecer información de seguridad como rutas de escape, salidas de 
emergencia. 
Amarillo Indica peligros relacionados con el fuego, explosión, posibles obstáculos. 
Rojo Revelar la ubicación  del equipo contra incendios. 
Fuente: (Instituto Ecuatoriano de Normalización, 2012)   
2.6. Subsistema de Telecomunicaciones 
     En este Subsistema se va a describir todo lo referente a Medios Guiados, Áreas Funcionales, 
Sistema de cableado estructurado, Racks y Sistema de Climatización.  
2.6.1.  Áreas Funcionales 
     La Norma ANSI/TIA-942 sugiere que un Data Center debe seguir una topología estrella  
formado por una sala de entrada, el área principal de distribución (MDA), área de distribución 
horizontal (HDA), el área de distribución de la zona (ZDA) y área de distribución de equipos 
(EDA), cada una de estas áreas tiene una función en especial como se muestra en la Figura 18 
( Asociación de Industrias de Telecomunicaciones TIA 942, 2005). 
 
Figura 18. Topología estrella de un Data Center. 
Fuente: ( Asociación de Industrias de Telecomunicaciones TIA 942, 2005)  
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2.6.1.1. Cuarto de entrada (ER) 
     Aquí se recibe los servicios entregados por los proveedores, mismo que es considerado 
como el espacio de intersección entre el cableado vertical del CPD (interno) con el cableado 
externo de las operadoras proveedores de telecomunicación, cuya función es brindar servicios 
de telecomunicación a todos sus departamentos. ( Asociación de Industrias de 
Telecomunicaciones TIA 942, 2005). 
2.6.1.2. Área de distribución Principal (MDA) 
     Este espacio debe estar ubicado dentro de ER y no superar una distancia de 90m, en esta 
área se alojarán esencialmente equipos informáticos como servidores, equipos LAN21, SAN22, 
PBX23, Ruteadores centrales, Switch troncales por lo que es un área critica mismo que necesita 
seguridad física, si se encuentra en un lugar cerrado este debe estar debidamente equipado con 
HVAC, UPS Y UPS, además es considerado como conexión cruzada principal para el cableado 
( Asociación de Industrias de Telecomunicaciones TIA 942, 2005). 
2.6.1.3. Área de distribución Horizontal (HDA) 
    Calificado como el eje central donde se realizan todas las conexiones cruzadas horizontales 
hacia el área de trabajo, en un edificio puede existir una, varias o ninguna área de distribución 
horizontal en cada piso según las necesidades de la empresa, El área de distribución horizontal 
normalmente incluye Switches LAN, SAN y conmutadores ( Asociación de Industrias de 
Telecomunicaciones TIA 942, 2005). 
2.6.1.4.  Área De Distribución de Equipos (EDA) 
Son los puntos de conexión para equipos terminales, estas conexiones no deben superar la 
distancia de 15m. 
                                                 
21 LAN: Red de Área Local   
22 SAN: Red de Área de Almacenamiento   
23 PBX: Red Telefónica Privada   
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2.6.1.5.  Área De Distribución De Zona (ZDA) 
     Punto de conexión de cableado horizontal, esta área es opcional dentro del Data Center 
misma que se encuentra ubicada entre el HDA y EDA se recomienda que su ubicación se lo 
realice por debajo del piso técnico con el objetivo de ahorrar espacio, pero se debe tomar en 
cuenta que no debe existir interconexiones cruzadas, ni sobrepasar el límite de 288 cables 
cruzados o coaxiales, esta área tiene el objetivo de proporcionar mayor flexibilidad al Data 
Center. ( Asociación de Industrias de Telecomunicaciones TIA 942, 2005) 
2.6.1.6. Cuarto de Telecomunicaciones (TR) 
     Esta área tiene la función de monitorizar todos los equipos que se encuentran alojados 
exclusivamente en este cuarto de telecomunicaciones a través de conexiones remotas, puede 
existir más de un TR en un edificio en caso de ser necesario, lo recomendable es que en esta 
área se cuente con 2 entradas de fibra óptica que posean caminos y proveedores diferentes en 
caso de ocurrir un falla con cualquier de los proveedores no se perderá el servicio para la 
empresa ( Asociación de Industrias de Telecomunicaciones TIA 942, 2005). 
2.6.1.7.  Áreas o Estaciones de Trabajo (WA) 
     Este es el punto terminal del cableado horizontal, considerado el punto de conexión para el 
usuario desde la placa o punto de red hasta el equipo final, según establece la Norma 
ANSI/TIA-942 es instalar un punto doble cada 8m2. ( Asociación de Industrias de 
Telecomunicaciones TIA 942, 2005) 
2.6.2. Sistema de cableado estructurado (SCS) 
     Este SCS en una metodología utilizada en el diseño de Data Centers basado en estándares 
que son utilizados para la distribución del cableado (Pacio, 2014). 
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2.6.2.1. Cableado Vertical o Backbone 
     Interconecta diferentes cuartos de equipos, áreas de trabajo, acometidas, también es 
considerado como el enlace terminal entre proveedores, previamente debe soportar servicios 
actuales y futuros en un lapso de 3 a 10 años mínimo ( Asociación de Industrias de 
Telecomunicaciones TIA 942, 2005). 
La conexión debe ser en topología estrella, no más de 2 niveles de conexión cruzada, 
se permite solo una conexión intermedia entre la conexión cruzada principal DC y la conexión 
horizontal HC como se muestra en la Figura 19. 
 
Figura 19. Topología estrella de backbone 
Fuente: ( Asociación de Industrias de Telecomunicaciones TIA 942, 2005 ) 
 
2.6.2.1.1. Tendido 
     Para el tendido de este cableado se hará uso específico de canaletas, charolas, escalerillas 
de materiales rígidos y metálicos con características anticorrosivas en toda su extensión con el 
fin de evitar interferencia electromagnética, estas canaletas deben ir acorde al número de cables 
que se desee transportar por este medio, teniendo en cuenta un posible crecimiento en un futuro, 
por lo cual se recomienda en sus inicios no ocupar más del 80% de su capacidad total, en la 
Tabla 7 se puede apreciar algunas dimensiones de canaletas y para cuantos cables están 
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disponibles cada una de estas ( Asociación de Industrias de Telecomunicaciones TIA 942, 
2005). 
Tabla 7. Tamaño y Capacidad de canaletas para el tendido del cableado  
Medidas  Capacidad  
15x10mm.  1 cable  
24x14mm 4 cables 
39x18mm 8 cables 
60x22mm  20 cables 
65x45mm 30 cables 
100x50mm 50 cables  
Fuente: (Elemsin Instalaciones, 2016)  
2.6.2.1.2. Distancia máxima para los diferentes medios guiados de transmisión. 
     La Norma ANSI/TIA-942 establece ciertas distancias dependiendo el tipo de cable a 
utilizarse como se explica posteriormente: 
 Cables UTP (800m) Voz. 
 Cable STP (90m) Datos. 
 Cable de fibra óptica Monomodo (3000m) Datos. 
 Cables de fibra óptica Multimodo (2000m) Datos. 
2.6.2.2. Racks 
     Rack o gabinete de telecomunicación denominado soporte metálico que tiene la función de 
hospedar o albergar dispositivos electrónicos de comunicación e informáticos como pc, Switch, 
routers, etc. Con el fin de mantener el orden y permitir gestionar los equipos con mayor 
seguridad, estos racks tienen rieles de montaje lateral para facilitar la ubicación de diversos 
equipos cuyas medidas son Normalizadas ( Asociación de Industrias de Telecomunicaciones 
TIA 942, 2005). 
2.6.2.2.1.  Importancia 
     Estos rack o gabinetes deben estar constantemente en mantenimiento debido a que aquí se 
alojan    los equipos activos que hacen que el CPD funcione, otro de los puntos importantes es 
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considerar un rango de temperatura de 15 °C a 25 °C para que estos equipos trabajen de manera 
óptima ( Asociación de Industrias de Telecomunicaciones TIA 942, 2005). 
2.6.2.2.2.  Especificaciones 
     La Norma ANSI/TIA-942 implanta algunos detalles que deben cumplir los racks como: 
 Medir de 2,13m a 2,4m. 
 Poseer puertas con cerraduras para evitar una manipulación inadecuada hacia los 
equipos TIC. 
 Estos gabinetes deben tener rieles de (42 o más unidades de Racks) delanteros y traseras 
ajustables. 
 Considerar la organización tanto de cables horizontales como verticales. 
 Adicionalmente según las necesidades o presupuesto de la empresa se puede instalar 
ventiladores internos, sensores de presencia, temperatura alarma mismo que implica 
mayor costo y seguridad para el CPD. 
 Estos racks deben tener acabados especiales que sea resistente a arañazos y polvo. 
 En el piso técnico se debe colocar paneles perforados como muestra la Figura 20, con 
el objetivo de generar aire frio hacia los racks ( Asociación de Industrias de 
Telecomunicaciones TIA 942, 2005). 
 
Figura 20. Panel Perforado 
Fuente: https://goo.gl/46ackw 
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2.6.2.2.3. Tipos 
     La Norma ANSI/TIA-942 recomienda 2 tipos de rack ver Figura 21 según los 
requerimientos de la empresa y el valor que desea invertir la empresa. 
- De piso (de dos o cuatro postes) 
- De pared 
 
Figura 21. Infraestructura de Racks 
Fuete: https://goo.gl/9QT8hr  
2.6.2.2.4. Instalación 
     Estos equipos independientemente sea de piso o de pared deben encontrarse sujetados o 
atornillados de manera eficaz a la baldosa o pared ( Asociación de Industrias de 
Telecomunicaciones TIA 942, 2005). 
2.6.2.2.5.  Diseño de pasillos 
     Los racks siguen un patrón alterno que trata de estar alineados la parte delantera de una fila 
con la parte delantera de otra fila (considerar 1m a 1,20m de separación), asimismo la parte 
trasera de los racks con la otra parte trasera de la nueva fila (0,60m a 1m) manteniendo así una 
temperatura adecuada entre los pasillos fríos una temperatura menor a 25°C y pasillos calientes  
en un rango de 36°C a 47°C ( Asociación de Industrias de Telecomunicaciones TIA 942, 2005). 
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     Basado en recomendaciones de la Norma ANSI/TIA-942 lo óptimo es diseñar pasillos 
intercalados uno frío (parte frontal) y otro caliente (parte trasera) como se puede apreciar en la 
Figura 22 ( Asociación de Industrias de Telecomunicaciones TIA 942, 2005). 
 
Figura 22.  Pasillos Fríos y Calientes 
Fuente: https://goo.gl/c6AbR2 
2.6.2.3.  Cableado Horizontal  
     El cableado horizontal cumple con la función principal que es el encaminamiento del 
cableado desde el CPD o armarios de Telecomunicaciones hacia sus diferentes áreas trabajo. 
No debe superar la distancia de 90m desde el área de trabajo hasta el panel de interconexión 
del armario de telecomunicaciones como se puede ver en la Figura 23, lo óptimo es utilizar 
topología estrella. 
 
Figura 23. Distancias máximas para el Cableado Horizontal 
Fuente: https://goo.gl/5lXVau  
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2.6.2.3.1. Patch panel 
     Regleta metálica alojada en el rack denominado Panel de conexión mismo que esta delegado 
a recibir todas las conexiones provenientes de los diferentes equipos de conectividad como se 
puede apreciar en la Figura 24, sirviendo a la vez como un organizador del cableado 
estructurado permitiendo cambios de forma rápida y sencilla, existes regletas de diferentes 
tamaños el cual dependerá de las necesidades de la empresa normalmente de 24 o 48 puertos 
en cada panel. 
 
Figura 24. Patch Panel 
Fuente: https://goo.gl/t8JUbX  
     Cada uno de estos puertos pueden ser conectados a diferentes Switch, router o cualquier 
dispositivo de telecomunicaciones situado dentro del Rack mediante patchcords facilitando así 
la administración de las diferentes redes existentes dentro del CPD, cada uno de los puertos 
debe estar adecuadamente etiquetados igual que los cables que se colocarán aquí en este 
elemento. 
2.6.2.3.2.  Patchcords 
     Para la construcción de los patchcords deberá instalarse conectores RJ45 Plug en sus dos 
extremos ver Figura 25. Siguiendo un código de colores adecuado que establece la normativa 
del estándar T568A o T568B dependiendo los acuerdos que tenga la empresa (Asociación de 
Industrias de Telecomunicaciones TIA 568 C.2, 2009). 
 
Figura 25. Patch Cords 
Fuente: https://goo.gl/ufKU8l  
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Normas EIA/TIA-568A y EIA/TIA-568B para cable UTP 
     Los cables para comunicaciones tienen un código de colores establecido como implanta la 
Norma TIA/EIA-568-A y TIA/EIA-568-B, el uso del código de colores asegura la uniformidad 
en la identificación de cada par de cable. La Norma a utilizarse depende de los acuerdos que 
tenga la empresa ya que el mismo código se debe utilizar para las presentes y futuras 
instalaciones, este cable debe ser certificado por medio de aparatos aptos para este fin como 
testeadores con el objetivo de asegurar el funcionamiento. Las Normas a utilizarse se detalla 
en la Figura 26. 
 
Figura 26. Código de colores aptos para cable UTP 
Fuente: https://goo.gl/kZjjCH 
2.6.2.3.3. Organizador de cables 
     Son elementos metálicos con cierta flexibilidad ver Figura 27, en donde los cables ingresan 
desde el piso o desde el techo, utilizar Organizadores de cables horizontales y verticales 
alojados dentro de los mismos racks ayuda a la organización del cableado dentro del CPD, 
(Pacio, 2014). 
 
Figura 27. Organizador de Cables 
Fuente:  https://goo.gl/gYULBe 
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2.7.  Resumen de un Análisis De Requerimientos Para Un Data Center Tipo Tier I 
     Según la Norma ANSI/TIA-942 se define algunos parámetros en cada uno de sus 
subsistemas con el fin de cumplir las necesidades de un Data Center Tipo Tier I. 
2.7.1. Telecomunicaciones 
     Dentro del sistema de telecomunicaciones se debe cumplir con los siguientes 
requerimientos: 
 Seguir una topología estrella. 
 Contar con las áreas funcionales básicas como Cuarto de Entrada, Área de Distribución 
Principal, Área de Distribución Horizontal (Opcional), Cableado Horizontal, Cableado 
de Backbone y Áreas de Trabajo. 
 El cableado horizontal deberá cumplir con especificaciones de la Norma 
ANSI/TIA/EIA 568 C, en donde recomienda no exceder los 90 m en su tendido. 
 En el recorrido utilizar canaletas en buenas condiciones y considerar expansiones en un 
futuro. 
2.7.2. Requerimiento de Arquitectura 
          Dentro del sistema Arquitectura se debe cumplir con las siguientes exigencias: 
 La infraestructura para el CPD puede ser implementado en cualquier tipo de 
construcción. 
 Condiciones ambientales aceptadas varia en el rango de 19 a 25 ºC. 
 La inmediación debe estar ubicado en una Zona Central. 
 El estudio geográfico sobre vibraciones sísmicas no es obligatorio. 
 Altura mínima de 2.6 m entre piso (técnico o real) y el techo de cielo raso. 
 No se debe considerar tener ningún paso de tuberías, instalaciones hidráulicas y/o 
sanitarias. 
60 
 
 Tomar en cuenta posible escalabilidad en el área del Centro de Proceso de Datos con 
el objetivo de no causar daños dentro de la infraestructura. 
 No se exige, pero si se recomienda, la instalación de sistemas de Piso Técnico y Cielo 
Raso. 
 Poseer una puerta metálica de 1 m de ancho por 2.13 m de alto. 
 No está permitido dentro de la infraestructura tener ventanas, ventanales o cualquier 
tipo de orificio por el cual pueden ingresar partículas de polvo. 
 La colocación de pintura epóxicas y antiestática en los muros perimetrales no es 
obligatoria, pero si recomendable. 
 Iluminación de 500 lux medidos en el plano horizontal y 200 lux en el plano vertical. 
2.7.3. Requerimientos Eléctricos 
     Dentro del subsistema Eléctrico se debe tomar en cuenta con cada uno de los requerimientos 
detallados posteriormente:  
 Realizar el cálculo del consumo eléctrico. 
 Tener un Tablero eléctrico con las protecciones básicas aptas para el Data Center, 
 Protecciones eléctricas contra sobre voltajes, sobre-corrientes y sus variaciones. 
 El calibre de los cables eléctricos que se empleen, serán seleccionados de acuerdo a 
las especificaciones de la NFPA 70. 
 Los conductores eléctricos deben tener su respectivo etiquetado en sus dos extremos, 
refiriéndose al circuito y tablero de correspondencia. 
 Todos los accesorios utilizados para el tendido eléctrico como tornillos, tuercas, pernos 
y bandejas deben ser estrictamente metálicas.  
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 La instalación de Ups no es obligatoria, pero si recomendable con el objetivo de que si 
exista un corte de energía eléctrica con los ups se puede mantener energizado los 
servidores hasta poder guardar los respaldos de la información.   
 Se requiere mínimo un Sistema de Puesta a Tierra Básico, la Norma ANSI/TIA-942 
recomienda la utilización de la Norma TIA EIA 607 B la cual recomienda la instalación 
de las barras TBB, TGB, TMGB. 
2.7.4. Subsistema Mecánicos  
     El subsistema Mecánico debe cumplir con las siguientes características:  
 Se recomienda la utilización de un sistema Básico para la detección y extinción de 
incendios.  
 Sensores de humo y liquido no son necesarios, pero si recomendable con el objetivo de 
mantener seguro el lugar. 
 La Norma ANSI7TIA-942 no recomienda el uso del CCTV. 
 Sistema de refrigeración básico que sea suficiente para las cargas actuales y futuras y 
no redundante. 
 Instalación de Puerta de Seguridad con características: anti-robos, retardantes al fuego, 
control de acceso, cierre hermético y metálica.  
 Ubicación de señaléticas internas y externas al CDP de colores de acuerdo a su 
descripción: verde – información, amarillo – prevención y/o advertencias, rojo – peligro 
o restricciones. 
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Capítulo III. Situación Actual  
    El presente capítulo trata de un estudio acerca de las condiciones actuales en las que se 
encuentra el Data Center del (Gobierno Autónomo Descentralizado Municipal de Otavalo), en 
este capítulo se analizará en qué estado se encuentran cada uno de los subsistemas, 
infraestructura, entornos ambientales, instalaciones eléctricas, y demás exigencias que abarca 
la Norma ANSI/TIA-942. Después del análisis realizado basado en las exigencias de la Norma 
guía se procederá al levantamiento de información con el fin de corregir todas las falencias que 
se tengan actualmente.  
     En este capítulo de Situación Actual no se detallará equipos específicamente, debido a que 
es una institución gubernamental y puede generarse cualquier atentado por parte de terceras 
personas. 
3.1. Descripción de la Institución  
     El Gobierno Autónomo Descentralizado Municipal de Otavalo se encuentra ubicado en 
provincia de Imbabura, en la región Norte del Ecuador, situado en el centro de la cuidad como 
muestra la Figura 28. Frente al parque Central Simón Bolívar en las calles Antonio José de 
Sucre y Simón Bolívar. 
 
Figura 28. Gobierno Autónomo Descentralizado Municipal del Cantón Otavalo 
Fuente: https://goo.gl/Zt0q7a 
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3.1.1. Compromiso 
     Trabajar con transparencia en beneficio de los habitantes urbanos y rurales del Cantón 
Otavalo y fortalecer las políticas públicas que permitan materializar los objetivos trazados a 
favor de la colectividad y cumplir a cabalidad con lo que determina el marco legal vigente 
(Gobierno Autónomo Descentralizado Municipal de Otavalo, 2016). 
3.1.2. Misión Institucional  
     Mejorar las condiciones de vida de población cantonal a través de la implementación de 
proyectos y actividades que promueven el desarrollo productivo y turístico, el fortalecimiento 
social – intercultural, una buena gestión ambiental y el fortalecimiento y desarrollo 
institucional cantonal. 
3.1.3. Visión Institucional  
     Liderar los procesos de desarrollo local a nivel nacional, de manera sustentable, respetando 
el ambiente, promoviendo la interculturalidad, la inclusión social, el turismo y la equidad de 
género, generando productos y servicios públicos de calidad, con talento humano idóneo y 
capacitado (Gobierno Autónomo Descentralizado Municipal de Otavalo, 2016). 
3.1.4. Objetivos Institucionales 
     El Gobierno Autónomo Descentralizado Municipal de Otavalo se basa es seis objetivos 
fundamentales los cuales se detallan a continuación:  
 Fomentar, fortalecer y desarrollar actividades, en los sectores agropecuario, industrial, 
artesanal, turístico, comercial y de servicios, generadoras de articulaciones productivas 
para impulsar la cohesión económica cantonal en concordancia con las competencias 
constitucionales y legales. 
 Propender al Buen Vivir dentro de la convivencia intercultural, multiétnica y el respeto al 
patrimonio cultural, para construir una sociedad más justa, equitativa e inclusiva. 
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 Conservar y manejar sustentable y sosteniblemente los recursos: agua, suelo, aire, 
biodiversidad, diversidad y el patrimonio natural, realizar la prevención y mitigación de la 
contaminación ambiental y riesgos naturales. 
 Lograr la articulación del tejido social a través del fortalecimiento institucional, 
organizativo y participativo ciudadano generando e innovando formas de control social y 
rendición de cuentas de sus autoridades a la ciudadanía y viceversa para una eficiente y 
eficaz gestión en el territorio. 
 Promover el ordenamiento territorial equilibrado y equitativo que mejore la relación urbano 
rural de manera acogedora, segura, en armonía con el ambiente e identidad cultural. 
 Mejorar la viabilidad y la gestión del servicio se transporte y con amplia cobertura. 
3.1.5. Estructura Orgánica Funcional 
     En la Figura 29,30, 31 y 32 se da a conocer la organización Principal del Gobierno 
Autónomo Descentralizado Municipal De Otavalo Municipal de Otavalo. 
 
Figura 29. Estructura Orgánica Funcional 
Fuente: GADMO 
 
NIVEL DIRECTIVO
NIVEL ASESOR
NIVEL DE APOYO
NIVEL OPERATIVO
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3.1.5.1. Nivel Directivo 
 
Figura 30. Nivel Directivo 
Fuente: GADMO 
 
3.1.5.2. Nivel Asesor  
 
Figura 31. Nivel Asesor 
Fuente: GADMO 
 
3.1.5.3. Nivel de Apoyo 
 
Figura 32. Nivel de Apoyo 
Fuente: (Gobierno Autónomo Descentralizado Municipal de Otavalo, 2016)  
 
     El Gobierno Autónomo Descentralizado Municipal de Otavalo actualmente cuenta con 3 
edificaciones denominadas Edificio Principal, Edificio Nuevo y Edificio 2, en la Tabla 8 se 
muestra la localización de las diferentes oficinas las cuales representas áreas de trabajo que se 
encuentran distribuidas dentro de estas edificaciones.  
Alcaldia
Consejo Municipal
Asamblea Cantonal
Nivel Asesor
Procuraduría Síndica
Comunicación Social
Auditoría Interna
Nivel de Apoyo
Gestión Financiera
Gestión Administrativa
Gestión de Talento 
Humano
Secretaría General y de 
Concejo
66 
 
Tabla 8. Áreas de Trabajo del GADMO 
Edificio Oficinas Puntos de red 
Principal 
Coordinación General 8 
Alcaldía 4 
Secretaria General 6 
Auditoria Interna 4 
Participación Ciudadana 11 
Sala de Capacitación 3 
Topografía 16 
Sala de Sesiones 14 
Planificación 32 
Comunicación 17 
Informática 30 
Jurídico 12 
Comisaria 6 
Bodega 4 
Dirección administrativa 25 
Avalúos y Catastros 25 
Gestión Ambiental 20 
Gestión Social 16 
Archivo 3 
Servicios Generales 2 
Consejo de la Niñez 10 
Obras Públicas 20 
Talento Humano 12 
Nuevo 
Tesorería 2 
Recaudación 3 
Finanzas 30 
Fiscalización 2 
Rentas 2 
Ventanilla de Servicios 13 
Contabilidad 2 
Edificio 2 
Enfermería  2 
Fondo de cesantía  4 
Total  358 
Fuente: GADMO 
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3.2. Subsistema de Arquitectura 
      En este Subsistema de Arquitectura se detallará algunos parámetros como la ubicación del 
Data Center, como es el acceso actual hacia el Data Center, paredes, ventanas, techo, piso 
verdadero y falso. 
3.2.1. Ubicación actual del Data Center 
     Actualmente el Data Center del Gobierno Autónomo Descentralizado Municipal de Otavalo 
no se encuentra situado en una ubicación adecuada, ya que esta área se encuentra localizada en 
la planta alta (tercer piso) de la edificación nueva como se aprecia en la Figura 33 marcado de 
color rojo, con lo que se tiene mayor dificultad a la hora de trasportar equipos, además el 
camino de acceso a esta área posee gradas de 1m de ancho en todo su trayecto.  
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Figura 33.Ubicación actual del Cuarto de Equipos 
 Fuente: GADMO
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3.2.2. Acceso a el área del Data Center 
     Uno de los requerimientos que establece la Norma ANSI/TIA-942 es poseer fácil acceso 
para equipos y para el personal que labora en esta área, mismo que no se está cumpliendo a 
cabalidad debido a que si se quiere realizar el cambio de alguno de estos equipos TI implica 
mucho esfuerzo físico para el personal técnico, corriendo el riesgo de que el equipo sufra algún 
incidente a lo largo del trayecto, una de las causas es que esta área está ubicada en el cuarto 
piso, otra causa es que el trayecto posee gradas de 1 metro de longitud como se puede observar 
en la Figura 34 literal a y b. 
 
  a)                                                b) 
Figura 34. Acceso al Área del CPD a) y b) 
Fuente: GADMO 
3.2.3. Paredes  
     La Norma ANSI/TIA-942 en uno de sus apartados menciona que las paredes deben ser de 
un material rígido y color claro de preferencia blanco con el objetivo de mejor la reflexión de 
la luz, además se recomienda la utilización de pintura con propiedades antiestáticas, 
actualmente esta infraestructura está construida con un material sólido como el concreto 
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armado 0, 20m de ancho, pintadas de color beige, esta pintura es común y corriente misma que 
no cuenta con ninguna propiedad antiestática. 
3.2.4. Ventanas 
     En la Norma antes mencionada una de las exigencias es que no exista ni una sola ventana 
dentro de la infraestructura ya que esta área debe estar totalmente cerrada, misma que no se 
está cumpliendo, ya que actualmente existe 3 ventas dentro del área, la primera ventana es de 
2,23 m de largo por 1,45 m de ancho cubriendo la mayor parte del área de la parte delantera 
del CPD como se puede observar en la Figura 35 literal a, la segunda ventana es de 2,88 m de 
largo por 0,83m de ancho como muestra la Figura 35 literal b y la última ventana dentro de 
esta área es de 1,10m de largo por 0,82m de ancho como se puede observar en la Figura 35 
literal c. Estas ventanas hacen que los rayos solares entren con facilidad a esta área del cuarto 
de equipos debido a que las cortinas que se utilizan para cubrir la ventana es de un color claro 
y de persianas muy separadas, lo cual provocando que existan espacios libres para el fácil 
ingreso de rayos solares hacia los equipos de Telecomunicación y de esta manera es causante 
del aumento de la carga de calor y disminución de la vida útil de los equipos, además esta zona 
de la ventana podría originar el ingreso de partículas de polvo las cuales provocaran que los 
equipos se calienten y no trabajen de manera adecuada. 
 
a) Ventana 1 
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b) Ventana 2                                                           c) Ventana 3 
Figura 35. Ventanas del CPD a) Ventana1, b) ventana 2, c) Ventana 3 
Fuente: GADMO 
3.2.5. Techo Verdadero  
     Techo verdadero si cumple con los requerimientos que la Norma sugiere, el ser de material 
sólido como el concreto armado resistentes al fuego en un lapso mínimo de 90 minutos y sobre 
todo resistente a filtraciones de agua en caso de lluvia el cual tiene un espesor de 0,40m. 
3.2.6. Techo falso  
     Actualmente se encuentra instalado una estructura de techo falso con placas de fibra 
minerales misma que presenta gran resistencia a la humedad, garantizando estabilidad y 
durabilidad, es decir se encuentran en buen estado y es de color blanco colocado a 0,20 m desde 
el techo verdadero. 
3.2.7. Piso falso  
     Actualmente no posee. 
3.2.8. Piso verdadero 
     Está formado de concreto armado y sobre este piso se encuentra colocado baldosas 
decorativas de color beige que no cuenta con propiedades antiestáticas como se puede observar 
en la Figura 36. 
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Figura 36. Piso Verdadero 
Fuente: GADMO 
3.2.9. Drenaje 
     Al presente para desagües no existe ningún tipo de drenaje, actualmente se cuenta con un 
muro de 10 cm de altura el cual evita que el agua ingrese a esta área con facilidad como se 
puede apreciar en la Figura 37, pero no se considera suficiente ya que el aire acondicionado 
funciona con agua, el cual podría generar una inundación interna y el agua en esta área quedaría 
estancada dentro del CPD, debido a que este pequeño muro no permite la entrada ni la salida 
de agua con facilidad. 
 
Figura 37. Muro que impide la entrada de agua 
Fuente: GADMO 
3.2.10. Rampa de acceso 
     No existe ningún tipo de rampa de acceso ya que la construcción de este elemento se 
considera necesario solo cuando se tiene implementado un piso falso, pero como en este caso 
no se cuenta con piso falso por lo tanto tampoco es necesario una rampa de acceso.  
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3.2.11. Puerta principal 
     Actualmente existen 3 puertas antes de llegar al Data Center, la primera puerta  Figura 38 
literal a es de cristal con cerradura metálica cuya seguridad no es suficientemente y se encuentra 
ubicada en el tercer piso, la segunda puerta Figura 38 literal b se encuentra ubicado en el cuarto 
piso y posee dos cerraduras resistentes y la última puerta de ingreso al Data Center  literal c 
como muestra la Figura 38 no posee ningún tipo de control de acceso además, esta puerta según 
la Norma ANSI/TIA-942 debe ser de materiales no combustibles como el metal, abatir hacia 
afuera, ser a prueba de balas, cumplir con mediciones como 1m de ancho y 2,13 de alto, 
actualmente esta puerta es de madera, no posee ningún tipo de control de acceso biométrico, 
cuyas dimensiones son de 2,30m de alto por 0,86m de ancho, además cuenta con un espacio de 
vidrio en la parte superior lo cual provoca que los rayos de sol entren con facilidad, además la 
puerta abate hacia dentro y no hacia afuera como establece la Norma guía, es decir no cumple 
con ningún parámetro de seguridad. 
  
a) Primera puerta                                    b) Segunda puerta                              c) Tercera Puerta  
Figura 38. Puerta de Acceso a) primera, b) segunda, c) tercera. 
Fuente: GADMO 
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3.2.12. Acabados interiores y exteriores 
    Los acabados tanto interiores como exteriores no son lo suficientemente adecuados como 
establece la Norma ANSI/TIA-942, ya que la humedad que se genera en esta área provoca 
deformaciones en las paredes como muestra la Figura 39. 
 
Figura 39. Acabados Interiores 
Fuente: GADMO 
3.2.13. Iluminación 
     Actualmente este cuarto cuenta con 4 luminarias de 3 focos fluorescentes cada una, estas 
lámparas están mal ubicadas ya que en ciertos lugares donde están situados los armarios no se 
cuenta con la suficiente iluminación como se puede apreciar en la Figura 40 y en la Norma guía 
utilizada recomienda que la iluminación debe ser adecuada en la parte donde exista los equipos 
denominados pasillos fríos y calientes.  
 
Figura 40. Iluminación del CPD 
Fuente: GADMO 
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3.2.14. Equipamiento 
     No se está cumpliendo con este requerimiento el cual se refiere a tener hospedados aparatos 
directamente relacionado con equipos de Networking y no cartones, sillas como se aprecia en 
la Figura 41 o cualquier material combustible susceptible a generar algún tipo de incidente 
dentro de esta área.  
 
Figura 41. Elementos no adecuados dentro del CPD 
Fuente: GADMO 
3.2.15. Señalización de emergencia  
     No existe ningún cartel informando que rutas de evacuación puede tomar el personal que 
labora en esta área en caso de ocurrir un sismo o algún fenómeno natural no esperado. 
3.2.18. Resumen del Subsistema de Arquitectura 
     En la Tabla 9 se muestra un resumen de los requerimientos con los que cumple y no cumple 
el Subsistema de Arquitectura. 
Tabla 9. Resumen del Subsistema de Arquitectura 
Requerimientos Adecuado Poco 
Adecuado 
Carece 
Selección de la Ubicación 
Geográfica 
 X  
Paredes  X  
Techo Verdadero X   
Techo Falso o Forro  X  
Piso verdadero  X  
Drenaje   X 
Piso Falso o Elevado   X 
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Rampa de acceso   X 
Puerta principal  X  
Puerta de emergencia   X 
Acabados interiores y exteriores   X 
Iluminación  X  
Iluminación de emergencia   X 
Equipamiento dentro del CPD  X  
Señalización de emergencia    X 
Fuente: AUTOR 
3.3. Subsistema Eléctrico  
     El Subsistema eléctrico es de suma importancia para el debido funcionamiento del Data 
Center, a continuación, se describe cada uno de los parámetros existentes en el Gobierno 
Autónomo Descentralizado Municipal de Otavalo.  
3.3.1. Acometida Eléctrica 
     El Gobierno Autónomo Descentralizado Municipal de Otavalo actualmente cuenta con un 
Tablero Eléctrico Principal trifásico, mismo que se encuentra enlazado con el medidor de la 
empresa, a la vez este Tablero Principal se encuentra enlazado con el Tablero de Transferencia 
Automática el cual se encuentra vinculado con la Planta Generadora del Municipio, Es decir 
actualmente se cuenta con 2 acometidas como se puede apreciar en la Figura 42. 
 La primera acometida se dirige desde el tablero principal de la empresa al tablero 
principal del Data Center. 
 La segunda acometida se dirige desde la planta generadora al tablero de transferencia 
Automática y desde ahí al Tablero principal del Data Center. 
 En conclusión, estas acometidas tienen la función de alimentar al Data Center, si una 
falla la otra ingresa a trabajar. 
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Figura 42. Diagrama de Conexión de las Acometidas al Data Center 
Fuente: Autor 
3.3.2. Seguridad eléctrica 
     En cuanto a la seguridad eléctrica se cuenta con algunos mecanismos que permiten mantener 
de alguna manera protegido el Data Center, una de estas protecciones son los UPS cuya función 
es mantener protegido ante sobretensiones a los dispositivos activos alojados en los racks como 
switch y routers, otro aspecto considerado en la Seguridad Eléctrica es el Sistema de Puesta a 
Tierra cuya función es proteger la vida humana, maquinarias y aparatos mismo que de igual 
manera si se tiene y esta explicado más adelante. 
3.3.3. Tablero eléctrico  
     Actualmente cuenta con un Tablero Principal de la empresa cuya función es distribuir 
energía a los diversos dispositivos electrónicos alojados dentro del Data Center, al presente 
este tablero se encuentra conectado al Tablero de Transferencia Automática en cual a la vez 
esta enlazado directamente con la planta generadora con el objetivo de tener redundancia en el 
Sistema Eléctrico cuyo diagrama está especificado en el aparatado de acometidas eléctricas. 
3.3.4. Tomas 
     La actual infraestructura del Data Center del Gobierno Autónomo Descentralizado 
Municipal de Otavalo cuenta con 6 tomacorrientes instalados en la pared de la parte interna del 
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área, mismos que son utilizados para la alimentación de diversos equipos eléctricos, se pueden 
mencionar que estos tomacorrientes se encuentran en buen estado ya que todos están 
funcionando dentro del rango estipulado que es de 108V A 132V como se muestra en la Tabla 
10 (Medición de la Calidad de la Energía , s.f.). 
Tabla 10. Voltajes medidos de los diferentes tomacorrientes existentes 
N° Tomacorriente 
Tipo de 
Tomacorriente 
Voltaje (V) 
1 Doble 120,1V-120,5V 
2 Doble 120,0V-120,4v 
3 Doble 120,2V-120,3v 
4 Doble 120,1V-120,5V 
5 Doble 119.2V-120,0V 
6 Doble 120,1V-120,5V 
Fuente: GADMO 
3.3.5. Generadores de Respaldo 
     Actualmente existe una planta generadora como se puede apreciar en la Figura 43 cuyas 
características se muestra en la Tabla 11, esta planta fue instalada en noviembre del año 2009 
y funciona a diésel, actualmente se encuentra en buenas condiciones y cubre ocho horas de 
trabajo de manera continua. Misma que se activa al detectar un fallo del suministro eléctrico 
normal, la ubicación de esta planta generadora es en el parqueadero ubicado en la planta baja 
del edificio del Municipio, misma que se encuentra vigilado las 24 horas del día por el personal 
de seguridad, tiene un tiempo de respuesta de 5-7 minutos, proporciona un voltaje de 220 V. 
Tabla 11. Características de la Planta Generadora 
Modelo Potencia Voltaje Frecuencia Factor 
de 
Potencia 
Amperaje 
PRIME STAND BY 
MP-110 100 Kw/125 
KVA 
108 Kw/135 
KVA 
220V 60Hz 0.8 329 A 
 Fuente: https://goo.gl/ChHVox 
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Figura 43.Planta Generadora 
Fuente: GADMO 
3.3.6. Sistema de Puesta a Tierra (SPT) 
     La infraestructura actual también cuenta con un Sistema de Puesta a Tierra cuya función es 
reducir el ruido electromagnético, corrientes y voltajes errantes generado por los dispositivos 
alojados en esta área, este SPT tiene la finalidad de brindar tanto protección al personal que 
labora en esta área como a equipos alojados en este sitio, pero actualmente necesita ser 
reforzado como se aprecia en la Figura 44 ya que se ha ido incrementando equipos y en otros 
casos cambiando equipos. 
 
Figura 44. STP del CPD 
Fuente: GADMO 
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3.3.7. Sistema de energía Ininterrumpible UPS  
     Actualmente se cuenta con un UPS por cada rack de marca General Electric/ LCP de 8 KVA 
que tiene la responsabilidad de trabajar en un lapso promedio de 3 horas de manera 
ininterrumpida como su nombre lo dice, cuya función es seguir trabajando gracias a que cuenta 
con baterías hasta que la planta generadora se active, además cuenta con una pantalla LCD en 
donde se puede apreciar el porcentaje de carga de las baterías como se muestra en la Figura 45.  
 
Figura 45. Sistema de Energía Ininterrumpida 
Fuente: GADMO 
3.3.8. Etiqueta  
     Por último, en este subsistema eléctrico se debe realizar un etiquetado de manera 
responsable en cada uno de los elementos necesarios como cableado eléctrico, circuitos 
derivados del tablero principal, actualmente este etiquetado no existe dentro del área del Data 
Center ya que partes han sufrido borrones de etiquetados, o el cable se ha cambiado sin 
etiquetarlos.  
3.3.9. Tendido 
     El tendido que surge desde el CPD hacia cada uno de los departamentos que conforman el 
Municipio no se encuentra en buenas condiciones ya que unos tienen protección y otros no 
como se aprecia en la Figura 46 literal a refleja el tendido del cableado vertical saliente del 
Data Center hacia sus diferentes dependencias del GADMO, Figura 46 literal b muestra el 
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tendido del cableado estructurado por medio de canaletas en mal estado dentro del Municipio  
debido a que no se consideró un crecimiento optimo al momento la instalación. 
 
a) Edificio Nuevo              b) Edificio Primario 
Figura 46. Tendido del Cableado dentro del Edificio Nuevo y Primario 
Fuente: GADMO 
3.3.10. Servicios críticos  
     Los servicios críticos son considerados aquellos que necesitan estar disponibles desde las 
8:00am-17:00pm horario de trabajo del Municipio, es decir tener la prioridad del suministro 
eléctrico como las áreas informáticas en donde se realiza pagos Departamento de Ventanilla 
que actualmente se encuentra fallando ya que no se ha realizado un debido mantenimiento.  
3.3.11. Resumen del Subsistema Eléctrico  
     En la Tabla 12 se presenta un Resumen de cómo actualmente se encuentra el Subsistema 
Eléctrico. 
Tabla 12. Resumen del Subsistema Eléctrico 
Requerimientos Adecuado Poco 
Adecuado 
Carece 
Acometida eléctrica  X  
Tablero eléctrico  X  
UPS (Unidades de Distribución de Energía)  X  
Tomas  X  
Generador de Respaldo X   
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Sistema de Puesta a Tierra (SPT)  X  
UPS (Uninterrumpible Power Supply)  X  
Etiqueta   X 
Tendido  X  
Servicios Críticos    X 
Fuente: Autor 
3.4. Subsistema Mecánico  
     En este subsistema se hará énfasis a todo lo que se refiere a la seguridad Física para el Data 
Center como ubicación de sensores, sistema de extinción de incendios, aire acondicionado, 
rutas de evacuación y el circuito cerrado de televisión.  
3.4.1. Ubicación de Sensores 
     No cuenta con ningún tipo de sensor, ya que esta infraestructura se la fue adaptando de 
acuerdo a las necesidades del usuario mas no a las especificaciones que establece alguna Norma 
referente a la construcción de Data Centers. 
3.4.2. Sistema de extinción de Incendios  
     Para combatir cualquier tipo de incendio dentro del área del actual cuarto de equipos no se 
cuenta con ningún sistema básico como extintor de incendios, ni tampoco con algún tipo de 
sistema automático el cual se encargue de combatir este problema, convirtiéndose así en un 
área vulnerable para el Gobierno Autónomo Descentralizado Municipal de Otavalo ya que aquí 
reside el cerebro de la institución.  
3.4.3. Sistema de Aire Acondicionado 
     Actualmente en esta área se cuenta con 2 aire acondicionados tipo confort cuyas marcas son 
Innovair-Vexus y LG como muestra la Figura 47 y 48, los cuales no están cumpliendo con los 
requerimientos que se necesita para mantener la temperatura adecuadas de un Data Center, por 
lo que se recomienda el cambio de estos sistemas de climatización de confort por un sistema 
de enfriamiento de precisión.   
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     El sistema Innovair-Vexus cuenta con protección contra picos de corriente y un ventilador 
de 3 velocidades, control remoto y una pantalla LCD en donde indica la temperatura del CPD 
pero es considera un sistema de climatización de confort mas no de precisión, cuyas 
características se mencionan en la Tabla 13 (Innovair, 2016) 
 
Figura 47. Aire Acondicionado Innovair-Vexus 
Fuente: GADMO 
 
Tabla 13. Características del Aire Acondicionado Innovair-Vexus 
Sistema De Aire Acondicionado- Innovair-Vexus 
Corriente Potencia Área a enfriar 
Amps Voltaje-Hz 𝑃𝑖𝑒𝑠2 
11.9 220/230V- 60 Hz 320-625 
Fuente: (Innovair, 2016)  
     El otro sistema de Aire acondicionado LG posee un control de flujo de aire en forma 
horizontal, las velocidades se las puede ajustar según las necesidades del usuario, pero en su 
página oficial menciona que este equipo es un Sistema de Aire Acondicionado de confort y no 
de precisión, debido a la falta de mantenimiento actualmente el equipo no está trabajando en 
buenas condiciones como se puede apreciar en la Figura 48 este sistema necesita de 2 esponjas 
para despachar el aire hacia el Cuarto de Equipos, de igual manera sus características se 
encuentran descritas en la Tabla 14. 
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Figura 48. Aire acondicionado LG 
Fuente: GADMO 
Tabla 14. Características del Sistema de Aire Acondicionado LG 
Sistema De Aire Acondicionado- LG 60k Btu/H 
Corriente Potencia Capacidad de Enfriamiento 
Amps Voltaje-Hz Btu/h 
18.5 220/230V- 60 Hz 60000 
Fuente: (LG.COM, 2016)  
3.4.4. Rutas de Evacuación 
     Otro punto a considerarse en el subsistema mecánico es estar salvo o seguro ante eventos 
sísmicos como temblores o cualquier movimiento de la tierra inesperado, por lo que se 
recomienda poseer rutas de evacuación seguras con el objetivo de trasladar los equipos y 
personal de forma segura, pero actualmente estas rutas de evacuación existentes dentro del 
Municipio no son las adecuadas ya que su longitud es de 1m de ancho durante el trayecto de 
los cuatro pisos como se puede apreciar en la Figura 49 literal a y b 
                  
a)                                       b)  
Figura 49. Rutas de Evacuación a) 2do piso b) 3er piso 
Fuente: GADMO 
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3.4.5. Circuito Cerrado de Televisión (CCTV) 
     CCTV Circuito Cerrado de Televisión, actualmente existen 2 cámaras de video vigilancia 
las cuales fueron instaladas en el año 2013, una de las cámaras está instalado en la parte interna 
sobre el marco superior de la puerta del Cuarto de Equipos Figura 50 literal a, esta cámara tiene 
un alcance de detección de imagen dirigida hacia toda la parte interna del CPD y la otra cámara 
está instalada fuera del cuarto de equipos  Figura 50 literal b grabando que personas ingresan 
o abandonan esta área, estas cámaras tienen la función de mantener respaldos de grabación  en 
un lapso corto de 8 horas,  
           
a) Cámara interna                                     b) cámara externa 
Figura 50. Circuito CCTV a) cámara interna, b) cámara externa. 
Fuente: GADMO 
 
3.4. 6. Resumen del Subsistema Mecánico 
     En la Tabla 15 se presenta un resumen de los requerimientos que contiene el Subsistema 
Mecánico en el cual podemos ver que algunas exigencias no se están cumpliendo a cabalidad 
como, por ejemplo, el no contar con un sistema básico de control de incendios como extintores 
manuales el cual es primordial dentro de un Data Center, otro de los requerimientos 
primordiales es contar con sistemas de climatización de precisión y no de confort como se 
mencionó anteriormente. 
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Tabla 15. Resumen del Subsistema Mecánico 
Requerimientos Adecuado Poco 
Adecuado 
Carece 
Ubicación de Sensores   X 
Sistema de Aire Acondicionado  X  
Sistema para Detección de 
Incendios 
  X 
Rutas de Evacuación  X  
Circuito Cerrado de Televisión 
(CCTV) 
 X  
Fuente: Autor  
     En conclusión, en todo el capítulo de Situación Actual se describió en cada una de las tablas 
de resumen de los subsistemas las falencias existentes dentro de la infraestructura del 
denominado Data Center del Gobierno Autónomo Descentralizado Municipal de Otavalo, una 
de las causas de estas falencias fue la falta de mantenimiento con respecto a equipos, cableado, 
infraestructura, por lo cual se fue deteriorando poco a poco y al momento no son las adecuadas, 
Otra de los errores es que todo se fue adaptando según las necesidades del GADMO y mas no 
basándose alguna Norma o Estándar para el buen funcionamiento del actual Data Center.  
3.5. Subsistema de Telecomunicaciones  
     En este subsistema de Telecomunicaciones se hará énfasis al proveedor de internet, áreas 
funcionales, cableado vertical y horizontal. 
3.5.1. Proveedor de Internet  
     En la Tabla 16 se explica brevemente como se fue brindando el servicio de conexión a 
Internet por parte de diferentes proveedores al Gobierno Autónomo Descentralizado Municipal 
de Otavalo, en el mes de marzo del año 2017 se realizó el último contrato de Internet con una 
velocidad de 60 Megas por parte de la empresa pública CNT, mismo que ingresa al cuarto de 
equipos por una manguera que está ubicada en la parte superior de la pared.  
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Tabla 16. Resumen de contratos de ancho de banda del Municipio 
Año Empresa Velocidad de 
Transmisión 
2005 IMBANET 128 [Kbps] 
2006-2007 PUNTO NET 512 [Kbps] 
2008 CTN 512 [Kbps] 
2009 PUNTO NET 2 [Mbps] 
2010 CNT 7 [Mbps] 
2015 CNT 14 [Mbps] 
2017 CNT 60 [Mbps] 
Fuente: Departamento de TIC’s Municipio de Ibarra  
3.5.2. Áreas funcionales de un Data Center  
3.5.2.1. Cuarto de entrada (ER24) 
    Considerado como un espacio de intersección entre el cableado vertical del CPD (interno) 
con el cableado externo de la empresa proveedora de telecomunicación en este caso CNT-EP25 
como muestra la Figura 51. 
 
Figura 51. Cuarto de Entrada 
Fuente: GADMO 
 
                                                 
24 ER: Cuarto de Entrada de Telecomunicaciones 
25 CNT: Corporación Nacional de Telecomunicaciones – Empresa Pública 
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3.5.2.2.  Áreas o Estaciones de Trabajo (WA)  
     Actualmente las instalaciones del Gobierno Autónomo Descentralizado Municipal de 
Otavalo cuentan con un sistema de cableado estructurado categoría 5e y 6a debido al 
crecimiento que se ha ido teniendo en el trascurso el tiempo, además estas áreas de trabajo 
presentan algunos inconvenientes como se describe posteriormente: 
 Los cajetines faceplate en algunas instalaciones no se encuentran debidamente ubicados 
debido a que no respetan la medida establecida que es de 30 a 45 cm del piso real, otro 
inconveniente es que algunos de ellos se encuentran sueltos, rotos y sin etiquetado. 
 Existen varios factores que generan que el etiquetamiento no sea el correcto, uno de los 
factores es que al momento de la instalación de estos puntos no se utilizó materiales 
adecuados para el respectivo etiquetamiento, mismos que con el tiempo se fueron 
desvanecido provocando así el borrado total del marcado, lo cual dificulta el 
reconocimiento de estos puntos de red. 
 Los jacks y conectores RJ45 utilizados en el edificio central y edificio 2 son de categoría 
5e a pesar de que si se ha ido cambiado en ciertos departamentos por categoría 6a por 
lo cual se tiene diferentes velocidades de transmisión en ciertos lugares debido a la baja 
categoría de cable como es 5e.  
3.5.3. Sistema de cableado Vertical o Backbone 
     Dentro del sistema vertical se tiene los siguientes aspectos: 
 Entre el edificio dos y el edificio central actualmente existe cinco enlaces Backbone, 
todos ellos con cable UTP categoría 6a. 
 El cableado vertical actualmente no cuenta con las debidas protecciones como es 
canaletas en buen estado, incluso en algunos segmentos para el tendido del cableado 
vertical no se tiene canaletas, además este tendido no cuenta con redundancia lo que 
implica que cualquier tipo de daño físico provocaría corte del servicio.  
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 Otra de las falencias de este Sistema de cableado estructurado es que no existe la 
ducteria adecuada para el tendido del cableado, tampoco cuenta con los accesorios 
apropiados como se puede apreciar en la Figura 52.  
 
Figura 52. Cableado Vertical 
Fuente: GADMO 
 Otro de los inconvenientes es que el tendido de datos no cuenta con la respectiva 
ducteria tanto en la parte externa como interna, lo cual produce la emisión del campo 
electromagnético ocasionando problemas en el rendimiento de la red como se puede 
apreciar en la Figura 53. 
 
Figura 53. Cableado Eléctrico y de Datos carecen de ducteria adecuada 
Fuente: GADMO 
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3.5.3.1. Elementos de la parte Activa 
     En la Tabla 17 se muestra los diferentes Nodos que forman el Gobierno Autónomo 
Descentralizado Municipal de Otavalo.  
Tabla 17. Equipo activo del Gobierno Autónomo descentralizado Municipal de Otavalo 
Nodo Marca Estado Administrable 
A 
Informatice 
Switch 3Com Operativo Si 
Switch 3Com Operativo Si 
Switch 3Com Operativo Si 
B 
Archivo 
Switch 3Com Operativo No 
C 
Salón Máximo 
Switch 3Com Operativo No 
Switch 3Com Operativo Si 
Switch 3Com Operativo Si 
D 
Capacitación 
Switch 3Com Operativo Si 
Edificio 2 Switch 3Com Operativo No 
Fuente: GADMO 
    
     En la Tabla 17 se describen los equipos activos del Nodo A, mismo que se encuentran 
alojados en un rack de piso, el primer y el segundo switch son de 24 puertos en la actualidad 
se encuentran todos sus puertos ocupados, también se cuenta con un switch de 48 puertos de 
los cuales 9 puertos se encuentran libres. Así mismo este Nodo sirve de backbone a los nodos 
B, C, D y a los departamentos de Comisaria Municipal, Informática, Bodega Municipal, 
Comunicación Social, VSM (Ventanilla de servicios Municipales). 
     El Nodo B cuenta con un switch 3Com de 24 puertos el cual dispone de 3 puntos libres, este 
nodo está encargado de prestar servicios al Departamento de Auditoria Interna y Sala de 
Sesiones. 
     El nodo C cuenta con 2 switch uno de 24 puertos el cual está ocupado todos ellos y otro de 
48 puertos el cual tiene 7 puertos disponibles, además este nodo brinda servicios a los 
departamentos de Fiscalización, Tránsito y Transporte, Planificación, Participación Rural. 
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En el edificio 2 se cuenta con otro switch el cual por el momento no est activo, debido a la 
ausencia de oficinas. 
3.5.4. Sistema del Cableado Horizontal 
     En el Gobierno Autónomo Descentralizado Municipal de Otavalo se puede apreciar que 
hasta la actualidad (febrero del 2017) en algunos departamentos aún existe cableado categoría 
5e y 6a. 
     Otro inconveniente es que la ducteria no es la adecuada ya que las canaletas en toda su 
extensión no son de un tamaño uniforme es decir existe una mezcla de canaletas grandes de 
(65*4mm) cuya capacidad es para 30 cables y pequeñas las cuales son de (24*14mm) las cuales 
soportan 4 cables, por lo con el pasar del tiempo se ha ido incrementando el número de cables 
generando así que las canaletas no soporten la presión de los mismos.  
      Los cables de red que se dirigen desde los racks hacia los diversos nodos no se encuentran 
dentro de ninguna canaleta es decir no utiliza ningún tipo de protección, además carecen de 
etiquetamiento con esto se puede comprobar que todo el Sistema de cableado estructurado se 
fue incrementado de acuerdo a las necesidades del usuario y mas no en base a alguna Norma.  
     Dentro de algunas oficinas se mantiene el cableado con sus debidas protecciones, pero los 
puntos de red que son por medio de faceplace no se encuentran en buenas condiciones ya que 
unas no respetan la distancia de 20-40 cm que es desde el piso real y otra es porque carece del 
etiquetado.  
3.5.4.1. Escalerilla 
     Se tiene escalerillas, pero actualmente no se encuentra en buenas condiciones ya que de 
igual manera se ha ido creciendo paulatinamente y las escalerillas no abastece de manera 
adecuada el cableado existente que se extiende por este medio, por lo que se recomienda el 
cambio o mantenimiento de estas escalerillas como muestra la Figura 54. 
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Figura 54. Bandejas del cableado Horizontal 
Fuente: GADMO 
3.5.5. Resumen del Subsistema de Telecomunicaciones 
     En la Tabla 18, se presenta un resumen de las condiciones actuales de los requerimientos 
que forman el Subsistema de Telecomunicaciones. 
Tabla 18. Resumen del Subsistema de Telecomunicaciones 
Requerimientos Adecuado Poco Adecuado 
Cuarto de entrada (ER)  X 
Áreas o Estaciones de Trabajo (WA)  X 
Sistema de cableado estructurado (SCS)  X 
Cableado Vertical o Backbone  X 
Cableado Horizontal  X 
Escalerilla  X 
Fuente: Autor 
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Capítulo IV. Diseño 
     En este capítulo se va a desarrollar la propuesta de diseño de un Data Center tipo Tier I para 
el GADMO26 bajo recomendaciones de la Norma ANSI/TIA-942 en donde se tomará en cuenta 
cada uno de los subsistemas que forman parte de un CPD como; Arquitectónico, Eléctrico, 
Mecánico y de Telecomunicaciones.  
4.1.  Subsistema de Arquitectura  
     Aquí se toma en cuenta aspectos principales que intervienen para tener una infraestructura 
de calidad para el Data Center tipo Tier I como: selección del espacio físico, Ubicación 
geográfica, acceso al área, paredes, techo, piso, rampa, drenaje, acabados, iluminación, 
equipamiento, señalización de emergencia. 
4.1.1. Selección del Espacio Físico  
     El Gobierno Autónomo Descentralizado Municipal de Otavalo actualmente cuenta con un 
área designada de 8,20m de largo por 5,20 de ancho para la construcción del nuevo Data 
Center, mismo que está situado en la planta alta del Edificio Nuevo sobre el Departamento de 
Avalúos y Catastro (segundo piso). 
     La Norma guía utilizada para este diseño ANSI/TIA-942 no especifica el área que debe 
ocupar este espacio del CPD, pero con el fin de cumplir con estándares se toma en cuenta 
requerimientos de la Norma EIA/TIA 668B la cual establece que el área para la construcción 
de un Data Center debe ser mayor a 14𝑚2, de tal forma se prueba que este parámetro si se está 
cumpliendo debido a que el área total de esta espacio designado a la construcción del Data 
Center es de 42,64𝑚2, como se puede apreciar en la Figura 55. 
                                                 
26 GADMO: Gobierno Autónomo Descentralizado Municipal de Otavalo  
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Figura 55. Área disponible para la construcción del Data Center 
Fuente: Autor 
4.1.2. Ubicación Geográfica    
    Para la elección del espacio físico y ubicación del Data Center se consideró 
recomendaciones que establece la Norma ANSI/TIA/EIA 569 (Norma referente a espacios y 
canalizaciones para telecomunicaciones) misma que es recomendada por la Norma ANSI/TIA-
942 en su apartado 5.3.2. 
 Uno de los requerimientos es que el área del CPD no debe estar ubicada en lugares 
donde haya la probabilidad de existir filtraciones de agua, ya sea por el techo, piso o 
por paredes”. En este sentido el Gobierno Autónomo Descentralizado Municipal de 
Otavalo ha realizado el respectivo estudio del área asignada, en donde se evidencia que 
si se cumple este requerimiento ya que en sus inmediaciones adyacentes al espacio 
físico no existe baños sanitarios los cuales podrían causar estas filtraciones de agua al 
CPD. 
 Otro de los requerimientos que se busca cumplir es, “estar ubicado en un punto central 
a todos los departamentos”, de la misma manera este parámetro si se cumple ya que se 
encuentra en medio del edificio secundario y principal. 
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 “Posibilidades de expansión”, también es otro punto que, si se cumple toda vez que el 
espacio asignado este ubicado en el tercer piso del nuevo edificio, área en la cual al 
momento no se tiene a considerar otras dependencias en este piso, además el área de 
todo este espacio es de 302 𝑚2. con lo cual se dispondría un crecimiento en caso de 
ser necesario ya que el presente diseño del Data Center ocupara un área de 42,64𝑚2. 
como se muestra en la Figura 56 enmarcada en el cuadro rosado.  
 
Figura 56. Área disponible para la construcción del Data Center 
Fuente: Autor 
 
 “La habitación deberá estar ubicados lejos de fuentes de interferencias 
electromagnéticas” este parámetro de igual manera si se cumple ya que en la 
instalación se carece de estos elementos como transformadores, motores, rayos x. 
 “Facilidades de acceso para equipos de gran tamaño”. Este requerimiento actualmente 
no se cumple ya que no existe un camino de acceso hasta la edificación propuesta para 
el nuevo Data Center, por lo que se sugiere al Departamento de Obras Públicas del 
Gobierno Autónomo Descentralizado Municipal de Otavalo encargarse de la 
ampliación de las graderías existentes en el primer piso hasta el segundo piso con el 
fin de adecuar el camino hacia las instalaciones del nuevo CPD, misma que implica 
Área Para La 
Construcción del 
Data Center  
8,20m 
5
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0
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104 
 
romper la losa  existente del primer piso y proseguir a la construcción de las escaleras 
de 1,50m de ancho facilitando así el transporte para los equipos. En la Tabla 19 se 
muestra los requerimientos con los que se cumple para la debida ubicación geográfica 
de la nueva infraestructura del Data Center. 
          Tabla 19. Requerimientos para la ubicación geográfica del CPD. 
Requerimientos Cumplimiento 
Evitar filtraciones de agua Si 
Ubicado en el punto Central del Municipio Si 
Posibilidad de expansión Si 
Lejos de fuentes de interferencia electromagnética Si 
Facilidad de acceso para equipos No 
Fuente: Autor 
 
     Cumpliendo con cuatro de los cinco requerimientos antes mencionados en tabla 19 se 
concluye que esta área propuesta es apta para la construcción de la nueva infraestructura del 
CPD siempre y cuando esté ubicada arriba del departamento de Avalúos y Catastro (segundo 
piso). 
4.1.3.  Estructura 
     Para la construcción de este CPD la Norma ANSI/TIA-942 recomienda la utilización de una 
estructura metálica ya que es mucho más liviana que el hormigón debido a que se va a construir 
en el segundo piso, la Norma ANSI/TIA-942 en el apartado G 4.1.1. encomienda que estos 
muros o paredes de techo a piso sean construidos con materiales sólidos, rígidos, permanentes 
como el ladrillo macizo, el cual debe ser de medidas uniformes.  
     La altura de estos muros o paredes según las recomendaciones que implanta la Norma 
ANSI/TIA-942 es: 
 0.45m desde el Piso Verdadero al Piso Técnico. 
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 2,6 m Del Piso Técnico hasta cualquier obstrucción como rociadores, accesorios de 
iluminación, o cámaras. 
 0,46m libre desde el Techo verdadero hacia abajo para instalar rociadores del sistema 
de prevención de incendios  
 0,10 m espesor de la losa maciza de concreto armado, teniendo así una altura total de 
3,61m desde el piso verdadero hasta el techo verdadero como se puede apreciar en la 
Figura 57.  
 
Figura 57. Infraestructura del Data Center 
Fuente: Autor 
 
     Debido a que el Data Center se va a construir en la planta alta (2 Piso), se pidió realizar una 
evaluación estructural a la Ing. Civil Andrea Morales juntamente con Departamento de Obras 
públicas al edificio Municipal donde funcionan los departamentos de Avalúos y Catastros Y 
Obras Públicas ya que esta área servirá de base para la construcción del nuevo Data Center, en 
donde se indicó que el espacio evaluado si es apto a soportar el peso que involucra un Data 
Center cuyas especificaciones está señalado en el Anexo A. 
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4.1.4. Ventanas   
     La Norma ANSI/TIA-942 en su apartado 5.3.2 menciona que no se debe tener ventanas 
dentro de la infraestructura de un CPD ya que esta área debe estar completamente cerrada, en 
caso de tener ventanas esto provocara aumento del calor y disminución de la seguridad. 
4.1.5. Techo verdadero      
     Para la edificación del techo verdadero se debe considerar un material resistente, sólido, 
hermético, especificación F6027 con un espesor de 0,10m de concreto armado (Garrido, 2015).  
4.1.6. Piso Falso o Elevado 
     La estructura metálica que sirve de base para el piso falso debe estar formado por pedestales 
y travesaños como se mencionó en el apartado 2.3.8. de este documento capitulo II, además 
debe ser modular, removible y antiestático. Bajo el piso falso está prevista la instalación de 
canaletas del cableado eléctrico, de datos y tuberías de aire frío como muestra la Figura 58, por 
lo que se requiere que esta área se encuentre libre de obstrucción por lo menos unos 0,45m para 
el debido asiento de la estructura metálica del piso Falso (STULZ, 2008).  
 
Figura 58. Estructura del Piso Falso 
Fuente: https://goo.gl/HC20d8 
 
 Accesorios como pedestales, travesaño, tuercas, tornillo, etc. Utilizados para formar la 
base de la estructura del Piso Falso deben ser obligatoriamente metálicos. 
                                                 
27 F60: Resistencia al fuego en un lapso de 60 minutos. 
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4.1.6.1. Calculo del número de placas para la estructura del Piso Falso. 
     Para conocer el número de placas necesarias que forman el piso falso se va a emplear la 
ecuación 1 en donde se toma en cuenta el área total a cubrir. 
                𝐿𝑎𝑟𝑔𝑜 ∗ 𝐴𝑛𝑐ℎ𝑜 =  8 ∗ 5 = 40 𝑚2 
 
(1) 
Ecuación 1: Cálculo del Área del Lugar 
      El área en metros cuadrados de cada plancha de baldosa se calcula mediante la fórmula de 
la ecuación (2). 
Largo*Ancho= 0,61m*0.61m=0,3721 𝑚2 
 
(2) 
Ecuación 2: Cálculo del área de las baldosas de Piso Falso 
     Para conocer el número de placas que forman el piso falso se aplica la Ecuación 3 en donde 
implica el área total del CPD menos el área ocupada de la rampa de acceso que está prevista 
en este diseño dividida para el área que ocupa cada placa.  
Á𝑟𝑒𝑎 𝑇𝑜𝑡𝑎𝑙  𝑑𝑒 𝑙𝑎 𝑏𝑎𝑠𝑒 𝑑𝑒𝑙 𝐶𝑃𝐷 − á𝑟𝑒𝑎 𝑑𝑒 𝑅𝑎𝑚𝑝𝑎 
Á𝑟𝑒𝑎 𝑑𝑒 𝑙𝑎 𝑏𝑎𝑙𝑑𝑜𝑠𝑎 = ?
⁄  
(3) 
Ecuación 3: Cálculo del número de placas para el Piso Falso 
40𝑚2 − 1.5𝑚2(𝑟𝑎𝑚𝑝𝑎 𝑑𝑒 𝑎𝑐𝑐𝑒𝑠𝑜)
0,36
= 106,9 ≈ 107 
     Para cubrir toda el área que abarca piso falso o técnico de 40𝑚2 se hará uso de 108 placas 
de las cuales 8 serán placas perforadas, obteniendo así un total de 108 unidades para la 
estructura de la base de Piso Técnico formada por pedestales y travesaños como se muestra en 
la Figura 59. 
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Figura 59. Estructura del Piso Técnico 
Fuente: Autor 
 
4.1.6.2. Recomendaciones  
           Para la instalación del piso Falso se debe toma en cuenta las siguientes 
recomendaciones:   
 Trazar una malla de los puntos en donde se prevé la colocación de los soportes con la 
finalidad de facilitar la instalación de la estructura metálica que sirve como base del 
piso falso.  
 Toda la infraestructura interna debe estar debidamente aspirada antes de la instalación 
de la estructura metálica del piso falso, con el objetivo de que el polvo no obstruya en 
la colocación de esta estructura y de las placas. 
 Para el debido montaje de estas placas se debe tomar en cuenta que las bandejas 
metálicas para el cableado eléctrico y de datos ya deben estar instaladas, de la misma 
manera las luminarias, rejillas, rociadores y sistema contra incendios. 
 Cuando se realicen cortes a las placas del Piso Técnico, los bordes deben estar 
obligatoriamente sellados o cubiertos con un material no combustible como el hule, 
otra opción es la instalación de cepillos amortiguadores como se detalla en la Figura 5 
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de este documento evitando así que la estructura no quede cortante ya que esta avería 
puede ocasionar ruptura a los cables eléctricos y de datos o inclusive fugas de aire.  
4.1.6.3. Instalación 
      Para la instalación del piso falso se debe acatar cada uno de los ítems mencionados 
posteriormente: 
 La distancia que se bebe tomar en cuenta para la ubicación de la estructura del piso 
falso según lo que establece la Norma ANSI/TIA-942 es de 0,45 cm medido desde el 
piso Verdadero. 
 La estructura metálica usada como base del piso técnico debe ser armada 
individualmente usando pedestales y travesaños necesariamente metálicos, esta base 
debe tener una inclinación de 0° estrictamente. 
 Asegurarse que cada uno de los pedestales utilizados en la estructura del piso Técnico 
estén perfectamente fijos al piso real, para reforzar esta estructura metálica se 
recomienda hacer uso pegamento de caucho. 
 La unión de pedestales y paredes, pedestales y pedestales obligatoriamente deben ser 
sellados con una cinta antiestática, asegurando así que no exista ninguna abertura por 
minúscula que sea dentro del Piso Técnico como se muestra en la Figura 60.  
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Figura 60. Estructura del Piso Técnico Terminada 
Fuente: Autor 
 
 Al terminar la instalación del piso Técnico se recomienda cubrir esta área con pintura 
antiestática y epóxicas, la primera con el objetivo de evitar la corrosión de los materiales 
debido al cambio de temperatura y la segunda para garantizar mayor resistencia al cambio 
de temperatura, vapor de agua y ayuda a mejorar la limpieza del lugar 
 En la Tabla 20 se muestra un estimado del número de placas necesarias para cubrir el área 
del Data Center, en el cual se detalla algunos materiales aptos para este fin. 
   Tabla 20. Requerimiento de Piso Falso 
N°  Elementos Materiales Aptos 
99  PLACAS 
(0,60X 0,60) 
 Con alma de cemento atrianado, encapsulado en 
lámina de acero galvanizado 
 Con corazón de concreto y carcasa metálica electro 
soldada 
 100% metálica (aterrizaje individual a la Malla de 
Alta Frecuencia.) 
   
pedestales, 
travesaño, tuercas, 
tornillo 
 
 
 Metálicos 
 Acero cromado para evitar el desprendimiento de 
partículas de zinc, las cuales causan cortos circuitos 
en los equipos electrónicos. 
 
Fuente: Autor 
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4.1.7. Paneles perforados  
     Basándose en requerimientos que establece la Norma ANSI/TIA-942 se debe realizar la 
instalación de al menos un panel perforado por cada rack o gabinete, para este diseño se toma 
en cuenta la ubicación de 8 placas perforadas en donde está considerado el previo crecimiento 
que se tendrá en unos años, estas placas deben encontrarse perforadas en un 50 % mínimo de 
su área total como se aprecia en la Figura 61 de color amarrillo.  
  
Figura 61. Ubicación de los Paneles Perforados 
Fuente: Autor 
 
4.1.7.1. Instalación  
(STULZ, 2008) en uno de sus artículos menciona que se debe tomar en cuenta las siguientes 
recomendaciones mencionadas posteriormente al momento de la instalación: 
  
 Estas placas perforadas que forman la estructura del Piso Falso deben ser colocadas 
únicamente en posiciones donde el aire frío sea realmente requerido, es decir en la parte 
delantera de cada rack como muestra la Figura 60.  
112 
 
 Una vez terminada la fase de instalación se debe limpiar cuidadosamente toda el área 
del piso falso con el objetivo de que quede libre de grumos. En la Tabla 21 se muestra 
algunos materiales apropiados de paneles perforados. 
Tabla 21. Requerimiento de Paneles Perforados 
Número  Elemento Materiales aptos 
8 Paneles 
Perforados 
 Acero y aluminio 
 Acero cromado (para evitar el desprendimiento de 
partículas de zinc, las cuales causan cortos circuitos en 
los equipos electrónicos) 
 Metálicos (garantiza aterrizaje individual a la Malla de 
Alta Frecuencia.) 
Fuente: Autor 
 
4.1.8. Drenaje  
     Cuando se tiene un piso falso de manera obligatorio se debe considerar la instalación de un 
Drenaje como se puede apreciar en la Figura 62, la Norma ANSI/TIA-942 en su anexo G.6.1.6 
menciona que la “tubería de desagüe debe ser colocada dentro del Centro de Datos y debe estar 
protegida con una chaqueta de protección a prueba de fugas”. 
 
Figura 62. Elementos para un Drenaje 
        Fuente: https://goo.gl/jjSekF       
                       
 Se recomienda que este drenaje tenga un céspol en la parte final del tubo, formando así 
un sello protector el cual evita que los insectos entren por este orificio.   
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 En la Tabla 22 se especifica el material del Drenaje. 
Tabla 22. Requerimientos que debe cumplir el Drenaje 
   
1 Drenaje  Cubierta con una chaqueta de protección a prueba 
de fugas 
 
Fuente: Autor 
 
4.1.9. Rampa de acceso  
       Debido a poseer un piso falso o técnico dentro del área del CPD, de manera forzosa se 
requiere la instalación de una rampa de acceso como se puede apreciar en la Figura 63 de color 
amarrillo, con la finalidad de facilitar la entrada y salida de equipos pesados, el ángulo de 
inclinación de esta rampa obligatoriamente debe ser menor o igual a 15° respecto al plano 
horizontal como se especifica en el apartado 2.3.9 capítulo II de este documento. 
   
Figura 63. Ubicación de la rampa de Acceso 
Fuente: Autor 
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     En la Tabla 23 se presenta algunos materiales aptos para la rampa de acceso.  
Tabla 23. Requisitos de la Rampa de Acceso 
 Elemento Detalles 
1 Rampa 
1m *1,5m 
 Acero Inoxidable con recubierta de una superficie 
de caucho antideslizante 
 Estructura metálica en acero reforzado con 
moqueta antideslizante. 
 Antiderrapante y de material de acero inoxidable 
Fuente: Autor 
 
4.1.10. Puerta de Acceso 
     La puerta debe ser de 1m mínimo de ancho y 2,13 de alto con mirilla antibala de 30cm 
como se puede apreciar en la Figura 64, además debe cumplir con características como 
hermeticidad mínima en un 90%, resistencia física ante actos delictivos y propiedades anti-
robos. 
     Los componentes que conforman la puerta de control de acceso son: control biométrico de 
acceso, barra anti-pánica, brazo cierra puertas, mirilla de vidrio resisten a golpes y rayones, 
cerradura electromagnética, bisagra que permite abrir la puerta hacia afuera.  
 
Figura 64. Detalles de la Puerta de Acceso 
Fuente: Autor 
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4.1.10.1. Instalación 
     A continuación, se describe algunas recomendaciones que se debe tomar en cuenta a la hora 
de la instalación de la puerta de Acceso: 
 Realizar 3 perforaciones para la ubicación de las respectivas bisagras. 
 Colocar el respectivo marco de la puerta. 
 Colocar la puerta y el brazo cierra puerta, ajustar debidamente cada uno de los 
accesorios que intervienen en la instalación.  
 Por último, colocar la barra anti-pánica en la parte interna al CPD la cual debe 
tener una conexión directa con la cerradura electromagnética, se recomienda 
hacer pruebas de funcionamiento al momento de la instalación. En la Tabla 24 
se presenta los materiales aptos para la puerta. 
Tabla 24. Requerimiento de la Puerta de Acceso 
Número Elemento Detalle 
1 Puerta de 1m de ancho x 
2,13m de alto con mirilla 
de 0,30m (antibala) 
 Dos planchas de acero gruesas y 
refuerzos de tubo estructural en el 
interior. 
 Acero inoxidable. 
 
1 Bisagra   Acero 
1 Barra Antipánico  Acero inoxidable 
1 Brazo Cierra Puertas  Acero 
1 Marco de acero  Acero 
1 Mirilla de 30x30cm  Vidrio antibala 
Fuente: Autor 
 
4.1.10.2. Control de Acceso 
     El control de acceso como establece la Norma ANSI/TIA-942 “debe ser exclusivamente de 
uso para el personal autorizado”, mismo que debe estar instalado en el área exterior del CPD, 
lado derecho de la puerta, a una altura de 1,4m - 1,5m medido desde el piso real (SAGE-SRL, 
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2007). Además, para el ingreso de terceras personas a esta área se debe cumplir con las políticas 
establecidas en el Anexo C y también realizar los trámites necesarios que se detallan en el 
mismo Anexo. 
4.1.10.3. Diagrama de conexión  
     En el diagrama de conexión se especifica que el control biométrico debe tener una conexión 
directa con la cerradura electromagnética a través de cable UTP como se presenta en la Figura 
65, el cual hace que la puerta se abra automáticamente al digitar la clave correcta. 
 
Figura 65. Diagrama de conexión de la Puerta de Acceso 
Fuente: https://goo.gl/8RthI9  
 
     En la Tabla 25 se describe las características con las que debe cumplir la puerta de acceso. 
Tabla 25. Características que debe poseer la Puerta de Acceso 
Elemento Material Cantidad 
Puerta de acero con sus respectivos accesorios de instalación Acero 1 
Cerradura electromagnética  1 
Sistema de Control de acceso  1 
Fuente: Autor 
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4.1.11. Techo falso  
     No se considera en este diseño el techo falso ya que en las especificaciones acerca de tener 
un Data Center tipo Tier I descrito en la Tabla 2 de este documento indica que la adquisición 
de este elemento es opcional. Otra de las razones es que este techo implica mayor costo de 
inversión para el Gobierno Autónomo Descentralizado Municipal de Otavalo. 
4.1.12.  Iluminación Principal 
     La Norma ANSI/TIA-942 establece que “la iluminación en medio de todos los pasillos debe 
ser mínimo de 500 lux en el plano horizontal y 200 lux en el plano vertical, medido a 1m por 
encima del piso terminado” por lo que se requiere calcular el número de luminarias suficientes 
para cumplir con este requerimiento. 
     Se recomienda la instalación de lámparas led ya que presenta mejores características que 
las luminarias tradicionales fluorescentes como; mayor ahorro de energía, vida útil más larga, 
menor costo económico, soporta cambios de temperatura, encendido instantáneo y consumo 
de energía más bajo lo que implica mayor ahorro económico anual, estas características se 
encuentra detallado en el Anexo B Tabla 60. 
4.1.12.1. Cálculo del Número de Iluminarias  
     Para conocer el número exacto de luminarias necesarias para el área del CPD se hizo uso 
de la ecuación 4 en donde se calculó el flujo luminoso utilizando el método de los lúmenes 
(Oriol, 2016). 
𝚽𝐓 =  
𝑬. 𝑺
𝒏 ∗ 𝒇𝒎
 
 
(4) 
Ecuación 4: Flujo LUMINOSO 
ujo Luminoso 
𝐹𝑙𝑢𝑗𝑜 𝐿𝑢𝑚𝑖𝑛𝑜𝑠𝑜 =
500𝑙𝑢𝑥∗40𝑚2,
0.32∗0.8
 = 78125 lm 
 
118 
 
    Se prosigue al remplazo de los valores pertenecientes a la ecuación 4, en donde E representa 
500 lux en el plano horizontal este valor fue tomado de la Norma ANSI/TIA-942, S representa 
la superficie a cubrirse en el plano horizontal 40 𝑚2, n simboliza el factor de utilización  mismo 
que se encuentra calculado en la Figura 67 cuyo valor es igual a 0.32 y fm el factor de 
mantenimiento 0,8 el cual está especificado en la Tabla 27. 
4.1.12.2.  Cálculo del factor de utilización “n” 
     Según (Oriol, 2016) para el cálculo del factor de utilización “n” se debe calcular el índice 
del local “k” en donde se toma en cuenta el largo, ancho y altura del área del CPD a ocuparse 
como se explica en la Figura 66 y ecuación 5. La letra a representa el ancho del lugar 5m, la 
letra b representa el largo del lugar 8m y por último la letra h representa la altura a cubrirse 
medida desde en nivel del piso técnico hasta donde se prevé la colocación de las luminarias en 
este caso 3m de distancia ya que en este diseño no se considera la adquisición de un techo 
falso.   
 
Figura 66. Cálculo del Factor de Utilización 
Fuente: (Oriol, 2016)  
 
𝑘 =
𝑎∗𝑏
ℎ∗(𝑎+𝑏)
 ;    𝑘 =
5∗8
3∗(5+8)
= 1,025 (5) 
Ecuación 5: Cálculo del Factor de Utilización 
     Para el cálculo del factor de utilización “n” se va a tomar en cuenta los valores de la Tabla 
26 en donde se especifica el color del techo que en este caso será considerado el valor medio 
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que representa 0,5 debido a que en este diseño del CPD no se considera la adquisición de un 
techo falso el cual favorece a tener un factor de reflexión más alto, y en paredes se considera 
un color claro (blanco) que representa un valor de reflexión de 0.3.  
Tabla 26. Factores de Reflexión de techo y paredes  
 Color Factor de Reflexión 
Techo Blanco  0.7 
Claro 0.5 
Medio 0.3 
Paredes Claro 0.5 
Medio 0.3 
Oscuro 0.1 
Fuente: (Oriol, 2016)  
 
     Por último, para el cálculo del factor de utilización se toma en cuenta los valores calculados 
anteriormente como; índice del local =1,025; factor de reflexión del techo 0,5; factor de 
reflexión de paredes 0,3. En la Figura 67 se prosigue a la respectiva ubicación de los valores 
en donde se obtiene un valor total del factor de utilización de 0,32. 
 
Figura 67. Factor de Utilización 
Fuente: (Oriol, 2016)  
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4.1.12.3.  Cálculo del factor de Mantenimiento 
     Para este cálculo se va a tomar en cuenta que el ambiente siempre va a estar limpio por el 
cual se recomienda que el personal de limpieza del Gobierno Autónomo Descentralizado 
Municipal de Otavalo debe encargarse de la limpieza de esta área, en la Tabla 27 se encuentra 
marcado de color rojo el factor de mantenimiento que se prevé tener dentro de la inmediación.  
Tabla 27. Factor de Mantenimiento 
Ambiente Factor de mantenimiento 
(fm) 
Limpio 0.8 
Sucio 0.6 
Fuente: (Orejuela, 2008)  
 
4.1.12.4. Cálculo del número de Luminarias   
𝑁𝐿 =
ΦT
𝑛.ΦL
 ; 
 
(6) 
Ecuación 6: Cálculo de Luminarias 
Remplazamos NL=
78125 lm 
3∗4950 𝑙𝑚
= 5,26 ≅ 5 luminarias 
   Se prosigue al remplazo de los valores pertenecientes a la ecuación 6, en donde ΦT representa 
el valor del flujo luminoso calculado en la ecuación 4 cuyo valor es 78125 lúmenes; y “n” 
representa el número de lámparas que conforman cada luminaria que se prevé instalar que son 
3 lámparas por luminaria; y por último ΦL representa el flujo luminoso de cada lámpara en este 
caso se ha tomado lámparas de 4950 lúmenes.   
     En conclusión, de acuerdo al análisis anteriormente realizado se puede consumar que en 
esta área del Data Center  se necesita 5 luminarias led amigables con el ambiente, cada una 
formada de 3 lámparas de 4950 lux, estas lámparas deben ser de material laminado y si en la 
hoja de especificación lo permite las luminarias cubrir con pintura antiestática, se debe tomar 
en cuenta que el número de luminarias varía dependiendo de las características con que cuente.  
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4.1.12.5. Recomendación para ubicación de luminarias 
     Las 5 luminarias calculadas en la ecuación 6 están formadas por 3 lámparas de 4950 lux 
cada una, mismas que serán empotradas en el techo verdadero a una altura de 3 metros como 
se muestra en la Figura 68 debido a que en este diseño no se consideró necesaria la adquisición 
de un techo falso.  
 
Figura 68. Distribución de Luminarias 
Fuente: Autor 
 
4.1.13. Iluminación de emergencia 
     Instalar luminarias LED de 300 lux como establece la Norma ANSI/TIA-942 las cuales 
tienen la función de trabajar frente a un corte de energía normal, fallo eléctrico, o algún 
inconveniente inesperado, estas luminarias deben contar con baterías de respaldo de al menos 
3 horas de trabajo.  
4.1.13.1. Ubicación  
Se puede enganchar en la pared o colgar en el techo según las necesidades del usuario, 
en este diseño se recomienda colocar una luminaria sobre el marco de la puerta de salida con 
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el fin de evacuar el área de manera segura, las otras 2 luces en el centro de las paredes más 
largas con el objetivo de tener una luminosidad enfocada hacia los pasillos en donde se 
encuentran colocados los equipos activos denominados racks como se puede apreciar en la 
Figura 69. 
  
Figura 69. Distribución de Luminarias de Emergencia 
Fuente: Autor 
 
4.1.13.2. Recomendaciones  
     Después de la debida instalación se debe realizar pruebas de funcionamiento y 
mantenimiento cada 3 meses.  
4.1.13.3.  Interruptor 
     Los interruptores de la luminaria principal deben ser instaladas en puntos fácilmente 
accesibles (lado derecho a la puerta de acceso parte interna) y su altura de montaje debe estar 
comprendida en el rango de 0,80m y 1,40m medida desde el nivel del piso Falso 
(Superintendencia de Electricidad, 2016). Además, estos interruptores deben estar colocados 
en condición de apagado, es decir con la palanca hundida hacia el lado izquierdo.  
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4.1.14. Acabados interiores y exteriores  
(Garrido, 2015) menciona que para los acabados tanto interiores como exteriores se 
debe hacer uso de pintura especial o compuestos químicos apropiados anticorrosivos, 
antiestático, ignífugos que sean retardantes al fuego en un periodo estimado de una hora, sobre 
todo ser inmune al cambio de temperatura evitando así deformaciones en las paredes y ser de 
color claro y acabados lisos con el objetivo evitar la acumulación del polvo y mejorar la 
reflexión de la luz dentro del área. 
     Esta pintura especial debe cubrir el área total del Data Center que abarca techo verdadero 
(40 𝑚2), piso técnico (40 𝑚2), paredes internas (94.90 𝑚2), teniendo un área total de 174.90 𝑚2 
≅ 175 𝑚2. 
4.1.14.1. Cálculo del número de galones de pintura  
     Con la ecuación 7 se conoce la cantidad necesaria de galones de pintura para cubrir el área 
del CPD en donde los 175 𝑚2  representa el área total a cubrir, los 10 𝑚2   simboliza lo que cubre 
cada litro de pintura y el número 2 representa a que se debe pasar 2 capas de pintura con el 
objetivo de reforzar la protección del lugar (Saber y Hacer, 2016). 
(Área total a cubrir / 10 𝑚2 que rinde cada galón de pintura) x 2 manos de pasada (7) 
Ecuación 7: Cálculo de Galones de Pintura 
(175 𝑚2 / 10 𝑚2) x 2 manos = 35 litros 
     En la tabla 28 se muestra un resumen de la cantidad necesaria de galones de pintura 
calculados en la ecuación 7 para los acabados del área del Data Center. 
     Pintura ignifuga la presencia de calor intenso genera una espuma protectora que el calor 
evitando la propagación del fuego. No tóxica, fácil de aplicar, buena elasticidad, excelente 
dureza y adherencia, permite la aplicación de capas de elevado grosor para brindar mayor 
protección (Pintulac, 2017). 
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     Pintura electroestática producto ideal para ser aplicado sobre superficies de aluminio, 
también se puede utilizar en muebles metálicos, equipos eléctricos y electrónicos (Pintulac, 
2017). 
     Pintura epóxicas de color natural (transparente) en equipos como racks, gabinetes, 
pedestales y travesaños, con el único propósito de reforzar la seguridad y protección hacia esta 
área del CPD (Pintulac, 2017). 
Tabla 28. Requerimiento de Pintura 
Área a cubrir Material Unidad Cantidad 
Paredes interiores, 
techo Verdadero, 
Piso Técnico 
Pintura Ignifuga Galón 9 
Pintura electroestática Galón 6 
Pintura Epóxicas  Galón 2 
 TOTAL 17 galones 
Fuente: Autor 
 
4.2.14.2. Procedimiento 
     Para la aplicación de este matiz se debe cerciorar que las superficies a pintarse estén    
perfectamente limpias, lisas y libres de grumos, sin ningún rastro de suciedad con el objetivo 
de garantizar mayor adherencia de la pintura.  
4.2.14.3. Recomendaciones  
     Con el objetivo de reforzar la protección de estas superficies se debe suministrar dos manos 
de pintura obteniendo así un espesor adecuado, para el respectivo secado se debe esperar dos 
días. 
4.2.15. Equipamiento  
          Consideraciones que se debe tomar en cuenta con respecto al equipamiento: 
 Se debe considerar el alojamiento de equipos obligatoriamente solo de Networking. 
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 No se debe admitir ningún mueble de madera ni cartones en los que vienen empacados 
los equipos ya que estos materiales son considerados fuentes combustibles y pueden 
ayudar a propagar un incendio con facilidad. 
4.2. Subsistema Eléctrico  
     En el subsistema eléctrico se toma en cuenta los dispositivos activos los cuales requieren de 
conexión eléctrica conjuntamente con un buen nivel de refrigeración para su respectivo 
funcionamiento y por ende se debe realizar un estimado de la potencia Total consumida y 
requerida (Avelar, 2010). 
4.2.1. Requisitos de la potencia- Electricidad 
      Para el respectivo dimensionamiento del Subsistema Eléctrico se debe tomar en cuenta la 
sumatoria de los diferentes tipos de cargas, estimando así la potencia requerida para el nuevo 
CPD con el fin de que esta área trabaje en buenas condiciones durante los 365 días del año.  
4.2.1.1. Cargas criticas (C1) 
(Avelar, 2010) Se refiere a la sumatoria total de potencias de cada uno de los 
componentes de hardware IT como: servidores, routers, computadores, switch, dispositivos de 
almacenamiento, equipos de telecomunicación, para lo cual se va hacer uso de la ecuación 8. 
𝑇𝑜𝑡𝑎𝑙 𝑐𝑎𝑙𝑐𝑢𝑙𝑎𝑑𝑜 𝑒𝑛 𝑊 ∗ 0,67
100
= 𝑊 
 
(8) 
Ecuación 8: Cálculo de Cargas Criticas 
     Para obtener el valor potencial real (Avelar, 2010) menciona que la potencia total de los 
equipos se debe multiplicar por 0,67 y  este valor dividirlo para 100 obtenido así el total en W 
cuyos valores se encuentran especificados en la Tabla 29.   
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Tabla 29. Equipamiento del Gobierno Autónomo Descentralizado Municipal de Otavalo 
Equipamiento Activo Potencia [W] 
Switch 3COM 31,5 
Switch 3COM  31,5 
Switch C3850 50 
Switch DLINK  25 
Switch  3COM 50 
Switch 3COM  31,5 
Switch 3COM     31,5  
Switch 3COM  31,5 
HP PROLIANT  550 
HP PROLIANT  550 
HP PROLIANT  550 
HP PROLIANT  1100 
HP PROLIANT  1100 
PC  150W 
Switch CISCO 1900 50 
Servidor 750 
Router BOARD  20 
Router BOARD  20 
Firewall 85 
PC 300 
Subtotal 5500 W 
Subtotal*0,67 3690 W 
C1 3690W 
Fuente: (Gobierno Autónomo Descentralizado Municipal de Otavalo, 2016)  
 
4.2.1.2. Carga Critica no incluidas (C2) 
     Son considerados como carga crítica no incluidas los sistemas de monitoreo, alarmas, video 
vigilancia, control de acceso y CCTV. Para el cálculo respectivo de la potencia real el valor 
total se debe multiplicar por el factor de 0.67 obteniendo así el valor estimado de consumo 
como muestra la Ecuación 9.              
𝑇𝑜𝑡𝑎𝑙 𝑐𝑎𝑙𝑐𝑢𝑙𝑎𝑑𝑜 𝑒𝑛 𝑊 ∗ 0,67
100
= 𝑊 
 
(9)  
Ecuación 9: Cálculo de cargas Criticas no Incluidas 
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   En la Tabla 30 se detalla el cálculo de las cargas críticas no incluidas mediante la ecuación 9  
Tabla 30. Detalle de Cargas 
Equipamiento Activo Potencia [W] 
Cerradura electromagnética/3,6 W + lector de acceso biométrico/ 60 W  64 
Sistema de video Vigilancia 25 
Detector de humo fotoeléctrico 2/12W + tablero eléctrico detector de 
incendios/ 96 W + alarma estroboscópica/24W  
144 
Sistema Monitoreo y alarmas  100 
Luminaria de emergencia 3/ 6W  18 
Subtotal 351 
Subtotal*0,67 235,17 
C2 235W 
Fuente: (Avelar, 2010)  
 
4.2.1.3.  Cargas futuras con expectativa a 5 años (C3) 
     En este ítem se tomará en cuenta la sumatoria de las cargas críticas y no críticas las cuales 
se las debe multiplicar por el 100% (Avelar, 2010). 
 
                (𝐶1 + 𝐶2) ∗ 80% = 𝐾𝑊 
 
(10) 
Ecuación 10: Calculo de cargas futuras 
(3.690W+235W) x 80% = W 
C3= 3.140 W 
4.2.1.4. Consumo de Potencia de Cresta debido a la variación de cargas criticas 
(C4) 
     Representa el consumo total de la potencia de la carga crítica en estado estable, en donde se 
realizará la sumatoria de los tres ítems anteriormente como se muestra en la Ecuación 11 cuyo 
valor debe ser multiplicado por 1,05 (Avelar, 2010) . 
(𝐶1 + 𝐶2 + 𝐶3)𝑋1,05 = 𝑊 
 
(11) 
Ecuación 11: Consumo de Potencia de Cresta debido a la variación de cargas criticas 
(3.690W+235W+3.140) x 1.05 = W 
C4=7.418 W 
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4.2.1.5. Ineficiencia del UPS y carga de baterías (C5):  
     Significa la sumatoria de la carga critica + cargas no criticas + cargas futuras como se 
especifica en la Ecuación 12, lo cual representa la necesidad de potencia que requiere el UPS 
para operar y cargar las baterías del Data Center. Además, este resultado se lo debe multiplica 
por un factor de sobredimensionamiento de 0,32 (ideal para UPS con carga y descarga de 
baterías).  
(𝐶1 + 𝐶2 + 𝐶3) 𝑥 0,32 = 𝐾𝑊 
 
(12) 
Ecuación 12: Ineficiencia del UPS y carga de baterías 
(3.690W+235W+3.140) x 0,32 = W 
C5 = 2.260 W 
4.2.1.6. Carga de iluminación Necesaria(C6)  
     La potencia necesaria para el sistema de iluminación se detalla en la Ecuación 13. 
(𝐸𝑠𝑝𝑎𝑐𝑖𝑜 𝑂𝑐𝑢𝑝𝑎𝑑𝑜 𝑚2 )𝑋 21,5 = 𝑊 
 
(13) 
Ecuación 13: Cálculo de la Carga de Iluminación necesaria 
(8 𝑑𝑒 𝑙𝑎𝑟𝑔𝑜 ∗ 5 𝑎𝑛𝑐ℎ𝑜 𝑚2 )𝑋 21,5 = 𝑊 
(40𝑚2 )𝑋 21,5 = 𝑊 
840 = 𝑊 
𝑪𝟔 = 𝟖𝟒𝟎𝑾 
4.2.1.7. Potencia total para satisfacer los requisitos eléctricos (C7):  
     Este valor se obtiene por medio de la sumatoria de las cargas C4, C5 y C6 como se puede 
apreciar en la Ecuación 14. 
(𝐶4 + 𝐶5 + 𝐶6) = 𝑊 
 
(14) 
(7.418W+2.260W+840W) = W 
C7=10.519 W 
4.2.1.8.  Potencia total para satisfacer al sistema de refrigeración (C8): 
    En este ítem se tomará en cuenta la potencia total calculado en la ecuación 14, cuyo valor 
debe ser multiplicado por el factor 0.7 como se muestra en la ecuación 15.  
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(𝐶7) ∗ 0.7 = 𝐾𝑊 (15) 
Ecuación 14: Cálculo de la potencia total para satisfacer al sistema de refrigeración 
                                                        (10.519W) *0,7= W 
                                                           C8= 7.363 W 
4.2.1.9. Potencia total (C9)  
     En la Ecuación 16 se va a calcular la Potencia total para satisfacer los requisitos de 
refrigeración y eléctricos del nuevo Data Center. 
(𝐶7) + (𝐶8) = 𝑊 
 
(16) 
Ecuación 15:Cálculo de la potencia total 
                                                        (10.519 W) + (7.363W) = W 
                                                              C9 = 17.882 W Potencia que va a consumir el CPD 
4.2.1.10. Estimación de dimensionamiento de servicio eléctrico  
     En el siguiente Ítem se estimará la carga necesaria que requiere el Data Center del Gobierno 
Autónomo Descentralizado Municipal Otavalo para trabajar en buenas condiciones, para lo 
cual es necesario los cálculos siguientes. 
4.2.1.11. Requerimientos para cumplir con la NEC28 ( C 10) 
     Para conocer el sobredimensionamiento de la carga eléctrica total se debe multiplicar el 
valor obtenido anteriormente de la Potencia Total por el factor de 1.25 como se detalla en la 
Ecuación 17. 
(𝐶9) ∗ 1,25 = 𝑊 
 
(17) 
Ecuación 16: Cálculo del Sobredimensionamiento de la carga 
                                                 (17.882𝑊) ∗ 1,25 = 𝑊 
𝑪𝟏𝟎 = 𝟐𝟐. 𝟑𝟓𝟑 𝑾 
 
                                                 
NEC28: Código Eléctrico Nacional de USA, que se encarga de la instalación segura del cableado y equipos 
eléctricos   
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4.2.1.12. Tensión CA Trifásica suministrada en la entrada del servicio (C11) 
     Representa al valor de tensión en AC que suministra la empresa en sus acometidas 
comerciales cuyo valor corresponde a 220V. 
𝑪𝟏𝟏 = 𝟐𝟐𝟎𝑽 
4.2.1.13. Servicio eléctrico requerido de la compañía eléctrica en amperios  
     En este ítem se va a conocer el valor de la corriente eléctrica la cual requiere el Data Center 
del Gobierno Autónomo Descentralizado Municipal de Otavalo para el debido funcionamiento, 
el cual debe ser suministrado por el tablero eléctrico de distribución secundario ubicado dentro 
del CPD cuyos cálculos se representa en la Ecuación 18. 
(𝐶10)
(𝐶11∗1,73)
= A ; 
(22.353𝑊)
(220∗1,73)
=59= A 
 
(18) 
Ecuación 17: Cálculo del Servicio eléctrico requerido de la compañía eléctrica en amperios 
4.2.1.14. Estimación del dimensionamiento del generador de reserva  
     Con los cálculos que se especifican a continuación se va a conocer el dimensionamiento 
necesario que necesita el generador eléctrico de reserva que se tiene instalado dentro de las 
inmediaciones del GADMO Ecuación 19. 
4.2.5.15. Cargas críticas que requieren respaldo por generador (C12) 
                         C7*1,3= W (19) 
Ecuación 18: Cálculo de 
10.519 W *1,3= W 
                                                             C12= 13.674 W las Cargas críticas que requieren respaldo 
por generador 
4.2.1.16. Cargas de Refrigeración que requieren respaldo por generador (C13) 
     Para este ítem de la ecuación 20 se toma en cuenta el valor de la Potencia total para satisfacer 
al sistema de refrigeración que fue descrito en la ecuación 15.  
Ecuación 19: Cálculo de las Cargas de Refrigeración que requieren respaldo por generador 
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                                                         C8*1,5=W                                                  (20) 
7.363 W *1,5= W 
C13 = 11.045 W 
 4.2.1.17. Dimensionamiento del generador (C14) 
     En la ecuación 21 tomara en cuenta el valor de las Cargas críticas que requieren 
respaldo por generador y de las cargas de Refrigeración que requieren respaldo por 
generador. 
C12+C13=W 
(21) 
Ecuación 20:  Dimensionamiento del generador 
13.674W + 11.045 W = W 
C14= 13.733 W 
4.2.2. Tableros eléctricos  
     Los tableros eléctricos son considerados gabinetes en los que se concentran los dispositivos 
de conexión, control, maniobra, protección, señalización y distribución, todos estos 
dispositivos permiten que una instalación eléctrica funcione adecuadamente.  
4.2.2.1. Tablero Eléctrico Principal de la Empresa 
     Es el encargado de recibir la alimentación por parte de la empresa eléctrica Emelnorte cuya 
función principal es alimentar a todo el Gobierno Autónomo Descentralizado Municipal de 
Otavalo, además este tablero debe estar apropiadamente conectado al Sistema de puesta a 
Tierra con el objetivo de estar protegido ante descargas atmosféricas. 
     En la Figura 70 se aprecia un esquema eléctrico de cómo debe ir conectados el tablero 
principal de la empresa al tablero de distribución del Data Center en donde se tiene redundancia 
ya que si existe un corte de energía eléctrica Normal el breaker salta y se conecta al Tablero de 
Transferencia Automática el cual está conectado directamente al generador, de esta manera el 
Data Center continúa funcionando sin ningún problema. 
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Figura 70. Diagrama de conexión eléctrica del Data Center 
Fuente: (Avelar, 2010)  
 
4.2.2.2. Tablero eléctrico de transferencia automática (TTA29)  
     Este tablero cambia de fuente eléctrica ante fallas del suministro eléctrico normal o ausencia 
del mismo; cuya obligación es activar el generador de respaldo por medio de un ATS 30 con el 
objetivo de proporcionar energía al Data Center de manera automática,  así mismo si el 
suministro eléctrico se encuentra normal el generador se mantendrá aislado. 
4.2.2.3. Tablero de Distribución Principal para Data Center (TDP31) 
     El tablero principal para el Data Center es el encargado de alimentar a esta área del CPD, 
por lo que debe satisfacer los requerimientos anteriormente calculados en donde el TTA debe 
proporcionar un voltaje de 220V AC y una corriente de 59A, por lo que se hace la elección de 
cable de cobre calibre  4 AWG TW según la  Tabla 31 (ELECTRO CABLES, 2012). 
                                                 
29 TTA: Tablero de Transferencia Automática  
30 ATS: Interruptor de Transferencia Automática*   
31 TDP: Tablero de Distribución Principal  
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Tabla 31.  Calibre del cable para tableros eléctricos 
Tipo de 
cable 
Calibre 
AWG 
PESO 
(Kg/Km) 
Capacidad 
de corriente 
para 
conductores 
TF 20 9,81 7 
TF 18 13,16 7 
TF 16 18,10 8 
TW 14 26,10 15 
TW 12 38,30 20 
TW 10 57,40 30 
TW 8 95,20 40 
TW 14 27,80 15 
TW 12 40,10 20 
TW 10 59,90 30 
TW 8 105,20 40 
TW 6 170,40 55 
TW 4 255,50 70 
TW 2 388,90 95 
TW 1 482,90 110 
TW 1/0 621,00 125 
TW 2/0 778,00 145 
 Fuente: (ELECTRO CABLES, 2012)    
  
      TW32: Este tipo de conductor puede ser usado en lugares secos y húmedos, su temperatura 
máxima de operación es 60 ºC , Los conductores de cobre tipo TW son utilizados en tableros 
eléctricos para edificaciones industriales, comerciales y residenciales, tal como se especifica 
en el National Electrical Code (ELECTRO CABLES, 2012). 
 4.2.2.3.1. Circuitos Derivados.  
     De este tablero Principal del Data Center se tendrá la distribución de los diferentes circuitos 
derivados, que serán conectados al interruptor diferencial, a continuación, se define el número de 
circuitos requeridos en el Data center como se muestra en la Tabla 32. 
 
                                                 
32 TW: Es un conductor que puede ser usado en lugares secos y húmedos 
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Tabla 32. Número de circuitos del Data Center 
Equipos Circuito 
Derivado 
Detalle 
UPS para racks 2 1 circuito para cada rack 
Sistema de Iluminación  2 Iluminación Principal 
Iluminación de Emergencia 
Sistema de Aire 
Acondicionado 
2 Conexión de Aire Acondicionado 
Control de Acceso 1 Acceso Biométrico 
Sistema de control de 
Incendio 
2 Tablero de control 
Sensores de Humo y Humedad 
CCTV 2 Conexión del POE de cámaras de 
Seguridad 
Letreros de Emergencia 1 Conexión de Letrero para 
Evacuación 
Crecimiento y 
Mantenimiento  
3 Posible uso para herramientas 
eléctricas     de    mantenimiento 
 
Fuente: Autor  
 
4.2.2.3.2.  Interruptor de protección para cada circuito derivado 
     En la tabla 33 Se muestra la capacidad máxima del interruptor de protección para cada 
circuito y el calibre del cable que deberá utilizarse para la conexión desde el interruptor hasta 
el circuito derivado, mismo que no debe exceder una distancia de 50 m, tomando en cuenta que 
cada circuito derivado permite la conexión de máximo 5 equipos y mínimo un equipo. Para los 
circuitos que sobrepasen los 20 A se debe proporcionar un circuito Independiente (ICREA, 
2007).  
Tabla 33. Definición de Interruptor y Calibre a Utilizarse 
Detalle de carga eléctrica  No. De 
Circuitos 
derivados  
Capacidad 
máxima del 
interruptor 
(A)  
Capacidad 
máxima 
de 
consumo 
(A)  
Calibre 
del 
cable 
(AWG)  
Racks  3 20 A  24A  10 
Sistema de Iluminación  2  20 A  16 A  12  
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Sistema de Aire Acondicionado  1 30 A  24 A  10  
Control de Acceso  1 20 A  16 A  12  
Sistemas contra incendios  1  20 A  16 A  12  
CCTV  1  20 A  16 A  12  
Letreros de Emergencia 1 20 A 16 A  12 
Mantenimiento 1 30 A 24A 10 
Fuente: (FARADAYOS, 2015) 
 
4.2.2.3.3. Recomendaciones  
     Los tableros de distribución deben estar debidamente rotulados por el fabricante con: 
 El nombre del fabricante o la marca comercial. 
 La tensión nominal. 
 La corriente nominal. 
 El número de fases. 
4.2.2.4. Tablero Bypass 
    Este tablero será utilizado esencialmente para realizar mantenimiento a diversos equipos o 
pruebas de funcionamiento sin provocar corte de servicio dentro del CPD, haciendo hincapié a 
lo que establece la Norma ANSI/TIA-942 se debe instalar un Tablero Bypass por cada UPS a 
implementarse como se puede apreciar en la Figura 71. En este tablero se debe utilizar 
conductores de cobre flexible con un material aislante termoplástico resistente al cambio de 
temperatura y propagación de incendios. 
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Figura 71. Tablero Bypass y Ubicación de UPS 
Fuente: Autor 
 
4.2.2.5. UPS Sistema de Power Ininterrumpido 
     El UPS debe estar conectado al tablero de Bypass, cuya función es distribuir energía al Data 
Center con el objetivo de que esta área se mantenga activa ante un corte de energía normal. 
Este dispositivo está compuesto por baterías internas mismo que tiene la función de proteger a 
los equipos de variaciones de tensión eléctrica y también suministrar energía en un lapso de 
tiempo corto hasta que la planta generadora entre en función en caso de corte del servicio 
eléctrico normal, por lo cual es de gran importancia saber la capacidad del UPS mismo que  
debe satisfacer requisitos de refrigeración y eléctricos, para esto se va a tomar en cuenta los 
datos anteriormente calculados en la ecuación 17 cuyo valor es igual a 22.353 W por lo que se 
concluye que el UPS debe ser superior a 23KW, mismo que será instalado en la parte interna 
del CPD ya que es un UPS menor a 100kw como establece la Norma ANSI/TIA-942 en su 
apartado 5.3.4.2. 
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4.2.2.5.1. Servicio de mantenimiento  
     El servicio de mantenimiento por parte de una empresa x, lo primero que debe hacer es 
ejecutar es una visita técnica al lugar en donde está ubicado el CPD con el objetivo de analizar 
físicamente el equipo y determinar si requiere de un servicio preventivo en caso de que esté 
funcionando adecuadamente o un correctivo en caso que el equipo este fallando. 
Mantenimiento Preventivo 
    Este tipo de mantenimiento se les da a las unidades de UPS con el fin de que se mantengan 
en perfecto funcionamiento y es recomendable que se lleve a cabo por lo menos cada 6 meses 
para poder erradicar las fallas más comunes en el sistema, causadas en su mayoría por deterioro 
de los cables y/o falta de limpieza en los circuitos y terminales, de esta manera se pueden 
mantener estables los equipos (ISSO POWER 9000, 2016). 
Servicio Correctivo 
     Este tipo de servicio se les da a las unidades UPS que presentan fallas; ya sea por fallas en 
el suministro de energía eléctrica o por falta de mantenimiento, (ISSO POWER 9000, 2016).  
4.2.2.6. Supresor de transmisión de voltaje (TVSS33) 
     Este elemento es necesario  para proteger los dispositivos alojados en el Data Center cuya 
función es cortar los impulsos de tensión y desviar la corriente al sistema de puesta a tierra, 
con la finalidad de evitar que se produzca daños dentro del área (Orejuela, 2008). Para realizar 
este cálculo se basó en una calculadora online de Data Center consultores web 
https://goo.gl/fzzHD4. Los datos especificados en la Tabla 34 son necesarios para el cálculo 
del TVSS detallado en la Figura 72 calculadora online. 
 
                                                 
33 TVSS: Supresor de transmisión de voltaje 
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Tabla 34. Clasificación de los TVSS 
A. (salidas de tomacorriente).  
 
B. (tableros de distribución)  
 
C protección primaria en la cabecera de la instalación contra sobretensiones externas.  
 
Fuente: (Mercado, 2015)  
 
4.2.2.6.1. Interpretación de los datos pedidos en el cálculo del TVSS 
      En la Tabla 35 se detalla uno a uno los parámetros que implican para el cálculo del TVSS 
aplicados en la Figura 72. 
Tabla 35. Cálculo del TVSS 
Parámetro Valor Descripción 
Clase  B  Dirigido a la protección del Tablero 
de Distribución Principal para el 
Data Center  
Capacidad de amperios  115 A  Corriente de entrada para el TDP 
Tipo de actividad  Instituciones- PYMES  GOBIERNO AUTÓNOMO 
DESCENTRALIZADO 
MUNICIPAL DE OTAVALO  es 
considerada una empresa pública, 
que presta servicios a la ciudadanía  
Nivel de incidencia de rayos  Leve incidencia de 
rayos  
“Según la Dirección de Aviación 
Civil, el nivel de incidencia de rayos 
en la provincia de Imbabura es uno 
de los más bajos del país con una 
puntuación de 5 puntos sobre 60” 
(Garrido, 2015) 
Distancia a fuentes de 
generación eléctrica  
50 km o menos  Distancia desde el GOBIERNO 
AUTÓNOMO 
DESCENTRALIZADO 
MUNICIPAL DE OTAVALO a la 
planta fotovoltaica ubicada en 
Pimampiro 
Cercanía a industrias y 
subestaciones  
Menos de 1km  2  km de distancia desde el 
GOBIERNO AUTÓNOMO 
DESCENTRALIZADO 
MUNICIPAL DE OTAVALO  
Fuente: http://www.datacenterconsultores.com/diseno -de-una-red-de-supresores-de-transientes 
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4.2.2.6.2. Cálculo de TVSS  
      Mediante esta la calculadora online https://goo.gl/fzzHD4 se dimensiona y selecciona 
adecuadamente el nivel de protección contra eventos transitorios en la red eléctrica utilizando 
los datos descritos en la Tabla 35 como se puede apreciar en la Figura 72. 
 
Figura 72. Cálculo de TVSS 
Fuente: Autor 
 
     De estos datos obtenidos en la Figura 72 se puede concluir que se necesita un TVSS de 65 KA 
para el tablero secundario del Data center y filtros supresores de 125 A para proteger los circuitos 
derivados de esta área del CPD.  
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4.2.3.  Conductores eléctricos para Tableros  
     Los conductores eléctricos empleados para cada circuito derivado deben ser de aluminio 
esmaltado con cobre, en toda su longitud deben estar apropiadamente aislados con una 
protección hermética de PVC o hule evitando así tener interferencia con otros cables, resistente 
a la humedad y retardantes al fuego. Cuya distribución se lo debe hacer por medio de bandejas 
instaladas bajo el Piso Falso y el diámetro de estos conductores no debe ser menor a #12 AWG 
y no superar una distancia de 50m (FARADAYOS, 2015) 
4.2.4. Tomacorrientes:  
     Cada uno de los tomacorrientes existentes dentro del Data Center deben trabajar a una 
frecuencia de 60 Hz, los cuales serán empotrados a la pared a una distancia de 0,25 m a 0,50m 
de altura en el plano horizontal y en el plano vertical a una distancia de 1,6m a 1,8m de 
separación. En la Tabla 36 se detalla el número de Tomas para cada circuito derivado 
(Electricidad Básica, 2015).  
Tabla 36. Tipos de tomacorrientes para circuitos derivados 
 
Tipo de 
Tomacorriente 
Cables Circuito 
Derivado 
N° 
Circuitos 
Voltaje 
de 
Salida 
Corriente 
de 
Salida 
Monofásico doble 
(2 hilos- 120V)  
 
Potencial  
Neutro 
Tierra  
Toma para rack 2 120 20 
Monofásico doble 
(2 hilos- 120V)  
 
Potencial  
Neutro 
Tierra  
Control de 
Acceso 
1 120 20 
Monofásico doble 
(2 hilos- 120V)  
 
Potencial  
Neutro 
Tierra  
Sistema de 
Control de 
Incendios 
1 120 20 
Monofásico doble 
(2 hilos- 120V)  
 
Potencial  
Neutro 
Tierra  
Letreros para 
Salida de 
Emergencia 
1 120 20 
Monofásico doble 
(2 hilos- 120V)  
Potencial  
CCTV 1 120 20 
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Neutro 
Tierra  
Monofásico doble 
(2 hilos- 
120V/220V) 
 
 
Aire 
acondicionado 
1 220 V 30 A 
Monofásico doble 
(2 hilos- 120V)  
 
Potencial  
Neutro 
Tierra  
Iluminación  2 120 20 
Monofásico doble 
(2 hilos- 
120V/220V) 
 
 
Mantenimiento 1 220 V 30 A 
Fuente: (Faradayos, 2015) 
 
      En la Tabla 37 se presenta la cantidad necesaria de las protecciones para los circuitos del 
Data Center.  
Tabla 37. Materiales necesarios para la protección de los circuitos 
Elemento  Cantidad  
Interruptores termomagnéticos (50 A)  
 
2 
Interruptores diferenciales (30 mA)  
 
2 
Interruptores (20 A)  
 
16 
Interruptores (30 A)  
 
4 
TVSS (65 kA)  
 
1 
Tomacorriente 120V/20ª  
 
9 
Tomacorriente 120V/220V (30 A)  
 
2 
Fuente: Autor  
 
4.2.4.1. Instalación de los tomacorrientes  
     La conexión de estos tomacorrientes se debe hacer de la siguiente manera: cable negro se 
conecta al tornillo dorado de latón; neutro se conecta al tornillo plateado; el cable de tierra debe 
conectarse directamente al tornillo verde (FARADAYOS, 2015). 
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4.2.4.2.  Conexión de tomacorriente 
     En la Figura 73 se estima la ubicación de cada uno de los Toma corrientes que serán 
instalados dentro del área del CPD. 
 
Figura 73.Ubicación de los Toma Corriente dentro del área del CPD 
Fuente: Autor 
 
4.2.5. Generador de reserva 
     Con el objetivo de mantener operativo el Data Center se recomienda contar con un 
generador eléctrico de reserva como se menciona en el apartado 5.3.6.2. de la Norma guía ( 
Asociación de Industrias de Telecomunicaciones TIA 942, 2005). Para lo cual se va a tomar en 
cuenta los cálculos anteriormente realizados en la ecuación 21 de este documento capítulo IV 
cuyo valor es igual a 13.73 W. Actualmente el Gobierno Autónomo Descentralizado Municipal 
de Otavalo cuenta con una planta generadora de 100KW, con esto se puede concluir que el 
dimensionamiento realizado anteriormente es mucho menor a la potencia con la que cuenta el 
generador existente dentro de las inmediaciones del GADMO por esta razón se concluye que 
está planta generadora está en condiciones de alimentar al nuevo Data Center. Se recomienda 
que el Departamento VSM donde se realizan todo tipo de cobros y tramites del Municipio 
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denominado como servicios críticos debe estar conectado a la planta generadora, lo que 
significa que tanto esta área como el Data Center tendrán prioridad del suministro eléctrico.  
     4.2.5.1. Tipos de mantenimiento para la planta Generadora 
          Existe dos tipos de mantenimiento: 
 Mantenimiento preventivo el cual busca detectar y corregir errores antes de que 
ocurra una falla en el equipo, este tipo de mantenimiento evita invertir grandes costos 
en la reparación de la unidad. 
 Estos mantenimientos consisten en una serie de chequeos y pruebas mensuales de 
funcionamiento, en caso de tener resultado negativos se procede a corregir de manera 
inmediata.  
 Mantenimiento correctivo que se realizan cuando el equipo deja de funcionar y es 
necesario reparar una o varias partes para que éste pueda volver a funcionar el cual 
implica una inversión económica bastante amplia y perdida del prestigio de la entidad. 
4.2.6. Bandejas   
    En este   diseño se considera la instalación de bandejas por separado como encomienda la 
Norma ANSI/TIA-942, una para cables de datos y otra para el cableado eléctrico evitando así 
tener interferencia entre estos conductores como se puede apreciar en la Figura 74.  
 
Figura 74. Distribución de bandejas para cableado de Telecomunicación y para cableado Eléctrico 
Fuente: https://goo.gl/QdUzR8  
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4.2.6.1. Bandejas de Cableado Eléctrico 
     Con respecto a las bandejas del cableado eléctrico se debe considerar las siguientes 
recomendaciones (Avelar, 2010): 
 Menciona que se debe considerar bandejas metálicas de acero galvanizado en caliente 
las cuales serán colocadas bajo el Piso Técnico denominados pasillos fríos a una altura 
de 0,35 cm desde el nivel de la estructura metálica del piso Técnico.  
 Esta canalización no debe exceder en una capacidad máxima del 50% de llenado y una 
altura superior a los 15 cm ( Asociación de Industrias de Telecomunicaciones TIA 942, 
2005). 
 Desde el punto de vista electromagnético se recomienda instalar bandejas cerrada que 
una bandeja perforada, ya que así se garantiza la protección electromagnética sobre el 
cableado que soporta cada una de las bandejas  de datos y eléctrico (Garrido, 2015). 
 La ruta para este tipo de cableado se administra desde los tableros eléctricos ubicado 
en el interior del Data Center hacia cada uno de los UPS, racks, HVAC, Sistema 
detector de Incendios y demás elementos eléctricos. 
 Otra de las recomendaciones es que estas bandejas deben soportar 100kg en toda su 
extensión sin presentar ninguna deformación  
 Se debe cuidar la continuidad eléctrica en toda su trayectoria y usar accesorios 
fabricados particularmente para tal fin (AcecoTI, 2016). 
 Conexión a Tierra de cada una de estas bandejas de manera obligatoria. 
 Los componentes que se usen como soportes para las respectivas bandejas y sus 
elementos de fijación como; conexiones tipo T, angulares, verticales; tornillos, pinzas 
y/o mordazas deben ser metálicas, resistentes a la corrosión y tener el respectivo 
cuidado de no superar los 50m de longitud.  
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 Se recomienda que los cables instalados en canalizaciones sean sujetados con amarras 
al inicio y al final ya que las conexiones sueltas ante posibles vibraciones pueden ser 
causantes de algún incidente dentro del CPD. 
 En la Figura 75 se muestra claramente el diseño por donde están encaminadas estas 
bandejas metálicas. 
 
Figura 75. Distribución de Bandejas Eléctricas 
Fuente: Autor 
 
4.2.6.2. Bandejas de cableado para Datos 
           Con respecto a las bandejas de datos se debe acatar las siguientes recomendaciones:  
 Bandejas de cables de telecomunicaciones se debe colocar bajo el Piso Técnico en la 
parte posterior de los racks denominados pasillos calientes como muestra la Figura 76.  
 Cuidar que no exista ásperas en toda la extensión de las bandejas con la intención de 
evita algún daño en el cableado. 
 Estas bandejas deben estar ubicadas a una altura de 15 cm desde el nivel del Piso 
Técnico.  
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Figura 76. Distribución de las Bandejas de Datos 
Fuente: Autor 
 
4.2.7. Malla de alta frecuencia  
     Basándose en recomendaciones que establece la Norma ANSI/TIA/EIA 607, implanta que 
esta malla de alta frecuencia obligatoriamente debe ser instalada lo más cercano posible al piso 
verdadero como se muestra en la Figura 77, cuidando que no tenga ningún tipo de rose con 
alguna estructura metálica que forma el Piso Técnico. 
 
Figura 77. Ubicación de la malla de alta frecuencia 
 Fuente: Autor 
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4.2.7.1. Características Técnicas.  
      A continuación, se detallan algunas características técnicas con las que debe cumplir esta 
malla de alta frecuencia:  
 La red de alta frecuencia debe ser construida mediante láminas de cobre desnudo calibre 
de 6 AWG en forma de malla bajo el piso técnico 
 Al momento de la instalación de esta malla de debe tener precaución en que no exista 
ningún tipo de rose entre los pedestales los cuales forman la estructura del Piso Técnico. 
 Cada punto de la malla debe estar unido por soldadura exotérmica (unión molecular de 
dos o más conductores metálicos mediante una reacción química). 
 Esta malla de Alta Frecuencia estará conectada al TGB de este piso como muestra la 
Figura 78 literal a y b, luego se conectará con el TBB de este piso con un cable de cobre 
desnudo no menor a 8AWG siguiendo el respectivo camino hasta llegar al TMGB. 
 
 
a)                                                 b) 
Figura 78. Unión del TGB a la malla de telecomunicaciones a y b 
Fuente: Autor 
4.2.7.2. Gabinetes  
     Los gabinetes deben estar apropiadamente enlazados con la malla de alta frecuencia por 
medio de un cable de cobre calibre 6AWG unido con una soldadura exotérmica (unión 
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molecular de dos o más conductores metálicos) protegiendo así los equipos alojados en cada 
uno de los racks. 
     Estos racks está formados por 4 tiras una en cada extremo, las cuales son utilizadas como 
mecanismo de descarga para los equipos alojados en esta unidad, estas tiras de descarga 
denominan RGB (Rack Grounding Bussbar) se encuentran unidas mediante conectores de 
calibre de 6AWG, además estos racks cuentan con una barra con conectores en la parte inferior, 
en donde un jumper se conecta desde esta barra hacia la malla de alta frecuencia instalada en 
la zona, asegurando así un aterrizaje adecuado en la Figura 79 se muestra claramente las 
diferentes maneras de conectar un rack a la malla de puesta a tierra. Gabinetes y cada uno de 
los elementos utilizados para el aterramiento deben ser estrictamente metálicos. 
 
Figura 79. Conexión de los racks a la malla de puesta a tierra 
Fuente: (PANDUIT , 2016) 
 
4.2.8 Sistema de Puesta A tierra 
     La Norma ANSI/TIA/EIA-607 menciona que el sistema de puesta a tierra tiene la finalidad 
de proporcionar el aterrizaje de todas las corrientes parasitas del sistema eléctrico. El sistema 
de puesta a tierra está compuesto por una barra TMGB, varios TBB y TGB dependiendo del 
tamaño del edificio. 
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4.2.8.1. Barra principal de tierra para telecomunicaciones TMGB 
     Debido a que el Gobierno Autónomo Descentralizado Municipal de Otavalo tiene diversos 
racks ubicados en diferentes departamentos del Municipio es necesario contar con un TMGB 
la cual tiene la función de conectar cada una de estas barras de telecomunicación TGB ubicadas 
en los diferentes departamentos en donde existe los armarios de comunicación, mediante un 
TBB con un calibre de 6AWG y a la vez debe unirse a la malla de puesta a tierra con un 
conductor de cobre 2 AWG mismo que debe contar con una chaqueta de color verde y debe 
dirigirse por un tubo PVC. 
    La Barra de aterramiento TMGB debe ser elaborada en un 99.9% de cobre electrolítico con 
una placa delgada de cobre con el objetivo de evitar corrosión en el material como se muestra 
en la Figura 80, además debe acatar las recomendaciones mencionadas posteriormente. 
 Las dimensiones mínimas para estas barras deben ser de 6,5 mm de espesor y 100 mm 
de ancho y longitud variable según lo establece el estándar NEMA34. 
 Tomar en cuenta que la barra TMGB debe estar aislada por lo menos 5cm de su soporte 
ya que así se evitará la continuidad eléctrica entre ellas. 
 La barra deberá poseer un aislante de color verde, que debe contar con su correspondiente 
etiqueta para que pueda ser fácilmente identificado.  
 Los conectores para el conductor de unión de telecomunicaciones a la TMGB deberán 
ser compresión de dos perforaciones ya que si es de una sola perforación pueden 
aflojarse ante cualquier movimiento quedando así la barra suelta.   
 Las uniones que se realicen desde la barra TMGB al TBB debe ser por medio de una 
soldadura exotérmica. 
                                                 
34 NEMA: Asociación Nacional de Fabricantes Eléctricos 
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 Cada una de las conexiones que se realicen debe estar debidamente cubierta con grasa 
antioxidante el cual impedirá la corrosión, en cada perforación de la barra se debe 
colocar una única conexión. 
 
Figura 80. Barra TMGB 
Fuente: https://goo.gl/uKTLnM 
4.2.8.2. Barra de tierra para telecomunicaciones (TGB) 
     Esta barra de tierra es el punto central de conexión para los diferentes equipos de 
telecomunicaciones ubicados en cada piso, cuya función principal es reducir e igualar el 
diferencial de potencial entre los equipos alojados dentro de los diferentes departamentos del 
Gobierno Autónomo Descentralizado Municipal de Otavalo, a esta barra TGB se conectará la 
malla de puesta a tierra (instalada bajo el Piso Técnico) del Data Center. 
4.2.8.2.1. Características que debe cumplir la barra de puesta a Tierra (Joskowicz, 
2016): 
     La barra TGB debe cumplir con las siguientes características:  
 Esta barra TGB debe ser de cobre con perforaciones roscadas. 
 Dimensiones mínimas que debe cumplir son 50mm de ancho por 6mm de espesor y la 
longitud puede variar con respecto al número de equipos que se tenga alojados dentro 
del CPD, además se debe considerar un posible crecimiento.  
 Entre el soporte y la barra se debe tener una distancia mínima de 5cm evitando así que 
exista continuidad eléctrica. 
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 Cada uno de los accesorios necesarios para la instalación como; bracket, tornillos, 
tuercas, pinzas etc.… deben ser de acero resistentes a la corrosión.  
4.2.8.2.2. Recomendaciones  
Además, se debe tomar en cuenta las siguientes recomendaciones con respecto a la barra                                
TGB: 
 Igual que la barra TMGB se recomienda que la barra TGB debe estar platinada con el 
objetivo de reducir la resistencia del contacto, en caso de no estarlo se recomienda que 
se debe limpiar bien la barra antes de colocar los conductores. 
 La unión entre la TBB y la TGB debe ser continuo y ruteado en el camino más corto 
posible. 
 Esta barra debe estar tan cerca como sea del panel principal de telecomunicaciones o a 
su cubierta metálica.  
 Las conexiones entre las TBBs y el TGB debe hacerse mediante conectores de 
compresión de dos perforaciones 
4.2.8.3. TBB Backbone para tierras para Telecomunicaciones 
     TBB es considerado como un conductor que interconecta todos los TGBs existentes dentro 
del Gobierno Autónomo Descentralizado Municipal de Otavalo con la TMGB (única para todo 
el GADMO) cuya función principal es reducir y ecualizar los diferenciales de potencial de los 
diferentes equipos. 
     Esta barra TBB debe originarse en la TMGB, extendiéndose así por la ruta del cableado 
vertical de telecomunicaciones de todo el Gobierno Autónomo Descentralizado Municipal de 
Otavalo, la cual se interconecta a los diferentes TGBs que están ubicados en los diferentes 
armarios de telecomunicaciones y Data Center. Las estructuras metálicas de los edificios no 
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deben ser usadas como tierra, Se debe tomar en cuenta la tabla 4 de este documento para 
conocer el grosor del calibre del TBB. 
4.2.8.3.1. Instalación 
     Unir el TBB con el TMG usando conectores de compresión irreversibles, soldadura 
exotérmica, además se debe toma en cuenta que en toda la extensión del TBB se debe evitar 
empalmes. 
4.2.9. Etiquetado de los elementos del SPT 
     La Norma ANSI/TIA 606-A menciona que el etiquetado debe ser con etiquetas 
autoadhesivas y auto laminadas de color verde para todo el Sistema. Cada TMGB y TGB debe 
ser identificado con el mismo fs35 (Identificador del espacio donde está localizado o número 
de Departamento) como se muestra en la Tabla 38. 
 TMGB (fs-TMGB) (Existe una sola barra para cubrir toda la infraestructura) 
 TGB (fs-TGB) (depende el número de pisos o departamentos que tenga el Gobierno 
Autónomo Descentralizado Municipal de Otavalo). 
Tabla 38. Etiquetado del Sistema de Puesta a Tierra 
Elemento Descripción Etiquetado 
TMGB Primer piso 1A-TMGB 
TGB 
Primer piso 1A-TGB 
Segundo piso 2A-TGB 
Tercer piso 3A-TGB 
Fuente: (Benigno, 2011)  
 
    En conclusión, las diferentes barras TGB existentes en cada piso debe estar unida a la barra 
TMGB mediante una barra TBB utilizando el camino más corto, además debe ser debidamente 
ruteado. 
                                                 
35 Fs: Identificador del espacio donde está localizado o número de Departamento 
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     La Norma ANSI/TIA-942 establece que el Sistema de puesta a tierra debe cumplir con los 
siguientes requerimientos. 
 1 AWG o un conductor de unión más grande a la barra de conexión a tierra de 
telecomunicaciones (TGB). 
 Un conductor por cada UPS. 
 6 AWG o un conductor más grande para equipo HVAC36. 
 4 AWG o un conductor de unión más grande a cada columna en la sala de ordenadores. 
 6 AWG o un conductor de unión más grande a cada escalera de cable, bandeja de cables. 
 6 AWG o conductor de unión mayor a cada computadora o gabinete de 
telecomunicaciones, rack. 
4.3. Infraestructura Mecánica 
     Dentro de la infraestructura mecánica se va a tomar en cuenta aspectos como el sistema de 
aire acondicionado, Sistema CCTV, Sistema de prevención de incendios y rutas de evacuación.  
4.3.1 Sistema de Aire Acondicionado  
     El sistema de aire acondicionado debe inyectar aire frio por la parte frontal del equipo 
manteniendo un margen de temperatura de 15° a 25°C. Este aire circula por debajo del piso 
falso dirigiéndose a los paneles perforados los cuales tienen la función de permitir el paso del 
aire frio hacia la parte frontal de los gabinetes, donde el aire es absorbido por cada uno de los 
equipos de la parte activa alojados dentro del rack, después de este proceso el aire se calienta 
y vuelve al sistema de refrigeración, esto es un proceso cíclico como muestra la Figura 81. Este 
sistema de climatización debe estar apto a trabajar las 24 horas del día los 365 días del año. 
                                                 
36 HVAC: Calefacción, Ventilación y Aire. 
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Figura 81. Distribución del Sistema de Climatización 
Fuente: https://goo.gl/Gy1XRQ 
 
4.3.1.1. Dimensionamiento del sistema de aire acondicionado 
     Para conocer el dimensionamiento necesario de BTU’S que debe tener este sistema de 
climatización se realizó el cálculo de algunas cargas como se detalla a continuación. 
 
4.3.1.1.1. Equipos IT (V1) 
     Representa el Total de alimentación de cargas de IT en vatios el cual ya fue calculado la 
Ecuación 14 de este documento, cuyo valor es 10.519W. 
4.3.1.1.2. SAI con Batería (V2) 
     Es la Potencia nominal del sistema de alimentación la cual debe ser calculada en vatios y se 
especifica en la Ecuación 22 (Avelar, 2010). 
= (𝟎, 𝟎𝟒 𝒙 𝒗𝒂𝒍𝒐𝒓 𝒏𝒐𝒎𝒊𝒏𝒂𝒍 𝒅𝒆𝒍 𝒔𝒊𝒔𝒕𝒆𝒎𝒂 𝒅𝒆 𝒂𝒍𝒊𝒎𝒆𝒏𝒕𝒂𝒄𝒊ó𝒏)    + (𝟎, 𝟎𝟔 𝒙 𝒕𝒐𝒕𝒂𝒍 𝒂𝒍𝒊𝒎𝒆𝒏𝒕𝒂𝒄𝒊ó𝒏 𝒄𝒂𝒓𝒈𝒂 𝑻𝑰) 
 
(22) 
Ecuación 21: Cálculo de la Potencia Nominal 
= (0,04 𝑥 220𝑉)  +  (0,06 𝑥 10.519𝑊) 
= 𝟔𝟒𝟎𝑾 
4.3.1.1.3. Distribución de alimentación (V3) 
     Debe ser calculada en vatios la cual se muestra en la Ecuación 23 (Avelar, 2010). 
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= (0,02 𝑥 𝑣𝑎𝑙𝑜𝑟 𝑛𝑜𝑚𝑖𝑛𝑎𝑙 𝑑𝑒𝑙 𝑠𝑖𝑠𝑡𝑒𝑚𝑎 𝑑𝑒 𝑎𝑙𝑖𝑚𝑒𝑛𝑡𝑎𝑐𝑖ó𝑛)  
+  (0,02 𝑥 𝑡𝑜𝑡𝑎𝑙 𝑎𝑙𝑖𝑚𝑒𝑛𝑡𝑎𝑐𝑖ó𝑛 𝑐𝑎𝑟𝑔𝑎 𝑇𝐼) 
 
(23) 
Ecuación 22: Distribución de Alimentación 
= (0,02 𝑥220𝑉) + (0,02 𝑥 10.519𝑊) 
= 215 W 
4.3.1.1.4. Iluminación (V4) 
Para el cálculo de la Iluminación se hará uso de la ecuación 24 (Avelar, 2010). 
= 21,53 𝑥 𝑠𝑢𝑝𝑒𝑟𝑓𝑖𝑐𝑖𝑒 𝑑𝑒𝑙 𝑠𝑢𝑒𝑙𝑜 (𝑚2) 
 
(24) 
Ecuación 23: Cálculo de la Iluminación Necesaria 
= 21,53 𝑥 40𝑚2 
= 𝟖𝟔𝟏, 𝟐𝑾 
4.3.1.1.5. Personas (V5) 
    Representa el Nº máximo de personas en el centro de datos el cual se calcula mediante la 
ecuación 25 (Avelar, 2010). 
= 100 𝑥 𝑛º 𝑚á𝑥. 𝑝𝑒𝑟𝑠𝑜𝑛𝑎𝑠 
 
(25) 
Ecuación 24: Cálculo del Número de Personas 
= 100 𝑥 2 
= 200𝑊 
     En la Tabla 39 se puede apreciar el cálculo de la energía térmica producida por una sala de 
centro de datos o de red. 
Tabla 39. Total, de la energía Térmica Producida por el CPD 
Elemento Subtotal de energía 
térmica producida (W) 
Equipos de TI 10.519 
Sistema eléctrico  640 
UPS más baterías  215 
Iluminación 861 
Personas 200 
Total 12.435W 
 Fuente: (Rasmussen, 2016) 
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4.3.1.1.6. Resultado  
     Para conocer la cantidad de BTU/hora se debe multiplicar el resultado obtenido en el cálculo 
de las cargas detallado en la Tabla 39, por el factor de 3,41 generando esto un resultado cuyo 
valor es 42403,35 BTU/hora. Tomar en cuenta que el sistema de refrigeración debe ser de 
precisión y no de confort, en el anexo B Tabla 63 se realizó una tabla comparativa de estos 
sistemas.  
4.3.1.1.7. Recomendaciones 
     El sistema de aire acondicionado al momento de la instalación debe cumplir con las 
siguientes recomendaciones:  
 Mantener márgenes de temperatura adecuada tanto en verano como invierno rango de 
20° a 25°C, mantener este rango cuando todos los equipos estén trabajando. 
 No colocar obstáculos delante o encima de los equipos de climatización, ya que así 
estos equipos consumen mayor potencia para enfriar el CPD. 
 Al momento de la instalación se debe mantener una distancia mínima de 2m entre las 
placas perforadas y las unidades de aire acondicionado como se muestra en la Figura 
82.  
 Al momento de la instalación realizar las respectivas pruebas de funcionamiento y 
medir la temperatura cada 3 metros ( Asociación de Industrias de Telecomunicaciones 
TIA 942, 2005). 
 Al momento de la instalación debe estar alineado con la ubicación de los pasillos fríos 
como se muestra en la Figura.  
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Figura 82. Ubicación del Aire Acondicionado 
Fuente: Autor 
 
En la Tabla 40 se especifica los detalles que debe cumplir el Sistema de Aire Acondicionado. 
Tabla 40. Características del Aire Acondicionado 
 Elementos Detalles 
1 Aire Acondicionado De Precisión de 25 KW de potencia  
Fuente: Autor 
 
4.3.2.  Circuito Cerrado de Televisión IP(CCTV)  
     La Norma ANSI/TIA-942 no recomienda la utilización de cámaras CCTV IP como se 
especifica en la Tabla 2 Capitulo II de este documento, pero en este caso si se considera 
necesario ya que así se tendrá resguardada esta área del CPD, para lo cual se recomienda la 
instalación de cámaras ip y no de analógicas ya que presenta mejores características como: 
mayor calidad de imagen, accesibilidad remota, inteligentes ya que cuenta con sensores de 
movimiento, adaptación a la red, más características  se detalla en el Anexo B Tabla 62.  
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     Para conocer el área de cobertura visual de estas cámaras se utilizó un software llamado IP 
Video System Desing Tool, en donde se toma en cuenta tres variables; variable 1 permite 
seleccionar la resolución de las cámaras que se prende instalar, variable 2 altura en donde será 
ubicada y variable 3 el ángulo de inclinación de las mismas, con estas tres variables en el plano 
de trabajo surge una imagen como se describe en la Figura 83. En donde se puede interpretar 
que la cámara está instalada a una altura de 2,6 metros en el plano vertical desde el nivel del 
piso técnico, y tiene un alcance de hasta 4m en el plano horizontal marcado de color rojo el 
cual significa una nitidez absoluta, también se puede estimar que hasta los 8,5m de distancia 
que está marcado de color amarrillo aún se puede valorar el rostro en buenas condiciones. Estas 
cámaras son idóneas para interiores y exteriores, aptas para el día y la noche por lo que se 
recomiendo hacer uso de un kit de 2 cámaras tipo FULL HD una para la parte interna y otra 
para la parte externa. 
 
Figura 83. Alcance del CCTV en el interior del CPD 
Fuente: Autor 
  
 
4.3.2.1. Cámara interna   
     Se instalará 1 cámara tipo domo la cual deben estar enfocadas a los pasillos fríos, calientes, 
entrada y salida del CPD con el objetivo de mantener una visión completa del área como se 
muestra en la Figura 84, además estas cámaras deben contar con una resolución mínima de 640 
x 480 pixeles y una sensibilidad de 0,1 a 1 Lux debido a que son cámaras de color (Junghanss, 
2016).Se propone instalarse un lente autoirirs para permitir la claridad de la imagen y no crear 
sombras provocadas por el cambio de luz. 
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4.3.2.2. Cámara externa 
     La ubicación de estas cámaras debe ser estrictamente cerca a la puerta de entrada con el 
objetivo de observar que personas ingresan o abandonan el área como se aprecia en la Figura 
84. 
 
Figura 84. Ubicación de cámara interna y externa 
Fuente: Autor 
 
En la Tabla 41 se detalla los elementos necesarios para el Sistema de CCTV. 
Tabla 41. Detalles del Sistema CCTV 
 Elementos Detalles 
1 
Kit Videovigilancia 
Full Hd (Cualquier 
Marca) 
 Disco duro de 1 Tb de capacidad, 
 2 cámaras domo Full HD,  
 2 rollos de cable de 20 metros cada uno,  
 2 alimentadores 12V estabilizados  
 Incluye cables, soportes y conectores  
Fuente: Autor 
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4.3.3. Sistema de Prevención y Extinción de Incendios 
     Con el objetivo de asegurar la seguridad del personal y la integridad de los equipos 
albergados en esta área, la Norma ANSI/TIA-942 recomienda en el Anexo G.6.1.12  la 
utilización de un sistema de supresión de incendios con agente limpio mismo que debe ser 
suministrado por medio de rociadores los  cuales deben ser ubicados de manera apropiada y 
equitativa dentro del área del CPD con el objetivo de combatir el incendio de forma rápida y 
oportuna, este sistema debe de ser modular y removible para permitir futuras expansiones en 
caso de ser necesario, como se aprecia en la Figura 85. La Norma NFPA-75 en el apartado 
31.3.1 menciona que desde el nivel del piso hasta el techo los acabados deben ser resistentes al 
fuego. 
 
Figura 85. Sistema de Prevención de Incendios 
Fuente: (PANDUIT , 2016) 
 
     Este sistema de prevención de incendios está compuesto por diversos elementos como 
sensores de humo y temperatura, tobera, boquillas de descarga los cuales tienen la función de 
proteger el área del CPD.   
4.3.3.1.  Ecaro 25 
     La Norma ANSI/TIA-942 recomienda que en caso de incendio no se debe utilizar agua ya 
que este líquido puede ser más peligroso para los equipos de Networking que el mismo fuego 
el cual se esté propagando dentro del CPD, por lo que se optó por Ecaro 25  ya que presenta 
161 
 
mejores características que el FM200 y el INERGEN como; amigable con el ambiente, 
extinción rápida,  poco espacio para alojar el tanque, tiempo de descarga inmediato, y no deja 
residuos o resinas en el área, más características se encuentra detallado en el Anexo B Tabla 
63 además absorbe la energía más rápido de lo que se genera el calor impidiendo así que el 
fuego se propague. 
4.3.3.2. Tobera y boquillas de descarga 
     Esta tubería de descarga debe ser estrictamente de bronce y modular la cual debe ser 
instalada a una altura no mayor de 2,6 m con sus debidos soportes y accesorios. Estas boquillas 
de descarga deben estar distribuidas en dos niveles cubriendo las diferentes áreas; una 
cubriendo el área de los equipos y otra bajo el piso falso. Estas boquillas permiten una 
configuración de 180 y 360 grados. 
4.3.3.2.1. Instalación  
    Este gabinete que conforma el sistema de control de incendios según establece la NFPA 76 
debe estar ubicado a 1,52m de la puerta de salida principal, de su instalación se responsabilizará 
la empresa proveedora de este equipo el cual debe realizar las pruebas de funcionamiento 
garantizando así que este apto a funcionar las 24 horas los 365 días del año. 
4.3.3.2.2. Mantenimiento  
     Cada 12 meses Revisión minuciosa de mangueras y componentes a utilizarse en el Sistema 
de Prevención y Extinción de Incendios.  
4.3.3.3. Panel de Control  
    Este panel es en encargado de controlar el Sistema contra Incendios por medio de los 
diversos sensores que se encuentran conectados a este panel (sensor de temperatura y de 
humo), mismo que emitirá una alarma de alerta para notificar que se necesita evacuar el área. 
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En la Figura 86 se puede apreciar un panel de control el cual estará instalado en el área del 
CPD. 
 
Figura 86. Panel de Control 
Fuente: (Firmesa, 2016)  
 
4.3.3.3.1. Requerimientos que debe cumplir 
      El sistema de control de incendios debe cumplir con las siguientes consideraciones:  
 Contener módulos de control tanto para detectores de humo como para las alarmas 
(luces estroboscópicas). 
 Mecanismo automático y manual para activar el agente limpio ECARO-25. 
 La activación de todos estos elementos debe ser en un periodo máximo de 10 segundos 
ante una alerta. 
 Tener baterías por lo menos en un periodo mínimo de 24 horas. 
4.3.3.4. Sensores de Humo 
   Se recomienda la utilización de sensores de humo fotoeléctricos ya que presenta mejores 
características que los iónicos (SYSTEM SENSOR, 2014). Para el respectivo 
dimensionamiento de detectores de humo se va a considerar que la protección debe ser total 
para toda el área. Estos sensores deben mantener una distancia de 9m de separación entre ellos 
y 0,30m de cualquier obstáculo para evitar falsas alarmas, como el área es de 8m de largo por 
5m de ancho se opta por ubicar un sensor de humo en el espacio del equipamiento y dos 
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sensores bajo el piso técnico junto a las bandejas del cableado eléctrico como se aprecia en la 
Figura 87 y uno en el área de equipos.     
 
Figura 87. Sensores de Humo bajo Piso Falso 
Fuente: Autor 
4.3.3.4.1. Funcionamiento  
     Cuando las partículas de humo ingresan a la cámara del sensor, un haz de luz se dispersará 
por todas las direcciones con el objetivo de que se active la alarma visible y audible. Estas luces 
estroboscópicas producen destellos de luz a una velocidad muy rápida ante una notificación de 
incendio detectado por medio de los diversos sensores que estarán instalados dentro del área 
del CPD, a la vez estas luces emiten una alerta visible y audible para prevenir a las personas 
que deben evacuar el área, las cuales van a estar instaladas una de color blanco sobre la puerta 
del Data Center parte interna y una de color rojo en la parte exterior del CPD de igual manera 
sobre la Puerta emitiendo así alarmas audibles y visibles. 
4.3.3.4.2. Características del sensor 
   En la Tabla 42 se detalla las características con las que deben cumplir los sensores a utilizarse. 
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Tabla 42. Características de los sensores a utilizarse 
Datos Capacidad 
Alimentación 15 VDC/30 VDC 
Tipo de Sensor Puntual 
Rango de Temperatura 10°C al 93°C de Humedad Relativa 
Rango de Humedad 0°C a 49°C 
Rango de Detección mínimo 3.1m 
Fuente: (Bautista, 2013)  
 
4.3.3.5. Sensores de Temperatura  
     Sensores de Temperatura (parte frontal y trasera de los racks, acreditados como pasillos 
fríos y calientes a una distancia de 1,40 y 1,70 m), además se debe implementar estos sensores 
cada 1,5 m en bandejas de cableado eléctrico instaladas bajo el piso Técnico como se puede 
apreciar en la Figura 88.  
 
Figura 88. Distribución de Sensores de Temperatura en las bandejas del cableado Eléctrico 
Fuente: Autor 
 
4.3.3.6. Activación del Agente ECARO-25 
      Existen 2 opciones para activar este sistema de control de incendios como se explica a 
continuación:  
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 De forma manual se debe presionar el botón rojo del panel de control de Incendios en 
caso que el método automático falle, el cual proporciona un impulso y hace que el disco 
o válvula de impulso se rompa liberando el agente limpio ECARO-25 como se puede 
apreciar en la Figura 89. 
 
Figura 89. Pulsador de Aborto 
Fuente: (Firmesa, 2016)  
 Otra opción es esperar que pase un periodo de 30 segundos para que la activación de 
este Sistema sea Automático emitida por una señal eléctrica que provoca los sensores 
de humo y temperatura que son parte complementaria de este sistema. 
4.3.3.6.1. Cantidad necesaria del agente ECARO-25. 
      Para conocer la cantidad necearía de este químico se hará uso de la Ecuación 26 (Bautista, 
2013). 
𝑊 =
𝑉
𝑆
 𝑥 
𝐶
100 − 𝐶
 
 
(26) 
Ecuación 25: Cálculo de  la cantidad del agente ECARO-25 
𝑊 =
146𝑚3
0,1832 
 𝑥 
11,5
100 − 11,5
 
𝑊 =
146𝑚3
0,1832 
 𝑥 
11,5
100 − 11,5
 
𝑊 = 103.55 ≈  104kg 
Donde:  
W = Peso del agente limpio (kg)  
V= Volumen de riesgo (8 de largo * 3,65 de alto * 5m de profundidad) = 146 𝑚3 
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C= Concentración prevista según el diseño, % volumen, (11,5% máximo, para áreas ocupadas 
y cuando no está ocupado, no se considera ningún valor)  
S= Volumen neto protegido (m3/ kg) (Bautista, 2013). 
S = k1 + k2 = 0.1832 
K1 = 0.1825  
K2= 0.0007 
     Con este cálculo realizado anteriormente en la ecuación 26 se concluye que se necesita 
104kg aproximadamente 230 libras de ECARO-25 para resguardar esta área de 40𝑚2  del Data 
Center en caso de incendio, en la hoja de especificaciones de ECARO-25 menciona que se 
puede tener un rango de llenado de  (215-375) lb lo cual indica que es la cantidad suficiente 
para combatir un incendio dentro de esta área en  caso de suscitarse (Bautista, 2013).En la 
Tabla 43 se muestra un breve resumen de la cantidad necesaria de este químico y a que 
temperaturas debe mantenerse (Bautista, 2013). 
Tabla 43. Requerimiento de Ecaro-25 
Datos Capacidad 
Rango de relleno 375 lbs 
Límite de temperatura del contenedor 0°C a 48.9°C 
Material del Recipiente Aleaciones de acero al carbono 
Métodos de Activación  Manual, Eléctrico. 
Fuente: (Bautista, 2013)  
 
4.3.3.7. Resumen del Sistema de Prevención de Incendios 
    Este agente limpio ECARO-25 cuenta con una válvula de impulso el cual contiene un disco 
de ruptura de acción rápida ante una alarma provocada por los sensores para liberar la sustancia, 
de modo que emplea un actuador enviando una señal eléctrica la cual puede ser controlada de 
forma manual o automática consiguiendo así la inmediata descarga del agente limpio, 
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adicionalmente se recomienda tener un extintor portátil. En la Tabla 44 se aprecia la cantidad 
necesaria de elementos para la instalación del Sistema de Prevención de Incendios.  
Tabla 44. Requerimientos del Sistema de Control de Incendios 
Elementos Cantidad 
Sistema de agente limpio ECARO-25 1 
Panel de Control SHP PRO 1 
Sensores de Humo 3 
Luces Estroboscópicas con sirena 2 
Boquilla de Descarga 4 
Sensores de Temperatura 4 
Extintor portátil  1 
Fuente: Autor 
 
      En la Figura 90 literal a y b, en donde se puede apreciar la ubicación de cada uno de los 
elementos que conformar el sistema de Extinción de Incendios y en la Tabla 45 se puede 
apreciar cada uno de los componentes de este Sistema. 
 
         a)                                                                            b) 
Figura 90. Diagrama del sistema de extinción de Incendios a) área de equipos, b) bajo piso falso 
Fuente: Autor  
 
Tabla 45. Componentes del Sistema de Extinción de Incendios 
 
Agente Limpio ECARO-25 
 Boquilla de Descarga 
 
 Tubería de Agente Limpio 
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 Sensor de Humo 
 
Panel de Control de Incendios 
 
Estación Manual de control 
 
 
Luces estroboscópicas 
 
Extintor portátil 
 
 Conexión de Sensor de humo 
  
Fuente: Autor  
4.3.3.8. Señalización de salida de evacuación  
     Se debe contar obligatoriamente con una salida de emergencia o ruta de evacuación la cual 
debe ser apropiadamente señalada con letreros llamativos, fluorescentes para que las personas 
que estén dentro del área abandonen el lugar de forma segura como se puede apreciar en la 
Figura 91. 
 
Figura 91. Señalización de Rutas de Evacuación 
Fuente: Autor 
 
4.4. Infraestructura de Telecomunicaciones. 
      El subsistema de telecomunicaciones básicamente abarca los componentes del cableado 
estructurado, canalizaciones y espacios, administración. Esta infraestructura de 
telecomunicaciones debe garantizar una durabilidad mínima de 10 años, misma que debe ser 
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convergente entre si y tener la capacidad de soportar servicios existentes y emergentes dentro 
del periodo especificado avalando una funcionalidad del 100%. 
     Actualmente el Gobierno Autónomo Descentralizado Municipal de Otavalo cuenta con una 
topología de red como se muestra en la Figura 92 la cual se encuentra funcionando en buenas 
condiciones cuyo enlace es de 60 Mbps brindado por parte de la empresa CNT el cual está 
distribuido de la siguiente manera, esta topología se mantendrá para el nuevo tendido que se 
debe realizar desde el nuevo CPD hacia cada una de sus dependencias. 
 
Figura 92. Topología de red del GADMO 
Fuente:  Autor  
 
Donde:  
1: Cuarto de Entrada 
2: Firewall 
3: Área de Distribución Principal 
4: Área de Distribución Horizontal 
5: Área de Distribución de Zona 
6: Áreas de Trabajo 
     Para el diseño de este nuevo Data Center la entrada del servicio de internet se lo realizará 
con la empresa proveedora CNT ya que actualmente se mantiene un contrato vigente mayo 
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2017, para lo cual se utilizará un conducto rígido mínimo de 4” de PVC que sea ignifugo, 
aislante y liso que estará instalado en la esquina superior de la pared.  
     Para la respectiva ubicación de los racks que forman la infraestructura del CPD se debe 
seguir un esquema de identificación de espacio para la correcta ubicación de los mismos, en las 
coordenadas de las x señalada por 2 letras y en el eje de las y señalada por dos dígitos numéricos 
como se muestra en la Figura 93.  
 
Figura 93. Esquema de Identificación de espacio para la ubicación de equipos 
Fuente: ( Asociación de Industrias de Telecomunicaciones TIA 942, 2005)  
4.4.1. Áreas Funcionales del CPD 
     Dentro de las áreas funcionales tenemos el cuarto de entrada (ER), el área de distribución 
Principal (MDA), el área de distribución Horizontal (HDA), el Área De Distribución de 
Equipos (EDA) y, por último, las áreas de trabajo (WA).  
4.4.1.1. Cuarto de entrada (ER)  
     Este cuarto permite la intersección entre el cableado vertical del CPD con el cableado 
externo como se especifica en el apartado 2.6.1.1. capítulo II del presente documento, el cual 
está a cargo la empresa CNT, además este espacio es apto para el alojamiento de equipos 
exclusivamente de Networking, terminaciones de cableado horizontal, terminaciones de cables 
171 
 
y croos-connects del Gobierno Autónomo Descentralizado Municipal de Otavalo (Siemon, 
2016). 
4.4.1.2. Área de distribución Principal (MDA)  
     El MDA37 es el encargado de dotar servicio a uno o más HDA38, este MDA debe estar 
ubicado en el lugar central del Data Center, en este rack se debe ubicar los switch de núcleo 
con los que cuenta el Gobierno Autónomo Descentralizado Municipal de Otavalo y la empresa 
CNT, a la vez estos Switches  debe vincularse al Firewall reforzando así la protección hacia la 
red interna del GADMO. 
4.4.1.3. Área de distribución Horizontal (HDA) 
     En este espacio se localizan los equipos de telecomunicaciones enlazados a cada piso o 
(departamento), mismo que actúa como un Switch o como un punto de interconexión horizontal 
y distribución hacia las diferentes áreas donde se encuentran localizados los dispositivos de red 
denominados Nodos, puede haber uno o varios equipos dependiendo de las necesidades de la 
empresa, en un equipo puede alojarse hasta 2000 cables UTP. Ubicación de la zona HDA AF03, 
ubicación del MDA AG07 descritos en la Figura 94. 
 
Figura 94. Ubicación de equipos MDA y HDA 
Fuente: Autor  
                                                 
37 MDA: Área de distribución Principal 
38 HDA: Área de distribución Horizontal  
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4.4.1.4. Área De Distribución de Equipos (EDA)  
     Este EDA se refiere a cada uno de los gabinetes que contienen los Patch panels 
correspondientes a las terminaciones del cableado horizontal de cada piso, como se detalla en 
la Figura 95. 
 
Figura 95. Área de Distribución de Equipos 
Fuente: Autor  
 
4.4.1.5. Áreas o Estaciones de Trabajo (WA39)  
      Estas áreas de trabajo se extienden desde la placa conocida como faceplace la cual está 
ubicada en la pared hasta el equipo del usuario. La Norma ANSI/TIA/EIA 569 estipula que 
cada área de trabajo debe ser cableada con al menos dos salidas de telecomunicaciones 
colocados a 0,30m de altura desde el nivel del piso y considerar una distancia de 0,30m de 
separación de una toma corriente eléctrico en caso de existir. Para este tendido se debe utilizar 
cable UTP categoría 6 A, estos Patch cord no deben exceder la distancia de 3m como muestra 
la Figura 96  (SIEMON, 2005). 
                                                 
39 WA: Áreas de trabajo. 
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Figura 96. Estaciones de Trabajo 
Fuente: https://goo.gl/aKNQh4 
 
4.4.2. Sistema de cableado estructurado (SCS40)  
    Para la extensión del cableado estructurado desde el Data Center hacia los diferentes Nodos 
existentes dentro del GADMO se debe acatar recomendaciones que establece la Norma 
ANSI/TIA-942: 
 Estas extensiones deben acatar una topología estrella y no sobrepasar una distancia de 
90m en el tendido del cableado desde el Data Center a cada Nodo del GADMO.  
 Usar cable UTP categoría 6A para el respectivo tendido el cual debe estar 
apropiadamente protegido con canaletas metálicas de sección rectangular. 
 Los patch cords utilizados para la conexión de estos equipos no deben exceder más de 
7m de longitud. 
4.4.2.1. Cableado Vertical o Backbone   
     Actualmente existen 5 enlaces verticales, mismos que cumplen la función de unir a cada 
uno de los armarios de telecomunicaciones  denominados nodos ubicados en los diferentes 
departamentos, para este diseño estos enlaces deben ser reubicados, ya que se contempla la 
nueva ubicación del CPD ubicado en el segundo piso del Edificio Nuevo del Gobierno 
                                                 
40 SCS: Sistema de Cableado Estructurado 
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Autónomo Descentralizado Municipal de Otavalo sobre el departamento de Avalúos y 
Catastro, para lo cual se recomienda usar fibra óptica multimodo de 62,5/125um.  
      La fibra óptica utilizada para estos enlaces debe soportar un radio de curvatura mínimo de 20 
veces el diámetro del tubo que aloja los hilos de fibra cuando esté sometido a una fuerza de tracción, 
y cuando no 10 veces el diámetro del tubo que aloja los hilos de fibra, la misma que será conducida 
por tubería corrugada para exteriores desde el ER hasta los distintos TR, las bocas de las tuberías 
deben tener anillos de protección para los cables, y las aberturas a través de las tuberías selladas 
con barreras contra fuego.  
4.4.2.2. Cableado Horizontal   
     Este tipo de cableado es tomado en cuenta desde el área de trabajo hasta el closet de 
comunicaciones ubicados en algunos departamentos del GADMO mismos que son 
consideraremos como Nodos, haciendo hincapié a la Norma ANSI/TIA/EIA 569 en donde 
establece que esta estructura debe ser capaz de soportar aplicaciones de voz, datos y video.  
4.4.2.2.1.  Consideraciones 
     Con respecto al cableado horizontal se debe tomar en cuenta las siguientes consideraciones:  
 Usar topología estrella para el cableado y permitir una tensión máxima de estiramiento 
de 110N. 
 Para el tendido hacer uso de canaletas con el objetivo de brindar protección.  
 Durante la instalación del cableado horizontal se debe proveer reserva en ambos 
extremos, con el fin de facilitar la terminación y acomodar la posible reubicación de 
estas terminaciones. 
 No debe superar la distancia de 90 m desde el armario hasta la estación de trabajo. 
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4.4.2.2.2. Bandejas  
     Las bandejas usadas para el tendido de cableado estructurado deben cumplir con los 
siguientes parámetros (Siemon, 2016):  
 Los mecanismos de soporte del cable, tales como colgadores, anillos o ganchos, no 
deben espaciarse a más de 1.5 m (5 ft).  
 Las canalizaciones tipo bandeja utilizadas para la distribución de este tendido del 
cableado horizontal no deben exceder la capacidad máxima del 50% de llenado y una 
altura máxima interior de 150 mm (6 in) cuyo propósito es facilitar adiciones y retiro 
de cables cuando sea necesario. 
 Se recomienda que los cables instalados en canalizaciones tanto verticales como 
horizontales sean sujetados con amarras al inicio y al final de una curvatura para 
asegurar que el radio mínimo de curvatura sea menor a 90 grados. 
4.4.3.  Racks  
     Actualmente para este diseño se cuenta con la adquisición de 5 racks, mismos que son 
considerados como soportes metálicos cuya función es alojar equipamiento electrónico, 
informático y de comunicación como; routers, switch, patch panels que se conectan con las 
diferentes áreas de trabajo existentes dentro del GADMO. 
      En el apartado 5.11 de la Norma ANSI/TIA-942 hace hincapié a que estos racks que forman 
la infraestructura del Data Center deben ser equipados con rieles de montaje lateral, poseer 
puertas delanteras y traseras con su respectiva cerradura asegurando así que la manipulación 
de equipos sea solo por parte del personal autorizado. 
     Estos armarios o racks deben tener la suficiente profundidad para acomodar el equipo 
previsto, además se debe tomar en cuenta que en la parte delantera de los racks se debe 
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organizar el cableado de datos y en la parte trasera de los racks se debe organizar estrictamente 
el cableado eléctrico ( Asociación de Industrias de Telecomunicaciones TIA 942, 2005). 
4.4.3.1. Especificaciones que deben cumplir 
     Estas especificaciones se deben tomar en cuenta para los nuevos racks que se prevé instalar 
en un futuro. 
 Ninguna Norma recomienda el tamaño de los racks por lo que se propone utilizar rack 
de 19” con rieles traseras y delanteras de 42 U debidamente marcadas, además deberá 
contar con dos paneles laterales e independientes. 
 Cada "U" equivale a 1,75 pulgadas y una pulgada equivale a 2,54 cm, para conocer la 
altura total del armario es necesario sumar las "U" más unos 10-15 cm que corresponden 
a la base y el techo, en caso de que lleve ruedas o zócalo de soporte considerar otros 10 
cm más aproximadamente. Así, un armario de 42U tiene una altura de montaje de 186 
cm más los 10cm considerado de la base, ocupando así aproximadamente 2m de altura. 
 Se recomienda utilizar puertas con hojas dobles ya que este tipo de puertas ocupan la 
mitad de espacio que las de una sola hoja.  
 Se recomienda que tanto la puerta delantera como trasera cuente con cerraduras en la 
manigueta para así obtener mayor seguridad, además esta hoja debe encontrase 
perforadas el 50% de su área total.  
4.4.3.2. Ubicación 
     La ubicación de estos racks debe ser distribuida de manera metódica (patrón alterno), es 
decir la parte frontal de un rack con la parte frontal de otro rack, así es como establece la            
Norma ANSI/TIA-942 en su apartado 5.11.2 con la finalidad de formar pasillos fríos y 
calientes como muestra la Figura 97, cuyo propósito es que el aire frio fluya por el debajo del 
piso falso hacia la parte delantera de los racks. 
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Figura 97. Ubicación de los racks 
Fuente: Autor 
4.4.3.3. Peinado del cableado. 
     Según un artículo de la empresa Solutek Informática menciona que actualmente el 95% de 
las organizaciones que cuentan con un rack de datos o armario de datos lo tienen 
desorganizado, de tal manera que es muy difícil identificar cual punto corresponde a un 
determinado cable, siendo  este el  principal motivo por el cual los servidores se calientan 
debido al  minúsculo flujo de aire que circula por estas áreas provocado por la desorganización 
de los cables, forjando así menos vida útil en ciertos componentes del rack (Solutek 
Informática, 2016). 
4.4.3.3.1. Procedimiento 
     Con el objetivo de mantener el cableado organizado se debe acatar las siguientes 
recomendaciones a la hora del tendido.  
 Primero se debe realizar una prueba de continuidad punto a punto desde cada uno de 
los Jack RJ45 hasta el patch panel (utilizando cualquier probador de cables). 
 Corregir los puntos, conectores, flace place los cuales presenten algún tipo de error, 
estén en mal estado o estén etiquetados erróneamente. 
 Realizar las respectivas pruebas de funcionamiento. 
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 En su tendido tratar de minimizar las torceduras de estos cables. 
 Colocar abrazaderas sin forzar mucha presión sobre los cables, la Norma ANSI/TIA- 
568C recomienda hacer grupos de 12. 
 Utilizar organizadores de cables con el fin de mantener esta área ordenada.  
 La curvatura del cable en el momento en que deba ser doblado, su radio no debe superar 
10 veces el diámetro del mismo. 
 El organizador o canaleta por donde va a pasar el cableado tiene que estar bien 
distribuida ocupando un espacio no mayor al 60% ya que se debe considerar un previo 
crecimiento. 
4.4.3.3.1.2. Accesorios   
     En la Tabla 46 se detallan los materiales necesarios para el peinado de los cables dentro de 
los racks. 
Tabla 46. Accesorios para la Organización del Cableado 
Accesorio Material Unidad Cantidad 
Organizador de 
cableado 
horizontal 
Plástico Unidad estándar 4 
Amarras Velcro Rollo 2 docenas 
Fuente: Autor 
4.4.3.4. Etiquetado  
     Para el respectivo etiquetado se hará hincapié a recomendaciones que establece la Norma 
ANSI/TIA/EIA 606 la cual es apta para la administración de la infraestructura de 
telecomunicaciones, misma que señala que se debe adicionar un identificador exclusivo para 
cada terminación de hardware como muestra la Figura 98. Además, se debe rotular cada uno 
de los tendidos de cableado estructurado, estos rótulos deben cumplir con ciertos requisitos 
como legibilidad, protección contra el deterioro, buena adhesión. 
4.4.3.4.1. Nomenclatura de Etiquetado 
      Para el etiquetado del cableado estructurado se debe seguir el siguiente esquema:  
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03 
1 
- 303 
2 
- 01A 
3 
- 18D 
4 
Figura 98: Estructura del Etiquetado para el Cableado 
Fuente: (CLIATEC, 2014) 
Donde cada número representa: 
1: Piso 
2: Sala 
3: Rack (A, B, C identificador del rack) 
4: Datos, Videos, Telefonía 
 
4.4.3.4.2. Forma correcta de etiquetado 
     Para tener un etiquetado de calidad se debe acatar las siguientes recomendaciones:  
 Ambos extremos del cable deben estar propiamente etiquetados a una distancia de 30 
cm al inicio y al final del cable ver Figura 99. 
 Al momento de terminar el etiquetado realizar una prueba de continuidad con el 
objetivo de observar si el cable es el correcto en el área de trabajo como el que llega al 
cuarto de equipos (DuocUC, 2016). 
 
 
Figura 99. Etiquetado 
Fuente: (Avelar, 2010)  
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4.5. Planos de cada subsistema  
En este ítem se va a presentar los planos de cada uno de los subsistemas que abarca la Norma 
ANSI/TIA-942 como: El Subsistema de Arquitectura, Eléctrico, Mecánico y de 
Telecomunicaciones.  
4.5.1. Subsistema Arquitectónico 
     En la Figura 100 y 101 se puede aprecia cada uno de los requerimientos que conforman el 
subsistema arquitectónico como la ubicación de la estructura metálica sobre el piso verdadero, 
ubicación de la rampa de acceso, iluminarias, paneles perforados y luces de emergencia. 
 
Figura 100. Estructura del Piso Técnico 
Fuente: Auto r  
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Figura 101. requerimientos del Subsistema Arquitectónico 
Fuente: Autor 
 
4.5.2. Subsistema Eléctrico 
     En la Figura 102 se puede aprecia cada uno de los requerimientos que conforman el 
subsistema eléctrico como la ubicación del Tablero eléctrico, tablero de Bypass, UPS y la 
respectiva ubicación de los toma corrientes dentro del área del CPD.  
 
Figura 102. Requerimientos del Subsistema Eléctrico  
Fuente: Autor  
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     También se puede apreciar dentro del subsistema Eléctrico la ubicación de las Bandejas de 
color azul para el cableado de datos, bandeja de color verde para el cableado eléctrico y malla 
equipotencial de color tomate como se aprecia en la Figura 103.  
 
Figura 103. Requerimientos del Subsistema electico bajo el piso técnico 
Fuente: Autor  
 
4.5.3. Subsistema Mecánico 
     En la Figura 104 se puede apreciar cada uno de los requerimientos que conforman el 
subsistema mecánico como la ubicación de sistema de Aire acondicionado, cámaras internas y 
externas, letreros de emergencia y también el sistema de extinción de incendios sobre el área 
de equipos y bajo el piso falso la ubicación de las bandejas para el cableado eléctrico y de datos 
como se muestra en la figura 105.  
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Figura 104. requerimientos del Subsistema mecánico 
Fuente: Autor  
 
Figura 105. Requerimientos del Subsistema Mecánico bajo el piso técnico 
Fuente: Autor 
 
4.5.4. Subsistema de Telecomunicaciones  
     En la Figura 106 se puede aprecia cada uno de los requerimientos que conforman el 
subsistema Telecomunicaciones como la ubicación de los racks que conforman las áreas 
funcionales del Data Center como el MDA y HDA. 
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Figura 106. Requerimientos del Subsistema de Telecomunicaciones 
Fuente: Autor  
 
4.6 Data Center Verde 
     Los Data Center Normales implican un 40% del consumo energético global (LOGICALIS, 
2012). El consumo de energía de un Data Center proviene, principalmente, de cuatro cargas 
(T3 Framework, 2017).  
 38-63% equipamiento TI (cómputo y comunicaciones). 
 23 y 54% acondicionamiento de aire (refrigeración) 
 6-13% (generadores, pérdidas en transformadores, pérdidas en UPS, etc.) 
 1-2% iluminación 
     Por lo que se recomienda hacer uso de las políticas verdes conocido como Green TIC41 
mismo que define y promueve el uso de tecnologías energéticamente renovables. Green TIC 
no sólo representa una oportunidad para contribuir con la sustentabilidad, sino también para 
conseguir ahorros económicos significativos. 
                                                 
41 Green Tic: Políticas Verdes 
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4.6.1. Beneficios 
     Tener un Data Center Verde garantiza reducir el 50% del consumo eléctrico Normal, mismo 
que es conocido como el “Uso inteligente de la Energía” 
4.6.2. Soluciones  
(LOGICALIS, 2012) nos menciona algunas recomendaciones como:  
 Si se tiene un Data center en Físico se recomienda la implementación de pasillos fríos 
y calientes en esta área del Data Center, además escoger un sistema de climatización de 
precisión adecuado ya que el consumo de este representa del 23 al 54% del consumo 
de energía del Centro de Datos. 
 Con respecto a la iluminación se recomienda la utilización de sensores de movimiento 
con el objetivo de regular el apagado y encendido de las luces automáticamente al 
detectar presencia o ausencia de personas dentro de esta área. 
 Establecer niveles de iluminación adecuados con el objetivo de no poseer demasiada 
luz en ciertos lugares innecesarios. 
 Con respecto a la climatización establecer márgenes adecuados de enfriamiento, mismo 
que debe variar en un rango de 15° a 25°. 
 No colocar obstáculos delante de los aparatos de climatización ya que, si existe algún 
obstáculo, hará que este sistema de climatización trabaje con mayor intensidad el cual 
implica mayor trabajo y recíprocamente mayor gasto energético y económico. 
 Regular el nivel de brillo de las pantallas con colores obscuros ya que estos consumen 
menos energía. 
 La infraestructura en donde se va a construir el Data Center debe ser una zona templada 
con el objetivo de aprovechar la temperatura externa. 
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Capítulo V. Costo Beneficio 
     El objetivo de este capítulo es analizar el presupuesto necesario para el debido 
levantamiento de la nueva infraestructura del Data Center tipo TIER I en un futuro con todos 
los materiales necesarios que se solicitan en la Tabla 47, Además en el Anexo D se encuentra 
detallado cada uno de estos materiales en base a la empresa CELCO, también se realizará un 
análisis del costo beneficio de este proyecto.  
5.1. Materiales para el Data Center 
     En la Tabla 47, se detalla la cantidad de accesorios necesarios para el levantamiento de la 
infraestructura del Data Center para el Gobierno Autónomo Descentralizado Municipal de 
Otavalo, en base a esta tabla se determinará el monto necesario para la implementación del 
mismo 
Tabla 47. Materiales necesarios para la implementación de un Data Center 
Subsistema Detalle Material Cantidad 
Arquitectónico Obra civil Mano de obra por parte del GADMO 40 𝑚2 
Piso Técnico Placas de 0,60mx 0,60m  99U 
Placas perforadas  8U 
Ventosa 1U 
Drenaje 1U 
Rampa de acero inoxidable 1m de 
ancho 1,5m largo, o,45m de altura con 
moqueta antideslizante  
 
1U 
Puerta de 
acceso 
Puerta de Acero de 1m de ancho x 
2,13m de alto con mirilla de 0,30m 
(antibala)  
 
1U 
Bisagra  1 U 
Barra Antipánico  1 U 
Brazo Cierra Puertas  1 U 
Cerradura Electromagnética  1 U 
Marco de acero 1U 
Control de Acceso 1U 
Iluminación Luminaria de tubo LED (1,20 x 0,60) 
4950 lm  
 
4U 
Luminaria LED de emergencia  3 U 
Acabados Pintura ignífuga c/4litos 9 galones   
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Pintura antiestática c/4 litros 6 galones  
Pintura epóxicas c/4litros 2 galones  
Eléctrico Tableros 
eléctricos 
 
Interruptores  
termomagnéticos de 50 A  
 
 
2 
Interruptores diferenciales 30 ma  
 
2 
Interruptores de 20 A  
 
16 
Interruptores de 30 A  
 
4 
Cableado 
Eléctrico 
Bandeja de cableado Eléctrico 
metálicas de acero galvanizado en 
caliente  
que soporte el peso de 100kg , con sus 
accesorios. 
10m 
Conductores Cable de cobre 1/0 AWG TW  
 
20M 
Conductores de cobre calibre 12 AWG  
 
25M 
Conductores de cobre calibre 10 AWG  
 
25M 
TVSS TVSS 65 KA  
 
2U 
Malla de 
puesta a tierra 
Conductores de calibre 6 AWG 
 
25M 
TGB 1U 
TMGB 1U 
Kit de aterrizaje de Sistema de puesta a 
tierra 
1U 
UPS Sistema de Power Ininterrumpido de 
50KW 
1U 
Mecánico Sistema de 
extinción de 
incendios 
Cilindro de agente limpio ECARO 25 
(230 lb)  
 
1U 
Boquillas de descarga  
 
4U 
Panel de control del sistema  
 
1U 
Estación de activación manual y aborto 
 
1U 
Estación de bloqueo  
  
1U 
Sensor de humo fotoeléctrico  
 
3U 
Sensor de temperatura y humedad 
 
4U 
Alarma estroboscópica  2U 
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 Extintor portátil 1U 
Climatización 
 
Aire acondicionado de precisión de 
80000 BTU/hora  
 
1U 
CCTV Cámaras full HD 3U 
Rutas de 
Evacuación 
Letreros fosforescentes  6U 
Telecomunicaciones Organizador Organizador horizontal  4U 
 Entrada de 
servicio 
Tubo PVC 4” (3 m de largo  1U 
 Amarras Amarras Velcro para 12 cables 2U 
Fuente: Autor  
     5.2. COSTOS 
    Los costos representan a los egresos que van a intervenir en la implementación del nuevo 
Data Center como:  
5.2.1 Costos de Inversión 
     En este ítem se detallará el costo que implica el levantamiento de la infraestructura de un 
Data Center con todos sus subsistemas correspondientes como establece la Norma ANSI/TIA-
942. 
5.2.1.1.  Infraestructura Arquitectónico 
      En la tabla 48 se presenta el presupuesto de adquisición de accesorios para la infraestructura 
física del Data Center. 
Tabla 48. Detalle económico de los elementos que conforman el subsistema de Arquitectura  
Detalle Cantidad Unidad 
V 
unitario 
Costo 
(USD) 
Adecuaciones Físicas (abrir losa 
y ampliar gradas)   
10 𝑚2 $12,00 $120,00 
Levantamiento de 
infraestructura del Data Center 
40 𝑚2 $15,00 $ 600,00 
Pintura Ignifuga 12 L,  
 
9 
Galones /4 
litros 
$61,61 $554,49 
Pintura antiestática 12 L 6 Galones/4litros $143,95 $863,70 
Pintura epóxicas 2 
Galones/4litros 
 
$38,00 $76,00 
Puerta de acero contra 
incendios de dimensiones 1 m de 
ancho x 2,13 m de alto, más 
1 U 
$2.000,00  
 
$2.000,00  
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barra antipática, brazo cierra 
puerta, mirilla de 30x30cm 
(antibala) y marco de acero.  
Instalación puerta de seguridad  
 
1 U $142,86 $142,86 
LECTOR BIOMETRICO 
DACTILAR Y TARJETA RFID 
DE CONTROL DE ACCESOS, 
TCP/IP  
 
1 U $400,00 $400,00 
Cerradura electromagnética de 
600 lb, 12vdc/24vdc  
 
1 U $100,00 $100,00 
Pulsante de salida  
 
1 U $38,57 $38,57 
Fuente auxiliar, incluye gabinete 
metálico, fuente de 12vdc, 
batería 12vdc 7 ah, 
transformador 120vac/12vac  
 
1 U $142,86 $142,86 
Instalación sistema de control de 
acceso  
 
1 U $285,71 $285,71 
Placas modulares de alma de 
cemento o cualquier material 
apto para Data Center, de 0,60* 
0,60m con sus respectivos 
accesorios  
 
100 U $75,71 7571,00 
Rampa de Acero con moqueta 
antideslizante 1m de ancho x 1,5 
de largo  
 
1 U $714,19 $714,19 
Instalación del piso falso  
 
1 U $30,00 $30,00 
Placas perforadas de acero, 
metálicas, o cualquiera aptas 
para Data Center, incluido 
instalación  
 
8 U $128,57 $1.028,56 
Drenaje (chaqueta anti fuego) 
extensión unos 5 metros  
 
5 M $40,00 $200,00 
Instalación  
 
1 U $57,14 $57,14 
Tubo led de 4950 lm  
 
12 U $45,00 $540,00 
Luminaria  
 
4 U $155,00 $620,00 
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Lámpara de emergencia  
 
3 U $150,00 $450,00 
Subtotal $12.320,89 
Fuente: CELCO 
5.2.1.2. Infraestructura Eléctrico 
     En la tabla 49 se presenta el presupuesto de adquisición de accesorios para la 
infraestructura eléctrica. 
Tabla 49. Detalle económico de los elementos que conforman el subsistema Eléctrico 
Interruptor termo magnético bipolar 
In=50A  
 
2 U $ 25,71  $51,42 
Interruptores diferenciales 4 polos, 30 mA  
 
2 U $40,00 $80,00 
Interruptores automático 2 polos, 20 A  
 
16 U $12,14 $194,24 
Interruptores automático 2 polos, 30 A  
 
4 U $12,14 $48,56 
Conductores de cobre calibre 8 AWG TW  
 
25 M $1,99 $49,75 
Conductores de cobre calibre 12 AWG  
 
25 M $0,69 $17,25 
Conductores de cobre calibre 10 AWG  
 
25 M $1,34 $33,50 
Tomacorriente doble de pared 120V/20A  
 
10 U $1,97 $19,70 
Tomacorriente doble de pared 120V/220V 
(30A)  
 
2 U $5,00 $10,00 
Bandeja eléctrica ventilada  
 
10 M $60,00 $600,00 
Conductores de cobre calibre 6 AWG  
 
25 M $3,11 $77,75 
Barra TMGB  
 
1 U $11,14 $11,14 
Barra TGB  
  
1 U $47,14 $47,14 
Kit para aterrizar rack a tierra  
 
10 U $16,23 $162,30 
TVSS (65KA)  
 
1 U $497,14 $497,14 
Instalación sistema eléctrico  
 
1 U $2,142,86 $2.142,86 
UPS para racks 120/20A 
 
1 U $300,00 $300,00 
SUBTOTAL     $4342,75 
Fuente: Obtenido de CELCO 
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5.2.1.3. Infraestructura Mecánico   
      En la tabla 50 se presenta el presupuesto de adquisición referente al subsistema Mecánico. 
Tabla 50.  Detalle económico de los elementos que conforman el subsistema Mecánico 
Cilindro de agente limpio ECARO -25 (60 
lb) y tuberías de conducción.  
1 U $ 
17.000,00  
 
$ 17.000,00  
 
Boquillas de descarga  
 
4 U $ 350,00  
 
$ 1.400,00  
Panel de control del sistema  
 
1 U 1.610,00  
 
$1.610,00  
 
Estación de activación manual y aborto  
 
2 U $ 220,00  
 
$ 440,00  
 
Sensor de humo fotoeléctrico  
 
3 U $ 67,50  
 
$202,50 
Sensor de temperatura y humedad  
 
4 U $ 104,00  
 
$416,00 
Sistema de gestión y monitoreo  
 
1 U $1.800,00  
 
$1.800,00  
 
Alarma estroboscópica  
 
2 U $ 87,50  
 
$175,00 
Extintor Portátil  
 
1 U $40,00 $40,00 
Instalación sistema de detección y extinción 
de incendio  
1 U $ 2.142,86  
 
$ 2.142,86  
 
Sistema de Aire Acondicionado de 
precisión de  
 
1 U $ 
45.706,00 
 
$ 45.706,00 
 
Instalación hasta 10 metros  
 
1 U $ 2.142,86  
 
$ 2.142,86  
 
1 Kit de 4 cámaras domo full HD que 
incluya un Disco duro de 1 Tb de 
capacidad. (para interior y exterior). NVR.  
 
1 U $ 1.996,00  
 
$ 1.996,00  
 
Instalación (incluye materiales tales como 
cable utp cat6a, tubo emt 3/4", fijaciones, 
tacos y tornillos, flace plate, jak rj45 cat6a, 
caja dexon, pach cord de 1ft, pach cord de 
7ft), mano de obra y configuración  
 
1 U $ 2.364,29  
 
$ 2.364,29  
 
Subtotal   $77.435,51 
Fuente: CELCO 
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5.2.1.4. Infraestructura de Telecomunicaciones 
     En la Tabla 51 se presenta el presupuesto de adquisición de accesorios para la infraestructura 
de telecomunicaciones. 
Tabla 51. Detalle económico de los elementos  que conforman el subsistema de telecomunicación  
Detalle Cantidad  Unidad V 
unitario  
Costo 
(USD) 
Organizador Horizontal 60x80  6 U $ 28,50  
 
$ 171,00 
LINKMADE rollo 5m velcro doble 
especial 13mm 
7 Rollo 
 
$ 4,70  
 
$32,90 
Rollo De Cable UTP Categoría 6  
 
3 Rollo/300m $300,00 $900,00 
SUBTOTAL     $1103,90 
Fuente: CELCO 
 
5.2.1.5.  Resumen de costos de inversión total 
 
     Estos costos son reales basados en Datos que fueron proporcionados por la empresa 
CELCO de la ciudad de Quito, lo cual representa el presupuesto económico que conlleva al 
levantamiento del Data Center tipo TIER I para el Gobierno Autónomo Descentralizado 
Municipal de Otavalo mismo que se encuentra detallado en la Tabla 52 y 53. 
Tabla 52. Tabla de resumen de costos 
Subsistemas Subtotal $ 
Arquitectura $12.320,89 
Eléctrico $4.342,75 
Mecánico $77.435,51 
Telecomunicaciones $1.103,90 
Total $95.203,05 
Fuente: (CELCO, 2017)  
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Total, de Inversión 
Tabla 53. Total, de Inversión 
SUB-TOTAL  $95.203,05 
IVA 12% $11.424,36 
TOTAL $106.627.41 
Fuente: (CELCO, 2017)  
5.2.2. Costo de ventas 
     El costo de venta representa un valor de cero ya que es una institución pública la cual brinda 
servicios sin fines de lucro. 
5.2.3. Costos administrativos  
     El GADMO cuenta con personal adecuado para la administración y gestión del Data Center, 
mismos que estará a cargo del Departamento de informática cuyo sueldo es remunerado por el 
GADMO lo cual no representa un costo adicional, pero se requiere que el personal que labora 
en esta área este actualizado con las nuevas herramientas tecnológicas por lo que se sugiere 
que 2 personas tomen un curso de certificación para administración de Data Center cuyo valor 
se muestra en la Tabla 54 y en la Tabla 55 se presenta el costo de mantenimiento que implica 
la infraestructura del Data Center. 
Tabla 54. Costos de Administración 
Descripción Cantidad Valor Subtotal 
Curso de Administración de Data Center  2 1750 $3500 
Subtotal $3500 
Fuente: https://goo.gl/OyDRXf  
 
Tabla 55.Costos de Mantenimiento 
Costos de 
mantenimiento 
1 año 2año 3 año 4 año 5 año 6 año 7 año..12 
0.00 0.00 8.000,00 11.000,00 10.000,00 11.000,00 11.000,0 
Fuente: Autor  
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5.2.4. Costos Financieros  
     Este costo representa el valor de $0,00 ya que no se considera ningún tipo de préstamo, 
debido a que cada Municipio ya posee un monto disponible para la construcción de cada una 
de sus obras, solo debe justificarse el fin y el monto a utilizarse, en caso de aprobarse se 
construye y en caso de no aprobarse se vuelve a revisar los costos que intervienen. 
5.2.5. Otros Costos  
     Estos costos son considerados las mensualidades de servicios que se debe pagar anualmente 
como el consumo eléctrico que conlleva la implementación del nuevo Data Center, tomando 
en cuenta que trabajará 24/7 los 365 del año a excepción de las luminarias que solo serán 
encendidas cuando el personal ingrese a trabajar en esta área; según un pliego del ARCONEL42 
año vigente 2017 designa una tarifa de media tensión comercial que es $0,062 por KWH43 en 
el horario de 07h00 hasta 22h00 y $0,052 por KWH en horario de 22h00 hasta las 07h00 cuyo 
valor está representado en la Tabla 56. 
Tabla 56. Costos del consumo eléctrico que implica el nuevo CPD 
Equipamiento 
Activo 
Potencia 
[W] 
Horas de 
consumo 
diario 
total de 
consumo 
mensual 
Total de 
consumo 
mensual 
Costo 
mensual 
Costo anual 
Switch 3COM 31,5 24 756 21168 1,06 12,68 
Switch 3COM 31,5 24 756 21168 1,06 12,68 
Switch C3850 50 24 1200 33600 1,68 20,13 
Switch DLINK 25 24 600 16800 0,84 10,07 
Switch  3COM 50 24 1200 33600 1,68 20,13 
Switch 3COM 31,5 24 756 21168 1,06 12,68 
Switch 3COM 31,5 24 756 21168 1,06 12,68 
Switch 3COM 31,5 24 756 21168 1,06 12,68 
HP PROLIANT 550 24 13200 369600 18,45 221,44 
HP PROLIANT 550 24 13200 369600 18,45 221,44 
HP PROLIANT 550 24 13200 369600 18,45 221,44 
HP PROLIANT 1100 24 26400 739200 36,91 442,89 
HP PROLIANT 1100 24 26400 739200 36,91 442,89 
                                                 
42 ARCONEL: Agencia de Regulación y Control de Electricidad  
43 KWH: Kilowatt por hora 
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PC 150 8 1200 33600 1,68 20,13 
Switch CISCO 1900 50 24 1200 33600 1,68 20,13 
Servidor 750 24 18000 504000 25,16 301,97 
Router BOARD 20 24 480 13440 0,67 8,05 
Router BOARD 20 24 480 13440 0,67 8,05 
Firewall 85 24 2040 57120 2,85 34,22 
Aire Acondicionado 25.000 24 600000 1680000 838,80 10.065,6 
Luminarias 2 24 48 1344 0,07 0,81 
PC 300 8 2400 67200 3,36 40,26 
TOTAL 12.163,07 
Fuente: Autor  
5.3 Beneficio 
      La implementación del nuevo Data Center tipo TIER I no va a generar ganancias 
monetarias ya que es una institución de carácter social, los beneficios que se tendrá con el 
levantamiento de esta infraestructura del CPD es: 
 Cabe recalcar que al ser una entidad pública los beneficios serán reflejados en el 
mejoramiento de los servicios al no suspender el cobro de estos dentro del horario de 
trabajo del GADMO de  8h00am-17h00pm para los 110.461 habitantes Otavaleños 
(GAD Municipal del cantón Otavalo, 2016), garantizando así satisfacer las necesidades 
del cantón al mejorar los recursos y procesos de la Municipalidad. 
 Mejoramiento de la vida útil de los equipos al instalar una infraestructura adecuada bajo 
Normas y reglamentos.  
 Información almacenada de manera segura y respaldada.  
 Alta disponibilidad de los servicios que brinda la municipalidad como: como cobro de 
agua potable, patentes, permisos, multas, compartición de datos e internet. 
 Prevención de interrupciones no deseadas por la falta de suministro de energía mediante 
la instalación de un generador eléctrico  
 Beneficiados directamente los empleados de la municipalidad, beneficiados 
indirectamente los habitantes del cantón.  
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5.3.1. Ahorro por tiempo fuera de servicio  
     Basado en datos del año 2016 se tiene que le GADMO registra un ingreso corriente anual 
de $ 32.000.000,00 ( Gobierno Autónomo Descentralizado Municipal de Otavalo, 2016) 
tomando en cuenta que se labora 8 horas diarias los 20 días al mes, con estos datos se tiene un 
ingreso de 16.666,66 por hora, personal quienes laboran en este lugar dieron a conocer que se 
tuvo un corte de 24 horas debido a problemas de mantenimiento. Para el cálculo siguiente se 
tomará en cuenta que con la implementación del Data Center Tier I se tendrá una caída del 
sistema de 28.82 horas por año lo cual representa un valor de 8,93 con lo cual se tendrá un 
ahorro económico para el GADMO en un monto de $251.116,56 como se detalla en la Tabla 
57. 
Tabla 57. Ahorro por tiempo fuera de servicio 
Estado  Ingreso por 
hora 
Down Time Costo Down Time 
Sin implementación del 
proyecto  
$ 16.666,66 24 $ 399.999,84 
Con implementación del 
proyecto  
$ 16.666,66 8,93 $ 14.8833,27 
 $ 251.116,56 
 Fuente: Autor  
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5.3.2. Flujo económico  
Este proyecto está contemplado para un período de 5 años, para presentar el valor del flujo económico se consideró la inflación anual de 1,09% (BCE, 
2017) cuyos valor está especificado en la Tabla 58. 
Tabla 58. Flujo económico 
 
Descripción 7 8 9 10 11 12 
Costo Total 23163,07 23163,07 23163,07 23163,07 23163,07 23163,07 
Costo de inversión       
Costo de administración 11000,00 11000,00 11000,00 11000,00 11000,00 11000,00 
Costo de ventas 0,00 0,00 0,00 0,00 0,00 0,00 
Costos financieros 0 0 0 0 0 0 
Costos de consumo eléctrico $12.163,07 $12.163,07 $12.163,07 $12.163,07 $12.163,07 $12.163,07 
Beneficio total 267993,6679 270914,7988 273867,77 276852,9289 279870,6258 282921,2156 
Ahorro por tiempo fuera de 
servicio 
267993,6679 270914,7988 273867,7702 276852,9289 279870,6258 282921,2156 
Flujo económico $244.830,60 $247.751,73 $250.704,70 $253.689,86 $256.707,56 $259.758,15 
 
Descripción   0 1 2 3 4 5 6 
Costo Total $106.627,41 15663,07 12163,07 20163,07 23163,07 22163,07 23163,07 
Costo de inversión  $106.627,41       
Costo de administración   3500,00 0,00 8000,00 11000,00 10000,00 11000,00 
Costo de ventas  0,00 0,00 0,00 0,00 0,00 0,00 
Costos financieros  0,00 0 0 0 0 0 
Costos de consumo eléctrico  $12.163,07 $12.163,07 $12.163,07 $12.163,07 $12.163,07 $12.163,07 
Beneficio total  $0,00 251.116,56 253.853,73 256620,7362 259417,9022 262245,5573 265104,0339 
Ahorro por tiempo fuera de servicio   251.116,56 253.853,73 256620,7362 259417,9022 262245,5573 265104,0339 
Flujo económico  $-106.627,41 $235.453,49 $241.690,66 $236.457,67 $236.254,83 $240.082,49 $241.940,96 
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5.3.3. Cálculo De Relación Costo Beneficio (B/C44)  
     Este indicador permitirá evaluar si la implementación del Data Center tipo TIER I para el 
Gobierno Autónomo Descentralizado Municipal de Otavalo es viable o no, ya que la ecuación 26 
es la  indicada para proyectos sociales, tomada del documento web Indicadores económicos para 
análisis de proyectos (Hernandez, 2016). 
 
 
Ecuación 26: Cálculo Costo Beneficio 
Donde:  
Bj: Representa el valor de los beneficios a la actualidad  
Cj: Representa el valor de los costos a la actualidad  
i: tipo de descuento o interés exigido a la inversión  
n: tiempo de la evaluación. 
 
     Estos valores fueron obtenidos de la fuente del BCE45, donde se tiene que la tasa de inflación 
anual de 1,09% y la tasa de riesgo del país de 16,78%, es por ello que el valor de TMAR es del 
17,87%. Quedando el cálculo de la siguiente manera: 
                                                  𝑇𝑀𝐴𝑅56 = 𝑖 + 𝑓                                 (27) 
Ecuación 27: Tasa mínima de rendimiento 
 Donde:  
i= tasa de inflación  
f= tasa de riesgo del país  
      
 
                                                 
44 B/C: Relación Costo Beneficio 
45 BCE: Banco Central del Ecuador 
(26) 
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𝐵
𝐶
=  
0 +
$251.116,56
(1 + 17,87%)^1
+
$253.853,73
(1 + 17,87%)^2
+
$256.620,74
(1 + 17,87%)^3
+
$259.417,90
(1 + 17,87%)^4
$106.627,41 +  
$𝟏𝟓. 𝟔𝟔𝟑, 𝟎𝟕
(1 + 17,87%)^1
+
𝟏𝟐. 𝟏𝟔𝟑, 𝟎𝟕
(1 + 17,87%)^2
+
$20.163,07
(1 + 17,87%)^3
+
$23.163,07
(1 + 17,87%)^4
 
 
$262.245,56
(1+17,87%)^5
+
$265.104,03
(1+17,87%)^6
+
$267.993,67
(1+17,87%)^7
+
$270.914,80
(1+17,87%)^8
+
$273.867,77
(1+17,87%)^9
+
$276.852,93
(1+17,87%)^10
$22.163,07
(1+17,87%)^5
+ 
$23.163.07
(1+17,87%)^6
+
$23.163.07
(1+17,87%)^7
+
$23.163.07
(1+17,87%)^8
+
$23.163.07
(1+17,87%)^9
+
$23.163.07
(1+17,87%)^10
 
+
$279.870,63
(1+17,87%)^11
+
$282.921,22
(1+17,87%)^12
+ 
$23.163.07
(1+17,87%)^11
+
$23.163.07
(1+17,87%)^12
= $6,24 
5.3.3.1. Interpretación de la relación costo-beneficio  
(Gestiopolis, 2015) menciona que la relación costo beneficio tiene el siguiente significado: 
 B/C > 1: indica que los beneficios son mucho mayores que los costos, por lo que el 
proyecto debe ser considerado. 
 B/C= 1: no representa ganancias, los beneficios son iguales que los costos. 
 B/C < 1: indica que los costos son mucho mayores que los beneficios, por lo que el 
proyecto no debe considerarse. 
     El cálculo realizado en relación B/C en la ecuación 26 cuyo valor representa a 6,24 quiere 
decir que el proyecto es viable y por lo tanto debe ser considerado, en vista que la instalación 
del Data center proveerá más beneficios que costos al Gobierno Autónomo Descentralizado 
Municipal de Otavalo. 
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5.8. Conclusiones  
 Al terminar el presente proyecto que se basa en el diseño de un Data Center tipo TIER 
I para el Gobierno Autónomo Descentralizado Municipal de Otavalo, se cumplió con 
el objetivo principal en donde se analizó cada uno de los requerimientos que abarca la 
Norma ANSI/TIA-942, determinado así los parámetros básicos para evaluar el capítulo 
de situación actual y para la realización del diseño del Data Center. 
 Al analizar el capítulo de Situación Actual se conoció las falencias a la cual está 
expuesta la actual infraestructura del cuarto de equipos, misma que necesita alternativas 
de mejoramiento, razón por la cual se ha realizado el presente estudio del diseño del 
Data Center tipo TIER I para el Gobierno Autónomo Descentralizado Municipal de 
Otavalo basado en requerimientos que establece la Norma ANSI/TIA-942. 
 Se realizó el diseño del Data Center tipo TIER I para el GADMO tomando en cuenta 
los lineamientos de la Norma ANSI/TIA-942 con el objetivo de proporcionar 
prestaciones de servicios de manera continua al personal que labora en la empresa y a 
la ciudadanía Otavaleña.  
 Dentro del capítulo Costo-Beneficio se concluyó que la futura implementación del Data 
Center tipo TIER I para el Gobierno Autónomo Descentralizado Municipal de Otavalo 
es viable, ya que en este análisis se obtuvo un número mayor a 1 lo cual significa que 
las ganancias serán más altos que los costos de implementación.  
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5.9 Recomendaciones 
 Se recomienda la protección adecuada de cada uno de los elementos eléctricos alojados 
en el Data Center, además se pide un aterrizaje a tierra apropiado de las bandejas que 
contienen el cableado eléctrico, Sistema de Sistema de Aire Acondicionado y gabinetes 
que componen la infraestructura del Data Center, con la finalidad de garantizar mayor 
vida útil a los equipos y seguridad al personal quienes laboran en esta área.  
 Tomar en cuenta que la puerta del Data Center debe mantenerse siempre cerrada ya 
que, si se encuentra abierta provocará una inestabilidad de temperatura, lo cual implica 
que el sistema de aire acondicionado trabaje a mayor potencia, generando mayor 
consumo de energía y por ende mayor costo económico para el Gobierno Autónomo 
Descentralizado Municipal de Otavalo. 
 Establecer un cronograma de mantenimiento para los diversos elementos que 
conforman la infraestructura del Data Center. 
 Se recomienda además la respectiva capacitación al personal quienes laboran en esta 
área del Data Center, Departamento de Informática con el objetivo de gestionar esta 
área de manera propicia. 
 Tomar en cuenta que cada equipo tiene sus especificaciones de tolerancia colocadas en 
la parte posterior por el fabricante por lo que hay que tomar en cuenta estas 
características al momento de la instalación, ya que si ignoramos esto podemos causar 
daño al mismo equipo o al Data Center. 
 En caso de crecimiento de equipos dentro del área del Data Center se recomienda la 
implementación de nuevas baldosas perforadas respetando los patrones de pasillos fríos 
y calientes como se detalla en este documento con el objetivo de tener una adecuada 
climatización dentro de esta área. 
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 El costo económico de la implementación de un Data Center siempre será elevado por 
todos los componentes y mecanismos de instalación que en él se exigen. En el caso del 
CPD del GADMO no es la excepción, se requerirá una considerable cantidad de dinero 
para que se pueda cumplir con todas las recomendaciones propuestas en el capítulo de 
diseño. Pese a que no se tendrá un retorno de la inversión económica, el GADMO 
mejorará sus prestaciones a empleados de esta entidad con el objetivo de que los 
usuarios Otavaleños realicen sus trámites en un tiempo estimado. 
 Para realizar labores de mantenimiento bajo el piso falso se recomienda la utilización 
de una ventosa para remover las placas que forman la estructura de este piso, con el 
objetivo de no provocar ningún tipo de fisura en las placas evitando así fugas de aire 
frio que está circulando bajo el piso técnico.  
 El nivel de temperatura del sistema de aire acondicionado de precisión a instalarse debe 
ser medido siempre y cuando todos los equipos que componen la infraestructura del 
Data Center estén activos.  
 El Centro de Datos (Data Center) debe tener un calendario con fechas y horarios de 
limpieza dentro del mismo, el cual deberá estar coordinado por el Jefe del 
Departamento de Informática, además se debe cuidar que la limpieza de esta área se 
realice con equipos y limpiadores que no dañen o perjudiquen los equipos que 
conforman la infraestructura de esta área. 
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Glosario de Términos y Acrónimos 
ANSI Es una organización sin ánimo de lucro que supervisa el desarrollo de 
estándares para productos, servicios, procesos y sistemas en los Estados 
Unidos. ANSI es miembro de la Organización Internacional para la 
Estandarización (ISO) y de la Comisión Electrotécnica Internacional 
(International Electrotechnical Commission, IEC). 
ATS Interruptor de Transferencia Automática, Los interruptores son mecanismos 
sencillos los cuales permiten alternar entre dos (o más) fuentes de 
alimentación; o bien, alternar entre dos (o más) cargas distintas. Un 
interruptor automático es aquel que puede hacer estos cambios de acuerdo a 
las necesidades del usuario 
AWG American Wire Gauge América / Calibre del Cable, El American Wire 
Gauge (AWG o también conocida en español como Calibres de Alambre 
Estadounidense), es un índice de clasificación que específica el diámetro, la 
resistencia y la medida de los cables eléctricos. 
Esta tabla ayuda a los usuarios a conocer la capacidad de transporte de la 
circunferencia, la solides, el índice no ferroso, y la conductividad eléctrica 
utilizando el área de la sección transversal del cable como un aspecto de 
medición. 
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CC Corriente Continua, La corriente continua la producen las baterías, las pilas 
y las dinamos. Entre los extremos de cualquiera de estos generadores se 
genera una tensión constante que no varía con el tiempo. 
CCTV Circuito Cerrado de Televisión, permitiendo la supervisión local y/o 
remota de imágenes y audio, así como el tratamiento digital de las 
imágenes, para aplicaciones como el reconocimiento de matrículas o 
reconocimiento facial, entre otras.  
CPD Centro de Proceso de Datos, es un espacio de almacenamiento y 
tratamiento de datos acondicionado especialmente para contener todos los 
equipos y sistemas IT, también es considerado como la columna vertebral 
de cualquier empresa o institución    
CRAC Computer Room Air Conditioner, los sistemas de aire acondicionado 
deben estar diseñados y proyectados a mantener una temperatura no mayor 
a 25°C los siete días de la semana,  las veinte cuatro horas del día dentro 
de un Data Center 
EIA Es una organización formada por la asociación de las compañías 
electrónicas y de alta tecnología de los Estados Unidos, cuya misión es 
promover el desarrollo de mercado y la competitividad de la industria de 
alta tecnología de los Estados Unidos con esfuerzos locales e 
internacionales de la política. 
ER Cuarto de Entrada,     Aquí se recibe los servicios entregados por los 
proveedores, mismo que es considerado como el espacio de intersección 
entre el cableado vertical del CPD (interno) con el cableado externo de las 
operadoras proveedores de telecomunicación, cuya función es brindar 
servicios de telecomunicación a todos sus departamentos 
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F.O Fibra Óptica, es un medio de transmisión, empleado habitualmente en redes 
de datos y telecomunicaciones, consistente en un hilo muy fino de material 
transparente, vidrio o materiales plásticos, por el que se 
envían pulsos de luz que representan los datos a transmitir 
F60 Resistente al fuego directo como mínimo durante 60 minutos.   
Fs Identificador del espacio donde está localizado o número de Departamento   
GADMO Gobierno Autónomo Descentralizado Municipal de Otavalo   
Green Tic Políticas Verdes, promueve el uso de tecnologías energéticamente 
renovables. Green TIC no sólo representa una oportunidad para contribuir 
con la sustentabilidad, sino también para conseguir ahorros económicos 
significativos.  
HDA Área de distribución Principal, calificado como el eje central donde se 
realizan todas las conexiones cruzadas horizontales hacia el área de trabajo, 
en un edificio puede existir una, varias o ninguna área de distribución 
horizontal en cada piso según las necesidades de la empresa 
LAN Red de Área Local   
MDA Área de distribución Principal, este espacio debe estar ubicado dentro de ER 
y no superar una distancia de 90m, en esta área se alojarán esencialmente 
equipos informáticos como servidores, equipos LAN, SAN, PBX, 
Ruteadores centrales, Switch troncales por lo que es un área critica mismo 
que necesita seguridad física, 
NEC Código Eléctrico Nacional de USA, que se encarga de la instalación segura 
del cableado y equipos eléctricos   
NEMA Asociación Nacional de Fabricantes Eléctricos   
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NFPA National Fire Protection Association – Asociación Nacional de Protección 
contra el Fuego.  
NVR Grabador de Video en Red 
PBX Red Telefónica Privada   
UPS Unidad de distribución de Energía, es capaz de, eliminar los picos, las 
subidas y bajadas de tensión, además el ruido y los armónicos.   
SAN Red de Área de Almacenamiento   
SCS Sistema de Cableado Estructurado   
STP Sistema de Puesta a Tierra   
TB Tablero Bypass 
TBB Telecommunications bonding backbone Es un conductor de cobre usado 
para conectar la barra principal de Tierra de telecomunicaciones (TMBG) 
con las barras de tierra de los armarios de telecomunicaciones y salas de 
equipos (TGB)  
TDP Tablero de Distribución Principal   
TGB Telecommunications Grounding Busbar Es la barra de tierra ubicada en el 
armario de telecomunicaciones o en la sala de equipos Sirve de punto central 
de conexión de tierra de los equipos de la sala. 
TI/ IT Tecnología de la Información   
TIA Fundada en 1985 después del rompimiento del monopolio de AT&T. 
Desarrolla normas de cableado industrial voluntario para muchos productos 
de las telecomunicaciones y tiene más de 70 normas preestablecidas. 
TIER Es una certificación o clasificación de un Data Center en cuanto se refiere 
a diseño, estructura, desempeño, fiabilidad, inversión y retorno de 
inversión   
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TMGB Es una barra que sirve como una extensión dedicada del sistema de 
electrodos de tierra (pozo a tiera) del edificio para la infraestructura de 
telecomunicaciones. Todas las puestas a tierra de telecomunicaciones se 
originan en él, es decir que sirve como conexión central de todos los 
TBB’s del edificio. Consideraciones del diseño 
TTA Tablero de Transferencia Automática, este tablero cambia de fuente 
eléctrica ante fallas del suministro eléctrico normal o ausencia del mismo; 
cuya obligación es activar el generador de respaldo por medio de un ATS  
con el objetivo de proporcionar energía al Data Center de manera 
automática,  así mismo si el suministro eléctrico se encuentra normal el 
generador se mantendrá aislado.    
TVSS Supresor de transmisión de voltaje, este elemento es necesario  para 
proteger los dispositivos alojados en el Data Center cuya función es cortar 
los impulsos de tensión y desviar la corriente al sistema de puesta a tierra, 
con la finalidad de evitar que se produzca daños dentro del área 
TW Es un conductor que puede ser usado en lugares secos y húmedos   
WA Área de trabajo, Son los puntos de conexión para equipos terminales, 
estas conexiones no deben superar la distancia de 15m. 
ZDA Área de Distribución de Zona,  punto de conexión de cableado horizontal, 
esta área es opcional dentro del Data Center misma que se encuentra 
ubicada entre el HDA y EDA se recomienda que su ubicación se lo realice 
por debajo del piso técnico con el objetivo de ahorrar espacio 
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ANEXO A:  
Certificado Estructural 
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ANEXO B:  
Tablas Comparativas 
Data center Físico vs Cloud 
Tabla 59: Data Center Físico vs Cloud 
CARÁCTERÍSTICAS FISICO CLOUD 
Escalabilidad Inmediata No Si 
Ahorro de Costos  No Si 
Independencia de Proveedores  Si No 
Necesidad de negociación periódica  No Si 
Seguridad de la información  Si No 
Gran capacidad de Almacenamiento  Si Si 
Administración Remota No Si 
Ocupación de Espacio Físico No Si 
Supervisión de Componentes  Si No 
Backup de información  No Si 
Actualizaciones Permanentes No Si 
Ayudar al medioambiente  No Si 
Requiere conexión a Internet para la Configuración  No Si 
Fuente: https://goo.gl/QEvGzm 
     Con las características detalladas en la tabla 59 podemos concluir que cada data center 
presenta diversas características, un Data Center físico presenta mayor seguridad de 
administración ante un Data Center Virtualizado conocido como cloud el cual necesita siempre 
estar conectado a internet para poder ser administrado y gestionable.   
     Con esto se puede concluir que se tiene diferentes beneficios al tener un Data Center Físico 
como al tener un Data Center Virtualizado, una de las características más relevantes es la 
seguridad y la administración del CPD el cual esto se lo puede hacer de manera más segura en 
un Data Center físico ya que en virtualización puede ser propenso a sufrir cualquier tipo de 
ataque por parte de personas dedicadas a la mala manipulación de las redes (hackers) y necesita 
otro de los inconvenientes del cloud es que siempre debe estar conectado al internet, y si se 
quiere administrarlo siempre debe intervenir terceras personas para hacerlo. 
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Iluminación led y fluorescente  
Tabla 60: Comparación de Luminarias Led y Fluorescentes 
CARACTERÍSTICAS LUMINARIAS 
LED 
LUMINARIAS 
FLUORESCENTES 
Ahorro de energía  80% 35%- 40% 
Tiempo de Vida (horas) 30000-50000 3000-5000 
Costo  menor mayor 
Emisión de rayos ultravioletas No Si 
Factor de daño Muy bajo Nulos 
Emisión de Luz Direccional A todas las direcciones 
Desmontables y reparables Si No 
Temperatura que Soporta -20°a 60° 5°a 45° 
Encendido Instantáneo Si No 
Parpadeo  No Si 
Consumo de Energía  2W 60W 
Ahorro Económico 80% 0% 
 Fuente: (MANUFACTURA, 2012)  
     Según la tabla 60 se puede apreciar que las luminarias led presentan mayores características 
significativas que las fluorescentes, por lo que se recomienda la utilización de luminarias Led 
dentro del Gobierno Autónomo Descentralizado Municipal de Otavalo. 
Video Vigilancia ip y analógica  
Tabla 61: Características de Cámaras IP vs Analógicas 
Características Cámara ip Cámara analógica 
Cable de Conexión  Utp Coaxial 
Número limitado de cámaras  No Si 
Calidad de Imagen Alta Baja 
Accesibilidad Remota Si No 
Envían Videos  Largas distancias Cortas distancias 
Inteligentes  Si (sensores de movimiento ) No 
Fácil Instalación  Si No 
PoE Si No 
Requerimiento de Monitor No Si 
Administración de Videos  NVR DVR 
Fácil adaptación a la red Si No 
Escalabilidad  Si No 
Fuente: (BLACK BOX, 2016) 
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     Según las características descritas en la tabla 61 se puede concluir que las cámaras ip 
presenta mejores características que las cámaras analógicas, por lo que en este diseño se 
recomienda hacer uso de CCTV IP. 
Control de Acceso 
Tabla 62: Características de diferentes Sistemas de Control 
CARACTERÍSTICAS OJO 
(iris) 
OJO 
(retina) 
Huellas 
dactilares 
Voz Cara 
Modo de Trabajar  Captura y 
compara 
los 
patrones 
de iris  
Captura y 
compara 
los 
patrones 
de la 
retina 
Captura y 
compara 
los 
patrones de 
la huella 
digital 
Captura y 
compara los 
patrones del 
tono de la 
voz 
Captura y 
compara 
los 
patrones 
faciales 
Fiabilidad  Muy alta  Muy alta  Alta  Alta  Alta  
Facilidad de uso  Media  Baja  Alta  Alta  Alta  
Prevención de ataques  Muy alta  Muy alta  Alta  Media  Media  
Estabilidad  Alta  Alta  Alta  Media  Media  
Posibles incidencias  Luz  Gafas  Ausencia 
del 
miembro  
Ruido, 
temperatura 
y 
meteorología  
Edad, 
cabello, 
luz  
Costo  Muy alto  Alto  Bajo  Alto  Medio  
Fuente: . (Suarez, 2012)  
 
     Basándonos en las características descritas en la Tabla 62 podemos concluir que tanto el 
sistema de huella dactilar, voz y cara son sensibles al reconocimiento del personal por lo que 
se recomienda utilizar cualquier de estos sistemas anteriormente descritos. 
Sistema detector de incendios 
Tabla 63: Características de diferentes Sistema de Extinción de Incendios 
CARACTERÍSTICAS 
SISTEMA 
ECARO25 
FM 200 INERGEN 
Reducción de oxígeno en el ambiente  NO NO SI 
Seguro para personas y equipos SI SI SI 
Amigable con el medio ambiente  SI NO SI 
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Influencia en el calentamiento global  Bajo Bajo Bajo 
Interrupción del negocio  Mínima Mínima Mediana 
Extinción rápida  SI| SI No 
Minimiza daños causados por el fuego  SI SI SI 
Espacio para alojar tanque  Poco espacio Poco 
espacio 
Gran 
espacio 
Tiempo de descarga  Inmediato 10 seg 60 seg 
Extinción del fuego  Rápida Rápida Medio 
Vida atmosférica 29 años 33 años Uno 
Eléctricamente no conductivo  No No No 
No deja Residuos o resinas  No No No 
Fuente: (Prada, 2013)  
 
     En la Tabla 63 se puede analizar que tanto el sistema de agente químico Ecaro 25 y FM 200 
presentan similares características por lo que se recomienda la utilización de cualquiera de 
estos dos sistemas ya que se tendrá los mismos resultados.  
Sistema de Aire Acondicionado  
Tabla 64: Características de Diferentes Sistemas de Aire acondicionado 
Características Precisión Confort 
Temperatura de operación 22.22 °C +/- 1 °C 23 °C +/- 2 °C 
Factor de calor sensible 90 a 95 % 65 a 70 % 
Horas de operación / día 24 h/día 8 h/día 
Horas de operación / año 8760 h/año 1200 h/año 
Filtros de aire 60 a 90 % de eficiencia 20 a 30 % de eficiencia 
Vida útil 15 a 20 años 7 a 10 años 
Reparto adecuado de 
refrigeración  
Si  
No 
Precisión de Temperatura  Si  No 
Costo  Mayor  Menor 
Apto para Data Center  Si  No 
Uso de Piso Falso Si  No 
Formar Pasillos fríos y Caliente  Si  No 
Fuente: (Mundo HVACR, 2016)  
     En la tabla 64 se puede apreciar que el sistema de aire acondicionado de presión es apto 
para Data Center ya que presenta mejores características que uno de confort.  
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ANEXO C: Propuesta de Políticas para el ingreso al Data Center 
 El acceso físico, la permanencia y circulación en los ambientes del Data Center deben 
ser permitidos solamente a los Usuarios autorizados por el Área de Informática (Ultra, 
2015) 
 El acceso físico de visitantes o Usuarios no autorizados a los ambientes del Data Center 
debe ser permitido solamente con acompañamiento de un Usuario autorizado. 
 La(s) personas(s), cuyo acceso al CDP haya sido autorizado, deberá llenar y firmar un 
formulario donde especifique como mínimo: nombre completo del ingresante, fecha de 
ingreso, hora de ingreso y salida, actividad realizada dentro del Centro de Datos 
(Narváez, 2016) 
 Códigos, tarjetas de acceso y demás únicamente serán aportados por el personal 
administrativo encargado del Centro de Datos departamento de Informática. 
 Las personas externas que requieran ingresar o retirar equipos al Centro de Datos, 
deberán solicitar autorización por escrito al Departamento de Informática justificando 
el motivo (RENAP, 2015). 
 La Dirección de Informática debe tener presente que todo equipo que sea retirado por 
obsolescencia, deterioro o cambio definitivo, debe asegurar que la información 
contenida en el mismo se eliminada en su totalidad, garantizando que no sea posible su 
recuperación (RENAP, 2015). 
 No está permitido el acceso con líquidos o alimentos, productos inflamables, cámaras 
fotográficas, filmadoras, discos portátiles, o cualquier dispositivo similar (RENAP, 
2015). 
 No se debe hacer uso de circuitos destinados a la alimentación de racks para conectar 
otros equipos como cargadores de celulares, aspiradoras, ventiladores, entre otras 
(RENAP, 2015). 
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 No debe utilizarse el Centro de Datos para almacenar cajas, documentos y equipo no 
instalado (RENAP, 2015). 
 Está totalmente prohibido ingresar al Centro de Datos bajo las siguientes condiciones: 
Portando armas de fuego, cuchillos o similares, bajo estado de embriaguez o 
consumiendo bebidas alcohólicas, bajo el efecto de cualquier droga o sustancia 
alucinógena, portando cámaras fotográficas y filmadoras, con vestimenta inapropiada 
(pantalones cortos, camisas sin mangas, chancletas), - Fumando. Cualquier 
incumplimiento a los siguientes puntos, significará la expulsión inmediata de las 
dependencias del Centro de Datos (RENAP, 2015). 
 No se deberá arrojar ningún tipo de basura en racks, pasillos o piso técnico. La 
mantención limpia del CDP evitará la emanación de polvo al equipamiento y permitirá 
el normal flujo del aire en el sistema de refrigeración por todas las dependencias.  
 Está terminantemente prohibido fumar o realizar cualquier actividad que provoque la 
emanación de humo al interior del CDP debido a una posible activación accidental de 
los sistemas de detección de incendios (Narváez, 2016). 
 La puerta de seguridad de ingreso al Data Center deberá estar cerrada todo el tiempo. 
No se admite por ningún concepto que se mantenga la puerta ya que esto afecta 
provocará inestabilidad de la temperatura dentro del área (Narváez, 2016).  
 Mientras dure la estadía al interior del CDP, está prohibido para las personas: manipular 
el cableado, presionar botones, abrir puertas de gabinetes, arrojar basura, apoyarse en 
las estructuras y/o irrumpir en el desempeño normal de los componentes que allí se 
tiene. La puerta de seguridad deberá estar cerrada todo el tiempo, evitando las fugas de 
aire. 
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Descripción del procedimiento para el acceso físico al Centro de Datos. 
Responsable N° de 
pasos 
Actividad 
Solicitante 1 Solicita acceso al Centro de Datos, especificando el 
motivo de la visita. Nota: Aplica para personas ajenas al 
Departamento de Informática. 
Jefe del 
Departamento de 
informática. 
2 Verifica motivo de la visita. 
3 Evalúa el ingreso del solicitante. 
3.1 Informa la autorización y establece fecha y hora de la 
visita. 
3.2 Notifica Indicando motivo por el cual no se autoriza. 
4 Designa trabajador encargado de acompañar al visitante. 
Solicitante 5 Consigna datos en bitácora de control de acceso físico al 
Centro de Datos (entrada). 
6 Ingresa al Centro de Datos. 
7 Realiza actividad en el Centro de Datos. 
8 Consigna datos en bitácora de control de acceso físico al 
Centro de Datos (salida). 
9 Fin del procedimiento. 
Fuente: Autor  
 
Descripción del procedimiento para la entrada/salida de equipos del Centro de Datos. 
Responsable N° de 
pasos 
Actividad 
Solicitante 
técnico/ empresa 
1 Envía oficio dirigido al Director indicando a detalle el 
proyecto a realizar. 
Jefe del 
Departamento de 
Informática 
2 Evalúa solicitud. 
2.1 Autoriza; coordina la solicitud de ingreso o egreso del 
equipo y continúa paso No. 3. 
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2.2 No autoriza: informa al Departamento de Infraestructura 
Informática para reevaluar solicitud. Fin del 
procedimiento. 
3 Notifica a la Dirección Administrativa el ingreso o egreso 
de equipo del Centro de Datos. 
Departamento de 
Informática 
4 Elabora documento de recepción o entrega del equipo. 
5 Completa formulario de ingreso o egreso de equipos al 
Centro de Datos. 
6 Registra la acción a realizar. 
7 Ingresa o egresa el equipo 
8 Configura direcciones IP y accesos 
9 Define a la persona encargada del monitoreo y/o 
administración del equipo (en caso de ingreso). 
10 Registra la gestión realizada al egreso. 
 11 Fin del procedimiento 
Fuente: Autor  
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ANEXO D Proforma En Base A La Empresa CELCO 
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ANEXO E: Planos de Data Center 
Subsistema Arquitectónico.  
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Subsistema Eléctrico sobre el área de Equipos. 
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Subsistema Eléctrico bajo el área de Equipos. 
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Subsistema Mecánico sobre el área de Equipos. 
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Subsistema Mecánico bajo el área de Equipos. 
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ANEXO F: Certificación de culminación de Tesis  
 
