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1. MODELOS DE PREDiÇÃO DE VALORES GENÉTICOS E GANHOS GENÉTICOS
o melhoramento genético florestal é uma ciência relativamente nova,
experimentando seu maior impulso a partir de 1960. A partir desta data até os dias
atuais, o suporte fornecido pela Genética Quantitativa ao melhoramento de espécies
florestais pode ser elucidado considerando três períodos distintos. O período
transcorrido até o final da década de 1970 (NAMKOONG, 1979) enfatizou o uso dos
conceitos estabelecidos e utilizados no melhoramento de culturas agrícolas anuais,
através, principalmente, da prática da seleção individual e seleção entre e dentro de
progênies para caracteres isolados. A década de 1980 foi marcada por intensa
utilização da técnica de índices de seleção envolvendo a utili~-ªÇ_ªQJ~:leInformações de
parentes e de vários caracteres simultaneamente (WHITE & HODGE, 1989; COTTERILL
& DEAN, 1990), explorando-se todos os avanços atingidos nesta área pelos melhoristas
de animais. Finalmente, a década de 1990 está sendo m~~~~.9apor uma intensa
utilização de técnicas (desenvolvidas por melhoristas de animais) de avaliação genética
adequada a situações de dados desbalanceados, aproveitando-se os recentes
desenvolvimentos na área de estimação de componentes devariância e predição de
valores genéticos (HENDERSON, 1984; GIANOLA & HANMMOND, 1990; SEARLE et
aI., 1992; VAN VLECK, 1993; SORENSEN, 1996).
O enfoque atual da Genética Biométrica Florestal é praticamente equivalente
ao da Genética Biométrica Animal, principalmente devido à preponderância da avaliação
genética a nível de indivíduo (Modelo Animal) e não a nível de grupos de indivíduos
--- -- - . _. -----------.- ---- -- ---
como no melhoramento de culturas anuais. A avaliação a nível de indivíduo e o aspecto
., '
-·----p~Iene(~~_~i~Posiçã_~_d~ __ÇJ~~~çõ~_s)aumentam consideravelmente a complexidade-da-
-- ------_._----~---- ----_ .. avaliaçàcqfen€tica. - - - --- -------
A avaliação genética a nível de indivíduo permite a seleção através de
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valores genéticos preditos ou esperados possibilitando o cômputo da 'cóniil&lii~Aó'de
cada indivíduo para o ganho genético, o qual eqüivale à média dos valores genéticos
esperados dos indivíduos selecionados, Permite assim, enfatizar uma maior utilização--
dos indivíduos com os maiores valores genéticos preditos.
Os valores genéticos são variáveis aleatórias que devem ser preditas a partir
dos valores fenotípicos. Um modelo geral para a predição de valores genéticos e
estimação de ganhos genéticos é apresentado a seguir, no contexto da seleção massal
(de indivíduos com base exclusivamente em valores fenotípicos próprios).
O valor genético aditivo (g) de um indivíduo é função dos efeitos médios de
seus alelos e pode ser definido como o somatório dos efeitos médios dos alelos que
possui. Assim é dado por 9 = u + A, onde u corresponde a média genotípica da
população e A refere-se ao efeito aditivo.
Na prática, os valores, genéticos devem ser preditos a partir dos valores
fenotípicos (y). Assim, no contexto das funções lineares, 9 pode ser predito a partir de y
por 9 = a + by, onde a e b são os coeficientes da regressão. Os coeficientes a e b
devem ser determinados de forma que E( 9 - g) 2 seja mínimo, ou seja, de forma a
minimizar o quadrado do erro de predição, Por derivação parcial obtém-se:
a = E(g) - bE(y) e b = C c v (g. y) I Va r (y) -,--~~--"
Assim, tem-se:
9 = a + by
= E(g) - bE(y) + by
= E(g) + b[y - E(y)]
= E(g) + [Cov(g, y) I Var(y)] [y - E(y)]
que é um preditor geral para o valor genético.
Uma medida muito útil de precisão da predição de valores genéticos é o
,- __parámetro denominado acurácia, o qual eqüivale à correlação entre os valores genéticos
- - -- verdadeiros e os valores ge~ético-; pr~ditos (r 11;) e é dado por:---~-:- _
rgg = Cov(g,g) I [Var(g)Var(g)]1/2
= Var(g) I [Var(g)Var(g)]1/2
= [Var(g) I Var(g)]1/2
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Especificamente no caso da seleção massal e assumindo
onde e refere-se ao efeito residual, tem-se:
.-..- ':,: .~,
g= U+<f! 1<f~(Y-u)
= u+h2(y-u),
ou seja, neste caso, o coeficiente angular da regressão é a própria herdabilidade (h2).
Para efeito prático, em geral os valores genéticos são preditos como desvios
dá média gerai, ou seja como g* = h2{y - u) para a seleção massal.
Selecionando-se os indivíduos com os maiores valores genéticos, o ganho
(GS) pode ser predito fazendo-se a média dos valores genéticos 9 * dos N indivíduos
selecionados:
GS =Ig~/N
= I[h2(Yt - u)] I N
_==h 2 I (y i - u) I N
= h2(y. - u)
~}Ô:ts, que é a expressão clássica para cômputo do ganho genético, onde da refere-se
ao diferenciaLde seleção e Ys eqüivale à média dos indivíduos selecionados.
A acurácia para a seleção massal eqüivale a:
rag = {Var[h2(y - u)]! Var(g)}1/2
= [h" (J ~ I (J! ]1/2
_ [ "!( 2 2)]1/2
- ~A (JA (Jy
=(JA!Üy
- ..--.--------------= h,
--- --------------~-_.
ou seja, a acurácia eqüivale à raiz quadrada da herdabilidade.
o ganho genético é um indicador de eficiência na seleção e pode ser
computado alternativamente por:
r--
~
~,
r:----., ..
~_._-
~-
r..
GS=h2d.
= K h2 (J 'I
=Ka!/oy
= K (J •. aI. Ia.,
= K (JA fllÓ,
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onde K (J A é o diferencial de seleção em unidades de desvio padrão genético aditivo.
Esta última expressão é mais adequada, já que K e (J A podem ser
considerados como constantes através dos métodos de seleção, para efeito de
comp-âração (o mesmo não é válido para O'Y). Assim, os métodos de seleção podem
ser comparados diretamente e exclusivamente pelos valores de acurácia. Dessa forma,
o sucesso na seleção depende, essencialmente, da utilização de acurados
procedimentos de predição de valores genéticos, sendo esta a área de maior ênfase em
melhoramento genético de espécies perenes.
Logicamente a acurácia está intimamente ligada~~~rº~~il_i~ade do caráter.
Uma classificação da herdabilidade e acurácia em termos de magnitude e suas
associações é apresentada a seguir:
Herdabilidade
a nível de
indiVíduo
Acurácia
para seleção
a nível de
indivíduo
0,01
0,10
0,15
____~_--º-20
0,30
______________ ~_O
0,10
0,32
0,39
0,45
0,55
0,63
0,50
0,60
0,70
0,80
0,90
0,7'1-------
0,77
0,84
0,89
0,95
Acurácia máxima
possível para a
seleção
combinada
usando também a
média de família
0,51
0,55
0,58
0,61
0,66
0,71
--0,76
0,80
0,85
0,90
0,95
Classificação
das
m~g~!!!Jc!~!!_~~
herdabilidade
a nívefde---
indivíduos
Classificação
das
m~gn~~!J_C!~~da
acurácia para
seleçãõde
indivíduos
Baixa
0,01 <h2<0, 15
Baixa
-- ---.---.-..,.-----------~
O,10<rgg<0,40
. -_ ..- --- -- .__ ."-_.-- -- '-' .-
Média ou _ Média OU--
Modera-da- --- -----Moaeraa~
---_.- -------
- 0-1-5<h2<O-50----~-" -_:~-,
, - --'- -OAO< 99<0,70
Alta -----
f99>O,io
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Verifica-se que com h2>0,50, praticamente não existe vantagem no uso da
informação de famllia e a seleção com base apenas na informação de indivíduo já
propicia uma acurácia alta (>0,70). Por outro lado, mesmo para caracteres de baixa
herdabilidade, o uso da informação de parentes (maior número de informações) permite
elevar a acurácia seletiva da classe de baixa para moderada. Este fato ressalta a
importância de se trabalhar com métodos mais elaborados de seleção.
2. AVALIAÇÃO GENÉTiCA ATRÃVÉS DE MODELOS LINEARES MISTOS
Considerando o estágio atual do melhoramento genético florestal, a
presença de múltiplas fontes de informações demanda, para uma avaliação genética
acurada, o tratamento dos dados no contexto dos modelos lineares mistos.
Através dos modelos lineares mistos, os efeitos não genéticos são tratados
através dos efeitos fixos e os efeitos genéticos são tratados através dos efeitos
- ---~---~-
aleatórios, possibilitando uma estimação de componentes de variância com
propriedades estatísticas ótimas e uma acurada predição de valores genéticos. A
avaliação genética envolve basicamente a estimação de componentes de varlància .9.a
predição de valores genéticos, sendo que os métodos padroes de estimação de
componentes de variância e predição de valores genéticos são o REML (máxima
verossimilhança restrita) e BLUP (melhor predição linear não viciada), respectivamente.
Uma descrição mais detalhada de avaliação genética através de modelos mistos no
melhoramento florestal é apresentada por RESENDE (1997a).
o BLUP pode seréstruturado a nível de grupos de indivíduos (modelo de
parental) ou a nível de indivíduo (modelo animal - AM), sendo que o AM-BLUP pr?pl~i~
- ---- "-
urna.avaliação genética mais completa. Por sua vez, o método REML pode ser-~_. ---- ._ .. _ .._--
- - - - - - ---- ------~-
implementado computacionalmente através dos algoritmos "maximização de
- ,- ~-
esperanças" (EM) ou "livre de derivadas" (DF), dentre outros. De maneira genérica,·
....,... ...~--- ... -- -- - .~~~~--~~-
uma avaliação genética mais eficiente é conseguida empregando-se o proce_d!~~n~~--·.
DF-REMUAM-BLUP, sendo que os softwares DFREML (MEYER, 1993), MTDFREML
(BOLDMAN et aI., 1995) e PEST (GROENEVELD et aI., 1990) são amplamente
difundidos e utilizados para este fim.
A avaliação genética através de modelos lineares mistos tem sido,
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empregada atualmente no melhoramento florestal no Brasil (RESENDE et 11., 1993;
RESENDE et aI., 1996a e b; RESENDE, 1997c e d; BUENO FILHO, 1997).
3. AVALIAÇÃO GENÉTICA ATRAVÉS DE REGRESSÃO ALEATÓRIA
Nos modelos gerais de regressão (simples ou múltipla), as covariáveis ou
variáveis independentes na realidade não são variáveis, mas sim constantes, ou seja,
em hipotética amostragem repetida os valores dessas covariáveis permanecem
constantes. Nestes modelos, o coeficiente de regressão é fixo, ou seja, um mesmo
coeficiente de regressão está associado a todos os indivfduos da população. Por outro
lado, existem modelos nos quais a suposição adequada referente aos coeficientes de
regressão associados às covariáveis é que cada membro possui distribuição aleatória.
Estes modelos são denominados modelos de regressão aleatória.
A teoria adjacente à regressão aleatória foi apresentada inicialmente por
HENDERSON JUNIOR (1982). Baseado nesta teoria existe, em um dado experimento,
diferentes coeficientes de regressão associados aos diferentes-in-divíduos da população,
de forma que se os indivíduos são efeitos aleatórios, os coeficientes de regressão
associados a estes indivíduos, devem também ser tratados como efeitos aleatórios
(HENDERSON, 1984).
Como é o caso no melhoramento genético de especies perenes, os
indivíduos são tratados como efeitos aleatórios através de seus valores genéticos.
Também de maneira geral, avaliações repetidas são realizadas em cada indivíduo no
decorrer do tempo ou idade, de forma que variáveis respostas podem ser explicadas
através de uma função linear da idade. Neste contexto, modelos de regressão~J~ªtória
são capazes de explicar melhor a variabilidade associada a medidas repetidas do que
- ~- -- --_ .._-------
os--rno-deloslineares simples empregados em avaliação genética. Confõrme-URIBE-
----_._- ---------- . -•........_.. ...;-----.,......,...--- ---
(1996), os modelos de regressão aleatória permitem a obtenção de diferentes curvas de-
v~lores g;~éti~os ~s~oci~cÍ~saos diferentes indivíduos e considera as mudanças-nas'=------'-'--'-'-=-=- -- ---_._---
variâncias---genéticas-e -residuais-através do tempo.-T ambém,--desde-q uerexístam.Lc..;
---- ..- -_.- .- ----- ._..__ ._- - -. -..=..--==-
confiáveis estimativas de componentes de variância, estes modetospermitem a predição
de valores genéticos de um indivíduo nas diferentes idades,baseando-seem avaliaçÕes
de apenas uma idade.
No melhoramento genético florestal, a regressão aleatória no contexto dos
modelos lineares mistos apresenta grande utilidade, pois permite a.predição de valores
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genéticos de árvores avaliadas em diferentes idades (e com diferentes números de
idades avaliadas) e a projeção destes valores genéticos para uma idade comum, para
efeito de ordenamento e seleção. A aplicação dos modelos de regressão aleatória ao
melhoramento animal iniciou-se recentemente com os trabalhos de SCHAEFFER &
DEKKERS (1994), JAMROZICK & SCHAEFFER (1997) e JAMROZICK et aI. (1997),
visando a avaliação genética em gado bovino leiteiro.
Para caracteres avaliados em vários estágios de desenvolvimento da planta,
o seguinte modelo linear pode ser adotado:
onde:
YijK - é a K-ésima medição de progênie (ou árvore) j na população i.
P, - é o efeito fixo da população i.
bo e b1 - são coeficientes de regressão fixa da medição na idade.
A - é a idade em anos.
a e À - são coeficientes de regressão aleatória relacionando a medição da progênie
(árvore) j a um intercepto e idade, respectivamente. Em conjunto são os efeitos
aleatórios de valor genético aditivo. a representa diferenças genéticas entre
progênies (árvores) não explicadas pela idade e À representa diferenças
genéticas entre progênies (árvores) em função da idade.
elJK - é o erro aleatório.
Através deste modelo, a curva de valore~ ge~éticos para determinada
progênie (árvore) pode ser vista através de dois grupos de regressão: regressão-fixa
pára todas as progênies (árvores) pertencendo a um mesmo nível de efeito fixo, a_~~-ªL
d~sc:rev_e_a forma ger~_1para uma determinada progênie (árvore); e regressões aleatórias
_._-- -~_- - - -------- -
descrevendo os desvios da regressão fixa, gerando diferentes curvas para as diferentes
progenles (árvores).---------
Em notação matricial, o modelo pode ser escrito::
onde:
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Zo - é a matriz de incidência para a, contendo O e 1' ••
Z1 - é uma matriz associando Â. a V. contendo valores de idade,
R9a;.
RQu
O
O]O .
10:
onde:
R - matriz de parentesco genético aditivo
alj - são covariãncias entre os coeficientes de regressão aleatória.
A matriz de covariãncia (G) entre os efeitos genéticos aleatórios.
desconsiderando as relações de parentesco eqüivale a:
G = (988 gn)
981 9u
As equações de modelo misto para estimação de ~ e predição de a e Â. são:
x,z o
Z~Zo + R-1aoo
Z"Zo + R -1a01
onde:
2
alJ - glJo.
91J _ provém de G,1
. 2
O'e _ varíãncia residual média
·---Assim~-- .
As variâncias genética e fenotípica são dependentes da idade. ou seja.
podem aumentar pu diminuir com a idade. Tem-se:
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A
r9(1j) =
A 2
(J (IJ)
A 2 A 2
(J 9(1) (J g(j)
onde:
K; = [ 1 idade i)
A utilidade do procedimento de regressão aleatória foi corroborada por
RESENDE (1997e). Trabalhando com medições em diferentes idades, os valores
~'genéticosdas árvores podem ser comparados (empregando-se todas as observações
disponíveis) à idade comum de 30 meses, empregando-se o estimador:
VG = â + i (idade 30)
4. AVALIAÇÃO GENÉTICA ATRAVÉS DE INFERêNCIA BAYESIANA VIA
AMOSTRAGEMDEGIBBS
Em Inferência Estatística Bayesiana definem-se as seguintes funçOes e
parâmetros parauma distribuição contínua:
9 - vetor de parâmetros.
P(O) - função densidade de probabilidade da distribuição à priori, que é
também a densidade mal"9inal de O. Denota o gra~de conhecimento
acumulado sob~ ,!, an!~~da observação de y.
- função densidade âeprobabilidade da distribuição_condicional de _uma
observaÇão-1v)-da-õcf-a --(função de verossimilhança ou modelo para os
- _.- -----
-dados).-
-
f(y/e) P(O) - função densidade conjunta de y e O.
p(y)-IR f(y/e) P(O) dO - distribuição marginal ou preditiva de y com respeito a O, onde R é
a amplitude da distribuição de O.
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f(O/y)= f(y/9) p(O)
f R f(y /0) p(O) dO _ distribuição condicional de 9 dado y, ou dlstnblilêióik.,. .•• -,
posteriori, que é a base da estimação em Inferência Bayesiana.
Como p(y) não é função de 9, a forma usual do teorema de Bayes é:
p( 9 I y)a. p(y 19) p( 9), onde: a _ indica proporcionalidade.
Este teorema fornece a regra de atualização de probabilidades sobre 9,
partindo de P(9) e chegando a p(9/y). Assim, a distribuição posteriori é proporcional a
vêrossimilhança x príort, ou seja, a função de verossimilhança conecta a priori à
pcstenon usàndo para isto os dados do experimento (observações). Dessa fonna, a"
distribuição posteriori contempla o grau de conhecimento prévio sobre o parêmetro (8) e
também as informações adicionais propiciadas pelo experimento (y).
A distribuição (P(y)) preditiva ou marginal de y, antes de se observar y é útil
para verificar a adequação da prioriatravés das predições que ela foméCe para y. Após
observar y é útil para testar o modelo como um todo (GAM"eRMAN &-ÜIGON, 1993r-
Sendo tanto a distribuição da priori quanto das observações, normais,
. [9-N(u, ~) e y-N(9, (2)] com 02 conhecido, a distribuição a posteriori de 9 é também
normal [(9/y)-N(U1, f21)),
onde:
r-2u+ ,....-2yv -2 -2 -2
Ui = -2 -2; ri = r + cr .r +0"
Verífice-ee que a precisão ou inverso da variAncia conota informação ou
seja, a relação w. f2/(f2+02), w e(O,1), mede a informação ccnudana priori em relação~
a informação total (priori + verossimilhança). Assim, pode-se reescrever U1 =w U + (1-
- __ ••••. • - _. - _0 _
w)y, de forma que a média da posteriori -eqüivale à média ponderada pela certeza-na"~
-----priori e na verossimilhança. Verifica-se também que a precisão (r-21) da posterion- --
". ----- --_ ..__ ._--_._-- -~ ._---~_._._-- ._.,--------~:--~. -------
'-equívali à Som~fi:tasl)recisõésaa'prióri-ffda verossimilhança. -------------------- ....
Uma questão lógica que diferencia o enfoque Bayesiano da abordagem
cláSsica refere-se ao tipo de informação utilizada. Na concepção Bayesiana, "to9~
-'-----;.....---_.-
informação de que se dispÕE! é útil e deve ser utilizada. Por outro lado, a estat~~_
clásslca utiliza apenas observações de dados reais, desprezando-se .informa~s ",'
subjetivas (GAMERMAN & MIGON, 1993).
Os fundamentos básicos da predição de valoreS' :y'\Ôfril..,tiI
essencialmente de natureza Bayesiana. conforme verificado". mie; ,,' ._
ROBERTSON (1955) e DEMPF-LE(1977) e mostrado a seguir.
Valores genéticos do definidos corno desvios e uma popuI8ÇIo"dÊi· .~"
2,
genéticos apresenta zero como média e O' A como, variância. A melhor pr8diçlo"dp
, valor genético de um individuo sem nenhuma infonnaçlo,; tomado" •• toriamênte 'da
população é a média populacional u, a qual pode ser tomada como o estimador à priori.
; 2
cuja vafiância é (JA. Tomando uma informação do indivíduo, um segundo (dado
ob$érvado) estimador do valor genético é o desvio (y - u) fenotípico em relaÇão à r'l'lédia
2 2 2
populacional, o qual possui variância O'E = O'F - O'A. Estes dois estimadores
independentes podem ser combinados linearmente da melhor maneira possível tomando
as recíprocas das' respectivas variâncias como pesos. Sob o enfoque Bàyesiàno, a
esperança da distribuição a posteriori corresponde à média ponderada pela precisão,
das médias da priorí e da verossimilhança. Assim, tem-se:
como no enfoque clássico.
Em 1986, o trabalho clássico de GIANOLA & FERNANDO (1986) propôs~ ._. . --
definitivamente a abordagem Bayesiana como uma estratégia conceitual para resolução
de ~r~'bl~~as-de melhoramento animal. Na década de 1990, a utili~;Çã~ d~ Inf~~Dci~
BaYeSiana em Genética Quantitativa está se tomando rotineira, destacando-se os
.-- .---- _.,-_._._~~---
trabalhos de GIANOLA. &., F=ºJ~J~LêY(1990), GlANOLA ~t aI. _(~"y90),-_.Y'{~J<:;EL&.
GIANOLA (19'33), 'NANG et aI. (1993; 1994a e b), JENSEN et aI. (1994), SORENSEN
etai: (1~~kVA~ONA et a!. (1994), VARONA (1994),VA~ TASSEL ~t ai. (199Sr, .~._, _
RObRIGUEZefal.'-(1996)e VAN'ARENDONK et aI. (1996). - ----~,_.
Com base nestes trabalhos pode-se relatar as principais vantagens dos
, '
métodos bayesianos no que se refere à estimação de componentes de variância,
-- - - _.- -. - ~---- -- -
predição de valores genéticos e tomada de decisão em melhoramento genético:
• rotineiramente componentes de variância são estimados pelo método REMI.·e
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utilizados na prediçio de valores genéticos e cálculo doganbÓ'
através deste procedimento, a distribuição e variânciado ,
conhecidos e assim questões referentes a efetividade da se~O:.~,
.,. _.;..l: ~_
respondidas com rigor. O método Bayesiano denominado am~
. ,- . 41t!_
(GS) propicia uma descrição mais completa sobre a confaabilidáde dos pari
genéticos do que o método REML. A abordagem Bayesiana (conhecimér1t '
distribuição a posteriori dos parâmetros) possibilita a construção de in~': e~;,.- :,';
••• ~~_..i,.J;;;':'-'l! ,'i;, >-,';;_~ <:..~-.•
confiança exatos para as estimativas dos parâmetros genéticos, eStar1déi_~~,~~_~
confiabilidade (precisão) dos parãmetrcs associado cem a quantidade e precislo.~as-,
informações utilizadas. Dessa forma o método GS propicia estimativas mais precisás
de componentes de variância, parâmetros genéticos, valores genéticos e ganhos
genétiCos. O método REMl propicia apenas intervalos de confiança aproximados
para os parâmetros genéticos, através do uso de aproximações e suposiç6es de
norrrialidade (argumentos assintóticos). De maneira geral, o método GS apresenta
estimativas com menores desvios padrões que o método REMI..,especialmente para
valores baixos de herdabilidade. A diferença de precisão enlfé-os dOig-mélooos
reduz-se para conjuntos de dados extremamente grandes e neste caso, tendém a
serem obtidos resultados similares.
- -
• permite a utilização de informações a priori, a eliminação de parâmetros de
"nuiesance", a integrada estimação - predição - decisão e a análise exata de
amostras de tamanho finito. Este último aspecto é muito importante, especialmente
- --,," _. ~--==~-'. '
para programas de melhoramento baseados em pequenos conjuntos de dados
desbalanceados, onde a análise Bayesiana propicia uma elegante análise de
amostra finita, _a qual não pode ser obtida pela metodologia padrão de moc:relos
mistos. Quanto aos parâmetros de "nuissance", GIANOLA & FOULL~Y (1990)
relataram que as estimativas de componentes de variância obtidas por -RI!M[-üo
marginais' apenas com respeito 'aos efeitos fixos mas são condicionais -a-outros _
___ par:âmé.tros~nuissance· do modE~h~.A análise Bayesiana permite uma marginalização
--- - -----
a~!çi.Qnal=»~~cula"!!~l1t~ ~~~e_re~nte para modelos com -grande- número.,.....de--- --, -,
----------
componentes de variância.
• a principal caracteristica da análise Bayesiana refere-se à riqueza da informaçio
propiciada por esta abordagem, possibilitando a obtenção de estimativaspontua.is.:.e_
os intervalos de confiança para as distribuições a posteriori dos parâmetros. AsSim
inferências sobre parâmetros genéticos, valores genéticos e efeito de grupos
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genéticos podem ser realizadas com segurança.
• a abordagem Bayesiana apresenta também vantagens comp,uta"rciónii~
exige solução para as equações de modelo misto e portanto pode Ser pra'
microcomputadores exigindo pouca memória (similar aos requerimentos de Drt)f)às
iterativos) .
Os resultados de interesse gerados pela análise Bayesiana do as
distribuições marginais posteriores dos parâmetrosgenéticos. efeito de grupo genético
(procedência) e valores genéticos. Assim, inferências baseadas na média, mediana e
rI)~a d~s distribuições bem como desvios padrões são realizadas na prática. SORIA
- ~..~ --~.- ------ ._- -
et aI. (1997) realizaram com sucesso este tipo de análise em melhoramento florestal,
obtendo estimativas de parâmetros genéticos para eucalipto, muito mais p~,s do
que aquelas obtidas por outros métodos. A análise Sayesiana apresenta excelentes
propriedade teóricas e práticas e deverá, a partir de agora, tomar-se rotineira em
melhoramento genético florestal, tornando-se o procedimento padrão de estimação de
componentes de vàriância e predição de valores genéticos.
Para implementação prática da análise Bayesiana, uma das maiores
dificuldades técnicas é a marginalização. A obtenção de distribuiÇÕés marginais por
processos 'analíticos é praticamente impossível (SORENSEN, 1996). ASsim, a octin.Ção
da distribuição marginal posteriori e a marginalização da distribuiçao poSteriori con]ifnlá
t~m sido obtida pelo método da amostragem de Gibbs (GS) através da amostragem e
atualização das distribuições condicionais. O método da amosfragem de Gibbs
pertence a uma classe maior de métodos, denominada Monte Cârlo Cadeia de Markôv,
a qual é sustentada em propriedades das cadeias de Markov. O algoritmo GS é uma
técnica de integração numérica.
Partindo-se do modelo linear misto Y = XJ} +Zu + e, onde J}, u e e, referém-
se aos efeitos fixos, valores genéticos (aleatórios) e efeitos residuais (aleatórios),
r~spectivªrnente, o algoritmo GS pode ser apresentado de forma resumida:
1.. Fomecer::Os .vãlores-inlCiàis itejs"parâmetros de locação é dispe~~C[d.'~nfr~~E:!lo~t:stEfs==-~.~~~_...~...:
vaiares iniéiais podem ser calculados através de procedimentos pa&Ões tais como a
-- ------
estimação dos componentes de variância por REML ou quadrados mínimos.
Assumindo a média geral Y como único efeito fixo, pode-se calcular Y como à .
média aritmética das observações e u, = h2(y, - Y"L Devem ser fornecidos os
y= y+rnd <1./(n)1/2
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vatc;i6S 'lnieíais -:para
2. Gerar os efeitos fixos. Sendo o único efeito fixo, a média gerál, tém:"Sé:'
3. Gerar os efeitos aleatórios:
2
4. Gerar a soma' de quadrados do resíduo (SSE) e a variância residual <1•.
A~umindo que a distribuição a priori para a variância residual é a inversa de uma
qui-quadrado, tem-se:
~se = L(Y, - Y - U,)2
~ 2 SSE
G =~• X2n
5. Gerar a variância para os eféitos aleatórios de valores genétícos.
A 2
~ 2 L U1
G =--'-
A X2
q
6. Calcular o novo parãmetro
A 2':'a.a. =-
A 2
GA
1. Repetir os passos de (2) a (6) por' milhares de vezes.
Devido ao fato de que vã-lares aleatórios 'São utiliiàClôs - cômó parâmetrõs
iniciais, é necessário um período de descarte de amostràs até que' as amestras.de GS
,__ Qo'ssª~ ser_,~~_s.i~~~ad'~~:·~~C?j~~~~~Fi,ente$ da distribuição conjunta. Em gerai, tem
sido'utilizado-o--esquema-tFadiGional-de-cadeia longa ~deGibb$,--onde--O--Ptoces$~=-dê=_, __,
- '" '--re~li~bstra~~~'éCCC~ht!r;~~~c'A~i~;,~d; ~éhe'ira geral, um grande (da ordem de-SOO.OÔO----
ÔU mais) número de ciclos de tem sido utilizado, sendo descartadas as prir11E!iré's
amostras da ordem de poucos -milhares e amostras de cada parâmetro são salvas ª
cada pequeno (diga-se 30) número de iterações. O número total de amostras salVa$,
(diga-se da ordem de 20.000 a 30.000) são utilizadas para cômputo das estimativas
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pontúaise intervalos de interesse. o soltware MTGSAM (VÂN tASSELL & 'IAt:.{
VLECK, 1995) tem sido utilizado com sucesso para a irtlPlêínéntaçâo cfáaK~liSé
Bayesiana.
5.Üf1LlZAçÃo DOS VALORES GEt."~TlêO$ PREDITÔSE t.WcIMiZAçÃo DE
GANiiÔs GENÊTICOS COM RESTRiÇÃO Á ÊN~ e" AO tÂ.MANAõ
EFETIVO
Os valores genêticos preditos devem ser utilizédos adequadamente pelo
" m'êfhorista,em conjunto con{a~ rriêd'id~{dê'~cui~~ia, do tamá'n:hoelêfivo popUiãciorià, ê
coh$id~tândo os pesos ~cOnõmicosé' a confiabilidade (qU~ ;tá~bém.é urna niedid~de
risco) naseíeção. " .. ,'" .
Considerando que o mérito esperado de uma progênieéqüivãieá médlados
valotes'genético~ preditos de seus parentais (i é j), uma utilid~de de ····~seriana predição
de valores genéticos de indivíduoso~tidOSdO 6~zàm~nt6 e~tré"~tes-p~renfâls:="~~st~
éà~o,desde que os indivíduos dentro de progênies de i~'ãõà ~ertiiahÓS poss~am
ayallâção própria (y) (não necessariamente em delineamento experímentaf), um predítor
.- '_:'-, ., -.' • :'" ",' • .' ,. < ,. ' _." .0'. '_c~,.o:~':.'-,',", ' •. '.-- . -_'::"'"":';::;""
pata o valor genético desses indivíduos é dado por:
onde:
herdabuldáde céntro de familiã,
Sendo F o cóeficiente "media"de---
endogamia_,d~~.~a.~e~~is.__. _.'_ ...
Outra utilidade de" refere-se ao emprego de índices de Sé'feçãoincluiJ,dõ'
.. -. info~ações ~c~~Ômi~s';~~n~idJ~';d~ o controle genetiooe,ãs';~I~~~~~~~--=---, _.
---, v~rios 6~~aderes.' Di~pÓlÍd~-s~ dos ~ar6;e'~genéticos Pt;d'itOSp~~:oávéHÕ~:,~rãaêfê~" .
déinteresse, estes podem ser con,binad~s' de maríeihi,c-$fmil~:-à •(:bh~t;i;~gc~--ab;~"
clássicos índices de se~ção Ienotlpicos, cias~guinte fC;rm~: -- ,. ,---~~.-.~. - ---7-_~··
, 2 (1 I 2)( 1 - F)h. 2 .
hd = ----~--~~~--~~~~=
(1 '-_2)(1 - F)~ 2 + (1 - h__~)
onde:
ti I - estimativa do valor do agregado genotípíco para o indivlduo i
_ vetor de valores genéticos referentes às várias caracteristicas para o individuo I
G,1 - matriz de covariância genética entre os caracteres do índice
G,2 - matriz de covariância genética entre os caracteres do índice e os caracteres
objetivos da seleção
v - vetar de valores (pesos) econômicos dos caracteres objetivos da sete<;Ao.,
De posse de HI, um novo ordenamento de indivfduos ~~_~lêção. d~ ser
realizado.
- Entretanto, a principal utilização de SI! ou H. refe~5e'1I\)~estabelecirnent(r
das populações de melhoramento e de produção de sementes (RESENOE, 1991b).
Para estabelecimento da população de melhoramento a longo prazo, tern-sê procuràdo
maximizar o ganho genético para uma condição de tamanho efetivo-restrito a 50. Para
esta maximizaÇAo algumas estratégias podem ser adotadas como: reduçio da
intensidade de seleção; restrição no número máximo de indivlduOS seleciónados por
, -
família; iestriÇão na variância do número de indivfduos selecionados por famUia.- De
m"aneira'geral, as duas últimas eStratégias conduzem à melhores resUltados (RESENDE
--'- - +-- - -.-
--&--eERTÓLUCCI, f995).
Para estabelecimento dá população de produção, visando capitalizar o
-,-'---ganhogenético imediato, deve-se concentrar na determinação da intensidade ótima de
sel,~ção. O - núm~ro--de~indi;iduos-a serem selecionados (ie-ve se-~-determin~do----~==-~--~
considerando a endogamia potencial (advinda do aumento da probabilidade de
ãutofecundaçãc ede cnizamento:s entre parentes, quando se recornbína um pequeno
número de indivíduos) e a variância do ganho genético.
A variância do ganhe,)genético é de grande relevância pois está relacionada
com a probabilidade do ganho genético esümaco, realizar-se. Assim, está relacionada à
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confiabilidade r2gi do ganho predito. A referida variância é função da variâncla lPEv)
do erro de predição dos valores genéticos dada por PEV = (1- r2gg) cri e do núme~
de indivíduos selecionados, assumindo valores menores (o que é desejável) quanto -
maiores a acurácia e o número de indivíduos selecionados. A variância do ganho
permite a construção de intervalos de confiança do ganho e o número de individuos a
serem recombinados deve ser determinado através da maximização do limite inferior do
intervalo de confiança do ganho (RESENDE et al., 1995). De maneira geral. para
caracteres com herdabilidades de 0,10 a 0,30, a seleção de 15 a 25 indivíduos para a
formação do pomar de sementes conduz à maximização do ganho genético. Neste
contexto, outra medida útil é a variância do ganho genético após várias gerações de
melhoramento (HILL, 1977), a qual considera a deriva genética e logicamente o
tamanho efetivo populacional.
6. IMPACTO DOS SISTEMAS REPRODUTIVOS E SISTEMAS DE PROPAGAÇÃO
A maioria das espécies florestais de importância econômica são alógamas,
mas espécies de relevância como o eucalipto e a seringueira apresentam ~ma
reprodutivo misto. Embora este aspecto tenha sido ignorádo por longo tempo, tem-se
verificado que a não consideração do sistema misto conduz a grandes superestimativas
do coeficiente de herdabilidade no sentido restrito a nível de individuo, do tamªQho
efetivo populacional e dos ganhos genéticos com a seleção de indivíduos por seleção
massal ou combinada. Visando amenizar este problema RESENOE,.VENCOVSKY &
FERNANDES (1995), obtiveram (adotando o modelo completo para Qeeõmpo_~~_o:d~
và"riãçãogenética sob sistema réprodutivo misto) coeficientes de parentesco médiOs a
serem~utiliZaâosem função da taxa de autofecundação dessas populaçõea Eritretantcf,
a--aplicaçâõadequada destes coeficientes demanda algum conhecimento sobre o grau
medio'de dominancla associado' aos-caracteres sob seleção.
-=-=--______ -=- º-ºªntClé!os~i~~iTf~~::-q~-:P!Opagaçãosexuada e-:-é!~exu~:tt-ª!te:q~ente-siJ
existirá vantagem. do sistema de propagação assexuada se existir dominância alética
afetando o caráter sob seleção e esta vantagem será tanto maior quanto maior for o
grau médio de dominância. Embora a prática da silvicultura clonal seja generaliza~a,
pouco conhecimento existe sobre dominância alélica nos caracteres de interesse do
melhorista. Em Euca/yptus, os poucos estudos existentes revelam baixos efeitos de
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dominância para crescimento (BORRALHO et alo, 1992; HODGEet aL, 1996; HARONE'F'{
et aI., 1996) e densidade da madeira (HARDNER & TIBBITS, 1996).
7. UTILIZAÇÃO DE MEDIDAS REPETIDAS
Nas espécies perenes, muitas vezes é possível a reaüzação de medições
(safras) repetidas em cada indivíduo. Este fato permite um diferente enfoque na
comparação entre métodos de seleção, delineamentos de cruzamento e sistemas de
propagação do material selecionado.
Considere o modelo F = u + A + D + Ep + Et, onde:
F = valor fenotípico temporário
u = média geral
A = efeito aditivo dos aJelos
o = efeito de dominânCia
Ep = efeito de ambiente permanente
Et = efeito de ambiente temporário
u + A = valor genético
u + A + O = valor genotípico
u + A + O + Ep = valor genotípico permanente
Este modelo, associado à avaliação de medidas repetidas pode ser utilizado
pelo melhorista com os seguintes objetivos: (I) seleção de materiais para propagação via
sementes; (it) seleção de materiais para propagação clonal; (iit) seleção de materiais
para permanência em plantios comerciais, substituindo-se os indivíduos não
selecionados por outros melhores. De acordo com estes três objetivos o melhorista
deverá utilizar os conceitos de valor genético, valor genotípico e valor fenotipico
permanente, respectivamente, e realizar a seleção com base nestes valores preditos.
De posse dos parãmetros genéticos herdabilidade no sentido restrito (h~)
2
herdabilidade no sentido amplo (ha,) e repetibilidade (ri), todos a nível de indivíduo,
é possível a comparação de várias situações envolvendo estes três objetivos, conforme
relacionado a seguir (RESENDE et aI., 1996c).
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(a.t.) Avaliação de uma safra
(1) seleção de indivíduos em testes de progênies de meiOSirmãôs, tfcI_ada~
em indice, usando informações do indivíduo e de suá família;
(a) Propagação sexuada do material selecionado
(2) seleção de parentais com base em teste de suas progênies de meios
irmãos;
(3) seleção de indivíduos com base em seus valores fenotipicos;
(4) seleção de indivíduos em testes de progênies de innâósgermanós
baseada em índice, usando informações do indivíduo e desuafernüia.
(a.2.) Avaliaçãp de mais de uma safra
(5) idem (1);
(6) idem (2);
(7) idem (3);
(8) idem (4).
(b) Propagação assexuada do material selecionado
(b.1.) Avaliação de uma safra
(9) idem (1);
(10) seleção de clones a partir de testes clonais;
(11) idem (3);
(12) idem (4)
(b.2.) Avaliação de mais de uma safra
__________(1~)idem (1);
(14) idem (10)
(15) idem (3)
(16) idem (4)
(c) Permanência dos indivíduos selecionados no mesmo microambiente e remoção dos
individuos não séleciorüldos
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(e.t.) Avaliação de uma safra
(17) seleção de indivíduos com base em
permanentes
(c.2.) Avaliação de mais de uma safra
(18) idem (17)
Para comparação destas situaçOes, uma abordagem apropriâdâtra~ 'da
, . 2 2
consideração do parâmetro acurácia, o.qual inter-AiNacionaos panlmetros h", .h.r-· fi
como por exemplo aquele associado ao método (16) dado Por.
r (1- r )2 ~g N
l-1-+-(-m---1-) -r-j -- -m"""1[-r: h-~-'-'+'--~-g-(-h-~-j --h-~-)~J +
m
(1- J.l g ) 2 N - 1
+ . N. +
1+ (m - 1)ri - m [r g h ;i + J.l g (h:i - h ;i) 1
m
m
onde:
rg - duas vezes o coeficiente de parentesco de Malecot
J.11I- coefICientede parentesco de dominância
N - número de indivíduos por familia
m - número de mediçOesou safras por indivíduo
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2
Considerando um caráter com h rj = 0,2 o e diferentes
êómparação entre as 18 situaç6es é apresentada na Tabela a seguir.
2 .
hrj = 0,20
h~1 = 0,20
(8IIIêDcia de domiDância)
ri = 0,30
Acurácia máxima
possive!
ht. = 0,20
I
h~1 = 0,30
(domiaância completa)*
ri = 0,40
Acuráciamáxima
possive!
2 ..
hrl = 0,20
h~1 = 0,30
(dominância co ••••••• )·
ri = 0,80
Acurácia máxima
possível
Métodos
1 0,61
1,00
0,61
2 1,00
0,61
1,00
3 0,45 0,45
0,68
0,45
0,684 0,75
5 0,84
1,00
0,76
1,00
0,71
0,76
0,63
.. 1,60
O,SO
6
8
0,82
0,87
7
12
0,45
0,75 0,76
9,69.
1,00.
0,55
0,76
10 1,00
0,69
1,00
0,55
9 0,61
11
14
0,84
1,00
0,91 0,7313
0,82
1,00
0,87
0,91
1,00
0,61
16 0,87 0
.... 7. ·8-'..... .,.... ~ -~-,~ ... ~~. .,
17 0,55 0,63
18 1,00 1,00
0,89
1,00
* considerando uma população com nível intermediário de melhoramento.
p--',-,
.,' ~.:.
Com base nos ré~~'Ih1'á6~'~ód~s~Jhtin:~~l[it
. '. ,~ '~~'~;~:. '-~"~~~:
• 'Para caracteres com dommàncía àlta é repétibiiidâde'iiíta:-é;;:;-' ' d'e,'m;ãi$dê
. .: __ . . _ ....·,,-...'"',~..~ h~,:.;-:;,,~~ilt~·("'_:,;. ." , ::..,.".;, ~r~.
Limaavaliação por indivíduo é praticamente vantajosa somenté;:pait'''õS;''m~tóckiS~qüê'
~. ,'. _. . -": r:~:., ". _.~.·.·:-~,-.::_~_::,i.~c~.. ·~-:.. ~-;:"~"·-.&!'~~é.?:;'··':·
usam apenas informação da entidade indivíduo. Tambein ríé~fáinésméf sltii-ã"çAÓ, â
,utilização de progênies de irmãos gérmanos conduz a gantio~ãâ~ri6res' àu~lkaÇão
de progênies de meios irmãos, da ordem de 7% a 12%.
• COrTldominância,os métodos associados a propagação vegetativa. são .supencres
aosm~todos associados à propagação sexuada e em ausênci~-d~-cdOr!1i~'~~~ia-c~~
gOlssistemas de propagação se eqUivalem.
• Com repetibilidade baixa é vantajosa a realiiação de mais de uma medição por
indivíduo para todos os métodos.
• Para o sistema de propagação sexuada a utilização de progênIes de irmãos
germanos é mais vantajosa em ausência de dominância do que ria presença de
domínáncia.
• Com repetibilidade baixa e avaliação de várias safras, a utilizaçã-o-de prógênies ele'
irmãos germanos não conduz a melhores ganhos do que a seleção com progênies de
meios irmãos, pois a realização de um maior número de avalia~~áte últi~oCil~,
permite atingir quase a mesma acurácia máxima. Nesta mesma situação, a seleção
massal conduz ,àacurácias próximas àquelas obtidas com a utilização de progênies.
8. ANÁLISE QUANTITATIVA DE MARCADORES MOLECULARES E LOCaS DE
CARACTERíSTICAS QUANTITATIVAS
As principais áreas potenciais da genética .rnolecutar em benefício do
melhoramento genético são a seleção auxiliada por marcadores (MAS) e a seleção âe '
Q-enas_candidatos,(CGS) ou genes de grandes efeitos. , _ _ _
--- -- -- '-A plena,utilização da MAS depende da presença de desequilíbrio de~igáçâo-' =:':
entre o gene marcador e os locos de características quantitativas (QTL). Uma vez que
este desequilibrio não pode ser assumido em populações alógamas sob seleção
recorrente, a propriedade de desequilíbrio de ligação dentro de famílias tem sido
explorada visando a exploração da MAS. Por outro lado, a seleção (CGS) dos próprios
QTL's através de genes de grandes efeitos não exige desequilíbrio de ligação (podendo
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ser aplicada ao nível de população e com pequeno tam~nho d~<' tanjllii) <ê~
relatada como o limite superior da MAS, em termos de eficiência (~ÜIB~~'~:'~< ~~
..-' • li! <° uso da genética molecular no melhoramento genético envolVe o'
teoria e dos procedimentos de genética quantitativa, não eStando pólti~t< f
necessidade e dos problemas envolvidos com os procedimentos de eSti.m~,o .J <
predição, os quais devem ser acurados o máximo possível (GODDARD (19j2i,-.
desenvolveu a teoria BLUP para incorporação de informações de marcàd·ore$\Mif~,...::;.<
. ~. ..
programas de avaliação genética). Assim, para se inferir sobre o real-potencial~á$ ~ -,-.,..:.~
informações moleculares, deve-se fazê-Io comparativamente aos métodos que usam
somente informações fenotípicas. < .,
. - ,.. :..
A eficiência da MAS dentro de progênies depende essencialmente da fração
da variância dentro de progênies que pode ser explicada pelos marcadores, sendo que
esta fração aumenta com o aumento do tamanho de família,
Para a -MAS dentro de progênies, tem sido relatada uma eficiência de 20%
da MAS sobre a seleção fenotípica para famílias de grande (>500) tamanho, sendo que
esta eficiência reduz-se a 2% a 4% para famílias de tamanho pequeno (em tomo de 30)
,
tais quais aqueles praticados na maioria dos programas de melhoramento de espécies
._---- ~ - -
perenes. Assim, esta técnica é mais promissora para o melnorarnentode gado leiteiro,
onde o tamanho de família é alto (FAIRFULL & MUIR, 1997; MUIR, 1997),
Por outro lado, para a seleção de QTL (CGS), MUIR (1997) mostrou que
este tipo de sele~o não é vantajosa sobre a seleção fenotípica a curto e longo prazos
para caracteres com herdabilidades maiores que 1%.
Com base no exposto, FAIRFULL & MUIR (1997) concluíram que a MAS
para espécies al6gamas e com pequeno tamanho de famílias, apresenta pouco valor
prático pãra caracteres que podem ser medidos em todos os candidatos à seleção
sendo, portanto, mais útil na seleção para caracteres que não podem ser medidos
diretamente.-- Neste sentido, em melhoramento florestal, a principal perspectiva de
aplicação.da MAS-refere-se ã seleção precoce (FERREIRA & GRATIAPAGLlA, 1996):-
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