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Einleitung
Bivariate Splinefunktionen sind von großer Bedeutung hinsichtlich der Konstruktion
und Rekonstruktion von Oberfla¨chen, wie sie in verschiedensten wissenschaftlichen
Disziplinen Anwendung finden, beispielsweise in der Medizin, im Maschinenbau und
im Computer Aided Design.
Obwohl insbesondere in den letzten Jahren die Fortschritte bei der Approximati-
on mit bivariaten Splines sehr groß waren, sind bis heute zahlreiche fundamentale
Fragen in Theorie und Anwendung unbeantwortet. Dies liegt hauptsa¨chlich an der
komplexen Struktur der zugrunde liegenden Ra¨ume. Fu¨r eine Triangulierung ∆ ei-
nes polygonalen Gebiets Ω in der Ebene ist der Raum der bivariaten Splines von
Grad q und Differenzierbarkeitsordnung r wie folgt definiert:
Srq (∆) := {s ∈ Cr(Ω) : s|T ∈ P2q fu¨r alle T ∈ ∆}
Hierbei bezeichnet P2q := span {xiyj : 0 ≤ i + j ≤ q} den Raum der bivariaten
Polynome mit totalem Grad q. In dieser Arbeit untersuchen wir solche Splinera¨ume
und entwickeln zugeho¨rige Interpolationsmethoden.
Ein wichtiges Verfahren fu¨r die Konstruktion von Oberfla¨chen ist die Interpolation.
Eine Menge L = {z1, . . . , zd} von d = dim Srq (∆) Punkten aus Ω heißt Lagrange-
Interpolationsmenge fu¨r Srq (∆), falls zu jeder stetigen Funktion f : Ω → IR ein
eindeutiger Spline s ∈ Srq (∆) existiert, der mit f auf diesen Punkten u¨bereinstimmt,
also die folgenden Interpolationsbedingungen erfu¨llt:
s(zi) = f(zi) fu¨r alle i = 1, . . . , d.
Falls neben Funktionswerten außerdem partielle Ableitungen an manchen der Stel-
len zi interpoliert werden, dann heißt die entsprechende Menge H der insgesamt d =
dim Srq (∆) Interpolationsbedingungen Hermite-Interpolationsmenge. Eine wichtige
Eigenschaft von Interpolationsverfahren ist die Lokalita¨t: Eine Methode heißt lokal,
falls sich bei einer A¨nderung eines Interpolationswertes f(zi) der Interpolant nur in
der Na¨he von zi a¨ndert. Methode und Interpolanten heißen stabil, falls, grob gespro-
chen, eine kleine Vera¨nderung eines Interpolationswerts auch nur zu einer kleinen
A¨nderung des Interpolanten fu¨hrt.
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Ein weiteres wichtiges Kriterium fu¨r die approximativen Eigenschaften eines Inter-
polationsverfahrens und des zugeho¨rigen Splineraums Srq (∆) ist die Approximati-
onsordnung. Unter der Approximationsordnung eines Raumes Srq (∆) versteht man
die gro¨ßte Zahl k ∈ IN, fu¨r welche eine lediglich von f , q und dem kleinsten Winkel α
von ∆, nicht aber vom gro¨ßten Dreieckumkreis h in ∆ abha¨ngende Konstante K > 0






{‖ f − s ‖ : s ∈ Srq (∆)} ≤ K · hk
erfu¨llt ist. Entsprechend wird bei der Approximationsordnung eines Interpolations-
verfahrens der Approximationsfehler |f − If | des zu f geho¨renden Interpolanten If




der Funktionen im Raum betrach-
tet. Die Approximationsordnung ist umso ho¨her, je schneller bei einer geeigneten
Verfeinerung von ∆ der Approximationsfehler gegen Null konvergiert. Außer von q
und r ist die Approximationsordnung insbesondere abha¨ngig von der Lokalita¨t der
Interpolationsmethode. Nach Ciarlet und Raviart [13] ist q + 1 eine obere Schranke
fu¨r die Approximationsordnung und daher optimal. De Boor und Jia [26] zeigten,
dass nicht jedes Verfahren optimale Approximationsordnung besitzt.
Aufgrund ihrer hohen Komplexita¨t ist fu¨r manche Splinera¨ume eine Reihe funda-
mentaler Fragen, wie beispielsweise die Bestimmung der Dimension oder die Kon-
struktion von Interpolationsmengen, derzeit nicht vollsta¨ndig beantwortet. Eine
mo¨gliche Vorgehensweise besteht darin, sich auf Triangulierungen spezieller Geo-
metrie zu beschra¨nken. Beispiele hierfu¨r sind die regelma¨ßigen ∆1- und ∆2-Trian-
gulierungen, siehe [52–54,64,65,76,82,83], und auch Triangulierungen geschlossener
ineinander geschachtelter Polygonzu¨ge, siehe [18, 19, 21]. Ein anderer Ansatz ist es,
jedes Dreieck der betrachteten Triangulierung in mehrere bestimmte Subdreiecke zu
unterteilen, siehe beispielsweise [4, 5, 11,35,50,51,56,58,75,77,86].
Eine spa¨ter entwickelte Vorgehensweise ist es, die Triangulierung in verschiedene
Klassen zu zerlegen und die Eigenschaften dieser Klassen fu¨r die Konstruktion von
Interpolationsmengen zu verwenden. So entwickelten Nu¨rnberger und Zeilfelder [72]
eine Methode zur lokalen Lagrange-Interpolation mit bivariaten C1-Splines vom
Grad ≥ 3 auf beliebigen Triangulierungen, wobei die zugrunde liegenden Dreiecke
schwarz und weiß gefa¨rbt werden. Auf diese Weise wird nur etwa die Ha¨lfte der Drei-
ecke unterteilt, und es ergeben sich Splinera¨ume von geringerer Dimension als bei
der Methode von Clough und Tocher [16], bei welcher jedes Dreieck unterteilt wird.
Die Interpolanten sind lokal bestimmbar und besitzen optimale Approximationsord-
nung. Ein a¨hnliches Interpolationsverfahren mit gefa¨rbten Zerlegungen entwickelten
Nu¨rnberger, Schumaker und Zeilfelder [68]. Die zum Splineraum geho¨rende Triangu-
lierung erha¨lt man dabei durch Hinzufu¨gen von Diagonalen zu den Vierecken einer
beliebigen strikt konvexen Quadrangulierung.
Gegenu¨ber dieser großen Zahl an Vero¨ffentlichungen u¨ber bivariate Splines ist die
Interpolation mit 3D-Splineoberfla¨chen ein aktuelles und bislang wenig erforsch-





Abbildung 1: Systeme von Vierecken
entsprechenden Differenzierbarkeitsbedingungen (vgl. Farin [36]) existiert zur Zeit
lediglich eine einzige Interpolationsmethode. Bei dieser von Kohlmu¨ller, Nu¨rnberger
und Zeilfelder [47, 48] entwickelten Methode fu¨r kubische Interpolanten ergibt sich
Differenzierbarkeit an den Eckpunkten und den Kantenmittelpunkten auf beliebigen
Triangulierungen im Raum.
Im Einzelnen ist die Arbeit wie folgt gegliedert: In Kapitel 1 stellen wir wesentliche
Grundlagen der Theorie bivariater Splines vor. In diesem Zusammenhang geben wir
eine Einfu¨hrung in die Be´zier-Bernstein-Techniken. Dabei handelt es sich um Metho-
den, welche einen einfachen Umgang mit Stetigkeits- und Differenzierbarkeitsbedin-
gungen und daru¨ber hinaus eine effiziente Berechnung der Polynomstu¨cke ermo¨gli-
chen. Entwickelt wurden diese Verfahren unter anderem von Be´zier [9], de Boor [22],
de Casteljau [28] sowie Farin [36]. Darauf aufbauend formulieren wir den Differenzier-
barkeitsbegriff in Be´zier-Bernstein-Schreibweise. Dabei existiert nach de Boor [22]
und Farin [36] ein bedeutender Zusammenhang zwischen den partiellen Ableitun-
gen und den Be´zier-Bernstein-Koeffizienten eines bivariaten Polynoms. Weiterhin
beschreiben wir das Konzept der minimal bestimmenden Mengen. Die Anzahl der
Elemente einer minimal bestimmenden Menge ergibt die Dimension des zugrunde
liegenden Splineraums. Schließlich behandeln wir wesentliche Methoden, wie sie fu¨r
die computertechnische Umsetzung von Interpolationsalgorithmen von Bedeutung
sind. Eine wesentliche Rolle spielt hierbei der Algorithmus von de Casteljau [27].
In Kapitel 2 untersuchen wir bivariate C1-Splines auf Quadrangulierungen. Nu¨rn-
berger, Schumaker und Zeilfelder [68] beschreiben Methoden der lokalen Lagrange-
Interpolation mit solchen Splines, basierend auf dem Raum S13 (♦|−) auf triangulierten
beliebigen strikt konvexen Quadrangulierungen ♦|−. Dabei zeigt sich, dass die Effizi-
enz des Verfahrens abnimmt, wenn bei der Fa¨rbung lange Ketten von benachbarten
Vierecken gleicher Farbe entstehen und dass sich schwa¨chere Lokalita¨tseigenschaften
ergeben, wenn geschlossene Ketten auftreten, siehe Abbildung 1. Wa¨hrend sich belie-
bige Triangulierungen mit Hilfe eines einfachen, von Nu¨rnberger und Zeilfelder [72]
entwickelten Verfahrens so schwarzweiß fa¨rben lassen, dass gleichfarbige Dreiecke
maximal in benachbarten Paaren auftreten, zeigt die Erfahrung, dass das entspre-
chende Problem fu¨r Quadrangulierungen a¨ußerst komplex ist. Abbildung 2.1 (rechts)
auf Seite 28 zeigt, dass bereits bei manchen sehr kleinen Quadrangulierungen eine
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Fa¨rbung mit maximaler Kettenla¨nge zwei nicht mo¨glich ist. So existiert in der Li-
teratur bislang kein Fa¨rbungsverfahren, bei welchem eine maximale La¨nge der auf-
tretenden Ketten vorgegeben werden kann. Auch ist es bislang nicht gelungen, ein
Auftreten geschlossener Ketten zu verhindern. Wir entwickeln in Abschnitt 2.2 einen
neuen Fa¨rbungsalgorithmus fu¨r beliebige Quadrangulierungen, wobei ausschließlich
nicht geschlossene Ketten auftreten. Wa¨hrend in [68] eine beliebige Fa¨rbung ab-
gea¨ndert wird, fa¨rben wir sukzessive durchlaufene Kegel, wobei die entstehenden
Ketten mo¨glichst fru¨h unterbrochen werden. Dadurch sind die entstehenden Ketten
im Allgemeinen ku¨rzer als in [68]. Daru¨ber hinaus zeigt sich, dass durch diese Vorge-
hensweise fu¨r sehr allgemeine Klassen von Quadrangulierungen ausschließlich Ketten
einer vorgegebenen maximalen La¨nge auftreten. Selbst fu¨r den Fall von Kettenla¨nge
zwei erha¨lt man eine große Klasse. Insbesondere sind in den Klassen Quadrangu-
lierungen mit vielen Eckpunkten vom Grad drei enthalten. Die Erfahrung zeigt,
dass die Fa¨rbung solcher Quadrangulierungen besonders schwierig ist. Ein Beispiel
fu¨r eine Quadrangulierung mit maximaler Kettenla¨nge zwei zeigt Abbildung 2.11
auf Seite 46. Bei der sukzessiven Fa¨rbung von Kegeln gewa¨hrleistet ein spezieller
Teilalgorithmus, dass benachbarte gleichfarbige Vierecke stets Ketten bilden. Dabei
werden voru¨bergehend entstehende T-Systeme, siehe Abbildung 1, aufgelo¨st, ohne
dass sich die maximale Kettenla¨nge vergro¨ßert.
Die auf diese Weise gefa¨rbten Quadrangulierungen sind Grundlage fu¨r die lokale In-
terpolation mit C1-Splines. Wir zeigen hierbei die Vorteile hinsichtlich Effizienz und
Lokalita¨t des Verfahrens. Neben dem in [68] beschriebenen kubischen Fall konstru-
ieren wir Interpolationsmengen auch fu¨r Splines von ho¨herem Grad. Dabei sind die
Wahl von Interpolationspunkten im Inneren der Vierecke und auch die entsprechen-
den Beweise komplexer als fu¨r q = 3. Auf diese Weise ergeben sich fu¨r Splinera¨ume
beliebigen Grades q ≥ 3 lokal und stabil bestimmbare Interpolanten, die optimale
Approximationsordnung besitzen.
Daru¨ber hinaus entwickeln wir ein weiteres Verfahren fu¨r die Interpolation mit C1-
Splines vom Grad ≥ 3 auf Quadrangulierungen. Um Lokalita¨t des Verfahrens zu
erreichen, wa¨hlt man die Reihenfolge der Vierecke nach einem speziellen Priorita¨ts-
prinzip. A¨hnliche Prinzipien sind in der Literatur bislang nur fu¨r Dreiecke, bei-
spielsweise von Chui, Hecklin, Nu¨rnberger und Zeilfelder [10], und fu¨r Tetraederzer-
legungen, beispielsweise von Nu¨rnberger, Schumaker und Zeilfelder [69], bekannt.
Durch diese Vorgehensweise erha¨lt man auch ohne Fa¨rbung der Vierecke lokal und
stabil bestimmbare Interpolanten von optimaler Approximationsordnung. Abschlie-
ßend vergleichen wir die verschiedenen Interpolationsmethoden. Es zeigt sich, dass
die entwickelten Fa¨rbungs- und Priorita¨tsprinzipien Vorteile gegenu¨ber [68] besitzen.
Kohlmu¨ller, Nu¨rnberger und Zeilfelder [47,48] entwickelten das bislang einzige Inter-
polationsverfahren fu¨r 3D-Splineoberfla¨chen. Gegeben eine Oberfla¨che Ωf im Raum,
wird zuna¨chst eine in der Na¨he liegende grobe Triangulierung ∆ konstruiert und auf
diesen Dreiecken eine stetige kubische 3D-Splineoberfla¨che ermittelt, welche Ωf in-
terpoliert. Dies ist eine Abbildung s : Ω∆ → IR3 in drei Komponenten (s1, s2, s3),
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wobei sτ |T ∈ P23 ist fu¨r alle T ∈ ∆ und τ = 1, 2, 3. Anschließend wird der steti-
ge Interpolant durch eine Modifikation bestimmter Be´zier-Bernstein-Koeffizienten
gegla¨ttet. Insbesondere ist er dadurch an den Eckpunkten und den Kantenmittel-
punkten der Triangulierung differenzierbar.
Wir entwickeln in Kapitel 3 erstmals eine Interpolationsmethode mit 3D-
Splineoberfla¨chen auf Quadrangulierungen. Dabei bestimmen wir zuna¨chst ebenfalls
eine grobe Triangulierung und interpolieren mit einer stetigen 3D-Splineoberfla¨che.
Im Anschluss fassen wir, grob gesprochen, benachbarte Paare von Dreiecken zu
strikt konvexen Vierecken zusammen und erhalten dadurch eine Quadrangulierung
im Raum. Ein effizienter Algorithmus garantiert, dass neben den zusammengefas-
sten Vierecken lediglich sehr wenige innere Dreiecke einzeln bleiben. Somit lassen
sich die in Kapitel 2 entwickelten Fa¨rbungs- und Priorita¨tsprinzipien in angepasster
Weise auch auf 3D-Quadrangulierungen anwenden. Dabei wird die Splineoberfla¨che
durch Modifikation bestimmter Be´zier-Bernstein-Koeffizienten gegla¨ttet. Dadurch
erha¨lt man Differenzierbarkeit auf allen Eckpunkten und Kantenmittelpunkten der
Quadrangulierung. Die gegla¨tteten Interpolanten sind lokal bestimmbar. Da die tri-
angulierten Quadrangulierungen weniger Dreiecke besitzen als in [47], ist der Daten-
aufwand fu¨r die Interpolanten geringer. Fu¨r Triangulierungen der Ebene ist es uns
mo¨glich, Ergebnisse fu¨r die Approximationsordnung zu geben. In diesem Fall zeigen
wir a¨hnlich wie in [48], dass die Methode optimale Approximationsordnung besitzt.
Schließlich entwickeln wir in Kapitel 4 ein weiteres Interpolationsverfahren mit ku-
bischen 3D-Splineoberfla¨chen. Bei den bisherigen Methoden sind die Interpolanten
lediglich an Eckpunkten und an Kantenmittelpunkten differenzierbar. Wir konstru-
ieren erstmals interpolierende 3D-Splineoberfla¨chen, die fast u¨berall differenzierbar
sind. Lediglich fu¨r wenige Kanten ergibt sich Differenzierbarkeit nur auf drei Punk-
ten.
Zuna¨chst wird ein stetiger Interpolant konstruiert. Die zugeho¨rige (grobe) Trian-
gulierung wird in Teiltriangulierungen zerlegt, welche sich in bestimmte Ebenen
projizieren lassen. Innerhalb dieser Bereiche ergibt sich Differenzierbarkeit fu¨r die
Spline-Interpolanten. Wir entwickeln effiziente Algorithmen, die selbst fu¨r kompli-
zierte 3D-Triangulierungen sehr große projizierbare Bereiche liefern. Nach der Be-
stimmung dieser Bereiche wird, ausgehend von einer Schwarzweißfa¨rbung, etwa die
Ha¨lfte der Dreiecke in jeweils drei Mikrodreiecke unterteilt. Anschließend modifi-
zieren wir Be´zier-Bernstein-Koeffizienten, sodass der Interpolant zuna¨chst auf je-
dem Eckpunkt differenzierbar ist. Diese Modifikation erfolgt komponentenweise fu¨r
die im Inneren der projizierten Bereiche liegenden Koeffizienten und a¨hnlich wie
in Kapitel 3 fu¨r die Koeffizienten zwischen den Bereichen. Anschließend wird der
Interplant auf den Kanten gegla¨ttet. Dabei erha¨lt man Differenzierbarkeit fu¨r die
inneren Kanten jeder Teiltriangulierung und Differenzierbarkeit auf drei Punkten
fu¨r die verbleibenden Kanten. Die interpolierenden 3D-Splineoberfla¨chen sind lokal
bestimmbar. Fu¨r ebene Ausgangstriangulierungen besitzt die Methode optimale Ap-
proximationsordnung.
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Fu¨r die Ermittlung projizierbarer Bereiche entwickeln wir komplexe Algorithmen,
die wir in JavaTM und dem OpenGL-basierten Java 3DTM implementieren und te-
sten. Ausgehend von Startdreiecken werden benachbarte Mengen von Dreiecken mit
a¨hnlichen Normalenvektoren zusammengefasst und in die Ebenen dieser Startdrei-
ecke projiziert. Dabei wird bei der Projektion ein festgelegter Winkel zwischen Drei-
ecken und Projektionsebenen nicht u¨berschritten, sodass die projizierten Teiltrian-
gulierungen nicht verzerrt sind. Die Erfahrung zeigt, dass die Gro¨ße projizierbarer
Bereiche von der Wahl der Startdreiecke abha¨ngig ist. Weiterhin entstehen bei einer
Anwendung elementarer Algorithmen, grob gesprochen, Bereiche mit Lo¨chern und
”
nicht glatten“ Ra¨ndern. Bei den von uns entwickelten Methoden werden Teiltrian-
gulierungen mit solchen Eigenschaften vermieden. Daru¨ber hinaus werden geeignete
Startdreiecke ermittelt, sodass sich mo¨glichst große projizierbare Bereiche ergeben.
Auf diese Weise erha¨lt man Spline-Interpolanten, welche durchschnittlich auf et-
wa 90% der Kanten differenzierbar sind.
Mein Dank gilt den Herren Professor Dr. Gu¨nther Nu¨rnberger, Privatdo-
zent Dr. Frank Zeilfelder und Dr. Gero Hecklin fu¨r ihre uneingeschra¨nkte Un-
terstu¨tzung und ihre Anregungen bei den zahlreichen konstruktiven Gespra¨chen.
Kapitel 1
Grundlagen
Dieses Kapitel gibt einen U¨berblick u¨ber wesentliche Grundlagen der bivaria-
ten Splinetheorie, wie sie unter anderem von Alfeld, Piper und Schumaker [1],
de Boor [22, 23], de Boor und Ho¨llig [25], Farin [36], Lai [55], Nu¨rnberger [62, 63],
Nu¨rnberger und Zeilfelder [71] sowie Schumaker [79,80] entwickelt wurden.
In Abschnitt 1.1 behandeln wir die Begriffe der Triangulierung ∆ und Quadrangulie-
rung ♦ eines polygonalen Gebiets Ω im IR2 und definieren Ra¨ume bivariater Splines
auf solchen Zerlegungen. Das zentrale Problem der Lagrange- und der Hermite-In-
terplation beschreiben wir in Abschnitt 1.2. Abschnitt 1.3 entha¨lt eine Einfu¨hrung
in die Be´zier-Bernstein-Darstellung bezu¨glich baryzentrischen Koordinaten. Diese
ermo¨glicht eine einfache Formulierung von Differenzierbarkeitsbedingungen fu¨r bi-
variate Splines, siehe Farin [36]. Diese und wichtige andere Eigenschaften der Be´zier-
Bernstein-Methoden stellen wir in Abschnitt 1.5 dar. Schließlich geben wir einen
U¨berblick u¨ber den Algorithmus von de Casteljau [27] und seine wesentlichen An-
wendungen. Dabei handelt es sich um wichtige Techniken fu¨r die Darstellung von
bivariaten Splineoberfla¨chen sowie 3D-Splineoberfla¨chen.
1.1 Splines auf Triangulierungen und Quadrangu-
lierungen
Definition 1.1
Eine Triangulierung ∆ = {T1, . . . , TN} ist eine Unterteilung einer polygonalen Teil-
menge Ω ⊂ IR2 in N nicht degenerierte Dreiecke {T1, . . . , TN}, wobei der Durch-
schnitt jedes Paares {Ti, Tj} verschiedener Dreiecke entweder leer, ein gemeinsamer
Eckpunkt oder eine gemeinsame Kante ist.
Dabei heißen Dreiecke mit gemeinsamer Kante benachbart und Dreiecke mit gemein-
samem Eckpunkt oder gemeinsamer Kante einander beru¨hrend oder auch angren-
10
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Abbildung 1.1: Eine kleine Triangulierung
zend. Ein zu einem Dreieck T benachbartes Dreieck wird auch als Nachbar bezeich-
net. Fu¨r eine Menge M von mehr als zwei Dreiecken gilt fu¨r die Benachbartheit
bzw. Angrenzung folgende rekursive Definition: M ist benachbart bzw. angren-
zend, falls ein Dreieck T ∈ M mit einem benachbarten bzw. angrenzenden Dreieck
ausM\{T} existiert, sodassM\{T} benachbart bzw. angrenzend ist. Abbildung 1.1
zeigt eine kleine Triangulierung.
Bei einer Quadrangulierung wird das polygonale Gebiet Ω in Vierecke anstatt in
Dreiecke unterteilt. Auch hier schneiden sich verschiedene Vierecke entweder in ei-
nem gemeinsamen Eckpunkt, einer gemeinsamen Kante, oder sie sind disjunkt. Die
Begriffe von Benachbartheit und Angrenzung sind analog wie bei Triangulierun-
gen. Eine Quadrangulierung heißt strikt konvex, falls jedes enthaltene Viereck strikt
konvex ist, also ausschließlich Innenwinkel < 180◦ besitzt.
Da bivariate Splines stets auf Triangulierungen definiert sind, werden Quadrangu-
lierungen ♦ in geeignete Triangulierungen ♦|− abgea¨ndert, indem zu jedem Vier-
eck Q ∈ ♦ eine oder beide Diagonalen hinzugefu¨gt werden. Entsprechend heißt ♦|−
triangulierte Quadrangulierung von ♦.
Mit V und E werden die Menge der Eckpunkte und die Menge der Kanten einer
Triangulierung oder Quadrangulierung bezeichnet, mit VI , VB, EI , EB unterscheidet
man zwischen den Mengen der inneren Eckpunkte bzw. Kanten und den Mengen
der Randeckpunkte bzw. -kanten. Verwendet man die Zeichen V und E statt den
kalligraphischen Buchstaben, so bezieht man sich auf die Anzahl anstatt auf die
Menge der Eckpunkte und Kanten. Ist der Bezug zur Zerlegung ∆ nicht eindeutig,
so fu¨gt man [∆] als Index hinzu. So bezeichnet beispielsweise E [∆]B die Menge der
Randkanten von ∆. Des Weiteren sind mit α und mit h der kleinste auftretende
Innenwinkel sowie der gro¨ßte Umkreis von Dreiecken aus ∆ bezeichnet.
Zwei Kanten e1, e2 ∈ E heißen (fast) kollinear, falls sie (fast) die gleiche Steigung
besitzen. Man spricht von benachbarten Kanten e1, e2 ∈ E , falls sie Kanten eines
gemeinsamen Dreiecks T ∈ ∆ sind. Eine Kante [v1, v2] ∈ E heißt (fast) degeneriert




Abbildung 1.2: Bezu¨glich v degenerierte Kante e (links) und singula¨rer Kno-
ten v (rechts)
in v1, falls zwei (fast) kollineare, bezu¨glich v1 benachbarte Kanten von [v1, v2] existie-
ren. Entsprechend heißt jede weitere Kante nichtdegeneriert. Man bezeichnet einen
Knoten v ∈ V als singula¨r, falls er Endpunkt von genau vier Kanten aus ∆ ist und
diese auf zwei Geraden liegen. Abbildung 1.2 zeigt eine degenerierte Kante e und
einen singula¨ren Knoten v.
Als Grad eines Eckpunktes v ∈ V bezeichnen wir die Anzahl der Kanten mit End-
punkt v in ∆ und schreiben degree(v).
Nach Leonhard Euler erfu¨llen Triangulierungen die folgenden Zusammenha¨nge:
|∆| = 2VI + VB − 2
EI = 3VI + VB − 3
EB = VB
(1.1)
Hinsichtlich der Lokalita¨t von Interpolationsverfahren spielen so genannte stars von
Dreiecken bzw. Vierecken um einen Eckpunkt v ∈ V bzw. ein Dreieck T ∈ ∆ eine
Rolle. Unter dem star1(v), dem so genannten closed star, versteht man die Menge
aller Dreiecke aus ∆ mit Eckpunkt v. Fu¨r n ≥ 2 ist der starn rekursiv definiert als
starn(v) =
{
T ∈ ∆ : T ∩ Ωstarn−1(v) 6= ∅
}
. (1.2)
Bezu¨glich eines Dreiecks T bezeichnet der star1(T ), wiederum closed star genannt,
die Vereinigung von T mit allen angrenzenden Dreiecken, und starn(T ), n ≥ 2, ist
analog zu (1.2) definiert. Fu¨r Quadrangulierungen gelten die Definitionen entspre-
chend.
Wir definieren nun Ra¨ume bivariater Splinefunktionen. Splines sind stu¨ckweise Po-
lynome von vorgegebenem Grad q, d. h. die zu approximierenden Funktionen werden





s ∈ Cr(Ω) : s|T ∈ P2q fu¨r alle T ∈ ∆
}
(1.3)
heißt Raum der bivariaten Splinefunktionen von Grad q ∈ IN und Differenzierbar-
keitsordnung r ∈ IN0, r < q, und ist definiert auf einer Triangulierung ∆ des poly-
gonalen Gebiets Ω. Hierbei bezeichnet P2q = span {xiyj : i, j ∈ IN0, i+ j ≤ q} den
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Raum der bivariaten Polynome vom totalen Grad q. Sind durch natu¨rliche Zahlen ρi,
i = 1, . . . , d = V , r ≤ ρi < q, i = 1, . . . , d, außerdem Differenzierbarkeitsordnungen
fu¨r die Knoten {v1, . . . , vd} von ∆ gegeben, so definiert
Sr,θq (∆) =
{
s ∈ Srq (∆) : s ∈ Cρi(vi), i = 1, . . . , d
}
(1.4)
den Supersplineraum vom Grad q, einen Teilraum des Raums Srq (∆). Dabei ist θ =
(ρ1, . . . , ρd).













Die Dimension von Splinera¨umen Srq (∆) und Supersplinera¨umen Sr,θq (∆) ist je nach
Wahl von q, r und θ oftmals sehr schwierig zu ermitteln, was mit der komple-
xen Struktur dieser Ra¨ume zu tun hat. So ist beispielsweise die Dimension des
Raums S13 (∆) auf beliebigen Triangulierungen ∆ bislang nicht bekannt.
Die Frage nach der Dimension eines Splineraums Srq (∆) ha¨ngt mit dem Problem der
minimal bestimmenden Menge zusammen. Darunter versteht man eine kleinstmo¨gli-
che Menge von Be´zier-Bernstein-Punkten (siehe Abschnitt 1.3), sodass die zugeho¨ri-
gen Be´zier-Bernstein-Koeffizienten alle verbleibenden Be´zier-Bernstein-Koeffizienten
eindeutig bestimmen. Nach Alfeld und Schumaker [3] existiert fu¨r jeden Splineraum
eine solche minimal bestimmende Menge, und die Anzahl der enthaltenen Elemente
gibt die Dimension von Srq (∆) an.
Als Graphen G(s) eines Splines s : Ω → IR wie auch einer anderen bivariaten




(x, y) 7→ p(x, y)
G(s) = { (z, s(z)) : z ∈ Ω } ⊆ IR3
Abbildung 1.3 zeigt den Graphen eines Splines, definiert auf einer regelma¨ßigen ∆2-
Triangulierung. In a¨hnlicher Weise sind zu 3D-Splineoberfla¨chen geho¨rende Graphen
definiert, siehe Kapitel 3.
1.2 Interpolation mit Splines
Wa¨hrend die Interpolation mit univariaten Splines durch die Bedingungen von
Schoenberg und Whitney [78] vollsta¨ndig charakerisiert ist, ist der bivariate Fall
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Abbildung 1.3: Spline auf einer ∆2-Triangulierung
aufgrund der komplexen Struktur der zugrunde liegenden Splinera¨ume wesentlich
schwieriger.
Ein ha¨ufig verwendetes Verfahren ist die Lagrange-Interpolation fu¨r einen Spline-
raum Srq (∆). Man konstruiert eine Menge {z1, . . . , zd} von d = dim Srq (∆) Punkten,
sodass fu¨r jede Funktion f ∈ C(Ω) ein eindeutiger Spline s ∈ Srq (∆) existiert, welcher
die Interpolationseigenschaften
s(zi) = f(zi), i = 1, . . . , d, (1.6)
erfu¨llt. Man bezeichnet diese Menge als Lagrange-Interpolationsmenge. Offensicht-
lich genu¨gt es, wenn von f lediglich die d Auswertungen fzi := f(zi), i = 1, . . . , d,
vorliegen.
Fu¨r Interpolationsmengen bezu¨glich Splinera¨umen ist von Bedeutung, welche In-
terpolationspunkte fu¨r die einzelnen Polynomstu¨cke s|Ti , i = 1, . . . , N , in Frage
kommen. Es existiert ein zentraler Satz hinsichtlich der Lage von Interpolations-
punkten fu¨r bivariate Polynome, welcher besagt, dass fu¨r eine Interpolationsmen-
ge Lq =
{
z1, . . . , z(q+22 )
}
des Raums P2q eine hinreichende Bedingung die Existenz
von q Geraden gi, i = 1, . . . , q, ist, sodass auf jeder Geraden gi genau i + 1 Punkte
in Lq enthalten sind, aber auf keinem Geradenschnittpunkt Interpolationspunkte
liegen. Eine solche Lage wird Standardlage von Interpolationspunkten fu¨r bivariate
Polynome genannt. Die wichtigste Variante der Standardlage sind die so genannten
Be´zier-Bernstein-Punkte, die wir im folgenden Abschnitt einfu¨hren. Abbildung 1.4
zeigt diese Punkte auf einem Dreieck fu¨r den Fall q = 7.
Falls nicht nur U¨bereinstimmungen von Funktionswerten sondern auch von partiel-
len Ableitungen gefordert werden, die Anzahl der Bedingungen aber weiterhin mit
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Abbildung 1.4: Be´zier-Bernstein-Punkte eines Dreiecks als Standardlage von Inter-
polationspunkten (q = 7)
der Dimension von Srq (∆) u¨bereinstimmt, so spricht man von einer Hermite-Inter-
polation.
Fu¨r eine gegebene Lagrange-Interpolationsmenge {z1, . . . , zd} ist es zweckma¨ßig, den
Interpolanten s bezu¨glich der so genannten dualen Basis darzustellen. Deren Basis-
funktionen B1, . . . ,Bd : Ω → IR, die so genannten Basissplines, sind charakterisiert
durch die Bedingung
Bi(zj) = δij :=
{
1 falls i = j
0 falls i 6= j fu¨r alle i, j = 1, . . . , d.
Aufgrund der Interpolationseigenschaft der Menge {z1, . . . , zd} ist diese Basis in






Die Be´zier-Bernstein-Methoden vereinfachen die Interpolation mit bivariaten Spli-
nefunktionen und deren Darstellung. Diese Techniken basieren auf der so genann-
ten Be´zier-Bernstein-Darstellung der u¨ber den Dreiecken T ∈ ∆ definierten Poly-
nomstu¨cke p ∈ P2q . Die Punkte des Dreiecks werden hierbei nicht bezu¨glich eines
kartesischen sondern eines baryzentrischen Koordinatensystems dargestellt. Die Ver-
wendung baryzentrischer Koordinaten bietet insbesondere den Vorteil der affinen
Invarianz.
Bezu¨glich eines nicht degenerierten Dreiecks T := [v1, v2, v3] der Ebene existiert fu¨r
jeden Punkt z ∈ IR2 ein eindeutiges Tripel φ(z) = (φ1, φ2, φ3)(z) ∈ IR3, genannt
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Abbildung 1.5: Baryzentrische Koordinaten φ1, φ2 und φ3 u¨ber einem Dreieck




φi(z)vi, wobei φ1(z) + φ2(z) + φ3(z) = 1 (1.8)
Somit ist jede baryzentrische Koordinate φi : T → IR, i = 1, 2, 3, eine durch die
Beziehung φi(zj) = δij, i, j = 1, 2, 3, eindeutig festgelegte lineare Abbildung.
Fu¨r die Ableitung von durch baryzentrische Koordinaten dargestellten Funktionen
verwendet man baryzentrische Richtungsvektoren. Hierbei wird ein Richtungsvek-
tor v von einem Punkt z zu einem Punkt z˜ dargestellt durch
~φ(v) = φ(z˜)− φ(z). (1.9)




Mit der Verwendung von baryzentrischen Koordinaten lassen sich nun die so ge-








k, i+ j + k = q (1.10)
Die Indizes i, j, k liegen hierbei und im Folgenden in IN0. Bivariate Bernsteinpolyno-
me besitzen eine Reihe wichtiger Eigenschaften. Beispielsweise nimmt ein bivariates
Polynom Bqijk auf Punkten des zugrunde liegenden Dreiecks stets Werte im Inter-
vall [0, 1] an, la¨sst sich rekursiv aus Bernsteinpolynomen vom Grad q− 1 berechnen
und degeneriert auf jeder Kante zu einem univariaten Bernsteinpolynom in zwei
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Abbildung 1.6: Be´zier-Bernstein-Netz eines Dreiecks







wobei die Werte cijk ∈ IR Be´zier-Bernstein-Koeffizienten von p heißen. Diese Dar-
stellung bivariater Polynome heißt Be´zier-Bernstein-Darstellung.
Die Be´zier-Bernstein-Darstellung eines Polynoms p ∈ P2q la¨sst sich durch das so












v3 : i+ j + k = q
}
(1.12)
definierten Be´zier-Bernstein-Punkten in T ordnet man die Koeffizienten cijk von p
zu und erha¨lt das Be´zier-Bernstein-Netz von p als
Np(T ) := {Nijk := (Pijk, cijk) : i+ j + k = q}. (1.13)
Von den dim P2q = (q+1)(q+2)2 Be´zier-Bernstein-Punkten werden die drei zu den Eck-
punkten von T geho¨renden Punkte Eckpunkte, die auf den Kanten von T liegenden
Punkte Randpunkte und die verbleibenden Punkte innere Be´zier-Bernstein-Punkte







|i− i˜| , |j − j˜| , |k − k˜|
}
, (1.14)
die Benachbartheit zweier Punkte als Abstand von eins sowie der Abstand eines
Punktes zu einer Kante als minimalen Abstand zu den Punkten auf der Kante
definiert.
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Unter einem Cn-Ring bzw. einer Cn-Scheibe, n ∈ IN0, um einen Punkt versteht man
die Menge aller Punkte mit Abstand n bzw. Abstand ≤ n zu diesem Punkt.
Selbige Notationen verwendet man auch fu¨r die zu den Punkten P geho¨renden Netz-
punkte und Be´zier-Bernstein-Koeffizienten. Abbildung 1.6 zeigt ein bivariates kubi-
sches Polynom und das zugeho¨rige Be´zier-Bernstein-Netz.
Be´zier-Bernstein-Netze besitzen einige fu¨r die Anwendung wichtige Eigenschaften.
Beispielsweise interpolieren die drei zu den Eckpunkten geho¨renden Netzpunkte das
zugeho¨rige Polynom p. Weiterhin liegt der Graph von p|T in der konvexen Hu¨lle
der Netzpunkte, und fu¨r jeden Eckpunkt v von T spannen die drei Netzpunkte mit
maximalem Abstand eins zu v die Tangentialebene von p in v auf.
Diese Darstellung la¨sst sich auf bivariate Splines s ∈ Srq (∆) u¨bertragen: Jedes





ijk : i+ j + k = q
}
der Koeffizienten. Definiert man demzufol-
ge das Be´zier-Bernstein-Netz von s als Vereinigung der zugeho¨rigen Polynomnetze,





Ns|T (T ) (1.15)
u¨ber den Be´zier-Bernstein-Punkten Pq(∆) =
⋃
T∈∆Pq(T ). Benachbartheit, Ab-
stand, Scheiben und Ringe von Be´zier-Bernstein-Punkten, -Netzpunkten sowie
-Koeffizienten sind entsprechend dem polynomialen Fall definiert.
1.4 Richtungsableitungen und Be´zier-Bernstein-
Koeffizienten
Fu¨r Richtungsableitungen von bivariaten reellwertigen Abbildungen f : Ω → IR an
einer Stelle (x, y) ∈ Ω in Richtung v := (v1, v2) ∈ IR2\{(0, 0)} schreiben wir
Dvf(x, y) = v grad f(x, y) = v1
∂
∂x




Ferner bezeichne Dnv f(x, y) = Dv . . . Dv︸ ︷︷ ︸
n mal
f(x, y) die n-te Richtungsableitung von f .
Partielle Ableitungen von Polynomstu¨cken ko¨nnen dabei direkt auf entsprechen-
de Ableitungen der Bernstein-Basispolynome zuru¨ckgefu¨hrt werden, fu¨r Details sie-
he z. B. [59], S. 32f. Daraus ergibt sich ein Zusammenhang zwischen partiellen Spline-
Ableitungen in den Knoten und Kanten der Triangulierung und in der Na¨he liegen-
den Be´zier-Bernstein-Koeffizienten. In einem Eckpunkt gilt die folgende Relation:
Kapitel 1. Grundlagen 19
Theorem 1.3
Fu¨r ein Polynom p ∈ P2q mit Be´zier-Bernstein-Koeffizienten cijk, i + j + k = q,
bezu¨glich eines Dreiecks T = [v1, v2, v3] und fu¨r alle ρ, σ ∈ IN0 mit ρ + σ ≤ q sind
a¨quivalent:
(i) Die Be´zier-Bernstein-Koeffizienten cq−j−k,j,k




sind fu¨r alle j = 0, . . . , ρ und k = 0, . . . , σ eindeutig bestimmt.
Eine a¨hnliche Aussage existiert fu¨r partielle Ableitungen an den Kanten von T .
1.5 Cr-Bedingungen
Durch die Be´zier-Bernstein-Darstellung ko¨nnen Differenzierbarkeitsbedingungen an
den Eckpunkten und Kanten der Triangulierung direkt durch Beziehungen von
Be´zier-Bernstein-Koeffizienten formuliert werden, siehe beispielsweise [11,12,22,23,
33,36]. Diese Formulierung vereinfacht ganz erheblich den Umgang mit Splinera¨um-
en und zugeho¨rigen Interpolationsproblemen. Gema¨ß Theorem 1.3 und der entspre-
chenden Aussage fu¨r die Kanten der Dreiecke spielen, grob gesprochen, fu¨r Diffe-
renzierbarkeitsbedingungen r-ter Ordnung u¨ber eine Kante bzw. einen Eckpunkt
genau die Be´zier-Bernstein-Koeffizienten mit Abstand ≤ r zu der Kante bzw. dem
Eckpunkt eine Rolle, siehe auch Abschnitt 1.7.
Betrachten wir im Folgenden Polynomstu¨cke p1, p2 u¨ber zwei Dreiecken T1 :=
[v1, v2, v3] ⊂ IR2 und T2 := [w1, w2, w3] ⊂ IR2 der Ebene, welche sich in genau
einem Eckpunkt v1 = w1 bzw. genau einer Kante [v1, v2], vi = wi, i = 1, 2, schnei-
den und formulieren die Cr-Bedingungen u¨ber v1 bzw. [v1, v2] in Be´zier-Bernstein-







baryzentrischen Koordinaten eines Punktes v ∈ IR2 bezu¨glich Tl. Dann la¨sst sich
nach Alfeld, Piper und Schumaker [2] fu¨r die zusammengesetzte Abbildung
s : T1 ∪ T2 → IR definiert durch s(v) :=
{
p1(v) fu¨r v ∈ T1
p2(v) fu¨r v ∈ T2\T1
die Cr-Bedingung fu¨r den Fall einer gemeinsamen Kante [v1, v2] wie folgt darstellen:
Theorem 1.4
Schneiden sich T1 und T2 genau in der Kante [v1, v2] = [w1, w2], so ist s genau dann
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Abbildung 1.7: Erfu¨llte C1-Bedingungen u¨ber eine gemeinsame Kante q = 3
Aus diesem Theorem folgt ein a¨hnlicher Zusammenhang fu¨r die Cr-Bedingung,
falls T1 und T2 sich in einem Eckpunkt v1 schneiden:
Korollar 1.5
Schneiden sich T1 und T2 genau im Eckpunkt v1 = w1, so ist s genau dann r-mal


















Fu¨r r = 0, 1 lassen sich diese Bedingungen grafisch anschaulich interpretieren: Stetig-
keit in v1 bzw. [v1, v2] ist genau dann gegeben, wenn die auf v1 bzw. [v1, v2] liegenden
Be´zier-Bernstein-Koeffizienten fu¨r die angrenzenden Polynomstu¨cke identisch sind.
Differenzierbarkeit u¨ber einen Eckpunkt v1 liegt genau dann vor, wenn die Be´zier-
Bernstein-Netzpunkte von s der C1-Scheibe um v1 in einer Ebene liegen. Fu¨r die
Differenzierbarkeit u¨ber eine Kante [v1, v2] sind alle Paare gegenu¨ber liegender Netz-
punkte mit Abstand eins zu [v1, v2] zu betrachten. Genau dann, wenn jedes solche
Paar mit den beiden jeweils benachbarten Netzpunkten auf der gemeinsamen Kan-
te in einer Ebene liegt, ist die stetige Differenzierbarkeit u¨ber [v1, v2] gegeben. Als
Beispiel zeigt Abbildung 1.7 zwei an einer Kante stetig differenzierbar zusammen-
gesetzte Polynomstu¨cke und deren Be´zier-Bernstein-Netze.
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1.6 Approximationsordnung von Splinera¨umen
und Interpolation
Wa¨hrend ein Spline-Interpolant Sr,θq (∆) und die zu interpolierende Funktion f ∈
Cq+1(Ω∆) auf jedem Interpolationspunkt z ∈ L u¨bereinstimmen, ist fu¨r die Appro-
ximationsgu¨te entscheidend, dass auch fu¨r alle weiteren Interpolationswerte f(z),
z ∈ Ω∆\L, die Abweichungen |f(z) − s(z)| gering sind. Dabei ist wichtig, dass bei
einer geeigneten Verfeinerung von ∆ der Interpolationsfehler
‖f − s‖ := maxz∈Ω∆ |f(z)− s(z)|
schnell gegen Null geht. Hierfu¨r ist die Approximationsordnung ein Kriterium:
Definition 1.6
Sei f ∈ Cq+1(Ω∆). Die gro¨ßte natu¨rliche Zahl k, fu¨r welche eine lediglich von f
und dem kleinsten Winkel α in ∆ aber nicht vom gro¨ßten Dreieckumkreis h in ∆






{‖f − s‖ : s ∈ Sr,θq (∆)} ≤ K · hk
heißt Approximationsordnung von Sr,θq (∆).
Ciarlet und Raviart [13] zeigten, dass q+1 eine obere Schranke fu¨r die Approxima-
tionsordnung ist. Daher heißt die Approximationsordnung fu¨r den Fall k = q + 1
optimal. Nach de Boor und Jia [26] wird dies nicht durch jede Interpolationsme-
thode erreicht. Neben Grad und Differenzierbarkeitsordnung des betrachteten Spli-
neraums und der Geometrie von ∆ spielen insbesondere die Lokalita¨tseigenschaften
der Methode eine Rolle, siehe de Boor und Ho¨llig [24,25] sowie Davydov, Nu¨rnberger
und Zeilfelder [17,20].
Ein ha¨ufig verwendetes Verfahren zum Nachweis der Approximationsordnung ist die
schwache Interpolation. Sie wurde von Nu¨rnberger [63], Nu¨rnberger und Walz [70],
Davydov, Nu¨rnberger und Zeilfelder [20] sowie Nu¨rnberger und Zeilfelder [72] ent-
wickelt. Die Approximationsordnung k der Methode wird dabei durch eine Bedin-
gung gezeigt, die etwas
”
schwa¨cher“ ist als das Interpolationskriterium. Grob ge-
sprochen zeigt man fu¨r jedes Dreieck T ∈ ∆ die Existenz von m = dim P2q Punk-
ten zi ∈ T , i = 1, . . . ,m, welche die Bedingung
|(f − s) (zi)| ≤ K · hk, i = 1, . . . ,m,
erfu¨llen und folgert
‖f − s|T‖ ≤ K · hk
fu¨r eine geeignete Konstante K. Verfa¨hrt man in dieser Weise fu¨r jedes Dreieck
aus ∆, so folgt unmittelbar, dass s Approximationsordnung k besitzt.
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1.7 Anwendungen des Algorithmus von de Ca-
steljau
Die rekursiv-algorithmische Auswertung von Bernsteinpolynomen durch den Algo-
rithmus von de Casteljau spielt innerhalb der Be´zier-Bernstein-Methoden eine zen-
trale Rolle. Sie ermo¨glicht nicht nur eine effiziente Berechnung von Splines, sondern
liefert insbesondere auch Differenzierbarkeitsbedingungen, siehe z. B. [8]. Das Ver-
fahren geht auf einen 1959 erschienenen Artikel des Citroe¨n-Mitarbeiters P. de Ca-
steljau [27] zuru¨ck, in welchem sowohl univariate Be´zier-Kurven als auch u¨ber Drei-
ecken definierte bivariate Polynomstu¨cke behandelt werden. Bei der Beschreibung
der Methode beschra¨nken wir uns im Folgenden auf den bivariaten Fall.
Fu¨r die Vorgehensweise von de Casteljau ist entscheidend, dass sich jedes Bernstein-
polynom Bqijk, i + j + k = q, q ≥ 1, wie folgt rekursiv aus drei (q − 1)-gradigen
Polynomen bestimmen la¨sst:
Bqijk(φ) ≡ φ1 ·Bq−1i−1,j,k(φ) + φ2 ·Bq−1i,j−1,k(φ) + φ3 ·Bq−1i,j,k−1(φ) (1.18)
Das Theorem von de Casteljau liefert eine rekursive Vorgehensweise zur Auswertung
von bivariaten Bernsteinpolynomen:
Satz 1.7 (de Casteljau)
Seien p ≡ ∑i+j+k=q cijkBqijk ein bivariates Polynom vom totalen Grad q und φ die
baryzentrischen Koordinaten einer auszuwertenden Stelle. Dann la¨sst sich aus den
rekursiv definierten de Casteljau-Koeffizienten
c0ijk(φ) = cijk, i+ j + k = q,
crijk(φ) = φ1 · cr−1i+1,j,k + φ2 · cr−1i,j+1,k + φ3 · cr−1i,j,k+1, i+ j + k = q − r,







Insbesondere erha¨lt man offensichtlich fu¨r r = 0 die Be´zier-Bernstein-Darstellung
von p und fu¨r r = q den Zusammenhang
p(φ) = cq000(φ). (1.19)
Abbildung 1.8 veranschaulicht den Algorithmus fu¨r den kubischen Fall.












c000 (φ) = p(φ)3
Abbildung 1.8: Algorithmus von de Casteljau (q = 3); Jeweils drei de Casteljau-
Koeffizienten crijk(φ), i + j + k = q − r, r = 0, . . . , q − 1, werden fu¨r die Bestim-
mung eines Koeffizienten mit Index r + 1 verwendet, bis in der q-ten Iteration die
Auswertung p(φ) = cq000(φ) ermittelt ist. Dabei gilt c
0
ijk(φ) = cijk, i+ j + k = q.
Durch ein a¨hnliches Verfahren lassen sich auch Richtungsableitungen von Be´zier-
Bernstein-Polynomen berechnen. Dabei ist von Bedeutung, dass sich die r-te Ablei-
tung eines BernsteinpolynomsBqijk in Richtung














Hierzu bemerken wir, dass sich Bernsteinpolynome fu¨r baryzentrische Richtungs-
vektoren ~φ auswerten lassen, auch wenn
∑
i=1,2,3
~φi = 0 6= 1 ist.
Damit erha¨lt man den folgenden Zusammenhang zur einfachen Bestimmung von
Richtungsableitungen bivariater Polynome. Sei p ≡∑i+j+k=q cijkBqijk ein bivariates
Polynom.
Satz 1.8
Die r-te Ableitung von p an der Stelle φ in Richtung ~φ la¨sst sich mit Hilfe der
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Abbildung 1.9: Umrechnung von Be´zier-Bernstein-Koeffizienten auf Clough-Tocher-
Mikrodreiecke
Insbesondere ergibt sich, dass die drei de Casteljau-Koeffizienten der vorletzten Ite-
ration die Tangentialebene von p im Punkt φ bestimmen, siehe auch Abbildung 1.8.
Fu¨r den Fall, dass φ hierbei auf einer Kante des zugrunde liegenden Dreiecks liegt,
spielen fu¨r die Bestimmung der Tangentialebene offensichtlich nur diejenigen Be´zier-
Bernstein-Koeffizienten von p mit Abstand ≤ 1 zu dieser Kante eine Rolle, denn
mit φ3 = 0 verschwindet der letzte Summand in der Rekursionsformel fu¨r die de Ca-
steljau-Koeffizienten. In gleicher Weise wird deutlich, dass die drei Koeffizenten mit
Abstand ≤ 1 zu einem Eckpunkt die Tangentialebene in diesem Eckpunkt bestim-
men.
Eine weitere wichtige Anwendung des Algorithmus von de Casteljau besteht darin,
bivariate Polynome von einem Dreieck auf ein anderes umzurechnen:
Satz 1.9




ijk, l = 1, 2, auf zwei Drei-
ecken Tl = [u, v, wl] mit gemeinsamer Kante [u, v], dann gilt:
(c2)ijk = c
k
ij0(φ), i+ j + k = q,
wobei φ den baryzentrischen Koordinatenvektor von w2 bezu¨glich T1 bezeichnet.
Auch dieser Satz la¨sst sich geometrisch veranschaulichen: Um die transformierten
Koeffizienten (c2)ijk zu erhalten, wendet man den Algorithmus von de Casteljau
auf die Stelle φ an und beha¨lt in jedem Rekursionsschritt r die de Casteljau-
Koeffizienten crij0(φ).
Eine nu¨tzliche Eigenschaft dieses Zusammenhangs zeigt sich bei einem Clough-To-
cher-Split eines Dreiecks, auf dem ein bivariates Polynom p definiert ist. Hier liefern
die Koeffizienten des de Casteljau-Algorithmus direkt die Be´zier-Bernstein-Koeffizi-
enten von p fu¨r die einzelnen Mikrodreiecke, siehe Abbildung 1.9.
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Abbildung 1.10: Umrechnung von Be´zier-Bernstein-Koeffizienten bei Erho¨hung des
Polynomgrads
Da fu¨r 0 ≤ i < j der Raum P2i in P2j enthalten ist, la¨sst sich ein beliebiges Poly-
nom p ∈ P2i auch als j-gradiges Polynom schreiben. Eine solche Transformation in
der Darstellung von p nennt sich Erho¨hung des Grades. Dabei la¨sst sich die ho¨hergra-
dige Be´zier-Bernstein-Darstellung in einfacher Weise wie folgt iterativ bestimmen:
Lemma 1.10
Sei p ≡ ∑i+j+k=q cijkBqijk ein bivariates Polynom vom totalen Grad q. Dann ist es









( ici−1,j,k + jci,j−1,k + kci,j,k−1 ) , i+ j + k = q + 1
Wir bemerken, dass zwar negative Koordinaten in der Rekursionsformel auftreten,
die entsprechenden Summanden jedoch verschwinden. Der Zusammenhang hat ei-
ne anschauliche geometrische Interpretation: Tra¨gt man u¨ber dem zu p geho¨renden
Dreieck T das q-gradige Be´zier-Bernstein-Netz ab, so entsprechen die (q+1)-gradigen
Koeffizienten den Auswertungen dieses Netzes an den a¨quidistanten Be´zier-Bern-
stein-Punkten. Hierbei betrachten wir den stu¨ckweise linearen Spline, welcher die
Netzpunkte interpoliert. Bei der grafischen Darstellung der Berechnung der Koeffi-
zienten der (q + 1)-gradigen Darstellung aus den Koeffizienten der q-gradigen Dar-
stellung ergeben sich
”
umgedrehte“, zu T a¨hnliche Dreiecke. Insbesondere wird auch
deutlich, dass die zu den Eckpunkten von T geho¨renden Be´zier-Bernstein-Koeffizi-
enten unvera¨ndert bleiben. Ein Beispiel fu¨r die Erho¨hung des Grades von 4 auf 5
zeigt Abbildung 1.10.
Dieser Zusammenhang ist von großer Bedeutung fu¨r die computertechnische Darstel-
lung bivariater Polynome. Es zeigt sich, dass Be´zier-Bernstein-Netze von ausreichend
hohem Grad eine gute Na¨herung des Polynoms liefern:
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Satz 1.11
Sei fu¨r ein bivariates Polynomstu¨ck p|T ∈ P2q u¨ber einem Dreieck T mit (Nn)n≥q die
Folge der Be´zier-Bernstein-Netze gegeben. Dann konvergiert diese Folge gegen den




In diesem Kapitel betrachten wir C1-Splines von beliebigem Grad auf triangulierten
Quadrangulierungen. In der derzeitigen Literatur entwickelten Nu¨rnberger, Schuma-
ker und Zeilfelder Interpolationsmethoden zuna¨chst fu¨r Klassen spezieller Quadran-
gulierungen, so genannten checkerboard quadrangulations [66] und separable qua-
drangulations [67], spa¨ter auf beliebigen strikt konvexen Quadrangulierungen [68].
Letztere Methode basiert auf dem Raum S13 (♦|−) der kubischen C1-Splines auf ei-
ner Triangulierung ♦|−, die sich durch ein Hinzufu¨gen von Diagonalen zu den Vier-
ecken der Quadrangulierung ergibt. Dabei werden die Vierecke schwarzweiß gefa¨rbt,
sodass benachbarte gleichfarbige Vierecke stets Ketten bilden, siehe Abbildung 1
auf Seite 6. Es zeigt sich, dass das Verfahren effizienter wird, falls in der Fa¨rbung
kurze Ketten gleichfarbiger Vierecke auftreten und dass Interpolanten ho¨here Loka-
lita¨tseigenschaften aufweisen, falls keine geschlossenen Ketten vorkommen. Ziel ist
daher eine Schwarzweißfa¨rbung von Quadrangulierungen, sodass gleichfarbige Vier-
ecke ausschließlich nicht geschlossene Ketten von mo¨glichst kurzer La¨nge bilden.
Fu¨r Triangulierungen geben Nu¨rnberger und Zeilfelder [72] einen einfachen Algo-
rithmus, bei welchem benachbarte gleichfarbige Dreiecke ho¨chstens Paare bilden.
Die Erfahrung zeigt, dass die Entwicklung entsprechender Algorithmen fu¨r beliebige
Quadrangulierungen ein komplexes Problem ist. In der von Nu¨rnberger, Schumaker
und Zeilfelder [68] vorgestellten Methode wird eine beliebige Schwarzweißfa¨rbung
solange modifiziert, bis benachbarte gleichfarbige Vierecke ausschließlich in Ketten
auftreten, siehe Algorithmus 2.9 auf Seite 47. Es ist leicht zu zeigen, dass dieser Al-
gorithmus in linearer Komplexita¨t terminiert. Allerdings treten dabei lange Ketten
gleichfarbiger Vierecke und auch geschlossene Ketten auf. Wir durchlaufen die zu
fa¨rbende Quadrangulierung in geeigneter Weise und fa¨rben dabei Vierecke, sodass
entstehende Ketten mo¨glichst fru¨h unterbrochen werden, was im Allgemeinen zu
einer ku¨rzeren La¨nge der Ketten fu¨hrt. Bei einer solchen Vorgehensweise tritt die
folgende Situation auf: Sind Vierecke mit mindestens einem schwarzen und minde-
stens einem weißen Nachbarn zu fa¨rben, so ist, grob gesprochen, eine Entstehung
von geschlossenen Ketten und T-Systemen, vgl. Abbildung 2.2, mo¨glich. Des Weite-
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Abbildung 2.1: Links: Bei einer Fa¨rbung des Dreiecks Q vergro¨ßert sich die ma-
ximale Kettenla¨nge. Rechts: Beispiel fu¨r eine nur mit Kettenla¨nge drei fa¨rbbare
Quadrangulierung
ren soll so gefa¨rbt werden, dass sich die maximal auftretende Kettenla¨nge mo¨glichst
nicht erho¨ht. Abbildung 2.1 (links) zeigt eine Situation, in welcher sich eine Verla¨nge-
rung der Ketten nicht verhindern la¨sst. Abbildung 2.1 (rechts) zeigt eine einfache
Quadrangulierung, bei der fu¨r jede mo¨gliche Schwarzweißfa¨rbung mindestens Ket-
tenla¨nge drei auftritt.
Wir entwickeln in Abschnitt 2.2 einen Fa¨rbungsalgorithmus, mit dem sich die
Vierecke einer beliebigen Quadrangulierung erstmals so schwarzweiß fa¨rben lassen,
dass gleichfarbige benachbarte Vierecke stets Ketten von im Allgemeinen ku¨rzerer
La¨nge als in [68] bilden, die daru¨ber hinaus nicht geschlossen sind. Grob gespro-
chen ko¨nnen die bereits entstandenen Ketten dabei in den meisten Fa¨llen gestoppt
werden. In seltenen Fa¨llen ist nicht vermeidbar, dass im Laufe der Fa¨rbung so ge-
nannte T-Systeme gleichfarbiger Vierecke auftreten. Wir entwickeln diesbezu¨glich
einen effizienten rekursiven Teilalgorithmus, welcher die bestehende Teilfa¨rbung so
aba¨ndert, dass gleichfarbige benachbarte Vierecke danach wieder ausschließlich nicht
geschlossene Ketten bilden. Der Algorithmus terminiert in linearer Komplexita¨t. Mit
dem entwickelten Verfahren ergeben sich fu¨r vorgegebene maximale Kettenla¨ngen
große Klassen von Quadrangulierungen, sodass sich Ketten stets stoppen lassen,
bevor diese La¨nge u¨berschritten wird. Dabei erha¨lt man bereits fu¨r maximale Ket-
tenla¨nge zwei eine allgemeine Klasse, welche insbesondere Quadrangulierungen mit
vielen Eckpunkten vom Grad drei entha¨lt, was bei der Fa¨rbung schwierig ist. Ab-
bildung 2.11 auf Seite 46 zeigt eine Quadrangulierung dieser Klasse.
In Abschnitt 2.3 verwenden wir den entwickelten Fa¨rbungsalgorithmus fu¨r die lo-
kale Lagrange-Interpolation, basierend auf dem Raum S13 (♦|−) der bivariaten kubi-
schen C1-Splines auf den gefa¨rbten triangulierten Quadrangulierungen ♦|−. Dabei er-
geben sich eine ho¨here Effizienz und sta¨rkere Lokalita¨tseigenschaften des Verfahrens
als in [68], außerdem vereinfacht sich die Vorgehensweise. Im Anschluss verallge-
meinern wir die Methode auf C1-Splines von beliebigem Grad q ≥ 3. Wir zeigen,
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Abbildung 2.2: Auflo¨sung eines T-Systems
dass die konstruierten Interpolanten lokal und stabil bestimmbar sind und optimale
Approximationsordnung besitzen. Es handelt sich dabei um umfangreiche Beweise.
Schließlich untersuchen wir, wie sich verschiedene Fa¨rbungen auf wesentliche Inter-
polationseigenschaften auswirken.
In Abschnitt 2.4 entwickeln wir ein weiteres Verfahren fu¨r die lokale Interpolation
mit C1-Splines vom Grad q ≥ 3 auf beliebigen strikt konvexen Quadrangulierun-
gen, wobei erstmals keine Fa¨rbung der Vierecke beno¨tigt wird. Die Reihenfolge, in
welcher auf den Vierecken Interpolationspunkte gewa¨hlt werden, wird dabei durch
ein Priorita¨tsprinzip festgelegt. A¨hnliche Prinzipien wurden bislang fu¨r Triangulie-
rungen [10] und fu¨r Tetraederzerlegungen [69], nicht aber fu¨r Quadrangulierungen
entwickelt. Bei der in dieser Arbeit entwickelten Methode werden stets diejenigen
Vierecke aus ♦ zuerst gewa¨hlt, welche mit den bereits durchlaufenen Vierecken
mo¨glichst wenige Kanten gemeinsam haben. Auch dieses Verfahren liefert lokal und
stabil bestimmbare Interpolanten von optimaler Approximationsordnung.
Zuletzt stellen wir in Abschnitt 2.5 wesentliche Eigenschaften der Verfahren wie
Effizienz, Lokalita¨t und Dimension entsprechender Interpolationsra¨ume gegenu¨ber.
Es zeigt sich, dass beide entwickelten Methoden, besonders die Verwendung des
Fa¨rbungsalgorithmus, Vorteile gegenu¨ber [68] besitzen.
2.1 Grundlagen
Wir fu¨hren zuna¨chst einige grundlegende Begriffe ein. In erzeugten Fa¨rbungen treten
gleichfarbige, benachbarte Vierecke lediglich in Ketten auf. Bei einer nicht geschlos-
senen Kette von Vierecken der La¨nge l ≥ 1 handelt es sich um ein System
C := (Q1, . . . , Qn)
von Vierecken mit der Eigenschaft, dass in C × C genau die Paare {Qi, Qi+1} be-
nachbart sind fu¨r alle i = 1, . . . , n− 1. Falls außerdem Q1 und Qn benachbart sind,
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so heißt C geschlossene Kette. In beiden Fa¨llen heißt n La¨nge der Kette. Weiterhin
heißt jedes Viereck aus C mit genau einem Nachbarn aus C Endpunkt. Schließlich
heißt ein Viereck Qi, i ∈ {1, . . . , n}, einer Kette gerade, falls der Index i gerade ist,
ansonsten heißt es ungerade. Ein Beispiel zeigt Abbildung 1 auf Seite 6.
Wa¨hrend der Fa¨rbung treten in seltenen Fa¨llen voru¨bergehend auch T-Systeme
gleichfarbiger Vierecke auf. Dabei handelt es sich um eine Menge T benachbarter
Vierecke mit folgenden Eigenschaften:
(i) Genau ein Viereck QT ∈ T , genannt Kreuzungspunkt, besitzt genau drei Nach-
barn in T .
(ii) Genau drei Vierecke in T , genannt Endpunkte, besitzen jeweils genau einen
Nachbarn in T .
(iii) Existieren weitere Vierecke in T , so besitzt jedes davon genau zwei Nachbarn
in T .
Liegt nun in einer Quadrangulierung ♦ ein T-System T gleichfarbiger Vierecke vor,
so sagen wir, T wird aufgelo¨st, falls die Fa¨rbung so gea¨ndert wird, dass in T nur
noch Ketten gleicher Farbe auftreten. Wir bemerken, dass durch die Farbwechsel
ein weiteres T-System gleichfarbiger Vierecke in ♦ entstehen kann, ein Beispiel zeigt
Abbildung 2.2.
Im folgenden Abschnitt werden Quadrangulierungen erzeugt, indem an eine Start-
zelle sukzessive Kegel angefu¨gt werden: Ein Kegel K ist eine Quadrangulierung mit
Randeckpunkt v, welcher Eckpunkt jedes Vierecks Q ∈ K ist. Der Eckpunkt v heißt
hierbei Scheitelpunkt von K.
Wir beschreiben nun, auf welche Weise Kegel an eine bestehende Quadrangulierung
angefu¨gt werden: Sei v ein Randeckpunkt einer Quadrangulierung ♦. Ferner sei K
ein Kegel um v mit ♦ ∩ K = ∅, sodass ♦˜ = ♦ ∪ K eine Quadrangulierung mit
innerem Eckpunkt v ist. Dann sagen wir, wir erhalten ♦˜ durch Anfu¨gen von K an ♦
bzw. zu v. Ist K einelementig, so sprechen wir auch vom Anfu¨gen des (einzelnen)
Vierecks Q ∈ K. Bezeichne k die Anzahl der Kanten, die ♦ und K gemeinsam
haben. Dann nennen wir das Anfu¨gen auch Anfu¨gen mit k gemeinsamen Kanten.
Da v nach dem Anfu¨gen innerer Eckpunkt von ♦ ∪K ist, gilt stets k ≥ 2.
In den erzeugten Fa¨rbungen sollen benachbarte gleichfarbige Vierecke mo¨glichst
kurze Ketten bilden. Insbesondere sollen mo¨glichst wenige Kanten E existieren,
welche zwei gleichfarbigen Vierecken angeho¨ren. Eine Kante mit dieser Eigenschaft
nennen wir nicht passend, andernfalls heißt sie passend. Wir nennen die Fa¨rbung
einer Quadrangulierung abwechselnd schwarzweiß, falls alle Kanten passend sind.
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vi
Ki
Abbildung 2.3: Anfu¨gen eines Kegels Ki
2.2 Algorithmen fu¨r Quadrangulierungen
2.2.1 Konstruktion
Mit dem folgenden Algorithmus entwickeln wir eine Methode zur Konstruktion von
Quadrangulierungen.
Algorithmus 2.1
Man konstruiere eine Quadrangulierung ♦ wie folgt: Ausgehend von einer Zelle ♦0 =
K0 von Vierecken mit innerem Eckpunkt v0 fu¨ge man fu¨r i = 1, . . . , n Kegel Ki an
Eckpunkte vi von ♦i−1 an und bezeichne die entstehenden Teilquadrangulierungen
mit ♦i.
Nach diesem Schritt entferne man eventuelle Hilfsvierecke am Rand und bezeichne
die resultierende Quadrangulierung mit ♦.
Dieser Algorithmus ist nicht nur fu¨r die Konstruktion, sondern auch fu¨r den Durch-
lauf von beliebigen vorgegebenen Quadrangulierungen geeignet:
Theorem 2.2
Mit Algorithmus 2.1 kann jede vorgegebene, beliebige strikt konvexe Quadrangulie-
rung ♦ durchlaufen werden.
Beweis: Offensichtlich ist es mo¨glich, mit einer beliebigen Zelle aus ♦ bzw., falls
eine solche nicht existiert, mit einer Zelle, welche mo¨glichst viele Vierecke aus ♦
entha¨lt, zu starten und dann sukzessive alle verbleibenden Vierecke in Form von
geeigneten Kegeln anzufu¨gen. Man durchlaufe ♦ dabei wie folgt:
1. Man wa¨hle einen inneren Eckpunkt v0 von ♦ bzw. einen Randeckpunkt, falls ♦
keinen inneren Eckpunkt entha¨lt. Man wa¨hle als Startzelle ♦0 die Zelle aus ♦
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um v0 bzw., falls v0 Randeckpunkt ist, eine Zelle, welche alle Vierecke aus ♦
mit Eckpunkt v0 entha¨lt.
2. Solange nicht hinzugefu¨gte Vierecke in ♦ existieren, gehe man fu¨r i = 1, . . . , n
wie folgt vor: Man wa¨hle einen Eckpunkt vi, den ein nicht hinzugefu¨gtes Vier-
eck mit der bestehenden Teilquadrangulierung ♦i−1 gemeinsam hat. Dabei
wa¨hle man, falls mo¨glich, einen inneren Eckpunkt von ♦, ansonsten einen
Randeckpunkt. Als anzufu¨genden Kegel wa¨hle man alle in ♦\♦i−1 enthalte-
nen Vierecke mit Eckpunkt vi, falls vi innerer Eckpunkt von ♦ ist. Ist vi ein
Randeckpunkt von ♦, so wa¨hle man einen Kegel um vi, welcher alle diese
Vierecke entha¨lt. Man wa¨hle vi dabei so, dass die entstehende Teilquadrangu-
lierung ♦i ein einfach zusammenha¨ngendes Gebiet Ω♦i besitzt. Da das zu ♦
geho¨rende Gebiet Ω♦ einfach zusammenha¨ngend ist, ist eine solche Wahl stets
mo¨glich.
3. Falls eine nichtleere Menge ♦n\♦ von Hilfsvierecken existiert, entferne man
diese Vierecke.

Die Fa¨rbung eines mit mindestens drei gemeinsamen Kanten angefu¨gten Kegels K
wird im Fa¨rbungsalgorithmus nur fu¨r den Fall |K| = 1 behandelt. Dies ist keine Be-
schra¨nkung der Allgemeinheit, denn fu¨r |K| ≥ 2 ko¨nnen statt einem Anfu¨gen von K
mit demselben Ergebnis nacheinander einzelne Vierecke Q ∈ K angefu¨gt werden,
bis ein Kegel K˜ ⊆ K mit lediglich zwei gemeinsamen Kanten zur entsprechenden
Teilquadrangulierung verbleibt. Dies zeigen wir mit dem folgenden
Lemma 2.3
Sei K ein Kegel von mindestens zwei Vierecken, der an eine Quadrangulierung ♦
angefu¨gt wird und mit dieser mindestens drei gemeinsame Kanten besitzt. Dann la¨sst
sich K in ein Tupel (K1, . . . , Kn) von Kegeln mit folgenden Eigenschaften zerlegen,
sodass K1, . . . , Kn nacheinander zu ♦ angefu¨gt werden ko¨nnen:
(i) Es ist |Ki| = 1 fu¨r alle i = 1, . . . , n− 1.
(ii) Weiterhin ist |Kn| = 1, oder Kn wird mit genau zwei gemeinsamen Kanten
angefu¨gt.
Beweis: Seien v der Eckpunkt, an welchen K angefu¨gt wird, und N = |K|.
O. B. d. A. seien die Vierecke von K im Uhrzeigersinn nummeriert von Q1 bis QN ,
d. h. es ist
K = {Q1, . . . , QN}.
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Ferner sei mit Q0 das Viereck aus ♦ bezeichnet, das zu Q1 benachbart ist und v
als Eckpunkt besitzt. Entsprechend sei mit QN+1 das Viereck aus ♦ bezeichnet, das
zu QN benachbart ist und v als Eckpunkt besitzt. Wegen der Definition des Anfu¨gens
von Kegeln sind diese Vierecke eindeutig existent. Hierbei ist genau dann Q0 =
QN+1, wenn v Eckpunkt eines einzigen Vierecks aus ♦ ist.
Jedes Viereck Qj ∈ K besitzt genau zwei Kanten Mj = {E1j , E2j }, welche v nicht
enthalten. Fu¨r j = 1, . . . , N bezeichnen wir Qj als vom Typ A, falls beide Kanten
aus Mj Kanten von ♦ sind. Ist genau eine Kante aus Mj Kante von ♦, so sei Qj
vom Typ B. Schließlich sei Qj vom Typ C, falls keine der Kanten aus Mj Kante
von ♦ ist.
Es sei A die Menge aller Vierecke aus K vom Typ A, B die Menge der Vierecke
vom Typ B und C die Menge der Vierecke vom Typ C. Die Mengen A,B, C bilden
demnach eine Zerlegung von K:
K = A ∪ B ∪ C, A,B, C paarweise disjunkt
Da Ω♦ einfach zusammenha¨ngend ist, existiert mindestens eine Randkante von K,
welche keine Kante von ♦ ist (Aussage I). Da ferner Ω♦i+1 einfach zusam-
menha¨ngend ist, bildet die Menge der Randkanten von K, welche keine Kanten
von ♦ sind, eine einfache polygonale Kette (Aussage II). Da K und ♦ mindestens
drei gemeinsame Kanten besitzen, besitzen sie mindestens eine gemeinsame Kante,
welche Eckpunkt v nicht entha¨lt (Aussage III).
Wegen diesen Aussagen la¨sst sich A in zwei Mengen A1 sowie A2 zerlegen und B in
zwei Mengen B1 sowie B2, sodass folgende Eigenschaften gelten:
(a) Ist Aj 6= ∅ fu¨r j = 1, 2, dann ist Aj benachbart.
(b) Ist A1 6= ∅, dann ist A1 benachbart zu Q0. Ist A2 6= ∅, dann ist A2 benachbart
zu QN+1.
(c) Ist Bj 6= ∅ fu¨r j = 1, 2, dann ist |Bj| = 1.
(d) Ist B1 6= ∅, dann ist B1 benachbart zu A1, falls A1 nichtleer ist, andernfalls
zu Q0.
(e) Ist B2 6= ∅, dann ist B2 benachbart zu A2, falls A2 nichtleer ist, andernfalls
zu QN+1.
Aus den Eigenschaften folgt:
(f) Ist C 6= ∅, so ist C benachbart.









Abbildung 2.4: Zerlegung eines Kegels K in die Mengen A1,B1, C,B2 und A2
(g) Fu¨r j = 1, 2 gilt: Ist C 6= ∅, so ist C benachbart zu Bj, falls Bj nichtleer ist,
andernfalls zu Aj, falls Aj nichtleer ist. Ist auch Aj leer, so ist C benachbart
zu Q0 fu¨r j = 1 bzw. zu QN+1 fu¨r j = 2.
(h) Wegen Aussage III gilt: A ∪ B 6= ∅
(k) Wegen Aussage I gilt: B ∪ C 6= ∅
Wir haben also K im Uhrzeigersinn zerlegt in
K = A1 ∪ B1 ∪ C ∪ B2 ∪ A2,
wobei die folgenden Eigenschaften gelten:
A ∪ B 6= ∅, B ∪ C 6= ∅, |Bj| ≤ 1 fu¨r j = 1, 2
Abbildung 2.4 veranschaulicht diese Notation.
In den folgenden Schritten fu¨gen wir sukzessive die Vierecke aus diesen Mengen an ♦
an. Die jeweils aktuelle Quadrangulierung sei dabei mit ♦˙ bezeichnet.
1. Solange noch nicht alle Vierecke aus A angefu¨gt worden sind, existiert ein noch
nicht angefu¨gtes Viereck Q ∈ A mit genau einer Kante E 6∈ E [♦˙].
Dies begru¨nden wir wie folgt: Jedes Viereck vom Typ A besitzt definitions-
gema¨ß zwei Kanten aus E [♦˙]. Angenommen es existiert ein noch nicht an-
gefu¨gtes Viereck Q ∈ A. Wegen den Aussagen (a) und (b) existiert dann ein
noch nicht angefu¨gtes Viereck Q ∈ A mit einer dritten Kante in E [♦˙]. Wegen
Aussage (k) besitzt Q eine Kante, die nicht in E [♦˙] ist, insgesamt also genau
drei Kanten in E [♦˙].
Folglich lassen sich sukzessive alle Vierecke aus A als einelementige Kegel
anfu¨gen. Dabei existieren stets jeweils drei gemeinsame Kanten.
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2. Solange ein noch nicht angefu¨gtes Viereck Q ∈ B existiert, besitzt Q minde-
stens zwei benachbarte Kanten E1 und E2, maximal aber drei Kanten in E [♦˙].
Dies begru¨nden wir wie folgt: Definitionsgema¨ß besitzt jedes Viereck vom
Typ B eine Kante, die nicht in E [♦˙] liegt und eine Kante E, die in E [♦˙] liegt.
Da alle Vierecke aus A bereits angefu¨gt wurden, folgt mit den Aussagen (c)
bis (e) sowie Aussage II, dass Q eine zu E benachbarte Kante aus E [♦˙] besitzt.
Folglich lassen sich sukzessive alle Vierecke aus B als einelementige Kegel K
anfu¨gen. Dabei existieren stets zwei oder drei gemeinsame Kanten.
3. Fu¨r den Fall C = ∅ ist nichts zu zeigen. Andernfalls ist C ⊂ K wegen (f) ein
Kegel. Da alle Vierecke aus A und B bereits angefu¨gt wurden, folgt mit (g),
dass die beiden Randkanten von C, die v enthalten, auch Kanten von ♦˙ sind.
Da alle Vierecke aus C vom Typ C sind, sind alle anderen Kanten von C keine
Kanten von ♦˙.
Folglich la¨sst sich der Kegel C mit zwei gemeinsamen Kanten an die bestehende
Quadrangulierung ♦˙ anfu¨gen.
Diese Vorgehensweise liefert eine Zerlegung von K, welche (i) und (ii) erfu¨llt. Im
Fall C 6= ∅ ist C = Kn. Ist C leer, so ist Kn einelementig und entha¨lt das zuletzt
angefu¨gte Viereck aus B. 
2.2.2 Fa¨rbung
Im Folgenden entwickeln wir einen Algorithmus zur Schwarzweißfa¨rbung von wie in
Algorithmus 2.1 konstruierten bzw. durchlaufenen Quadrangulierungen.
Dabei betrachten wir Fa¨rbungen mit Kettenla¨ngen ≥ 2, denn ansonsten ist der
Fall offensichtlich: Eine Quadrangulierung la¨sst sich genau dann, in einfacher Weise,
abwechselnd schwarzweiß fa¨rben, wenn jeder innere Eckpunkt von geradem Grad
ist.
Wir konstruieren bzw. durchlaufen eine Quadrangulierung wie in Algorithmus 2.1
beschrieben und fa¨rben angefu¨gte Vierecke wie folgt:
Algorithmus 2.4
Man betrachte K0: Falls |K0| gerade ist, fa¨rbe man abwechselnd schwarzweiß, an-
dernfalls fa¨rbe man, sodass genau eine Kante nicht passend ist.
Im Anschluss fa¨rbe man sukzessive jeden angefu¨gten Kegel Ki, i = 1, . . . , n.
Besitzt Ki dabei mindestens zwei Kegel und drei gemeinsame Kanten zu ♦i−1, so
fa¨rbe man die entsprechenden Teilkegel gema¨ß Lemma 2.3.
Andernfalls betrachten wir drei Fa¨lle:
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Abbildung 2.5: Fa¨rbung von Kegeln mit gerader Anzahl von Vierecken
Fall 1: |Ki| gerade:
Wegen Lemma 2.3 besitzen Ki und ♦i−1 genau zwei gemeinsame Kanten. Existieren
zwei zu Ki benachbarte Vierecke in ♦i−1 mit unterschiedlicher Farbe, dann la¨sst
sich Ki so schwarzweiß fa¨rben, dass alle Kanten in Ki mit Eckpunkt vi passend sind,
siehe Abbildung 2.5 (links). Andernfalls fa¨rbe man die beiden Vierecke aus Ki mit
Nachbarn aus ♦i−1, sodass die gemeinsamen Kanten von Ki und ♦i−1 passend sind.
Die verbleibenden Vierecke ausKi lassen sich so schwarz-weiss fa¨rben, dass genau ei-
ne der Kanten in Ki mit Eckpunkt vi nicht passend ist, siehe Abbildung 2.5 (rechts).
Fall 2: |Ki| ungerade, |Ki| ≥ 3:
Wegen Lemma 2.3 besitzen Ki und ♦i−1 genau zwei gemeinsame Kanten. Existieren
zwei zu Ki benachbarte Vierecke in ♦i−1 mit unterschiedlichen Farben, dann fa¨rbe
man die beiden Vierecke aus Ki mit Nachbarn in ♦i−1, sodass die gemeinsamen
Kanten von Ki und ♦i−1 passend sind. Die verbleibenden Vierecke aus Ki lassen
sich so schwarzweiß fa¨rben, dass genau eine der Kanten in Ki mit Eckpunkt vi
nicht passend ist, siehe Abbildung 2.6 (rechts). Andernfalls la¨sst sich Ki so
schwarzweiß fa¨rben, dass alle Kanten in Ki mit Eckpunkt vi passend sind, siehe
Abbildung 2.6 (links).
Fall 3: |Ki| = 1:
Wir behandeln zuna¨chst den Fall, dass Ki = {Q1} und ♦i−1 genau zwei gemeinsame
Kanten besitzen. Haben die in ♦i−1 zu Q1 benachbarten Vierecke Q0 und Q2 dieselbe
Farbe, so fa¨rbe man Q1 in der anderen Farbe.
Andernfalls fa¨rbe man Q1, sodass es mit seinen gleichfarbigen Nachbarn eine Kette C
bildet. Ist dies fu¨r beide Farbwahlen von Q1 gegeben, so wa¨hle man diejenige Farbe,
fu¨r welche die zugeho¨rige Kette C ku¨rzer ist. Ist die entstehende La¨nge fu¨r beide
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Abbildung 2.6: Fa¨rbung von Kegeln mit ungerader Anzahl von Vierecken
Farbwahlen gleich, so wa¨hle man diejenige Farbe, fu¨r welche C mo¨glichst wenige
Randkanten bezu¨glich der entstehenden Quadrangulierung ♦i hat.
Bildet andernfalls Q1 bei beiden Farbwahlen mit seinen gleichfarbigen Nachbarn
keine Kette, dann entsteht wegen Theorem 2.6, (i) und (ii) in beiden Fa¨llen ein T-
System T . Ein solches T-System kann offensichtlich nur in Teilquadrangulierungen
mit maximaler Kettenla¨nge ≥ 3 auftreten. Man fa¨rbe in diesem Fall Q1 weiß und
gehe wie folgt vor, siehe Abbildung 2.7:
Eines der beiden Vierecke Q0 und Q2 ist Kreuzungspunkt QT von T . Folglich
ist QT mit Q1 und genau zwei weiteren Vierecken Q3 und Q4 gleicher Farbe be-
nachbart. Man wechsle nun die Farbe von QT . Offensichtlich lo¨st der Farbwechsel
das T-System auf. Existiert kein vierter Nachbar Q5 von QT , so treten in der re-
sultierenden Fa¨rbung ausschließlich nicht geschlossene Ketten auf. Existiert jedoch
ein vierter Nachbar Q5, so hat dieser, da Q1 vor dem Farbwechsel T-System war,
die neue Farbe von QT . Entha¨lt ♦i nach dem Farbwechsel ein T-System mit Kreu-
zungspunkt Q5, so verfahre man mit Q5 rekursiv in derselben Weise.
Im Anschluss stelle man die urspru¨ngliche Fa¨rbung von ♦i−1 wieder her und verfahre
analog mit der Ausgangsfarbe schwarz fu¨r Q1. Man wa¨hle diejenige Fa¨rbung, die in
der mo¨glichst ku¨rzeren maximalen Kettenla¨nge in ♦i resultiert.
Es bleibt der Fall, dass Ki und ♦i−1 drei Kanten gemeinsam haben. Q1 hat dann
genau drei Nachbarn in♦i−1. Besitzen alle Nachbarn dieselbe Farbe, so fa¨rbe manQ1
in der anderen Farbe.
Andernfalls fa¨rbe man Q1 in der Farbe, die genau ein Nachbar von Q1 besitzt.
Entsteht dabei ein T-System, so verfahre man analog zum Fall des Anfu¨gens mit
zwei gemeinsamen Kanten.







Abbildung 2.7: Fu¨r beide Farbwahlen des angefu¨gten einzelnen Vierecks Q1 entsteht
ein T-System in ♦i.
Wir zeigen zuna¨chst, dass der rekursive Teilalgorithmus terminiert. Dabei verwenden
wir a¨hnliche Argumente wie Nu¨rnberger, Schumaker und Zeilfelder [68]:
Lemma 2.5
Die rekursive Vorgehensweise aus Algorithmus 2.4, Fall 3, terminiert in linearer
Komplexita¨t.
Beweis: Sei QT ein Viereck, welches im Verlauf der Rekursion die Farbe wechselt.
Da QT Kreuzungspunkt eines T-Systems ist, besitzt QT genau drei gleichfarbige und
maximal einen andersfarbigen Nachbarn in ♦i. Pro Farbwechsel nimmt daher die
Anzahl der nicht passenden Kanten in ♦i um mindestens zwei ab. Daher terminiert
der Rekursionsalgorithmus in linearer Komplexita¨t zu |♦|. 
Wir zeigen nun wichtige Eigenschaften gefa¨rbter Quadrangulierungen:
Theorem 2.6
Mit Algorithmus 2.4 gefa¨rbte Quadrangulierungen besitzen die folgenden Eigenschaf-
ten:
(i) Mengen gleichfarbiger benachbarter Vierecke sind stets Ketten.
(ii) Ketten gleichfarbiger benachbarter Vierecke sind stets nicht geschlossen.
(iii) Beim Anfu¨gen eines Kegels vergro¨ßert sich die maximale Kettenla¨nge
ho¨chstens um eins.
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(iv) Eine solche Vergro¨ßerung ist nur in Fall 3 mo¨glich, es sei denn die Vergro¨ße-
rung ist von eins auf zwei, was nicht von Bedeutung ist, da stets Quadrangu-
lierungen mit maximaler Kettenla¨nge ≥ 2 betrachtet werden.
Beweis: Wir zeigen die Aussagen (i) bis (iv) induktiv. Zuna¨chst bemerken wir,
dass ein Kegel eine nicht geschlossene Kette von Vierecken ist. Die Aussagen (i)
und (ii) gelten somit fu¨r jeden Kegel K ⊆ ♦.
Die Fa¨rbung von K0 entha¨lt maximal zwei benachbarte gleichfarbige Vierecke, so-
dass (i) bis (iv) fu¨r ♦0 erfu¨llt sind. Seien nun die Aussagen (i) und (ii) nun fu¨r die
Teilquadrangulierung ♦i−1, i ∈ IN, erfu¨llt. Folglich geho¨ren die zu Ki benachbarten
Vierecke in ♦i−1 nicht geschlossenen Ketten an. Die maximale La¨nge dieser Ketten
sei mit l bezeichnet.
Wir betrachten zuna¨chst die Fa¨lle 1 und 2. Hier existieren genau zwei Kanten,
die ♦i−1 und Ki gemeinsam haben. In beiden Fa¨llen wird so gefa¨rbt, dass diese zwei
Kanten passend bleiben. Ferner wird Ki mit maximal einer nicht passenden inneren
Kante gefa¨rbt. Also bleiben die benachbarten Mengen gleichfarbiger Vierecke in ♦i
nicht geschlossene Ketten, und die maximale Kettenla¨nge vergro¨ßert sich nicht oder
von eins auf zwei. Es folgen die Aussagen (i) bis (iv) fu¨r die Fa¨lle 1 und 2.
Es bleibt Fall 3, und wir betrachten die folgenden Aussagen:
(a) Laut Voraussetzung bilden gleichfarbige Vierecke in ♦i−1 ausschließlich nicht
geschlossene Ketten.
(b) ♦i resultiert aus ♦i−1 durch Anfu¨gen genau eines Vierecks Q1.
(c) Q1 besitzt maximal einen gleichfarbigen Nachbarn in der bestehenden Qua-
drangulierung ♦i−1.
Aufgrund dieser Aussagen ist in ♦i das Viereck Q1
1. entweder in einer nicht geschlossenen Kette
2. oder in einem T-System T
von Vierecken gleicher Farbe enthalten.
Bilde Q1 zuna¨chst eine nicht geschlossene Kette gleicher Farbe. Es folgen die Aus-
sagen (i) und (ii). Aufgrund von Aussage (c) vergro¨ßert sich l um eins oder bleibt
unvera¨ndert. Es folgt Aussage (iii) fu¨r Fall 3. Aussage (iv) ist offensichtlich erfu¨llt.
Bilde Q1 nun ein T-System gleicher Farbe. Die Aussagen (i) und (ii) ergeben sich
unmittelbar aus Lemma 2.5. Aussage (iv) ist offensichtlich erfu¨llt. Es bleibt Aussa-
ge (iii): Mit der Entstehung des T-Systems erho¨ht sich die maximale Kettenla¨nge
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zuna¨chst nicht. Nach dem Farbwechsel eines Kreuzungspunkts QT in einem Rekur-
sionsschritt besitzt QT maximal einen Nachbarn Q˜T gleicher Farbe, d. h. die maxi-
male Kettenla¨nge erho¨ht sich um maximal eins. Diese Erho¨hung ist ferner nur beim
letzten Farbwechsel vor der Terminierung relevant. Andernfalls na¨mlich wa¨re Q˜T
im folgenden Rekursionsschritt Kreuzungspunkt des neu entstandenen T-Bausteins
und wu¨rde deshalb die Farbe wechseln. Insbesondere folgt Aussage (iii) fu¨r ♦i.
Also gelten die Aussagen (i) und (ii) fu¨r ♦i und die Aussagen (iii) und (iv) fu¨r das
Anfu¨gen von Ki. Per Induktion folgt die Korrektheit der Aussagen fu¨r ♦. 
Wir geben im Folgenden eine obere Schranke fu¨r die Anzahl der Rekursionsschritte
des rekursiven Teilalgorithmus:
Lemma 2.7
Fu¨r die Anzahl der Rekursionsschritte ist E
4
eine obere Schranke.
Beweis: Sei ♦ eine beliebige Quadrangulierung mit einer Fa¨rbung, in der gleich-
farbige benachbarte Vierecke stets in nicht geschlossenen Ketten auftreten. Ferner
sei ED ein Tupel, das die inneren Kanten von ♦ doppelt, die Randkanten einmal und
keine weiteren Elemente entha¨lt, und wir setzen ED := |ED|. Schließlich bezeichnen
wir mit µD bzw. µ die Anzahl der passenden Kanten in ED bzw. E und mit νD bzw. ν
die Anzahl der nicht passenden Kanten in ED bzw. E .
Da in ♦ gleichfarbige Vierecke stets in Ketten auftreten, besitzt jedes Viereck Q ∈ ♦
mindestens genauso viele passende Kanten wie nicht passende. Da Ketten gleichfar-
biger Vierecke in ♦ nicht geschlossen sind, existieren mit den Endpunkten der nicht
geschlossenen Ketten folglich Vierecke Q ∈ ♦, die mehr passende Kanten besitzen
als nicht passende. Da jede innere Kante von ♦ in genau zwei Vierecken Q1, Q2 ∈ ♦
enthalten ist und jede a¨ußere Kante in genau einem, folgt mit der Definition von ED
µD > νD. (2.1)
Da EB die inneren Kanten zweimal entha¨lt, ist
ED = E + EI .
Diese Gleichung impliziert wegen der Tatsache, dass alle Randkanten EB passend
sind
µD = µ+ (µ− EB) = 2µ− EB
νD = ν + (ν − 0) = 2ν
Eingesetzt in Gleichung (2.1) erha¨lt man
(2µ− EB) > (2ν − 0).
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In jeder Quadrangulierung ist EB ≥ 4. Es folgt 2µ > 2ν+4 und schließlich µ > ν+2.
Wegen Bemerkung 2.6 treten in einer Teilquadrangulierung ♦i, abgesehen von einem
einzigen T-System, gleichfarbige Vierecke stets in Ketten auf. Demnach besitzt ge-
nau ein Viereck QT ∈ ♦i mehr nicht passende Kanten als passende. U¨bertra¨gt man
obige Abscha¨tzung fu¨r die Fa¨rbung von ♦ auf die Fa¨rbung von ♦i, so existiert hier
folglich genau eine passende Kante weniger und eine nicht passende Kante mehr. Be-
zeichnet µ˙ die Anzahl der passenden und ν˙ die Anzahl der nicht passenden Kanten
in ♦i, so folgt demnach mit (µ˙+ 1) > (ν˙ − 1) + 2 schließlich
µ˙ > ν˙,
d. h. es ist mehr als die Ha¨lfte der Kanten in ♦i passend.
Zu Beginn der Rekursion ist folglich die Anzahl ν˙ der nicht passenden Kanten in ♦i
kleiner als E
2
. Da diese Anzahl laut Beweis zu Lemma 2.5 pro Iterationsschritt um
mindestens zwei abnimmt, finden weniger als E
4
Rekursionsschritte statt. 
Abschließend sei bemerkt, dass ein erstes T-System, wie in Fall 3 des Fa¨rbungsal-
gorithmus beschrieben, selten entsteht. Eine Rekursion mehrerer Farbwechsel tritt
nur in sehr seltenen Fa¨llen auf. Beliebige Quadrangulierungen werden mit Algorith-
mus 2.4 daher in linearer Komplexita¨t gefa¨rbt.
2.2.3 Klassen von Quadrangulierungen
Abha¨ngig von der maximalen Kettenla¨nge definieren wir im Folgenden Klassen von
Quadrangulierungen: Fu¨r lˆ ∈ IN, lˆ ≥ 2, bezeichne Klˆ die Menge aller durch Algo-
rithmus 2.4 konstruierbaren Quadrangulierungen mit maximalen Kettenla¨ngen ≤ lˆ.
Die Klasse mit maximaler Kettenla¨nge 2
Im Folgenden zeigen wir, dass die Klasse K2 eine allgemeine Klasse von natu¨rlichen
Quadrangulierungen ist.
Wie im Folgenden beschrieben, la¨sst sich bei der Konstruktion einer Quadrangulie-
rung ♦ ∈ K2 durch ein geeignetes Anfu¨gen von Kegeln erzielen, dass innere Eck-
punkte von vorgegebenen Graden entstehen. Auf diese Weise ergibt sich, dass K2
Quadrangulierungen unterschiedlichster Geometrie entha¨lt.
Es werden dabei ausschließlich natu¨rliche Quadrangulierungen konstruiert: Dabei
handelt es sich, grob gesprochen, um Zerlegungen, in welchen weder nahezu dege-
nerierte Vierecke noch Vierecke von stark unterschiedlicher Gro¨ße enthalten sind.
Mit folgender Konstruktionsregel erzeugen wir durch geeignetes Anfu¨gen von Ke-
geln an eine beliebige Teilquadrangulierung ♦i−1 ∈ K2 einen inneren Eckpunkt von
gegebenem Grad d, sodass die resultierende Quadrangulierung ebenfalls in K2 liegt.









Abbildung 2.8: Erzeugung eines inneren Eckpunkts vom Grad 3 (links)
bzw. Grad 4 (rechts).
1. Fu¨r die Konstruktion eines Eckpunkts vom Grad 3 kann wie folgt vorgegan-
gen werden. Bei den Mo¨glichkeiten 1.1 und 1.2 wird zu Randeckpunkten mit
bestimmten Eigenschaften angefu¨gt, bei Mo¨glichkeit 1.3 zu beliebigen Ran-
deckpunkten.
1.1 Existiert ein Randeckpunkt vi von ♦i−1 mit den folgenden Eigenschaften,
so fu¨ge man einen Kegel Ki = {Q} zu vi an:
(a) Der zu vi geho¨rende Innenwinkel von ♦i−1 ist > 180◦.
(b) Genau zwei Vierecke Q0, Q2 ∈ ♦i−1 besitzen vi als Eckpunkt, wobei
mindestens eine der folgenden Bedingungen erfu¨llt ist:
(i) Q0 und Q2 sind gleichfarbig.
(ii) Q0 besitzt keinen gleichfarbigen Nachbarn in ♦i−1.
(iii) Q2 besitzt keinen gleichfarbigen Nachbarn in ♦i−1.
Ein solches Anfu¨gen ist offensichtlich stets mo¨glich und fu¨hrt zu einer
Fa¨rbung, sodass ♦i ∈ K2 ist.
1.2 Falls ein Randeckpunkt vi von ♦i−1 existiert, welcher Eckpunkt eines
einzigen Vierecks ist, fu¨ge man einen Kegel Ki = {Q1, Q2} mit zwei
gemeinsamen Kanten zu vi an. Durch Algorithmus 2.4 werden Q1 und Q2
so gefa¨rbt, dass diese beiden Kanten passend sind. Auf diese Weise ist die
resultierende Quadrangulierung in K2.
1.3 Man fu¨ge zuna¨chst einen Kegel Ki von mindestens zwei Vierecken zu ei-
nem beliebigen Randeckpunkt v˜i ∈ V [♦i−1]B mit zwei gemeinsamen Kanten
an, sodass mindestens ein Randeckpunkt vi ∈ V [♦i]B mit Eigenschaften wie
in 1.1 entsteht. Offensichtlich ist eine solche Konstruktion stets mo¨glich.





Abbildung 2.9: Fall zweier benachbarter Randeckpunkte vb und vc mit Innenwin-
keln > 180◦ in ♦i−1
Die Vierecke aus Ki werden dann so gefa¨rbt, dass die resultierende Qua-
drangulierung ♦i in K2 ist. Im Anschluss fu¨ge man einen gefa¨rbten Ke-
gel Ki+1 = {Q} zu vi wie in 1.1 beschrieben an. Man erha¨lt dadurch einen
inneren Eckpunkt vom Grad drei, wobei die resultierende Quadrangulie-
rung ♦i+1 in K2 liegt. Ein Beispiel zeigt Abbildung 2.8 (links).
2. Fu¨r die Konstruktion eines inneren Eckpunkts vi vom Grad d ≥ 4 fu¨ge man
entweder einen Kegel von mindestens zwei Vierecken zu einem geeigneten Eck-
punkt vi an, oder man fu¨ge ein einzelnes Viereck zu einem Eckpunkt vi mit
entsprechenden Eigenschaften wie in 1.1 an. In beiden Fa¨llen ist die resultie-
rende Quadrangulierung offensichtlich in K2.
Weiterhin gibt es die Mo¨glichkeit, a¨hnlich wie in 1.3 vorzugehen: Zuna¨chst
fu¨ge man einen Kegel von mindestens zwei Vierecken zu einem Eckpunkt vi an,
sodass zu einem entstehenden Randeckpunkt vi+1 angefu¨gt werden kann und
der Grad von vi+1 nach dem Anfu¨gen d betra¨gt. Auch hier wird offensichtlich
so gefa¨rbt, dass eine Quadrangulierung in K2 resultiert. Ein Beispiel zeigt
Abbildung 2.8 (rechts) fu¨r d = 4.
Auch in den unter 2. geschilderten Fa¨llen entstehen Fa¨rbungen, in denen
gleichfarbige Vierecke stets nicht geschlossene Ketten von maximaler La¨nge
zwei bilden. Die Argumentation aus 1. ist hierbei analog anwendbar.
3. Es bleibt der Fall eines Anfu¨gens mit drei gemeinsamen Kanten. In diesem
Fall wird an einen von zwei benachbarten Eckpunkten angefu¨gt, an denen
die Teilquadrangulierung ♦i−1 Innenwinkel > 180◦ besitzt. Zwar treten bei
der Konstruktion von ♦ nicht notwendigerweise solche benachbarte Paare
von Randeckpunkten auf, doch auch in diesem Fall kann mit maximaler Ket-
tenla¨nge zwei gefa¨rbt werden. Bei einem Anfu¨gen zu benachbarten Eckpunkten
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mit Innenwinkeln > 180 Grad sind die Farben dreier umgebender Vierecke zu
beachten, siehe Abbildung 2.9.
Seien vb und vc zwei Randeckpunkte mit Innenwinkeln > 180
◦ in ♦i−1, und
seien mit va und vd die beiden zu {vb, vc} benachbarten Randeckpunkte be-
zeichnet, sodass va und vb sowie vc und vd benachbart sind. Ferner sei mit Q1
das Viereck in ♦i−1 mit Eckpunkten va und vb, mit Q2 das Viereck mit Eck-
punkten vb und vc und mit Q3 das Viereck mit Eckpunkten vc und vd bezeich-
net. Da ♦i−1 strikt konvex ist, sind diese drei Vierecke paarweise verschieden
und eindeutig.
3.1 Besitzen Q1, Q2 sowie Q3 dieselbe Farbe, so fu¨ge man Ki =
{[va, vb, vc, vd]} zu vb an und fa¨rbe Ki in der anderen Farbe.
3.2 Besitzen nicht alle Vierecke Q1, Q2, Q3 dieselbe Farbe, bezeichne Q das-
jenige Viereck Qi, i ∈ {1, 2, 3}, das nicht die Farbe der anderen beiden
Vierecke besitzt.
Besitzt Q dabei keine gleichfarbigen Nachbarn in ♦i, so fu¨ge man Ki wie
in 3.1 definiert zu vb an und fa¨rbe Ki in der Farbe von Q.
Andernfalls sei X die Farbe von Q und Y die andere Farbe. Man verfahre
wie folgt:
• Ist Q ∈ {Q1, Q3}, so betrachten wir zuna¨chst den Fall Q = Q3,
siehe Abbildung 2.10 (links). Es sei ve =
1
2
(va + vd). Außerdem
sei vf = vc + 2 · [12(vd + ve) − vc], d. h. man wa¨hlt vf , sodass das
Viereck Q5 = [vc, vd, ve, vf ] ein Trapez bildet.
Man fu¨ge zuna¨chst Q4 = [va, vb, vc, ve] zu vb an, und damit erha¨lt Q4
gema¨ß Algorithmus 2.4 die Farbe X. Danach fu¨ge man {Q5} zu vc
an, und Q5 erha¨lt die Farbe Y .
Fu¨r Q = Q1 verfahre man analog.














siehe Abbildung 2.10 (rechts). Nun sei ga die Gerade durch vb
und 1
2




Wir bezeichnen nun mit vg den Punkt auf ga mit Abstand d =
1
2
(va + ve) zum Schnittpunkt der Geraden ga und (va, vd), der nicht
im Dreieck [va, vb, ve] liegt. Ebenso bezeichnen wir mit vh den Punkt
auf gb mit Abstand d zum Schnittpunkt der Geraden gb und (va, vd),
der nicht im Dreieck [vc, vd, vf ] liegt.





























Abbildung 2.10: Anfu¨gen von Kegeln an benachbarte Randeckpunkte mit Innenwin-
keln > 180◦ in ♦−i−1, Fall 3.2; Dabei ist die Farbe X jeweils weiß, Y schwarz.
Es seien die Vierecke Q4, Q5, Q6 sowie Q7 wie folgt definiert:
Q4 = [vb, vc, vf , ve]
Q5 = [va, vb, ve, vg]
Q6 = [vc, vd, vh, vf ]
Q7 = [ve, vf , vh, vg]
Man fu¨ge {Q4, Q5} zu vb an, wobei laut Fa¨rbungsalgorithmus Q4 die
Farbe Y erha¨lt und Q5 die Farbe X. Im Anschluss fu¨ge man {Q6}
zu vc an, und Q6 erha¨lt die Farbe X. Zuletzt fu¨ge man {Q7} zu ve
an, und Q7 wird mit Y gefa¨rbt. Beim letzten Anfu¨gen existieren drei
gemeinsame Kanten.
In allen Situationen von 3. ist die Konstruktion offensichtlich so gewa¨hlt, dass
Quadrangulierungen mit maximaler Kettenla¨nge zwei entstehen.
Abbildung 2.11 gibt ein Beispiel fu¨r eine natu¨rliche Quadrangulierung aus K2 mit
vielen Eckpunkten vom Grad drei.
Offensichtlich gilt fu¨r die Klassen Klˆ, lˆ ≥ 2, die folgende Relation:
Ki ⊆ Kj, i, j ∈ IN, 2 ≤ i ≤ j.
Je gro¨ßer lˆ gewa¨hlt wird, desto gro¨ßer ist die Anzahl der Quadrangulierungen, die
sich in a¨hnlicher Weise wie in 1. bis 3. beschrieben fa¨rben lassen.
Somit fu¨hrt der entwickelte Fa¨rbungsalgorithmus fu¨r zunehmende lˆ zu immer gro¨ße-
ren Klassen von Quadrangulierungen, bei denen Ketten gleichfarbiger Vierecke ma-
ximal La¨nge lˆ besitzen. Insbesondere ergibt sich dabei wie gesehen bereits fu¨r lˆ = 2
eine allgemeine Klasse.




























































Abbildung 2.11: Eine Quadrangulierung aus K2; Die Ziffern an den Eckpunkten
kennzeichnen die Reihenfolge beim Anfu¨gen der Kegel an die jeweiligen Teilqua-
drangulierungen wie in Algorithmus 2.1.
2.3 Interpolation und Fa¨rbung
Wir verwenden die entwickelten Fa¨rbungsverfahren nun fu¨r die lokale Lagrange-
Interpolation mit bivariaten C1-Splines auf Quadrangulierungen. Fu¨r kubische In-
terpolanten beschreiben Nu¨rnberger, Schumaker und Zeilfelder [68] eine Interpolati-
onsmethode, basierend auf einer Schwarzweißfa¨rbung der Vierecke. Diese Methode
stellen wir in Abschnitt 2.3.1 dar.
In Abschnitt 2.3.2 verallgemeinern wir die Methode auf Splines von beliebigem
Grad ≥ 3. Dabei ist die Wahl von Interpolationspunkten im Inneren der Vierecke
wesentlich komplexer als im kubischen Fall. Zudem ergeben sich umfangreichere und
komplexere Beweise fu¨r die Interpolationseigenschaft der konstruierten Mengen und
die Stabilita¨t der Methode. Schließlich zeigen wir die optimale Approximationsord-
nung des Verfahrens.
In Abschnitt 2.3.3 untersuchen wir den Einfluss verwendeter Fa¨rbungen auf Interpo-
lationseigenschaften. Wir fa¨rben die betrachteten Quadrangulierungen ♦ mit Algo-
rithmus 2.4 statt mit dem in [68] beschriebenen Fa¨rbungsverfahren. Dabei betrach-
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ten wir sowohl beliebige Fa¨rbungen als auch Fa¨rbungen mit maximaler Kettenla¨nge
zwei. In beiden Fa¨llen vereinfacht sich die Methode, und man erha¨lt Interpolanten
mit sta¨rkeren Lokalita¨tseigenschaften. Bei Quadrangulierungen aus K2 erha¨lt man
daru¨ber hinaus Splinera¨ume von geringerer Dimension.
2.3.1 Interpolation mit kubischen Splines
Nu¨rnberger, Schumaker und Zeilfelder [68] geben eine Lo¨sung des folgenden lokalen
Lagrange-Interpolationsproblems fu¨r kubische C1-Splines auf Quadrangulierungen:
Problem 2.8
Gegeben sei eine Quadrangulierung ♦ mit Eckpunkten V . Gesucht ist eine geeignete
Triangulierung ♦|− von ♦ und eine Lagrange-Interpolationsmenge L fu¨r den Spline-
raum S13 (♦|−) mit der Eigenschaft V ⊂ L.
Die Vorgehensweise ist wie folgt: In einem ersten Schritt werden die Vierecke aus ♦
durch folgenden einfachen Algorithmus schwarzweiß gefa¨rbt:
Algorithmus 2.9 (Fa¨rbung nach Nu¨rnberger, Schumaker & Zeilfelder)
Man beginne mit einer beliebigen Schwarzweißfa¨rbung von ♦. Solange ein Viereck
mit drei oder vier gleichfarbigen Nachbarn existiert, wechsle man die Farbe dieses
Vierecks.
Mit a¨hnlichen Argumenten wie im Beweis zu Lemma 2.5 terminiert dieser Algorith-
mus in linearer Komplexita¨t und fu¨hrt zu einer Fa¨rbung, in welcher gleichfarbige be-
nachbarte Vierecke stets in Ketten auftreten. Statt mit diesem Algorithmus ko¨nnen
die Vierecke auch mit den in Abschnitt 2.2 entwickelten Methoden gefa¨rbt werden.
Im Anschluss wird ♦ wie folgt trianguliert: In den schwarzen Ketten (Q1, . . . , Qn)
fu¨gt man in jedem Viereck mit ungeradem Index eine Diagonale hinzu. In allen
verbleibenden Vierecken von ♦ fu¨gt man beide Diagonalen hinzu. Die resultierende
Triangulierung wird mit ♦|− bezeichnet.
Anschließend wird eine Teilmenge der Be´zier-Bernstein-Punkte von ♦|− als Inter-
polationspunkte gewa¨hlt. Dabei wa¨hlt man zuna¨chst Punkte auf den Kanten der
Vierecke:
Algorithmus 2.10
Fu¨r l = 4, . . . , 1 wiederhole: Solange ein Viereck Q ∈ ♦ mit l nicht gewa¨hlten Eck-
punkten existiert, wa¨hle man alle Rand-Be´zier-Bernstein-Punkte von Q ausgenom-
men der bereits gewa¨hlten Eckpunkte sowie deren Nachbarn. Die in der Iteration l
durchlaufenen Vierecke seien als vom Typ l bezeichnet.
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l=4 l=3 l=2 l=1
Abbildung 2.12: Die in Algorithmus 2.10 auf den Kanten der Vierecke gewa¨hlten
Interpolationspunkte; Die bereits gewa¨hlten Eckpunkte sind mit
”
o“ gekennzeichnet.
Es werden in Algorithmus 2.10 also stets Vierecke mit einer gro¨ßtmo¨glichen Anzahl l
nicht gewa¨hlter Eckpunkte betrachtet, siehe Abbildung 2.12. LE bezeichnet die
Menge der gewa¨hlten Punkte.
Im Anschluss werden weitere Interpolationspunkte im Inneren der Vierecke gewa¨hlt.
Wieder handelt es sich bei dieser Wahl um eine Teilmenge der Be´zier-Bernstein-
Punkte von ♦|−:
Algorithmus 2.11
Man wa¨hle eine Teilmenge der Be´zier-Bernstein-Punkte von ♦|− als Interpolations-
punkte wie folgt:
1. Fu¨r jedes benachbarte Paar zweigeteilter schwarzer Vierecke wa¨hle man das
Baryzentrum von genau einem Mikrodreieck des Paars. Solche Paare treten in
schwarzen geschlossenen Ketten von ungerader La¨nge auf.
2. Fu¨r jedes weitere zweigeteilte Viereck Q wa¨hle man das Baryzentrum von
genau einem Mikrodreieck von Q.
3. Man wa¨hle zuna¨chst fu¨r jedes viergeteilte schwarze Viereck, dann fu¨r jedes
viergeteilte weiße Viereck mit geradem, zuletzt mit ungeradem Index Interpo-
lationspunkte wie folgt:
Bezeichne k die Anzahl der Kanten von Q, die bereits durchlaufenen Nach-
barvierecken angeho¨ren. Dann ist k ∈ {1, 2}, falls Q schwarz ist und k ∈
{0, . . . , 4}, falls Q weiß ist. Wir bezeichnen mit v0 den Schnittpunkt der Dia-
gonalen von Q und mit v1, . . . , v4 die Eckpunkte von Q, sodass [vi, vi+1] eine
Kante von Q ist fu¨r alle i = 1, 2, 3. In Abha¨ngigkeit von k wa¨hle man folgende
Interpolationspunkte:
k=4 : Man wa¨hle keine Interpolationspunkte in Q.
k=3 : Man wa¨hle v0.
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Abbildung 2.13: Die in Algorithmus 2.11 im Inneren der viergeteilten Vierecke
gewa¨hlten Interpolationspunkte fu¨r k = 4, 3, 2, 1, 0; Die Kanten, welche bereits
durchlaufenen Nachbarvierecken angeho¨ren, sind durch Pfeile gekennzeichnet.






vi, i ∈ {1, 2, 3, 4}.
Falls die beiden Kanten, welche bereits durchlaufenen Nachbarvierecken
angeho¨ren, einen gemeinsamen Punkt vj, j ∈ {1, 2, 3, 4}, besitzen, ist i
so zu wa¨hlen, dass |i− j| = 1 gilt.
k=1 : In einem der Mikrodreiecke wa¨hle man alle Be´zier-Bernstein-Punkte mit
Abstand ≤ 1 zu v0.
k=0 : In einem der Mikrodreiecke wa¨hle man alle Be´zier-Bernstein-Punkte mit
Abstand ≤ 1 zu v0 und außerdem das Baryzentrum dieses Mikrodreiecks.
Die Menge der in Algorithmus 2.11 gewa¨hlten Punkte wird mit LI bezeichnet.
Abbildung 2.13 zeigt die im Inneren der viergeteilten Vierecke gewa¨hlten Punkte in
Abha¨ngigkeit zu bereits durchlaufenen Nachbarvierecken.
Nu¨rnberger, Schumaker und Zeilfelder zeigen folgende Eigenschaften der Interpola-
tionsmethode:
Theorem 2.12 (Interpolation nach Nu¨rnberger, Schumaker & Zeilfelder)
L := LE ∪ LI ist eine lokale Lagrange-Interpolationsmenge fu¨r den Raum S1q (♦|−).
Außerdem ist die Interpolationsmethode stabil und besitzt optimale Approximations-
ordnung.
2.3.2 Interpolation mit Splines ho¨heren Grades
Wir verallgemeinern dieses Verfahren nun fu¨r Spline-Interpolanten von beliebigem
Grad q ≥ 3. Die Wahl von Interpolationspunkten im Inneren der viergeteilten Vier-
ecke ist dabei komplexer als bei einer Beschra¨nkung auf den kubischen Fall. Wir
zeigen die Interpolationseigenschaft fu¨r die konstruierten Mengen und weiterhin Lo-
kalita¨t und optimale Approximationsordnung der Methode. Die Interpolanten sind
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stabil bestimmbar. Diese Beweise sind wesentlich komplexer und umfangreicher als
fu¨r q = 3.
Sei eine Quadrangulierung ♦ wie in Problem 2.8 gegeben und wir lo¨sen das analoge
Problem fu¨r Splinera¨me S1q (♦|−) von beliebigem Grad q ≥ 3.
Wir fa¨rben die Vierecke zuna¨chst wie in [68] oder nach dem in Abschnitt 2.2 ent-
wickelten Verfahren. Anschließend triangulieren wir ♦ wie in Abschnitt 2.3.1 be-
schrieben und bezeichnen die resultierende Triangulierung mit ♦|−.
Fu¨r q = 3 konstruieren wir eine Interpolationsmenge durch die Algorithmen 2.10
und 2.11. Fu¨r q ≥ 4 wa¨hlen wir zuna¨chst folgende Interpolationspunkte auf den
Kanten von ♦:
Algorithmus 2.13
Sei q ≥ 4. Fu¨r l = 4, 3, 2, 1 gehe man wie folgt vor: Solange ein Viereck Q ∈ ♦
mit l nicht gewa¨hlten Eckpunkten existiert, wa¨hle man alle Rand-Be´zier-Bernstein-
Punkte von Q mit Abstand ≥ 2 zu den bereits gewa¨hlten Eckpunkten.
Nach diesem Schritt wa¨hle man auf jeder Kante [a, b] von ♦, die keinem dieser
Vierecke angeho¨rt, alle Be´zier-Bernstein-Punkte mit Abstand ≥ 2 zu a und b. Die
in der Iteration l durchlaufenen Vierecke seien als vom Typ l bezeichnet.
Wie im kubischen Fall werden in Algorithmus 2.13 stets Vierecke mit mo¨glichst
vielen nicht gewa¨hlten Eckpunkten betrachtet. Wir bemerken, dass es sich bei der
Menge L[E]q der gewa¨hlten Punkte um eine Teilmenge der Be´zier-Bernstein-Punkte
von ♦|− handelt.
Anschließend wa¨hlen wir weitere Be´zier-Bernstein-Punkte im Inneren der Vierecke
als Interpolationspunkte. Dabei stellen wir zuna¨chst die auf den Mikrodreiecken der
viergeteilten Vierecke zu wa¨hlenden Interpolationspunkte dar:
Algorithmus 2.14
Sei T = [v0, v1, v2] ein Mikrodreieck, das entsteht, indem ein strikt konvexes Vier-
eck Q = [v1, v2, v3, v4] durch Hinzufu¨gen der Vierecksdiagonalen [v1, v3] und [v2, v4]
unterteilt wird. Hierbei bezeichne v0 den Diagonalenschnittpunkt. Sei ferner q ≥ 4.
Man wa¨hle auf T alle Be´zier-Bernstein-Punkte mit Ausnahme von folgenden Punk-
ten als Interpolationspunkte:





v0, j = 1, 2, sowie allen Punkten auf [v1, v2].
2. allen Punkten mit Abstand ≤ 1 zu denjenigen Kanten und Eckpunkten von T ,
welche bereits durchlaufenen Dreiecken angeho¨ren.








v2, falls v0 einem durchlaufenen Dreieck angeho¨rt.
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Abbildung 2.14: Interpolationspunkte auf einem Mikrodreieck eines viergeteilten
Vierecks fu¨r den Fall q = 6; Die Kanten und Eckpunkte, welchen bereits durchlau-
fenen Dreiecken angeho¨ren, sind durch Pfeile gekennzeichnet.





v0, falls beide Kanten [v1, v2] und [vj, v5−j]
durchlaufenen Dreiecken angeho¨ren.
Abbildung 2.14 stellt diese Punktmengen fu¨r den Fall q = 6, abha¨ngig von den
Eckpunkten und Kanten, die durchlaufenen Dreiecken angeho¨ren, dar.
Mit diesen Punktmengen la¨sst sich die Wahl weiterer Interpolationspunkte im In-
neren der Vierecke in einfacher Weise formulieren:
Algorithmus 2.15
Sei q ≥ 4. Man wa¨hle eine Teilmenge der Be´zier-Bernstein-Punkte von ♦|− als Inter-
polationspunkte wie folgt. Dabei bezeichne man jedes betrachtete Mikrodreieck als
durchlaufen.
1. In jedem zweigeteilten Viereck wa¨hle man alle Be´zier-Bernstein-Punkte auf
der durchgezogenen Diagonalen [a, b] mit Abstand ≥ 2 zu a und b.
2. Fu¨r jedes einzelne zweigeteilte Viereck Q wa¨hle man alle inneren Be´zier-Bern-
stein-Punkte von genau einem Mikrodreieck von Q. Im zweiten Mikrodreieck
wa¨hle man alle inneren Be´zier-Bernstein-Punkte mit Abstand ≥ 2 zur durch-
gezogenen Diagonalen von Q.
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3. Fu¨r jedes Paar {Q1, Qm} zweigeteilter Vierecke mit gemeinsamer Kante f
verfahre man mit Viereck Q1 wie in 2. Im Mikrodreieck von Qm mit Kante f
wa¨hle man alle inneren Be´zier-Bernstein-Punkte mit Abstand ≥ 2 zu f . Im
zweiten Mikrodreieck von Qm wa¨hle man alle inneren Be´zier-Bernstein-Punkte
mit Abstand ≥ 2 zur durchgezogenen Diagonalen von Qm. Wir bemerken, dass
benachbarte Paare zweigeteilter Vierecke in schwarzen geschlossenen Ketten
von ungerader La¨nge auftreten.
4. Zuletzt wa¨hle man sukzessive Interpolationspunkte auf jedem viergeteilten
Viereck Q. Man beginne mit den schwarzen Vierecken und fahre mit den wei-
ßen geraden und zuletzt mit den weißen ungeraden Vierecken fort.
Fu¨r jedes Mikrodreieck T von Q wa¨hle man Interpolationspunkte wie in Algo-
rithmus 2.14 beschrieben. Falls Mikrodreiecke T von Q existieren, fu¨r welche
die gemeinsame Kante von Q und T einem durchlaufenen Nachbardreieck an-
geho¨rt, so betrachte man diese Mikrodreiecke zuerst.
Wir bezeichnen die Menge der durch Algorithmus 2.15 gewa¨hlten Punkte mit L[I]q .
Durch die Betrachtung einzelner Mikrodreiecke anstelle der Vierecke verringert sich
in den folgenden Beweisen die Anzahl der zu betrachtenden Fa¨lle erheblich. Dabei
ist von Bedeutung, dass zuna¨chst diejenigen Mikrodreiecke T eines viergeteilten
Vierecks Q mit gemeinsamer Kante T ∩Q zu einem durchlaufenen Nachbardreieck
behandelt werden.
Fu¨r den Fall q = 3 zeigen Nu¨rnberger, Schumaker und Zeilfelder in einfacher Wei-
se unter ausschließlicher Verwendung von Be´zier-Bernstein-Techniken, dass L eine
Interpolationsmenge fu¨r den Raum S13 (♦|−) ist. Bei den ho¨hergradigen Interpolan-
ten ist es hier nicht mo¨glich, von den Be´zier-Bernstein-Koeffizienten direkt auf die
Interpolationswerte zu schließen.
Wir zeigen daher, dass das homogene Interpolationsproblem nur trivial lo¨sbar ist,
indem wir von den Polynomstu¨cken sukzessive Geraden abspalten.
Zuna¨chst beno¨tigen wir die Dimension des Interpolationsraums, die wir u¨ber Be´zier-
Bernstein-Methoden ermitteln:
Lemma 2.16
Sei q ≥ 4. Die Menge Lq := L[E]q ∪ L[I]q der gewa¨hlten Interpolationspunkte ist eine
minimal bestimmende Menge fu¨r den Raum S1q (♦|−). Insbesondere ist dim S1q (♦|−) =
|Lq|.
Beweis: Wir untersuchen zuna¨chst, welche Be´zier-Bernstein-Koeffizienten eindeu-
tig bestimmt sind, falls die zu L[E]q geho¨renden Koeffizienten vorgegeben sind. Hierfu¨r
werden alle C1-Bedingungen u¨ber die Eckpunkte von ♦ beru¨cksichtigt. Im Anschluss
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zeigen wir, dass alle restlichen Koeffizienten in eindeutiger Weise bestimmt sind,
falls die verbleibenden, in Algorithmus 2.15 gewa¨hlten Be´zier-Bernstein-Koeffizien-
ten vorgegeben sind. Dabei werden die noch nicht beru¨cksichtigten C1-Bedingungen
verwendet.
Seien also die zu L[E]q geho¨renden Be´zier-Bernstein-Koeffizienten vorgegeben.
Behauptung 1: Dann sind durch die C1-Bedingungen u¨ber den Eckpunkten
von ♦ alle Be´zier-Bernstein-Koeffizienten auf den Kanten von ♦ und den C1-Ringen
in ♦|− um die Knoten aus ♦ eindeutig bestimmt.
Wir zeigen diese Behauptung induktiv fu¨r alle Teilquadrangulierungen der durch-
laufenen Vierecke. Dabei seien mit Q1, . . . , Qn ∈ ♦ die in Algorithmus 2.13 nachein-
ander durchlaufenen Vierecke bezeichnet. Beim Durchlauf von Q1 werden alle Rand-
Be´zier-Bernstein-Koeffizienten von Q1 gewa¨hlt. Insbesondere sind die Be´zier-Bern-
stein-Koeffizienten der vier Eckpunkte von Q1 sowie jeweils zwei Nachbarpunkte
eindeutig bestimmt, und die C1-Bedingungen u¨ber diese vier Eckpunkte ziehen die
eindeutige Bestimmtheit der C1-Ringe in ♦|− um diese Eckpunkte nach sich, d. h. die
Behauptung gilt fu¨r i = 1. Gelte die Behauptung nun fu¨r die Teilquadrangulie-
rung ♦i−1, i−1 ∈ {1, . . . , n−1}. Vor dem Durchlauf des Vierecks Qi sind genau die
bereits gewa¨hlten Eckpunkte von Qi Eckpunkte von ♦i−1, d. h. nach Induktions-
annahme sind in Qi genau die Be´zier-Bernstein-Koeffizienten zu diesen Eckpunkten
und deren Nachbarn bereits bestimmt. Gema¨ß Algorithmus 2.13 werden alle ver-
bleibenden Rand-Be´zier-Bernstein-Koeffizienten von Qi gewa¨hlt. Insbesondere sind
daher die Be´zier-Bernstein-Koeffizienten zu jedem bislang noch nicht gewa¨hlten Eck-
punkt von Qi und zu jeweils zwei Nachbarpunkten bestimmt. Durch die C
1-Bedin-
gungen u¨ber diese Eckpunkte sind daher die C1-Ringe in ♦|− um diese Eckpunkte
eindeutig bestimmt. Also folgt die Behauptung fu¨r ♦i.
Ebenso sind auf den verbleibenden Kanten [a, b] von ♦, die keinem Viereck aus ♦
angeho¨ren, die Be´zier-Bernstein-Koeffizienten mit Abstand ≤ 1 zu a oder b bereits
bestimmt. Die Punkte mit Abstand > 1 werden gema¨ß Algorithmus 2.13 gewa¨hlt.
Es folgt Behauptung 1. 
Seien nun alle zu den Interpolationspunkten aus Lq geho¨renden Be´zier-Bernstein-
Koeffizienten vorgegeben. Zuna¨chst zeigen wir
Behauptung 2: Mit den verbleibenden C1-Bedingungen u¨ber die durchgezo-
genen Diagonalen der zweigeteilten Vierecke und u¨ber die gemeinsamen Kanten
von Paaren zweigeteilter Vierecke sind alle Be´zier-Bernstein-Koeffizienten auf den
zweigeteilten Vierecken in eindeutiger Weise bestimmt.
Wir betrachten zuna¨chst ein einzelnes zweigeteiltes Viereck mit der durchgezoge-
nen Diagonalen e. Es verbleiben die inneren Be´zier-Bernstein-Koeffizienten der bei-
den Mikrodreiecke. In genau einem der Mikrodreiecke sind wegen Algorithmus 2.15,
Nr. 2, alle inneren Be´zier-Bernstein-Koeffizienten vorgegeben. Durch die verbleiben-














Abbildung 2.15: Notationen zu den Beweisen von Lemma 2.16, Lemma 2.17 und
Theorem 2.18 (q=6)
den C1-Bedingungen u¨ber e sind deshalb alle inneren Koeffizienten des zweiten Mi-
krodreiecks mit Abstand eins zu e in eindeutiger Weise bestimmt. Die verbleibenden
Koeffizienten sind wegen Algorithmus 2.15, Nr. 2, vorgegeben.
Dieselbe Argumentation gilt fu¨r ein Viereck Q1 eines Paares {Q1, Qm} zweigeteilter
Vierecke. Im Viereck Qm sei Tm,1 dasjenige Mikrodreieck mit Tm,1 ∩ Q1 = a 6=
∅. Wegen den verbleibenden C1-Bedingungen u¨ber die gemeinsame Kante a sind
die inneren Be´zier-Bernstein-Koeffizienten in Tm,1 mit Abstand eins zu a eindeutig
bestimmt, und die verbleibenden inneren Koeffizienten sind vorgegeben. Fu¨r das
zweite Mikrodreieck Tm,2 von Qm gilt dieselbe Argumentation wie fu¨r das zweite
Mikrodreieck eines einzelnen zweigeteilten Vierecks. Es folgt Behauptung 2. 
Es verbleiben die viergeteilten Vierecke. Wir betrachten den Durchlauf eines
Mikrodreicks T1 = [v0, v1, v2] eines viergeteilten Vierecks Q und verwenden die in
Abbildung 2.15 dargestellte Notation. Ferner seien fu¨r t = 1, . . . , 4 und i+j+k = q,
i, j, k ∈ IN0, mit P [t]ijk der Be´zier-Bernstein-Punkt und mit c[t]ijk der zugeho¨rige Koef-
fizient im Dreieck Tt bezeichnet und weiterhin seien Pijk = P
[1]




Behauptung 3: Mit den verbleibenden C1-Bedingungen u¨ber die durchlau-
fenen Nachbarn angeho¨renden Kanten und Eckpunkte von T1, ausgenommen der
Bedingungen u¨ber die Eckpunkte v1 und v2, lassen sich alle verbleibenden Be´zier-
Bernstein-Koeffizienten auf T1 in eindeutiger Weise bestimmten, wobei die folgende
Ausnahme gilt:
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Geho¨ren fu¨r j = 1, 2 die Kanten [v1, v2] sowie [vj, vj+2] durchlaufenen






v0 geho¨rende Koeffizient als einziger Koeffizient auf T1 nicht bestimmen.
Er wird erst mit dem Durchlauf des Nachbardreiecks mit gemeinsamer
Kante [v0, vj] bestimmt.
Es sei bemerkt, dass die C1-Bedingungen u¨ber v1 und v2 schon verwendet wur-
den. Außerdem sind die Koeffizienten auf [v1, v2] und des Weiteren die Koeffizien-
ten c1,q−1,0 sowie c1,0,q−1 bereits bestimmt. Fu¨r eine Darstellung der Situation, siehe
Abbildung 2.15
Geho¨rt nun v0 keinem durchlaufenen Nachbarn an, so handelt es sich um das erste
durchlaufene Dreieck inQ, und es ist auch [v0, vj] nicht bestimmt fu¨r alle j = 1, . . . , 4.
Es werden dann in T1 folgende Punkte gewa¨hlt:
Pq00, Pq−1,1,0, Pq−1,0,1, Pq−2,1,1





q−1,0,1 bestimmt, und wir betrachten ferner die C
1-Bedingungen Aq−1, Bq−1 so-
wie die entsprechenden Bedingungen auf den Kanten [v0, v3] und [v0, v4]. Mit diesen
Bedingungen sind die Koeffizienten c
[t]
q−2,1,1, t = 2, 3, 4, in eindeutiger Weise be-
stimmt. Da im Eckpunkt v0 jede Kante degeneriert ist, liegt keine U¨berbestimmung











q−2,1,1 : t = 1, . . . , 4
}
in eindeutiger Weise bestimmt. Insbesondere sind die in T1 liegenden Koeffizienten
aus C1 bestimmt.
Geho¨rt v0 dagegen einem durchlaufenen Nachbarn an, so handelt es sich nicht um
das erste durchlaufene Dreieck in Q, d. h. die in T1 liegenden Koeffizienten aus C1
sind bereits bestimmt.
Wir untersuchen als Na¨chstes die Koeffizienten
C2 = {c1,i,q−i−1 : i = 1, . . . , q − 2} .
Geho¨rt [v1, v2] einem durchlaufenen Nachbarn an, dann sind diese Koeffizienten
durch die Bedingungen C1, . . . , Cq−1 bestimmt, andernfalls werden die zugeho¨rigen
Punkte gewa¨hlt.
Wu¨rde eine der Kanten [v1, v3] und [v2, v4] einem durchlaufenen Nachbarn angeho¨ren,
nicht aber [v1, v2], so ga¨be es durch die Bedingung A1 bzw. B1 eine U¨berbestimmung
des Koeffizienten c1,q−2,1 bzw. c1,1,q−2. Da gema¨ß Algorithmus 2.15 jedoch zuna¨chst
diejenigen Mikrodreiecke T1 mit einem bereits durchlaufenen Nachbarn angeho¨ren-
der Kante [v1, v2] durchlaufen werden, ist dieser Fall ausgeschlossen.
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den zugeho¨rigen Koeffizienten cj. Zuna¨chst nehmen wir an, dass die Kanten [v1, v2]
und [vj, vj+2] nicht beide zugleich durchlaufenen Nachbarn angeho¨ren. Dann ist cj
eindeutig bestimmt, falls [v0, vj] einem bereits durchlaufenen Nachbarn angeho¨rt.
Geho¨rt [v0, vj] keinem durchlaufenen Nachbarn an, so wird Pj gewa¨hlt. Seien im
Folgenden also beide Kanten [v1, v2] sowie [vj, vj+2] Kanten von bereits durchlau-
fenen Nachbarn. Geho¨rt außerdem auch [v0, vj] einem durchlaufenen Nachbarn an,
so betrachte man die Bedingung A1 fu¨r j = 1 und B1 fu¨r j = 2: Durch diese
Bedingung ist der Koeffizient cj in eindeutiger Weise bestimmt, da die Nachbarko-
effizienten von cj im Inneren der Mikrodreiecke bestimmt sind. Ist jedoch [v0, vj]
nicht bestimmt, so ist cj noch nicht bestimmt, siehe Behauptung). Wir bezeich-
nen Cj = {cj−2} fu¨r j = 3, 4.
Verbleiben fu¨r j = 1, 2 Koeffizienten auf der Kante [v0, vj], so werden die zugeho¨ri-
gen Punkte genau dann gewa¨hlt, falls die Kante keinem durchlaufenen Nachbarn
angeho¨rt.
Fu¨r q ≥ 5 fahren wir fort mit den Koeffizienten
C5 := {ci,q−i−1,1 : i = 2, . . . , q − 3}.
Geho¨rt [v0, v1] einem durchlaufenen Nachbarn an, so sind diese Koeffizienten durch
die Bedingungen A2, . . . , Aq−2 in eindeutiger Weise bestimmt. Andernfalls werden
die zugeho¨rigen Be´zier-Bernstein-Punkte gewa¨hlt.
Analog verha¨lt es sich fu¨r q ≥ 5 mit den Koeffizienten
C6 := {ci,1,q−i−1 : i = 2, . . . , q − 3}:
Fu¨r q ≥ 6 verbleiben die Koeffizienten
C7 := {ci,j,k : i+ j + k = q, i, j, k ∈ {2, . . . , q − 2}} .
Die zugeho¨rigen Punkte werden gewa¨hlt. Es folgt Behauptung 3. 
Wie gesehen sind die Be´zier-Bernstein-Koeffizienten im Inneren der zweigeteilten
Vierecke, auf den Kanten von ♦ und den C1-Ringen in ♦|− um Eckpunkte aus ♦
eindeutig bestimmt. Mit Behauptung 3 zeigen wir per Induktion, dass die verblei-
benden C1-Bedingungen alle verbleibenden Koeffizienten von s in eindeutiger Weise
bestimmen und keine U¨berbestimmung vorliegt.
Zuna¨chst zeigen wir
Behauptung 4: Nach dem Durchlauf aller Mikrodreiecke eines viergeteilten
Vierecks Q sind durch die C1-Bedingungen u¨ber die mit durchlaufenen Nachbarn
gemeinsamen Kanten und u¨ber die durchgezogenen Diagonalen alle Koeffizienten
auf Q in eindeutiger Weise bestimmt.
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Mit dem Durchlauf eines Mikrodreiecks T1 von Q werden gema¨ß Behauptung 3 alle






v0 geho¨rende Koeffizient noch nicht bestimmt, so geschieht diese
Bestimmung mit dem Durchlauf des entsprechenden Nachbardreiecks T˜1, welches
ebenfalls Mikrodreieck von Q ist. Insgesamt sind also alle Koeffizienten auf Q ein-
deutig bestimmt. Somit gilt Behauptung 4. 
Mit dieser Behauptung folgt induktiv, dass alle Be´zier-Bernstein-Koeffizienten von s
unter Verwendung aller C1-Bedingungen eindeutig bestimmt sind und dass keine
U¨berbestimmung vorliegt: Mit dem Durchlauf des ersten viergeteilten Vierecks Q
sind alle Koeffizienten auf Q eindeutig bestimmt. Selbiges gilt fu¨r jedes weiter durch-
laufene viergeteilte Viereck. Nach dem Durchlauf des letzten viergeteilten Vierecks
sind unter Beru¨cksichtigung aller C1-Bedingungen sa¨mtliche Be´zier-Bernstein-Koef-
fizienten von s in eindeutiger Weise bestimmt.
Dies beweist Lemma 2.16. 
Wir zeigen nun, dass Lq, q ≥ 4, eine Lagrange-Interpolationsmenge fu¨r den
Raum S1q (♦|−) ist. Hierfu¨r verwenden wir folgendes
Lemma 2.17
Sei q ≥ 4. Weiterhin seien auf einem Mikrodreieck T1 eines viergeteilten Vierecks Q
folgende Bedingungen erfu¨llt:
(i) s(z) = 0 fu¨r alle z ∈ Lq ∩ T1
(ii) s|δQ ≡ 0
(iii) s|T ≡ 0 fu¨r alle durchlaufenen angrenzenden Dreiecke T .
Dann folgt s|T1 ≡ 0.
Beweis: Sei T1 ein Mikrodreieck von Q, fu¨r welches die Bedingungen (i) bis (iii)
erfu¨llt sind. Wir verwenden im Folgenden die Notation aus dem Beweis zu Lem-
ma 2.16 und bezeichnen außerdem mit eij den Einheitsvektor in Richtung der Kan-
te [vi, vj] fu¨r alle i, j ∈ {0, . . . , 4}, i 6= j. Zuerst zeigen wir, dass der Interpolant auf
den Kanten von T1 gleich Null ist. Dabei ist fu¨r [v1, v2] wegen (ii) nichts zu zeigen.
Geho¨re v0 zuna¨chst keinem durchlaufenen Dreieck an. Dann geho¨ren auch die
Kanten [v0, vj], j = 1, 2, keinem durchlaufenen Dreieck an, und wir zeigen
zuna¨chst s|[v0,v1] ≡ 0. In diesem Fall werden die Be´zier-Bernstein-Punkte {Pi,q−i,0 :
i = 3, . . . , q} als Interpolationspunkte gewa¨hlt. Wegen (ii) ist außerdem s(v1) = 0
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und grad s(v1) ≡ 0. Geho¨ren beide Kanten [v1, v2] und [v1, v3] durchlaufenen Nach-
barn an, so folgt mit (iii) se10e12(v1) = 0 und se10e13(v1) = 0. Insbesondere ist
se102(v1) = 0. (2.2)
Dies la¨sst sich auch mit Hilfe von Be´zier-Bernstein-Techniken zeigen, siehe Ab-
bildung 2.15 auf Seite 54: Mit (ii) folgt, dass alle Be´zier-Bernstein-Koeffizienten
auf δQ gleich Null sind. Mit (iii) folgt, dass die auf den bezu¨glich [v1, v2] und [v1, v3]
benachbarten Dreiecken liegenden Koeffizienten gleich Null sind. Somit sind alle







gleich Null sind. Wegen der Bedingung A1 ist dann auch dieser Ko-
effizient gleich Null und mit Satz 1.8 folgt insbesondere (2.2).
Also folgt mit insgesamt q+1 auf der Kante [v0, v1] liegenden Hermite-Interpolations-
bedingungen s|[v0,v1] ≡ 0. Geho¨ren andererseits nicht beide Kanten [v1, v2] und [v1, v3]
durchlaufenen Nachbarn an, so wird außerdem der Punkt P2,q−2,0 gewa¨hlt, und wir
erhalten ebenfalls mit q+1 Bedingungen auf der Kante [v1, v2] ein Hermite-Schema.
Auch in diesem Fall ist also s|[v0,v1] ≡ 0. Da die Situation fu¨r die Kante [v0, v2] analog
ist, folgt ebenso s|[v0,v2] ≡ 0.
Geho¨re nun v0 einem durchlaufenen Nachbarn an. Dann ist s an den Stellen vj,
j = 0, 1, 2, wegen (ii) und (iii) in Funktionswert und Gradient gleich Null. Geho¨rt
die Kante [v0, v1] einem durchlaufenen Nachbarn an, so ist s|[v0,v1] ≡ 0. Andern-
falls werden fu¨r q ≥ 5 die q − 4 Be´zier-Bernstein-Punkte {Pi,q−i,0 : i = 3, . . . , q − 2}
gewa¨hlt. Wie oben beschrieben, wird außerdem entweder der Punkt P2,q−2,0 gewa¨hlt,
oder es ist se102(v1) = 0. In beiden Fa¨llen liegen also insgesamt q+1 Hermite-Bedin-
gungen auf der Kante [v0, v1] vor, und es folgt s|[v0,v1] ≡ 0. Die gleichen Argumente
gelten fu¨r die Kante [v0, v2]. Also folgt in allen Fa¨llen s|δT1 ≡ 0.
Wir bezeichnen nun die Kanten von T1 mit e1 = [v1, v2], e2 = [v1, v0] und e3 = [v2, v0].
Fu¨r i = 1, 2, 3 sei
li : IR
2 → IR, li 6≡ 0, definiert durch li(z) = ai · z + bi, ai ∈ IR2, bi ∈ IR,
eine Ebene im Raum, welche ei entha¨lt. Wegen li 6≡ 0 folgt aus der Linearita¨t von li
insbesondere li(z) 6= 0 fu¨r alle im Inneren des Dreiecks T1 liegenden Punkte z. Wir
wa¨hlen fu¨r i = 1, 2, 3 weiterhin
di =
{
1 falls die Kante ei einem durchlaufenen Nachbarn angeho¨rt,
0 sonst.
Mit (iii) und s|δT1 ≡ 0 folgt fu¨r alle i = 1, 2, 3
Dws(z) = 0, z ∈ ei, 0 ≤ w ≤ di.
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Abbildung 2.16: Die inneren Be´zier-Bernstein-Punkte von T1 (q = 8)
Aufgrund dieser Bedingung ko¨nnen wir jede Gerade ei, i = 1, 2, 3, zweimal vom
Polynom s|T1 abspalten, falls die Kante ei einem durchlaufenen Nachbarn angeho¨rt,
sonst ko¨nnen wir sie einmal abspalten. Wir wa¨hlen




Ist d < 0, so folgt aus den Differenzierbarkeitsbedingungen u¨ber den Kanten di-
rekt s|T1 ≡ 0, d. h. es gilt die Behauptung. Fu¨r d ≥ 0 existiert ein Polynom p ∈ P2d ,
sodass sich s|T1 schreiben la¨sst als
s|T1(z) = l1d1+1(z) l2d2+1(z) l3d3+1(z) · p(z), z ∈ T1. (2.3)
Wir betrachten die im Inneren des Dreiecks T1 gewa¨hlten Interpolationspunkte.
Abbildung 2.17 zeigt alle mo¨glichen Fa¨lle. Geho¨re v0 zuna¨chst keinem durchlaufenen
Nachbarn an, oder es geho¨re mindestens eine der Kanten [v0, vi], i = 1, 2, einem
durchlaufenen Nachbarn an (Fa¨lle 2 bis 4 und 6 bis 10).
Die Anzahl aller Be´zier-Bernstein-Punkte von T1 ist
∑q+1
i=1 i, siehe Abbildung 2.16.
Somit betra¨gt die Anzahl aller im Inneren von T1 liegenden Be´zier-Bernstein-Punk-
te (q − 2) + (q − 3) + . . .+ 1. Geho¨rt keine der Kanten von T1 einem durchlaufenen
Nachbarn an, so werden alle inneren Punkte in T1 gewa¨hlt. Ferner ist in diesem
Fall d = q − 3, und mit dim P2d =
∑q−2
i=1 i folgt
|L[I]q ∩ T1| = dim P2d ,
Bei dieser Menge der im Inneren von T1 liegenden Interpolationspunkte handelt es
sich um die Standardlage von Interpolationspunkten.
Geho¨rt genau eine der Kanten von T1 einem durchlaufenen Nachbarn an, so reduziert
sich die Anzahl |L[I]q ∩ T1| dieser Interpolationspunkte um q − 2, d. h. es folgt auch
hier
|L[I]q ∩ T1| = (q − 3) + (q − 4) + . . .+ 1 = dim P2d .
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Abbildung 2.17: Die im Inneren von T1 gewa¨hlten Punkte in Abha¨ngigkeit von den
gemeinsamen Kanten und Eckpunkten mit bereits durchlaufenen Dreiecken (q = 6)
Geho¨rt noch genau eine zweite der Kanten von T1 einem durchlaufenen Nachbarn
an, so werden weitere q − 3 Punkte weniger gewa¨hlt, und wieder folgt
|L[I]q ∩ T1| = (q − 4) + (q − 5) + . . .+ 1 = dim P2d .
Geho¨rt schließlich auch die dritte Kante einem durchlaufenen Nachbarn an, so gilt
analog:
|L[I]q ∩ T1| = (q − 5) + (q − 6) + . . .+ 1 = dim P2d
Zu allen Gleichungen sei bemerkt, dass wegen d ≥ 0 jede Summe strikt gro¨ßer Null
ist. Bei den gewa¨hlten Punkten L[I]q ∩ T1 handelt es sich in allen Fa¨llen um die
Standardlage (1.6) von Interpolationspunkten, und es folgt p ≡ 0 und mit (2.3)
schließlich
s|T1 ≡ 0.
Es verbleibt die Situation, dass v0 einem durchlaufenen Nachbarn angeho¨rt, die
Kanten [v0, v1] und [v0, v2] jedoch nicht. Fu¨r q = 6 zeigt diese Situation Abbil-
dung 2.17, Fa¨lle 1 und 5. Wir spalten nun sukzessive Parallelen zu e1 von T1 ab.
Fu¨r alle j = 0, . . . , q − 1 seien
e
[j]





2 → IR, l[j]1 6≡ 0, eine die Kante e[j]1 enthaltende Ebene im Raum.
Geho¨re e1 zuna¨chst keinem durchlaufenen Nachbarn an (Abbildung 2.17, Fall 1).
Dann ist p ∈ P2q−3, und auf der Kante e[1]1 liegen q − 2 Interpolationspunkte. Wegen
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≡ 0, und es existiert ein Polynom p1 ∈ P2q−4, sodass sich p schreiben
la¨sst als
p ≡ l[1]1 p1. (2.4)
Geho¨rt e1 dagegen einem durchlaufenen Nachbarn an (Abbildung 2.17, Fall 5), so
setzen wir p1 = p. In beiden Fa¨llen ist also p1 ∈ P2q−4, und wir fahren wie folgt fort:
Fu¨r q ≥ 5 spalten wir von p1 nacheinander die Geraden
e
[2]
1 , . . . , e
[q−3]
1
ab und erhalten somit Polynome
p2 ∈ P2q−5, . . . pq−3 ∈ P2q−q.
Jedes Abspalten erfolgt analog wie das Abspalten der Gerade e
[1]
1 , siehe Glei-
chung (2.4). Man sieht, dass fu¨r alle j = 2, . . . , q − 3 die Anzahl der Interpolations-
punkte auf der abgespaltenen Geraden e
[j]
1 mit der Dimension des zu pj−1|e[j]1 geho¨ren-
den Polynomraums u¨bereinstimmt: Im Inneren von T1 befinden sich q− j− 1 Inter-
polationspunkte auf der Geraden e
[j]
1 , und es ist pj−1|e[j]1 ∈ Pq−j−2 mit dim Pq−j−2 =
q − j − 1. Also folgt
pj−1 ≡ l[j]1 pj, j = 2, . . . , q − 3. (2.5)
Wir erhalten ein Restpolynom pq−3 ∈ P20 , und es bleibt pq−3 ≡ 0 zu zeigen, fu¨r
die Notationen siehe Abbildung 2.15 auf Seite 54. Da fu¨r T1 Fall 1 oder 5 gilt,
ist T4 bereits durchlaufen, T2 und T3 jedoch nicht. Beim Durchlauf von T4 trat ins-
besondere weder Fall 1 noch Fall 5 auf, denn T1 war zu diesem Zeitpunkt noch
nicht durchlaufen. Mit obigen Argumenten ist daher s|T4 ≡ 0. Also gilt c[T4]ijk = 0,
i+j+k = q. Durch die C1-Bedingungen u¨ber die Kante [v0, v3] ergibt sich insbeson-
dere c
[T2]






= 0, j = 0, . . . , q.
Mit der C1-Bedingung Aq−1 folgt, dass alle Be´zier-Bernstein-Koeffizienten von s|T1
in der C2-Scheibe um v0 gleich Null sind. Wegen Satz 1.8 ist daher D
2 (s|T2) ≡ 0,
und es folgt pq−3 ≡ 0 fu¨r das Restpolynom. Mit den Gleichungen (2.2) bis (2.4) folgt
schließlich
s|T1 ≡ 0.
Dies beweist Lemma 2.17. 
Mit diesem Lemma zeigen wir nun
Theorem 2.18
Sei q ≥ 4. Dann ist Lq eine Lagrange-Interpolationsmenge fu¨r den Raum S1q (♦|−).
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Beweis: Wegen Lemma 2.16 genu¨gt es, die Eindeutigkeit des homogenen Problems
zu zeigen. Es sei also s ∈ S1q (♦|−) mit s|Lq ≡ 0, und wir zeigen s ≡ 0.
Behauptung 1: Fu¨r jeden Punkt z auf den Kanten von ♦ und auf den durch-
gezogenen Diagonalen der zweigeteilten Vierecke ist s(z) = 0.
In Algorithmus 2.13 werden fu¨r l = 4 auf jeder Kante eines durchlaufenen Vierecks Q
alle Be´zier-Bernstein-Punkte gewa¨hlt, und es folgt mit univariater Lagrange-Inter-
polation auf jeweils q+1 Stellen, dass s auf diesen Kanten Null ist. Da kein Viereck
degeneriert ist, folgt fu¨r jeden Eckpunkt v von Q, dass der Gradient grad s(v) ≡ 0
ist.
Wir betrachten nun den Fall l = 3, also zuna¨chst das erste Viereck Q der Iteration
mit genau drei nicht gewa¨hlten Eckpunkten. Fu¨r genau zwei Kanten von Q gilt obige
Argumentation. Sei e eine der verbleibenden beiden Kanten. Laut Algorithmus 2.13
ist der Interpolant auf e an q Stellen gleich Null. An einer dieser Stellen, na¨mlich am
bereits gewa¨hlten Eckpunkt v, ist s auch im Gradienten, also insbesondere in der
Richtungsableitung in Richtung e gleich Null. Demnach liegt fu¨r s|e ein eindeutiges
Hermite-Interpolationsschema vor, und es folgt s|e ≡ 0. Da wiederum fu¨r jeden im
Iterationsschritt gewa¨hlten Eckpunkt v der Gradient grad s(v) ≡ 0 ist, gilt dies
analog fu¨r alle verbleibenden Vierecke mit genau drei nicht gewa¨hlten Eckpunkten.
Wir betrachten die unbestimmten Kanten e1, e2 und e3 des ersten durchlaufenen
Vierecks Q mit genau zwei nicht gewa¨hlten Eckpunkten: Auf einer dieser Kan-
ten liegen q + 1 Lagrange-Bedingungen vor, auf den beiden u¨brigen ist wie oben
ein eindeutiges Hermite-Schema gegeben. Also folgt s|{e1,e2,e3} ≡ 0, und wieder
ist grad s(v) ≡ 0 fu¨r alle Eckpunkte von Q, sodass fu¨r die verbleibenden Vierecke
mit l = 2 analog argumentiert werden kann.
Fu¨r ein Viereck Q mit genau einem nicht gewa¨hlten Eckpunkt sind genau zwei
Kanten e1, e2 zu bestimmen, und mit zwei Hermite-Interpolationsschemata folgt
ebenfalls s|{e1,e2} ≡ 0. Auch hier ist mit obigem Argument grad s(v) ≡ 0 fu¨r alle
Eckpunkte von Q.
Auf jeder verbleibenden Kante [a, b] von ♦ liegen aufgrund der Punkte in L[E]q ge-
nau q − 1 Lagrange-Bedingungen vor, und es ist grad s(a) ≡ grad s(b) ≡ 0. Mit
Hermite-Interpolation folgt s|[a,b] ≡ 0. Ebenso ist wegen Algorithmus 2.15, Nr. 1,
der Interpolant auf der Diagonalen jedes zweigeteilten Vierecks in ♦ gleich Null. Es
folgt Behauptung 1. 
Wir betrachten nun das Innere der Vierecke aus ♦ und beginnen mit einem einzelnen
zweigeteilten Viereck Q = [v1, v2, v3, v4]. Abbildung 2.18 (links) stellt die Situation
fu¨r q = 6 dar. O. B. d. A. seien [v1, v3] die durchgezogene Diagonale des Vierecks
und T1 = [v1, v2, v3] dasjenige Mikrodreieck, fu¨r welches alle inneren Be´zier-Bern-
stein-Punkte in Lq enthalten sind. Wegen s|δT1 ≡ 0 ist s insbesondere auf den Rand-
Be´zier-Bernstein-Punkten, also insgesamt auf allen Be´zier-Bernstein-Punkten gleich








Abbildung 2.18: Abspaltung von Geraden bei zweigeteilten Vierecken (q = 6)
Null. Da dies eine Standardlage von Interpolationspunkten fu¨r bivariate Polynome
ist, folgt s|T1 ≡ 0.
Wir fahren fort mit T2 = [v1, v3, v4]: Wegen der Differenzierbarkeitsbedingung
u¨ber [v1, v3] ist D
ws(z) ≡ 0 fu¨r alle w = 0, 1 und z ∈ [v1, v3]. Deshalb la¨sst sich
das Polynom s|T2 schreiben als
s|T2(z) = l12(z) · p(z), z ∈ T2, (2.6)
wobei p ein Polynom vom Grad q − 2 ist und l1 : IR2 → IR, l1 6≡ 0, definiert
durch l1(z) = a · z+ b mit a ∈ IR2, b ∈ IR eine Ebene, die [v1, v3] entha¨lt. Mit l1 6≡ 0
folgt l1|[v1,v3] ≡ 0 und l1(z) 6= 0 fu¨r alle z ∈ T2\[v1, v3].
Nun ist s|T2 auf den Rand-Be´zier-Bernstein-Punkten von T2 und auf den im Inneren












v4 : i+ j + k = q, k ≥ 2
}
gleich Null. Da l1(z) 6= 0 ist fu¨r alle z ∈ P, folgt mit Gleichung (2.6) p(z) = 0
fu¨r alle z ∈ P. Da P eine Lagrange-Interpolationsmenge fu¨r den Raum Pq−2 ist,
folgt p ≡ 0 und schließlich s|T2 ≡ 0.
Sei nun {Q1, Q2} ein benachbartes Paar zweigeteilter Vierecke. Laut Algorith-
mus 2.15 liegt fu¨r genau eines der Vierecke dieselbe Situation vor wie fu¨r ein ein-
zelnes zweigeteiltes Viereck, o. B. d. A. sei dies Q1. Wie gesehen folgt s|Q1 ≡ 0.
In Q2 = [v1, v2, v3, v4] seien T3 = [v1, v2, v3] und T4 = [v1, v3, v4] die beiden Mikrodrei-
ecke, und o. B. d. A. sei [v1, v2] die zu Q1 gemeinsame Kante. Abbildung 2.18 (rechts)
veranschaulicht die Situation fu¨r den Fall q = 6.
Wie gesehen ist s|e ≡ 0 auf jeder Kante e jedes Mikrodreiecks T3 und T4. Durch
die C1-Bedingung u¨ber [v1, v2] ist D
ws(z) ≡ 0 fu¨r alle w = 0, 1 und z ∈ [v1, v2]. Also
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la¨sst sich das Polynom s|T3 schreiben als
s|T3(z) = l22(z) · p2(z), z ∈ T3, (2.7)
wobei p2 ein Polynom vom Grad q − 2 ist und l2 : IR2 → IR, l1 6≡ 0, definiert
durch l2(z) = a · z+ b 6≡ 0 mit a ∈ IR2, b ∈ IR eine Ebene, die [v1, v2] entha¨lt. Wieder
folgt l2(z) 6= 0 fu¨r alle z ∈ T3\[v1, v2].
Da s(z) = 0 ist auf jedem Rand-Be´zier-Bernstein-Punkt z von T3 und ferner jeder












v3 : i+ j + k = q, k ≥ 2
}
s|P˜ ≡ 0. Mit l2(z) 6= 0 fu¨r alle z ∈ P folgt p2|P˜ ≡ 0. Da P˜ eine Lagrange-Interpola-
tionsmenge fu¨r den Raum Pq−2 ist, folgt p2 ≡ 0, also s|T1 ≡ 0. Fu¨r das Dreieck T4
liegt derselbe Fall vor wie fu¨r das zweite Mikrodreieck eines einzelnen zweigeteilten
Vierecks. Mit obigen Argumenten folgt s|T4 ≡ 0, d. h. es ist s|Q2 ≡ 0.
Somit folgt induktiv s|Q ≡ 0 auf jedem zweigeteilten Viereck Q. Weiterhin folgt mit
Lemma 2.17 induktiv s|T5 ≡ 0 fu¨r jedes durchlaufene Mikrodreieck T5 der viergeteil-
ten Vierecke, d. h. schließlich ist s ≡ 0. Dies beweist Theorem 2.18. 
Wir zeigen a¨hnlich wie in [68], dass die Methode lokal ist. Weiterhin zeigen wir, dass
die konstruierten Spline-Interpolanten stabil bestimmbar sind. Dabei sei q ≥ 4 und
es bezeichnen fz, z ∈ Lq, die Interpolationswerte.
Theorem 2.19
(i) Fu¨r jeden Punkt z ∈ Lq liegt der Tra¨ger des zugeho¨rigen Basissplines Bz
mit Bz(z˜) = δzz˜ fu¨r alle z˜ ∈ Lq
(a) in einem star5(Q), Q ∈ ♦, falls z im Inneren eines Vierecks von ♦ liegt.
(b) in einem star9(Q), Q ∈ ♦, falls z auf den Kanten von ♦ liegt.
Insbesondere ist die Interpolationsmethode lokal.
(ii) Es existiert eine lediglich vom kleinsten Winkel α von ♦|− abha¨ngende
Konstante C mit der folgenden Eigenschaft: Fu¨r jeden Be´zier-Bernstein-
Koeffizienten cP , P ∈ Pq(♦|−), existiert eine beschra¨nkte Teilmenge LP ⊆ Lq
von Interpolationspunkten mit
|cP | ≤ C ·maxz∈LP |fz|, (2.8)
d. h. die Interpolationsmethode ist stabil.
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Abbildung 2.19: Maximale Tra¨gergro¨ße von Bz, falls z im Innern eines Vierecks liegt;







Sei z ∈ Lq. Wir untersuchen die maximale Gro¨ße, welche die Tra¨ger der Basisspli-
nes Bz besitzen ko¨nnen. Als Viereck Q des starm(Q), m ∈ IN0, wa¨hlen wir dasjenige
den Punkt z enthaltende Viereck Q ∈ ♦, welches im Kantenalgorithmus zuerst
durchlaufen wurde. Falls kein solches Viereck existiert, wa¨hlen wir ein beliebiges,
den Punkt z enthaltendes Viereck Q ∈ ♦.
Fall 1: z liegt im Inneren eines Vierecks Q ∈ ♦




≡ 0. Somit folgt s|E ≡ 0, siehe Beweis zu Theorem 2.18.
In den schwarzen Ketten werden, grob gesprochen, die Interpolantenstu¨cke auf den
viergeteilten Vierecken abha¨ngig von den Interpolantenstu¨cken auf den benachbar-
ten zweigeteilten Vierecken bestimmt. Im ungu¨nstigsten Fall liegt z deshalb in einem
benachbarten Paar {Q5, Q6}, Q5∩Q6 = f , zweigeteilter Vierecke, und zwar im Inne-
ren desjenigen Mikrodreiecks, in dem alle inneren Be´zier-Bernstein-Punkte gewa¨hlt
sind. O. B. d. A. sei dies T5,1. Es folgt s|T5,1 6≡ 0. Durch die Differenzierbarkeits-
bedingung u¨ber die durchgezogene Diagonale e1 von T1,1 ist im ungu¨nstigsten Fall
ferner s|T5,2 6≡ 0 auf dem zweiten Mikrodreieck von Q5. Weiterhin ist wegen den
Differenzierbarkeitsbedingungen u¨ber f und u¨ber die Diagonale e2 von Q6 der In-
terpolant im ungu¨nstigsten Fall ungleich Null auf jedem Mikrodreieck T6,i, i = 1, 2,
von Q6.
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Abbildung 2.20: Maximale Tra¨gergro¨ße von Bz, falls z auf einer Kante von ♦ liegt;





Nun hat das Paar {Q5, Q6} im ungu¨nstigsten Fall genau zwei weitere schwarze Nach-
barn {Q7, Q8}, und wegen der Ausbreitung u¨ber die zu Q5 bzw. Q6 gemeinsamen
Kanten g und h ist der Interpolant auf diesen Vierecken im ungu¨nstigsten Fall eben-
falls ungleich Null. Da sich nach den Argumenten aus dem Beweis zu Satz 2.18
die verbleibenden zweigeteilten schwarzen Vierecke unabha¨ngig von allen bisher be-
stimmten Vierecken bestimmen lassen, folgt s|Q ≡ 0 auf allen verbleibenden schwar-
zen Vierecken Q.
Es bleibt noch die Ausbreitung in die weißen Vierecke zu untersuchen. Hierbei wer-
den die ungeraden Vierecke abha¨ngig von den jeweils benachbarten geraden Vier-
ecken bestimmt. Im ungu¨nstigsten Fall ist daher das schwarze Viereck Q8 mit einem
geraden Viereck Q9 = Q˜m−1 aus einer weißen geschlossenen Kette (Q˜1, . . . , Q˜m˜)
ungerader La¨nge benachbart. Dann na¨mlich erhalten wir im ungu¨nstigsten Fall
zusa¨tzliche Polynomstu¨cke ungleich Null auf den Vierecken Q10 = Q˜m−1, Q11 = Q˜m
sowie Q12 = Q˜1 dieser Kette. Die Interpolantenstu¨cke auf den verbleibenden wei-
ßen Vierecken werden unabha¨ngig von den betrachteten Interpolantenstu¨cken be-
stimmt. Daher ist der Tra¨ger von Bz im ungu¨nstigsten Fall im star5(Q), aber in
keinem star4(Q˜), Q˜ ∈ ♦, enthalten, siehe Abbildung 2.19.
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Fall 2: z liegt auf einer Kante von ♦
Die Bestimmung einer maximalen Anzahl von Kanten E mit s|E 6≡ 0 ist analog zum
Fall q = 3. Die im Beweis zu Theorem 4.3 aus [68] verwendeten Argumente gelten
entsprechend. Im ungu¨nstigsten Fall liegt z auf einer Kante E eines Vierecks Q1 vom
Typ 4, sodass der Interpolant 6≡ 0 ist auf E, auf einer Kante eines Q1 beru¨hrenden
Vierecks Q2 vom Typ 3, weiterhin auf einer Kante eines Q2 beru¨hrendes Vierecks Q3
von Typ 2 und schließlich auf einer Kante eines Q3 beru¨hrenden Vierecks Q4 vom
Typ 1. Eine solche Situation zeigt Abbildung 2.20. Zusammen mit den Argumenten
aus Fall 1 folgt, dass der Tra¨ger von Bz im ungu¨nstigsten Fall im star9(Q), aber in
keinem star8(Q˜), Q˜ ∈ ♦, enthalten ist.
(ii)
Wir verwenden die Notation aus (i) und bezeichnen mit Ti,j, j = 1, . . . , 4, die Mikro-
dreiecke von Qi fu¨r alle i = 7, . . . , 12. Mit den Lokalita¨tsargumenten aus (i) zeigen
wir, dass jeder Be´zier-Bernstein-Koeffizient cP aus einer Menge LP ⊆ Lq ∩ star9♦(Q)
von Interpolationswerten in der Na¨he von z bestimmt wird, sodass fu¨r eine
geeignete, von der Wahl von z unabha¨ngige Konstante C Abscha¨tzung (2.8) gilt.
C ist hierbei lediglich vom kleinsten Winkel α von ♦|− abha¨ngig, insbesondere also
nicht von Winkelsummen. Sei nun P ∈ Pq(♦|−).
Fall 1: z liegt auf einer Kante E von ♦.
Angenommen es existiert ein z enthaltendes Viereck Q aus ♦, bei dessen Durchlauf
Punkte auf E gewa¨hlt werden. Dann betrachten wir zuna¨chst den Fall, dass Q vom
Typ 4 ist: Auf E befinden sich q+1 Interpolationspunkte zi, i = 0, . . . , q, sodass s|E





ciBi(zj), j = 0, . . . , q, (2.9)
auch cP eindeutig bestimmt. Hierbei bezeichnen Bi : E → IR, i = 0, . . . , q, die uni-
variaten Bernsteinpolynome auf E und ci die Be´zier-Bernstein-Koeffizienten von s










ist bekannt, dass sich M−1 stabil berechnen la¨sst. Mit C0 = ‖M0−1‖ folgt Glei-
chung (2.8) fu¨r cP .
Seien nun Q vom Typ 3 und v der zum angrenzenden Viereck Q˜ vom Typ 4 gemein-
same Eckpunkt. Liegt P auf einer Kante mit q + 1 Punkten aus Lq, so ist cP wie
im Fall l = 4 stabil bestimmt. Andernfalls sind wie gesehen die Be´zier-Bernstein-
Koeffizienten auf den Kanten von Q˜ stabil bestimmt. Wegen Korollar 1.5 existiert
somit eine lediglich von α abha¨ngende Konstante C1, sodass (2.8) fu¨r die beiden auf
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dem Rand von Q liegenden Be´zier-Bernstein-Koeffizienten mit Abstand eins zu v
erfu¨llt ist. Auf den entsprechenden Kanten sind also jeweils zwei Be´zier-Bernstein-
Koeffizienten und weitere q − 1 Interpolationswerte bekannt. Wegen den Beweisen
zu Lemma 2.16, Lemma 2.17 und Theorem 2.18 folgt mit Gleichung (2.9), dass die
verbleibenden Be´zier-Bernstein-Koeffizienten in eindeutiger Weise bestimmt werden
ko¨nnen. Dabei existiert eine Konstante C2, sodass fu¨r sa¨mtliche Koeffizienten auf
den Kanten von Q mit Eckpunkt v Abscha¨tzung (2.8) gilt.
Ist Q vom Typ 2, so kommen drei Kanten von Q in Betracht: Auf einer davon
liegen q+1 Interpolationswerte, sodass die Argumente von Fall l = 4 analog gelten.
Auf den beiden anderen Kanten ist die Situation analog zum Fall l = 3, denn
wegen den Lokalita¨tsargumenten aus (i), Fall 2, wissen wir, dass genau zwei Q
beru¨hrende Vierecke vom Typ 4 oder 3 sind. Bei den ViereckenQ vom Typ 1 kommen
zwei Kanten in Betracht. Auch hier sind aufgrund der Lokalita¨tseigenschaften die
Fa¨lle l = 3 bzw. l = 2 analog anwendbar.
Es verbleibt der Fall, dass z auf keinem Viereck aus ♦ liegt, bei dessen Durchlauf
Punkte auf E = [a, b] gewa¨hlt werden. Dann sind die Koeffizienten ca und cb
stabil bestimmt. Wegen Korollar 1.5 und den Lokalita¨tsargumenten aus (i), Fall 2,
existiert eine Konstante C3, sodass Abscha¨tzung (2.8) fu¨r die beiden zu za und zb
benachbarten Be´zier-Bernstein-Koeffizienten auf E gilt. Des Weiteren liegen q − 3
Interpolationswerte auf E. Wegen den Beweisen zu Lemma 2.16, Lemma 2.17
und Theorem 2.18 liefert dann Gleichung (2.9) eine stabile Berechnung der q − 3
verbleibenden Be´zier-Bernstein-Koeffizienten fu¨r eine lediglich von α abha¨ngende
Konstante C4.
Fall 2: z liegt im Inneren eines Vierecks Q = [v1, . . . , v4] ∈ ♦.
Wegen Fall 1 wissen wir, dass die Koeffizienten auf den Kanten von Q stabil be-
stimmt sind. Sei Q nun zuna¨chst ein Viereck vom Typ Q5 wie in (i) und sei [v1, v3]
die durchgezogene Diagonale von Q. Dann existiert eine lediglich von α abha¨ngende
Konstante C5, sodass fu¨r z(q−1)v1+v3 und zv1+(q−1)v3 Abscha¨tzung (2.8) gilt. Somit lie-
gen vier stabil bestimmte Be´zier-Bernstein-Koeffizienten und weiterhin q−3 Interpo-
lationsbedingungen auf [v1, v3]. Daher folgt mit Gleichung (2.9) wegen den Beweisen
zu Lemma 2.16, Lemma 2.17 und Theorem 2.18, dass eine lediglich von α abha¨ngen-
de Konstante C6 existiert, sodass auch fu¨r die verbleibenden Be´zier-Bernstein-Ko-
effizienten auf [v1, v3] Abscha¨tzung (2.8) gilt. Liege z nun im Inneren von T5,1. Auf
allen inneren Be´zier-Bernstein-Punkten von T5,1 sind Interpolationswerte gegeben,





ci′j′k′Bi′j′k′(zijk), i+ j + k = q, (2.10)
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Bernstein-Koeffizienten
→










. Aus diesem Zusam-
menhang folgt wegen den Beweisen zu Lemma 2.16, Lemma 2.17 und Theo-
rem 2.18 die Existenz einer lediglich von α abha¨ngenden Konstanten C7, sodass
Abscha¨tzung (2.8) fu¨r die im Inneren von T5,1 liegenden Be´zier-Bernstein-Koeffizien-
ten gilt. Liege z schließlich im Inneren von T5,2. Wegen Theorem 1.4 folgt die Existenz
einer lediglich vom kleinsten Winkel von Q abha¨ngenden Konstanten C8, welche fu¨r
alle im Inneren von T5,2 liegenden Be´zier-Bernstein-Koeffizienten mit Abstand eins
zu [v1, v3] Abscha¨tzung (2.8) erfu¨llt. Es verbleiben die (q − 1)(q − 2)/2 noch nicht
bestimmten Be´zier-Bernstein-Koeffizienten auf T5,2, auf welchen Lagrange-Bedin-
gungen vorliegen. Wegen Gleichung (2.10) und den Beweisen zu Lemma 2.16, Lem-
ma 2.17 sowie Theorem 2.18 existiert eine Konstante C9, welche Abscha¨tzung (2.8)
fu¨r diese Koeffizienten erfu¨llt.
Nun betrachten wir den Fall, dass Q vom Typ Q6 wie in (i) ist. Sei hierbei [v1, v2] die
mit Q5 gemeinsame Kante. Wie im Fall von Q5 sind auch hier die Be´zier-Bernstein-
Koeffizienten auf der durchgezogenen Diagonalen [v1, v3] aus den Interpolationswer-
ten lokal und stabil bestimmt. Des Weiteren folgt mit Theorem 1.4 die Existenz einer
lediglich von α abha¨ngenden Konstanten C10, welche fu¨r die im Inneren von T6,1 lie-
genden Koeffizienten mit Abstand eins zu [v1, v2] Abscha¨tzung (2.8) erfu¨llt. Analog
zum Fall T5,2 gilt dies auch fu¨r die in T6,1 verbleibenden Be´zier-Bernstein-Koeffizi-
enten. Fu¨r das Dreieck T6,2 gelten dieselben Argumente wie im Fall T5,2.
Es verbleiben die viergeteilten Vierecke. Wegen den Lokalita¨tsargumenten aus (i)
genu¨gt es zu zeigen, dass alle auf einem viergeteilten ViereckQ verbleibenden Be´zier-
Bernstein-Koeffizienten mit den auf Q liegenden Interpolationswerten sowie den
C1-Bedingungen u¨ber die Kanten der Mikrodreiecke und das Baryzentrum von Q in
stabiler Weise berechnet werden ko¨nnen. Wir verwenden hierbei Argumente und No-
tationen aus dem Beweis zu Lemma 2.16 und untersuchen die fu¨r jedes Mikrodreieck
von Q mo¨glichen Fa¨lle, siehe Abbildung 2.13 auf Seite 49.
Sei Q ein viergeteiltes Viereck. Wir zeigen zuna¨chst, dass sich alle Be´zier-Bernstein-
Koeffizienten auf den Diagonalen von Q stabil berechnen lassen und beginnen auf
einer Kante [v0, v1], sodass P1,q−1,0 ∈ Lq ist. Wegen den Beweisen zu Lemma 2.16,
Lemma 2.17 und Theorem 2.18 genu¨gt es zu zeigen, dass auf jedem Be´zier-Bernstein-
Punkt von [v0, v1] der entsprechende Koeffizient oder eine Lagrange-Bedingung vor-
liegt. Mit (2.9) folgt daraus die stabile Bestimmung der auf [v0, v1] liegenden Be´zier-
Bernstein-Koeffizienten. Der Koeffizient cv1 ist stabil bestimmt. Fu¨r den Koeffizien-
ten c1,q−1,0 existiert wegen der C
1-Bedingung u¨ber v1 eine lediglich von α abha¨ngen-
den Konstante, sodass Abscha¨tzung (2.8) erfu¨llt ist. Hinsichtlich P2,q−2,0 sind zwei
Fa¨lle mo¨glich: Entweder ist dieser Punkt in Lq, oder die Nachbarn bezu¨glich der Kan-
ten [v1, v2] und [v1, v3] wurden algorithmisch zuerst durchlaufen. In letzterem Fall
existiert wegen den C1-Bedingungen u¨ber diese Kanten fu¨r die Koeffizienten c1,q−2,1
sowie c
(2)
1,q−2,1 eine lediglich von α abha¨ngende Konstante, sodass Gleichung (2.8)
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ist auch c1,q−2,0 stabil be-
stimmt. Ist q ≥ 5, so liegt jeder Be´zier-Bernstein-Punkt Pi,q−i,0, i = 3, . . . , q − 2
in Lq. Laut Voraussetzung ist dies auch fu¨r Pq−1,1,0 der Fall. Schließlich ist v0 ∈ Lq.
Mit Gleichung (2.9) lassen sich nun alle verbleibenden Be´zier-Bernstein-Koeffizien-
ten auf [v0, v1] berechnen, wobei eine lediglich von α abha¨ngende Konstante exi-






vi ∈ Lq. Die Be´zier-Bernstein-Koeffizienten auf dieser Kante sind auf-
grund analoger Argumente stabil bestimmt. Insbesondere sind somit genau drei
Be´zier-Bernstein-Koeffizienten in der C1-Scheibe um v0 stabil bestimmt. Folglich
sind gema¨ß Korollar 1.5 die beiden verbleibenden Koeffizienten in dieser Scheibe
durch die C1-Bedingung u¨ber v0 stabil bestimmt. Mit obigen Argumenten sind also
alle Be´zier-Bernstein-Koeffizienten auf den Diagonalen von Q stabil bestimmt.
Es verbleiben die im Inneren der Mikrodreiecke T1 der viergeteilten Vierecke lie-
genden Be´zier-Bernstein-Koeffizienten. Wir betrachten die Mikrodreiecke in der-
selben Reihenfolge wie im Beweis zu Lemma 2.16. Zuna¨chst betrachten wir den
Punkt Pq−2,1,1. Entweder ist ein zu T1 benachbartes Mikrodreieck von Q bereits
bestimmt, und cq−2,1,1 la¨sst sich stabil durch die C
1-Bedingungen u¨ber die den Drei-
ecken gemeinsamen Kanten bestimmen, andernfalls ist Pq−2,1,1 ∈ Lq. A¨hnlich ist die
Situation fu¨r die Punkte P1,i,q−i−1, i = 1, . . . , q − 2: Entweder liegen diese in Lq,
oder die Be´zier-Bernstein-Koeffizienten auf dem zu T1 benachbarten Dreieck mit
gemeinsamer Kante [v1, v2] sind bereits bestimmt, d. h. die Koeffizienten cq−2,1,1,
i = 1, . . . , q−2, sind durch die C1-Bedingungen u¨ber [v1, v2] bestimmt. Dasselbe gilt
fu¨r die im Fall q ≥ 5 verbleibenden Be´zier-Bernstein-Koeffizienten ci,q−i−1,1, ci,1,q−i−1,
i = 2, . . . , q − 3: Entweder sind die entsprechenden Punkte in der Menge Lq enthal-
ten, oder sie sind durch die C1-Bedingungen u¨ber die Kante [v0, v1] bzw. [v0, v2] stabil
bestimmbar. Ist q ≥ 6, so liegen die noch verbleibenden Punkte Pijk, i+ j + k = q,
i, j, k ∈ {2, . . . , q − 2}, in Lq. Folglich ist fu¨r jeden der (q + 1)(q + 2)/2 Be´zier-
Bernstein-Punkte auf T1 der Interpolationswert oder der Be´zier-Bernstein-Koeffizi-
ent in stabiler Weise bestimmt. Wegen den Beweisen zu Lemma 2.16, Lemma 2.17
sowie Theorem 2.18 und Gleichung (2.10) folgt daher die Existenz einer lediglich
von α abha¨ngenden Konstanten C11, sodass Abscha¨tzung (2.8) fu¨r alle verbleiben-
den Be´zier-Bernstein-Koeffizienten auf T1 erfu¨llt ist.
Mit den Lokalita¨tsargumenten aus (i) folgt, dass eine lediglich von α abha¨ngende
Konstante C existiert, mit welcher Gleichung (2.8) fu¨r alle z ∈ Lq erfu¨llt ist. Dabei ist
LP stets in einem geeigneten star9(Q),Q ∈ ♦, enthalten. Dies beweist Theorem 2.19.

Ein bekanntes Ergebnis von Lai und Schumaker [57] besagt, dass aus der Lokalita¨t
und der Stabilita¨t von Interpolationsverfahren mit Splines unter gewissen Vorausset-
zungen optimale Approximationsordnung folgt. Wir zeigen nun in a¨hnlicher Weise,
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dass die dargestellten Methoden optimale Approximationsordnung besitzen (siehe
auch [69]).
Im Wesentlichen verwenden wir die in den vorigen Abschnitten eingefu¨hrten Nota-
tionen. Bezeichne zudemW q+1∞ den Sobolevraum und If ∈ Srq (♦|−) den Interpolanten




∥∥DαxDβy f∥∥M , 0 ≤ m ≤ q + 1, (2.11)
fu¨r jede kompakte Teilmenge M ⊆ Ω.
Theorem 2.20
Seien q ≥ 4 und f ∈ W q+1∞ (Ω). Dann existiert eine lediglich vom kleinsten in ♦|−
auftretenden Winkel α abha¨ngende Konstante K, sodass die Bedingung
‖DαxDβy (f − If)‖Ω ≤ K hq+1−α−β |f |q+1,Ω (2.12)
fu¨r alle 0 ≤ α + β ≤ q erfu¨llt ist, d. h. die Interpolationsmethode besitzt optimale
Approximationsordnung. Dabei bezeichne h den gro¨ßten Dreieckumkreis in ∆.
Beweis: Es seien f ∈ W q+1∞ (Ω) und 0 ≤ α + β ≤ q. Ferner seien T ein Dreieck
aus ♦|− und Q dasjenige Viereck aus ♦, welches T entha¨lt. Weiterhin setzen wir ΩQ =
star9♦(Q) als Tra¨ger mit maximaler Gro¨ße fu¨r Basissplines, wie sie nach Theorem 2.19
in der Interpolationsmethode auftreten ko¨nnen.
Wir scha¨tzen den Term ‖DαxDβy (f − If)‖T zuna¨chst nur fu¨r T und dann fu¨r die
gesamte Quadrangulierung. Bekanntermaßen (vgl. Lai und Schumaker [57], Lem-
ma 4.6) existiert ein Polynom p ∈ P2q mit der Eigenschaft∥∥DαxDβy (f − p)∥∥ΩQ ≤ K0ΣΩQq+1−α−β|f |q+1,ΩQ (2.13)
fu¨r alle 0 ≤ α + β ≤ q, wobei ΣΩQ den Durchmesser von ΩQ bezeichne und K0
absolut konstant ist. Wegen der Wahl von ΩQ ist 19h eine obere Schranke fu¨r ΣΩQ ,
und es folgt ∥∥DαxDβy (f − p)∥∥ΩQ ≤ K1hq+1−α−β|f |q+1,ΩQ , (2.14)
wobei K1 als 19
q+1K0 gewa¨hlt wird. Da I eine Projektion und P2q ⊂ S1q (♦|−) ist,
folgt Ip = p, und mit der Dreiecksungleichung gilt:∥∥DαxDβy (f − If)∥∥T ≤ ∥∥DαxDβy (f − p)∥∥T + ∥∥DαxDβy I(f − p)∥∥T .
Fu¨r den ersten Summanden liegt mit Ungleichung (2.14) bereits eine obere
Schranke vor. Folglich genu¨gt die Abscha¨tzung des zweiten Terms. Die Markov-
Ungleichung (vgl. Wilhelmsen [87]) liefert∥∥DαxDβy I(f − p)∥∥T ≤ K2h−α−β ‖I(f − p)‖T , (2.15)
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wobei K2 eine geeignete Konstante ist, welche nur von α abha¨ngt. Also bleibt der




ijk, cijk ∈ IR,
i+j+k = q. Mit den Eigenschaften der Be´zier-Bernstein-Polynome, siehe Kapitel 1,
folgt
‖I(f − p)‖T ≤ maxi+j+k=q|cijk|. (2.16)
Wegen Theorem 2.19, (ii) existiert eine nur von α abha¨ngende Konstante C, sodass
fu¨r alle i+ j + k = q die Abscha¨tzung
|cijk| ≤ C maxz˜∈Lq∩ΩQ|(f − p)(z˜)| ≤ K3 ‖f − p‖ΩQ (2.17)
gilt, wobei auch die Konstante K3 lediglich von α abha¨ngt. Somit la¨sst sich die
Abscha¨tzung (2.17) auf Ungleichung (2.16) anwenden, und mit (2.13) bis (2.15)
erha¨lt man ∥∥DαxDβy (f − If)∥∥T ≤ K4hq+1−α−β|f |q+1,ΩQ (2.18)
fu¨r eine geeignete, lediglich von α abha¨ngende Konstante K4.
Bei Anwendung dieser Ungleichung auf jedes Dreieck T ∈ ♦|− ergibt sich ein Maxi-
mum, und somit folgt Ungleichung (2.12) mit einer Konstanten K5, welche lediglich
von α abha¨ngt. 
2.3.3 Interpolation bei spezieller Fa¨rbung
Wir betrachten nun die Interpolation mit Fa¨rbungen wie in [68] und mit Fa¨rbun-
gen des in Abschnitt 2.2 entwickelten Algorithmus. Dabei betrachten wir einerseits
beliebige Quadrangulierungen und andererseits Quadrangulierungen mit maximaler
Kettenla¨nge zwei. Eine Zusammenfassung der Unterschiede hinsichtlich wesentlicher
Interpolationseigenschaften geben wir in Abschnitt 2.5.
Wir untersuchen zuna¨chst den Einfluss von Fa¨rbungen auf die Lokalita¨t bei der Be-
stimmung der Interpolanten: Wie gesehen, sind die Tra¨ger der jeweiligen Lagrange-
Basissplines maximal in einem star9(Q), Q ∈ ♦, enthalten, falls gleichfarbige Vier-
ecke stets in Ketten auftreten. Bei der in Abschnitt 2.2 entwickelten Fa¨rbungsmetho-
de treten daru¨ber hinaus keine geschlossenen Ketten auf. Mit a¨hnlichen Argumenten
wie in den Beweisen zu Theorem 4.3 in [68] und zu Theorem 2.19 folgt auf beliebigen
Quadrangulierungen star7(Q), Q ∈ ♦, fu¨r die maximale Tra¨gergro¨ße der Basisspli-
nes. Fu¨r den folgenden Beweis verwenden wir die Notationen aus Theorem 2.19.
Theorem 2.21
Sei q ≥ 3. Treten bei der Interpolation keine geschlossenen Ketten gleicher Farbe
in ♦ auf, so gilt die folgende Aussage: Fu¨r jeden Punkt z ∈ Lq ist der Tra¨ger des
zugeho¨rigen Basissplines Bz
1. in einem star3(Q), Q ∈ ♦, enthalten, falls z im Inneren eines Vierecks von ♦
liegt.
2. in einem star7(Q), Q ∈ ♦, enthalten, falls z auf den Kanten von ♦ liegt.







star1 star0 star1 star2 star3
z
Abbildung 2.21: Maximale Tra¨gergro¨ße von Bz, falls z im Innern eines Vierecks liegt;





Beweis: Als Viereck Q des starm(Q), m ∈ IN0, wa¨hlen wir mo¨glichst dasjenige
den Punkt z enthaltende Viereck Q ∈ ♦, welches im Kantenalgorithmus zuerst
durchlaufen wurde, ansonsten wa¨hlen wir ein beliebiges Viereck, welches z entha¨lt.
Wir wenden die Argumente aus dem Beweis zu Theorem 2.19 auf den Fall an,
dass auftretende Ketten gleicher Farbe nicht geschlossen sind. Dann existieren kei-
ne Paare ungerader Vierecke innerhalb der weißen und schwarzen Ketten, und der
ungu¨nstigste Fall lautet wie folgt:
Liege wieder z zuna¨chst im Inneren eines Vierecks Q ∈ ♦. Im ungu¨nstigsten Fall
ist dies ein ungerades schwarzes Viereck mit benachbartem schwarzen Viereck Q′,
sodass Bz|Q′ 6≡ 0 ist und Q′ einen geraden weißen Nachbarn Q′′ mit Bz|Q′′ 6≡ 0
besitzt. Im ungu¨nstigsten Fall besitzt dannQ′′ einen weißen ungeraden NachbarnQ′′′
mit Bz|Q′′′ 6≡ 0. Abbildung 2.21 zeigt die maximale Ausbreitung, falls z im Inneren
eines Vierecks liegt. Der Tra¨ger von Bz ist im ungu¨nstigsten Fall folglich im star3(Q),
aber in keinem star2(Q˜), Q˜ ∈ ♦, enthalten.
Wir betrachten nun den Fall, dass z auf den Kanten von ♦ liegt. Diese Situation ist
analog wie im Beweis zu Theorem 2.19. Insgesamt ist der Tra¨ger von Bz daher im
ungu¨nstigsten Fall im star7(Q), aber in keinem star6(Q˜), Q˜ ∈ ♦, enthalten. Diese
Situation zeigt Abbildung 2.22. 
Fu¨r die Anwendung von Approximationsverfahren spielt die zur Darstellung eines
Interpolanten beno¨tigte Datenmenge eine wesentliche Rolle. Bei der Spline-Interpo-
lation ist die beno¨tigte Datenmenge proportional zur Dimension des Raumes Srq (♦|−).
Daher ist bei den dargestellten Interpolationsmethoden von Vorteil, wenn mo¨glichst
wenige Vierecke aus ♦ in vier Mikrodreiecke unterteilt werden und mo¨glichst viele
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Abbildung 2.22: Maximale Tra¨gergro¨ße von Bz, falls z auf einer Kante von ♦ liegt;





in zwei. Seien im Folgenden n4 die Anzahl der viergeteilten sowie n2 die Anzahl der
zweigeteilten Vierecke einer Quadrangulierung ♦, und sei n = |♦|. Wir betrachten
die Verha¨ltnisse n2/n sowie n4/n.
Sowohl die Fa¨rbungsmethode von Nu¨rnberger, Schumaker und Zeilfelder [68] als
auch die von uns entwickelten Verfahren machen keinen Unterschied zwischen den
Farben schwarz und weiß. Daher ist bei beliebigen Quadrangulierungen durchschnitt-
lich die Ha¨lfte der Vierecke weiß. Wegen der Tatsache, dass jedes weiße Viereck vier-
geteilt wird, ist im Schnitt mindestens jedes zweite Viereck viergeteilt. Insbesondere
ist fu¨r den Fall, dass alle schwarzen Vierecke zweigeteilt werden, also stets einzeln,
d. h. ohne schwarze Nachbarn auftreten, im Schnitt genau die Ha¨lfte der Vierecke
viergeteilt. Andererseits wird der Anteil der viergeteilten Vierecke maximal, falls je-
des schwarze Viereck in einer gleichfarbigen Kette von gerader La¨nge liegt. In diesem
Fall wird im Schnitt genau die Ha¨lfte der schwarzen Vierecke zweigeteilt, d. h. es
sind drei Viertel der Vierecke viergeteilt. Fu¨r den Vergleich mit den anderen Me-
thoden nehmen wir im Folgenden an, dass im Schnitt zwei Drittel der schwarzen
Vierecke zweigeteilt sind.
Sei nun n2 die Anzahl der zweigeteilten, n4 die Anzahl der viergeteilten Vierecke.
Dann folgt fu¨r die Anzahl N der in ♦|− enthaltenen Dreiecke N = 2n2 + 4n4, wir
erhalten mit obiger Scha¨tzung also
N ≈ 2 · 1
3






Dieser Wert und somit die von Interpolanten beno¨tigte Datenmenge la¨sst sich durch
eine geringfu¨gige Modifikation der urspru¨nglichen Interpolationsmethode verringern:
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Bei der Triangulierung von ♦ fu¨gen wir fu¨r jedes Paar {Q1, Q2} schwarzer Vierecke
ohne weitere schwarze Nachbarn jeweils nur eine Diagonale zu Q1 und Q2 hinzu.
Abgesehen davon triangulieren wir wie oben beschrieben. Auf der resultierenden
Triangulierung ♦ konstruieren wir eine Interpolationsmenge Lq wie in den Abschnit-
ten 2.3.1 und 2.3.2 beschrieben.
Es ergibt sich folgendes Interpolationsverfahren mit sta¨rkeren Lokalita¨tseigenschaf-
ten:
Algorithmus 2.22
Seien q ≥ 3 und ♦ eine nach Algorithmus 2.4 gefa¨rbte, strikt konvexe Quadrangu-
lierung. In den schwarzen Ketten der La¨nge 6= 2 fu¨ge man zu jedem Viereck mit
geradem Index beide Diagonalen und zu jedem Viereck mit ungeraden Index eine
Diagonale hinzu. Fu¨r jede schwarze Kette der La¨nge zwei fu¨ge man zu jedem Viereck
eine Diagonale hinzu. Fu¨r jedes weiße Viereck fu¨ge man beide Diagonalen hinzu.
Auf der resultierenden Triangulierung ♦|− wa¨hle man Interpolationspunkte wie in
den Algorithmen 2.10 und 2.11 (q = 3) bzw. den Algorithmen 2.13 und 2.15 (q ≥ 4)
beschrieben.
Offensichtlich bleibt Lq trotz dieser Modifikation eine Lagrange-Interpolationsmen-
ge. Weiterhin sind die Interpolanten lokal und stabil bestimmbar, und das Verfahren
besitzt optimale Approximationsordnung. Alle Voraussetzungen der entsprechenden
Beweise, fu¨r q = 3 auch in [68], sind erfu¨llt. Hinsichtlich der Lokalita¨t des Verfah-
rens stellt sich die Frage nach einer Vera¨nderung der maximalen Tra¨gergro¨ße von
Basissplines. Zusa¨tzlich zu den in Theorem 2.21 betrachteten Fa¨llen ist die Situation
zu beru¨cksichtigen, dass eine Stelle Bz(z1) 6= 0 im Inneren eines zweigeteilten Vier-
ecks Q1 aus einer Kette (Q1, Q2) schwarzer Vierecke der La¨nge zwei auftritt. Zwar
entstehen dadurch im ungu¨nstigsten Fall Werte Bz(z2) 6= 0 an Stellen z2 im Inneren
des zweigeteilten Vierecks Q2, allerdings bleiben die Splinestu¨cke im Inneren aller
verbleibenden schwarzen Vierecke davon unbeeinflusst, denn Q1 und Q2 haben laut
Voraussetzung keine weiteren schwarzen Nachbarn in ♦. Somit bleibt die maximale
Tra¨gergro¨ße der Lagrange-Basissplines unvera¨ndert.
Daher ergeben sich fu¨r die gewa¨hlten Interpolationspunkte Lq folgende Eigenschaf-
ten:
Theorem 2.23
Sei q ≥ 3. Lq ist eine minimal bestimmende Menge und ferner eine Lagrange-
Interpolationsmenge fu¨r den Raum S1q (♦|−). Die Interpolanten sind lokal und stabil be-
stimmbar und besitzen optimale Approximationsordnung. Fu¨r jeden Basisspline Bz,
z ∈ Lq, existiert ein Viereck Q ∈ ♦ mit der folgenden Eigenschaft:
supp (Bz) ⊆ star7(Q)
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Im Allgemeinen liefert Algorithmus 2.4 einen sehr geringen Anteil von Vierecken Q ∈
♦ in Ketten der La¨nge ≥ 3. Insbesondere treten in Quadrangulierungen der Klas-
se K2 keine solche Ketten auf, d. h. jedes schwarze Viereck ist zweigeteilt. Folglich
ist durchschnittlich genau die Ha¨lfte der Vierecke viergeteilt. Fu¨r diese Klasse gilt
daher im Schnitt
N ≈ 3n. (2.20)
2.4 Interpolation und Priorita¨tsprinzip
Wir entwickeln nun eine weitere Methode der lokalen Lagrange-Interpolation mit
bivariaten C1-Splines auf strikt konvexen triangulierten Quadrangulierungen ♦. Im
Unterschied zu den bisher behandelten Methoden ist hierbei keine Fa¨rbung der
Vierecke no¨tig.
Wieder betrachten wir das Interpolationsproblem 2.8 bezu¨glich des Raums S1q (♦|−)
der C1-Splines vom Grad q ≥ 3 auf einer triangulierten strikt konvexen Quadran-
gulierung ♦|− des polygonalen Gebiets Ω.
Ohne die Vierecke zu fa¨rben, wenden wir zuna¨chst Kantenalgorithmus 2.10 (q = 3)
bzw. 2.13 (q ≥ 4) auf ♦ an. Die Menge der dabei gewa¨hlten Interpolationspunkte
bezeichnen wir mit L[E]q . Wie in Abschnitt 2.3 ausfu¨hrlich dargestellt, ist der Inter-
polant s damit auf den Kanten von ♦ bestimmt. Im folgenden Algorithmus wird s
durch die Wahl weiterer Interpolationspunkte auch im Inneren der Vierecke von ♦
in eindeutiger Weise bestimmt, ohne dass eine Fa¨rbung von ♦ beno¨tigt wird. Die
Vierecke von ♦ werden durch Hinzufu¨gen von einer oder zwei Diagonalen unterteilt.
Wir beschreiben zuna¨chst, welche Interpolationspunkte in den einzelnen Mikrodrei-
ecken gewa¨hlt werden:
Algorithmus 2.24
Seien q ≥ 3 und Q = [v1, v2, v3, v4] ein Viereck mit l ∈ {0, . . . , 4} bereits gewa¨hlten
Nachbarvierecken. Dabei bezeichne v0 das Baryzentrum vonQ. Die zu den gewa¨hlten
Vierecken gemeinsamen Kanten von Q seien mit E1, . . . , El bezeichnet. Fu¨r l ∈
{0, 1} fu¨ge man eine Diagonale [v1, v3], fu¨r l ∈ {2, 3, 4} fu¨ge man beide Diagonalen
zu Q hinzu. In der entstehenden Unterteilung {T1, T2} bzw. {T1, . . . , T4} wa¨hle man
folgende Interpolationspunkte:
l = 0:
Auf der durchgezogenen Diagonalen von Q wa¨hle man alle Be´zier-Bernstein-Punkte
mit Abstand ≥ 2 zu den Eckpunkten von Q. In T1 wa¨hle man alle inneren Be´zier-
Bernstein-Punkte. In T2 wa¨hle man alle inneren Be´zier-Bernstein-Punkte mit Ab-
stand ≥ 2 zu [v1, v3].
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l = 1:
Man wa¨hle alle Punkte wie in Fall l = 0 beschrieben, ausgenommen der Be´zier-
Bernstein-Punkte mit Abstand eins zu E1.
l ∈ {2, 3, 4}, q = 3:
Fu¨r l = 4 wa¨hle man keine Punkte. Ist l ∈ {2, 3}, so wa¨hle man v0. Im Fall l = 2
wa¨hle man außerdem einen Be´zier-Bernstein-Punkt mit Abstand eins zu v0. Besit-
zen E1 und E2 einen gemeinsamen Eckpunkt vj von Q, so ist ein Be´zier-Bernstein-
Punkt von Q auf der Diagonalen e mit der Eigenschaft vj /∈ e zu wa¨hlen.
l ∈ {2, 3, 4}, q ≥ 4:
Fu¨r jedes Mikrodreieck T von Q wa¨hle man Interpolationspunkte wie in Algorith-
mus 2.14 beschrieben. Man beginne hierbei mit denjenigen Mikrodreiecken, welche
Kanten aus {E1, . . . , El} besitzen.
Wir wa¨hlen nun Interpolationspunkte im Inneren der Vierecke aus ♦:
Algorithmus 2.25
Sei q ≥ 3. Fu¨r l = 0, . . . , 4 gehe man wie folgt vor: Solange ein noch nicht mar-
kiertes Viereck Q ∈ ♦ existiert, welches genau l bereits gewa¨hlte Nachbarvierecke
aus ♦ besitzt, wa¨hle man auf Q die in Algorithmus 2.24 beschriebenen Punkte und
bezeichne das Viereck als markiert.
Die Menge aller im Inneren der Vierecke gewa¨hlten Punkte nennen wir L[I]q . Wei-
terhin bezeichnen wir fu¨r l = 0, . . . , 4 mit Kl die Menge aller in der Iteration l
gewa¨hlten Vierecke.
Durch diese Vorgehensweise werden auf den unterteilten Vierecken offensichtlich
gleiche Punkte gewa¨hlt wie bei der Interpolation auf gefa¨rbten Quadrangulierun-
gen in Abschnitt 2.3. Da die Vierecke nach dem Priorita¨tsprinzip in abweichender
Reihenfolge durchlaufen werden, ergeben sich jedoch im Allgemeinen andere Inter-
polationsmengen.
Wir zeigen zuna¨chst, dass die Menge Lq, q ≥ 3, der Interpolationspunkte eine mi-
nimal bestimmende Menge ist. Dabei sei bemerkt, dass es sich bei sa¨mtlichen in Lq
enthaltenen Punkten um Be´zier-Bernstein-Punkte handelt.
Lemma 2.26
Sei q ≥ 3. Die Menge Lq := L[E]q ∪L[I]q ist eine minimal bestimmende Menge fu¨r den
Raum S1q (♦|−).
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Beweis: Wir zeigen, dass durch die Wahl der zu Lq geho¨renden Be´zier-Bernstein-
Koeffizienten der Interpolant s in eindeutiger Weise bestimmt ist und insbesondere
keine U¨berbestimmung von Koeffizienten vorliegt. Seien also alle Be´zier-Bernstein-
Koeffizienten der Punkte aus Lq vorgegeben.
Insbesondere sind dadurch die zu L[E]q geho¨renden Koeffizienten vorgegeben. Wegen
der hier analog geltenden Aussage 1 aus dem Beweis zu Lemma 2.16 sind durch die
C1-Bedingungen u¨ber die Eckpunkte von ♦ genau die folgenden Be´zier-Bernstein-
Koeffizienten von s eindeutig bestimmt:
1. alle Be´zier-Bernstein-Koeffizienten auf den Kanten von ♦
2. alle verbleibenden Be´zier-Bernstein-Koeffizienten auf den Kanten von ♦|− mit
Abstand eins zu einem Eckpunkt von ♦
Dies gilt analog fu¨r den Fall q = 3. Wir betrachten zuna¨chst die durch eine Diagonale
unterteilten Vierecke:
Behauptung 1: Mit den verbleibenden C1-Bedingungen u¨ber die durchgezo-
genen Diagonalen der zweigeteilten Vierecke lassen sich alle Koeffizienten auf den
zweigeteilten Vierecke in eindeutiger Weise bestimmen.
Sei Q ∈ ♦ ein zweigeteiltes Viereck. Es gilt Behauptung 2 aus dem Beweis zu
Lemma 2.16 analog. Dabei entspricht der Fall l = 0 der Situation eines einzelnen
zweigeteilten Vierecks, der Fall l = 1 entspricht dem Viereck Q2 aus einem benach-
barten Paar zweigeteilter Vierecke. Somit folgt Behauptung 1. Wieder gelten die
Argumente analog fu¨r den Fall q = 3. 
Es verbleiben die viergeteilten Vierecke. Im Fall q = 3 lassen sich die Argumente
von Nu¨rnberger, Schumaker und Zeilfelder [68], Theorem 3.4 analog anwenden. Im
Fall q ≥ 4 gelten die Behauptungen 3 und 4 aus dem Beweis zu Lemma 2.16, denn
die im Inneren von Q liegenden Punkte aus L[I]q werden gema¨ß Algorithmus 2.14
gewa¨hlt.
Induktiv folgt, dass mit jedem durchlaufenen Viereck Q alle Koeffizienten auf Q un-
ter Verwendung sa¨mtlicher C1-Bedingungen u¨ber den Kanten zu bereits durchlau-
fenen Vierecken in eindeutiger Weise bestimmt sind. Somit ist s unter Verwendung
aller C1-Bedingungen in eindeutiger Weise bestimmt. 
Theorem 2.27
Sei q ≥ 3. Lq ist eine Lagrange-Interpolationsmenge fu¨r den Raum S1q (♦|−).
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Beweis: Wegen Lemma 2.26 ist |Lq| = dim S1q (♦|−), und es genu¨gt, die Eindeu-
tigkeit des homogenen Interpolationsproblems zu zeigen. Sei also s(z) = 0 auf allen
Punkten z ∈ Lq.
Da auf den Kanten von ♦ dieselben Interpolationspunkte gewa¨hlt werden wie in
den Algorithmen 2.10 und 2.13, gilt Behauptung 1 aus dem Beweis zu Lemma 2.18
analog, d. h. fu¨r jeden Punkt z auf den Kanten von ♦ und auf den durchgezogenen
Diagonalen der zweigeteilten Vierecke ist s(z) = 0.
Auch fu¨r jedes zweigeteilte Viereck Q ∈ ♦ lassen sich die dortigen Argumente analog
anwenden: Abbildung 2.18 auf Seite 63 zeigt, dass sowohl im Fall l = 0 (Abbildung
links) als auch im Fall l = 1 (Abbildung rechts) durch die Wahl der Punkte L[I]q |Q
folgt, dass das Splinestu¨ck s|Q ≡ 0 ist. Dies gilt in gleicher Weise fu¨r den Fall q = 3.
Es folgt s|ΩM ≡ 0 auf der Menge M aller zweigeteilten Vierecke. Da auf den vier-
geteilten Vierecken dieselben Mengen von Lagrange-Punkten gewa¨hlt werden wie
bei der Interpolationsmethode auf gefa¨rbten Vierecken (vgl. Algorithmus 2.25), gilt
Lemma 2.17 hier vo¨llig analog. Es folgt s ≡ 0. Im kubischen Fall gelten wiederum
die Argumente aus [68], Beweis zu Theorem 3.4. 
Auch dieses Interpolationsverfahren ist lokal. Der Tra¨ger jedes Lagrange-Basissplines
ist in einem star8(Q), Q ∈ ♦, enthalten:
Theorem 2.28
Sei q ≥ 3. Fu¨r jeden Punkt z ∈ Lq ist der Tra¨ger des zugeho¨rigen Basissplines Bz
mit Bz(z˜) = δzz˜ fu¨r alle z˜ ∈ Lq
1. in einem star4(Q), Q ∈ ♦, enthalten, falls z im Inneren eines Vierecks Q ∈ ♦
liegt.
2. in einem star8(Q), Q ∈ ♦, enthalten, falls z auf den Kanten von ♦ liegt.
Insbesondere ist die Interpolationsmethode lokal.
Beweis: Sei z ∈ Lq. Wir zeigen
supp (Bz) ⊆ stark (Q) ,
wobei k = 4 fu¨r den Fall 1 bzw. k = 8 fu¨r den Fall 2 ist. Weiterhin sei Q dasjenige den
Punkt z enthaltende Viereck aus ♦, welches in Algorithmus 2.25 zuerst durchlaufen
wurde.
Wir untersuchen diemaximale Gro¨ße, wie sie fu¨r Tra¨ger der Basissplines Bz auftreten
kann:
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Abbildung 2.23: Maximale Tra¨gergro¨ße von Bz
Fall 1: z liegt im Inneren eines Vierecks Q ∈ ♦
Wir zeigen zuna¨chst folgende
Behauptung 1: Keine der Klassen Ki, i = 0, . . . , 4, entha¨lt benachbarte Vierecke.
Alle folgenden Argumente stu¨tzen sich auf die Vorgehensweise in Algorithmus 2.25.
Wir beweisen durch Widerspruch: Fu¨r i = 0, . . . , 4 sei {Qi, Q˜i} ∈ Ki × Ki ein Paar
von Vierecken aus Ki, wobei o. B. d. A. Qi jeweils das vor Q˜i gewa¨hlte Viereck sei.
Wir nehmen nun an, dass Qi und Q˜i benachbart sind.
Da Q˜0 keine gemeinsamen Kanten mit zuvor gewa¨hlten Vierecken hat, ist es ins-
besondere nicht mit Q0 benachbart, und wir erhalten einen Widerspruch. Also exi-
stieren keine benachbarten Vierecke in K0. Das Viereck Q˜1 ∈ K1 besitzt genau ein
zuvor gewa¨hltes und benachbartes Viereck, na¨mlich Q1. Wegen Q1 ∈ K1 wa¨re Q˜1
jedoch zu K0 hinzugefu¨gt worden, und wir erhalten einen Widerspruch. Fu¨r die
Klasse K2 la¨sst sich analog argumentieren: Das Viereck Q˜2 besitzt außer Q2 ge-
nau einen zuvor gewa¨hlten Nachbarn, d. h. Q˜2 wa¨re zu K1 6= K2 hinzugefu¨gt
worden. Ebenso besitzt Q˜3 außer Q3 genau zwei zuvor gewa¨hlte Nachbarn, und
es folgt Q˜3 ∈ K2 6= K3. Schließlich besitzt Q˜4 außer Q4 genau drei zuvor gewa¨hlte
Nachbarn, und es folgt Q˜4 ∈ K3 6= K4. 
Analog zum Beweis von Theorem 2.27 ist Bz|E ≡ 0 auf den Kanten E von ♦. Wie
der Beweis zu Theorem 2.27 zeigt, kann ein Interpolantenstu¨ck Bz|Q u¨ber einem
Viereck Q deshalb nur dann Funktionswerte ungleich Null besitzen, falls ein Inter-
polantenstu¨ck eines gema¨ß Priorita¨tsprinzip zuvor gewa¨hlten Nachbarvierecks von Q
Funktionswerte ungleich Null besitzt. Mit dieser U¨berlegung, zusammen mit Be-
hauptung 1, ergibt sich der Fall einer maximalen Tra¨gergro¨ße fu¨r Bz wie folgt:
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Der Punkt z liegt im Inneren eines Vierecks Q0 ∈ K0, d. h. es ist Bz|Q0 6≡ 0. Im
ungu¨nstigsten Fall entha¨lt ♦ eine (nicht geschlossene) Kette {Q0, . . . , Q4} von Vier-
ecken, wobei Qi ∈ Ki ist fu¨r alle i = 0, . . . , 4. Sei fu¨r i = 0, . . . , 3 mit Ei ferner
die gemeinsame Kante Qi∩Qi+1 bezeichnet. Algorithmisch besteht die Mo¨glichkeit,
dass Ei ∩ Ej = ∅ ist fu¨r alle Paare j 6= i, i, j = 0, . . . , 3. Abbildung 2.23 veran-
schaulicht diese Situation. Die Vierecke Qi sind, gema¨ß den zugeho¨rigen Klassen
mit
”
l = i“ bezeichnet.
Durch die Differenzierbarkeitsbedingungen u¨ber die Kanten E0, E1, E2 sowie E3
folgt sukzessive, dass im ungu¨nstigsten Fall Bz|Qi 6≡ 0 ist fu¨r i = 1, 2, 3, 4. Die
Menge ∪4i=0Qi ist dann im star4(Q), Q ∈ ♦, enthalten, aber in keinem star3(Q˜),
Q˜ ∈ ♦. Wegen Behauptung 1 und der Reihenfolge der gewa¨hlten Vierecke
ist Bz|♦ \ star4♦(Q) ≡ 0.
Fall 2: z liegt auf einer Kante eines Vierecks Q ∈ ♦
Liege z nun auf den Kanten von ♦. Wie im gefa¨rbten Fall liegt bei der maximal
mo¨glichen Tra¨gergro¨ße der Punkt z auf der Kante eines Vierecks Q, welches im
Kantenalgorithmus in der Iteration l = 4 ausgewa¨hlt wird. In diesem Fall ko¨nnen
Eckpunkte v von ♦ mit Gradienten ungleich Null maximal im star3(Q) auftreten.
Sei v0 ein solcher Eckpunkt auf dem Rand von star
3
♦(Q). Folglich liegt in der hin-
sichtlich der Tra¨gergro¨ße ungu¨nstigsten Situation das Viereck Q aus Fall 1 in der
Menge star4♦(Q) \ star3♦(Q), siehe Abbildung 2.23. Somit ist der Tra¨ger von Bz im
ungu¨nstigsten Fall im star8(Q), aber in keinem star7(Q˜), Q˜ ∈ ♦, enthalten. 
Damit folgen in vo¨llig analoger Weise zum gefa¨rbten Fall Stabilita¨t und optimale
Approximationsordnung der Methode.
Wir untersuchen schließlich die Dimension der Interpolationsra¨ume. Die Erfahrung
zeigt, dass bei großen Quadrangulierungen im Schnitt ungefa¨hr die Ha¨lfte der Vier-
ecke zweigeteilt ist und die andere Ha¨lfte viergeteilt. Als einfaches Beispiel betrachte
man eine Quadrangulierung, in welcher jeder Eckpunkt von geradem Grad ist. Vom
Rand abgesehen befindet sich dann bei bestimmter Klassifizierung wie in Algorith-
mus 2.25 die Ha¨lfte der Vierecke in der Klasse K0 und die verbleibende Ha¨lfte in der
Klasse K4. Fu¨r beliebige Quadrangulierungen ♦ entha¨lt K0 im Schnitt zwar einen
geringeren Anteil der Vierecke, allerdings entha¨lt K0 ∪ K1 in den meisten Fa¨llen
wieder ungefa¨hr die Ha¨lfte der Vierecke.
Daher gehen wir im Folgenden davon aus, dass im Schnitt die Ha¨lfte der Vierecke
zweigeteilt wird, d. h. wir wa¨hlen
N ≈ 2 + 4
2
n = 3n. (2.21)
fu¨r die Anzahl N der Dreiecke in ♦|−.
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Abbildung 2.24: Vergleich der Interpolationsmethoden
2.5 Vergleich der Interpolationsmethoden
Im folgenden Abschnitt vergleichen wir die dargestellten Interpolationsverfahren hin-
sichtlich Lokalita¨tseigenschaften, Dimension der Splinera¨ume sowie algorithmischer
Effizienz.
Wir betrachten dabei einerseits die auf dem Priorita¨tsprinzip basierende Methode,
andererseits mit Algorithmus 2.4 und Algorithmus 2.9 gefa¨rbte Quadrangulierungen.
Tabelle 2.24 fasst die Ergebnisse des Vergleichs zusammen.
Lokalita¨t
Durch das Fa¨rbungsverfahren aus [68] werden Interpolanten erzeugt, deren zugeho¨ri-
ge Basissplines maximal in einem star9(Q), Q ∈ ♦, enthalten sind. Fu¨r die in Ab-
schnitt 2.2 entwickelte Fa¨rbungsmethode ergibt sich eine maximale Tra¨gergro¨ße ei-
nes star7(Q), Q ∈ ♦. Bei Verwendung des Priorita¨tsprinzips aus Abschnitt 2.4 erha¨lt
man einen star8(Q), Q ∈ ♦.
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Effizienz
Ein geringfu¨giger Effizienzvorteil des Priorita¨tsprinzips ist, dass die Vierecke der
zugrunde liegenden Quadrangulierung nicht gefa¨rbt werden. Auch die Konstrukti-
on von Lagrange-Interpolationsmengen erfolgt bei dieser Methode in effizienter und
einfacher Weise. Bei der Verwendung von gefa¨rbten Quadrangulierungen sind ge-
gebenenfalls auch la¨ngere Ketten von Vierecken algorithmisch zu erfassen. Hierbei
muss gepru¨ft werden, welche Vierecke Endpunkte sind bzw. ob eine geschlossene Ket-
te gleichfarbiger Vierecke vorliegt. Da bei den weiter oben entwickelten Fa¨rbungs-
methoden nur selten Ketten der La¨nge ≥ 3 und auch keine geschlossenen Ketten
auftreten, ist die Verwaltung der Ketten und somit die Konstruktion der Interpo-
lationsmengen im Allgemeinen mit weniger Rechenaufwand verbunden als bei der
Verwendung von Fa¨rbungen wie in [68]. Weiterhin vereinfacht sich die Konstruktion
der Interpolationsmengen, da der Fall fu¨r geschlossene Ketten nicht auftritt.
Was den Aufwand fu¨r die Fa¨rbung der Vierecke nach der urspru¨nglichen Methode
angeht, so mu¨ssen zuna¨chst alle Vierecke Q ∈ ♦ durchlaufen und auf die Anzahl
gleichfarbiger Nachbarn u¨berpru¨ft werden. Nach jedem Farbwechsel eines Vierecks Q
mu¨ssen wiederum die neuen gleichfarbigen Nachbarn von Q in dieser Weise gepru¨ft
werden. Bei der oben entwickelten Fa¨rbungsmethode hingegen mu¨ssen die Vierecke
kegelweise in geeigneter Reihenfolge bearbeitet werden. Beide Verfahren besitzen
lineare Komplexita¨t und sind effizient implementierbar.
Dimension resultierender Interpolationsra¨ume
Aufgrund der unterschiedlichen Geometrie verschiedener Quadrangulierung kann
die Dimension der resultierenden Splinera¨ume in Abha¨ngigkeit von der Anzahl der
Vierecke in ♦, wie in den Abschnitten 2.3 und 2.4 dargestellt, im Allgemeinen nicht
bestimmt werden. Jedoch sind mit (2.19), (2.20) und (2.21) Abscha¨tzungen fu¨r ty-
pische Quadrangulierungen gegeben.
Im Schnitt erha¨lt man fu¨r die Methode auf ungefa¨rbten Quadrangulierung und auch
bei einer Fa¨rbung durch Algorithmus 2.4 daher Splinera¨ume von geringerer Dimen-




In diesem Kapitel entwickeln wir die erste Methode zur Interpolation mit kubi-
schen 3D-Splineoberfla¨chen auf Quadrangulierungen. In der Literatur finden sich
bislang fast ausschließlich Verfahren fu¨r stu¨ckweise lineare 3D-Oberfla¨chen, siehe
beispielsweise [30, 40, 42]. Das Konzept gegla¨tteter 3D-Splines wurde erst ku¨rzlich
von Kohlmu¨ller, Nu¨rnberger und Zeilfelder entworfen, die in zwei Arbeiten [47, 48]
die bislang einzige Interpolationsmethode fu¨r solche Splines entwickelten. Die dort
enthaltenen Konzepte dienen als Grundlage fu¨r das in diesem Kapitel entwickelte
Verfahren.
Gegeben sei eine feine Triangulierung ∆f im Raum. Wie in [47] interpolieren wir ∆f
zuna¨chst durch eine stetige kubische Splineoberfla¨che, definiert auf einer (groben)
3D-Triangulierung. Anschließend fassen wir Paare von Dreiecken dieser Triangu-
lierung zu Vierecken zusammen, wobei zusammengefasste Vierecke im Allgemeinen
nicht in einer Ebene liegen. Wir entwickeln hierfu¨r einen effizienten Algorithmus, so-
dass fast alle Dreiecke zusammengefasst werden ko¨nnen. Dabei ist insbesondere von
Bedeutung, dass die Dreiecke in einer bestimmten Reihenfolge betrachtet werden.
Auf diese Weise wird erreicht, dass nur in speziellen Fa¨llen innere Dreiecke einzeln
bleiben. Wir geben eine ausfu¨hrliche Darstellung dieser Fa¨lle. Die auf diese Weise
konstruierte Zerlegung nennen wir quadrangulierte 3D-Triangulierung ♦−.
Basierend auf Fa¨rbungs- und Priorita¨tsprinzipien a¨hnlich wie in Kapitel 2 modifizie-
ren wir den stetigen Interpolanten, um glatte Splineoberfla¨chen zu erhalten. Dabei
wird der Interpolant zuerst u¨ber den Eckpunkten, dann u¨ber den Kanten von ♦−
gegla¨ttet. Fu¨r die gegla¨tteten Oberfla¨chen erha¨lt man Differenzierbarkeit auf den
Eckpunkten und Mittelpunkten der Kanten von ♦−.
Wir zeigen die Lokalita¨t der Methode. Entspricht die 3D-Triangulierung einer ebe-
nen Triangulierung, so ist es uns mo¨glich, Ergebnisse fu¨r die Approximationsordnung
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zu geben. Fu¨r diesen Fall zeigen wir, dass die Methode optimale Approximations-
ordnung besitzt.
3.1 Grundlagen
Wir verwenden der besseren Lesbarkeit wegen fu¨r 3D-Symbole fettgedruckte Buch-
staben, z. B. v := (x, y, z) ∈ IR3. Zuna¨chst stellen wir die Be´zier-Bernstein-Dar-
stellung fu¨r Polynome in drei Komponenten dar. Bezu¨glich eines nichtdegenerierten
Dreiecks T := [v1,v2,v3] ⊂ IR3 im Raum existiert fu¨r jeden Punkt in der durch T
gegebenen Ebene (φ1, φ2, φ3) eine eindeutige Darstellung, genannt baryzentrischer




φi(z)vi, wobei φ1(z) + φ2(z) + φ3(z) = 1 (3.1)
Wie bei den baryzentrischen Koordinaten von Dreiecken der Ebene erfu¨llt auch die
Darstellung fu¨r Dreiecke im Raum die Interpolationseigenschaft φi(vj) = δij fu¨r
alle i, j = 1, 2, 3. Ferner ist genau dann z ∈ T , wenn φi ∈ [0, 1] ist fu¨r alle i = 1, 2, 3.
Unter Verwendung von (3.1) sind die polynomialen 3D-Oberfla¨chen u¨ber T wie folgt
definiert: Es handelt sich um Abbildungen p : T → IR3, welche in jeder Komponen-
te pτ , τ = 1, 2, 3, ein bivariates Polynom von totalem Grad q sind. Die drei Kom-
ponenten von p werden in Be´zier-Bernstein-Schreibweise dargestellt. Die Be´zier-
Bernstein-Basispolynome Bq,Ti,j,k : T → IR, i + j + k = q, u¨ber T ⊂ IR3 sind hierbei







k, z ∈ T, (3.2)
und die Be´zier-Bernstein-Darstellung von p mit zugeho¨rigen Be´zier-Bernstein-Ko-




Bq,Ti,j,k(z)ci,j,k, z ∈ T . (3.3)
Dabei entspricht die Menge der q-gradigen bivariaten Polynome u¨ber T einer Teil-
menge der polynomialen 3D-Oberfla¨chen: Jeder Be´zier-Bernstein-Koeffizient ci,j,k
liegt fu¨r den Fall, dass p einem bivariaten Polynom entspricht, auf der Normalen



























i,j,k, z ∈ T,
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Abbildung 3.1: 3D-Quadrangulierung, fu¨r welche Algorithmus 2.4 nicht direkt an-
wendbar ist.
wobei bi,j,k, i+j+k, die Vektoren zu den jeweiligen Be´zier-Bernstein-Punkten auf T
und c⊥i,j,k die jeweiligen, orthogonal zu T liegenden Differenzvektoren bezeichnen.
Das entsprechende bivariate Polynom p : T → IR hat dann die Be´zier-Bernstein-
Koeffizienten cijk = ‖c⊥ijk‖2.
Das Be´zier-Bernstein-Netz einer polynomialen 3D-Oberfla¨che ist direkt durch die
Koeffizienten ci,j,k gegeben, wobei auch hier Netz- und Polynomoberfla¨che an den
Eckpunkten von T u¨bereinstimmen.
Wir behandeln nun den Begriff der 3D-Splineoberfla¨chen. Eine Triangulierung ∆ ist
definiert als eine Menge {T1, . . . , TN} von Dreiecken, falls die analogen Bedingungen
wie im zweidimensionalen Fall erfu¨llt sind. Ebenso ist eine Quadrangulierung ♦
von Ω analog zur Quadrangulierung im IR2 definiert.
Im Gegensatz zur Zerlegung in der Ebene ist das zugeho¨rige Gebiet Ω zwar zu-
sammenha¨ngend, jedoch nicht notwendigerweise einfach zusammenha¨ngend. Insbe-
sondere bemerken wir, dass Lemma 2.2 nicht analog fu¨r Quadrangulierungen im
Raum gilt und der in Abschnitt 2.2 entwickelte Fa¨rbungsalgorithmus nicht direkt
u¨bertragbar ist. Selbst bei einfach zusammenha¨ngenden Quadrangulierungen ist der
Fa¨rbungsalgorithmus nicht analog anwendbar: Man betrachte beispielsweise die sehr
einfache, in Abbildung 3.1 dargestellte Quadrangulierung ♦, bestehend aus sechs
Vierecken Q1, . . . , Q6. Obwohl bei einem sukzessiven Anfu¨gen von Kegeln alle Teil-
quadrangulierungen und auch ♦ selbst einfache zusammenha¨ngende Punktmengen
bilden, liegen bei der Fa¨rbung des letzten Vierecks stets vier bereits gefa¨rbte Nach-
barn vor.
Offensichtlich la¨sst sich jede Triangulierung ∆ im Raum als dreidimensionale poly-
nomiale Oberfla¨che vom Grad eins interpretieren: Auf einer geeigneten Triangulie-
rung ∆˜, im einfachsten Fall ∆ selbst, wa¨hlt man die Koeffizienten aus (3.3), sodass
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sie mit den Eckpunkten von ∆ u¨bereinstimmen. Diese Interpretation wird wie folgt
auf ho¨hergradige dreidimensionale polynomiale Oberfla¨chen u¨bertragen: Eine Ab-
bildung
s = (s1, s2, s3) : Ω→ IR3 (3.4)
heißt Spline vom Grad q in drei Komponenten bezu¨glich einer 3D-Triangulierung ∆
einer Oberfla¨che Ω, falls sτ |T ∈ P2q ist fu¨r alle τ = 1, 2, 3 und alle T ∈ ∆. Die
















iv1 + jv2 + kv3
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. (3.6)














Lokalita¨t einer Methode ist wie folgt definiert: Gegeben ein Interpolant s : Ω∆ → IR3
einer feinen Oberfla¨che Ωf und ein Interpolant s˜ : Ω∆ → IR3, welcher sich durch die
Modifikation eines einzelnen Interpolationswerts fz, z ∈ Ω∆, ergibt. Dann heißt das
entsprechende Interpolationsverfahren lokal, falls ein von der Lage von z und von |∆|
unabha¨ngiges l ∈ IN0 existiert, sodass fu¨r ein bestimmtes Dreieck T ∈ ∆ die folgende
Bedingung erfu¨llt ist:
s(z˜) = s˜(z˜), z˜ ∈ Ω∆\starl(T ) (3.8)
Der Differenzierbarkeitsbegriff la¨sst sich nicht direkt auf 3D-Splines u¨bertragen,
siehe [36]. Es ist nur mo¨glich, stetige Differenzierbarkeit fu¨r jede Komponente sτ ,
τ = 1, 2, 3 von s zu fordern, falls die betrachteten Dreiecke in einer Ebene liegen.
Hierbei ist von Bedeutung, dass eine polynomiale 3D-Oberfla¨che G(s|T ) unabha¨ngig
von Lage und Geometrie des entsprechenden Dreiecks T ∈ ∆ ist. Somit ist s u¨ber
eine gemeinsame Kante zweier Dreiecke differenzierbar, falls zwei benachbarte ebene
Dreiecke existieren, sodass Theorem 1.4 fu¨r jede Komponente sτ , τ = 1, 2, 3, u¨ber
den Dreiecken der Ebene erfu¨llt ist.
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ist wohldefiniert fu¨r alle z ∈ Ω.
Es ist eine bekannte Tatsache (vgl. [36], S. 120ff.), dass die Forderung stetiger Dif-
ferenzierbarkeit im Allgemeinen zu streng und deshalb in der Anwendung nicht
sinnvoll ist. Daher gibt es verschiedene Ansa¨tze fu¨r weniger strenge Glattheitsbe-
dingungen [34,74]. Die entsprechenden Bedingungen sind dabei unabha¨ngig von Lage
und Geometrie der Grunddreiecke. Wir verwenden im Folgenden die gleiche Glatt-
heitsbedingung, die in der Methode von Kohlmu¨ller, Nu¨rnberger und Zeilfelder [48]
verwendet wird. Bei der Gla¨ttung u¨ber einem Eckpunkt v ∈ V [∆] projiziert man,
grob gesprochen, alle Koeffizienten des C1-Rings um v in die gemittelte Tangential-
ebene der Splineoberfla¨che s und erha¨lt dadurch Differenzierbarkeit des gegla¨tteten
Splines in v. Bei der Gla¨ttung u¨ber einer Kante [u,v], die zwei Dreiecken T1 und T2
aus ∆ angeho¨rt, geht man, grob gesprochen, wie folgt vor: Man mittelt die Tangen-
tialebenen in m = 1/2(u+v) und modifiziert die beiden Koeffizienten c
[Tl]
111, l = 1, 2,
sodass die zu [u,v] senkrechten Ableitungen von s|Tl inm u¨bereinstimmen. Auf diese
Weise erha¨lt man einen gegla¨tteten Spline, der an den Punkten u, v undm differen-
zierbar ist. Daru¨ber hinaus weichen die Normalenvektoren der Polynomstu¨cke auf
allen u¨brigen Punkten der Kante nur wenig voneinander ab, siehe Theorem 3 in [48].
Wir geben nun eine detaillierte Beschreibung dieser Modifikation von Be´zier-
Bernstein-Koeffizienten. Zuna¨chst stellen wir die Gla¨ttung u¨ber einem Eckpunkt v ∈
V [∆] dar:
Algorithmus 3.1
Sei s : Ω → IR3 ein stetiger Spline in drei Komponenten (s1, s2, s3) bezu¨glich der
3D-Triangulierung ∆, ferner sei v ∈ V [∆] ein Eckpunkt, welcher mindestens zwei
Dreiecken aus ∆ angeho¨rt. Die Dreiecke, welche v enthalten, seien mit Tl ∈ ∆,
l = 1, . . . , n, und die zugeho¨rigen Be´zier-Bernstein-Koeffizienten mit c
[Tl]
ijk bezeichnet.
Die Nummerierung der Eckpunkte sei fu¨r alle l = 1, . . . , n, sodass c
[Tl]
300 zu v geho¨re.







aufgespannten Ebene fu¨r alle l = 1, . . . , n. Der Normalenvektor der gemittelten





Man projiziere alle Koeffizienten mit Abstand eins zu v in die gemittelte Tangen-
tialebene, verschiebe sie also in Richtung n(v), bis sie in dieser Ebene liegen. Eine
solche Vorgehensweise nennen wir Gla¨ttung von s auf v oder kurz Gla¨ttung von v.

















pl = s|T , l = 1,2
Abbildung 3.2: Notation bei der Gla¨ttung einer gemeinsamen Kante
Mit dieser Modifikation erhalten wir das folgende Ergebnis:
Lemma 3.2
Ein wie in Algorithmus 3.1 u¨ber einem Eckpunkt v von ∆ gegla¨tteter Spline s ist
differenzierbar in v.
Beweis: Da die Be´zier-Bernstein-Koeffizienten cl, l = 1, . . . , n+ 1, von s der C
1-
Scheibe um v in einer Ebene liegen, stimmt diese Ebene mit der Tangentialebene
jedes Polynomstu¨cks s|Tl der zu v geho¨renden Dreiecke Tl, l = 1, . . . , n, in v u¨berein,
siehe Beweis zu Theorem 3 in [48]. Betrachtet man die ebene Zelle von n Dreiecken,
welche diese Koeffizienten als Eckpunkte besitzen, so ist jede Komponente sτ , τ =
1, 2, 3, u¨ber dieser Zelle differenzierbar in cv. 
Wir beschreiben nun die Gla¨ttung von s u¨ber einer Kante [u,v] der Triangulierung:
Algorithmus 3.3
Sei s : Ω → IR3 ein stetiger Spline in drei Komponenten (s1, s2, s3) bezu¨glich der
3D-Triangulierung ∆, ferner seien Tl := [u,v,wl], l = 1, 2, zwei benachbarte Drei-
ecke aus ∆ mit zugeho¨rigen Be´zier-Bernstein-Koeffizienten c
[Tl]
ijk , l = 1, 2.
Wir bezeichnen als Gla¨ttung von s u¨ber [u,v], oder kurz Gla¨ttung von [u,v], folgende
Modifikation einer Teilmenge dieser Koeffizienten:
Zuna¨chst berechne man die Tangentialebenen der Polynomstu¨cke p1 := s|T1
und p2 := s|T2 im Kantenmittelpunkt m := u+v2 . Seien mit r der Einheitsvek-
tor r := v−u
‖v−u‖2
in Richtung gemeinsamer Kante [u,v] und mit r⊥l , l = 1, 2, die
dazu orthogonalen Einheitsvektoren in den Dreiecken Tl bezeichnet. Dann liefert
der Algorithmus von de Casteljau die Richtungsableitung von s im Punkt m in
Richtung r:
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sr(m) =
3






210 − c[T1]120 − c[T1]030
)
(3.11)




ij0 ist fu¨r alle i+ j = 3 und somit p1|[u,v] = p2|[u,v] gilt.
Die orthogonalen Vektoren r⊥l , l = 1, 2, sind aufgrund der linearen Abha¨ngigkeit
zu den Kantenvektoren der Dreiecke Tl durch Linearfaktoren αl und βl wie folgt
darstellbar:
r⊥l =
(wl − v)− βl(v − u)
αl
, l = 1, 2
Als Na¨chstes werden die orthogonalen Ableitungen von p1 und p2 in m beno¨tigt,
also diejenigen Ableitungsvektoren, welche orthogonal zum Vektor sr(m) stehen.
Diese Ableitungen seien mit (pl)r¯l(m), l = 1, 2, bezeichnet. Die zugeho¨rigen Rich-
tungsvektoren r¯l, l = 1, 2, liegen in den Dreiecken Tl, sind im Allgemeinen nicht
orthogonal zu r und lassen sich in eindeutiger Weise darstellen als
r¯l = α¯l r+ β¯l r
⊥
l , l = 1, 2. (3.12)
Die beiden Ableitungsvektoren sind somit mit denselben Koeffizienten wie folgt dar-
stellbar:









, β¯l := 1, l = 1, 2. (3.14)
Durch diese Wahl von α¯l und β¯l, l = 1, 2, erha¨lt man die beiden zu sr(m) orthogo-
nalen Ableitungsvektoren, denn fu¨r l = 1, 2 folgt
〈sr(m), (pl)r¯l(m)〉 =
〈
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, l = 1, 2 (3.16)
Aufgrund der Definition von nl(m), l = 1, 2, und (3.15) bilden die Vektoren
{ nl(m , (pl)r¯l(m) , sr(m)) } (3.17)
fu¨r l = 1, 2 Orthogonalsysteme.
An dieser Stelle unterscheiden wir zwei Fa¨lle: In Fall 1, genannt Gla¨ttung von s
u¨ber [u,v], ermittelt man den gemittelten Normalenvektor n(m) und projiziert die
Be´zier-Bernstein-Koeffizienten c
[Tl]
111, l = 1, 2, beider Dreiecke in die gemittelte Ebene.
Dagegen la¨sst man in Fall 2, genannt Gla¨ttung von s u¨ber T2 bezu¨glich des Nach-
bardreiecks T1, das Polynomstu¨ck p1 unvera¨ndert und projiziert lediglich den Koef-
fizienten c
[T2]
111 in die zu p1 geho¨rende Ebene. Die Kante [u,v] wird nach Beendigung
der Projektion in beiden Fa¨llen als gegla¨ttet bezeichnet.
Fall 1: Gla¨ttung von [u, v]
Mit Hilfe der gemittelten Tangentialebene la¨sst sich die modifizierte orthogonale
Ableitung sr¯∗(m) bezu¨glich des neuen Richtungsvektors r¯
∗ inm wie folgt berechnen:





Es sei bemerkt, dass der dadurch bestimmte Vektor sr¯∗(m) ungleich Null ist, denn
es gilt:
(i) 〈n(m), sr(m)〉 = 12
∑
l=1 2 〈nl(m), sr(m)〉 = 0
(ii) sr(m) 6= 0
Aufgrund der Zusammenha¨nge (3.12) bis (3.14) folgt fu¨r die (modifizierten) Ablei-
tungen der Polynomstu¨cke in Richtung der orthogonalen Richtungsableitungen







· sr(m), l = 1, 2.
Da die auf [u,v] liegenden Be´zier-Bernstein-Koeffizienten der Polynomstu¨cke u¨ber-
einstimmen, sind die Koeffizienten c
[Tl]
111, l = 1, 2, aus den orthogonalen Ableitun-
gen (p∗l )r⊥l (m), l = 1, 2, bestimmbar. Diese Tatsache ergibt sich durch Anwendung
von Satz 1.8 auf jede Komponente sτ , τ = 1, 2, 3.
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Fall 2: Gla¨ttung von T2 bezu¨glich T1
Ohne Beschra¨nkung der Allgemeinheit sei p2 das zu vera¨ndernde und p1 das zu
belassende Polynomstu¨ck. Analog zur Berechnung (3.18) bestimme man fu¨r p2 die




(p2)r¯∗2(m) := n1(m)× sr(m) (3.19)
Fu¨r die (modifizierten) Ableitungen von p2 in Richtung der orthogonalen Richtungs-
ableitung ergibt sich mit den Zusammenha¨ngen (3.12) bis (3.14)












2)r⊥l (m) durch eine Anwen-
dung von Satz 1.8 auf die Komponenten τ = 1, 2, 3 von s bestimmen.
Auf diese Weise erha¨lt man Differenzierbarkeit u¨ber dem Mittelpunkt der gemein-
samen Kante:
Lemma 3.4
Ein wie in Algorithmus 3.3 u¨ber einer Kante [u,v] von ∆ gegla¨tteter Spline s ist
differenzierbar in 1/2 (u+ v).
Beweis: Die Polynomstu¨cke s|T1 und s|T2 auf den zu [u,v] geho¨renden Dreiecken T1
und T2 stimmen auf der Kante u¨berein, besitzen im Mittelpunktm also insbesondere
dieselbe Ableitung in Richtung [u,v]. Weiterhin stimmen sie in den modifizierten
orthogonalen Ableitungen im Kantenmittelpunkt u¨berein. Betrachtet man zu T1
und T2 a¨hnliche Dreiecke der Ebene mit gemeinsamer Kante [u, v], so ist daher jede
Komponente sτ , τ = 1, 2, 3, differenzierbar in 1/2(u+ v). 
3.2 Berechnung des stetigen Interpolanten
Es sei ein zu interpolierendes 3D-Objekt in Form einer feinen Oberfla¨che gegeben.
In der Praxis verwendet man hierfu¨r meist eine feine Triangulierung Ωf . Liegt die
Oberfla¨che jedoch in Form einer Punktmenge vor, so la¨sst sich daraus in effizienter
Weise eine feine Triangulierung erzeugen, man vergleiche beispielsweise mit [14,31].
Weiterhin liege eine grobe Triangulierung ∆ vor, welche mit Ωf an den Eckpunkten
u¨bereinstimmt. Zur Konstruktion einer solchen Triangulierung existieren geeignete
Methoden, genannt mesh simplification, siehe [15,40].
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Im ersten Schritt des Interpolationsalgorithmus berechnen wir einen stetigen kubi-
schen Spline s˜, welcher Ωf an allen Be´zier-Bernstein-Punkten von ∆ interpoliert.
Sei also s˜ : Ω→ IR3 ein Spline in drei Komponenten (s˜1, s˜2, s˜3), welcher die Inter-
polationsbedingungen
s˜(z) = f(z), z ∈ P3(∆), (3.20)
erfu¨llt, wobei mit f(z) = [f1(z), f2(z), f3(z)] diejenigen Daten von Ωf bezeichnet
sind, die den jeweiligen Interpolationspunkten z bezu¨glich der euklidischen Norm
am na¨chsten liegen.
Da auf jedem Punkt z ∈ Ω, welcher mehreren Dreiecken T ∈ ∆ angeho¨rt, fu¨r
jedes zugeho¨rige Polynomstu¨ck s|T derselbe Interpolationswert gewa¨hlt wird, ist der
resultierende Spline s˜ stetig auf Ω.
In computertechnischen Implementierungen werden die Werte f(z), z ∈ P3(∆),
ermittelt, indem die Oberfla¨che Ωf durch eine endliche große Menge von Punk-
ten P ⊂ Ωf diskretisiert wird. Ist beispielsweise Ωf eine feine Dreiecksoberfla¨che ∆f ,
so wa¨hlt man P := Pλ(∆f ) als die Menge der Be´zier-Bernstein-Punkte auf ∆f von
einer gewu¨nschten Punktdichte λ ∈ IN. Aus Gru¨nden der Effizienz ist es dabei
no¨tig, die Punktmenge P in lokale Teilmengen zu zerlegen. Man spricht hierbei vom
Vorgang des Clusterns der Menge. In dieser Weise mu¨ssen fu¨r jeden Be´zier-Bern-
stein-Punkt z nur noch Absta¨nde zu wesentlich weniger Daten aus P berechnet
und verglichen werden. Eine effiziente Umsetzung dieses Problems implementierte
beispielsweise Gru¨ntjes, siehe [41], Seite 75ff.





















, i+ j + k = 3, (3.21)
zwischen den Interpolationswerten [fτ (z
[T ]
ijk)]i+j+k=3 und den Be´zier-Bernstein-Koef-
fizienten [(c˜τ )
[T ]
ijk]i+j+k=3 auf ein lineares Gleichungssystem Ax = bmit einer Determi-
nanten A ∈ IR10×10 unabha¨ngig von T . Die Eintra¨ge in A berechnen sich aus (1.10)






27 1 8 1 8 1 0 0 0 0
0 12 6 3 0 0 0 0 0 0
0 6 12 3 0 0 0 0 0 0
0 0 0 6 0 0 0 0 0 0
0 0 0 3 12 6 0 0 0 0
0 0 0 3 6 12 0 0 0 0
0 0 0 3 0 0 12 6 0 0
0 0 0 3 0 0 6 12 0 0
0 0 0 3 3 8 1 8 27 0
0 8 1 1 0 0 8 1 0 27


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Aufgrund der Diagonaldominanz von A existiert eine Inverse A−1 ∈ IR10×10, und die
Be´zier-Bernstein-Koeffizientenvektoren von s˜ sind in eindeutiger Weise bestimmbar.
Im Einzelnen lassen sich fu¨r jedes Dreieck T ∈ ∆ die Komponenten τ = 1, 2, 3 der
Koeffizientenvektoren c˜
[T ]
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]
(3.22)
Die Berechnung der 10 Koeffizientenvektoren aus den 10 Interpolationswerten durch
Gleichung (3.22) erfolgt schnell und unabha¨ngig von der Lage des entsprechenden
Dreiecks.
Die in dieser Weise interpolierten stetigen Splines beno¨tigen im Vergleich zu Drei-
ecksoberfla¨chen nur etwa ein Viertel der Datenmenge, ohne dass visuelle Unterschie-
de festgestellt werden ko¨nnen, siehe [41,47]. Auch ohne eine Gla¨ttung bietet demnach
bereits die Verwendung stetiger Splineoberfla¨chen in dieser Hinsicht erheblich Vor-
teile. Abbildung 3.3 zeigt einen menschlichen Kopf in Form einer Dreiecksoberfla¨che
von 640.000 Dreiecken (Bild links) und einen daraus gewonnenen stetigen kubischen
Interpolanten, definiert auf einer Triangulierung von lediglich 9.000 Dreiecken (Bild
rechts). Die Darstellung entspricht einer Implementierung von Kohlmu¨ller [47].
Eine Gla¨ttung des berechneten stetigen Interpolanten s˜, wie wir sie im Folgenden
vornehmen, bringt eine weitere Reduktion beno¨tigter Daten bei gleichbleibender
visueller Qualita¨t hervor.
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Abbildung 3.3: Eine feine Triangulierung mit 640.000 Dreiecken (links) und der dazu
geho¨rige stetige Interpolant u¨ber 90.000 Dreiecken (rechts)
3.3 Konstruktion einer groben Quadrangulierung
im Raum
Die in Abschnitt 3.4 beschriebene Modifikation von Be´zier-Bernstein-Koeffizienten
basiert auf einer (groben) Quadrangulierung im Raum. Da der stetige Interpolant
jedoch auf einer 3D-Triangulierung definiert ist, entwickeln wir zuna¨chst eine Me-
thode, um benachbarte Dreiecke zu Vierecken zusammenzufassen.
Wir erhalten dadurch eine Menge ♦−, genannt quadrangulierte 3D-Triangulierung,
welche die Paare der als Vierecke zusammengefassten Dreiecke und außerdem u¨brig
gebliebene einzelne Dreiecke entha¨lt. Sei N1 die Anzahl der zusammengefassten Paa-
re, N2 die Anzahl der u¨brig gebliebenen Dreiecke und N = N1 + N2, so schreiben
wir
♦− = { {T∆1 , T∇1 } , . . . , {T∆N1 , T∇N1} } ∪ { T1 , . . . , TN2 } . (3.23)
Paare von Dreiecken werden durch folgenden Algorithmus so zu Vierecken zusam-
mengefasst, dass nur wenige Dreiecke im Inneren der Triangulierung einzeln bleiben:
Algorithmus 3.5
Man fasse benachbarte Dreiecke einer Triangulierung ∆ in der Ebene oder im Raum
wie im Folgenden beschrieben zu Vierecken zusammen und bezeichne die Menge
der zusammengefassten und u¨brig bleibenden Dreiecke mit ♦−. Man fasse dabei je-
weils nur Paare zusammen, welche, bezu¨glich der gemeinsamen Kante in eine Ebene
gedreht, ein strikt konvexes Viereck bilden.
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∅ fu¨r i = 0,
star∆1 (v) fu¨r i = 1,
star∆i (v)\star∆i−1(v) fu¨r i ≥ 2.
Fu¨r i = 1, 2, . . . ,m wiederhole man die Schritte 2 bis 4 solange Si 6= ∅ ist.
2. Falls nicht durchlaufene Dreicke aus Si mit zwei Nachbardreiecken in Si−1
existieren, bezeichne man die Menge dieser Dreiecke mit T2 und verfahre mit
jedem Dreieck T ∈ T2 wie folgt:
(a) Besitzt T nicht zusammengefasste Nachbardreiecke in Si−1, so fasse
man T mit einem dieser Nachbarn zusammen.
(b) Besitzt T andernfalls nicht zusammengefasste Nachbardreiecke in Si, so
fasse man T mit einem dieser Nachbarn zusammen.
(c) Andernfalls lasse man T einzeln.
3. Falls nicht durchlaufene Dreiecke T ∈ Si mit genau einem Nachbardreieck
in Si−1 existieren, bezeichne man die Menge dieser Dreiecke mit T1 und verfahre
wie folgt:
3.1 Man beginne mit einem beliebigen Dreieck T ∈ T1.
(a) Falls T einen nicht zusammengefassten Nachbarn in Si−1 besitzt, so
fasse man dieses benachbarte Paar zusammen.
(b) Falls T andernfalls zwei nicht zusammengefasste Nachbarn T1, T2 ∈
Si besitzt, so verfahre man wie folgt: Man bezeichne fu¨r i = 1, 2
mit Mi ⊆ Si die gro¨ßtmo¨gliche benachbarte Menge nicht zusam-
mengefasster Dreiecke ohne Nachbarn in Si−1, die Ti entha¨lt.
(i) Sind sowohlM1 als auchM2 Ketten mit einem zusammengefas-
sten Nachbarn in Si, so u¨berpru¨fe man die La¨ngen l1 und l2 dieser
Ketten. Ist genau eine La¨nge ungerade, so fasse man T mit dem
entsprechenden Dreieck zusammen, ansonsten wa¨hle man ein be-
liebiges der Dreicke.
(ii) Ist hingegen genau eine Menge Mi, i ∈ {1, 2}, eine Kette wie
in (i), so fasse man T mit Ti zusammen, falls die entsprechende
La¨nge li ungerade ist, ansonsten mit dem anderen Dreieck.
(iii) Ist wederM1 nochM2 eine Kette wie in (i), so fasse man T mit
einem beliebigen Dreieck T1 oder T2 zusammen.
(c) Falls T andernfalls genau einen nicht zusammengefassten Nachbarn
in Si besitzt, so fasse man T mit diesem zusammen.
(d) Andernfalls lasse man das Dreieck T einzeln.
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Abbildung 3.4: Beispiel einer 3D-Triangulierung ohne Randdreiecke
3.2 Falls ein Dreieck T ∈ T1 verbleibt, welches das zuletzt durchlaufene, nicht
einzeln gelassene Dreieck beru¨hrt, so verfahre man fu¨r T wie in 3.1.
3.3 Solange Dreiecke T ∈ T1 verbleiben, wiederhole man Schritt 3.2.
4. Falls Dreiecke aus Si verbleiben, so bezeichne man die Menge dieser Dreiecke
mit T0 und verfahre wie folgt:
4.1 Solange Dreiecke T ∈ T0 mit zusammengefasstem Nachbarn existieren,
so fasse man T , falls es einen nicht zusammengefassten Nachbarn in Si
besitzt, mit diesem zusammen und lasse T ansonsten einzeln.
4.2 Solange weitere Dreiecke in T0 existieren, fasse man jedes solches Drei-
eck T , falls es einen nicht zusammengefassten Nachbarn T1 besitzt, mit
diesem zusammen und lasse T ansonsten einzeln.
Durch diese Vorgehensweise wird erreicht, dass die konstruierten Zerlegungen ♦− nur
sehr wenige einzelne Dreiecke im Inneren von ♦− enthalten. Dadurch, dass Dreiecke
aus Si mit zwei Nachbardreiecken aus Si−1 vorrangig zu Dreiecken mit genau einem
Nachbardreiecke aus Si−1 und diese wiederum vorrangig zu solchen ohne Nachbar-
dreieck aus Si−1 behandelt werden, wird erreicht, dass nur in Sonderfa¨llen Dreiecke
aus Si−1 einzeln bleiben.
Wir stellen im Folgenden die verschiedenen Sonderfa¨lle dar, in denen einzelne Drei-
ecke im Inneren von ♦− verbleiben. Dabei sei T ∈ Si ⊆ ♦− fu¨r i ∈ {1, . . . ,m} ein
solches einzelnes inneres Dreieck. Dann gilt offensichtlich eine der folgenden Aussa-
gen:
(i) T ist ein inneres Dreick von ♦− mit ausschließlich zusammengefassten Nach-
bardreiecken, und es besitzt kein Nachbardreieck in Si+1.
(ii) T ist ein inneres Dreieck von ♦− mit ausschließlich zusammengefassten Nach-
bardreiecken, und es besitzt ein oder zwei Nachbardreiecke in Si+1, von denen
jedes mindestens ein weiteres Nachbardreieck in Si besitzt, mit dem es zusam-
mengefasst ist.













Abbildung 3.5: Sonderfa¨lle einzelner innerer Dreiecke; Die gemeinsamen Kanten
der zusammengefassten Dreiecke sind gestrichelt dargestellt. Die einzeln bleibenden
Dreiecke sind grau schraffiert.
(iii) T bildet, mit einem entsprechenden Nachbardreiecke T ′ zusammengefasst und
bezu¨glich T ∩T ′ in eine gemeinsame Ebene gedreht, kein strikt konvexes Vier-
eck.
Zu (i) bemerken wir Folgendes: Besa¨ße T einen nicht zusammengefassten Nachbarn,
so wa¨re T mit diesem Nachbarn zusammengefasst worden. Besa¨ße T ein Nachbardrei-
eck in Si+1, so wa¨re dieser Nachbar gema¨ß 3.1 (a) mit T zusammengefasst worden.
In den Situationen (i) und (ii) mu¨ssen weitere Bedingungen vorliegen, damit T
tatsa¨chlich einzeln bleibt. Fu¨r (i) gelten folgende U¨berlegungen: Da Dreiecke mit
Nachbarn aus Si−1 vorrangig zu Dreiecken ohne solche Nachbarn behandelt werden,
sind nur die folgenden Situationen denkbar:
1. T besitzt drei Nachbarn aus Si−1.
2. T besitzt zwei Nachbarn aus Si−1 und einen Nachbarn aus Si, der ebenfalls
mindestens ein Nachbardreieck aus Si−1 besitzt.
3. T besitzt einen Nachbarn aus Si−1 und zwei Nachbarn aus Si, die beide eben-
falls jeweils mindestens ein Nachbardreieck aus Si−1 besitzen.
Fall 1 kann nur bei Triangulierungen ∆ mit sehr verschieden großen Dreiecken oder
bei solchen 3D-Triangulierungen auftreten, bei denen Dreiecke durch die Kru¨mmung
der Oberfla¨che wieder
”
zusammenlaufen“ (vgl. Abbildung 3.4). Außerdem mu¨ssen,
damit T einzeln bleibt, alle drei Nachbardreiecke aus Si−1 mit von T verschiedenen
Dreiecken zusammengefasst sein. Dass Fall 1 auftritt und T einzeln bleibt, ist ein
selten auftretender Sonderfall. Ein Beispiel zeigt Abbildung 3.5 (links).
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Wir betrachten Fall 2: Besitzt T genau zwei Nachbarn in Si−1, so ist der dritte Nach-
bar T˜1 von T aus Si und besitzt auch zwei Nachbarn aus Si−1, andernfalls wu¨rde T
gema¨ß Schritt 2 im Algorithmus vorrangig behandelt und mit T˜1 zusammengefasst.
Dass zwei benachbarte Dreiecke aus Si jeweils zwei Nachbarn in Si−1 besitzen und
dass genau eines davon einen nicht zusammengefassten Nachbarn in Si−1 besitzt und
das andere keinen, ist ein seltener Sonderfall.
Es verbleibt Fall 3: Seien T˜1 und T˜2 die in Si liegenden Nachbardreiecke von T und
T˜3 sowie T˜4 deren Nachbarn in Si−1. Damit T ∈ ∆ als einzelnes, inneres Dreieck
verbleibt, muss nun T˜3 mit T˜1 zusammengefasst sein und T˜4 mit T˜2. Diese Situation
tritt nur in Sonderfa¨llen auf.
In (ii) gehen wir zuna¨chst davon aus, dass T genau einen Nachbarn T˜1 in Si be-
sitzt. Dieser muss wie beschrieben einen Nachbarn T˜2 in Si+1 besitzen, mit dem
er zusammengefasst ist. Da T˜1 gema¨ß 3.1(a) jedoch vorrangig mit T zusammenge-
fasst wu¨rde, mu¨ssen T˜1 und T˜2 beim Durchlauf von T˜2 zusammengefasst werden.
Insbesondere darf das Dreieck T˜2 keinen nicht zusammengefassten Nachbarn in Si
und keinen weiteren Nachbarn T˜3 in Si besitzen, mit dem es gema¨ß 3.1(b) vorrangig
zusammengefasst wird. Abbildung 3.5 (rechts) zeigt einen solchen Sonderfall, in wel-
cher all diese Bedingungen zusammentreffen. Offensichtlich ist der Fall, dass T einen
zweiten Nachbarn in Si besitzt und einzeln bleibt, nochmals wesentlich seltener.
Wir betrachten nun Situation (iii): In groben Triangulierungen ∆, wie sie durch
typische Methoden des mesh simplification generiert werden, treten nur selten Drei-
ecke mit Innenwinkel > 90◦ auf. Somit ist die Summe benachbarter Winkel in den
weitaus meisten Fa¨llen < 180◦, und Situationen wie in (iii) beschrieben treten nur
in Sonderfa¨llen auf.
Wegen dieser Argumente bleibt im Allgemeinen ein sehr geringer Anteil innerer
Dreiecke einzeln.
3.4 Modifikation von Be´zier-Bernstein-Koeffizi-
enten
Wir beschreiben im Folgenden die Gla¨ttung des Be´zier-Bernstein-Netzes der ste-
tigen Splineoberfla¨che: Sukzessive gla¨tten wir den Interpolanten u¨ber jedem Eck-
punkt, welcher mindestens zwei Dreiecken aus ♦|− angeho¨rt, und außerdem u¨ber je-
der inneren Kante. Wir erhalten die zugeho¨rige Triangulierung ♦|− hierbei, indem
wir, grob gesprochen, die Elemente Q ∈ ♦− in geeigneter Weise durchlaufen und
dabei bestimmte Dreiecke T ∈ ∆ weiter unterteilen. Die Gla¨ttung erfolgt wie in
Unterabschnitt 3.1 beschrieben durch eine Projektion gewisser Be´zier-Bernstein-Ko-
effizienten in bestimmte Tangentialebenen in den gemeinsamen Eckpunkten bzw. in
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den Mittelpunkten der gemeinsamen Kanten. Die Reihenfolge der gegla¨tteten Poly-
nomstu¨cke wird durch eine Fa¨rbung der Vierecke wie in Abschnitt 2.2 oder durch
Priorita¨tsprinzipien wie in Abschnitt 2.4 ermittelt.
Zuna¨chst beschreiben wir in Unterabschnitt 3.4.1 die bei der Anwendung
von Fa¨rbungsalgorithmen und Priorita¨tsprinzipien auf quadrangulierte 3D-
Triangulierungen zu beru¨cksichtigenden Besonderheiten und Ausnahmen. In Un-
terabschnitt 3.4.2 beschreiben wir die Gla¨ttung des Interpolanten.
In Abschnitt 3.5 zeigen wir, dass die Interpolationsmethode lokal ist und fu¨r die
Interpolanten ein geringerer Datenaufwand beno¨tigt wird als in [47]. Geht man von
einer groben Triangulierung der Ebene aus, so besitzen die gegla¨tteten Interpolan-
ten daru¨ber hinaus optimale Approximationsordnung. Fu¨r diese Aussage geben wir
einen umfangreichen und komplexen Beweis, wie er im Wesentlichen von Nu¨rnber-
ger, Kohlmu¨ller und Zeilfelder [48] entwickelt wurde.
3.4.1 Fa¨rbungs- und Priorita¨tsprinzipien
Wir stellen nun die Besonderheiten dar, die bei der Anwendung von Fa¨rbungs-
verfahren und Priorita¨tsprinzipien der Abschnitte 2.2 bis 2.4 auf quadrangulierte
3D-Triangulierungen im Raum zu beru¨cksichtigen sind.
Wir betrachten zuna¨chst den Fa¨rbungsalgorithmus 2.9 von Nu¨rnberger, Schumaker
und Zeilfelder [68]. Offensichtlich ist dieses Verfahren analog fu¨r quadrangulierte
3D-Triangulierungen anwendbar:
Algorithmus 3.6
Sei ♦− eine quadrangulierte 3D-Triangulierung. Man beginne mit einer beliebigen
Schwarzweißfa¨rbung von ♦−. Solange ein Element Q ∈ ♦− mit drei oder vier gleich-
farbigen Nachbarn existiert, wechsle man die Farbe von Q.
Wir modifizieren nun die Fa¨rbungsmethoden aus Abschnitt 2.2 und beginnen mit
Konstruktionsalgorithmus 2.1. Dabei ist zu beru¨cksichtigen, dass quadrangulierte
3D-Triangulierungen nicht notwendigerweise einfach zusammenha¨ngende Gebiete Ω
besitzen:
Algorithmus 3.7
Man konstruiere eine quadrangulierte 3D-Triangulierung ♦− entsprechend Algorith-
mus 2.1, wobei anstelle der Vierecke Q ∈ ♦ einzelne Dreiecke und Paare von Drei-
ecken betrachtet werden.
Bezu¨glich der Reihenfolge der angefu¨gten Kegel beachte man folgende Regel: An-
genommen, ein Teilgebiet Ωi−1 ist einfach zusammenha¨ngend, und durch Anfu¨gen
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eines Kegels Ki entsteht eine Teilzerlegung ♦−i mit nicht einfach zusammenha¨ngen-
dem Gebiet Ωi, wobei eine zu ♦−i disjunkte Teilzerlegung ♦¯− von ♦− des Gebiets Ω¯
existiert, sodass Ωi ∪ Ω¯ einfach zusammenha¨ngend ist. Dann fu¨ge man geeignete
Kegel K˜i, . . . , K˜i+n, n ∈ IN, an, sodass ♦˜−i+n ⊇ (♦− i ∪ ♦¯−) folgt und Ω˜j einfach
zusammenha¨ngend ist fu¨r alle i ≤ j ≤ i + n. Offensichtlich existieren stets solche
Kegel K˜j, i ≤ j ≤ i+ n, vgl. Beweis zu Theorem 2.2.
Grob gesprochen werden Kegel in einer Reihenfolge angefu¨gt, sodass Ωi ”
so lange wie
mo¨glich“ einfach zusammenha¨ngend ist. Offensichtlich lassen sich auf diese Weise,
analog zu Theorem 2.2, beliebige quadrangulierte 3D-Triangulierungen durchlaufen.
Die Begriffe aus Abschnitt 2.1, wie Zellen, Kegel, Ketten, T-Systeme und Anfu¨gen,
gelten hier fu¨r ♦− analog, indem anstelle der Vierecke Q ∈ ♦ die zu Vierecken
zusammengefassten Dreieckpaare und die einzelnenen Vierecke betrachtet werden.
Ist fu¨r ein i ∈ {1, . . . , n} das Gebiet Ωi, nicht aber Ωi−1 einfach zusammenha¨ngend,
so wird Ki angefu¨gt, sodass Ki und Ωi−1 alle Randkanten von Ki gemeinsam haben.
Wir geben im folgenden eine Lemma 2.3 entsprechende Aussage, in welcher dies
beru¨cksichtigt wird:
Lemma 3.8
Es werde ein Kegel K von mindestens zwei Elementen an eine quadrangulierte 3D-
Triangulierung ♦− angefu¨gt, wobei K und ♦− mindestens drei gemeinsame Kanten
besitzen. Dann la¨sst sich K in ein Tupel (K1, . . . , Kn) von Kegeln mit folgenden
Eigenschaften zerlegen, sodass K1, . . . , Kn an ♦− angefu¨gt werden ko¨nnen:
(i) |Ki| = 1, i = 1, . . . , n− 1
(ii) |Kn| = 1, oder Kn wird mit genau zwei gemeinsamen Kanten angefu¨gt.
Der Beweis verla¨uft im Wesentlichen analog zu jenem von Lemma 2.3. Da jedoch
die dortigen Aussagen I und (k) nicht erfu¨llt sind, besitzt fu¨r den Fall B ∪ C = ∅
der zuletzt angefu¨gte, einelementige Kegel Kn genau drei Nachbarn in ♦−i−1, falls
es sich um ein einzelnes Dreieck handelt und genau vier Nachbarn in ♦−i−1, falls es
sich um ein Paar von Dreiecken handelt. Dieser Fall muss im Fa¨rbungsalgorithmus
beru¨cksichtigt werden.
Damit la¨sst sich Fa¨rbungsalgorithmus 2.4 wie folgt auf quadrangulierte 3D-
Triangulierungen anwenden:
Algorithmus 3.9
Man fa¨rbe eine gema¨ß Algorithmus 3.7 konstruierte quadrangulierte 3D-
Triangulierung entsprechend der Vorgehensweise wie in Algorithmus 2.4 aus Ka-
pitel 2 beschrieben.
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Abbildung 3.6: Sonderfall eines zuletzt im Inneren verbleibenden ungefa¨rbten Vier-
ecks bei jeweils zwei schwarzen und zwei weißen Nachbarelementen
Hinsichtlich Fall 1.3, Fa¨rbung eines angefu¨gten einelementigen Kegels Ki = {Q}, ist
eine weitere Situation zu beru¨cksichtigen: Q ∈ ♦− ist ein Element mit vier Nachbarn





Besitzen drei oder vier Nachbarelemente von Q die gleiche Farbe, so fa¨rbe man Q
in der anderen Farbe.
Besitzen dagegen jeweils genau zwei Nachbarn die gleiche Farbe, so gehe man wie
folgt vor: Dabei seien die vier Eckpunkte vonQmit v1 bis v4 bezeichnet, wobei [v1, v3]
die durchgezogene Diagonale sei und T∆ den Eckpunkt v2 sowie T
∇ den Eckpunkt v4
enthalte. Besitzen die beiden Nachbarelemente von Q mit Eckpunkt v2 dieselbe Far-
be, so entferne man Q aus ♦−, fu¨ge die beiden einzelnen Dreiecke T∆ sowie T∇ zu ♦−
hinzu und fa¨rbe T∇ in dieser Farbe sowie T∆ in der anderen Farbe, siehe Abbil-
dung 3.6 (links). Besitzen dagegen fu¨r alle i = 1, 2, 3, 4 die beiden den Eckpunkt vi
enthaltenden Nachbarelemente unterschiedliche Farben, so modifiziere man ♦− auf
dieselbe Weise und wa¨hle fu¨r T∇ eine beliebige sowie fu¨r T∆ die andere Farbe, sie-
he Abbildung 3.6 (Mitte). Besitzen schließlich die beiden Nachbarelemente von Q
mit Eckpunkt v1 dieselbe Farbe, so entferne man Q aus ♦−, fu¨ge die beiden Drei-
ecke T˜∆ = [v1, v2, v4] sowie T˜
∇ = [v2, v3, v4] zu ♦− hinzu und fa¨rbe T˜∇ in dieser
sowie T˜∆ in der anderen Farbe, siehe Abbildung 3.6 (rechts).
Bei der Anwendung des Fa¨rbungsverfahrens ist von Bedeutung, dass Lemma 2.5
und Bemerkung 2.6 analog gelten. Offensichtlich sind alle in den zugeho¨rigen Be-
weisen verwendeten Argumente hier entsprechend anwendbar. Insbesondere folgen
die lineare Komplexita¨t des Algorithmus sowie die Tatsache, dass benachbarte Men-
gen gleichfarbiger Elemente stets nicht geschlossene Ketten von meist kurzer La¨nge
bilden.
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Zuletzt u¨bertragen wir das in Abschnitt 2.4 verwendete Priorita¨tsprinzip auf qua-
drangulierte 3D-Triangulierungen ♦− im Raum:
Algorithmus 3.10
Fu¨r l = 0, 1, 2, 3, 4 gehe man wie folgt vor: Solange ein noch nicht gewa¨hltes Ele-
ment Q ∈ ♦− existiert, welches genau l bereits gewa¨hlte Nachbarelemente aus ♦−
besitzt, wa¨hle man Q.
Fu¨r l = 0, . . . , 4 bezeichnen wir mit Kl die Menge aller in der Iteration l gewa¨hlten
Elemente.
Es ist offensichtlich, dass ebenso wie bei Quadrangulierungen Klassen K0, . . . ,K4
entstehen, deren Elemente paarweise nicht benachbart sind. Die Argumente aus
dem Beweis zu Theorem 2.28 gelten analog.
3.4.2 Gla¨ttung des Interpolanten
Ausgehend von diesen Fa¨rbungs- und Priorita¨tsprinzipien triangulieren wir ♦− und
gla¨tten den stetigen Spline-Interpolanten. Dabei wird zu bestimmten Dreieckspaa-
ren {[v1,v2,v3], [v1,v3,v4]} ∈ ♦− die zweite Diagonale wie folgt hinzugefu¨gt, siehe
Abbildung 3.7:
Zuna¨chst werden die beiden Makrodreiecke bezu¨glich ihrer gemeinsamen Kan-
te [v1,v3] in eine Ebene gedreht und im dadurch entstandenen Viereck [v1, v˜2,v3, v˜4]
der Ebene wird die zweite Diagonale [v˜2, v˜4] hinzugefu¨gt, wobei v5 den Diagonalen-
schnittpunkt bezeichne. Schließlich werden die beiden Makrodreiecke durch die vier
Mikrodreiecke
[vi,vj,v5], i = 1, 2, 3, 4, j = i+ 1 fu¨r i ≤ 3, j = 1 sonst.
unterteilt.
Die Be´zier-Bernstein-Koeffizienten auf den beiden Makrodreiecken von s˜ lassen sich
gema¨ß Satz 1.9 in einfacher und effizienter Weise fu¨r jede Komponente τ = 1, 2, 3
auf diese vier Mikrodreiecke umrechnen. Des Weiteren werden gewisse einzelne Drei-
ecke T ∈ ♦− durch Clough-Tocher-Splits unterteilt. Bei einem Clough-Tocher-Split





verbunden, und man erha¨lt drei Mikrodreiecke T1, T2, T3. Auch hier erfolgt eine Um-
rechnung der entsprechenden Be´zier-Bernstein-Koeffizienten fu¨r jede Komponente
des Interpolanten.
Wir beschreiben die Unterteilung von ♦− und Gla¨ttung von s˜ zuna¨chst fu¨r den gefa¨rb-
ten Fall: Analog wie in Abschnitt 2.3 beschrieben, wird jedes schwarze Element Qi
mit einem ungeraden Index i in in einer Kette (Q1, . . . , Qn) der La¨nge n ≥ 3 und je-
des weiße Element weiter unterteilt. Fu¨r jedes zu unterteilende Dreieckpaar Q fu¨gen






















Abbildung 3.7: Unterteilung von Dreieckspaaren und einzelnen Dreiecken
wir, wie beschrieben, die zweite Diagonale hinzu, fu¨r jedes zu unterteilende einzelne
Dreieck verwenden wir einen Clough-Tocher-Split.
Durch folgenden Algorithmus wird der Interpolant u¨ber den Eckpunkten und Kanten
der unterteilten und gefa¨rbten Triangulierung ♦|− gegla¨ttet:
Algorithmus 3.11
Man gla¨tte den stetigen Interpolanten s˜ u¨ber den Eckpunkten und Kanten von ♦|−
unter Verwendung der Algorithmen 3.1 und 3.3 wie folgt:
1. Auf jedem Eckpunkt v von ♦−, der mindestens zwei Dreiecken aus ♦|− angeho¨rt,
gla¨tte man s˜ durch Modifikation der Koeffizienten des C1-Rings um v.
2. In jedem einzelnen nicht unterteilten Element Q =
{
T∆, T∇
} ∈ ♦− gla¨tte
man s˜ auf der gemeinsamen Kante T∆ ∩ T∇ durch Modifikation der zu den
Baryzentren von T∆ und T∇ geho¨renden Be´zier-Bernstein-Koeffizienten. Die
durchlaufenen einzelnen und nicht unterteilten Dreiecke aus ♦− werden nicht
modifiziert.
3. Fu¨r jedes Paar {Q1, Q2} nicht unterteilter Elemente aus ♦− gehe man wie folgt
vor: Die enthaltenen Dreiecke bilden eine nicht geschlossene Kette (T1, . . . , Tn)
der La¨nge l = 2, falls es sich um zwei einzelne Dreiecke handelt, der La¨nge l =
3, falls es sich um ein einzelnes Dreieck und ein Paar zusammengefasster Drei-
ecke handelt und der La¨nge l = 4, falls es sich um zwei Paare zusammengefas-
ster Dreiecke handelt.
l=2: Man gla¨tte s˜ auf der gemeinsamen Kante T1 ∩ T2.
l=3: Man gla¨tte s˜ auf den beiden Dreiecken T1 und T3 bezu¨glich des Drei-
ecks T2 durch Modifikation der im Inneren von T1 und T3 liegenden Be´zier-
Bernstein-Koeffizienten.
l=4: Man gla¨tte s˜ zuna¨chst auf der Kante T2 ∩ T3 und im Anschluss auf den
beiden Dreiecken T1 sowie T4 bezu¨glich T2 und T3.
4. Fu¨r jedes unterteilte schwarze Element Q ∈ ♦− gehe man wie folgt vor: Ist Q ein
Dreieck, dann gla¨tte man s˜ zuna¨chst auf jedem Mikrodreieck Ti, i = 1, 2, 3,
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mit bereits durchlaufenem Nachbarelement in ♦− bezu¨glich dieses Nachbarn.
Im Anschluss lassen sich fu¨r jede Komponente τ = 1, 2, 3 zuna¨chst die Be´zier-
Bernstein-Koeffizienten des C1-Rings um das Baryzentrum v0 von Q und an-
schließend der zu v0 geho¨rende Koeffizient wie im bivariaten Fall gema¨ß (1.17)
und (1.16) modifizieren, sodass s˜τ |Q und somit s˜|Q differenzierbar ist.





so gla¨tte man s˜ wiederum auf jedem Mikrodreieck Ti, i = 1, 2, 3, 4, mit bereits
durchlaufenem Nachbarelement aus ♦− bezu¨glich dieses Nachbarn und verfahre
im Anschluss wie folgt: Zuna¨chst drehe man die Mikrodreiecke bezu¨glich der
Diagonalen T∆∩T∇ in eine gemeinsame Ebene, das entsprechende Makrovier-
eck heiße Q˜. Dann modifiziere man fu¨r jede Komponente τ = 1, 2, 3 alle Be´zier-
Bernstein-Koeffizienten mit Abstand ≤ 1 zum Diagonalenschnittpunkt v0 wie
im bivariaten Fall.
5. Fu¨r jedes weiße Element aus ♦− mit geradem Index gehe man wie in Schritt 4
vor.
6. Schließlich verfahre man auf dieselbe Weise mit allen verbleibenden Elementen.
Weiterhin betrachten wir die Anwendung des Priorita¨tsprinzips aus Algorith-
mus 3.10 fu¨r die Gla¨ttung des Interpolanten. Wir unterteilen dabei jedes Element Q
der Klassen K2, K3 und K4 wie folgt: Ist Q ein Paar von Dreiecken, so fu¨gen wir wie
oben beschrieben die zweite Diagonale hinzu, andernfalls unterteilen wir Q durch
einen Clough-Tocher-Split. Fu¨r jede Komponente τ = 1, 2, 3 werden die Be´zier-
Bernstein-Koeffizienten von s˜ gema¨ß Satz 1.9 auf die Mikrodreiecke umgerechnet.
Die resultierende Triangulierung sei wiederum mit ♦|− bezeichnet.
Wir beschreiben nun die Gla¨ttung des Interpolanten bei Anwendung des Priorita¨ts-
prinzips:
Algorithmus 3.12
Man gla¨tte den stetigen Interpolanten s˜ u¨ber den Eckpunkten und Kanten von ♦|−
unter Verwendung der Algorithmen 3.1 und 3.3 wie folgt:
1. Auf jedem Eckpunkt v von ♦−, der mindestens zwei Dreiecken aus ♦|− angeho¨rt,
gla¨tte man s˜ durch Modifikation der Koeffizienten des C1-Rings um v.
2. Fu¨r jedes Element Q der Klasse K0 verfahre man wie in Algorithmus 3.11,
Schritt 2.
3. Fu¨r jedes Dreieckspaar Q aus K1 gla¨tte man s˜ zuna¨chst u¨ber dem Dreieck T∆
von Q mit Nachbarelement aus K0 bezu¨glich dieses Nachbarn. Im Anschluss
gla¨tte man das andere Dreieck von Q bezu¨glich T∆. Jedes einzelne Dreieck
aus K1 gla¨tte man bezu¨glich seines Nachbarn aus K0.
4. Fu¨r l = 2, 3, 4 gehe man wie folgt vor: Fu¨r jedes Element der Klasse Q ∈ Kl
verfahre man wie in Algorithmus 3.11, Schritt 4.
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: veränderter Interpolationswert z
: manche der Koeffizienten, welche sich







Abbildung 3.8: Maximale Vera¨nderung von s bei der Vera¨nderung eines Interpola-
tionswertes im Inneren (links) oder auf dem Rand (rechts) eines Vierecks
3.5 Eigenschaften der Methode
In diesem Abschnitt zeigen wir die Lokalita¨t der Methode. Weiterhin zeigen wir
a¨hnlich wie in [48], dass die konstruierten Interpolanten optimale Approximations-
ordnung besitzen, falls Triangulierungen der Ebene betrachtet werden. Schließlich
begru¨nden wir, dass fu¨r die Darstellung der gegla¨tteten Splines im Schnitt ein ge-
ringerer Datenaufwand beno¨tigt wird als in [47].
3.5.1 Lokalita¨t
Theorem 3.13
Gegeben sei eine feine Triangulierung Ωf und der zugeho¨rige gegla¨ttete Inter-
polant s : Ω♦|− → IR3. Bei Vera¨nderung eines Interpolationswertes fz, z ∈ Pq(∆),
vera¨ndert sich s maximal in einem star3(Q), Q ∈ ♦−. Insbesondere ist die Interpola-
tionsmethode lokal.
Beweis: Wir betrachten zuna¨chst die Vera¨nderung des stetigen Interpolanten s˜.
Fu¨r die Bestimmung jeder polynomialen 3D-Oberfla¨che s˜|T , T ∈ ∆, werden lediglich
die zu T geho¨renden Interpolationswerte beno¨tigt, und s˜ vera¨ndert sich nur auf den
Dreiecken, welche z enthalten. Bei der Unterteilung von Dreiecken wirkt sich die
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Vera¨nderung nur auf die Mikrodreiecke der vera¨nderten Makrodreiecke aus. Wir
untersuchen nun den gegla¨tteten Interpolanten:
Fall 1:
Liege z zuna¨chst im Inneren eines Elements von ♦−. Da auf jeder Kante von ♦− bei
der stetigen Interpolation vier Interpolationswerte vorliegen, bleibt der stetige und
somit auch der gegla¨ttete Spline-Interpolant auf den Kanten von ♦− unvera¨ndert.
Wir betrachten zuna¨chst die Methode auf gefa¨rbten Vierecken und Dreiecken: Im
hinsichtlich Tra¨gergro¨ße ungu¨nstigsten Fall liegt z im Inneren eines Dreiecks T1 ei-
nes Paars Q1 = {T1, T2} schwarzer Dreiecke, welches zu einem weiteren Paar Q2 =
{T3, T4} schwarzer Dreiecke benachbart ist, wobei wederQ1 nochQ2 weiter unterteilt
sind (vgl. Abschnitt 2.3.3). Dann bewirkt die Vera¨nderung von z im ungu¨nstigsten
Fall, dass sich c
[Ti]
111 fu¨r alle i = 1, 2, 3, 4 a¨ndert. Im ungu¨nstigsten Fall besitzt Q2
eine gemeinsame Kante E mit einem Paar Q3 weißer Dreiecke, welches in vier Mi-
krodreiecke {T5, T6, T7, T8} unterteilt ist. Durch die weitere Gla¨ttung vera¨ndert sich
dann auch der Koeffizient c
[Ti]
111 des Dreiecks Ti, i ∈ {5, 6, 7, 8}, mit Nachbarn Q2
und schließlich die Koeffizienten der C1-Scheibe um den Mittelpunkt
⋂8
i=5 Ti. Ins-
gesamt vera¨ndert sich s im ungu¨nstigsten Fall daher auf einem star2(Q), Q ∈ Q,
siehe Abbildung 3.8 (links).
Es bleibt Fall 1 fu¨r das Priorita¨tsprinzip zu untersuchen. Im ungu¨nstigsten Fall liegt z
im Inneren eines Dreieckpaars Q1 vom Typ l = 0 mit benachbartem Dreieckpaar Q2
vom Typ l = 1, sodass sich c
[T ]
111 auf allen vier Mikrodreiecken T von Q1 und Q2
a¨ndert. Im ungu¨nstigsten Fall besitzt Q2 weiterhin ein viergeteiltes benachbartes
Element Q3, und die Argumentation ist wie im gefa¨rbten Fall. Deshalb zeigt auch
hier Abbildung 3.8 (links) eine entsprechende Situation.
Fall 2:
Liege z nun auf einer Kante von ♦−. Im ungu¨nstigsten Fall liegt z auf einem Eck-
punkt v von ♦−. Durch den vera¨nderten Interpolationswert vera¨ndern sich Be´zier-
Bernstein-Koeffizienten auf allen Kanten aus ♦− mit Eckpunkt v. Durch die Mitte-
lung der Tangentialebenen in allen zu v benachbarten Eckpunkten vera¨ndern sich
im ungu¨nstigsten Fall die Koeffizienten in den C1-Scheiben um diese Eckpunkte,
also insbesondere auch auf Kanten, die v nicht enthalten. Sei c
[T9]
201 ein solcher Ko-
effizient auf der Diagonalen eines Paars Q4 = {T9, T10} schwarzer Dreiecke. Durch
die Gla¨ttung u¨ber die Diagonale dieses Paars vera¨ndert sich ein Koeffizient c
[Ti]
111,
i ∈ {9, 10}. Diese Argumentation gilt bei Anwendung von Fa¨rbungsverfahren und
Priorita¨tsprinzip gleichermaßen.
Bei Beru¨cksichtigung beider Fa¨lle liegt z im ungu¨nstigsten Fall folglich auf einem
Eckpunkt v von ♦−, und der gegla¨ttete Spline-Interpolant s vera¨ndert sich in ei-
nem star3(Q), Q ∈ ♦−, siehe Abbildung 4.15 (rechts). 
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3.5.2 Optimale Approximationsordnung
Begriffliche Grundlagen










die ω-te Ableitung von g. Hierbei ist mit (·)xω−µyµ die (ω − µ)-te Ableitung in
x-Richtung und µ-te Ableitung in y-Richtung bezeichnet. Die ω-te Ableitung von g
in einem Punkt z ∈ Ω entha¨lt demnach alle gemischt partiellen Ableitungen vom
Grad ω fu¨r die drei Komponenten gτ , τ = 1, 2, 3, als Tupel.
Wie gewohnt bezeichne |·| : IR → IR den absoluten Betrag eines reellen Wertes
und ‖·‖2 die euklidische Norm im IRn, n ∈ IN. Des Weiteren bezeichne ‖x‖ die
Maximumsnorm maxi=1,...,n xi eines Vektors x = (x1, . . . , xn), n ∈ IN.
Die Norm der Ableitung Dωg ist als Maximum aller gemischt partiellen Ableitungen
aller Komponenten definiert:
‖ |Dωg| ‖ := maxτ=1,2,3 , µ=0,...,ω
{
‖ (gτ )xω−µyµ ‖
}
Mit diesen Definitionen la¨sst sich der Begriff der optimalen Approximationsordnung
vo¨llig analog zum bivariaten Fall definieren, falls die zum Interpolanten s geho¨ren-
de Triangulierung ∆ in der Ebene liegt: Gegeben eine zu interpolierende Funkti-
on f = (f1, f2, f3) : Ω→ IR3 mit Ω ⊂ IR2 und fτ ∈ C4(Ω), τ = 1, 2, 3, dann existiert
eine außer von f lediglich vom kleinsten Winkel α der zugrunde liegenden Trian-
gulierung ∆ abha¨ngende Konstante L > 0, sodass s = If fu¨r alle ω ∈ {0, . . . , 3}
folgende Fehlerabscha¨tzung erfu¨llt:
‖ |Dωf −Dωs| ‖ ≤ L h4−ω (3.25)
Hierbei bezeichnet wieder h den gro¨ßten Umkreis der Dreiecke von ∆.





Beweis der optimalen Approximationsordnung
Wie in den Grundlagen beschrieben, bringt die Interpolation mit Polynomen und
somit auch die Interpolation mit stetigen, bivariaten Splineoberfla¨chen optimale Ap-
proximationsordnung hervor. Offensichtlich folgt mit dem Differenziationsbegriff fu¨r
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3D-Splines direkt die optimale Approximationsordnung des stetigen Interpolanten s˜.
Wir zeigen nun a¨hnlich wie in [48], dass die optimale Approximationsordnung durch
die Modifikation der Be´zier-Bernstein-Koeffizienten von s˜ erhalten bleibt.
Fu¨r den Beweis der optimalen Approximationsordnung des Verfahrens beno¨tigen wir
eine Abscha¨tzung fu¨r die maximale Abweichung der normierten Normalenvektoren
von stetigem Interpolanten s˜ und zu interpolierender Funktion f . Diese bestimmen
wir durch das folgende
Lemma 3.14
Gegeben seien die Vektoren a, a˜,b, b˜ ∈ IR3, sodass a × b und a˜ × b˜ ungleich Null
sind. Dann folgt∣∣∣∣∣
∣∣∣∣∣ a× b‖a× b‖2 − a˜× b˜‖a˜× b˜‖2
∣∣∣∣∣







‖a˜× b˜‖2 · (a× b)− ‖a× b‖2 · (a˜× b˜)
‖a× b‖2 · ‖a˜× b˜‖2
=
‖a˜× b˜‖2 · ((a× b)− (a˜× b˜)) + (‖a˜× b˜‖2 − ‖a× b‖2)(a˜× b˜)
‖a× b‖2 · ‖a˜× b˜‖2
.
Somit folgt mit ‖c‖ ≤ ‖c‖2, c ∈ IR3, sowie der Dreiecksungleichung∣∣∣∣∣
∣∣∣∣∣ a× b‖a× b‖2 − a˜× b˜‖a˜× b˜‖2
∣∣∣∣∣
∣∣∣∣∣
≤ ‖a˜× b˜‖2((a× b)− (a˜× b˜)) + (‖a˜× b˜‖2 − ‖a× b‖2)(a˜× b˜)‖a× b‖2‖a˜× b˜‖2




3 ‖c‖, c ∈ IR3, erha¨lt man weiterhin
‖(a× b)− (a˜× b˜)‖2 ≤ ‖a× (b− b˜)‖2 + ‖(a− a˜)× b˜‖2
≤ ‖a‖2 · ‖b− b˜‖2 + ‖a− a˜‖2 · ‖b˜‖2
≤ 3 (‖a‖ · ‖b− b˜‖+ ‖a− a˜‖ · ‖b˜‖).
(3.27)
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Lemma 3.14 folgt unmittelbar aus den Ungleichungen (3.26) und (3.27). 
Die optimale Approximationsordnung des Verfahrens la¨sst sich zeigen, indem man
die Abweichung der Be´zier-Bernstein-Koeffizienten des stetigen Interpolanten s˜ von
jenen des gegla¨tteten Splines s abscha¨tzt:
Lemma 3.15
Es existiert eine lediglich von f und dem kleinsten Winkel α in ∆ abha¨ngende Kon-
stante C > 0, sodass fu¨r die Be´zier-Bernstein-Koeffizienten c
[T ]
ijk− c˜[T ]ijk, i+ j+k = 3,
T ∈ ♦|−, von s− s˜ die folgende Abscha¨tzung gilt:∥∥∥c[T ]ijk − c˜[T ]ijk∥∥∥ ≤ C h4, i+ j + k = 3, T ∈ ♦|− (3.28)
Dabei bezeichnet h den maximalen Umkreis der Dreiecke in ∆.
Beweis: Wir scha¨tzen zuna¨chst die Koeffizienten c
[T ]
ijk − c˜[T ]ijk mit maximalem Ab-
stand eins zu den Eckpunkten v von ♦− ab.
Dabei bleiben die zu den Eckpunkten aus ♦− geho¨renden Koeffizienten unvera¨ndert.
Weiterhin bleiben alle Koeffizienten aus ♦|− mit Abstand eins zu Eckpunkten aus ♦−
unvera¨ndert, welche nur einem einzigen Dreieck angeho¨ren.
Laut Algorithmus 3.1 werden die verbleibenden Koeffizienten mit Abstand eins zu
Eckpunkten von ♦− wie folgt modifiziert: Zuna¨chst werden die Normalenvektoren nl
der Splinestu¨cke s˜|Tl auf den Dreiecken Tl, l = 1, . . . , N , mit Eckpunkt v in diesem




210 − c˜[Tl]300)× (c˜[Tl]201 − c˜[Tl]300)∥∥∥(c˜[Tl]210 − c˜[Tl]300)× (c˜[Tl]201 − c˜[Tl]300)∥∥∥ , l = 1, . . . , N .







Schließlich werden alle Koeffizienten mit Abstand eins zu v in die gemittelte Ebene











n(v), l = 1, . . . , N .
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Mit ‖n(v)‖2 ≤ 1 und der Dreiecksungleichung ergibt sich fu¨r jeden Koeffizien-
ten c
[Tl]
210 − c˜[Tl]210, l = 1, . . . , N , die folgende Abscha¨tzung:∥∥∥c[Tl]210 − c˜[Tl]210∥∥∥
2
≤
∣∣∣〈c˜[Tl]210 − c˜[Tl]300,n(v)〉∣∣∣ ‖n(v)‖2
≤




Mit Hilfe von Satz 1.8 (Anwendung des Algorithmus von de Casteljau) la¨sst
sich c˜
[Tl]
210 − c˜[Tl]300 wie folgt umformen:
c˜
[Tl]
210 − c˜[Tl]300 =
1
3
∥∥∥P [Tl]030 − v∥∥∥
2
(rx(˜s|Tl)x(v) + ry (˜s|Tl)y(v)) (3.30)
Hierbei ist r = (rx, ry) = (P [Tl]030−v)/(‖P [Tl]030−v‖2) der Einheitsvektor in Richtung der
Kante [P [Tl]030 , v], auf welcher sich der abzuscha¨tzende Koeffizient c[Tl]210− c˜[Tl]210 befindet.









Wir verwenden an dieser Stelle Abscha¨tzung (3.44) aus dem Beweis zu Theorem 3.16.




(‖rx(˜s|Tl)x(v)‖2 + ‖ry (˜s|Tl)y(v)‖2) h
≤ 1√
3
(‖|fx|‖+ ‖|fy|‖+ 2L h3) h (3.32)
Gleichung (3.30) la¨sst sich auf die Darstellung von c˜
[Tl]
201 − c˜[Tl]300 u¨bertragen, indem
Satz 1.8 analog angewandt wird. Wir verwenden diese Zusammenha¨nge, weiterhin
Gleichung (3.47) aus dem Beweis zu Theorem 3.16 sowie die Dreiecksungleichung
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Nun folgt fu¨r alle l = 1, . . . , N mit (3.31) und (3.32)∥∥∥c[Tl]210 − c˜[Tl]210∥∥∥ ≤ 2 C0 (‖fx‖+ ‖fy‖+ 2Lh3) h4. (3.34)
Offensichtlich gilt eine analoge Abscha¨tzung fu¨r die Koeffizienten c
[Tl]
201 − c˜[Tl]201, l =
1, . . . , N .
Sei sˆ : Ω → IR3 derjenige Spline, welcher sich nach Beendigung von Schritt 1
der Algorithmen 3.11 bzw. 3.12 ergibt. Aufgrund obiger Aussagen erfu¨llt sˆ fu¨r al-
le ω ∈ {0, . . . , 3} eine Abscha¨tzung wie in (3.25), wobei die entsprechende Konstan-
te L0 lediglich von f sowie vom kleinsten Winkel α von ∆ abha¨ngt. Mit a¨hnlichen
Argumenten folgt die Regularita¨t von sˆ, d. h. fu¨r alle z ∈ Ω ist sˆx(z)× sˆy(z) 6= 0.
Wir fahren mit der Abscha¨tzung derjenigen Be´zier-Bernstein-Koeffizienten c
[Tl]
111−c˜[Tl]111
des Splines s − s˜ fort, welche bei der Gla¨ttung modifiziert werden. Wir behandeln
dabei den Fall, dass sˆ u¨ber einer Kante [u, v] ∈ V [∆], welche zwei Dreiecken Tl =
[u, v, wl] ∈ ♦|−, l = 1, 2, angeho¨rt, gegla¨ttet wird, sodass beide Koeffizienten c[Tl]111, l =
1, 2, modifiziert werden. Fu¨r die Situation, dass der Interpolant auf einem Dreieck
bezu¨glich des benachbarten Dreiecks gegla¨ttet wird, gelten a¨hnliche Argumente.
Wir verwenden die Notationen aus Algorithmus 3.3, setzen dabei jedoch sˆ bzw. pˆl,
l = 1, 2, fu¨r den urspru¨nglichen sowie s bzw. pl, l = 1, 2, fu¨r den u¨ber [u, v] gegla¨tte-
ten Spline. Die Cauchy-Schwarz’sche Ungleichung und die Dreiecksungleichung im-
plizieren
α¯l ≤ ‖wl − u‖2 +
∣∣β¯l∣∣ ‖v − u‖2 ≤ 2 ‖wl − u‖2 . (3.35)
Mit der U¨bereinstimmung pˆ1|[u,v] ≡ pˆ2|[u,v] ≡ p1|[u,v] ≡ p2|[u,v] ist insbesondere
pˆ1(m) = pˆ2(m) = p1(m) = p2(m). (3.36)
















Aus der Definition von r¯l, l = 1, 2, und (3.36), folgt weiterhin
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Daher liefert die Cauchy-Schwarz’sche Ungleichung
‖(pˆ2)r¯1(m)− (pˆ2)r¯2(m)‖2 ≤
∥∥∥(pˆ2)r⊥2 (m)− (pˆ1)r⊥1 (m)∥∥∥2 . (3.38)
Da fu¨r l = 1, 2 die Mengen aus (3.17) Orthogonalsysteme sind, erhalten wir die
Gleichheit
‖nl(m)× sr(m)‖2 = ‖nl(m)‖2 · ‖sr(m)‖2 = ‖(pl)r¯l(m)‖2 , l = 1, 2.
Mit (3.15) folgt weiter
(pl)r¯l(m) = nl(m)× sr(m), l = 1, 2. (3.39)





≤ ‖((p1)r¯1(m)− (p2)r¯2(m))‖2 · ‖sr(m)‖2‖sr(m)‖22












Mit den Gleichungen (3.37) sowie (3.39) und den Definitionen von sr¯(m) so-
wie n(m) (vgl. (3.18)) folgt die Abscha¨tzung
c
[Tl]























, l = 1, 2.
(3.41)
Gemeinsam mit den Abscha¨tzungungen (3.35) und (3.40) folgt∥∥∥c[Tl]111 − c˜[Tl]111∥∥∥ ≤ 1√
3
α¯l ‖n2(m)− n1(m))‖ · ‖sr(m)‖
≤ 4 L0 h4, l = 1, 2.
(3.42)
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Wegen Theorem 3.13 folgt induktiv die Existenz einer lediglich von f und α





111, T ∈ ♦|−, erfu¨llt.
Es bleibt die Abscha¨tzung von gewissen Koeffizienten cijk − c˜ijk in Dreiecken T ,





Dreiecken, welche in vier Dreiecke unterteilt wurden. Fu¨r diese Koeffizienten gilt,
aufgrund von Argumenten wie in [72] und [68], Abscha¨tzung (3.28) mit einer geeig-
neten Konstanten C > 0.
Somit ist (3.28) erfu¨llt fu¨r sa¨mtliche Koeffizienten c
[T ]
ijk − c˜[T ]ijk, T ∈ ♦|−, i+ j + k = 3.
Dies beweist Lemma 3.15. 
Wir fahren fort mit dem Beweis der optimalen Approximationsordnung:
Theorem 3.16
Ausgehend von einer ebenen Triangulierung ∆ existiert fu¨r jeden wie in Abschnitt 3.4
berechneten Approximanten s : Ω → IR3 einer Funktion f = (f1, f2, f3) : Ω → IR3
mit fτ ∈ C4(Ω), τ = 1, 2, 3, eine geeignete, lediglich von f sowie dem kleinsten
Winkel α von ∆ abha¨ngenden Konstante K > 0, sodass fu¨r alle ω ∈ {0, . . . , 3} die
folgende Abscha¨tzung erfu¨llt ist:
‖|Dω(f − s)|‖ ≤ Kh4−ω.
Hierbei bezeichnet h den maximalen Umfang der Dreiecke aus ∆.
Beweis: Im ersten algorithmischen Schritt wird ein stetiger Spline s˜ : Ω→ IR3 in
drei Komponenten s˜τ , τ = 1, 2, 3, bestimmt, welcher die folgenden Interpolations-
bedingungen erfu¨llt:
s˜τ (z) = fτ (z), τ = 1, 2, 3, z ∈ P23 (∆)
Aus der multivariaten Approximationstheorie ist bekannt, dass Gleichung (3.25),
ω ∈ {0, . . . , 3}, mit einer geeigneten Konstanten L > 0 fu¨r jedes Teilpolynom s˜τ |T ,
τ = 1, 2, 3, T ∈ ∆, erfu¨llt ist, vgl. [13]. Fu¨r die Richtungsableitungen erster Ordnung
folgt insbesondere
‖|fo − s˜o|‖ ≤ L h3, o ∈ {x, y}. (3.43)
Angewandt auf die einzelnen Punkte aus Ω ergibt sich
‖s˜o(z)‖ ≤ ‖s˜o‖ ≤ L h3 + ‖|fo|‖ , z ∈ Ω, o ∈ {x, y}. (3.44)
Mit den Voraussetzungen fu¨r f erha¨lt man die Existenz eines Minimums
c := minz∈Ω ‖fx(z)× fy(z)‖2 > 0. (3.45)
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Fu¨r die im Beweis folgenden Argumente ist es no¨tig, zuna¨chst die Wohldefiniertheit
der Normalenvektoren s˜x(z)× s˜y(z), z ∈ T , T ∈ ∆, aller Polynomstu¨cke s˜|T , T ∈ ∆,
zu zeigen. Seien also T ∈ ∆ sowie z ∈ T , und wir zeigen s˜x(z) × s˜y(z) 6= (0, 0, 0).
Mit a = fx(z), a˜ = s˜x(z), b = fy(z), b˜ = s˜y(z) liefert Abscha¨tzung (3.27)
‖(fx(z)× fy(z))− (˜sx(z)× s˜y(z))‖2
≤ 3 (‖fx(z)‖ · ‖fy(z)− s˜y(z)‖+ ‖s˜y(z)‖ · ‖fx(z)× s˜x(z)‖) .
Somit folgt aus der Dreiecksungleichung, den Abscha¨tzungen (3.43) und (3.44) sowie
Definition (3.45) fu¨r ausreichend kleine h
‖s˜x(z)× s˜y(z)‖2 ≥ ‖fx(z)× fy(z)‖2 − ‖(fx(z)× fy(z))− (˜sx(z)× s˜y(z))‖2





Insbesondere folgt s˜x(z)× s˜y(z) 6= (0, 0, 0). Ebenso folgt mit Ungleichung (3.27) und
der Definition der Normalenvektoren n(o)(z), o ∈ {f , s˜}, die folgende Abscha¨tzung:
‖n(f)(z)− n(˜s)(z)‖ ≤ 6L
c
(‖|fx|‖+ ‖|fy|‖+ L h3) h3
Man erha¨lt
‖n(f)(z)− n(˜s)(z)‖ ≤ C0 h3 (3.47)
mit einer lediglich von f und dem kleinsten Winkel α aus ∆ abha¨ngenden Konstan-
ten C0 > 0.
Schließlich la¨sst sich die optimale Approximationsordnung des Verfahrens zeigen,
indem die in Lemma 3.15 angegebene Abscha¨tzung fu¨r die Be´zier-Bernstein-Koef-
fizienten der Funktion s − s˜ verwendet wird. Wie in Kapitel 1 dargestellt, nehmen
bivariate Bernsteinpolynome B3ijk, i+j+k = 3, u¨ber einem Dreieck T ausschließlich
Werte ≥ 0 an und summieren sich zur Abbildung 1T : T → {1} auf. Daher erhalten
wir fu¨r jedes Dreieck T ∈ ♦|− mit der Dreiecksungleichung und Abscha¨tzung (3.28)















∥∥∥c[T ]ijk − c˜[T ]ijk∥∥∥
= C h4.
Da wie gesehen eine lediglich von α und f abha¨ngende Konstante L > 0 existiert,
welche (3.25) fu¨r den stetigen Interpolanten s˜ erfu¨llt, folgt schließlich:
‖|f − s|‖ ≤ ‖|f − s˜|‖+ ‖|s− s˜|‖ ≤ (L+ C) h4
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Wir verwenden diese Aussage nun fu¨r eine weak-interpolation-Argumentation wie
in [72], und zwar fu¨r jede einzelne Komponente fτ − sτ , τ = 1, 2, 3, von f − s.
Hiermit folgt Theoreom 3.16. 
3.5.3 Datenaufwand der gegla¨tteten Interpolanten
Bei der Anwendung der Interpolationsmethode entspricht der Datenaufwand fu¨r
einen gegla¨tteten Interpolanten der Menge sa¨mtlicher Be´zier-Bernstein-Koeffizien-
ten c
[T ]
ijk, i+ j + k = 3, T ∈ ♦|−.
Mit den Ergebnissen aus Abschnitt 2.5 ergibt sich fu¨r die Anzahl der Mikrodreiecke
im Schnitt
|♦|− | ≈ 11
2
|∆|
fu¨r die in Kapitel 2 entwickelten Fa¨rbungs- und Priorita¨tsprinzipien
und |♦|− | ≈ 12
3
|∆| fu¨r Fa¨rbungen wie in [68]. Dabei gehen wir davon aus,
dass die in ♦− einzeln verbleibenden Dreiecke und die in Algorithmus 3.9 zu
fa¨rbenden Dreieckspaare mit vier gefa¨rbten Nachbarn wegen ihres sehr geringen
Anteils nicht von Bedeutung sind.
Damit ist der Datenaufwand fu¨r die gegla¨tteten Interpolanten bei allen Fa¨rbungs-
und Priorita¨tsprinzipien wesentlich geringer als bei der Methode in [47], bei welcher




Es ist ein bislang in der Literatur ungelo¨stes Problem, mit differenzierbaren
3D-Splineoberfla¨chen zu interpolieren. Grob gesprochen ko¨nnen benachbarte Po-
lynomstu¨cke u¨ber einer gemeinsamen Kante nur dann differenzierbar zusammenge-
setzt werden, wenn die zugeho¨rigen Dreiecke in einer Ebene liegen.
In diesem Kapitel entwickeln wir erstmals ein Verfahren, bei welchem die interpo-
lierenden Splineoberfla¨chen auf allen Eckpunkten und fast allen Kanten differen-
zierbar sind. Auf den wenigen verbleibenden Kanten erha¨lt man Differenzierbarkeit
fu¨r drei Punkte. Dabei werden, grob gesprochen, mo¨glichst große Teilbereiche der
entsprechenden 3D-Triangulierung in geeignete Ebenen projiziert. Die interpolieren-
den Splines sind lokal bestimmbar. Fu¨r ebene Triangulierungen ist es uns mo¨glich,
Ergebnisse fu¨r die Approximationsordnung zu geben: A¨hnlich wie in [48] ergibt sich
die optimale Approximationsordnung der Methode.
Wir geben eine grobe Darstellung des Verfahrens: Zuna¨chst wird ein stetiger ku-
bischer Interpolant wie in Abschnitt 3.2 bestimmt. Anschließend unterteilen wir,
basierend auf einer Schwarzweißfa¨rbung der entsprechenden Triangulierung, etwa
die Ha¨lfte der Dreiecke durch Clough-Tocher-Splits.
In Abschnitt 4.1 zerlegen wir die zugrunde liegende 3D-Triangulierung in Teilberei-
che, welche sich in bestimmte Ebenen projizieren lassen, ohne dass ein vorgegebe-
ner Winkel zwischen Dreiecken und Projektionsebenen u¨berschritten wird. Wir ent-
wickeln hierfu¨r einen effizienten Algorithmus, welcher bereits fu¨r kleine Winkel von
beispielsweise 25◦ sehr große projizierbare Bereiche liefert. Auf diese Weise werden
die Dreiecke bei der Projektion nicht verzerrt. Dabei werden, ausgehend von Start-
dreiecken, Mengen benachbarter Dreiecke mit gering abweichenden Normalenvekto-
ren in die Ebenen dieser Startdreiecke projiziert. Die Wahl geeigneter Startdreiecke
spielt dabei eine entscheidende Rolle fu¨r die Gro¨ße der projizierbaren Bereiche. Wir
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entwickeln einen effizienten Algorithmus, welcher in jedem Iterationsschritt dasjeni-
ge Startdreieck ermittelt, welches den gro¨ßtmo¨glichen projizierbaren Bereich ergibt.
Die ermittelte Zerlegung wird im Anschluss modifiziert, um, grob gesprochen, Be-
reiche mit Lo¨chern und
”
nicht glatten“ Ra¨ndern zu vermeiden, siehe Abbildung 4.2
auf Seite 121 und Abbildung 4.10 auf Seite 130.
Des Weiteren stellen wir die umfangreiche, im Rahmen dieser Arbeit erstellte com-
putertechnische Implementierung der Methode dar. Schließlich testen wir die ent-
wickelten Algorithmen an verschiedenen 3D-Triangulierungen. Es zeigt sich, dass
auch fu¨r komplexe 3D-Triangulierungen in effizienter Weise sehr große projizierbare
Bereiche erzeugt werden. Damit sind die konstruierten Interpolanten auf fast allen
Kanten differenzierbar. Der Anteil dieser Kanten lag bei den Tests bei durchschnitt-
lich 90%.
Ausgehend von dieser Zerlegung gla¨tten wir den Spline-Interpolanten zuna¨chst u¨ber
den Eckpunkten der Triangulierung. Auf den im Inneren der projizierten Bereiche
liegenden Eckpunkten gla¨tten wir komponentenweise a¨hnlich wie im bivariaten Fall.
Mit den verbleibenden Eckpunkten v, welche mehreren Bereichen angeho¨ren, ver-
fahren wir wie folgt: Wir projizieren diejenigen Koeffizienten des C1-Rings um v,
welche zwei Bereichen angeho¨ren, wie in Kapitel 3 in die gemittelte Tangentialebene.
Fu¨r die restlichen Koeffizienten dieses C1-Rings verfahren wir komponentenweise.
Schließlich gla¨tten wir den Spline u¨ber den Kanten der Triangulierung. Die Reihen-
folge der betrachteten Dreiecke richtet sich nach deren Fa¨rbung. Die Gla¨ttung u¨ber
einer Kante benachbarter Dreiecke erfolgt dabei stets komponentenweise, falls bei-
de Dreiecke derselben Teiltriangulierung angeho¨ren und wie in Kapitel 3, falls die
Dreiecke unterschiedlichen Teiltriangulierungen angeho¨ren. Auf diese Weise erha¨lt
man lokal bestimmbare Interpolanten, welche auf den weitaus meisten Kanten und
auf allen Eckpunkten der unterteilten Triangulierung differenzierbar sind. Auf den
wenigen verbleibenden Kanten ergibt sich Differenzierbarkeit an den Eckpunkten
und am Kantenmittelpunkt. Fu¨r Ausgangstriangulierungen der Ebene besitzt das
Verfahren optimale Approximationsordnung.
4.1 Bestimmung projizierbarer Teiltriangulierun-
gen
4.1.1 Zerlegung von 3D-Triangulierungen
Wir entwickeln im Folgenden einen effizienten Algorithmus fu¨r die Zerlegung von
3D-Triangulierungen in projizierbare Teilbereiche. Ausgehend von Startdreiecken
werden benachbarte Dreiecke zusammengefasst, sodass ein festgelegter Winkel α
bei der Projektion in die Ebene des Startdreiecks nicht u¨berschritten wird.
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Algorithmus 4.1 (Zerlegung von ∆)
Gegeben sei eine Triangulierung ∆ im Raum. Fu¨r l = 1, . . . , N konstruiere man wie
folgt paarweise disjunkte Teilmengen ∆l von ∆, solange
⋃N
l=1∆l 6= ∆ ist. Dabei
bezeichne man jedes hinzugefu¨gte Dreieck als gewa¨hlt.
Zuna¨chst fu¨ge man zu ∆l ein beliebiges noch nicht gewa¨hltes Dreieck T
[l]
0 hinzu und
bezeichne es als Startdreieck der Teiltriangulierung ∆l bzw. als l-tes Startdreieck.
Im Anschluss fu¨ge man rekursiv jedes nicht gewa¨hlte Dreieck T mit Nachbarn in ∆l
zu ∆l hinzu, solange die Normalenvektoren von T und T
[l]
0 nur um einen Winkel ≤ α
voneinander abweichen.
Es ist offensichtlich, dass diese Vorgehensweise in bezu¨glich |∆| linearer Komple-
xita¨t eine Zerlegung ∆l, l = 1, . . . , N , von ∆ liefert und dass sich jede Teiltriangu-
lierung ∆l in die durch T
[l]
0 aufgespannte Ebene E
[l] projizieren la¨sst, wobei bei der
Projektion der Winkel α nicht u¨berschritten wird.
Die in Abschnitt 4.2 konstruierten gegla¨tteten Spline-Interpolanten s sind, grob
gesprochen, auf jeder Kante von ∆ differenzierbar, welche nur in einer Teiltriangu-
lierung der Zerlegung enthalten ist. Ziel ist daher ein mo¨glichst hoher Anteil solcher
Kanten.
Abbildung 4.1 zeigt eine einfache 3D-Triangulierung mit etwa 33.500 Dreiecken und
die durch Algorithmus 4.1 ermittelten Teilbereiche. Das rechte Bild zeigt dabei das
Ergebnis einer erweiterten Vorgehensweise, wie sie in Unterabschnitt 4.1.3 beschrie-
ben wird. Als maximaler Winkel wurde 40 Grad gewa¨hlt.
In dem Beispiel wurden die Startdreiecke durch einen Zufallsgenerator ermittelt.
Die im Rahmen dieser Arbeit implementierten Tests zeigen, dass bereits bei einer
zufa¨lligen Wahl von Startdreiecken große Bereiche konstruiert werden und sich ein
hoher Anteil von Kanten ergibt, auf denen der gegla¨ttete Interpolant s differenzierbar
ist. Jedoch la¨sst sich dieser Anteil erho¨hen, indem
”
geeignete“ Startdreiecke gewa¨hlt
werden. In Abschnitt 4.1.3 entwickeln wir effiziente Algorithmen zur Ermittlung
von Startdreiecken, sodass die resultierenden projizierbaren Bereiche mo¨glichst groß
werden.
4.1.2 Geometrische Pha¨nomene
Theoretische U¨berlegungen und die im Rahmen dieser Arbeit erstellten computer-
technischen Umsetzungen zeigen, dass Algorithmus 4.1 hervorragend geeignet ist,
3D-Triangulierungen verschiedenster Geometrie effizient in große projizierbare Be-
reiche zu zerlegen.
Bei der Anwendung des Verfahrens treten einige geometrische Besonderheiten auf,
die wir in diesem Abschnitt beschreiben.
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Abbildung 4.1: Anwendung von Algorithmus 4.1 ohne (Mitte) und mit (rechts) er-
weiterten Algorithmen
Lo¨cher und Zwischenbereiche
Bei den maximal projizierbaren Teilbereichen handelt es sich oftmals nicht um
einfach zusammenha¨ngende Gebiete Ω∆l , sondern um Teiltriangulierungen mit
Lo¨chern. Als Loch einer Teiltriangulierung ∆l, l = 1, . . . , N , bezeichnen wir eine
3D-Triangulierung M ⊂ ∆\∆l mit einfach zusammenha¨ngendem Gebiet, sodass
jede Randkante von M zugleich Randkante von ∆l ist, fu¨r ein Beispiel siehe Abbil-
dung 4.2.
Im Folgenden charakterisieren wir verschiedene Typen von Lo¨chern und untersuchen
deren Bedeutung hinsichtlich des Anteils der Kanten, auf denen s differenzierbar ist.
Anschließend entwickeln wir ein effizientes algorithmisches Verfahren zur Auflo¨sung
von Lo¨chern und erzielen damit eine Erho¨hung dieses Anteils.
Wir unterscheiden folgende drei verschiedene Typen von Lo¨chern, siehe Abbil-
dung 4.3:
• Typ A:
Normalenpaare benachbarter Dreiecke T1, T2 bilden in einem Bereich M von
wenigen benachbarten Dreiecken bereits große Winkel, beispielsweise Win-
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Abbildung 4.2: Beispiele fu¨r Lo¨cher in einem projizierbaren Teilbereich
kel > α, in der Na¨he von M treten dagegen kleine Abweichungen auf. Im
Allgemeinen verbleibt M als Loch in der jeweiligen Teiltriangulierung ∆l.
• Typ B:
Normalenpaare benachbarter Dreiecke bilden stets kleine Winkel. Es entsteht
ein LochM in ∆l dadurch, dass jedes Randdreieck inM eine Abweichung > α
zu T
[l]
0 besitzt und im Inneren von M zudem Dreiecke mit erheblich gro¨ßerer
Normalenabweichung existieren.
• Typ C:
Normalenpaare benachbarter Dreiecke bilden stets kleine Winkel. Es ensteht




Durch den großen Abweichungswinkel zwischen Normalen benachbarter Dreiecke
lassen sich bei Lo¨chern vom Typ A unabha¨ngig von der algorithmischen Vorge-
hensweise keine großen Projektionsbereiche finden, denn stets wird die maximal
vorgegebene Abweichung u¨berschritten. Die Entstehung solcher Lo¨cher ist bedingt
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Abbildung 4.3: Loch vom Typ A (links): In ∆ existieren Paare benachbarter Dreiecke
mit großer Abweichung zwischen den Normalenvektoren. Loch vom Typ B (Mitte):
Benachbarte Dreiecke besitzen stets a¨hnliche Normalenvektoren. Die Entstehung des
Lochs liegt dennoch in der Geometrie von ∆ begru¨ndet. Loch vom Typ C (rechts):
Benachbarte Dreiecke besitzen stets a¨hnliche Normalenvektoren, und die Entstehung
des Lochs liegt in der Vorgehensweise des Zerlegungsalgorithmus begru¨ndet.
durch die Geometrie der zugrunde liegenden 3D-Triangulierung, und eine Vermei-
dung bzw. Auflo¨sung ist in effizienter Weise nicht mo¨glich und auch nicht sinnvoll
hinsichtlich des Anteils an Kanten, u¨ber denen s differenzierbar ist.
A¨hnliches gilt fu¨r Lo¨cher des Typs B: Zwischen Dreiecken aus M und der umgeben-
den Teiltriangulierungen treten große Winkel bei den zugeho¨rigen Normalen auf,
sodass eine Zerlegung unabha¨ngig von der algorithmischen Umsetzung zu mehreren
Bereichen fu¨hrt. Somit liegt die Entstehung vonM auch hier in der Geometrie von ∆
begru¨ndet, fu¨r Details siehe Abschnitt 4.1.3.
Anders ist die Situation fu¨r Lo¨cher vom Typ C: Da zwischenM und den benachbar-
ten Dreiecken keine großen Abweichungen zwischen den Winkeln der zugeho¨rigen
Normalen auftreten, ist die Entstehung solcher Lo¨cher eine inha¨rente Eigenschaft
von Algorithmus 4.1 und insbesondere in der Vorgehensweise begru¨ndet, projizier-
bare Bereiche von maximaler Gro¨ße zu konstruieren. Eine Verkleinerung der Bereiche
zur Vermeidung von Lo¨chern des Typs C ist jedoch nicht sinnvoll, da durch eine sol-
che Vorgehensweise der Anteil der Kanten, auf denen s differenzierbar ist, erheblich
kleiner wird. Jedoch ist es in effizienter Weise mo¨glich, die meisten Lo¨cher auf-
zulo¨sen. Hierfu¨r werden die Normalenabweichungen der enthaltenen Dreiecke zum
Startdreieck der umgebenden Triangulierung ∆l u¨berpru¨ft. Falls dabei eine vorgege-
bene maximale Abweichung β > α nicht u¨berschritten wird, werden die Dreiecke im
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Abbildung 4.4: Ergebnis ohne und mit Verwendung erweiterter Teilalgorithmen,
α = 40◦, β = 45◦
Anschluss zu ∆l hinzugefu¨gt. In Abschnitt 4.1.3 entwickeln wir effiziente Algorith-
men, die auf diesem Ansatz basieren. Die Tests der Verfahren aus Abschnitt 4.1.4
zeigen, dass die Methode zu einer erheblichen Erho¨hung des Anteils der Kanten, auf
denen s differenzierbar ist, fu¨hrt, wobei sich die maximale Abweichung von Norma-
lenvektoren nur geringfu¨gig erho¨ht. Abbildung 4.4 zeigt die Auflo¨sung von Lo¨chern
an einem Beispiel.
In weniger ha¨ufigen Fa¨llen fu¨hrt die Struktur der 3D-Triangulierung dazu, dass zwi-
schen zwei Teiltriangulierungen ∆l1 und ∆l2 kleine Bereiche u¨brig bleiben, siehe
Abbildung 4.8 auf Seite 128. Solche Zwischenbereiche entstehen in a¨hnlichen Si-
tuationen, wie dies bei Lo¨chern der Fall ist. Grob gesprochen liegt entweder ein





0 fu¨hrt dazu, dass einige wenige, zwischen den Teiltriangu-
lierungen liegende Dreiecke keiner dieser Triangulierungen zugeordnet werden kann.
Im zweiten Fall ist eine Auflo¨sung hinsichtlich des Anteils der Kanten, auf denen s
differenzierbar ist, sinnvoll. Einen entsprechenden Algorithmus entwickeln wir in Ab-
schnitt 4.1.3. Auch hier wird, ausgehend von einem zweiten Winkel β > α, gepru¨ft,
welche Dreiecke sich bezu¨glich β den Bereichen ∆l1 und ∆l2 zuordnen lassen.
Ra¨nder von Teilbereichen
Um einen hohen Anteil von Kanten zu erhalten, auf denen s differenzierbar ist, ist
von Vorteil, dass jede konstruierte Teiltriangulierung ∆l mo¨glichst wenige Randkan-
ten und mo¨glichst viele innere Kanten besitzt. Insbesondere sollen die Ra¨nder der
projizierbaren Teilbereiche mo¨glichst
”
glatt“ verlaufen, siehe Abbildung 4.5.
Je nach Geometrie der zu zerlegenden Triangulierung treten jedoch oftmals Teilbe-
reiche auf, die im Verha¨ltnis zu ihrer Gro¨ße viele Randkanten besitzen, siehe Ab-
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Abbildung 4.5: Teilbereiche mit vielen inneren und wenig Randkanten
bildung 4.6. Wir charakterisieren nun verschiedene Fa¨lle, bei denen solche Bereiche
auftreten und untersuchen deren Bedeutung hinsichtlich des Anteils der Kanten, auf
denen s differenzierbar ist. Weiter unten entwickeln wir zwei spezielle Algorithmen
zur Vermeidung von Randkanten und somit zur Erho¨hung des Anteils der Kanten,
auf denen s differenzierbar ist.
Wir unterscheiden folgende Typen von Bereichen mit vielen Randkanten:
• Typ A:
Die Geometrie der 3D-Triangulierung ∆ ist so, dass gro¨ßtmo¨gliche Bereiche,
innerhalb derer ausschließlich Dreiecke mit paarweise geringer Normalenab-
weichung liegen, einen hohen Anteil von Randkanten besitzen, z. B.
”
langge-
zogen“ sind. Somit ergeben sich durch die Konstruktion von Bereichen maxi-
maler Gro¨ße projizierbare Bereiche mit vielen Randkanten, ein Beispiel zeigt
Abbildung 4.6 (links).
• Typ B:
Normalenpaare benachbarter Dreiecke bilden stets kleine Winkel. Es ensteht
ein Bereich ∆l mit vielen Randkanten dadurch, dass mo¨glichst große projizier-
bare Bereiche gewa¨hlt werden und alle Dreiecke mit Abweichung < α, ≈ α
noch hinzugefu¨gt werden ko¨nnen, alle Dreiecke mit Abweichung > α, ≈ α je-




zickzack“. Ein Beispiel zeigt Abbildung 4.6 (rechts).
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Abbildung 4.6: Bereiche mit vielen Randkanten, Typ A (links): Bereiche haben des-
halb einen hohen Anteil an Randkanten, weil sie sich der Geometrie von ∆ anpassen.
Typ B (rechts): Die Entstehung von vielen Randkanten liegt in der Vorgehensweise
des Zerlegungsalgorithmus begru¨ndet.
Bei Bereichen vom Typ A ist die Entstehung vieler Randkanten bedingt durch die
Oberfla¨chenkru¨mmung von ∆. Im Allgemeinen ist die Wahl von großen Bereichen
mit vielen Randkanten hier hinsichtlich des Anteils der Kanten, auf denen s differen-
zierbar ist, vorteilhaft gegenu¨ber der Wahl von kleineren Bereichen mit einem gerin-
geren Anteil von Randkanten. Betrachtet man beispielsweise Abbildung 4.6 (links),
so wird deutlich, dass sich die Zerlegung gut der Struktur der Triangulierung anpasst
und somit große projizierbare Bereiche liefert.
Anders ist die Situation fu¨r Bereiche vom Typ B: Da die Entstehung vieler Randkan-
ten nicht notwendig ist fu¨r die Konstruktion großer projizierbarer Teiltriangulierun-
gen, sondern lediglich eine inha¨rente Eigenschaft von Algorithmus 4.1 darstellt, ist es
sinnvoll, eine Vorgehensweise zu entwickeln, welche eine Entstehung von Bereichen
des Typs B verhindert oder die Bereiche im Nachhinein gla¨ttet. Solche Methoden
entwickeln wir in Abschnitt 4.1.3, siehe auch Abbildung 4.10 auf Seite 130.
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4.1.3 Erweiterte Teilalgorithmen
Behandlung von Lo¨chern und Zwischenbereichen
Wie die Klassifizierung von Lo¨chern aus Abschnitt 4.1.2 zeigt, ist es sinnvoll,
mo¨glichst viele Lo¨cher vom Typ C aufzulo¨sen und Lo¨cher vom Typ A und B zu
belassen.
Im Folgenden geben wir einen Algorithmus zur Auflo¨sung von Lo¨chern des Typs C:
Algorithmus 4.2
Sei {∆1, . . . ,∆N} eine Zerlegung einer 3D-Triangulierung ∆, die sich durch Anwen-
dung von Algorithmus 4.1 fu¨r einen Winkel α ergibt. Man wa¨hle einen Winkel β > α
und gehe fu¨r jedes Loch M innerhalb jeder Teiltriangulierung ∆l, l ∈ {1, . . . , N},
wie folgt vor: Man u¨berpru¨fe die Normalenabweichung des Startdreiecks T
[l]
0 zu je-
dem Dreieck aus M . Falls jede Abweichung ≤ β ist, fu¨ge man alle Dreieck aus M
zu ∆l hinzu.
Bei dieser Vorgehensweise gibt man einen zweiten Winkel β > α vor, sodass fu¨r
in Lo¨chern M ⊆ ∆ liegende Dreiecke gro¨ßere Winkel ≤ β zum entsprechenden
Startdreieck T
[l]
1 des umgebenden Bereichs ∆l auftreten ko¨nnen. Man wa¨hlt dabei
einen geringfu¨gig gro¨ßeren Winkel als α, beispielsweise α + 5◦. Es ist offensichtlich,
dass dieser Algorithmus in effizienter Weise sa¨mtliche Lo¨cher vom Typ C auflo¨st,
denn laut Voraussetzung ist fu¨r jedes Dreieck T ∈M der Winkel zum entsprechenden
Startdreieck ≈ α und damit < β.
Im Allgemeinen treten jedoch viele Lo¨cher M auf, bei denen die Abweichung fu¨r
einen Großteil M1 der Dreiecke ≤ β ist und im Inneren Dreiecke M2 mit Abwei-
chungswinkel > β verbleiben. Meist ist es hierbei sinnvoll, mo¨glichst viele Dreiecke
aus M1 zur umgebenden Teiltriangulierung ∆l hinzuzufu¨gen, denn auf diese Weise
erho¨ht sich der Anteil von Kanten, auf denen s differenzierbar ist.
Wir entwickeln daher folgenden Algorithmus zur Verkleinerung von Lo¨chern:
Algorithmus 4.3
Sei {∆1, . . . ,∆N} eine Zerlegung einer 3D-Triangulierung ∆, die sich durch Anwen-
dung von Algorithmus 4.1 fu¨r einen Winkel α ergibt. Man wa¨hle einen Winkel β > α
und gehe fu¨r jedes Loch M innerhalb jeder Teiltriangulierung ∆l, l ∈ {1, . . . , N},
wie folgt vor: Solange Randdreiecke aus M mit einer Normalenabweichung ≤ β zum
Startdreieck T
[l]
0 existieren, so fu¨ge man diese Randdreiecke zu ∆l hinzu.
Somit werden nicht nur alle Lo¨cher vom Typ A geschlossen, sondern es wird weiter-
hin eine Verkleinerung vieler Lo¨cher, insbesondere aller Lo¨cher vom Typ B, erzielt.
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Abbildung 4.7: Verkleinerung eines Lochs durch Algorithmus 4.3
In den weitaus meisten Fa¨llen wird durch jede Verkleinerung erreicht, dass der An-
teil der Kanten, auf denen s differenzierbar ist, steigt. Ein Beispiel fu¨r ein auf diese
Weise verkleinertes Loch zeigt Abbildung 4.7 (rechts). Das linke Bild zeigt den ent-
sprechenden Bereich von ∆ vor der Anwendung von Algorithmus 4.3.
Durch eine weitere Modifikation dieses Verfahrens lassen sich nicht nur Lo¨cher schlie-
ßen oder verkleinern, sondern auch viele Zwischenbereiche:
Algorithmus 4.4
Sei {∆1, . . . ,∆N} eine durch Algorithmus 4.1 konstruierte Zerlegung einer 3D-
Triangulierung, und man wa¨hle einen Winkel β > α. Fu¨r jede Teiltriangulierung ∆l,
l = 1, . . . , N , mit maximal n ∈ IN Dreiecken verfahre man wie folgt: Solange ein
Dreieck T ∈ ∆l existiert, welches ein Nachbardreieck einer anderen Teiltriangulie-
rung ∆l˜ besitzt, sodass die Normalenabweichung zwischen T und T
[l˜]
0 maximal β
betra¨gt, so fu¨ge man T zu ∆l˜ hinzu.
Auf diese Weise la¨sst sich ein großer Teil aller Zwischenbereiche auflo¨sen, und nahezu
alle Zwischenbereiche werden verkleinert. Ein Beispiel fu¨r die Anwendung dieses Al-
gorithmus zeigt Abbildung 4.8. Es stellt sich die Frage der Wahl des Parameters n:
Fu¨r kleine Werte, z. B. 30, ko¨nnen auch nur kleine Zwischenbereiche und Lo¨cher
aufgelo¨st bzw. verkleinert werden. Wa¨hlt man dagegen einen sehr großen Wert,
z. B. 500, so tritt in seltenen Fa¨llen das Pha¨nomen auf, dass durch die Verkleine-
rung eines großen Zwischenbereichs ein oder mehrere neue, kleine Zwischenbereiche
und somit Kanten entstehen, auf denen s nicht differenzierbar ist. Eine alternative
Vorgehensweise ist daher, Algorithmus 4.4 nur auf solche Bereiche anzuwenden, die
sich vollsta¨ndig auflo¨sen lassen. Dies wiederum hat den erheblichen Nachteil, dass
eine teilweise Auflo¨sung von Lo¨chern und Zwischenbereichen in den weitaus meisten
Fa¨llen von Vorteil ist hinsichtlich des Anteils der Kanten, auf denen s differenzierbar
ist.
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Abbildung 4.8: Auflo¨sung von Bereichen zwischen Teiltriangulierungen: Sukzessive
werden die Dreiecke des Zwischenbereichs zu den umgebenden Teilbereichen hinzu-
gefu¨gt.
Aufgrund dieser Beobachtungen entwickeln wir eine weitere effiziente Methode, in-
dem wir Algorithmus 4.4 mehrmals mit unterschiedlichen Parametern anwenden:
Algorithmus 4.5
Sei {∆1, . . . ,∆N} eine durch Algorithmus 4.1 konstruierte Zerlegung einer 3D-
Triangulierung, und man wa¨hle einen Winkel β > α, eine maximale Bereichsgro¨ße n
in Dreiecken sowie eine Anzahl λ ∈ IN von Iterationen. Fu¨r i = 1, . . . , λ wende man
Algorithmus 4.4 mit den Parametern
βi = α+ (β − α) i
λ
und ni = n− [(i− 1)n ] div λ
an, wobei x div y den ganzzahligen, abgerundeten Quotienten zweier Zahlen x, y ∈
IN liefert.
Durch diese Methode werden zuna¨chst große Bereiche bearbeitet, wobei maximal
erlaubte Winkel βi fu¨r die Normalenabweichung nur wenig gro¨ßer als α ist, bis
schließlich nur noch kleine Bereiche betrachtet werden und sich der erlaubte Winkel β
na¨hert. Auf diese Weise kann außer in Sonderfa¨llen stets vermieden werden, dass die
Verkleinerung eines betrachteten Bereichs dazu fu¨hrt, dass neue kleine Teilbereiche
entstehen, da diese im Allgemeinen in den folgenden Iterationen aufgelo¨st werden.
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Abbildung 4.9: Anpassung kleiner Bereiche: Mit Algorithmus 4.4 (Mitte) werden
kleine Bereiche angepasst und aufgelo¨st. Bei Algorithmus 4.5 (rechts) wird diese
Methode mehrmals mit unterschiedlichen Parametern angewandt, sodass sich die
Bereiche noch besser der Geometrie von ∆ anpassen.
Die Implementierung der verschiedenen Varianten zeigt, dass eine solche iterati-
ve Anpassung von Bereichen den weitaus ho¨chsten Anteil von Kanten liefert, auf
denen s differenzierbar ist. Die Ergebnisse sind auch dann noch sehr gut, wenn Win-
kel β gewa¨hlt werden, die nur geringfu¨gig, z. B. um 5◦, gro¨ßer sind als α. Fu¨r die
Anzahl der Iterationen sind optimalerweise Werte λ ≥ 10 zu wa¨hlen. Ein Beispiel
fu¨r die Anwendung der Algorithmen 4.4 und 4.5 zeigt Abbildung 4.9.
Gla¨ttung von Ra¨ndern projizierbarer Teilbereiche
Wir entwickeln nun einen einfachen und effizienten Algorithmus zur Gla¨ttung der
Ra¨nder zwischen den einzelnen Teiltriangulierungen. Wie weiter oben gesehen ent-
stehen Ra¨nder, welche nicht
”
glatt“ verlaufen dadurch, dass in Algorithmus 4.1
Bereiche von optimaler Gro¨ße gewa¨hlt werden. Die einfachste und effizienteste Vor-
gehensweise ist es, fu¨r jedes einzelne Randdreieck jeder Teiltriangulierung zu u¨ber-
pru¨fen, ob es sich unter Beru¨cksichtigung eines maximalen Winkels γ zu einer Nach-
bartriangulierung hinzufu¨gen la¨sst und ob ein solcher Bereichswechsel den Anteil
der Kanten erho¨ht, auf denen s differenzierbar ist. Diese U¨berpru¨fung von Drei-
ecken fu¨hrt man solange fort, bis der Algorithmus terminiert. Als Winkel γ wird
im Allgemeinen der in Algorithmus 4.1 bzw. den erweiterten Algorithmen zugrunde
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Abbildung 4.10: Gla¨ttung von Ra¨ndern durch Algorithmus 4.6
gelegte maximale Winkel α bzw. β gewa¨hlt.
Dieser Algorithmus fu¨r die Gla¨ttung der Ra¨nder lautet wie folgt:
Algorithmus 4.6
Solange Dreiecke T ∈ ∆l in ∆ mit mehr Nachbardreiecken in einer anderen Teiltri-
angulierung ∆l˜ 6= ∆l als in ∆l existieren, sodass die Normalenabweichung von T zu
jedem Nachbardreieck aus ∆l˜ einen vorgegebenen Winkel γ nicht u¨berschreitet, so
entferne man T aus ∆l und fu¨ge es zu ∆l˜ hinzu.
Es ist offensichtlich, dass dieser Algorithmus in linearer Komplexita¨t terminiert und
dass sich mit jedem bearbeiteten Dreieck der Anteil der Kanten, auf denen s diffe-
renzierbar ist, vergro¨ßert. Die computertechnische Umsetzung des Verfahrens zeigt,
dass sich durch die Anwendung des Algorithmus der Anteil dieser Kanten wesentlich
erho¨ht und dass die zwischen den projizierbaren Bereichen verlaufenden Kantenzu¨ge
glatter verlaufen. Ein Beispiel zeigt Abbildung 4.10.
In seltenen Situationen ist Algorithmus 4.6 nicht in der Lage, Kanten zu gla¨tten.
Dies ist immer dann der Fall, wenn ein Wechsel eines einzelnen Randdreiecks noch
nicht zu einer Erho¨hung des Anteils der Kanten fu¨hrt, auf denen s differenzierbar
ist, sondern gleichzeitig mehrere Dreiecke in eine andere Teiltriangulierung aufge-
nommen werden mu¨ssten.
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Folgender Algorithmus ist geeignet, die Ra¨nder der Teilbereiche auch in diesen sel-
tenen Fa¨llen zu gla¨tten:
Algorithmus 4.7
Sei M ⊆ ∆l eine Menge von maximal λ Dreiecken mit der folgenden Eigenschaft:
Es lassen sich alle Dreiecke T ∈ M aus ∆l entfernen und zu einer benachbarten
Teiltriangulierung ∆l˜ hinzufu¨gen, sodass
(i) sowohl ∆l als auch ∆l˜ anschließend noch Triangulierungen sind.
(ii) die Normale jedes Dreiecks aus M maximal um einen fest vorgegebenen Win-
kel γ zur Normalen des Startdreiecks T
[l˜]
0 abweicht.
(iii) der Anteil der Kanten, auf denen s differenzierbar ist, fu¨r die neue Zerlegung
gro¨ßer ist als fu¨r die urspru¨ngliche.
Solange eine solche Menge M fu¨r eine Teiltriangulierung ∆l existiert, entferne man
jedes Dreieck von M aus ∆l und fu¨ge es zu ∆l˜ hinzu.
Zwar fu¨hrt dieser Algorithmus fu¨r λ ≥ 2 in manchen Fa¨llen zu geringfu¨gig besseren
Ergebnissen als Algorithmus 4.6, allerdings nimmt die Effizienz des Verfahrens ab,
je gro¨ßer λ gewa¨hlt wird. Des Weiteren ist eine computertechnische Umsetzung der
Methode aufwa¨ndig, sodass wir angesichts der geringen Vorteile im Rahmen dieser
Arbeit lediglich das einfachere Verfahren implementiert haben.
Suche optimaler Bereiche
Die Implementierung der Methode zeigt, dass bereits bei einer zufa¨lligen Wahl von
Startdreiecken Zerlegungen mit großen projizierbaren Teiltriangulierungen und ei-
nem hohen Anteil an Kanten, auf denen s differenzierbar ist, erzeugt werden. Al-
lerdings la¨sst sich dieser Anteil durch eine Wahl geeigneter Startdreiecke wesentlich
erho¨hen. Wir entwickeln im Folgenden einen Algorithmus zur Ermittlung solcher
Dreiecke.
Zuna¨chst charakterisieren wir das Problem fu¨r die Wahl geeigneter Startdreiecke:
Problem 4.8
Seien eine 3D-Triangulierung ∆ und ein Winkel α gegeben. Man wende Algorith-
mus 4.1 auf ∆ an und wa¨hle dabei Startdreiecke T
[1]
0 , . . . , T
[N ]
0 , sodass der Anteil f
der Kanten, auf denen s differenzierbar ist, so groß wie mo¨glich ist, dass also jede
andere Wahl T˜
[1]
0 , . . . , T˜
[N˜ ]
0 von Startdreiecken einen Anteil f˜ ≤ f ergibt.
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Es ist offensichtlich, dass diese optimale Wahl T
[1]
0 , . . . , T
[N ]
0 nicht in effizienter Weise
ermittelt werden kann. Insbesondere sind die einzelnen Iterationsschritte nicht un-
abha¨ngig, denn jede optimale Wahl eines Startdreiecks ist abha¨ngig davon, welche
Dreiecke bereits Teiltriangulierungen zugeordnet sind.
Eine zweckma¨ßige Vorgehensweise ist es, in jedem Iterationsschritt ein Startdreieck
zu ermitteln, welches zu einem Bereich mit mo¨glichst vielen Dreiecken fu¨hrt. Dies
ist wesentlich effizienter implementierbar als fu¨r jede Wahl von Startdreiecken die
inneren und a¨ußeren Kanten der entstehenden Teiltriangulierung zu ermitteln. Auf
diese Weise entstehen große Bereiche und damit eine Zerlegung mit einem hohen
Anteil von Kanten, auf denen s differenzierbar ist.
Es gibt verschiedene Ansa¨tze fu¨r die Ermittlung von Startdreiecken, die zu Bereichen
mit vielen Dreiecken fu¨hren. Sehr effizient sind lokale Verfahren. Grob gesprochen
wa¨hlt man ein beliebiges in noch keiner Teiltriangulierung enthaltenes Dreieck T
und u¨berpru¨ft Dreiecke eines lokalen Bereichs um T .
Ein einfaches und effizientes lokales Verfahren lautet wie folgt:
Algorithmus 4.9
Man wende Algorithmus 4.1 auf eine Triangulierung ∆ im Raum an. Fu¨r die Wahl
jedes Startdreiecks T
[l]
0 , l = 1, . . . , N , gehe man wie folgt vor:
1. Man wa¨hle ein beliebiges in noch keiner Teiltriangulierung enthaltenes Dreieck.
2. Falls das aktuell gewa¨hlte Dreieck T kein Nachbardreieck besitzt, welches als
Startdreieck zu einem Teilbereich mit mehr Dreiecken fu¨hrt als T , so wa¨hle
man T als Startdreieck T
[l]
0 .
3. Andernfalls wa¨hle man dasjenige Nachbardreieck, welches zu einem Teilbereich
mit maximal vielen Dreiecken fu¨hrt und verfahre mit diesem Nachbardreieck
wie in 2.
Diese Vorgehensweise hat den Nachteil, dass meist nur kleine Bereiche fu¨r die Wahl
eines Startdreiecks u¨berpru¨ft werden. Ein weitaus besseres Ergebnis erha¨lt man, in-
dem in jedem Iterationsschritt jedes verbleibende Dreieck als Startdreieck u¨berpru¨ft
wird. Dies ist jedoch sehr zeitintensiv, da fu¨r jede Iteration alle Dreiecke stets von
Neuem zu pru¨fen sind.
Wir entwickeln im Folgenden einen effizienten Algorithmus, durch welchen fu¨r jeden
Iterationsschritt ein gro¨ßtmo¨glicher Bereich ermittelt wird, ohne dass alle Startdrei-
ecke von Neuem u¨berpru¨ft werden mu¨ssen:
Algorithmus 4.10
Man wende Algorithmus 4.1 auf eine Triangulierung ∆ im Raum an. Hinsichtlich
der Wahl von Startdreiecken gehe man wie folgt vor:
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1. Man erstelle eine Liste, welche fu¨r jedes Dreieck T die Gro¨ße s(T ) des ent-
sprechenden projizierbaren Bereichs in Dreiecken entha¨lt, wenn man T als
Startdreieck wa¨hlt.
2. Solange eine nichtleere Menge M ⊆ ∆ von Dreiecken existiert, die noch in
keiner Teiltriangulierung enthalten sind, gehe man wie folgt vor:
2.1 Man wa¨hle dasjenige Dreieck T ∈ M mit gro¨ßtem Wert s(T ) =
maxT˜∈∆s(T˜ ).
2.2 Man aktualisiere den Wert s(T ).
2.3 Falls auch der aktualisierte Wert maximal ist, wa¨hle man T als Startdrei-
eck, andernfalls wiederhole man die Schritte 2.1 bis 2.3.
Die Implementierung zeigt, dass diese Methode auch fu¨r komplexe Triangulierungen
mit sehr vielen Dreiecken effizient ist, vgl. U¨bersicht 4.13 auf Seite 141.
4.1.4 Implementierung der Methode
Alle Algorithmen wurden in Java [37, 49, 60, 84, 85] implementiert und mit dem
Java Development Kit der Version 5.0.05 kompiliert. Fu¨r die grafischen Umsetzungen
kam das Java 3D-API [6,29,39,61,81] in der Version 1.3.1 zum Einsatz, welches auf
frei verfu¨gbaren Low-Level-Treibern der Open Graphics Library (OpenGL) basiert.
Die Module wurden auf einem Notebook mit 1,73 GHz Intel PentiumMTM-Prozessor
und 512 MB RAM entwickelt und getestet. Das verwendete Betriebssystem war
Microsoft Windows XPTM in der Version 5.1.2600.
U¨bersicht u¨ber die einzelnen Module
Alle implementierten Module wurden im package spline3d zusammengefasst. Fol-
gende Zusammenstellung gibt einen U¨berblick u¨ber die enthaltenen Klassen:
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c l a s s Output3D ( extends Applet , uses OpenGL)
d i ent der Dar s t e l lung i n t e r a k t i v e r 3D−Umgebungen .
c l a s s Tools en th a¨ l t z ah l r e i c h e Methoden zur Umsetzung mathematischer ,
g r a f i s c h e r und s on s t i g e r verwendeter Algorithmen .
c l a s s Tr iangu la t i on d i ent der Verwaltung von (3D−)Tr iangu l i e rungen .
c l a s s View3D ermo¨g l i cht d i e Ansicht von (3D−)Tr iangu l i e rungen und
deren Zer legungen in p r o j i z i e r b a r e Bere iche mit H i l f e
des Output3D−Moduls .
c l a s s Pro j e c t i on l i e s t e i n e 3D−Triangul i e rung , z e r l e g t d i e s e mit H i l f e
/Decompose des Moduls ” Pro j e c t i on /Decomposer” in p r o j i z i e r b a r e Be−
r e i c h e und s ch r e i b t das Ergebnis in e in e Z i e l d a t e i .
c l a s s Pro j e c t i on z e r l e g t e in u¨bergebenes ”Tr iangu la t i on”−Objekt in
/Decomposer p r o j i z i e r b a r e Bere iche und implement ie r t dabei
we s en t l i ch e in der Arbeit en tw i ck e l t e Te i l a l go r i thmen .
.
Unter einem 3D-Modell versteht man die Zusammenfassung aller Daten zur Dar-
stellung und Verarbeitung der entsprechenden 3D-Triangulierung, also einer Liste
der enthaltenen Dreiecke sowie einer Liste der zugeho¨rigen Punktkoordinaten. Es
gibt eine große Anzahl von groben und feinen 3D-Triangulierungen im Internet,
insbesondere im umfangreichen Archiv der Universita¨t von Stanford [73].
Mittlerweile existieren mehrere hundert verschiedene Dateiformate zur Speicherung
von 3D-Modellen. Unsere Implementierungen setzen voraus, dass die einzulesenden
Modelle im von Michael Garland [38] eingefu¨hrten smf-Format vorliegen. Dabei han-
delt es sich um ein einfaches, text- und zeilenbasiertes Format, bei dem zuna¨chst eine
Liste der Eckpunktkoordinaten und im Anschluss eine Liste der Dreiecke abgespei-
chert wird. Fu¨r die Speicherung von Zerlegungen haben wir dieses Modell erweitert,
indem wir im Anschluss fu¨r jedes klassifizierte Dreieck T ∈ ∆ die zugeho¨rige Klas-
se ∆l, l = 1, . . . , N , angeben. Es folgt ein einfaches Modellbeispiel einer Zerlegung,
bestehend aus zwei Dreiecken:
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# Mode l ldate i f u¨ r e i n e Zer legung mit 2 Dreiecken
# Format : Michael Garlands smf , e rw e i t e r t f u¨ r Zer legungen
# von 3D−Triangu l i e rungen .
# 1 . L i s t e der Knoten ( v e r t i c e s ) :
# (”v” xcoord ycoord zcoord )
v 0 .0 0 .0 0 .0
v 1 .0 0 .0 0 .0
v 0 .0 1 .0 0 .0
v 0 .0 0 .0 1 .0
# 2 . L i s t e der Dre iecke ( f a c e s ) :
# (” f ” ver tex1 vertex2 vertex3 )
f 0 1 2
f 0 1 3
# 3 . L i s t e der Te i l t r i a n gu l i e r ung en ( sub t r i angu l a t i on s ) :
# (” s ” f a c e sub t r i angu l a t i on )
s 0 0
s 1 1
# 4 . L i s t e der Pro jekt ionsebenen ( p lanes ) :
# (”p” sub t r i angu l a t i on xnormal ynormal znormal )
p 0 0 .0 0 .0 1 .0
p 1 0 .0 1 .0 0 .0
.
Um das dreidimensionale Objekt im Rechner verwalten zu ko¨nnen, ist eine An-
wendung verschiedener Datenstrukturen denkbar. Baumgart [7] entwickelte die so
genannte winged edge-Struktur, bei welcher den Dreiecken die zugeho¨rigen num-
merierten Kanten und diesen wiederum die entsprechenden Eckpunkte zugeordnet
sind. Wir haben uns fu¨r die Implementierung einer einfacheren Struktur entschie-
den, welche fu¨r die Bestimmung projizierbarer Teilbereiche hervorragend geeignet
ist. Grob gesprochen werden die einzelnen Dreiecke nachbarweise verlinkt, außer-
dem werden jedem Knoten die zugeho¨rigen Dreiecke zugewiesen. Auf diese Weise
lassen sich sehr schnell die Nachbardreiecke und angrenzenden Dreiecke jedes Drei-
ecks T ∈ ∆ bestimmen und dadurch alle beno¨tigten Methoden in einfacher und
effizienter Weise umsetzen. Die folgende U¨bersicht zeigt die wichtigsten Attribute
der Klasse Triangulation.
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pub l i c c l a s s Tr iangu la t i on
//Vertex array :
pub l i c Po int3 f [ ] ve r tex ;
// Tr iang l e array conta in ing each t r i ang l e ’ s v e r t i c e s :
pub l i c i n t [ ] [ ] t r i a n g l e ;
// L i s t conta in ing each t r i ang l e ’ s ne ighbours :
pub l i c i n t [ ] [ ] neighbour ;
// L i s t l i n k i n g each t r i a n g l e to i t s v e r t i c e s :
pub l i c i n t [ ] [ ] vertexMap ;
// L i s t conta in ing each t r i ang l e ’ s normal vec to r :
pub l i c Vector3 f [ ] normal ;
// L i s t conta in ing each t r i ang l e ’ s s ub t r i angu l a t i on
//( value i s n rTr i ang l e s i f a t r i a n g l e i s in no sub t r i angu l a t i on ) :
pub l i c i n t [ ] s ub t r i ang l e ;
// L i s t l i n k i n g each ver tex v to i t s ne ighbour ing v e r t i c e s v1 , . . . , vn
// such that [ v , v i ] , i =1 , . . . , n are edges o f the t r i a n gu l a t i o n .
pub l i c i n t [ ] [ ] edgeL i s t ;
// L i s t l i n k i n g each sub t r i angu l a t i on to the normal vec to r o f the plane
// in which i t i s to be p ro j e c t ed .
pub l i c Vector3 f [ ] c lassNormal ;
[ . . . ]
.
Fu¨r die Darstellung der Objekte mit dem Java 3D-API wird ein so genanntes simple
universe beno¨tigt, eine dreidimensionale Umgebung, in welche Objekte aufgenom-
men und spezifiziert werden ko¨nnen und die eine zweidimensionale Projektion dieser
Umgebung in einem Fenster, eine
”
Kameraperspektive“ quasi, wiedergibt. Fu¨r das
SimpleUniverse-Objekt ist eine ganze Reihe von Eigenschaften festzulegen, ange-
fangen von Helligkeits- und Lichtverha¨ltnissen bis hin zu Steuerungselementen fu¨r
Maus oder Tastatur. Alle relevanten Spezifikationen und Implementierungen fassen
wir in der Applet-Subklasse Output3D zusammen. Eine Instanz dieser Klasse ist
ein Fenster mit einem zugeho¨rigen simple universe in Kameraperspektive. Dabei
la¨sst sich mit der Maus navigieren, indem entweder die linke Maustaste (
”
Rota-
tion“) oder die rechte Maustaste (
”
Seitwa¨rtsbewegung“) gedru¨ckt gehalten wird.
Mit gedru¨ckt gehaltener linker-Maustaste und der [Alt]-Taste kann
”
gezoomt“ wer-
den. Ein sehr wichtiges Attribut der Klasse Output3D ist die public BranchGroup
root. Dieses Objekt dient der Aufnahme sa¨mtlicher darzustellender 3D-Objekte und
-Objektspezifikationen, insbesondere der Dreiecke des Modells.
Fu¨r die Betrachtung einer 3D-Triangulierung und der farblichen Darstellung einer
Zerlegung haben wir die Klasse View3D implementiert. Durch den Kommandozei-
lenaufruf
java spline3d/View3D Dateiname [Ansichtsmodus] [Reflexion] [Wireframe]
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Abbildung 4.11: Ansicht eines Modells durch die Output3D-Umgebung
wird das in einer Datei abgelegte Modell in einer Output3D-Umgebung grafisch dar-
gestellt. Die Parameter Ansichtsmodus, Reflexion und Wireframe spezifizieren die
Art und Weise der Darstellung des Objekts, die Programmdokumentation auf der
beigelegten CD beschreibt die diesbezu¨glichen Details. Als Standardwerte wird eine
reflektierende und gla¨nzende Materialoberfla¨che gewa¨hlt, das zum Objekt geho¨ren-
de wireframe wird nicht dargestellt. Der View3D-Betrachter berechnet außerdem den
Anteil der Kanten, auf denen s differenzierbar ist. Abbildung 4.11 zeigt die Ansicht
eines in projizierbare Bereiche zerlegten 3D-Modells in einer Output3D-Umgebung.
Zerlegung in projizierbare Bereiche
Das subpackage spline3d/Projection ermo¨glicht die Zerlegung eingelesener 3D-
Triangulierung in projizierbare Bereiche gema¨ß den in dieser Arbeit entwickelten
Algorithmen. Mit der Klasse Projection/Decomposer ko¨nnen diese Algorithmen
auf eine gegebene Triangulierung bzw. Zerlegung angewandt werden. Ein Beispiel fu¨r
die Verwendung dieser Klasse gibt die ausfu¨hrbare Klasse Projection/Decompose:
Durch den Kommandozeilenaufruf
java spline3d/Projection/Decompose Dateiname [-bwz]
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wird die spezifizierte 3D-Triangulierung gelesen und gema¨ß festgelegter Optionen in





Grobmodelle“ abgespeichert. Durch die Option -bwz ko¨nnen .smf-Dateien
eingelesen werden, bei denen die Nummerierung der Dreiecke und Eckpunkte mit 0
statt mit 1 beginnt.
Die folgende Zusammenfassung zeigt eine grobe Darstellung der wichtigsten Attri-
bute der Klasse Projection/Decomposer:
pub l i c c l a s s Decomposer
{
// S p e z i f i z i e r t , we lcher Algorithmus zur Behandlung von Lo¨chern und
// Zwischenbere ichen verwendet werden s o l l ( vg l . Algorithmen 4 .5 und 4 . 6 ) :
// 0 : ke in Algorithmus , 1 : e i nma l i g e s Anpassen , 2 : i t e r a t i v e s Anpassen
pub l i c s t a t i c shrinkMode = 2 ;
// Entha¨ lt d i e Anzahl der I t e r a t i onen , f a l l s shrinkMode=2 i s t :
pub l i c s t a t i c i n t nrShr inks = 10 ;
// Legt f e s t , ob zwischen Ra¨ndern l i e g ende Bere iche g e g l a¨ t t e t werden :
pub l i c s t a t i c boolean smoothEdges = true ;
// Maximale Winkel bez u¨ g l i ch des Hauptalgorithmus , des Algorithmus
// zur Behandlung von Lo¨chern sowie Zwischenbere ichen und des Algorithmus
// zur Ra¨ndergl a¨ttung :
pub l i c s t a t i c f l o a t maxAngle = ( f l o a t ) (30 f /180 f ∗Math . PI ) ;
pub l i c s t a t i c f l o a t maxAngle2 = ( f l o a t ) (35 f /180 f ∗Math . PI ) ;
pub l i c s t a t i c f l o a t maxAngle3 = ( f l o a t ) (35 f /180 f ∗Math . PI ) ;
// Methode zur Zer legung von Tr iangu l i e rungen :
// Der Parameter t r i l e g t d i e zu bearbe i t ende Tr iangu l i e rung f e s t .
// Durch d i e Option methodNr wird der f u¨ r d i e Suche opt imale r Bere iche
// verwendete Algorithmus s p e z i f i z i e r t :
// 0 : Wahl z u f a¨ l l i g e r S t a r t d r e i e c k e
// 1 : Wahl opt imale r S t a r t d r e i e c k e ( hohe Komplexit a¨t des Algorithmus ,
// f u¨ r den Per fo rmanceverg l e i ch implement ie r t )
// 2 : Wahl opt imale r S t a r t d r e i e c k e ( wie in Algorithmus 4 .11 beschr ieben ,
// hohe E f f i z i e n z )
pub l i c s t a t i c f l o a t decompose ( Tr iangu la t i on t r i , i n t methodNr )
{
[ . . . ]
// L i e f e r t z e r l e g t e Tr iangu l i e rung t r i 2 zuru¨ck .




Die Zerlegung von ∆ durch die Methode decompose wurde rekursiv implementiert.
Dadurch bleibt der Quellcode kurz und u¨bersichtlich, und der Algorithmus ist sehr
performant. Der Hauptspeicher heutiger Rechner ist bei der Verwendung praxisrele-
vanter grober Triangulierungen bei Weitem ausreichend. Aufgrund seiner zentralen
Bedeutung geben wir im Folgenden den rekursiven Teil der Methode wieder. Fu¨r
jeden Aufruf dieser Untermethode check wird fu¨r ein bestimmtes Dreieck gepru¨ft,
ob es zum aktuell zu bearbeitenden Bereich noch hinzugefu¨gt werden kann, ohne
dass der maximale Winkel maxAngle u¨berschritten wird:
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01 pub l i c s t a t i c void check ( Tr iangu la t i on t r i , i n t toCheck )
02 {
03 check ( t r i , toCheck , t r i . normal [ s tar tWithTr iang le ] ) ;
04 }
05
06 pub l i c s t a t i c void check ( Tr iangu la t i on t r i , i n t toCheck , Vector3 f f ixedNormal )
07 {
08 i f ( ( t r i . s ub t r i ang l e [ toCheck]<=cla s sNr )
09 | | ( t r i . normal [ toCheck ] . ang le ( f ixedNormal)>maxAngle ) )
10 { r e turn ; }
11 e l s e
12 {
13 c l a s s S i z e++;
14 t r i . s ub t r i ang l e [ toCheck ]= c la s sNr ;
15 // Recurs ive branch :
16 f o r ( i n t i =0; i<t r i . neighbour [ toCheck ] . l ength ; i++)




Die Parameter der Methode sind die zu bearbeitende Triangulierung, die Nummer
des zu u¨berpru¨fenden Dreiecks sowie gegebenenfalls der Normalenvektor der Ebene,
in welche projiziert wird. Bei den in dieser Arbeit entwickelten Verfahren wird dabei
stets der zum jeweiligen Startdreieck geho¨rende Normalenvektor verwendet. Damit
die Implementierung gegebenenfalls auch fu¨r andere Ansa¨tze geeignet ist (beispiel-
weise die Verwendung gemittelter Normalenvektoren bestimmter Bereiche), ist auch
die Wahl eines anderen Projektionsvektors mo¨glich. Der Index des aktuellen Bereichs
ist dabei durch die als private deklarierte Klassenvariable classNr festgelegt, die
Nummer des jeweiligen Startdreiecks wird vor dem ersten rekursiven Aufruf in der
Variable startWithTriangle abgelegt. Somit wird mit dem Aufruf in Zeile 03 fu¨r
den Normalenvektor als Standardwert der Normalenvektor des Startdreiecks u¨ber-
geben.
Innerhalb des rekursiven Aufrufs wird zuna¨chst gepru¨ft, ob das zu u¨berpru¨fende
Dreieck bereits einem Bereich angeho¨rt. Ist dies der Fall, so wird die Rekursion
beendet. Andernfalls wird die Abweichung der Normalenvektoren u¨berpru¨ft. Fu¨r
eine Abweichung ≤ maxAngle wird die Gro¨ße der aktuellen Klasse in der privaten
Variable classSize angepasst und das Dreieck der Klasse hinzugefu¨gt (Zeilen 13
und 14). Im Anschluss werden rekursiv alle Nachbarn des Dreiecks gepru¨ft.
Bei der Wahl zufa¨lliger Startdreiecke wird die Methode check so oft aufgerufen, bis
keine unklassifizierten Dreiecke verbleiben. Bei jedem Aufruf wird dabei ein zufa¨lliges
nicht klassifiziertes Startdreieck gewa¨hlt und der Index der Klasse um eins erho¨ht.
Bei der Suche geeigneter Startdreiecke wie in Abschnitt 4.1.3, Suche optimaler Be-
reiche beschrieben, ist die Vorgehensweise etwas komplexer. Fu¨r die Ermittlung
einer Bereichsgro¨ße, die sich aus einem zu u¨berpru¨fenden Startdreieck T ∈ ∆ er-
gibt, wird die Methode check aufgerufen, wobei der resultierende Bereich nicht mit
der Indexnummer nrClasses, sondern mit der Nummer tri.nrTriangles+1 klas-
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Abbildung 4.12: Die fu¨r die numerischen Tests verwendeten 3D-Modelle
sifiziert wird. Nicht klassifizierte Dreiecke werden dabei jeweils der Klasse mit der
Nummer tri.nrTriangles zugeordnet. Nach der Klassifizierung entha¨lt die priva-
te Klassenvariable classSize die ermittelte Bereichsgro¨ße, und den Dreiecken wird
wieder der Klassenwert tri.nrTriangles zugewiesen. Auf diese Weise ko¨nnen fu¨r
beliebige Startdreiecke resultierende Bereichsgro¨ßen ermittelt und verglichen wer-
den, sodass sich optimale Startdreiecke wa¨hlen lassen. Auf diese Weise wurde der ef-
fiziente Algorithmus 4.10 fu¨r die Wahl optimaler Startdreiecke implementiert, indem
die jeweils aktuellen Bereichsgro¨ßen, die sich bei der Wahl bestimmter Startdreiecke
ergeben, in einem Array abgespeichert werden.
4.1.5 Algorithmische Tests
Wir haben die verschiedenen Verfahren und Teilalgorithmen ausfu¨hrlich an zahlrei-
chen 3D-Modellen unterschiedlicher Gro¨ße und Komplexita¨t auf Effizienz getestet
und geben in diesem Abschnitt eine Zusammenfassung der wichtigsten Ergebnisse.
Im Rahmen der Tests haben wir die folgenden Werte verglichen:
1. Anteil der Kanten, auf denen s differenzierbar ist
2. Durchschnittliche Abweichung der Normalenvektoren von Dreiecken und Pro-
jektionsebenen
3. Zeitlicher Berechnungsaufwand
Es sei bemerkt, dass alle drei Gro¨ßen stark von der Geometrie der zugrunde gelegten
3D-Triangulierung abha¨ngen. Die durchschnittliche Abweichung der Normalenvek-
toren ist von Bedeutung, da kleine Winkel der projizierten Dreiecke die numerische
Stabillita¨t der Methode verringern ko¨nnen, siehe z. B. Theorem 2.19 oder [72]. Somit
fu¨hrt, grob gesprochen, eine geringere durchschnittliche Abweichung der Vektoren
zu besseren approximativen Eigenschaften der Interpolanten.
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Angegeben sind der Anteil der Kanten, auf denen s differenzierbar ist, der durchschnittliche
Winkel zwischen den Normalen der Dreiecke und Projektionsebenen sowie die Berechnungszeit.
Abbildung 4.13: Ergebnisse der Tests des Verfahrens
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Wir haben diese Werte fu¨r vier verschiedene 3D-Triangulierungen ermittelt und
in U¨bersicht 4.13 dargestellt. Diese U¨bersicht zeigt neben den Ergebnissen der
Hauptalgorithmen die Verbesserungen durch die einzelnen Zusatzalgorithmen. Ab-
bildung 4.12 zeigt die verwendeten Modelle.
Die Bestimmung optimaler Startdreiecke mit Hilfe einer aktualisierten Liste fu¨r die
Bereichsgro¨ßen fu¨hrt bei diesen Beispielen zu einem bis zu 43 mal geringeren Zeit-
aufwand im Vergleich zum Algorithmus ohne Liste. Der Anteil der Kanten, auf
denen s differenzierbar ist, erho¨ht sich durch die optimale Wahl um durchschnitt-
lich 3%. Die Kombination der Zusatzalgorithmen 4.5 (10 Iterationen) und 4.6 bringt
fu¨r β = γ = 40◦ eine weitere Erho¨hung um durchschnittlich 3, 4% mit sich.
Insgesamt ergibt sich, dass fu¨r alle betrachteten Modelle große projizierbare Berei-
che mit einem hohen Anteil an Kanten erzeugt werden, auf denen s differenzierbar
ist. Dieser Anteil liegt fu¨r die Tests bei durchschnittlich 90%. Dabei erha¨lt man
durch die Anwendung der in Abschnitt 4.1.3 entwickelten erweiterten Teilalgorith-
men einen wesentlich ho¨heren Anteil von Kanten, auf denen s differenzierbar ist, als
bei einer Anwendung des Grundalgorithmus mit dem entsprechend gro¨ßeren Wert
fu¨r α. Daru¨ber hinaus ergeben sich dadurch durchschnittlich erheblich geringere
Winkelabweichungen bei der Projektion, was sich positiv auf die approximativen
Eigenschaften der Interpolanten auswirkt.
4.2 Bestimmung des Interpolanten
4.2.1 Berechnung des stetigen Interpolanten und Untertei-
lung der Dreiecke
Gegeben eine feine Oberfla¨che Ωf , berechnen wir zuna¨chst einen stetigen, kubischen
3D-Splineinterpolanten s˜ : Ω∆ → IR3 wie in Kapitel 3. Dann fa¨rben wir die Drei-
ecke der zugeho¨rigen (groben) 3D-Triangulierung ∆ wie in der bivariaten Methode:
Ausgehend von einer beliebigen Fa¨rbung wechsle man die Farbe von Dreiecken mit
mindestens zwei Nachbarn gleicher Farbe, solange solche Dreiecke existieren. Da
die Anzahl der zwei gleichfarbigen Dreiecken angeho¨renden Kanten in jedem Itera-
tionsschritt um mindestens zwei abnimmt, terminiert dieses Fa¨rbungsverfahren in
linearer Komplexita¨t.
Anschließend wird jedes weiße Dreieck [v1,v2,v3] durch einen Clough-Tocher-Split





i=1 vi des Dreiecks verbunden, siehe Abbildung 3.7 (rechts)
auf Seite 104. Der Interpolant s˜ wird dabei wie in Satz 1.9 von den weißen Makro-
dreiecken auf die entsprechenden Mikrodreiecke umgerechnet.
Die unterteilte Triangulierung sei mit bezeichnet.
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4.2.2 Gla¨ttung des Interpolanten
Im Anschluss zerlegen wir ∆ in projizierbare Teiltriangulierungen ∆l, l = 1, . . . , N ,
und gla¨tten den stetigen Spline s˜, sodass der gegla¨ttete Interpolant s auf fast allen
Kanten differenzierbar ist. Auf den wenigen verbleibenden Kanten erha¨lt man Diffe-
renzierbarkeit fu¨r drei Punkte. Die projizierbaren Bereiche ermitteln wir durch die
in Abschnitt 4.1 entwickelten Algorithmen.
Wir bezeichnen im Folgenden fu¨r l = 1, . . . , N mit ∆l die projizierbaren Teiltriangu-
lierungen und mit ∆¯l die zugeho¨rigen Projektionen in die Ebenen der Startdreiecke.
Entsprechend seien fu¨r l = 1, . . . , N weiterhin mit l die Unterteilungen der proji-
zierbaren Bereiche bezeichnet und mit l die zugeho¨rigen Projektionen.
Wir gla¨tten s˜ zuna¨chst auf den Knoten, anschließend auf den Kanten der
3D-Triangulierung.
Gla¨ttung auf den Eckpunkten
Bei der Gla¨ttung von s˜ u¨ber den Eckpunkten von ∆ betrachten wir folgenden Son-
derfall:
Entha¨lt eine projizierte Teiltriangulierung l zwei kollineare bzw. fast kollineare
Randkanten mit gemeinsamem Eckpunkt v, so nennen wir jede weitere Kante [v, w]
von l und auch die entsprechende Kante in l randdegeneriert bzw. fast randde-
generiert in v, andernfalls nennen wir sie nicht randdegeneriert.
Wir nennen eine in einem projizierten Eckpunkt v randdegenerierte bzw. fast rand-
degenerierte Kante auch randdegeneriert bzw. fast randdegeneriert in v, falls v der
zu v geho¨rende Eckpunkt aus ist.
Dabei heißen zwei Kanten kollinear, falls sie dieselbe Steigung besitzen. Andernfalls
heißen sie fast kollinear, falls sie maximal um einen vorgegebenen, kleinen Winkel ǫ ∈
IR+ voneinander abweichen. Sind zwei Kanten weder kollinear noch fast kollinear,
so heißen sie nicht kollinear.
Die gesonderte Behandlung dieser Fa¨lle in Algorithmus 4.11 (Gla¨ttung von s˜ u¨ber
den Eckpunkten von ∆) ist fu¨r die Stabilita¨t der Methode von Bedeutung, siehe
Abbildung 4.14.
Wir gla¨tten den Interpolanten nun u¨ber den Eckpunkten von ∆ wie folgt:
Algorithmus 4.11
Wir behandeln zuna¨chst die Eckpunkte v von ∆, welche mehreren Teiltriangulie-
rungen angeho¨ren: Im C1-Ring C von jedes solchen Eckpunkts modifiziere man
alle Be´zier-Bernstein-Koeffizienten von s˜ wie folgt, siehe Abbildung 4.14:
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Zelle im Raum: projizierte Bereiche:
Glättung über einem Eckpunkt, welcher mehreren Bereichen angehört
Standardfall:
: vorgegebener Bézier-Bernstein-Koeffizient des Eckpunkts v
: in die gemittelte Tangentialebene projizierte Koeffizienten









Abbildung 4.14: Gla¨ttung u¨ber einem Eckpunkt v mit mehreren Bereichen:
Im Standardfall werden in jedem Teilbereich genau zwei Koeffizienten des C1-Rings
um v in die gemittelte Tangentialebene projiziert und die verbleibenden Koeffizien-
ten komponentenweise wie im bivariaten Fall modifiziert.
Im randdegenerierten Fall wird dabei noch ein dritter projizierter Koeffizient
beno¨tigt.
Im fast randdegenerierten Fall werden alle Koeffizienten des C1-Rings auf den Kan-
ten der Makrodreiecke in die gemittelte Tangentialebene in v projiziert und die
verbleibenden Koeffizienten komponentenweise modifiziert.
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1. Man bestimme die gemittelte Tangentialebene von s˜ in v wie in Algorith-
mus 3.1 beschrieben.
2. Man projiziere alle Be´zier-Bernstein-Koeffizienten aus C, welche entweder in
zwei Teiltriangulierungen enthalten sind oder auf einer Randkante von ∆ oder
auf einer fast randdegenerierten Kante eines Makrodreiecks liegen, in die ge-
mittelte Tangentialebene.
Anschließend betrachte man fu¨r jeden Koeffizienten c aus C auf einer fast
randdegenerierten Kante [v,v0] eines Clough-Tocher-unterteilten Dreiecks T
mit Baryzentrum v0 die Projektion T¯ von T und modifiziere c nach (1.17)
komponentenweise, sodass s˜|T differenzierbar in v ist.
3. Fu¨r jeden Bereich l mit randdegenerierten Kanten im Eckpunkt v, wa¨hle
man eine solche Kante und projiziere den darauf liegenden Be´zier-Bernstein-
Koeffizienten aus C in die gemittelte Tangentialebene.
Dabei wa¨hle man eine Kante, welche in der Projektion l einen mo¨glichst
großen Winkel zu den kollinearen Randkanten bildet.
4. Fu¨r jeden weiteren Koeffizienten (c1, c2, c3) in C betrachte man die projizierten
Dreiecke der entsprechenden Teiltriangulierung. Dabei existieren drei in den
Schritten 2 und 3 modifizierte Koeffizienten in der C1-Scheibe um v, welche cτ
fu¨r jede Komponente τ = 1, 2, 3 wie in (1.17) bestimmen.
Liegt (c1, c2, c3) dabei auf einer randdegenerierten Kante, so bemerken wir,
dass vier in den Schritten 2 und 3 modifizierte Koeffizienten der Teiltriangu-
lierung in der C1-Scheibe um v existieren, wovon wegen der Kollinearita¨t der
Randkanten jedoch einer fu¨r die C1-Bedingung nicht von Bedeutung ist.
Wir bezeichnen alle in dieser Weise durchlaufenen Eckpunkte und auch die entspre-
chenden projizierten Eckpunkte als markiert.
Weiterhin betrachten wir jeden Eckpunkt v in ∆, welcher nur einer einzigen Teiltri-
angulierung angeho¨rt. Fu¨r jeden projizierbaren Bereich ∆l, l = 1, . . . , N , mit solchen
Eckpunkten betrachten wir die entsprechende projizierte Teiltriangulierung ∆¯l und
verfahren wie folgt:
Fu¨rm = 3, 2, 1 gehe man wie folgt vor: Solange ein Makrodreieck T¯ ∈ ∆¯l mitm nicht
markierten Eckpunkten v1, . . . , vm in ∆¯l existiert, markiere man diese Eckpunkte
und gla¨tte s˜ nach folgender Methode:
Fu¨r jeden Eckpunkt vi, i = 1, . . . ,m, und jede Komponente τ = 1, 2, 3 modifiziere
man die nicht auf dem Rand von T¯ liegenden Be´zier-Bernstein-Koeffizienten von s˜τ
mit Abstand eins zu vi, sodass Gleichung (1.17) erfu¨llt ist.
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Den in dieser Weise modifizierten Interpolanten bezeichnen wir mit sˆ. Offensichtlich
ist sˆ differenzierbar auf jedem Eckpunkt v von ∆. Weiterhin gilt das folgende
Lemma 4.12
Jede Abbildung sˆτ |Ω∆¯l , l = 1, . . . , N , τ = 1, 2, 3, ist differenzierbar in jedem Eckpunkt
von ∆¯l, welcher nicht zwei fast kollinearen Randkanten und mehreren Teiltriangu-
lierungen angeho¨rt.
Diese Aussage folgt direkt aus der Modifikation der Koeffizienten des C1-Rings um
jeden Eckpunkt v von ∆. Damit gilt insbesondere
Korollar 4.13
Gegeben seien zwei benachbarte Dreiecke T1, T2 eines projizierbaren Bereichs l,
die nicht demselben Makrodreieck aus ∆l angeho¨ren. Die gemeinsame Kante E sei
dabei nicht fast randdegeneriert in einem Eckpunkt, welcher mehreren Bereichen
angeho¨rt. Dann la¨sst sich der Be´zier-Bernstein-Koeffizient c
[T1]
111 komponentenweise
modifizieren, sodass sˆ differenzierbar auf E ist.
Dabei wird Bedingung (1.16) fu¨r die einzelnen Komponenten von sˆ u¨ber den proji-
zierten Dreiecken T¯1, T¯2 betrachtet.
Gla¨ttung auf den Kanten
Wir verwenden Korollar 4.13 nun fu¨r die Gla¨ttung von sˆ u¨ber den Kanten der
Triangulierung:
Algorithmus 4.14
Man gla¨tte sˆ u¨ber den Kanten von wie folgt und bezeichne den gegla¨tteten
Spline-Interpolanten mit s:
1. Fu¨r jedes Paar T1, T2 schwarzer Dreiecke mit gemeinsamer Kante E modifi-
ziere man den Be´zier-Bernstein-Koeffizienten c
[T1]
111 wie folgt: Falls T1 und T2 in
derselben Teiltriangulierung liegen und E nicht fast randdegeneriert in einem
mehreren Bereichen angeho¨renden Eckpunkt ist, so modifiziere man c
[T1]
111 , so-
dass sˆ differenzierbar u¨ber der gemeinsamen Kante ist. Ansonsten modifiziere
man c
[T1]
111 wie in Algorithmus 3.3, sodass sˆ im Mittelpunkt der gemeinsamen
Kante differenzierbar ist.
2. In jedem weißen Mikrodreieck T1 mit schwarzem Nachbardreieck T2 modifiziere
man c
[T1]
111 wie in Schritt 1 und betrachte dabei statt dem schwarzen Dreieck T1
das weiße Mikrodreieck T1.
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3. Fu¨r jedes Paar T1, T2 benachbarter weißer Mikrodreiecke in unterschiedlichen
Makrodreiecken modifiziere man c
[T1]
111 wie in Schritt 1, wobei statt den schwar-
zen Makrodreiecken die weißen Mikrodreiecke betrachtet werden.
4. Fu¨r jedes weiße Makrodreieck T mit Projektion T¯ seien fu¨r i = 1, 2, 3 mit T¯i die
projizierten Mikrodreiecke bezeichnet, und es sei v¯0 das Baryzentrum von T¯ .
Fu¨r jede Komponente τ = 1, 2, 3 lassen sich gema¨ß (1.16) und (1.17) zuna¨chst
die Koeffizienten des C1-Rings um v¯0 und schließlich der zu v¯0 geho¨rende
Koeffizient so modifizieren, dass sτ |T¯ differenzierbar ist.
Den in dieser Weise gegla¨tteten Interpolanten bezeichnen wir mit s.
4.3 Eigenschaften der Methode
4.3.1 Differenzierbarkeit der gegla¨tteten Interpolanten
Folgendes Theorem zeigt die Differenzierbarkeitseigenschaften des gegla¨tteten Inter-
polanten:
Theorem 4.15
Der gegla¨ttete Spline-Interpolant s : → IR3 ist differenzierbar u¨ber allen Eckpunk-
ten und Kanten von mit Ausnahme folgender Kanten:
1. Jeder Kante, die zwei Teiltriangulierungen angeho¨rt.
2. Jeder Kante von ∆, welche fast randdegeneriert in einem Eckpunkt ist, der
mehreren Teiltriangulierungen angeho¨rt.
Auf diesen Kanten ist s differenzierbar an den Eckpunkten und Kantenmittelpunk-
ten.
Beweis: Wir verwenden die Notationen der Algorithmen 4.11 und 4.14. Da sˆ und
somit s wie gesehen u¨ber jedem Eckpunkt v von ∆ differenzierbar ist, genu¨gt es, die
folgenden Aussagen zu zeigen:
(i) Jede Abbildung sτ |Ω∆¯l , l = 1, . . . , N , τ = 1, 2, 3, ist differenzierbar in jedem
Punkt v ∈ Ω∆¯l , der nicht auf einer Kante eines Makrodreiecks liegt, welche
fast randdegeneriert in einem Eckpunkt ist, der mehreren Bereichen angeho¨rt.
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(ii) s ist differenzierbar im Mittelpunkt jeder Kante aus ∆, welche entweder zwei
Teiltriangulierungen angeho¨rt oder fast randdegeneriert in einem mehreren
Bereichen angeho¨renden Eckpunkt ist.
Bei (i) zeigen wir zuna¨chst die Differenzierbarkeit in jeder Teiltriangulierung ∆¯l,
l = 1, . . . , N , fu¨r jede Komponente τ = 1, 2, 3 u¨ber den inneren Kanten, welche nicht
fast randdegeneriert in einem mehreren Bereichen angeho¨renden Eckpunkt sind.
Dies folgt aus der Tatsache, dass fu¨r jedes Paar solcher Dreiecke der Teiltriangulie-
rung die Be´zier-Bernstein-Koeffizienten so modifiziert werden, dass Gleichung (1.16)
fu¨r r = 1 erfu¨llt ist, siehe auch Korollar 4.13. Schließlich werden in jedem projizier-
ten unterteilten Dreieck T¯ = [v1, v2, v3] die Koeffizienten der C
1-Scheibe um das
Baryzentrum v0 von T¯ in jeder Komponente τ = 1, 2, 3 so angepasst, dass sτ u¨ber
jeder Kante [v0, vi], i = 1, 2, 3, und damit auch insbesondere in v0 diffenzierbar ist.
Aussage (ii) folgt mit Lemma 3.4, da s u¨ber jeder Kante von ∆, welche entweder
zwei Bereichen angeho¨rt oder fast randdegeneriert in einem mehreren Bereichen an-
geho¨renden Eckpunkt ist, wie in Algorithmus 3.3 gegla¨ttet wird. 
4.3.2 Lokalita¨t und optimale Approximationsordnung
Abschließend betrachten wir Lokalita¨tseigenschaften und Approximationsordnung
der Interpolanten.
Theorem 4.16
Gegeben sei eine feine Oberfla¨che und der zugeho¨rige gegla¨ttete Interpolant s : Ω→
IR3. Bei Vera¨nderung eines Interpolationswerts fz, z ∈ Pq(∆), vera¨ndert sich s
maximal in einem star3(T ), T ∈ ∆.
Beweis: Wir betrachten zuna¨chst die Vera¨nderung des stetigen Interpolanten s˜.
Da fu¨r die Bestimmung jeder polynomialen 3D-Oberfla¨che s˜|T , T ∈ ∆, lediglich die
zu T geho¨renden Interpolationswerte beno¨tigt werden, vera¨ndert sich der stetige
Interpolant ausschließlich auf jedem Dreieck, welches z entha¨lt. Bei der Untertei-
lung von ∆ wirkt sich die Vera¨nderung nur auf die Mikrodreiecke der vera¨nderten
Makrodreiecke aus. Wir untersuchen nun die Vera¨nderung fu¨r den gegla¨tteten In-
terpolanten.
Fall 1:
Liege z zuna¨chst im Inneren eines Dreiecks T1 von ∆. Da auf jeder Kante von ∆
bei der stetigen Interpolation vier Interpolationswerte vorliegen, bleibt der stetige
und somit auch der gegla¨ttete Spline-Interpolant auf den Kanten der Makrodreiecke
unvera¨ndert.
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: veränderter Interpolationswert z
: manche der Koeffizienten, welche sich








Abbildung 4.15: Maximale Vera¨nderung von s bei der Vera¨nderung eines Interpola-
tionswertes im Inneren (links) oder auf einer Kante (rechts) eines Dreiecks
Im hinsichtlich Tra¨gergro¨ße ungu¨nstigsten Fall ist T1 ein schwarzes Dreieck mit
schwarzem Nachbarn T2, sodass c
[T2]
111 bezu¨glich der gemeinsamen Kante T1 ∩ T2 mo-
difiziert wird. Mit dem Interpolationswert fz a¨ndert sich dadurch der Koeffizient c
[T1]
111
und damit auch c
[T2]
111 . Im ungu¨nstigsten Fall besitzt T2 eine gemeinsame Kante E
mit einem weißen Makrodreieck T3, sodass sich im Mikrodreieck von T3 mit gemein-
samer Kante zu T2 der Koeffizient c
[T3]
111 vera¨ndert. Durch die weitere Gla¨ttung in T2
vera¨ndern sich dann auch die Koeffizienten der C1-Scheibe um das Baryzentrum
von T2. Insgesamt vera¨ndert sich s im ungu¨nstigsten Fall daher auf dem star
1(T1).
Ein Beispiel zeigt Abbildung 4.15 (links).
Fall 2:
Liege z nun auf einer Kante von ∆. Im ungu¨nstigsten Fall liegt z dann auf einem
Eckpunkt v von ∆ der Iteration m = 3. Durch den vera¨nderten Interpolationswert
vera¨ndern sich die Be´zier-Bernstein-Koeffizienten von s auf allen Kanten von ∆ mit
Eckpunkt v. Im ungu¨nstigsten Fall existiert eine Kante [u,w], u 6= v, w 6= v,
der Iteration m = 2 mit einem zu v benachbarten Eckpunkt u. Im ungu¨nstigsten




w geho¨rende Koeffizient, und [u,w] ist gemeinsame
Kante zweier schwarzer Dreiecke, sodass sich bei der Gla¨ttung von sˆ u¨ber E2 in einem
dieser Dreiecke der im Baryzentrum liegende Koeffizient vera¨ndert. Sei dieses Dreieck
mit T3 bezeichnet. Im ungu¨nstigsten Fall besitzt T3 ein weißes Nachbardreieck T4,
auf dem sich Koeffizienten wie in Fall 1 beschrieben vera¨ndern.
Bei Beru¨cksichtigung beider Fa¨lle liegt z im ungu¨nstigsten Fall folglich auf ei-
ner Kante von ∆, und der gegla¨ttete Spline-Interpolant s vera¨ndert sich in ei-
nem star3(T ), T ∈ ∆, siehe Abbildung 4.15 (rechts). 
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Fu¨r ebene Triangulierungen bringt das Verfahren Interpolanten von optimaler Ap-
proximationsordnung hervor. Die entsprechenden Argumente aus dem Beweis zu
Theorem 3.16 sind analog anwendbar. Dabei ist insbesondere von Bedeutung, dass
in Schritt 2 von Algorithmus 4.11 der Fall von fast kollinearen Randkanten geson-
dert betrachtet wird. Die Konstante L aus Abscha¨tzung (3.25) ha¨ngt dabei neben f
und α auch von der Konstanten ǫ ab.
Zuletzt bemerken wir, dass sich die entwickelten Methoden auch fu¨r Splines auf
Quadrangulierungen verwenden lassen:
Bemerkung 4.17 (3D-Splines auf projizierten Quadrangulierungen)
Die in diesem Kapitel entwickelten Methoden lassen sich in a¨hnlicher Weise fu¨r qua-
drangulierte 3D-Triangulierungen wie in Kapitel 3 anwenden. Man ermittelt einen
stetigen Interpolanten s˜, definiert auf einer quadrangulierten 3D-Triangulierung ♦−,
und projiziert die Vierecke und Dreiecke von ♦− wie in Abschnitt 4.1 in geeignete
Ebenen. Basierend auf Fa¨rbungs- und Priorita¨tsprinzipien modifiziert man anschlie-
ßend das Be´zier-Bernstein-Netz von s˜ a¨hnlich wie in Abschnitt 4.2.2.
Auf diese Weise erha¨lt man lokal bestimmbare Splineoberfla¨chen, welche auf allen
Eckpunkten und fast allen Kanten differenzierbar sind. Das Verfahren besitzt opti-
male Approximationsordnung, falls Ausgangstriangulierungen der Ebene betrachtet
werden.
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