We study semi-infinite systems of Linear Matrix Inequalities which are generically NP-hard. For these systems, we introduce computationally tractable approximations and derive quantitative guarantees of their quality. As applications, we discuss the problem of maximizing a Hermitian quadratic form over the complex unit cube and the problem of bounding the complex structured singular value. With the help of our complex Matrix Cube Theorem we demonstrate that the standard scaling upper bound on µ(M ) is a tight upper bound on the largest level of structured perturbations of the matrix M for which all perturbed matrices share a common Lyapunov certificate for the (discrete time) stability.
Introduction
Numerous applications of Semidefinite Programming, especially those in Robust Optimization (see, e.g., [1, 7, 8, 5, 2] and references therein) require processing of semi-infinite systems of Linear Matrix Inequalities (LMIs) of the form
where x is the vector of design variables, ∆ ∈ R N represents perturbations of the data, A[x, ∆] is a symmetric m × m matrix which is "bi-affine", i.e., affine in x for ∆ fixed, and affine in ∆ for x fixed, ∆ ⊂ R N is the set of "data perturbations of magnitude not exceeding 1", and γ ≥ 0 is the "uncertainty level". As a simple and instructive example of this type, consider the following Lyapunov Stability Analysis problem. We are given a "nominal" linear dynamical systemż (t) = S z(t).
The m×m matrix S of the system is partitioned into rectangular blocks S p , p = 1, ..., k, of sizes p ×r p . In "real life", the blocks are affected by perturbations S p → S p +∆ p which we assume to be norm-bounded: ∆ p ≤ γ, where · is the standard matrix norm (maximal singular value). Except for this norm-boundedness assumption, the perturbations are "completely free" and may even depend on time. With this uncertainty model, the actual description of the dynamical system becomeṡ
(the matrices R p ∈ R r p ×m , L p ∈ R r ×m are readily given by the positions of the blocks); all we know about the perturbations ∆ p (t) ∈ R p ×r p is that they are measurable functions of t such that ∆ p (t) ≤ γ for all t.
A basic question pertaining to a dynamical system is whether it is stable, i.e., whether all its trajectories tend to 0 as t → ∞. The standard sufficient stability condition is that all matrices S we can get from S by the perturbations in question share a common Lyapunov stability certificate, which is a positive definite matrix X such that
By homogeneity reasons, the existence of such a common Lyapunov stability certificate is equivalent to the existence of a positive definite solution to the semi-infinite LMI
A[X, ∆] ≡ −I − [S X + XS
which is of the generic form (1) . The Lyapunov Stability Analysis example is instructive in two ways: it demonstrates the importance of semi-infinite LMIs and suggests specific ways of representing the perturbations ∆, the set ∆ and the matrix-valued function A[x, ∆] appearing in (1) . Namely, in this example 1) A perturbation ∆ is a collection of "perturbation blocks" -matrices ∆ p of given sizes p × r p , p = 1, ..., k;
2) The mapping A[x, ∆] is of the form 3) The set ∆ of "perturbations of magnitude ≤ 1" is comprised of all collections (∆ 1 , ..., ∆ k ) such that ∆ p ∈ R p ×r p , ∆ p ≤ 1 and, besides this, matrices ∆ p , for prescribed values of p, are restricted to be scalar (i.e., of the form δ p I r p ; of course, p = r p for indices p in question).
In fact, in our motivating example there was no need for scalar perturbations; nevertheless, there are many reasons to introduce them rather than to allow all perturbations to be of "full size". The simplest of these reasons is that with scalar perturbations, the outlined perturbation model allows to represent in the form of (5) every (affine in x and in ∆) function A[x, ∆] with symmetric matrix values; to this end it suffices to treat every entry ∆ p in ∆ ∈ R N as a scalar matrix perturbation ∆ p I m . We see that when scalar perturbations are allowed, items 1) and 2) above do not restrict the "expressive abilities" of the perturbation model (provided that we restrict ourselves to affine perturbations). What does restrict generality, is the part of item 3) which says that the only restriction on ∆ = (∆ 1 , ..., ∆ k ) ∈ ∆, except for the requirement for some of the perturbation blocks ∆ p to be scalar matrices, is the common norm bound ∆ p ≤ 1 on all perturbation blocks. This assumption provides (1) with a specific structure which, as we shall see, allows for a productive processing of (1) .
It makes sense to assume once for ever that the matrices ∆ p are square. This does not restrict generality, since we can always enforce p = r p by adding to L p or to R p a number of zero rows; it is easily seen that this modification does not affect anything except for simplifying notation. From now on, we denote the common value of p and r p by d p .
Typical problems associated with a semi-infinite LMI of the form (1) are to find a point in the feasible set of the LMI and to minimize a linear objective over this feasible set. These are convex problems with "implicitly defined" feasible set; basically all we need in order to solve such a problem efficiently is a feasibility oracle capable to solve efficiently the analysis problem as follows: Given x, check whether x is feasible for (1) (for details on relations between "analysis and synthesis" in Convex Optimization, see [9] or [3] , Chapter 5) . Note that with model 1) -3), the analysis problem for (1) is the "Matrix Cube" problem as follows:
.., k, and γ ≥ 0, check whether all matrices of the form
where ∆ p ≤ 1 for all p and ∆ p = δ p I dp for prescribed values of p, are positive semidefinite.
Unfortunately, the Matrix Cube problem, same as the majority of other semi-infinite LMIs known from the literature, in general is NP-hard. However, it was found in [4] that when all perturbations are scalar, the problem admits a computationally tractable approximation which is tight within a factor of As it is shown in [4] , this result allows to build tight approximations of several important NP-hard problems of the form (1) .
The goal of this paper is to extend the approach and the results of [4] from the case of purely scalar perturbations onto the more general perturbation model 1) -3). We consider both the outlined model of real perturbations and its complex-valued counterpart (which is important for some of control applications); in both real and complex cases, we build computationally tractable approximations of the respective Matrix Cube problems and demonstrate that these approximations are tight within a factor O (1) √ d s , where d s is the maximum of sizes d p of scalar perturbation blocks in ∆; surprisingly, the "full size" perturbation blocks, however large they are, do not affect the quality of the approximation.
The rest of the paper is organized as follows. In the remaining part of Introduction, we fix the notation to be used. Section 2 deals with the technically slightly more difficult complex case version of the Matrix Cube problem; the real case of the problem is considered in Section 3. In concluding sections 4, 5 we illustrate our main results by their applications to the problem of maximizing a positive definite quadratic form over the "complex cube" {z ∈ C m : |z p | ≤ 1, p = 1, ..., m}, and to the problem of bounding from above an important Control entity -the complex structured singular value.
Notation we use is as follows:
• C m×n , R m×n stand for the spaces of complex, respectively, real m × n matrices. As always, we write C The norm associated with this inner product is denoted by · 2 .
We use the notation I m , O m×n for the unit m×m, respectively, the zero m×n matrices.
• H • On many occasions in this paper we use the term "efficient computability" of various quantities. An appropriate definition of this notion does exist 1) , but for our purposes here it suffices to agree that all "LMI-representable" quantities -those which can be represented as optimal values in semidefinite programs
or generalized eigenvalue problems 
where γ ≥ 0 is the parameter and
Given γ ≥ 0, check whether
For a definition which fits best of all the contents of the paper, see [3] , Chapter 5. It is well-known that the CMC problem is, in general, NP-hard. Our goal is to build a "computationally tractable" sufficient condition for the validity of (I[γ]) and to understand how "conservative" is this condition.
Consider, along with predicate (I[γ]), the predicate 
and 
can be set to 4 π = 1.27...
• when there are no complex scalar perturbations (cf. Remark 2.1) and all real scalar perturbations are non-repeated (I
, the factor ϑ in (13) can be set to 2.
Remark 2.3 From the proof of the Matrix Cube Theorem 2.1 it follows that its statement remains intact when in the definition (6) of the matrix box, the restrictions
∆ p ≤ 1, p ∈ I c f ,
on the norms of full size perturbations are replaced with the restrictions
whenever ∆ p is a rank 1 matrix (e.g., one can set · (p) to be the Frobenius norm · 2 of a matrix).
The following simple observation is crucial when applying Theorem 2.1 in the context of semi-infinite bi-affine LMIs of the form (1). 
Remark 2.4 Assume that the data

Proof of Theorem 2.1
Item (i) is evident. We prove item (ii); item (iii) is proved in Section 2.1.2.
Proof of Theorem 2.1.(ii)
The equivalence between the validity of (II [γ] ) and the solvability of (8) is readily given by the following facts (the first of them is perhaps new):
is satisfied if and only if
if and only if there exists a positive real λ such that
Y λL
( 
.(ii)).
Proof of Lemma 2.1.
Then, for every ξ ∈ C n and every δ ∈ C, |δ| = 1, we have 
has no feasible solutions with t ≤ 0; since problem (19) is clearly solvable, its optimal value is therefore positive. Now, our problem is a conic problem 2) on the (self-dual) cone of positive semidefinite Hermitian matrices; since the problem clearly is strictly feasible, the Conic Duality Theorem says that dual problem
2) For background on conic problems and conic duality, see [10] , Chapter 4, or [3] , Chapter 2.
is solvable with the same -positive -optimal value as the one of (19 )}; as it is well-known, the maximum of the latter expression in X, X ≤ 1, equals to 2 σ(Z
Since the optimal value in (20) is positive, we arrive at the following intermediate conclusion:
The desired contradiction is now readily given by the following simple observation:
To see that Lemma 2.3 yields the desired contradiction, note that the matrices S = Z
satisfy the premise of the lemma by (14), and for these matrices the conclusion of the lemma contradicts (21).
Proof of Lemma 2.3: As it was already mentioned,
Since the extreme points of the set {X ∈ C m×m : X ≤ 1} are unitary matrices, the maximizer X * in the right hand side can be chosen to be unitary: X H * = X −1 * ; thus, X * is a unitary similarity transformation of a diagonal unitary matrix. Applying appropriate
, to all matrices involved, we may assume that X * itself is diagonal. Now we are in the situation as follows: we are given matrices C, S satisfying (22) and a diagonal unitary matrix X * such that σ(C) 1 
(the concluding inequality comes from the fact that X * is unitary). On the other hand, let e be the standard basic orths in C m . By (22), we have 
as claimed.
(i), "only if" part: Assume that Y satisfies (16) and L, R are nonzero; we prove that then there exists λ > 0 such that (17) holds true. First, observe that w.l.o.g. we may assume that L and R are of the same sizes r × n (to reduce the general case to this particular one, it suffices to add several zero rows either to L (when < r), or to R (when > r)). We have the following chain of equivalences:
Recall that S-Lemma we have referred to is the following extremely useful statement:
Let P, Q be real symmetric matrices of the same size such thatx 
Proof of Theorem 2.1.(iii)
In order to prove (iii), it suffices to prove the following statement: We are about to prove Claim 2.1. The case of γ = 0 is trivial, so that from now on we assume that γ > 0 and that all matrices L p , R p are nonzero (the latter assumption, of course, does not restrict generality 
Introducing "bounds" 
Next we eliminate the variables S p , Q p , R p . It is clear that 
(27.a) is equivalent to the fact that
Recall that we are in the situation when the optimal value in problem (26), and thus in problem (28), is positive. Thus, we arrive at an intermediate conclusion as follows.
Lemma 2.4 Under the premise of Claim 1, there exists
Here the Hermitian matrices A p are given by
Second step: probabilistic interpretation of (29)
The major step in completing the proof of Theorem 2.1.(iii) is based on a probabilistic interpretation of (29). This step is described next.
Preliminaries. Let us define a standard Gaussian vector ξ in R n (notation: ξ ∈ N n R ) as a real Gaussian random n-dimensional vector with zero mean and unit covariance matrix; in other words, ξ are independent Gaussian random variables with zero mean and unit variance, = 1, ..., n. Similarly, we define a standard Gaussian vector ξ in C n (notation: ξ ∈ N n C ) as a complex Gaussian random n-dimensional vector with zero mean and unit (complex) covariance matrix. In other words, ξ = α + iα n+ , where α 1 , ..., α 2n are independent real Gaussian random variables with zero means and variances 1 2 , and i is the imaginary unit.
We shall use the facts established in the next three propositions.
Proposition 2.1 Let ν be a positive integer, and let ϑ S (ν), ϑ H (ν) be given by the relations
and for every A ∈ H n one has
Proof. The function ϑ S (·) was introduced in [4] , where (32.a) and (33) 
The function ψ(β) is convex in β ∈ [0, 1] and is symmetric: ψ(1−β) = ψ(β). It follows that its minimum is achieved at β = ; direct computation demonstrates that ψ(1/2) = 1/2, which completes the proof of (32.b.1).
It remains to prove the first inequality in (32.b.2). Given
. We now have
S (2ν), and the desired inequality follows. Proposition 2.2 For every A ∈ C n×n one has partitioned into two n-dimensional blocks, so that η, ω are independent standard Gaussian vectors in C n . We have (η − iω) also are standard Gaussian. Therefore (36) implies that
Since A is a Hermitian matrix of rank 2 Rank(A) and λ( A) 1 = 2 σ(A) 1 , the left hand side in (37) is at least 2 σ(A) 1 ϑ
H (2 Rank(A)), and (37) implies (35).
, and let ζ be a standard Gaussian vector in
, and let ξ be a standard Gaussian vector in R n . Then
Proof. (i): There is nothing to prove when L or R are zero matrices; thus, assume that both L and R are nonzero. Let us demonstrate first that it suffices to verify (38) in the case when both L and R are rank 1 matrices. Let L
so that U is a unitary matrix and λ ≥ 0. We have
The function Φ(x) of x ∈ R n + is concave; therefore its minimum on the simplex
Note that L is a rank 1 matrix (since e is a vertex of S) and that
Since the unitary factor in the eigenvalue decomposition of L H L is U , (40) holds true when L is replaced with L and λ with e, so that
Applying the same reasoning to the quantity
with R playing the role of L, we conclude that there exists a rank 1 matrix R such that
Thus, replacing L and R with the rank 1 matrices L, R, we do not increase the left hand side in (38) and do not vary the right hand side, so that it indeed suffices to establish (38) in the case when L, R are rank 1 matrices. Note that so far our reasoning did not use the fact that ζ is standard Gaussian. Now let us look what inequality (38) says in the case of rank 1 matrices L, R. By homogeneity, we can further assume that L 2 = R 2 = 1. With this normalization, for rank 1 matrices L, R we clearly have Lζ = z and Rζ = wr for unit deterministic vectors , r and a Gaussian random vector (z, w) ∈ C ] is such that cos(θ) is the absolute value of the correlation E {zw * } between z and w. With this representation, inequality (38) becomes
where G(η, ξ) is the distribution of (η, ξ). We should prove (41) in the range [0,
] of values of θ; in fact we shall prove this inequality in the larger range θ
it is immediately seen that the distribution of (u, v) is exactly G. At the same time,
We see that
The function ψ(α) clearly is convex and ψ(1 − α) = ψ(α) (since the distribution of (u, v) is symmetric in u, v). Consequently, ψ attains its minimum when α = 1/2, and φ attains its minimum when cos 2 (θ/2) = 1/2, i.e., when θ = π/2, which is exactly what is stated in (41).
(ii): Applying exactly the same reasoning as in the proof of (i), we conclude that it suffices to verify (39) in the case when L, R are real rank 1 matrices. In this case, the same argument as above demonstrates that (39) is equivalent to the fact that that if ξ, η are independent real standard Gaussian variables and G(ξ, η) is the distribution of (ξ, η), then the function
of θ ∈ [0, π] achieves its minimum when θ = π 2
. To prove this statement, one can repeat word by word, with evident modifications, the reasoning we have used in the complex case.
Completing the proof of Theorem 2.1.(iii)
We are now in a position to complete the proof of Theorem 2.1.(iii). Let us set 
and, of course,
).
In view of these observations, (29) implies that ζ one has
Observe that 
s , we can choose δ p ∈ C, |δ p | = 1, in such a way that with ∆ p = δ p I dp one has ξ
With ∆ p 's we have defined, (44) reads 
can be set to π 2 = 1.57...
• when all scalar perturbations are repeated twice (d s = 2), the factor ϑ in (50) can be set to 2.
The proof of the Real Matrix Cube Theorem repeats word by word, with evident simplifications, the proof of its complex case counterpart and is therefore omitted. Note that the difference in absolute constant factors in bounds on ϑ(ν) in Theorems 2.1 and 3.1 (which is "in favour" of the real case) comes mainly from the absolute constants in (32) which are different for the real and the complex cases. The difference between the absolute constants in Remarks 2.2 and 3.2, which is in favour of the complex case, comes from the difference between (38) and (39). Note also that Remarks 2.3, 2.4 remain valid in the real case.
Matrix Cube theorems and known results on tractable approximations of semiinfinite LMIs. The results we have established compare favourably with known results on the quality of tractable approximations of semi-infinite LMIs (1). Aside of the Matrix Cube theorem of [4] (this result, which is the prototype of all our developments here, was already discussed in Introduction), there is, to the best of our knowledge, a single relevant result, specifically, Theorem 6.2.2 in [2] . This theorem is of the same spirit as Theorem 3.1, specifically, it deals with a bi-affine real LMI (1) where real perturbations ∆ are diagonal matrices, and the set ∆ in (1) is
(the "structure" d 1 , ..., d k is fixed). The theorem associates with (1) an explicit system S γ of LMIs in x and additional variables u in such a way that (a) if x can be extended to a feasible solution of S γ , then x is feasible for the semiinfinite LMI (1), the level of perturbations being γ; (b) if x cannot be extended to a feasible solution to S γ , then x is not feasible for (1) when the perturbation level is increased from γ to χγ. The "tightness factor" χ (which plays the same role as the factor ϑ in the Matrix Cube theorems) is shown to be
(m is the row size of the LMI (1), k is the number of blocks δ p ,and
. When comparing this result with those given by Theorem 3.1, it makes sense to restrict ourselves with the case when d p = 1, p = 1, ..., k -this is the only case where the statements under considerations speak about the same perturbation set ∆. Note that in the case in question (1) becomes the semi-infinite LMI two upper bounds are in "general position" -no one of them dominates the other one. However, in typical applications (e.g., those considered in [4] or to be considered below) the second bound is by far better than the first one. We are about to illustrate the use of the Matrix Cube Theorems by two application examples. The first example (Section 4) is a complex-case version of the π 2 -Theorem of Yu. Nesterov [11] . The second example (Section 5) deals with an important Control entity -the structured singular value. 
It is well-known that the real case version of the problem (S is real symmetric, and the complex unit cube is replaced with the real one) is NP-hard; the same can be shown to be true for the complex case (55). It is also known that in the real case the standard semidefinite relaxation bound
is an upper bound on ω (S) tight within the factor π 2
(" We are about to demonstrate that in the complex case ω(S) coincides with ω (S) within the factor 
The proof follows the lines of an alternative proof of the π 2 -Theorem given in [4] . Observe that ω (S) is the minimum of those ω ∈ R for which the ellipsoid {z ∈ C is an upper bound, tight within the same factor 4 π , for ω (S). Exactly in the same way as in the real case (see [4] , Section 4), it can be further verified that γ 
where C[x, u] is a symmetric matrix affinely depending on (x, u). Under these assumptions,
Recalling the description of A γ , we can rewrite this system equivalently as which are scalar matrices λ p I dp for p ∈ I
