Releasing datasets has fostered research in fields such as information retrieval and recommender systems. Datasets are typically tailored for specific scenarios. In this work, we present the plista dataset. The dataset contains a collection of news articles published on 13 news portals. Additionally, the dataset comprises user interactions with those articles. We inctroduce the dataset's main characteristics. Further, we illustrate possible applications of the dataset.
INTRODUCTION
Nowadays, more and more people read their news online rather than on traditional print media. With the increasing importance of online news portals, we can also observe an increasing need for personalised news services that recommend those articles that are relevant to the users' information need. Although research on adaptive news retrieval and recommendation has been performed for many years (e.g., [12] ), most research has been focused on rather small datasets or on datasets which have been designed for a different purpose, casting doubt on the scalability of these approaches. Notable exceptions include [8, 13] . Although, given the restricted access nature of their dataset, further research remains infeasible for most researchers. In this paper, we present a novel dataset, referred to as plista dataset, which has been made publicly available by the plista GmbH to foster research on news recommendation. The dataset Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. has been created in the context of a research cooperation between plista GmbH and TU Berlin. plista is a company that runs a content and advertisement recommendation service on thousands of premium websites (e.g., news portals, entertainment portals). Whenever a user reads an article on one of their customers' web portals, their service provides a list of related articles. According to Brodt [3] , plista processes over 5 000 requests per second and recommends millions of articles to even larger numbers of users every day. Given their large market share (mostly in the German speaking world), the dataset allows to track users' clicking behaviour on independent news portals, opening the gate for research on cross-domain news recommendation, user modeling and other related research topics. The dataset has initially been released as part of the ACM RecSys'13 Challenge on News Recommender Systems [19] , where researchers were motivated to develop novel recommendation algorithms using this dataset and evaluate them in real-time based on real user feedback. The data have been recorded in a time frame of 4 weeks ranging from June 1 -30, 2013 . In this paper, we provide a detailed description of this dataset. In Section 2, we first discuss the significance of test corpora for academic research and introduce popular examples. Section 3 represents the main part of this work. Therein, we illustrate the various characteristics of the plista dataset. In Section 4, we discuss specific features related to users. We pay particular attention towards the cross-domain aspect. Section 5 outlines the fields whom the dataset can be applied to. We conclude in Section 6.
RELATED WORK
In this section, we discuss existing datasets. We first present datasets related to information retrieval. Subsequently, we introduce datasets released for recommender systems research. Since the early days of recommender system research, the provision of standard test corpora has guaranteed a fair comparison of novel and state-of-the-art recommender techniques. The origins of these test corpora lie in the information retrieval (IR) domain where standard test collections have a long tradition, mainly due to the implementation of the Text REtrieval Conference (TREC) initiative [22] . In this section, we first outline the specifics of IR datasets and then discuss differences of test corpora that are used for evaluating recommender algorithms.
Information Retrieval Datasets
Test collections got first promoted by Cleverdon et al. [5] , who introduced a test dataset in a controlled setting for the evaluation of computer-based retrieval engines, often referred to as Cranfield Paradigm. In their work, they performed various retrieval experiments on different test databases in a controlled environment. Constraining the dataset helped them to identify available relevant documents which is helpful in drawing a conclusion on the quality of the output of a retrieval engine. Cleverdon [4] conducted further experiments with alternative indexing languages constituting the performance variables under investigations. These experiments are known as Cranfield II. The setting of a classical IR experiment can be divided into three components:
1. A static test collection of documents. The purpose of test corpora is to provide common datasets that enable comparison of research approaches.
2. A set of queries that are created based on the content of the documents of the test collection. The queries serve, together with the collection, as input for the retrieval engine.
3. A set of documents judged to be relevant or non-relevant to each query (relevance assessments). Retrieval results for each query will be compared to these judged documents to pose a statement about the performance of the retrieval engine.
In a typical search task, as many relevant documents as possible have to be retrieved. Two assumptions underlie the methodology: First of all, users only want to retrieve results which are relevant to their query and are not interested in non-relevant results. Furthermore, the relevance of a document to a query is uniform to all. Saracevic et al. [17] distinguishes between five types of relevance: topical, cognitive, motivational, system, and situational relevance. A thorough discussion about these different types is given by Borlund [2] . Within TREC, the commonly used relevance type is topical relevance, which is associated with the "aboutness" of given documents. Over the years, various data corpora have been released that address different domains such as Patents, Blogs, or Multimedia [11, 14, 18] . With a multitude of test collections available [21] , the news domain has been amongst the most prominent content. For further information on the use of IR test collections, the reader is referred to Clough and Sanderson [6] who provide an up-to-date discussion on the subject.
Recommender System Datasets
Although IR datasets have been used for evaluating different recommendation algorithms (e.g., [20] ), focusing on topical relevance (i.e., the "aboutness") of given documents is not always feasible in a recommender system context. This applies especially for collaborative recommender algorithms where the content of items is not as important as the item's relation to other items in the dataset. The main aim of recommender algorithms is to identify items in a dataset that might be interesting for a specific user. A more specific task is to estimate the user's interest by estimating the rating that this user would give to an item. Such information is usually not provided by standard IR test collections, raising demand for novel test collections that allow for addressing mentioned research challenges. In recent years, various test corpora from different domains such as books, music and jokes [9, 10, 23] have been released. These datasets consist of user ratings in the form < User, Item, Rating >. Differing from IR research, the most research activities have been on recommending movies rather than news, mainly due to the release of a large dataset as part of the Netflix Prize, an open competition for predicting user ratings for movies [1] . With the release of the plista dataset, we intend to foster research in the field of item-centric news recommendation. In contrast to user-centric recommendation, item-centric recommendation focuses on evaluating system performance. We continue by illustrating the dataset's characteristics in the subsequent section. 
DATASET DESCRIPTION
In this section, we introduce the plista dataset. In the context of this dataset, we refer to news recommendations as those news articles that are promoted to users when they read articles on online news portals. The recommended articles are usually displayed at the end of a page in a small widget box labelled "You might also be interested in", "Recommended articles" or similar. Figure 1 illustrates the position of the recommendations on a typical news portal page. While some publishers provide their own recommendations, more and more providers rely on the expertise of external companies such as plista who do provide such recommmendation services. Having a large customer base, plista processes millions of user visits in real time on a daily basis. Publishers benefit not only from their own user interactions, but are additionally able to leverage user interactions occurring on other portals by obtaining recommendations from service providers such as plista.
The plista dataset is a logfile dump of the activity records that plista processed in June 2013 for recommending news articles in real time. While plista provides this service for thousands of online portals, this dataset contains records for a limited number of news portals, covering different spectra of the news world such as general, sports-related, or information technology related news. Since plista's domestic market is Central Europe, all news providers publish articles in German. The corpus consists of four types of activities that have been performed by two types of actors on selected online domains: Adding and updating articles (done by the online editors of the respective news portal) as well as reading an article and clicking on a recommendation (the latter two activities being performed by the online customer, i.e., the readers of the online portals). We refer to adding articles as CREATE, updating articles as UPDATE, reading articles as IMPRESSION, and following recommendation links as CLICK.
The data in their raw form are represented as JSON encoded objects grouped by their type and the day they had been recorded. This grouping results in a total of 120 files accounting for 65GB. We distinguish two basic types of JSON formats. One such type is used for CREATES and UPDATES. Those are represented as flat objects comprising relatively few properties (cf. Table 2 ). In contrast, the second type of JSON format dedicates to CLICKS and IMPRESSIONS. This type exhibits a more complex structure. The higher level of complexity arises form a larger quantity and more complex structure of data to be encoded. 
Impressions
An impression record is created whenever a user reads an article on one of the available news portals. As shown in Table 1 , the dataset contains more than 84 million impressions distributed over 13 news portals. When dealing with preference data, we typically observe two phenomena: (i) sparsity, and (ii) popularity bias. The former refers to the observation that users facing large item collections will interact with a comparably small fraction of items. The latter refers to the observation that a small fraction of items comprises a large fraction of preferences. In contrast, a large fraction of items comprises very few preferences. Both phenomena have been observed in preference data for movies [15] , books [23] , and music [9] . The first histogram shows the distribution of impressions by users. We observe that most users interact rarely with the news portal resulting in a large fraction of users with few impressions. This confirms the presence of a markable sparsity phenomenon. This implies that for the majority of users we observe few interactions with the news portals. This represents an immense challenge to the system. The system has predict preferences on the basis of few data points. The second histogram shows the distribution of impressions by items. Again, we observe that most items attain few impressions. This observation confirms that existence of a noticeable popularity bias. Users focus their attention towards a relatively small subset of items. These items appear to be generally suited recommendations. The less popular articles represent a much more challenging recommendation tasks. The first bar chart displays the distribution of impression frequencies over the time of day. We observe a large amount of IMPRESSIONS during day time. In constrast, we observe few IMPRESSIONS occurring during night time. This confirms our intuition in that users consume articles promtly as the emerge. In the night, when less articles are published, the consumption decreases. Furthermore, we observe that the distribution peaks at the lunch time. This indicates that a large subset of users reads news articles during their lunch break. The other bar chart depicts the distribution of impression frequencies over the day of week. We observe that www.ksta.de receives a noticeably lower amount of impressions during the weekend. Again, this confirms our expectation in that users tend to read articles that relate to general news rather in the regular working week. Note that other publishers' histograms for impressions by users/items exhibit similar distributions. Table 3 ). Additionally, clicks include a reference to the initial impression along with the recommendations provided. Thus, we can see what recommendations the users have disregarded. Figure 4 illustrates the timely development of CLICKS, IMPRESSIONS, and the relative CTR. Hereby, we sum CLICKS and IMPRESSIONS for all those publishers whose recommendations have been clicked at least once. This excludes publishers www.cnet.de, www.zdnet.de, www.silicone. de, and www.wohnen-und-garten.de (cf. Table 1 ). The upper chart summarises the daily number of IMPRESSIONS and CLICKS on a logarithmic scale. The lower plot depicts the difference between the daily CTR and the average CTR over the whole time frame (µ(C T R) = 0.0129). We observe a low CTR for the first day. Additionally, we observe a comparably high CTR for the first 3 weeks. In contrast, the last week's CTR remains below average. The differences between the daily CTR and the average CTR cover the approximate spectrum of [−0.007, 0.007]. This indicates that the maximum CTR in the observed period is ≈ 0.0199. Conversely, the minimum CTR is at ≈ 0.0059. 
Creates
CREATES represent new articles added on the news portals. A total of 70 353 news articles had been added to the different article collection in the observed time frame (see Table 1 ). Table 2 lists attributes assigned to CREATES as well as UPDATES. Each object is assigned an identifier, a reference to one of the news portal, an URL, along with a timestamp refering to the creation time. Additionally, a title, a text snippet as well as an image may be provided. Occasionally, those attribues were missing at first. This might be an indication for breaking news were additional texts or alternative headlines are added as more details become available. In contrast, the www.ksta.de exhibits a distinctive pattern. Notably more items are created during the working week compared to the weekend.
Updates
Updates represent an altered version of an existing news item being entered to the news portal replacing the initial article. An interesting observation from 
USER DETAILS
In this section, we discuss aspects related to the users whose interactions have been recorded. We mainly focus on the availability of cross-domain appearances. Cremonesi et al. [7] distinguish cross-domain recommendation scenarios by the overlap of the sets of users or items on two distinct domains. We refer to an individual news portal as a domain. Alternatively, one could describe the setting as cross-site appearances. We consider the domains distinct since each news article is linked to one news portal at most. Thus, we deal with a scenario where the sets of items do not overlap while the sets of users do. Although the dataset contains records from millions of users, the dataset does not reveal any personal information that can be used to identify individual users. Users are identified through session IDs. These IDs allow us to track the users' news consumption behaviour. The observation is limited to the news portals included in the data set. In total, 14 897 978 unique session IDs have been recorded. Note that the dataset contains ≈ 84 · 10 6 IMPRESSIONS. This gives us an average news consumption of ≈ 5.6383 per session ID. Table 3 provides an overview of the user-related attributes that can be found in the data set. All attributes have been submitted by the users' browsers. The table lists the number of distinct values as well as the entropy H , the maximum entropy value max H , and their ratio for all attributes. Entropy values close to 0 signal a distribution with a dominating value. In contrast, values close to the maximum indicate a uniform distribution. We observe that most attributes' entropy ranges in the center between dominating values and uniform. There are two exceptions. Both Language and Time To Action appear to have dominating value. In the case of Language this is likely due to the fact that the articles are written and consumed in the German language. As mentioned above, users' privacy is an important issue. Therefore, information have been pseudonymised, i.e., details such as ISP, language and operation system are provided as generic ID rather than the actual value. The location attribute has been created by mapping the users' IP addresses with the registered metropolitan region. Given the publishers' focus on German speaking customers, it is not surprising that most users live in Germany, Austria or Switzerland and speak German. The relatively low entropy value of the location attribute indicates a biased distribution. This comes with no surprise since the two general news providers are the online representation of two regional newspapers from the metropolitan areas of Berlin and Cologne, respectively. The other attributes have not been normalised further. This explains, for example, the large number of different languages that have been reported by the browser, i.e., variations of the same language have not been merged. The dataset has a comprehensive description of all attributes attached. The description illustrates the value ranges and data structure. Since users are identified based on their session ID, they can be tracked over several independent news providers (assuming that all providers rely on the plista recommendation service). This ability opens opportunities to apply cross-domain recommendation techniques. Hereby, we consider each news portal as a separate domain. Table 4 outlines the overlap of user identifiers on ten of the publishers. We observe a substantial overlap for some combinations of publishers. www.motor-talk.de and www.gulli.com share the largest number of users in the timeframe where the data have been recorded. Additionally, Table 4 lists the percentage of users who visit other news portals included in the dataset for each publisher. We observe that the proporation of such users ranges in [0.1039, 0.3654]. These proportions should suffice to evaluate recommendation methods utilising cross-domain preference data. Figure 6 displays interactions of an exemplary user (identified with session ID 1047533856). The user interacts with five different news portals within the four week period. Most interactions occur with www.ksta.de. In addition, the user reads mostly IT-related news.
The user has utilised the recommendation service only once. We observe that targeting this very user with knowledge derived from other domains yields potential to improve their experience. For instance, as an IT-related news article is added to www.ksta.de, we might recommend this very article since the user exhibits a noticeable interest in information technology. 
DISCUSSION
The plista dataset has been created to allow evaluating recommendation algorithms. The spectrum of features enables researchers to assess a variety of recommendation methods. CLICKS and IM-PRESSIONS let test collaborative filtering techniques since both yield users' preferences towards news articles. Hereby, the CLICKS represent preferences for news recommendations while the IM-PRESSIONS represent preferences for news. In addition, the availability of textual and other content features allows researchers to assess the performance of content-based recommendation techniques. Additionally, those textual features may be enriched by means of semantic data collections. Each object has a timestamp assigned. Thus, recommendation methods utilising the timely context can be evaluated. Additionally, the dataset contains the device attribute. Given which device a users reads news articles on, we can infer their current context. For instance, a user reading news on a desktop PC is likely to be at work. On the other hand, a users who comsumes news on their tablets indicate leisure time activities. Besides evaluating recommendation algorithms, the plista dataset allows us to investigate alternative ways of user modeling. We may take various attributes into consideration to describe groups of users. Language, geographic location, and browser represent examples for such attributes. We may measure the correlations between those attributes and the users' behaviour. Thus, we can derive a clustering and model users by their (fuzzy) mapping onto the set of clusters. The presence of 13 news portals opens a set of new research challenges. As Cremonesi et al. [7] discuss, cross-domain recommender systems yield the potential to transfer consumption patterns thus providing better recommendations. The plista dataset comprises user preferences split over 13 news publishers. As shown in Table 4 , there is a fraction of users whose preferences include several news portals. Those can be used to evaluate cross-domain recommendation techniques. Hereby, the different news portals cover a wide range of topics including general news, sports, and information technology. This setting enables us to determine whether the content focus represents the most important aspect when transferring consumptions patterns.
Additionally, the dataset includes both popular news portals and publishers with less traffic. We will investigate what impact a news portal's popularity yields when transferring consumption patterns. Another scenario supported by the dataset is popularity prediction. Knowing whether an article will attract a lot of attention is an important factor for news portals. With the features contained in CREATES and UPDATES a machine learning problem can be formulated. The target is to predict how many impressions an newly added article will gather in a fixed time frame. Conversely, an analysis of the popularity of news articles might support providers to phrase their articles in a way maximising the readers' attention. The dataset represents the log of 4 weeks of users interacting with the 13 selected news portals. In the scope of the News Recommender Systems Workshop and Challenge 2013 participants have the opportunity to evaluate their news recommendation algorithms directly interacting with the plista system. The dataset can be used for bootstrapping purposes in this context (for more details see http://orp.plista.com, and [16] ).
Besides its characteristics discussed above, there are some aspects that must be taken into consideration when using this dataset for research. First, users are identified by their session IDs. This yields two risks. On the one hand, users might have several devices for reading online news such as desktop PCs, tablets, and smartphones. Thus, we end up with several user IDs referring to a specific user. On the other hand, users might share their newsreading devices. For instance, a couple might use the same tablet to read news. In that case, we would observe a user profile mixing up two distinct user profiles. Second, the news portals included in the dataset exhibit noticeable differences both in quantity and quality of their service. Some attract a large amount of users while other have to deal with smaller customer bases. This dictates different objectives for recommendation methods. Third, the content is restricted to German. This may limit the applicability of natural language processing instruments designed for other languages. Fourth, preferences are not expressed on a numeric scale. This limits the applicability of popular evaluation metrics such as root mean squared error (RMSE). Fifth, the texts included in the CREATES and UPDATES represent the text included in the recommendation snippet. The actual news article typically contains more text. Still, the objects include a URL which can be used to access the full text. Finally, the evaluation of news recommendation typically involves a definition of relevance. Although, clicking on a recomended news article might not reflect what we intend to measure. Users might only like the title of the recommendation snippet. Having read the first few sentences, they might find the article irrelevant.
CONCLUSIONS
In this paper, we described the plista dataset, a corpus consisting of millions of user interactions with news articles on independent news portals. The dataset has been released in the context of the ACM RecSys'13 Challenge on News Recommender Systems where participants could use it to train models that can be applied for real-time news recommendation. To the best of our knowledge, a comparable dataset has not been made publicly available yet. Therefore, we argue that the datasets provides opportunities to address research challenges in the field of news recommendation such as the role of user context (e.g., based on users' locations), collaborative filtering techniques, cross-domain recommendation or user modelling. Additionally, the dataset contains information about news consumption patterns. Detecting and analysing such pattern yields the potential for news providers to further optimise their systems. We discussed the main characteristics of the dataset including the 4 main data structures (CREATES, UPDATES, IMPRES-SIONS, and CLICKS). We highlighted comparabilities to existing datasets as well as special features. In particular, we outlined the dataset's use to foster research on cross-domain recommender systems. You may contact the first author in order to get access to the data.
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