For each odd m ≥ 3 we completely solve the problem of when an m-cycle system of order u can be embedded in an m-cycle system of order v, barring a finite number of possible exceptions. In cases where u is large compared to m, where m is a prime power, or where m ≤ 15, the problem is completely resolved. In other cases, the only possible exceptions occur when v − u is small compared to m. This result is proved as a consequence of a more general result which gives necessary and sufficient conditions for the existence of an m-cycle decomposition of a complete graph of order v with a hole of size u in the case where u ≥ m − 2 and v − u ≥ m + 1 both hold.
Introduction
An m-cycle decomposition of a graph G is a collection of cycles of length m in G whose edge sets form a partition of the edge set of G. An m-cycle system of order v is an m-cycle decomposition of the complete graph of order v. Cycle systems of order one exist trivially. In [1] and [13] Alspach, Gavlas andŠajna established that the obvious necessary conditions for the existence of an m-cycle system of order v were also sufficient. An m-cycle system A is said to be embedded in another B when A ⊆ B. Every m-cycle system can be trivially embedded in itself. The problem of determining when an m-cycle system of order u can be embedded in another of order v has been well studied. The problem takes on quite a different complexion depending on whether m is odd or even. Our focus here will be on the case where m is odd. Famously, the problem was solved in the case of 3-cycles by Doyen and Wilson [10] . Subsequently, this result was extended to the case of m-cycles for m = 5 [5] , then to m ∈ {7, 9} [6] , and finally to m ∈ {11, 13} [8] . Also, in [6] the problem was solved in the case where u, v ≡ 1 or m (mod 2m), barring at most one exception for each m and u.
Here we completely solve the problem in the case when u > (m−1)(m−2) 2 and, for other values of m and u, we solve it apart from cases where u < v ≤ u + m − 1. This means that the problem is solved for each m with the exception of finitely many possible cases. We completely solve the problem in the case where m is a prime power by resolving the possible exceptions in a result in [6] .
Theorem 2. Let m ≥ 3 be an odd integer and let u and v be positive integers with u < v. and m is not a prime power, then an m-cycle system of order u can be embedded in an m-cycle system of order v if and only if u and v are odd, In the above it is easy to see that the conditions that u and v are odd and + 1 can also be seen to be necessary by observing that each m-cycle which is not part of the original system must contain two consecutive vertices not in the original system.
In fact, we prove a result more general than Theorem 2 concerning m-cycle decompositions of complete graphs with holes. For positive integers u and v with u < v, the complete graph of order v with a hole of size u, denoted K v − K u , is the graph obtained from a complete graph of order v by removing the edges of a complete subgraph of order u. Any embedding of an m-cycle system of order u in another of order v yields an m-cycle decomposition of K v −K u (via removing the cycles in the original system), but the problem of finding m-cycle decompositions of complete graphs with holes is more general because the orders of the graph and hole need not be feasible orders for m-cycle systems. This more general problem has also received significant attention. For odd m, the problem is completely solved for m = 3 [12] , m = 5 [2] , and m = 7 [8] . For a survey of results concerning cycle decompositions, see [7] . The following lemma gives well-known necessary conditions for the existence of an m-cycle decomposition of K v − K u . The necessity of (N3) follows from the fact that each m-cycle must contain two consecutive vertices outside the hole. The necessity of (N4) follows from the fact that v−1 2 cycles of the decomposition contain some vertex outside the hole, and hence K v − K u must have at least
edges. See [8] for a full proof of Lemma 3. Condition (N4) implies that v ≥ u + m 2 . It will be important for our purposes that (N4) is always satisfied if v ≥ u + m − 1. For an odd integer m ≥ 3, we say that a pair (u, v) of positive integers is m-admissible if u and v satisfy conditions (N1)-(N4). Our main result shows that these necessary conditions are sufficient whenever u ≥ m − 2 and v − u ≥ m + 1. As a consequence of this result we find the following.
Corollary 5. Let m and u be odd integers and let ν m (u) be the smallest integer x > u such that (u, x) is m-admissible. Note that ν m (u) in the above corollary is at most the smallest integer y ≡ u (mod 2m) such that y ≥ u(m+1) m−1 + 1, because (u, y) is m-admissible for any such integer. Corollary 5 makes it clear that for a given odd m, we can establish the existence of an m-cycle decomposition of K v − K u for all m-admissible (u, v) provided we can construct a number of "small" decompositions. We have been able to do this for m ∈ {9, 11, 13, 15} and thus have resolved the problem for each odd m ≤ 15. Theorem 4 is proved by beginning with a cycle decomposition of K v − K u that involves many short cycles and iteratively altering our decomposition of K v − K u so as to "merge" a number of short cycle lengths until we eventually obtain an m-cycle decomposition of K v − K u . We alter the decompositions using "cycle switching" techniques first developed in [3] . Section 2 is devoted to introducing the notation and definitions that we will require, as well as the fundamental lemma encapsulating our cycle switching techniques. Sections 3-5 are devoted to proving Lemma 22 which shows that we can alter a cycle decomposition of K v − K u in the required manner. In Section 6 we construct the decompositions of K v − K u involving short cycles that are required as a "base" for our construction. Finally in Section 7 we combine these results in order to prove Theorem 4 and its consequences.
Notation and Preliminary Results
A decomposition of a graph G is a collection of subgraphs of G whose edges form a partition of the edge set of G. A packing of a graph G is a decomposition of some subgraph H of G and the leave of the packing is the graph obtained by removing the edges of H from G. We define the reduced leave of a packing of a graph G as the graph obtained from its leave by deleting any isolated vertices. For a list of positive integers M = m 1 , . . . , m t , an (M)-decomposition of a graph G is a decomposition of G into t cycles of lengths m 1 , m 2 , . . . , m t and an (M)-packing of G is a packing of G with t cycles of lengths m 1 , m 2 , . . . , m t .
The m-cycle with vertices x 0 , x 1 , . . . , x m−1 and edges x i x i+1 for i ∈ {0, . . . , m − 1} (with subscripts modulo m) is denoted by (x 0 , x 1 , . . . , x m−1 ) and the n-path with vertices y 0 , y 1 , . . . , y n and edges y j y j+1 for j ∈ {0, 1, . . . , n − 1} is denoted by [y 0 , y 1 , . . . , y n ]. We will say that y 0 and y n are the end vertices of this path.
For a positive integer v, let K v denote the complete graph of order v, and for a set V , let K V denote the complete graph with vertex set V . For positive integers u and w, let K u,w denote the complete bipartite graph with parts of size u and w, and for disjoint sets U and W , let K U,W denote the complete bipartite graph with parts U and W . For graphs G and H, we denote by G ∪ H the graph with vertex set V (G) ∪ V (H) and edge set E(G) ∪ E(H), we denote by G − H the graph with vertex set V (G) and edge set E(G) \ E(H), and, if V (G) and V (H) are disjoint, we denote by G ∨ H the graph with vertex set V (G) ∪ V (H) and edge set E(G) ∪ E(H) ∪ E(K V (G),V (H) ) (our use of this last notation will imply that V (G) and V (H) are disjoint).
The neighbourhood Nbd G (x) of a vertex x in a graph G is the set of vertices in G that are adjacent to x (not including x itself). We say vertices x and y in a graph G are twin if Nbd G (x) \ {y} = Nbd G (y) \ {x}. Let U and V be sets with U ⊆ V , and let G be the graph K V − K U . Note that the vertices in U are pairwise twin and the vertices in V \ U are pairwise twin. We say an edge xy of G is a pure edge if x, y ∈ V \ U, and we say that it is a cross edge if x or y ∈ U.
Given a permutation π of a set V , a subset S of V and a graph G with V (G) ⊆ V , π(S) is defined to be the set {π(x) : x ∈ S} and π(G) is defined to be the graph with vertex set {π(x) : x ∈ V (G)} and edge set {π(x)π(y) : xy ∈ E(G)}.
The following lemma encapsulates the switching technique that is fundamental to the results in Sections 3-5. It is almost identical to Lemma 2.1 of [11] and the proof given in that paper suffices to prove this result as well.
Lemma 7. Let u and v be positive odd integers with u ≤ v, and let M be a list of integers. Let 
where, for each i ∈ {1, . . . , t}, C ′ i is a cycle of the same length as C i such that
(ii) if exactly one of α and β is in V (C i ), then either C
where P i and P † i are the two paths in C i which have end vertices α and β.
If we are applying Lemma 7 we say that we are performing the (α, β)-switch with origin x and terminus y (equivalently, with origin y and terminus x). Note that if U and V are sets with U ⊆ V , then two vertices in the graph K V − K U are twin if and only if {α, β} ⊆ U or {α, β} ⊆ V \ U.
Definition. Let G be a graph, and let P = {G 1 , . . . , G t } be a packing of G. We say that another packing P ′ of G is a repacking of P if
Obviously, for any list of integers M, any repacking of an (M)-packing of a graph G is also an (M)-packing of G. If G is a complete graph with a hole, then the above definition implies that G i and G ′ i have the same number of pure and cross edges for each i ∈ {1, . . . , t} and hence also that the leaves of P and P ′ have the same number of pure and cross edges. If P is a packing of a graph G, P ′ is a repacking of P and P ′′ is a repacking of P ′ , then P ′′ is obviously also a repacking of P. If P is a packing of a graph G and P ′ is another packing of G obtained from P by applying Lemma 7, then P ′ is necessarily a repacking of P.
The following definitions for two types of graphs, rings and chains, are the same as in [11] .
Definition. An (a 1 , a 2 , . . . , a s )-chain (or s-chain) is the edge-disjoint union of s ≥ 2 cycles
• A i is a cycle of length a i for 1 ≤ i ≤ s; and
We call A 1 and A s the end cycles of the chain, and for 1 < i < s we call A i an internal cycle of the chain. A vertex which is in two cycles of the chain is said to be the link vertex of those cycles. We denote a 2-chain with cycles P and Q by P · Q.
Definition. An (a 1 , a 2 , . . . , a s )-ring (or s-ring) is the edge-disjoint union of s ≥ 2 cycles A 1 , A 2 , . . . , A s such that
• A i is a cycle of length a i for 1 ≤ i ≤ s;
•
We refer to the cycles A 1 , A 2 , . . . , A s as the ring cycles of the ring in order to distinguish them from the other cycles that can be found within the graph. A vertex which is in two ring cycles of the ring is said to be the link vertex of those cycles.
Packings whose leaves are 2-chains
In this section we focus on starting with a packing whose reduced leave is a 2-chain and finding a repacking whose reduced leave is the edge-disjoint union of two cycles of specified lengths. Our main goal here is to prove Lemma 14. The other lemmas in this section are used only in order to prove it. Lemmas 8-11 apply to packings of arbitrary graphs, while in Lemmas 12-14 we concentrate on packings of complete graphs with holes whose leaves have exactly two pure edges. Proof. Note that p + q − m ≥ 3 implies that m − p + 1 ≤ q − 2. If p = m then we are finished, so assume p < m. Since x 1 and y m−p+1 are twin in G, we can perform the (x 1 , y m−p+1 )-switch with origin x 2 . If the switch has terminus y m−p and we obtain a repacking of P whose reduced leave is the (m − p + 2,
, y m−p+2 , . . . , y q−1 ). Otherwise the switch has terminus c or y m−p+2 and in either case we obtain a repacking of P whose reduced leave is the edge-disjoint union of the m-cycle (y 1 , y 2 , . . . , y m−p+1 , x 2 , x 3 , . . . , x p−1 , c) and some (p + q − m)-cycle.
Lemma 9. Let G be a graph and let M be a list of integers. Let m, p and q be positive integers with m ≥ p and p + q − m ≥ 3. Suppose there exists an (M)-packing P of G whose reduced leave is a (p, q)-chain (x 1 , x 2 , . . . , x p−1 , c) · (c, y 1 , y 2 , . . . , y q−1 ) such that x 2 and y m−p+2 are twin in G. Then there exists a repacking of P whose reduced leave is either
• the edge-disjoint union of an m-cycle and a (p + q − m)-cycle; or Then there exists a repacking of P whose reduced leave is the edge-disjoint union of an m-cycle and a (p + q − m)-cycle.
Proof. If p = m, then we are finished. If p = 4, then x 2 and y m−2 are twin in G and we can apply Lemma 9 to obtain the required packing. So we may assume p / ∈ {4, m}. Let p 0 , p 1 , . . . , p ℓ be the sequence m, 4, m − 2, 6, . . . , 7, m − 3, 5, m − 1, 3. For some k ∈ {2, . . . , ℓ} assume that the lemma holds for p = p k−1 . We will now show that it holds for p = p k . Case 1. Suppose p = p k is odd. Since x 1 and y m−p+1 are twin in G, Lemma 8 can be applied to obtain a repacking P ′ of P. Either we are finished, or the reduced leave of P ′ is a (p ′ , q ′ )-chain where p ′ = m − p + 2 and q ′ = 2p + q − m − 2. We give this chain and, below it, a relabelling of its vertices.
′ satisfies (ii) and we are finished by our inductive hypothesis.
Case 2. Suppose p = p k is even. Then, since x 2 and y m−p+2 are twin in G, Lemma 9 can be applied to obtain a repacking P ′ of P. Either we are finished, or the reduced leave of P ′ is a (p ′ , q ′ )-chain where p ′ = m − p + 4 and q ′ = 2p + q − m − 4. We give this chain and, below it, a relabelling of its vertices.
satisfies (i) and we are finished by our inductive hypothesis.
Lemma 11. Let G be a graph and let M be a list of integers. Let m, p and q be positive integers with m odd, m ≥ p, p + q − m ≥ 3 and q ≥ 5. Suppose there exists an (M)-packing P of G whose reduced leave is a (p, q)-chain (x 1 , x 2 , . . . , x p−1 , y 0 ) · (y 0 , y 1 , . . . , y q−1 ) such that y 0 and y q−2 are twin in G. Then there exists a repacking of P whose reduced leave is either
Proof. Perform the (y 0 , y q−2 )-switch with origin y q−3 (note that y 0 and y q−2 are twin in G and that q ≥ 5). If the terminus of the switch is y 1 , then the reduced leave of the resulting packing is the (p, q)-chain (x 1 , x 2 , . . . , x p−1 , y 0 ) · (y 0 , y q−1 , y q−2 , y 1 , y 2 , . . . , y q−3 ). Otherwise the terminus of the switch is x 1 or x p−1 and in either case the leave of the resulting packing is a (p + 2, q − 2)-chain containing the (q − 2)-cycle (y 0 , y 1 , . . . , y q−3 ).
Lemma 12.
Let U and V be sets with U ⊆ V and |U|, |V | odd, and let M be a list of integers. Let m, p and q be positive integers with m odd and m, p + q − m ≥ 3. Suppose there exists an (M)-packing P of K V − K U whose reduced leave L is a (p, q)-chain such that each cycle of L contains exactly one pure edge and the link vertex of L is in V \ U if 3 ∈ {m, p + q − m}. Then there exists a repacking of P whose reduced leave is the edge-disjoint union of an m-cycle and a (p + q − m)-cycle.
Proof. We can assume without loss of generality that m ≥ p+q −m and that p ≤ q. Note that this implies p ≤ m. Since each cycle of L must contain an even number of cross edges, p and q are odd. If p = m, then we are finished immediately, so we can assume that p ≤ m − 2. We will show that we can obtain a repacking of P whose reduced leave is either a (p + 2, q − 2)-chain or the edge-disjoint union of an m-cycle and a (p + q − m)-cycle. This will suffice to complete the proof, because by iteratively applying this procedure we will eventually obtain a repacking of P whose reduced leave is the edge-disjoint union of an m-cycle and a (p + q − m)-cycle. Case 1. Suppose that L can be labelled as (x 1 , x 2 , . . . , x p−1 , y 0 ) · (y 0 , y 1 , . . . , y q−1 ) so that y 0 x 1 is not a pure edge and y r y r+1 is a pure edge (subscripts modulo q) for an integer r such that m − p + 2 ≤ r ≤ q − 1. Then the hypotheses of Lemma 10(i) are satisfied and we can apply it to obtain a repacking of P whose reduced leave is the edge-disjoint union of an m-cycle and a (p + q − m)-cycle. Case 2. Suppose that L cannot be labelled as in Case 1. Without loss of generality we can label L (x 1 , x 2 , . . . , x p−1 , y 0 )·(y 0 , y 1 , . . . , y q−1 ) so that y 0 x 1 is not a pure edge and y r y r+1 is a pure edge (subscripts modulo q) for an integer r such that
≤ r ≤ q − 1, r is even if y 0 ∈ V \ U, and r is odd if y 0 ∈ U. It must be that r ≤ m − p + 1, for otherwise we would be in Case 1. Then we can iteratively apply Lemma 11 to obtain a repacking of P whose reduced leave L ′ is either a
is not a pure edge, and y
-chain then we are finished, and if L ′ is a (p, q)-chain then we can proceed as we did in Case 1.
Lemma 13. Let U and V be sets with U ⊆ V and |U|, |V | odd, and let M be a list of integers. Let m, p and q be positive integers with m odd and m, p + q − m ≥ 3. Suppose there exists an (M)-packing P of K V − K U whose reduced leave L is a (p, q)-chain such that one cycle in L contains no pure edges, the other contains exactly two pure edges, and the link vertex of L is in V \ U if 3 ∈ {m, p + q − m}. Then there exists a repacking of P whose reduced leave is the edge-disjoint union of an m-cycle and a (p + q − m)-cycle.
Proof. We can assume without loss of generality that m ≥ p + q − m and that a p-cycle in L contains no pure edges. Since each cycle of L must contain an even number of cross edges, p and q are even.
. . , y q−1 ) so that y r y r+1 and y s y s+1 are pure edges (subscripts modulo q) for integers r and s such that 0 ≤ r < s ≤ q−1, r ≤ m − 2 and s ≥ m − p + 1. Observe that, in particular, such a labelling is always possible when q = 4 (any labelling with r < s and s ∈ {2, 3} will suffice, because then r
. Let x 0 = y 0 and t = max(r + 1, m − p + 1). Consider the vertices x m−t and y t . Note that 1 ≤ m − t ≤ p − 1 because r ≤ m − 2, p ≥ 3 and t ≥ m − p + 1, and that r < t ≤ s because t ≥ r + 1, r < s and s ≥ m − p + 1. Because r < t ≤ s, x m−t and y t are twin in Case 2. Suppose that L cannot be labelled as in Case 1. From our comments in Case 1 we may assume q ≥ 6. We will show that we can obtain a repacking of P whose reduced leave either satisfies the conditions of Case 1 or is a (p + 2, q − 2)-chain in which a (p + 2)-cycle contains no pure edges. Since any reduced leave which is a (p + q − 4, 4)-chain with exactly two pure edges in which a (p + q − 4)-cycle contains no pure edges must fall into Case 1, repeating this procedure will eventually result in a repacking of P whose reduced leave satisfies the conditions of Case 1. We can then proceed as we did in Case 1 to complete the proof. Without loss of generality we can label L as (x 1 , x 2 , . . . , x p−1 , y 0 ) · (y 0 , y 1 , . . . , y q−1 ) so that y r y r+1 and y s y s+1 are pure edges (subscripts modulo q) for integers such that 0 ≤ r < s ≤ q − 1 and r ≤ ), it must be that s < m − p + 1, for otherwise we would be in Case 1. So we can repeatedly apply Lemma 11 to obtain a repacking of P whose reduced leave L ′ is either a (p + 2, q − 2)-chain in which a (p + 2)-cycle contains no pure edges or a (p, q)-chain which can be labelled (x
Observe that in the latter case L ′ satisfies the conditions of Case 1.
Lemma 14. Let U and V be sets with U ⊆ V and |U|, |V | odd, and let M be a list of integers. Let m, p and q be positive integers with m odd, and m, p + q − m ≥ 3. Suppose there exists an (M)-packing of K V − K U whose reduced leave L is a (p, q)-chain such that L contains exactly two pure edges and the link vertex of L is in V \ U if 3 ∈ {m, p + q − m}. Then there exists a repacking of P whose reduced leave is the edge-disjoint union of an m-cycle and a (p + q − m)-cycle.
Proof. If each cycle of L contains exactly one pure edge, then we can apply Lemma 12 to complete the proof. If one cycle in L contains no pure edges and the other contains exactly two pure edges, then we can apply Lemma 13 to complete the proof.
Packings whose leaves are t-chains
In this section we use Lemma 14 to prove an analogous result for chains with more than two cycles, namely Lemma 18. Given a packing whose reduced leave is an s-chain that contains two pure edges and satisfies certain other properties, Lemma 18 allows us to find a repacking whose reduced leave is the edge-disjoint union of two cycles of specified lengths. Lemmas 16 and 17 are used only in order to prove Lemma 18, while Lemma 15 will also be used in Section 5. We will need the following additional definitions for chains and rings.
Definition. For sets U and V with U ⊆ V , an s-chain that is a subgraph of
• one end cycle of the chain contains at least one pure edge and has its link vertex in V \ U; and
• each internal cycle of the chain has one link vertex in V \ U and one link vertex in U.
Definition. For sets U and V with U ⊆ V , an s-ring that is a subgraph of
• s is even, and each of the ring cycles has one link vertex in U and one link vertex in V \ U; or
• s is odd, one ring cycle has both link vertices in V \ U and contains at least one pure edge, and each other ring cycle has one link vertex in U and one link vertex in V \ U.
Lemma 15. Let U and V be sets with U ⊆ V and |U|, |V | odd, and suppose that L is a subgraph of K V − K U such that L contains exactly two pure edges and each vertex of L has positive even degree.
(i) If |E(L)| ≤ 2(|U| + 1) and U contains a vertex of degree at least 4 in L, then there is a vertex y in U such that y / ∈ V (L).
(ii) If |E(L)| ≤ 2 min(|U| + 2, |V | − |U|) and S is an element of {U, V \ U} such that S contains either at least two vertices of degree 4 in L or at least one vertex of degree at least 6 in L, then there is a vertex y in S such that y / ∈ V (L).
and L contains either at least two vertices of degree 4 or at least one vertex of degree at least 6, then there are twin vertices x and y in
Because L contains exactly two pure edges, we have
Proof of (i). Suppose that l ≤ 2(|U| + 1) and U contains a vertex of degree at least 4 in L.
since every vertex of L in U has degree at least 2. This contradicts l ≤ 2(|U| + 1). Proof of (ii). Suppose that l ≤ 2 min(|U| + 2, |V | −|U|) and S is an element of {U, V \ U} such that S contains either at least two vertices of degree 4 in L or at least one vertex of degree at least
Proof of (iii). Because we have proved (ii), it only remains to show that if L contains two vertices of degree 4, one in U and one in V \ U, and every other vertex of L has degree 2, then there are twin vertices x and y in
. Suppose otherwise. Then it must be the case that V (L) = V , l −2 = 2|U|+2 and l +2 = 2(|V |−|U|)+2. But then l = 2|U| + 4 and l = 2(|V | − |U|), so |V | = 2|U| + 2 which contradicts the fact that |V | is odd.
Lemma 16. Let U and V be sets with U ⊆ V and |U|, |V | odd, and let M be a list of integers. Let p and s be positive integers such that p ≥ 5 is odd and s ≥ 2. Suppose there exists an (M)-packing P of K V − K U whose reduced leave L is a good s-chain that has a decomposition {P, L − P } into two paths such that P has length p and each path contains exactly one pure edge and has both end vertices in V \ U. Suppose further that P has a subpath P 0 = [x 0 , . . . , x r ] such that 2 ≤ r ≤ p − 1, x 0 is an end vertex of P , P 0 contains no pure edge, and deg L (x r−1 ) = deg L (x r ) = 2. Then there is a repacking of P whose reduced leave L ′ is a good s-chain that has a decomposition {P ′ , L ′ − P ′ } into two paths such that P ′ has length p − 2, each path contains exactly one pure edge and has both end vertices in V \ U, and P ′ contains a pure edge in an end cycle of L ′ with link vertex in V \ U if P contains a pure edge in an end cycle of L with link vertex in V \ U.
Proof. We prove the result by induction on the length of P 0 . If
is a decomposition of L with the required properties. So we can assume that |E(P 0 )| ≥ 3. By induction we can assume that P 0 is the shortest subpath of P satisfying the required conditions. Because r ≥ 3 this implies deg L (x r−2 ) = 4. Label the vertices in
The vertices x r and x r−2 are twin in K V − K U because they are joined by a path of length 2 containing no pure edge. Let L ′ be the reduced leave of the repacking of P obtained by performing the (x r , x r−2 )-switch with origin x r−3 . Note that L ′ is a good s-chain irrespective of the terminus of the switch. If the terminus of the switch is not x r+1 , then 
Because L is good and contains exactly two pure edges, we can find some decomposition {P, L − P } of L into two odd length paths each of which has both end vertices in V \ U and contains exactly one pure edge. Without loss of generality we can assume that P is at least as long as L − P if m 1 ≥ s + 1 and that P contains a pure edge in an end cycle of L with link vertex in V \ U if m 1 = s. Let p be the length of P and note that in each case p ≥ m 1 because p ≥ Case 1. Suppose each cycle of L contains at most two edges of P . Then exactly p − s cycles of L contain two edges of P and the rest contain one edge of P . Because L is good and both end vertices of P are in V \ U, if C is a cycle of L that contains two edges of P , then either
• C is an internal cycle of L and C contains the pure edge of P ; or
• C is an end cycle of L with link vertex in U and C contains the pure edge of P ; or
• C is an end cycle of L with link vertex in V \ U and C does not contain the pure edge of P .
From this it follows that p−s ≤ 3. Note that p ≥ m 1 +2 ≥ s+2 and hence that p ∈ {s+2, s+3}. If p = s + 2, then m 1 = s. But then P contains a pure edge in an end cycle of L with link vertex in V \ U by its definition and it can be seen that no cycle of L contains two edges of P , contradicting p = s + 2. So it must be that p = s + 3 and thus m 1 = s + 1 = p − 2 because m 1 and p are odd. Because p = s + 3, P contains two edges of each end cycle of L and two edges, including a pure edge, of some internal cycle of L. Let P ′ be the path obtained from P by deleting both end vertices of P and their incident edges. Then {P
of L into an m 1 -path and an m 2 -path such that each path contains exactly one pure edge. Case 2. Suppose there is a cycle C in L such that C ∩ P is a path of length at least 3. Let P 0 = [x 0 , . . . , x r ] be a subpath of P such that x 0 is an end vertex of P , P 0 contains no pure edge, and P 0 contains exactly two edges in C ∩ P . If C ∩ P contains no pure edge or if C ∩ P has length at least 4, then it is easy to see such a subpath exists. If C ∩ P has length 3 and contains a pure edge, then the facts that L is good and that the end vertices of P are in V \ U imply that C is an end cycle of L with link vertex in V \ U and hence that such a subpath exists. So we can apply Lemma 16 to obtain a repacking of P whose reduced leave L ′ is a good s-chain that has a decomposition {P ′ , L ′ − P ′ } into two paths such that P ′ has length p − 2, each path contains exactly one pure edge and has both end vertices in V \ U, and P ′ contains a pure edge in an end cycle of L ′ with link vertex in V \ U if m 1 = s. It is clear that by repeating this procedure we will eventually obtain a repacking of P whose reduced leave either has a decomposition into an m 1 -path and an m 2 -path such that each path contains exactly one pure edge or has a decomposition into odd length paths which satisfies the hypotheses for Case 1.
In the former case we are finished and in the latter we can proceed as we did in Case 1. If the terminus of the switch is not x m 1 −1 , then we obtain a repacking of P whose reduced leave is the edge-disjoint union of an m 1 -cycle and an m 2 -cycle and we are finished. If the terminus of the switch is x m 1 −1 , then we obtain a repacking of P whose reduced leave is a good (s ′ − 1)-ring that contains exactly two pure edges and the result follows by our inductive hypothesis.
Case 2. Suppose that L is a good s ′ -ring. Let A be a ring cycle of L such that A contains a pure edge and if s ′ is odd then A has both link vertices in V \ U. Let x and y be twin vertices in K V − K U such that x is a link vertex in A, x ∈ U if s ′ is even, and y / ∈ V (L). Such a vertex y exists by Lemma 15(ii) because |E(L)| ≤ 2 min(|U| + 2, |V | − |U|), V \ U contains two vertices of degree 4 in L if s ′ is odd, and U contains two vertices of degree 4 in L if s ′ is even (for then s ′ ≥ 4). By performing an (x, y)-switch with origin in V (A) we obtain a repacking of P whose reduced leave contains exactly two pure edges, is a good s ′ -chain if the terminus of the switch is also in V (A), and is a good (s ′ − 1)-ring otherwise. In the former case we can proceed as in Case 1 and in the latter case the result follows by our inductive hypothesis.
Merging cycle lengths
In this section we use Lemma 18 to prove Lemma 22, which is the key result in proving Theorem 4. Given a cycle decomposition of K v − K u that satisfies certain conditions, Lemma 22 allows us to find a new cycle decomposition of K v − K u in which some of the shorter cycle lengths have been merged into cycles of length m. Then there exists a repacking of P whose reduced leave is the edge-disjoint union of an m 1 -cycle and an m 2 -cycle.
Proof. By Lemma 18 it is sufficient to show that we can construct a repacking of P whose reduced leave is a good s-chain, for some s ∈ {2, . . . , k + t − 1}, that is not a 2-chain with link vertex in U if 3 ∈ {m 1 , m 2 }. If k = 1, then we are finished, so we can assume k ≥ 2. By induction on k, it suffices to show that there is a repacking of P with a reduced leave L ′ such that L ′ has exactly k − 1 components, one component of L ′ is a good t ′ -chain for t ′ ∈ {t, t + 1}, each other component of L ′ is a cycle, and a degree 4 vertex of L ′ is in V \ U if 3 ∈ {m 1 , m 2 }.
Let H be the component of L which is a good t-chain, and let C be a component of L such that C is a cycle and C contains at least one pure edge if H contains at most one pure edge. Let H 1 and H t be the end cycles of H where H 1 contains a pure edge if H does and the link vertex of H 1 is in V \ U if t ≥ 3. Case 1. Suppose that either t ≥ 3 or it is the case that t = 2, H contains a pure edge, and the link vertex of H is in V \ U. Let x and y be vertices such that x ∈ V (H t ), x is not a link vertex of H, y ∈ V (C), x, y ∈ V \ U if t is odd, and x, y ∈ U if t is even. Let P ′ be a repacking of P obtained by performing an (x, y)-switch with origin in V (H t ). The reduced leave L ′ of P ′ has exactly k − 1 components, k − 2 of which are cycles and one of which is a good t ′ -chain, where t ′ = t + 1 if the terminus of the switch is also in V (H t ) and t ′ = t otherwise. Further, a degree 4 vertex of L ′ is in V \ U if 3 ∈ {m 1 , m 2 }. So we are finished by induction.
Case 2. Suppose that t = 2 and either H contains exactly one pure edge and has its link vertex in U or H contains no pure edges. Then C contains a pure edge. Let w and x be vertices such that w ∈ V (C) \ U, x ∈ V (H 1 ) \ U, and x is not the link vertex of H. Let P ′ be a repacking of P obtained by performing a (w, x)-switch with origin in V (H 1 ) and let L ′ be the reduced leave of P ′ . If the terminus of this switch is in C, then L ′ has exactly k − 1 components, k − 2 of which are cycles and one of which is a 2-chain, and the link vertex of this chain is in V \ U if 3 ∈ {m 1 , m 2 }. In this case we are finished by induction. Otherwise the terminus of this switch is in V (H 1 ) and L ′ has exactly k − 1 components, k − 2 of which are cycles and one of which is a 3-chain H ′ one of whose end cycles contains a pure edge and has its link vertex in V \ U. If H ′ is good, then we are done. Otherwise, it must be that both link vertices of H ′ are in V \ U.
In this latter case we proceed as follows. Let H Let P ′′ be a repacking of P obtained from P ′ by performing a (y, z)-switch with origin in V (H has exactly k − 1 components, k − 2 of which are cycles and one of which is a 2-chain whose link vertex is in V \ U. In this case we are finished by induction. Otherwise, the terminus of this switch is in V (H ′ 3 ) and L ′′ has exactly k components, k − 1 of which are cycles and one of which is a 2-chain that contains a pure edge and has its link vertex in V \ U. In this case we can proceed as we did in Case 1. Case 3. Suppose that t = 2, H contains two pure edges and the link vertex of H is in U. Note that, from our hypotheses, m 1 , m 2 ≥ 4. Let x be the link vertex of H and let y be a vertex in V (C) ∩ U. Let P ′ be a repacking of P obtained by performing an (x, y)-switch with origin in V (H 2 ) and let L ′ be the reduced leave of P ′ . If the terminus of this switch is in V (C), then L ′ has exactly k − 1 components, k − 2 of which are cycles and one of which is a 2-chain. In this case we are finished by induction. Otherwise the terminus of this switch is in V (H 2 ) and L ′ has exactly k components, k − 1 of which are cycles and one of which is a 2-chain that contains at most one pure edge and has its link vertex in U. In this case we can proceed as we did in Case 2.
Lemma 20. Let U and V be sets with U ⊆ V and |U|, |V | odd. If L is a subgraph of K V − K U such that L contains at most two pure edges, L has one vertex of degree 4, and each other vertex of L has degree 2, then L has at most Lemma 21. Let U and V be sets with U ⊆ V and |U|, |V | odd, and let M be a list of integers. Suppose there exists an (M)-packing P 0 of K V −K U with a reduced leave L 0 such that |E(L 0 )| ≤ 2 min(|U| + 2, |V | − |U|), L 0 has exactly two pure edges, and L 0 has at least one vertex of degree at least 4. Then there exists a repacking P ⋆ of P 0 with a reduced leave L ⋆ such that exactly one vertex of L ⋆ has degree 4 and every other vertex of L ⋆ has degree 2.
, and construct a sequence P 0 , P 1 , . . . , P d−1 , where for i ∈ {0, . . . , d − 2} P i+1 is a repacking of P i obtained from P i by performing an (x i , y i )-switch where x i and y i are twin vertices in K V − K U such that the degree of x i in the reduced leave of P i is at least 4 and y i is not in the reduced leave of P i . Such vertices exist by Lemma 15(iii) since |E(L 0 )| ≤ 2 min(|U| + 2, |V | − |U|) and i ≤ d − 2. Exactly one vertex of the reduced leave of P d−1 has degree 4 and all its other vertices have degree 2.
Lemma 22. Let U and V be sets with U ⊆ V and |U|, |V | odd, and let M be a list of integers. Let m be a positive odd integer such that 7 ≤ m ≤ min(|U| + 2, |V | − |U| − 1) . Let a 1 , . . . , a s  and b 1 , . . . , b t be lists of integers such that a 1 + · · · + a s = m and b 1 + · · · + b t = m. Suppose there exists an (M)-packing P of K V − K U with a reduced leave that contains exactly two pure edges and is the edge-disjoint union of cycles of lengths a 1 , . . . , a s , b 1 
Proof. Let L be the reduced leave of P. It obviously suffices to find a repacking of P whose reduced leave is the edge-disjoint union of two m-cycles. We prove the result by induction on s + t. If s = 1 and t = 1, then the result is trivial. So suppose that s + t ≥ 3. Assume without loss of generality that s ≥ t and note that s ≥ 2. 
Base decompositions
Our goal in this section is to prove Lemmas 28 and 29 which provide the "base" decompositions of K v − K u into short cycles and m-cycles to which we apply Lemma 22 in order to prove Theorem 4. Lemma 28 is used in the case where m ≥ 11 and Lemma 29 is used when m = 9. We first require several preliminary results. Lemma 23 is a method for decomposing certain graphs into 3-cycles and 5-cycles. Theorems 24, 25 and 27 are existing results on decomposing the complete graph and the complete bipartite graph into cycles. We require some additional notation in the remainder of the paper. Lemma 23. Let a and k be non-negative integers such that k ≥ 3, a ≤ k and a is even. Let C be a cycle of length k, and let N be a vertex set of size k −a such that V (C)∩N = ∅. Then there exists a (3
such that each cycle in the decomposition contains exactly one edge of C.
Proof. Let y and z be the vertices in K c 2 , let C = (c 1 , c 2 , . . . , c k ) , and let N = {x 1 , x 2 , . . . , x k−a }. Let , c k , c 1 ), (z, c 1 , c 2 ), (y, c 2 , c 3 ), (z, c 3 , c 4 ) , . . . , (y, c a−2 , c a−1 ), (z, c a−1 , c a )}; and , c a , c a+1 , z, x 1 ), (y, c a+1 , c a+2 , z, x 2 Theorem 27 below is slightly stronger than Theorem 1.1 of [11] but is easily proved using the following lemma which is Lemma 3.6 of that paper.
Lemma 26 ([11]
). Let M be a list of integers and let a, b, h, n and n ′ be positive integers such
Theorem 27. Let a and b be positive integers such that a and b are even and a ≤ b, and let m 1 , m 2 , . . . , m τ be even integers such that
then there exists an (m 1 , m 2 , . . . , m τ )-decomposition of K a,b .
Proof. Suppose for a contradiction that there exists a non-decreasing list of integers that satisfies the hypotheses of the theorem but for which there is no corresponding decomposition of K a,b , and amongst all such lists let Z = z 1 , . . . , z τ be one with a maximum number of entries. It follows from Theorem 25 that z τ > 8. Let Z ⋆ be the list z 1 , z 2 , . . . , z τ −1 , 4, z τ −4 reordered so as to be non-decreasing. Since Z satisfies the conditions of the claim, so must Z ⋆ , and since Z ⋆ has more entries than Z, there exists a (Z ⋆ )-decomposition of K a,b . However, by applying Lemma 26 with n = 4, n ′ = z τ − 4 and h = z τ −1 we obtain a (Z)-decomposition of K a,b which is a contradiction.
For each even integer ℓ ≥ 4 we define a list R ℓ as follows
if ℓ ≡ 0 (mod 4); 4 (ℓ−6)/4 , 6 if ℓ ≡ 2 (mod 4).
We also define R 0 to be the empty list. Given a list R ℓ and a positive integer i we define R i ℓ to be the list obtained by concatenating i copies of R ℓ .
Lemma
. Then, for some h ∈ {4, 6, . . . , m − 7} ∪ {m − 3}, there exists an (m
which each cycle of length less than m contains at most one pure edge.
Proof. Observe that k is the maximum number of pairwise edge-disjoint m-cycles in K v − K u that each contain exactly one pure edge. Also note that t is even and so t ≤ m−3. Let w = v−u, note that w is even, and let p and q be the non-negative integers such that k = w(p + ) + q and q < w. We will make use of the following facts throughout this proof.
Note that (6.1) follows directly from the definitions of k, t, p and q. To see that (6.2) holds, observe that when p = 0 and m ∈ {11, 13, 15} we have 2(u − 2p) = 2u ≥ 2m, which implies 2(u − 2p) ≥ since m ≥ 11. Let U = {y 1 , y 2 , . . . , y u } and W = {z 1 , z 2 , . . . , z w } be disjoint sets of vertices. We will construct a decomposition of K U ∪W − K U with the desired properties. Let I be a 1-factor with vertex set W . The proof divides into two cases depending on whether t = 0 or t > 0. Case 1. Suppose that t > 0. Then q > 0, for otherwise (6.1) implies w(u − (p + 1 2 )(m − 1)) = t > 0 which contradicts the facts that w > m > t and u − (p + 1 2 )(m − 1) is an integer. Depending on the value of q, we define integers p ′ , q ′ and q ′′ so that w(p
according to the following table.
We show that p ′ ≥ 0 by establishing that it cannot be the case that both p = 0 and q ∈ {1, 2, 3, 4}. If p = 0 and q ∈ {1, 2, 3, 4}, then (6.1) implies uw ≤ (m − 1)( ≥ 6 and we obtain a contradiction by noting that w > m. We define h to be the smallest integer in {4, 6, . . . , m − 7} ∪ {m − 3} such that h ≥ 2q ′′ +t 3 . Using the facts that q ′′ ∈ {1, 2, 3, 4} and t ≤ m − 3 it is routine to check that if 2q ′′ +t 3 > m − 7, then m = 11, q ′′ ∈ {3, 4} and h = 8. Thus h is well-defined and, if it is not the case that
, then either 2q ′′ + t ≤ 6 and h = 4 or m = 11, q ′′ ∈ {3, 4} and h = 8. We claim that
To see that this is the case note that if 2q ′′ +t ≤ 6 and h = 4 or if m = 11, q ′′ ∈ {3, 4} and h = 8, then (6.3) holds (recall that t ≤ m − 3 and m ≥ 11). Otherwise, 2q
and hence 2q
We will complete the proof by constructing an (m
which each cycle of length less than m contains at most one pure edge. We will construct this decomposition in such a way that the pure edges in the 3-cycles of the decomposition form p ′ w-cycles, a 1-factor with w vertices, a q ′ -cycle, and a q ′′ -path (recall that
Our required decomposition can be obtained as
where
are given as follows.
• and not containing the
(note that the definitions of k, t and x imply that w 2 = mx + k − t). We can relabel the vertices of this decomposition to ensure that C ′′ has the specified properties because (m + q ′′ − t) + ( ) + 4m − 2 and hence that (m + 1) divides 4m − 2. This contradicts m ≥ 11.)
We form D 2 by first decomposing 
A decomposition of K {y 1 ,y 2 ,...,y u−2p ′ −3 },W into cycles of the remaining lengths exists by Theorem 27. Let m τ and m τ −1 be respectively the greatest and second greatest of the remaining cycle lengths. To see that (B1), (B2) and (B3) hold, we first suppose that (m τ , m τ −1 ) = (2q ′′ + t, h 
If u − 2p ′ − 3 < w and p ′ = p, then (B2) holds because, using (6.2) and (6.3), we have
If u − 2p ′ − 3 < w and p ′ = p − 1, then p ≥ 1 and (B2) holds because, using (6.2) and (6.3), we have
Finally, (B3) holds because, using the definitions of t, k, p and q, and the fact that ).
• D 3 is a (3 q ′ )-decomposition of K c {y u−2p ′ −2 ,y u−2p ′ −1 } ∨ C ′ which exists by Lemma 23.
• D 4 is a (3 • D 5 is the (3 )(m − 1) + m − 1 and so w divides m − 1 which contradicts w ≥ m + 1. Depending on the value of q, we define integers p ′ , q ′ and q ′′ so that
We show that p ′ ≥ 0 by establishing that it cannot be the case that both p = 0 and q ∈ {0, 2, 3, 5}. If p = 0 and q ∈ {0, 2, 3, 5}, then ( ≥ 6 and we obtain a contradiction by noting that w > m. We will complete the proof by constructing an (m
which each cycle of length less than m contains at most one pure edge. We will construct this decomposition in such a way that the pure edges in the 3-cycles of the decomposition form p ′ w-cycles, a 1-factor with w vertices, a q ′ -cycle, and a q ′′ -cycle if q ′′ = 0 (recall that
The desired decomposition can be obtained as
(note that the definitions of k, t and x imply that w 2 = mx + k − t). We can relabel the vertices of this decomposition to ensure that C ′′ = (z 1 , z 2 , . . . , z q ′′ ).
• D 2 is a (2q
We form D 2 by first decomposing
and then decomposing K {y 1 ,y 2 ,...,y u−2p ′ −3 },W into cycles of the remaining lengths. Note that R holds by a similar argument to that used in Case 1. We can relabel the vertices of this decomposition to ensure that C † = (y 1 , z 1 , y 2 , z 2 , . . . , y q ′′ , z q ′′ ) if q ′′ = 0.
• D 3 is a (3 •
Lemma 29. Let u and v be positive integers such that (u, v) is 9-admissible, v − u ≥ 10 and u ≥ 9. Let k, t and x be the non-negative integers such that u(v − u) = 8k + t, t < 8 and
. Then, for some non-negative integer k ′ ≤ k, there exists a contains at most one pure edge.
Proof. Observe that k is the maximum number of pairwise edge-disjoint 9-cycles in K v − K u that each contain exactly one pure edge. Also note that t is even and so t ≤ 6. Let w = v − u, note that w is even, and let p and q be the non-negative integers such that k = (p + 1)
. We will make use of the following fact, which follows directly from the definitions of k, t, p and q, throughout this proof.
Note that p ≥ 1, for otherwise uw ≤ 4w + 8q + t ≤ 4w + 8(
− 1) + 6 < 8w which contradicts u ≥ 9. Also note that u ≥ 4p + 5, because u is odd and (6.4) implies uw ≥ 4(p + 1)w. From this, we can see that
Let U = {y 1 , y 2 , . . . , y u } and W = {z 1 , z 2 , . . . , z w } be disjoint sets of vertices. We will construct a decomposition of K U ∪W − K U with the desired properties. Let I be a 1-factor with vertex set W . The proof divides into two cases depending on whether t = 0 or t > 0. Case 1. Suppose that t > 0. Then q > 0, for otherwise (6.4) implies w(u − 4p − 4) = t > 0 which contradicts the facts that w ≥ 10 > t and u − 4p − 4 is an integer. Depending on the value of q, we define integers
We will complete the proof by constructing a (3
w/2+q ′ 3 +q ′′ , 9 x )-decomposition of K U ∪W −K U in which each cycle of length less than 9 contains at most one pure edge. We will construct this decomposition in such a way that the pure edges in the 3-cycles and 5-cycles of the decomposition form p ′ w 2 -cycles, a 1-factor with w vertices, a (q
)-cycle, and a q ′′ -path (recall that (p ′ + 1)
and D 5 are given as follows.
• D 1 is a (9 (note that the definitions of k, t and x imply that w 2 = 9x+k−t). We can relabel the vertices of this decomposition to ensure that C ′′ has the specified properties because (9 + q ′′ − t) + (
• D 2 is a (4
follows from our choice of q 
We can relabel the vertices of this decomposition to ensure that
• D 3 is a (3
which exists by Lemma 23.
applying Lemma 23 (with a = 0 and n = w 2
′ } and taking the obvious decomposition of K {yu} ∨ I.
• D 5 is the (3 q ′′ , 9 1 )-decomposition of C ′′ ∪ C † given by m ≤ 7 (see [2, 8, 12] ), so we can suppose that m ≥ 9. By Lemma 30 there exists an m-cycle decomposition of K v − K u if either m ≥ 17 and u ≥ m − 2 or m ∈ {9, 11, 13, 15} and u ≥ m, so we can further suppose that m ∈ {9, 11, 13, 15} and u = m − 2. Because u = m − 2 and m ∈ {9, 11, 13, 15}, it follows from v − u ≥ m + 1 that v ≥ 2m − 1. Furthermore, it is routine to check that (N1) and (N2) of Lemma 3 imply that v ≡ 3 (mod 2m) or v ≡ m−2 (mod 2m). Provided that there exists an m-cycle decomposition of K 2m+3 −K m−2 , by Lemma 31 there exists an m-cycle decomposition of K v −K m−2 if v ≥ 4m+3. Thus, because v ≥ 2m − 1, it suffices to show that there is an m-cycle decomposition of K 2m+3 − K m−2 and of K 3m−2 − K m−2 . For each m ∈ {9, 11, 13, 15}, we have found these two decompositions using a computer program that implements basic cycle switching techniques to augment decompositions. These decompositions are included as supplementary material with electronic versions of this paper. Now we shall prove Theorem 2. Theorem 4 can be shown to cover the exceptions to the following result from [6] , and as a consequence we can completely solve the embedding problem for m-cycle systems in the case where m is an odd prime power. Proof of Theorem 2. Part (i) follows directly from Theorem 1, Corollary 5(iii) and Lemma 33. Part (ii) follows from Theorem 1 and Corollary 5(ii) (note that an m-cycle system of order one is trivially embedded in any m-cycle system and that any non-trivial m-cycle system has order at least m).
Finally we shall prove Theorem 6. m (u, v) 9 (5, 11), (5, 17), (11, 17) , (17, 23) 11 (5, 27), (5, 29), (7, 27 ), (7, 29) , (13, 21) , (25, 31), (35, 43) 13 (5, 31), (5, 35), (7, 33) , (9, 31) , (9, 35) , (15, 25), (29, 37), (41, 51) 15 (5, 35), (5, 41), (7, 19 ), (7, 27) , (9, 19) , (9, 27) , (11, 35) , (11, 41) We have found the desired decomposition in each of these cases using a computer program that implements basic cycle switching techniques to augment decompositions. These decompositions are included as supplementary material with electronic versions of this paper.
