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process is assigned a nominal sojourn time from a general distribution with unit 
mean. This system is said to be insensitive to nominal sojourn time in A if the 
equilibrium distribution of time spent in each state is unaffected by the form of the 
general distribution. Most of the current literature makes the assumption that all 
transition rates q(x, x') from state x to state x' are fixed. In this paper we relax this 
assumption and allow the transition rates to depend upon the length of time the 
process has been in A and show that under certain conditions the insensitivity of 
the process is maintained. 
Insensitivity without Instantaneous Attention 
P. Taylor, University of Adelaide, Australia 
Many authors have shown that partial balance is a necessary and sufficient 
condition for insensitivity in a stochastic process under the assumption that the 
process has the property of instantaneous attention, that is that lifetimes once created 
must immediately be worked on at a positive speed. It is possible to turn a process 
that does not have the property of instantaneous attention into a process that does 
by adding suitable extra states. However this paper takes a different approach to 
processes without instantaneous attention and derives balance quations which are 
necessary and sufficient for insensitivity. 
It turns out that in processes that do have the property of instantaneous attention 
these balance quations are equivalent to the normal partial balance quations, but 
they can still hold without instantaneous attention. 
2.10. Large deviations and extrema 
The Harmonic Mean Formula for Combinatorial and D-Parameter Extrema 
David Aldous, University of California, Berkeley, USA 
For a finite family (Ai; i ~ I) of events satisfying a finite analog of stationarity, 
the elementary harmonic mean formula is 
P(UA,) = P(AOIIIE( N- ' IA ~) 
where A~ is an arbitrary event and N = ,~ 1 A, is the total number of events which 
occur. This leads to improvements of Boole's inequality in hard problems for which 
standard inclusion-exclusion techniques give no information. One domain of appli- 
cation is to combinatorial settings where the family grows exponentially: we illustrate 
with results about sparse random graphs. A different application is to maxima 
Mr = sup{X/: t~ [0, T] a } of stationary d-parameter random fields. In the isotropic 
Gaussian case, for instance, it is known that the asymptotic behavior of M, involves 
a constant c arising from the Gaussian field Zt describing the local behavior of X, 
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around a high level. The harmonic mean formula leads to a proof of asymptotic 
convergence which is perhaps technically easier than standard proofs, and to a 
formula for c which is more amenable to analytic bounding and simulation. 
On lnvariant Record Processes and their Applications 
F. Thomas Bruss, Facultds Universitaires Notre-Dame de la Paix, Namur, Belgium 
Let A~, A2, . . .  be independent random variables with common continuous distri- 
bution function F defined on some finite or infinite interval [0, t], and N be some 
t~-valued random variable independent of the Ai's. 
Let T1 < T2 <" • • < TN be the order statistics of A I , . . . ,  A N. The Ai's are thought 
of as being random arrival times of objects drawn independently from a (not 
necessarily known) distribution, N as the total number of arrivals on [0, t] and the 
T~'s as the chronological order in which an observer can see them. We say that Tj 
is a k-record, if the associated object is the kth best of the first j. The problem is 
to predict, having observed [0, r], r < t, the total number of future k-records in any 
subinterval of ['F1, T2] with r ~< r~ < r2 <~ t. 
Suppose that the observer, not knowing N or its distribution, starts, at time 0, 
with a noninformative prior (e.g. P(N= n)= c, Vn). If we denote by o-~ the o--field 
generated by arrivals (or records) up to time r then clearly P(N = n[o-~) depends 
on o-~. We will, however, prove the following somewhat surprising result. 
Theorem. Let R~r(s) = #k-records in (r, s]. Then, given Tj~ z, all record counting 
processes (R;(s)),  (R~(s) ) , . . . ,  (Rf+l(s)) are i. i.d. inhomogeneous Poisson processes 
with intensity 1/F(s) on [r, t]. 
Applications how how several optimal selecting problems can be reduced to easy 
exercises imply by imbedding them into this model. 
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From a Solar Energy Model to Extreme-Type Limit Laws 
Gerard Hooghiemstra, Delft University of Technology, The Netherlands 
Let X1--x and define, for n I> 2, 
Xn = max{aXn_l, aX,,_l + Y~}, a ~ [0, 1), 
where Y,, is an i.i.d, sequence with distribution F. 
