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Abstract
The aim of these notes is to provide a reasonably short and “hands-on” introduction to
the differential calculus on associative algebras over a field of characteristic zero. Following
a suggestion of Ginzburg’s we call the resulting theory associative geometry. We argue
that this formalism sheds a new light on some classic solution methods in the theory of
finite-dimensional integrable dynamical systems.
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1 Introduction
The fundamental relationship between algebra and geometry is well known since the times of
Fermat and Descartes. In the modern language of category theory this relationship is expressed
in terms of equivalences of the form
Spa
O // Algop
Spec
oo
where Spa is some category of spaces and Alg is some category of (commutative) algebras.
The functor O maps a space to the algebra of “regular” (in the appropriate sense) functions on
it; the functor Spec maps an algebra to its spectrum, an object of the category Spa naturally
associated with it. Two celebrated instances of this kind of construction are Gelfand duality,
relating compact Hausdorff spaces to commutative C*-algebras, and the basic duality of modern
algebraic geometry, relating affine schemes to commutative rings (see [1, Chapter 1] for a detailed
exposition of these and other examples of this kind).
In this framework it is natural to ask whether this picture can be broadened by taking as Alg
some category of associative but not necessarily commutative algebras. It became clear early on
that a naive approach to this question is not viable: namely, one cannot simply extend in any
non-trivial way the usual definition of spectrum coming from algebraic geometry to the category
of all rings. This insight has been recently formalized as a set of actual no-go theorems [2, 3].
To cope with this problem many different strategies for doing geometry on particular classes
of noncommutative algebras have been developed. In the approach pioneered by Alain Connes
in the 1980s and popularized in the book [4], the idea is to use as a starting point the dictionary
provided by the aforementioned Gelfand duality and interpret the theory of (not necessarily
commutative) C*-algebras as a kind of “noncommutative topology”. When needed, this picture
can be further refined by introducing analogues of smooth structures and Riemannian metrics.
This gave rise to a very rich theory which is deeply rooted in functional analysis. We refer again
the reader to [1] for a recent and very readable introduction to this field.
Another possible strategy to pursue is to generalize the usual algebro-geometric concepts to
some (hopefully large) class of noncommutative rings. Here we encounter another important dis-
tinction, which corresponds to the classical split between projective and affine algebraic geometry.
In the projective case, one is naturally led to study suitable classes of graded noncommutative
rings. This is the approach taken, for instance, by Artin and Zhang in their seminal paper [5].
The resulting theory, which is known as “noncommutative projective geometry”, is beautifully
described in the surveys [6], [7] and [8].
The affine case can be further divided, following [9, Section 1], in two main strands. The first,
that Ginzburg calls “noncommutative geometry in the small”, is best seen as a generalization
of conventional (affine) algebraic geometry. Here one is typically interested in some sort of
noncommutative deformation of commutative algebras like superalgebras, rings of differential
operators and universal enveloping algebras of Lie algebras. This kind of investigations is strictly
related to the various mathematical approaches to the problem of quantization.
On the other hand, the second approach (called “noncommutative geometry in the large” by
Ginzburg) is a completely new theory that does not reduce to the commutative one as a special
case. In this approach one deals with generic associative algebras, the basic examples being given
by free ones (namely, algebras of noncommutative polynomials in a finite number of variables).
In these notes we are going to explain in more detail this point of view; following a suggestion
of Ginzburg’s, we shall refer to this approach by the name of associative geometry.
To recover some degree of geometric intuition in this very general setting the following per-
spective, usually attributed to Kontsevich (see [10, Section 9]), is very helpful. Let K be a field
2
of characteristic zero. For each d ∈ N we have a representation functor
Repd : AsAlg→ AffSch
mapping each associative K-algebra A to the affine scheme of d-dimensional representations of
A (that is, algebra morphisms A → Matd,d(K)). According to Kontsevich, the “associative-
geometric” objects on A are precisely those objects which induce in a natural way a family of the
corresponding (commutative) objects on each scheme in the sequence (Repd(A))d∈N. In other
words, one can see associative-geometric objects on A as “blueprints” for an infinite sequence of
ordinary geometric objects defined on representation spaces of A, each scheme Repd(A) giving
an increasingly better approximation to the mysterious geometry determined by A.
The first aim of these notes is to provide a reasonably compact survey of the fundamental
constructions and results at the basis of this circle of ideas. The second aim is to show how the
resulting theory provides a new interpretation for some classic solution techniques in the field of
finite-dimensional integrable dynamical systems.
In more detail, the paper is organized as follows. In section 2 we review the definition of the
basic notions of differential calculus on a generic associative algebra over a field of characteristic
zero. In particular in §2.3 we build the Karoubi-de Rham complex, whose elements play the role
of “associative differential forms”. We analyze in detail a couple of examples, the associative
affine spaces (§2.4) and the associative varieties determined by path algebras of quivers (§2.7).
To deal with the latter it will be necessary to slightly refine the class of associative differential
forms used by introducing a notion of differential calculus relative to a subalgebra (§2.6).
In section 3 we review the connection between the worlds of associative and commutative
geometry. Following Kontsevich’s philosophy recalled above, one is led to consider the space
of finite-dimensional representations of a (finitely generated) associative algebra. This can be
interpreted as an affine scheme (or variety) on which a natural action of the general linear group is
defined. We explain in some detail the basic process through which associative-geometric objects
defined on the algebra A induce GL-invariant geometric objects on representation spaces. The
relative case, which is the appropriate one for quiver representation spaces, is treated in §3.3.
Finally in section 4 we survey the applications of this formalism to finite-dimensional inte-
grable dynamical systems. We first review the development by Kontsevich and Ginzburg of the
associative version of symplectic varieties (inducing ordinary symplectic structures on representa-
tion spaces) and the definition of the canonical associative symplectic structures on free algebras
and quiver path algebras. Then we consider some simple examples of Hamiltonian systems on
associative spaces, and show how their (trivial) solutions project down to interesting flows on
some symplectic quotients of the corresponding representation spaces. This approach can be
seen as a natural extension of the projection method introduced by Olshanetsky and Perelomov
to solve the systems of Calogero-Moser type [11].
In order to keep our treatment within reasonable bounds we were forced to gloss over some
more recent developments in associative geometry such as the introduction of bisymplectic struc-
tures [12] and double Poisson structures [13]. We hope to be able to cover these important topics
(and their applications to integrable systems) in a sequel to these notes [14].
As it should be clear from the above summary, this paper is meant to be purely expository.
Every construction we are going to review can be found in more advanced sources such as [9]
and [15]. On the reader’s part we assume a basic acquaintance with the fundamental notions of
algebraic (or differential) geometry, but little or no experience in dealing with noncommutative
algebras. We also assume a reasonable amount of familiarity with basic category theory (espe-
cially universal constructions and adjoint functors), and (for the material in section 4) a working
knowledge of ordinary symplectic geometry.
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It should be stressed that I am not an expert in noncommutative geometry; the content of
these notes merely reflects my understanding of a small part of this topic at the time of the
deadline for submitting the manuscript. I hope this effort will be useful for other novices who
intend to venture into this complex and fascinating field.
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2 Differential calculus on associative algebras
In this section we review the construction of the universal calculus of differential forms on asso-
ciative algebras. Most of this material is taken from Ginzburg’s lectures [9] and may be found
in many other standard references such as, for instance, [16, 17, 18].
2.1 Kähler differentials
In ordinary (commutative) geometry a fundamental role is played by differential forms. As the
name implies, the concept originated in the theory of smooth spaces (differentiable manifolds),
but was later exported in much more general settings by a purely algebraic construction, known
as Kähler differentials. It turns out that this more abstract reformulation can easily be adapted
to the associative context.
We start by recalling some definitions. Let A be a (not necessarily commutative) ring. An
A-bimodule is an abelian group M equipped with two actions of A, one from the left and one
from the right, which are compatible in the following sense:
a.(m.b) = (a.m).b for every a, b ∈ A, m ∈M. (2.1)
An A-bimodule M is called symmetric if the two actions coincide, that is a.m = m.a for every
a ∈ A and m ∈ M . Clearly, if A is commutative then every left (or right) A-module can be
extended to a symmetric A-bimodule by simply defining the opposite action to be equal to the
one given (but notice that, even in the commutative case, not every A-bimodule is of this kind).
It follows that the categories of left A-modules, of right A-modules and of symmetric A-bimodules
are all isomorphic when the ring A is commutative, hence we can simply speak of “A-modules”
and let the elements of A act from whatever side we wish.
Now let K be a field of characteristic zero and A a commutative K-algebra, thought of as the
algebra of “regular” functions X → K for some space X . Given an A-module M , a K-linear map
δ : A→M is called a derivation if
δ(ab) = δ(a)b + aδ(b) for every a, b ∈ A. (2.2)
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Let us denote by Der(A,M) the set of derivations A→M , and consider the functor
Der(A, · ) : A-Mod→ Set (2.3)
which sends each A-module M to the set Der(A,M) and each A-linear map f : M → N to
its pushforward f∗ (defined by f∗(δ) = f ◦ δ). We claim that this functor has a universal
element (see [19, p. 57]), namely there exists a pair (Ω1(A), d), where Ω1(A) is an A-module
and d ∈ Der(A,Ω1(A)), such that for every other pair (M, θ) of this kind there exists a unique
A-linear map fθ : Ω
1(A)→M that makes the following diagram commute in A-Mod:
A
d //
θ ""❊
❊❊
❊❊
❊❊
❊❊
Ω1(A)
fθ

M
(2.4)
To see this one can either build the required A-module “by hand”, taking as generators the
formal symbols {da}a∈A and imposing suitable relations between them (see e.g. [20, Chap. 16]),
or proceed in a more explicit way by taking a suitable quotient of the kernel of the multiplication
map of A, seen as a K-linear map1 A⊗A→ A (see e.g. [21, Chap. 9]).
The elements of Ω1(A) are called Kähler differentials and act as substitutes of differential
forms in a purely algebraic context. When A is the coordinate algebra of a smooth algebraic
variety, the Kähler differentials are precisely the usual differential forms with regular (that is,
polynomial) coefficients; for singular varieties the two concepts no longer agree, and Kähler
differentials behave in a better way2
Suppose now that our K-algebra A is no longer commutative. Since the definition (2.2) of
derivation makes perfect sense also whenM is a non-symmetric A-bimodule, we can again define
a functor
Der(A, · ) : A-Bimod→ Set (2.5)
in exactly the same manner as above, the only difference being that now the domain is the whole
category of A-bimodules. We can then ask if the same universal problem previously used to
define Kähler differentials has a solution in the new context, and the answer is affirmative.
Theorem 1. The functor (2.5) has a universal element: there exists a pair (Ω1nc(A), d), where
Ω1nc(A) is an A-bimodule and d ∈ Der(A,Ω
1
nc(A)), such that for every other pair (M, θ) of this
kind there exists a unique A-bimodule morphism fθ : Ω
1
nc(A) → M that makes the following
diagram commute in A-Bimod:
A
d //
θ ""❋
❋❋
❋❋
❋❋
❋❋
Ω1nc(A)
fθ

M
(2.6)
The proof of this result is not difficult but would entail a long detour through topics like
Hochschild cohomology which will have no further use in these notes. For this reason we omit
it, referring the interested reader to [9, Section 10].
1Here and in what follows we adopt the following convention: whenever we use a tensor product sign without
a subscript, we mean a tensor product over K.
2We remark that more care is needed when interpreting Kähler differentials in non-algebraic contexts, see
http://mathoverflow.net/q/6074 .
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Concretely, if we denote by µ : A⊗ A→ A the multiplication map of A we can take Ω1nc(A)
to be the kernel of µ (seen as a sub-A-bimodule of A⊗A, the bimodule structure being given by
a.(a′ ⊗ a′′) = aa′ ⊗ a′′, (a′ ⊗ a′′).b = a′ ⊗ a′′b) with the map d defined by
da := 1⊗ a− a⊗ 1 for every a ∈ A. (2.7)
By construction, every α ∈ Ω1nc(A) may be written as a finite sum of the form
α =
∑
i
a′i ⊗ a
′′
i (2.8)
for some a′i, a
′′
i ∈ A such that
∑
i a
′
ia
′′
i = 0. Using the map (2.7) we can write equivalently
α =
∑
i
a′i.da
′′
i =
∑
i
a′i.(1⊗ a
′′
i − a
′′
i ⊗ 1) =
∑
i
a′i ⊗ a
′′
i −
∑
i
a′ia
′′
i ⊗ 1 =
∑
i
a′i ⊗ a
′′
i .
Given a pair (M, θ) as in the statement of theorem 1, the map fθ is then defined by sending the
element (2.8) to
∑
i a
′
i.θ(a
′′
i ) ∈M .
It is useful to reformulate the universal property expressed by theorem 1 as the existence of
a natural isomorphism
Der(A, · ) ≃ A-Bimod(Ω1nc(A), · ). (2.9)
Again, this is exactly analogous to what happens in the commutative case, with the category
A-Bimod replacing the category A-Mod.
Particularly important is the case when M is the algebra A itself seen as an A-bimodule in
the obvious way, that is by defining
a.x := ax and x.b := xb for all a, b, x ∈ A.
When A is (commutative and) the algebra of regular functions on a smooth affine manifoldX , the
derivations A→ A are in 1-1 correspondence with algebraic vector fields globally defined on X .
As we shall see in section 3, the same interpretation makes sense also in the associative context;
we then take Der(A) := Der(A,A) to be the (linear) space of vector fields on the “associative
variety” determined by A. The natural isomorphism (2.9) then implies that for every θ ∈ Der(A)
there exists a unique A-bimodule map iθ : Ω
1
nc(A)→ A such that θ = iθ ◦ d, that is
iθ(da) = θ(a) for every a ∈ A. (2.10)
Clearly this property specifies completely the action of iθ on every element of Ω
1
nc(A).
Let us remark that the K-linear space Der(A) has a natural structure of Lie algebra when
equipped with the usual commutator bracket:
[θ1, θ2] := θ1 ◦ θ2 − θ2 ◦ θ1.
However, it cannot be equipped with the structure of a (left or right) A-module as soon as A
fails to be commutative. The best one can do is to define an action of Z(A), the center of the
algebra A, on Der(A) as follows: given k ∈ Z(A) and θ ∈ Der(A), we take as k.θ the map
a 7→ kθ(a) for every a ∈ A.
This map is a derivation because
(k.θ)(ab) = k(θ(a)b + aθ(b)) = kθ(a)b+ kaθ(b)
which coincides with
(k.θ)(a)b + a(k.θ)(b) = kθ(a)b + akθ(b)
precisely because ka = ak for every a ∈ A. This makes Der(A) a symmetric Z(A)-bimodule.
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2.2 The complex Ω•(A)
From now on we are going to denote the bimodule of Kähler differentials for a generic associative
algebra A simply as Ω1(A). In order to obtain a notion of n-form for every n > 1 we would like
to build a cochain complex Ω•(A) whose lower degree part reduces to the universal derivation
d : A→ Ω1(A) provided by theorem 1. It turns out that the most convenient way to achieve this
goal involves another kind of universal construction.
Recall that a K-algebra A is said to be graded (over N) if it comes equipped with a direct
sum decomposition
A =
⊕
i∈N
Ai (2.11)
such that AiAj ⊆ Ai+j . It follows that A0 is a subalgebra of A and each Ai is an A0-bimodule
(not necessarily symmetric). A grading over N automatically induces also a Z/2 grading, namely
a decomposition of A into an “even” and an “odd” part,
A+ :=
⊕
i even
Ai and A− :=
⊕
i odd
Ai, (2.12)
such that A±A± ⊆ A+, A±A∓ ⊆ A−.
A K-linear map f : A → A is said to be of degree ℓ if f(Ai) ⊆ Ai+ℓ. A map δ : A → A of
degree ℓ which satisfies the graded Leibniz rule
δ(ab) = δ(a)b+ (−1)kℓaδ(b) for every a ∈ Ak, b ∈ A (2.13)
is called a graded derivation of degree ℓ. Ordinary derivations of A are exactly the graded
derivations of degree zero. We shall speak of odd derivations for graded derivations of odd degree,
and similarly for even derivations.
The following result is easily proved using the graded Leibniz rule and induction.
Lemma 2. Let A be a graded algebra. If two derivations A→ A of a fixed degree coincide on a
set of generators for A then they are equal.
A morphism of graded algebras from A to B is a morphism of K-algebras f : A → B
which has degree zero (f(Ai) ⊆ Bi for every i ∈ N).
A differential graded algebra, or dg-algebra for short, is a pair (D, d) consisting of a
graded algebra D and a derivation d : D → D of degree 1 such that d ◦ d = 0. The map d is
called the differential of the dg-algebra; we shall denote by dn : Dn → Dn+1 the restriction of d
to the homogeneous component of degree n in D.
Amorphism of dg-algebras from (D, d) to (E, d′) is a morphism of graded algebras f : D →
E that intertwines the two differentials, which means that the diagram
Dn
dn //
f |Dn

Dn+1
f |Dn+1

En
d′n
// En+1
(2.14)
commutes for every n ∈ N. The category obtained by taking as object the dg-algebras over K
and as arrows the dg-algebra morphisms will be denoted by K-dga.
As we already noted, the degree zero part of a graded K-algebra is itself a K-algebra. It
follows that there exists a restriction functor
( · )0 : K-dga→ K-Alg (2.15)
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which sends a generic dg-algebra (D, d) to its degree zero part D0 and a morphism of dg-algebras
f : (D, d)→ (E, d′) to the restriction f |D0 (which can be seen as a map with codomainE0 because
f preserves the grading). It turns out that this functor possess a left adjoint, which enables us
to canonically construct a dg-algebra extending any given K-algebra of “degree zero” elements.
Theorem 3. For every K-algebra A there exists a universal morphism from A to ( · )0, that
is a pair (D(A), i) consisting of a dg-algebra D(A) and a K-algebra morphism i : A → D(A)0
such that for every other pair (Γ, ψ) of this kind there exists a unique morphism of dg-algebras
uψ : D(A)→ Γ that makes the following diagram commute in K-Alg:
A
i //
ψ ""❊
❊❊
❊❊
❊❊
❊❊
D(A)0
uψ

Γ0
(2.16)
This result was first proved in a seminal paper by Cuntz and Quillen [22]. The dg-algebra
D(A) is called the universal differential envelope of the K-algebra A and admits a very
explicit description that we illustrate next.
Let us set A¯ := A/K, as a quotient of vector spaces over K; for every a ∈ A we shall denote
by a its image along the canonical projection A→ A¯. Now define3
D(A)n := A⊗ A¯⊗ · · · ⊗ A¯︸ ︷︷ ︸
n times
(2.17)
and let D(A) :=
⊕
n∈ND(A)n. Then define dn : D(A)n → D(A)n+1 as follows:
dn(a0 ⊗ a1 ⊗ · · · ⊗ an) := 1⊗ a0 ⊗ · · · ⊗ an. (2.18)
Finally we must give a product on D(A) compatible with the grading. We do this by defining a
map D(A)n ×D(A)m−1−n → D(A)m−1 via the following prescription:
(a0 ⊗ a1 ⊗ · · · ⊗ an)(an+1 ⊗ an+2 ⊗ · · · ⊗ am) :=
(−1)na0a1 ⊗ a2 ⊗ · · · ⊗ am +
n∑
i=1
(−1)n−ia0 ⊗ a1 ⊗ · · · ⊗ aiai+1 ⊗ · · · ⊗ am, (2.19)
where the a1 that figures in the first term on the right-hand side is any representative for a1 (it
is easy to check that the result does not depend on the particular representative chosen).
Notice in particular the non-trivial action of an element of D(A)0 = A on D(A)n from the
right (the action from the left is the obvious one):
(a0 ⊗ a1 ⊗ · · · ⊗ an)an+1 = (−1)
na0a1 ⊗ a2 ⊗ · · · ⊗ an+1 +
+ (−1)n−1a0 ⊗ a1a2 ⊗ · · · ⊗ an+1 + · · ·+ a0 ⊗ a1 ⊗ · · · ⊗ anan+1.
For instance when n = 1 we have
a(a0 ⊗ a1) = aa0 ⊗ a1 but (a0 ⊗ a1)b = −a0a1 ⊗ b+ a0 ⊗ a1b.
In [22] the authors prove (1) that the pair (D(A), d) is a dg-algebra, and (2) that the pair
(D(A), i), where i is the identity map A→ D(A)0 = A, solves the universal problem (2.16).
3Recall our convention about tensor products: a ⊗ sign means by default ⊗K.
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Let us clarify the relationship between D(A) and the Kähler differentials of A. Consider
the degree zero component of the map (2.18); as D(A)0 = A, it is a derivation from A to the
A-bimodule D(A)1. It can be shown (see [9, Theorem 10.7.1]) that the pair (D(A)1, d0) is also a
universal element for the functor Der(A, · ). The universal property of the pair (Ω1(A), d) then
implies that there exists a unique isomorphism of A-bimodules
ψ : Ω1(A)→ D(A)1
such that ψ ◦ d = d0; that is, ψ sends da = 1⊗ a− a⊗ 1 ∈ Ω
1(A) to 1⊗ a ∈ A⊗ A¯ = D(A)1. Its
inverse is given by
a0 ⊗ a1 7→ a0 ⊗ a1 − a0a1 ⊗ 1
(it is easy to verify that the right-hand side does not depend on the particular representative
chosen for a1). We conclude that the A-bimodule of degree 1 elements in D(A) gives another
realization of the Kähler differentials for A.
To understand the nature of the complex D(A) in higher degrees let us briefly review the
notion of tensor algebra of a bimodule. Given a K-algebra A and an A-bimodule M , the tensor
algebra of M is defined to be the K-vector space
TA(M) :=
⊕
i∈N
T
i
A(M) (2.20)
where T 0A(M) := A, T
1
A(M) := M and, for every i > 1,
T
i
A(M) := M ⊗A · · · ⊗A M︸ ︷︷ ︸
i times
.
Clearly TA(M) is a K-algebra graded over N, by taking T
i
A(M) as the homogeneous component
of degree i. It will be useful to interpret the tensor algebra construction as an adjoint functor;
to explain this, however, a little aside is necessary.
In commutative algebra, by an algebra over a commutative ring R it is usually meant a pair
(A, η) where A is a (not necessarily commutative) ring and η : R → A is a morphism of rings
whose image is contained in the center of A (see e.g. [23, p. 121]). This gives to A the structure
of a left R-module (or right R-module, or symmetric R-bimodule) by defining r.a := η(r)a and/or
a.r := aη(r); the two expressions always coincide precisely because η(r) belongs to the center of
A.
When R is no longer assumed to be commutative it is natural (and in fact necessary, if
we want non-symmetric bimodules) to drop the constraint on the image of η; hence for us an
algebra over the ring R will be a pair (A, η) consisting of a ring A and a morphism of rings
η : R → A. Again, this means that A is automatically equipped with the structure of a (not
necessarily symmetric) R-bimodule defined by
r.a.r′ = η(r) a η(r′) for every a ∈ A, r, r′ ∈ R. (2.21)
By an unfortunate mismatch in terminology, the category of algebras over R (in this “non-
central” sense) is exactly what category theorists call the category of objects under R in Rng
(see e.g. [19, p. 45]); we shall denote it by R ↓ Rng4.
With this confusing point understood, let us return to the tensor algebra of an A-bimodule
M . Since the map
η : A→ TA(M) (2.22)
4Another popular notation is R/Rng. Notice that we keep using the notation R-Alg for the category of
“usual” algebras over a commutative ring (or field) R.
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defined by sending each a ∈ A to the corresponding degree zero tensor is an (injective) morphism
of K-algebras, the tensor algebra TA(M) is naturally an algebra over A, that is an object of the
category A ↓ K-Alg. It follows that we can define a functor
TA : A-Bimod→ A ↓ K-Alg (2.23)
by sending each A-bimoduleM to its tensor algebra and each morphism of A-bimodules f : M →
N to the map TA(f) : TA(M)→ TA(N) defined on decomposable tensors of degree i as
m1 ⊗A · · · ⊗A mi 7→ f(m1)⊗A · · · ⊗A f(mi) (2.24)
(as is well known, tensors of this form generate the whole of T iA(M)). In the other direction we
have the “partially forgetful” functor U : A ↓ K-Alg→ A-Bimod that, given an algebra B over
A, forgets the product in B but keeps the A-bimodule structure. It is easy to check that, for
every A-bimodule M and every A-algebra B, there is a natural isomorphism
A ↓ K-Alg(TA(M), B) ≃ A-Bimod(M,U(B)) (2.25)
and this means exactly that the functor TA is left adjoint to U . Hence the tensor algebra
construction (2.20) can be seen as the universal way to “enhance” the structure of an A-bimodule
to that of a full algebra over A. Again, this is exactly analogous to what happens in the
corresponding commutative situation, where the tensor algebra of a module gives a functor
R-Mod→ R-Alg which is left adjoint to the forgetful functor R-Alg→ R-Mod.
Lemma 4. LetM be an A-bimodule and B be an algebra over A. Every morphism of A-bimodules
f : M → B can be extended in a unique manner to a (even or odd) derivation δf : TA(M)→ B
such that:
1. the restriction of δf to T
0
A(M) ≃ A is a specified map A→ B, and
2. the restriction of δf to T
1
A(M) ≃M coincides with f .
The proof boils down to a straightforward induction, where the inductive step uses the (pos-
sibly graded) Leibniz rule to reduce by one the degree of the tensor on which δf operates.
Consider now the tensor algebra determined by the bimodule of Kähler differentials of A,
Ω•(A) := TA(Ω
1(A)). (2.26)
A tensor of degree k in Ω•(A) may be written as a linear combination of terms of the form
a1.db1 ⊗A a2.db2 ⊗A · · · ⊗A ak.dbk.ak+1
where each ai, 2 ≤ i ≤ k may be freely moved across the tensor product sign. Clearly this looks
quite different from a typical element of D(A)k. This notwithstanding, we have the following:
Theorem 5. The graded algebras Ω•(A) and D(A) are isomorphic.
Proof. Let ψ : Ω1(A)→ D(A)1 be the A-bimodule isomorphism defined above. By composing ψ
with the embedding D(A)1 →֒ D(A) we obtain an A-bimodule map Ω
1(A) → D(A). Using the
natural isomorphism (2.25), this corresponds to a morphism Ψ: TA(Ω
1(A))→ D(A) of algebras
over A which is defined on decomposable tensors by
Ψ(α1 ⊗A · · · ⊗A αn) = ψ(α1) . . . ψ(αn)
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To conclude it is sufficient to show that Ψ is invertible. Its inverse can be defined as follows:
given a decomposable element a0 ⊗ a1 ⊗ · · · ⊗ an in D(A)n, we write it as the product
(a0 ⊗ a1)(1 ⊗ a2) . . . (1⊗ an)
and send it to
ψ−1(a0 ⊗ a1)⊗A ψ
−1(1⊗ a2)⊗A · · · ⊗A ψ
−1(1⊗ an)
It is clear that the map so defined is an inverse for Ψ.
We can use the isomorphism Ψ to transfer the differential (2.18) naturally defined on D(A)
on the tensor algebra Ω•(A), as the map d := Ψ−1 ◦ d ◦ Ψ. For instance, a generic element
α =
∑
i ai.dbi in Ω
1(A) corresponds via the map ψ to
∑
i ai ⊗ bi in D(A)1. Its differential in
D(A)2 is ∑
i
1⊗ ai ⊗ bi =
∑
i
(1⊗ ai)(1 ⊗ bi)
and Ψ−1 maps this element back to
dα =
∑
i
dai ⊗A dbi ∈ Ω
1(A)⊗A Ω
1(A) (2.27)
Notice that we could certainly use lemma 4 to directly define a map d: Ω•(A) → Ω•(A) which
restricts to the universal derivation (2.7) on tensors of degree zero and acts as in equation (2.27)
on tensors of degree 1. However, it is then a non-trivial endeavor to show that d ◦d = 0. On the
contrary, the proof of this fact is immediate in the universal differential envelope. Thus, thanks
to theorem 5 we can have the best of both worlds.
2.3 The Karoubi-de Rham complex
At this point it would seem natural to interpret the pair (Ω•(A), d) as the complex of differential
forms on the “associative variety” determined by the algebra A. There are two problems with
this idea. The first one is that the cohomology of this complex turns out to be (rather trivial
and) entirely independent from A, as the following result shows.
Theorem 6. The cohomology of the complex (Ω•(A), d) is given by
Hk(Ω•(A)) =
{
K if k = 0
0 otherwise.
(2.28)
Proof. It is convenient to work in (D(A), d). From the expression (2.18) it is clear thatH0(Ω•(A)) =
ker d0 = K1. On the other hand, for every n > 1 the map dn admits the following factorization:
K1⊗ A¯⊗(n+1) u
((◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
A⊗ A¯⊗n
77 77♦♦♦♦♦♦♦♦♦♦♦
dn // A⊗ A¯⊗(n+1)
(2.29)
But ker dn+1 is exactly K1⊗ A¯
⊗(n+1), hence the triviality of Hk(Ω•(A)) for k > 0.
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The second drawback is that, even when the algebra A is commutative, Ω•(A) does not coin-
cide with the usual dg-algebra of differential forms on the corresponding affine variety. Indeed,
the algebra Ω•(A) is not graded-commutative: for instance da db 6= −db da in general5. To re-
cover this property we need to take a quotient of Ω•(A) in which such relations are imposed by
hand.
In order to do this let us recall that the graded commutator on a graded algebra D is the
map [[·, ·]] : D ×D → D defined on homogeneous elements a ∈ Di, b ∈ Dj by
[[a, b]] := ab− (−1)ijba (2.30)
and then extended by linearity on the whole of D. Notice that [[a, b]] coincides with the ordinary
commutator [a, b] as soon as at least one of a and b has even degree, whereas for two elements of
odd degree we have [[a, b]] = ab + ba instead. In the sequel the following compatibility property
between derivations and graded commutators, which is immediate to check, will be rather useful.
Lemma 7. Let D be a graded algebra and δ : D → D be a graded derivation. Then δ maps a
graded commutator in a linear combination of graded commutators.
Now let A be any associative algebra. The Karoubi-de Rham complex of A [25] is the
graded vector space over K given by the quotient
DR•(A) :=
Ω•(A)
[[Ω•(A),Ω•(A)]]
(2.31)
where [[Ω•(A),Ω•(A)]] denotes the linear subspace in Ω•(A) generated by all the elements of the
form [[a, b]] for a, b ∈ Ω•(A). This is indeed a graded subspace, so that the quotient (2.31) makes
sense in the category of graded vector spaces over K (it does not make sense in the category
graded K-algebras, since [[Ω•(A),Ω•(A)]] is not an ideal). We shall take the elements of DR•(A)
as the associative-geometric counterpart of differential forms.
In general it is not easy to explicitly describe these objects. In degree zero, however, we have
obviously
DR0(A) =
A
[A,A]
(2.32)
where [A,A] is the linear subspace spanned by commutators in A. Classically a 0-form is just
a function, so it is natural to regard DR0(A) as the linear space of “regular functions” on the
associative variety determined by A.
The homogeneous component DR1(A) of the quotient (2.31) is also easy to describe: as the
only degree 1 relations in [[Ω•(A),Ω•(A)]] are of the form aβ−βa for some a ∈ A and β ∈ Ω1(A),
we have that6
DR1(A) =
Ω1(A)
[A,Ω1(A)]
. (2.33)
As soon as n ≥ 2 things get more complicated: for example DR2(A) is defined by relations
coming from both the subspaces
[A,Ω2(A)] = span
K
{aω − ωa}a∈A,ω∈Ω2(A)
and
[[Ω1(A),Ω1(A)]] = spanK{αβ + βα}α,β∈Ω1(A).
5Some applications of these “non-standard” differential forms on commutative algebras can be found in [24].
6Cognoscenti will recognize DR0(A) and DR1(A) as the degree zero Hochschild homology of the A-bimodules
A and Ω1(A), respectively.
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Clearly, without further information on the algebra A there is little hope for an explicit descrip-
tion of these quotients.
It follows from lemma 7 that the differential of the complex Ω•(A) maps a graded commutator
to a linear combination of graded commutators, and so descends to a map
d: DR•(A)→ DR•(A). (2.34)
Moreover, this map still obeys the fundamental relation d ◦ d = 0. This means that the pair
(DR•(A), d) qualifies as a differential graded vector space, that is a graded vector space equipped
with a map increasing the degree by one and whose square vanishes. On the other hand, it does
not qualify as a dg-algebra, since elements of DR•(A) cannot be meaningfully multiplied. (For
the same reason, the map (2.34) is not itself a derivation.)
However, the apparent lack of an “exterior product” operation between associative differential
forms is not as serious a problem as it may seem. The reason is that many constructions involving
such products can be performed at the level of the dg-algebra Ω•(A) and then pushed down to its
quotient DR•(A). Let us show how this works in practice by setting up a “differential calculus”
for associative differential forms, following [9, Section 11].
As anticipated in §2.1, the role of vector fields will be played by derivations A → A. For
every vector field θ ∈ Der(A) we have the A-bimodule map iθ : Ω
1(A) → A defined by the
equality (2.10). By composing with the embedding A →֒ Ω•(A) we can see iθ as a morphism of
A-bimodules from Ω1(A) to Ω•(A). Then we can use lemma 4 to extend this map to a derivation
of degree −1 on Ω•(A) (that is, an odd derivation mapping each Ωn(A) to Ωn−1(A)) which
vanishes on tensors of degree zero. The resulting map
iθ : Ω
•(A)→ Ω•(A) (2.35)
will be called the interior product on Ω•(A). For instance its action on a generic degree two
elements is
iθ(a1db1a2db2a3) = a1θ(b1)a2db2a3 − a1db1a2θ(b2)a3 (2.36)
and one can readily verify that iθ ◦ iθ = 0. More generally, we have
iθ(da1 . . . dan) =
n∑
i=1
(−1)i−1da1 . . . θ(ai) . . . dan. (2.37)
It follows from lemma 7 that each map iθ descends to a map on the Karoubi-de Rham complex
that we still denote in the same way,
iθ : DR
•(A)→ DR•(A).
We notice that the following equality holds for every pair of derivations θ, η ∈ Der(A):
iθ ◦ iη = −iη ◦ iθ. (2.38)
In particular the natural “pairing” map Ω1(A)×Der(A)→ A defined by (α, θ) 7→ iθ(α) descends
to a K-linear map
〈 · , · 〉 : DR1(A)×Der(A)→ DR0(A) (2.39)
representing the operation of contraction between a 1-form and a vector field, resulting in a
regular function.
Now that we have both an exterior differential and an interior product on Ω•(A) it is straight-
forward to define a companion “Lie derivative” operator using Cartan’s formula:
Lθ := d ◦ iθ + iθ ◦ d (2.40)
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By definition, Lθ is a degree 0 (hence even) derivation. Explicitly, it acts as follows:
Lθ(a0da1 . . . dan) = θ(a0)da1 . . . dan +
n∑
i=1
a0da1 . . . dθ(ai) . . . dan (2.41)
Moreover, using lemma 2 one can verify by a direct calculation on 1-forms (which generate Ω•(A)
as an algebra) that the following familiar identities hold:
Lθ ◦ iη − iη ◦ Lθ = i[θ,η] (2.42)
Lθ ◦ Lη − Lη ◦ Lθ = L[θ,η] (2.43)
By lemma 7 each map Lθ descends to the complex DR
•(A), where all the previous identities
continue to hold. In particular, the identity (2.42) applied to a 1-form α ∈ DR1(A) can be inter-
preted as an analogue of the classical fact that “Lie derivatives distribute inside contractions”:
Lθ(iη(α)) = iη(Lθ(α)) + i[θ,η](α)
where the commutator [θ, η] is interpreted as the action of Lθ on the derivation η.
Contrary to what happens for Ω•(A), computing the cohomology of the complex DR•(A) for
a given associative algebra A is usually a nontrivial problem. The next result is sometimes useful
in this connection. It states that, when the algebra A itself is graded in positive degrees only,
each cohomology group of DR•(A) depends only on the subalgebra of degree zero elements in A.
Theorem 8. Suppose the algebra A is graded over N. For every k ≥ 0 there is an isomorphism
Hk(DR•(A0)) ≃ H
k(DR•(A)). (2.44)
The proof closely mimics the usual argument leading to the Poincaré lemma for ordinary de
Rham cohomology; the reader may find the details in [9] (Theorem 11.4.7).
2.4 Associative affine space
As the first (and simplest) example of an associative variety we consider the associative affine n-
dimensional space, that is the associative space which corresponds to the free associative algebra
on n generators:
A = K〈x1, . . . , xn〉. (2.45)
To deal with this case it is useful to adopt the following “coordinate-free” approach. Let V be a
n-dimensional vector space with basis (e1, . . . , en) and let (x1, . . . , xn) denote a basis of the dual
space V ∗. Then the tensor algebra of V ∗ (over K)
T (V ∗) = K⊕ V ∗ ⊕ (V ∗ ⊗ V ∗)⊕ . . .
is isomorphic to A, as the reader can easily check; the tensor product is simply the concatenation
of words in the letters x1, . . . , xn. This point of view is useful because the resulting formalism is
automatically invariant under every affine automorphism of the algebra A7.
Now let M be an A-bimodule. Every K-linear map V ∗ →M can be extended to a derivation
A→ M using the Leibniz rule, and every element of Der(A,M) arises in this way (because the
generators of A belong to V ∗). On the other hand, the duality theorem for finite-dimensional
7It goes without saying that free associative algebras have many more automorphisms other than affine ones;
their description is a classic (and difficult) problem in associative algebra.
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vector spaces implies that the space of linear maps V ∗ →M is canonically isomorphic to M ⊗V .
We conclude that
Der(A,M) ≃M ⊗ V (2.46)
and Ω1(A) is just the free A-bimodule generated by V ∗,
Ω1(A) ≃ A⊗ V ∗ ⊗A. (2.47)
The pairing map Ω1(A)×Der(A)→ A defined by (α, θ) 7→ iθ(α) is then given by
〈a⊗ ϕ⊗ b, c⊗ v〉 = 〈ϕ, v〉V acb (2.48)
where 〈·, ·〉V denotes the pairing between V and V
∗.
Notice that Ω1(A) is indeed isomorphic to A⊗ A¯, as per general results, since
V ∗ ⊗A = V ∗ ⊗ (K⊕ V ∗ ⊕ V ∗⊗2 ⊕ . . . ) ≃
⊕
i>0
V ∗⊗i ≃ T (V ∗)/K = A¯.
It follows that, for every p ≥ 1,
Ωp(A) ≃ A⊗ A¯⊗p ≃ A⊗ (V ∗ ⊗A)⊗p.
Now let us study the Karoubi-de Rham complex of A starting from its component of degree zero,
DR0(A) =
A
[A,A]
.
It is not difficult to prove that two words in A differ by a commutator if and only if their letters are
related by a cyclic permutation. It follows that DR0(A) can be identified with the K-linear space
generated by the necklace words in the letters x1, . . . , xn, that is ordinary words considered
modulo cyclic permutations of their letters. These are well known combinatorial objects (see e.g.
[26, Chapter 15]).
In degree 1, quotienting the free bimodule (2.47) by the linear subspace [A,Ω1(A)] implies
that we can always move an element of A acting from the right to the left, as
a⊗ ϕ⊗ b = ba⊗ ϕ⊗ 1 + [a⊗ ϕ⊗ 1, b]
and the second term is killed by the projection onto DR1(A). It follows that
DR1(A) ≃ A⊗ V ∗
as a K-linear space. In particular for every ϕ ∈ V ∗ there is the 1-form dϕ = 1 ⊗ ϕ ∈ DR1(A).
The pairing (2.48) becomes
〈a⊗ ϕ, c⊗ v〉 = 〈ϕ, v〉V ac mod [A,A]
Unfortunately, even in this very special case there is no easy description of a generic associative p-
form for p ≥ 2. On the other hand, the cohomology of the complex DR•(A) is readily computed,
as first shown by Kontsevich in [10].
Theorem 9. Let A be a free algebra. Then
Hk(DR•(A)) =
{
K for k = 0
0 for k ≥ 1
(2.49)
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This is an immediate consequence of theorem 8. In fact A = T (V ∗) is exactly a positively
graded algebra whose degree zero part is K, hence there is an isomorphism
Hk(DR•(A)) ≃ Hk(DR•(K))
and the right-hand side is trivial for k > 0 and equal to K for k = 0.
We also have a notion of “partial derivative” of a regular function along a direction in the
dual vector space V . Indeed, for every v ∈ V we can define a map ∂v : DR
0(A)→ A by
∂vf := 〈df, 1⊗ v〉. (2.50)
In particular when v = ej is an element of the basis (e1, . . . , en) the resulting map is called the
necklace derivative with respect to the generator xj . It is natural to denote this map by
∂
∂xj
,
as
∂
∂xj
xi = 〈1⊗ xi, 1⊗ ej〉 = δij
where δij is the Kronecker symbol (δij = 1 when i = j, 0 otherwise).
More generally, given a necklace word f ∈ DR0(A) represented by the (ordinary) word
xi1 . . . xiℓ for a suitable set of indices i1, . . . , iℓ ∈ {1, . . . , n}, we have that
df =
ℓ∑
k=1
xi1 . . . xik−1dxikxik+1 . . . xiℓ =
ℓ∑
k=1
xik+1 . . . xiℓxi1 . . . xik−1dxik
where the second equality holds in DR1(A). It follows that
∂
∂xj
f = 〈
ℓ∑
k=1
xik+1 . . . xiℓxi1 . . . xik−1 ⊗ xik , 1⊗ ej〉 =
ℓ∑
k=1
δikjxik+1 . . . xiℓx1 . . . xik−1 . (2.51)
It is easy to check that this result does not depend on the particular representative chosen for f .
Finally let us derive an analogue of the usual formula for the differential of a function in
terms of partial derivatives. Given f ∈ DR0(A) we have df = 1⊗ f¯ and since f¯ ∈ A¯ ≃ V ∗ ⊗A
we can write
f¯ =
n∑
i=1
xi ⊗ ai for some a1, . . . , an ∈ A.
Then df =
∑n
i=1 1⊗ xi ⊗ ai ∈ Ω
1(A), which projects down to
df =
n∑
i=1
ai ⊗ xi (2.52)
in DR1(A). Substituting into (2.50) with v = ei we see that the coefficients ai are exactly the
necklace derivatives ∂f
∂xi
, so that
df =
n∑
i=1
∂f
∂xi
⊗ xi for every f ∈ DR
0(A). (2.53)
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2.5 The Quillen complex
Let us consider the map Ω1(A)→ [A,A] given by
a0da1 7→ [a0, a1].
This is well-defined because if a′1 = a1 + λ for some λ ∈ K then [a0, a
′
1] = [a0, a1] (as K is
contained in the center of A). Moreover, given a ∈ A and β = b0db1 ∈ Ω
1(A) we have that the
commutator
aβ − βa = ab0db1 − (b0db1)a = ab0db1 + b0b1da− b0d(b1a)
is sent to
[ab0, b1] + [b0b1, a]− [b0, b1a] = ab0b1 − b1ab0 + b0b1a− ab0b1 − b0b1a+ b1ab0 = 0.
We conclude that there is a well-defined map
b : DR1(A)→ [A,A] (2.54)
given by udv 7→ [u, v]. It is easy to check that
b ◦ d = d ◦ b = 0. (2.55)
If we define
DR
0
(A) :=
A
K+ [A,A]
≃
A¯
[A,A]
we can consider the sequence
0 // DR
0
(A)
d // DR1(A)
b // [A,A] // 0 . (2.56)
By virtue of (2.55) this sequence is also a complex; it is called the Quillen complex.
Lemma 10. Suppose the algebra A is free. Then the complex (2.56) is exact.
This result is proved for instance in [9, Lemma 11.5.3] and has the following important
consequence. Let α ∈ DR1(A) be a 1-form on an associative affine space, and write α =∑k
i=1 aidxi. Clearly
b(α) =
k∑
i=1
[ai, xi]
and lemma 10 implies that α is exact if and only if the right-hand side vanishes. On the other
hand, α is exact if and only if there exists a (non-constant) necklace word f ∈ DR
0
(A) such
that α = df , in which case, as we saw above, ai is just the necklace derivative
∂f
∂xi
. Putting all
together, we obtain:
Theorem 11. Let A be a free algebra and {g1, . . . , gk} be a subset of a set of generators for A.
There exist words u1, . . . , uk ∈ A such that
k∑
i=1
[ui, gi] = 0
if and only if there exists f ∈ DR
0
(A) such that ui =
∂f
∂xi
for every i ∈ {1, . . . , k}.
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2.6 Relative differential forms
In order to show other interesting examples of associative varieties it is necessary to generalize
slightly the differential calculus set up in §2.3 by developing the notion of differential forms
relative to a subalgebra, which was also introduced by Cuntz and Quillen in [22].
Let us assume that the associative algebra A contains a commutative subalgebra B that we
interpret as an enlarged subspace of “scalars”. Then it is natural to require for a derivation
defined on A to vanish not only on K but on the whole of B; that is, given an A-bimodule M
we should consider the set
DerB(A,M) := { θ ∈ Der(A,M) | θ(b) = 0 for all b ∈ B } .
This defines a subfunctor of the functor (2.3),
DerB(A, · ) : A-Bimod→ Set.
It turns out that this subfunctor also has a universal element: there exists a pair (Ω1(A/B), d)
consisting of an A-bimodule Ω1(A/B), whose elements will be called the Kähler differentials
of A relative to B, and a derivation d ∈ DerB(A,Ω
1(A/B)) vanishing on B, such that for every
other pair (M, θ) of this kind there exists a unique A-bimodule morphism fθ : Ω
1(A/B) → M
such that fθ ◦ d = θ.
Let us consider the tensor algebra over A of this bimodule,
Ω•(A/B) := TA(Ω
1(A/B)).
To equip this (graded) algebra with a differential we need again to identify it with a suitably
“relativized” version of the universal differential envelope introduced in §2.2. Namely, we consider
the category B-dga having as objects the differential graded algebras over the commutative
algebra B and as arrows the dg-algebra morphisms f : (D, d) → (E, d′) such that f |B = idB.
We have a functor
( · )0 : B-dga→ B-Alg
sending a dg-algebra (D, d) over B to its degree zero part, which is an algebra over B; the functor
(2.15) corresponds to the case B = K. It turns out that also in this more general setting the
functor ( · )0 has a left adjoint: for every B-algebra A there exists a pair (D(A/B), i) consisting
of a dg-algebra D(A/B) over B and a B-algebra morphism i : A→ D(A/B)0 such that for every
other pair (Γ, ψ) of this kind there exists a unique morphism of dg-algebras uψ : D(A/B) → Γ
that makes the diagram
A
i //
ψ
##❍
❍❍
❍❍
❍❍
❍❍
❍ D(A/B)0
uψ

Γ0
(2.57)
commute in B-Alg. The algebra D(A/B) can be defined in a way that closely parallels the
construction of D(A),
D(A/B) :=
⊕
n∈N
D(A/B)n with D(A/B)n := A⊗B A¯⊗B · · · ⊗B A¯︸ ︷︷ ︸
n times
,
the only difference being that now the tensor products are over B and A is defined to be
A := A/B. (2.58)
18
In particular, Ω1(A/B) is isomorphic to A⊗B A/B. The differential is still given by the formula
(2.18), and the product by the formula (2.19). Naturally enough, the pair (D(A/B), i) is called
the universal differential envelope of A relative to B.
The crucial result is that theorem 5 generalizes to the new setting:
Theorem 12. The graded algebras Ω•(A/B) and D(A/B) are isomorphic.
The proof of this fact can be found in [9] (Theorem 10.7.1). This means that we have a
differential
d: Ω•(A/B)→ Ω•+1(A/B)
extending to every degree the universal derivation d : A → Ω1(A/B). Theorem 6 generalizes as
follows:
Hk(Ω•(A/B)) =
{
B if k = 0
0 otherwise.
(2.59)
Let us define the Karoubi-de Rham complex of A relative to B as the graded vector space
DR•(A/B) :=
Ω•(A/B)
[Ω•(A/B),Ω•(A/B)]
. (2.60)
The “absolute” Karoubi-de Rham complex of A then coincides with DR•(A/K). Also note that
DR0(A/B) = A/[A,A] does not actually depend on B, so that the choice of scalars in A does
not affect the space of regular functions on the associative variety determined by A.
The differential calculus introduced in §2.3 readily extends to the relative case: for every
derivation θ ∈ DerB(A) relative to B we have a degree −1 “interior product”
iθ : DR
•(A/B)→ DR•(A/B)
and a degree 0 “Lie derivative”
Lθ : DR
•(A/B)→ DR•(A/B)
whose concrete expressions are still given by (2.37) and (2.41), respectively.
The constructions in §2.5 generalize as follows. The recipe udv 7→ [u, v] still defines a map
Ω1(A/B) → [A,A] that descends to a map b : DR1(A/B) → [A,A]. Moreover, if we define
DR
0
(A/B) to be the linear space
DR
0
(A/B) :=
A
B + [A,A]
then we can again write a “relative” Quillen complex as follows:
0 // DR
0
(A/B)
d // DR1(A/B)
b // [A,A] // 0 . (2.61)
However, this sequence may no longer be exact even when A is free.
2.7 Quiver path algebras
Another important class of examples of associative varieties arises by considering path algebras
of quivers; let us briefly review their construction.
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A quiver is a directed graph with no constraints on the kind and the number of its edges;
in particular it may have loops and/or multiple edges between the same pair of vertices, as for
instance in
•::
//// •

•
__❅
❅
❅
❅
❅
❅
❅
It is convenient to identify a quiver Q with the set of its edges; we shall denote its set of vertices
by IQ, or simply by I if the particular quiver we are referring to is clear from the context. Given
an edge ξ of a quiver Q we shall denote by s(ξ) its starting vertex, or source, and by t(ξ) its
ending vertex, or target.
A path in a quiver Q is a finite sequence of continuous edges in Q, or equivalently a word of
the form ξ1 . . . ξℓ for some ℓ ∈ N where ξ1, . . . , ξℓ ∈ Q and s(ξi) = t(ξi+1) for every 1 ≤ i ≤ ℓ− 1.
(In keeping with standard practice, the edges that make up a path are written down going from
the right to the left.) The maps s and t may be extended from edges to paths in the obvious
way: s(ξ1 . . . ξℓ) = s(ξℓ) and t(ξ1 . . . ξℓ) = t(ξ1).
The path algebra of a quiverQ over the field K, denoted KQ, is the K-linear space generated
by all the paths in Q equipped with the product defined as follows: given two paths p1 and p2,
their product p1 · p2 is the concatenation of the two words p1 and p2 if s(p1) = t(p2) (that is, p2
ends at the same vertex where p1 starts) and zero otherwise. It is clear that KQ is an associative
algebra over K which is not commutative in general.
We shall be concerned only with quivers having a finite vertex set, say I = {1, . . . ,m}. For
every i ∈ I we shall denote by ei the trivial (length zero) path at the vertex i. Obviously, each
ei is an idempotent element of KQ. Moreover, the set (e1, . . . , em) is a complete set of mutually
orthogonal idempotents for KQ, in the sense that
eiej = 0 when i 6= j and
∑
i∈I
ei = 1
where 1 is the unit of the path algebra. It follows that, as a vector space, the path algebra
decomposes as a direct sum of the form
KQ =
⊕
i,j∈I
(KQ)ji (2.62)
where (KQ)ji := ejKQei is the linear subspace of KQ spanned by all the paths i→ j in Q.
The decomposition (2.62) can be seen equivalently as follows. Denote by B the subalgebra
of KQ generated by the idempotents (ei)i∈I . This algebra is isomorphic to K
m, seen as a
(commutative) K-algebra with the product defined componentwise. The embedding B →֒ KQ
then makes KQ an algebra over B (in the sense explained in §2.2), and in fact it is easy to check
that
KQ ≃ TB(EQ) (2.63)
where EQ is the B-bimodule spanned (as a K-linear space) by the arrows in Q, with left and
right actions defined by
eiξ =
{
ξ if t(ξ) = i
0 otherwise
ξei =
{
ξ if s(ξ) = i
0 otherwise
for every ξ ∈ Q, i ∈ I.
This B-bimodule structure is just a compact way to package all the incidence relations described
by the quiver Q.
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The associative geometry of quiver path algebras has been studied in [27, 28]; let us review
the main results of these papers. Fix a quiver Q and let A := KQ. In order to obtain a good
theory one has to work relatively to the subalgebra B ⊆ A introduced above, using the relative
differential calculus reviewed in §2.6. Intuitively, this means that derivations and differential
forms defined on A must keep the vertices of the quiver fixed.
Let us start, then, by considering the complex Ω•(A/B), seen as the universal differential
envelope D(A/B). We would like to find a (linear) basis for the homogeneous component of
degree n,
D(A/B)n = A⊗B A/B ⊗B · · · ⊗B A/B.
An element of this space may be written as
p0 ⊗B dp1 ⊗B · · · ⊗B dpn (2.64)
where p0, . . . , pn ∈ A and p1, . . . , pn are paths of nonzero length (so that their projection in A/B
is nonzero). Suppose that the path pk+1 ends at vertex i (that is, eipk+1 = pk+1) and the path
pk starts at vertex j (pkej = pk); then
dpk ⊗B dpk+1 = dpk.ej ⊗B ei.dpk+1 = dpk.ejei ⊗B dpk+1
which is zero unless i = j. Clearly these are the only possible relations between elements of
D(A/B)n, so as a basis for this space we can take the set of decomposable tensors of the form
(2.64) where p1, . . . , pn are paths of length ≥ 1 and s(pk) = t(pk+1) for every 0 ≤ k ≤ n.
Consider now the relative Karoubi-de Rham complex DR•(A/B), starting as usual from the
component of degree zero. Let us call a path ξ1 . . . ξn ∈ A an (oriented) cycle if
t(ξ1) = s(ξn)
that is, the path ends at the same vertex where it begins. A necklace word in the path algebra
A is a cycle considered up to cyclic permutations of its component arrows. As in the free algebra
case, it is not difficult to prove the following result (see [28, Lemma 3.4]):
Lemma 13. A basis for the linear space DR0(A) is given by the set of necklace words in A.
This gives a description for regular functions on the associative variety determined by KQ
quite analogous to the one obtained in §2.4 for the associative affine space.
Now let us consider 1-forms. As we saw above, a basis for Ω1(A/B) is provided by expressions
of the form p0dp1 with s(p0) = t(p1). If s(p1) 6= t(p0) then p0dp1 = [p0, dp1] which is killed by the
projection onto DR1(A/B), so the paths p0 and p1 must form a cycle in Q. Then an induction
argument over the length of p1 (see [28, Lemma 3.5]) shows that it suffices to consider the case
where p1 has length 1, which means that it is an edge of the quiver. Summing up, we have the
linear isomorphism
DR1(A/B) ≃
⊕
ξ : i→j
Aijdξ. (2.65)
An interesting consequence of these results is that the necklace derivative operators introduced
in §2.4 can be generalized to the path algebra of any quiver. Indeed, using the isomorphism
(2.65) the differential of any regular function f ∈ DR0(A) can be written in a unique way as
df =
∑
ξ∈Q
pξdξ (2.66)
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where each pξ is a path which goes in opposite direction with respect to ξ. It follows that we
can define a map
∂
∂ξ
: DR0(A)→ Aij →֒ A
by sending each f ∈ DR0(A) to the path pξ. We can then rewrite formula (2.66) as
df =
∑
ξ∈Q
∂f
∂ξ
dξ.
This expression neatly generalizes formula (2.53), to which it reduces when Q is the quiver with
a single vertex and n loops.
In practice, the action of a necklace derivative ∂∂ξ on a necklace word f is computed in the
same manner as in the free algebra case: for each occurrence of the arrow ξ in f we write
down the path obtained by removing that arrow from the necklace (starting from the arrow
immediately after it) and then take the sum of all the resulting paths. Explicitly, η1 . . . ηℓ ∈ A
is a representative for f with η1, . . . , ηℓ ∈ Q then
∂f
∂ξ
=
ℓ∑
k=1
δηkξηk+1 . . . ηℓη1 . . . ηk−1.
The cohomology of the Karoubi-de Rham complex of A can also be explicitly calculated, as first
shown in [27, 28].
Theorem 14. Let A be the path algebra of a quiver Q. Then
Hk(DR•(A/B)) =
{
B for k = 0
0 for k ≥ 1.
(2.67)
This result shows that if the “right” choice for the subalgebra of scalar functions is made then
the associative variety determined by a quiver has the same cohomology as a contractible space,
exactly as it happens for associative affine spaces (theorem 9).
3 Representation spaces
In this section we review the connection between geometric objects defined on an associative
algebra A and the corresponding objects defined on the representation spaces of A, thereby
making contact between the associative and the commutative worlds. Our main references for
this part are [9], [15] and [29].
3.1 Representation spaces and their quotients
From now on we suppose that the associative algebra A is finitely generated, that is there exists
a natural number n ∈ N such that A may be presented as a quotient
A ≃ K〈x1, . . . , xn〉/I (3.1)
of the free algebra on n generators by a two-sided ideal I. This implies that the dg-algebra Ω•(A)
is also finitely generated, and that each homogeneous component Ωk(A) is finitely generated as
an A-bimodule.
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For every d ∈ N a d-dimensional representation of A is a morphism of K-algebras
ρ : A→ Matd,d(K),
where Matd,d(K) denotes the algebra of d × d matrices with entries in K. It is natural to
interpret such matrices as linear endomorphisms of Kd expressed in the canonical basis; then
each representation ρ defines a left A-module structure on Kd by putting
a.v := ρ(a)v for every a ∈ A, v ∈ Kd. (3.2)
Conversely, suppose V is a d-dimensional vector space over K equipped with the structure of a
left A-module. Then the choice of a basis E for V determines, by the same rule (3.2), a map
ρ : A→ Matd,d(K). Moreover, for every pair a, b ∈ A one has that
ρ(ab)v = ab.v = a.(b.v) = a.ρ(b)v = ρ(a)ρ(b)v for every v ∈ Kd.
It follows that ρ(ab) = ρ(a)ρ(b) for every a, b ∈ A, that is the map ρ is a morphism of K-algebras,
hence a d-dimensional representation of A in the original sense.
Notice that there is a certain amount of arbitrariness in this correspondence between rep-
resentations of A and left A-modules, which is given by the choice of the basis E. Choosing a
different basis E′ amounts to the choice of a different isomorphism V ≃ Kd, leading to a different
map ρ′ : A→ Matd,d(K). The two maps ρ and ρ
′ are then related by the equality
ρ′(a) = gρ(a)g−1 for every a ∈ A, (3.3)
where g ∈ GLd(K) is the invertible d × d matrix which realizes the change of basis from E to
E′. We say in this case that the representations ρ and ρ′ are equivalent. One of the basic
goals in the representation theory of associative algebras is to classify the equivalence classes of
finite-dimensional representations of A, or (equivalently) the A-modules of finite dimension8.
In order to attack this problem from a geometric perspective let us consider the space of all
d-dimensional representation of the algebra A,
RepAd := K-Alg(A,Matd,d(K)). (3.4)
We shall show, following [15, Chapter 2], how this space can be seen in a natural way as an affine
scheme. It is convenient to start from the special case in which the algebra A is free, say on
the n generators x1, . . . , xn. Then any d-dimensional representation of A can be specified simply
by picking a n-tuple of d × d matrices (X1, . . . , Xn) and declaring that Xi is the image of the
generator xi for every i = 1 . . . n. It follows that
RepAd = Matd,d(K)⊕ · · · ⊕Matd,d(K)︸ ︷︷ ︸
n times
= Matd,d(K)
⊕n (3.5)
This is clearly an affine algebraic variety (hence, in particular, a scheme); the corresponding
coordinate algebra, that we are going to denote An,d, is isomorphic to the polynomial ring over
K generated by the nd2 indeterminates (xi,jk)i=1...n, j,k=1...d representing each entry in a generic
n-tuple of d× d matrices:
X1 =

x1,11 . . . x1,1d
...
. . .
...
x1,d1 . . . x1,dd
 . . . Xn =

xn,11 . . . xn,1d
...
. . .
...
xn,d1 . . . xn,dd
 (3.6)
8It is important to note that there exist associative algebras having no finite-dimensional representations. For
such algebras one must necessarily consider representations of a more general kind, for example as linear operators
on an infinite-dimensional Hilbert space.
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Now let us return to the general case of a finitely generated algebra A, presented as in (3.1).
Then a d-dimensional representation of A may again be specified by a n-tuple of d× d matrices
(X1, . . . , Xn) such that the map K〈x1, . . . , xn〉 → Matd,d(K) defined by xi 7→ Xi descends to the
quotient (3.1). But this happens if and only if the matrices (X1, . . . , Xn) satisfy every relation
determined by the ideal I, that is the equation
p(X1, . . . , Xn) =

0 . . . 0
...
. . .
...
0 . . . 0
 (3.7)
holds for every p ∈ I (seen as a noncommutative polynomial in n indeterminates).
On the other hand, for each p ∈ I we can interpret the left-hand side of equation (3.7) as the
evaluation of the noncommutative polynomial p on the generic n-tuple of matrices (3.6). The d2
entries of this matrix are then polynomials in the indeterminates xi,jk that generate the algebra
An,d. Let us denote by JA the ideal of An,d generated by all these polynomials as p varies in
I. The above argument then shows that the set of d-dimensional representations of A coincides
with the zero locus of the ideal JA in Matd,d(K)
⊕n; it is thus an affine scheme (of finite type over
K), as claimed.
Notice that, since the ideal JA defined above is not necessarily radical, the scheme Rep
A
d is
not a variety in general. However, this will always be the case for the particular examples we
shall be interested in (namely, free algebras and quiver path algebras). For this reason, in what
follows we shall usually avoid the more sophisticated scheme-theoretic point of view and regard
RepAd simply as an affine algebraic variety.
To translate the notion of equivalent representations in geometric terms we note that the
correspondence (3.3) is naturally interpreted as the definition of a (left) action of the group
GLd(K) on Rep
A
d : given g ∈ GLd(K) and ρ ∈ Rep
A
d , the representation g.ρ is defined by
(g.ρ)(a) := gρ(a)g−1 for every a ∈ A. (3.8)
In fact the center of GLd(K) acts trivially, so that strictly speaking the group acting is rather
its quotient Gd := PGLd(K). Clearly, two representations are equivalent if and only if they
are related by the action of an element g ∈ Gd. We conclude that the equivalence classes of
d-dimensional representations of A are in one to one correspondence with the orbits of the group
action (3.8) on RepAd . The fundamental goal becomes then to describe those orbits.
The modern approach to the study of group actions on affine algebraic varieties goes under
the name of geometric invariant theory. It is obviously impossible for us to do justice to this huge
topic here. We direct the reader to the standard reference [30] for a comprehensive treatment;
see also [31] for a more concise introduction. We shall content ourselves with briefly summarizing
some results which shed some light on the above-mentioned problem.
First of all, we remind the reader about the standard notion of quotient in the algebro-
geometric context. Let G be an algebraic group acting on an affine variety X . A categorical
quotient for this action (in the category of affine algebraic varieties) is an affine variety X//G
together with a morphism π : X → X//G such that:
1. π is G-invariant: π(g.x) = π(x) for every g ∈ G and x ∈ X ;
2. π is universal among such morphisms: for every G-invariant morphism f : X → Z there
exists a unique morphism k : X//G→ Z such that f = k ◦ π.
As for any universal construction, if a categorical quotient exists then it is unique up to a unique
isomorphism.
24
One of the main results of geometric invariant theory is that when G is a reductive algebraic
group9 acting on an affine variety X the categorical quotient X//G always exists. This follows
from a basic result known as the Nagata-Hilbert theorem:
Theorem 15. Let G be a reductive algebraic group acting on the affine algebraic variety X.
Then the subalgebra K[X ]G ⊆ K[X ] consisting of G-invariant regular functions on X is finitely
generated.
The construction of the quotient then proceeds in the following way. We choose a set
(f1, . . . , fm) of generators for K[X ]
G and consider the morphism X → Km defined by
x 7→ (f1(x), . . . , fm(x)).
The image Y ⊆ Km of this morphism is closed and independent of the chosen generating set.
The induced surjective morphism π : X → Y is clearly G-invariant, and it can be shown that it is
also universal (in the sense of point 2 above). Thus the variety Y is isomorphic to the categorical
quotient X//G for the given action10.
It is important to note that the fibers of the quotient map π will not consist, in general, of
single orbits. However it can be proved that each fiber of π contains a unique closed orbit, so
that the variety X//G may be seen as a moduli space for closed G-orbits.
Let us return now to the specific setting of representation spaces. As the groupGd is reductive
and the variety RepAd is affine, the previous results can be applied in a straightforward way.
Moreover, closed orbits in RepAd are characterized by the following fundamental result, due to
M. Artin [32].
Theorem 16. The orbit of a representation ρ is closed in RepAd if and only if the corresponding
A-module is semisimple.
Putting all together, it follows that for each d ∈ N there exists an affine algebraic variety (or
scheme)
RAd := Rep
A
d //Gd, (3.9)
equipped with a surjective morphism π : RepAd → R
A
d , that parametrizes equivalence classes of
semisimple d-dimensional representations of A.
Let us remark that, depending on the situation at hand, the categorical quotient (3.9) may
not be the best choice as a quotient space for RepAd ; for instance it can be too small, or too big, or
too singular. It is possible, and often useful, to define a more general class of quotients by taking
a Gd-invariant open subset in Rep
A
d defined by suitable (semi)stability conditions and looking
for a variety which parametrizes those Gd-orbits which are closed in this subset (see again [30]
for the general theory of these “GIT quotients”). In the next section we shall see a particular
case of this approach, which takes advantage of some additional structure on RepAd (namely a
symplectic form) in order to construct smaller and more tractable quotient spaces.
3.2 The correspondence between the associative and the commutative
worlds
We shall now explain, following [9, Section 12], how each associative-geometric object defined
on the algebra A induces a corresponding Gd-invariant object on the space of d-dimensional
representations of A, and consequently a geometric object on its quotient spaces.
9A linear algebraic group is called reductive if it does not contain any closed normal unipotent subgroup. Many
commonly used groups are reductive, including all semisimple groups and general linear groups.
10For scheme-theoretically inclined readers it is perhaps easier to think about the categorical quotient as the
spectrum of the ring of invariants K[X]G; the morphism π is then obtained from the algebra embedding K[X]G →֒
K[X] by duality.
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Let us start from regular functions. By definition, the space of representations of A comes
equipped with an evaluation map
RepAd ×A→ Matd,d(K)
given by (ρ, a) 7→ ρ(a). Keeping the second argument of this map fixed we see that every a ∈ A
determines a matrix-valued function on RepAd , that is a map a˜ : Rep
A
d → Matd,d(K) given by
ρ 7→ ρ(a) for every ρ ∈ RepAd . Taking the trace of the resulting matrix we obtain a genuine
function aˆ : RepAd → K. Explicitly,
aˆ(ρ) = tr a˜(ρ) = tr ρ(a).
Since a can be expressed as a polynomial in some generating set {x1, . . . , xn} for A we see that
aˆ(ρ) can be expressed as a polynomial in the entries of the matrices ρ(x1), . . . , ρ(xn). But these
entries generate the coordinate algebra of RepAd , hence aˆ is a regular function on Rep
A
d . It follows
that the correspondence a 7→ aˆ defines a map
φ : A→ K[RepAd ]. (3.10)
Observe that this map is K-linear, since for every a, b ∈ A one has
â+ b(ρ) = tr ρ(a+ b) = tr(ρ(a) + ρ(b)) = tr ρ(a) + tr ρ(b) = aˆ(ρ) + bˆ(ρ),
whence φ(a+ b) = φ(a) + φ(b), and similarly for every λ ∈ K and a ∈ A one has
λ̂a(ρ) = tr ρ(λa) = tr(λρ(a)) = λ tr ρ(a) = λaˆ(ρ),
whence φ(λa) = λφ(a).
Moreover, the map φ vanishes on the linear subspace [A,A] ⊆ A. To check this it is sufficient
to show that cˆ = 0 for every c ∈ A that can be written as a commutator, say c = [a, b]. But then
cˆ(ρ) = tr ρ(c) = tr(ρ(a)ρ(b)− ρ(b)ρ(a)) = 0
by the cyclicity of the trace. It follows that the map (3.10) descends from A to DR0(A).
Finally, we claim that the image of φ is contained in the subalgebra of K[RepAd ] consisting
of Gd-invariant functions. To see this let us start by noting that DR
0(A) is generated, as a
linear space, by the necklace words in A. Then it suffices to show that for every necklace word
a = a1 . . . aℓ the regular function aˆ is constant along Gd-orbits. Let us take ρ ∈ Rep
A
d , g ∈ Gd
and define ρ′ := g.ρ; then
aˆ(ρ′) = tr ρ′(a1) . . . ρ
′(aℓ) = tr gρ(a1)g
−1gρ(a2)g
−1 . . . gρ(aℓ)g
−1 = tr ρ(a1) . . . ρ(aℓ) = aˆ(ρ)
as claimed. We conclude that there is a well defined linear map
φ : DR0(A)→ K[RepAd ]
Gd (3.11)
which sends a necklace word a1 . . . aℓ to the Gd-invariant function
ρ 7→ tr ρ(a1) . . . ρ(aℓ)
on RepAd . In this sense each regular function on the associative variety determined by A induces
a corresponding regular function on each quotient space RAd .
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It should be stressed that the map (3.11) is far from being surjective in general. However, it
follows from the first fundamental theorem of matrix invariants (see e.g. [15, Theorem 1.6]) that
the image of φ generates K[RepAd ]
Gd as an algebra.
We can now clear up the mystery regarding the lack of a product between regular functions on
associative varieties. The point is, of course, that the map (3.10) is not a morphism of algebras:
given a, b ∈ A we have that
âb(ρ) = tr ρ(ab) = tr ρ(a)ρ(b),
which is different from the regular function on RepAd given by
aˆ(ρ) · bˆ(ρ) = tr ρ(a) · tr ρ(b)
as the trace of a product is not the product of the traces. Obviously there is a well-defined
product between invariant functions on each representation space RepAd , but this product does
not come from the multiplication map on the algebra A (nor it is easily expressible in terms of
the latter).
To further elaborate on this point let us consider in detail the case of associative affine space,
A = K〈x1, . . . , xn〉. As explained in the previous subsection, Rep
A
d can be identified with the
linear space Matd,d(K)
⊕n. The map (3.11) then sends a generic necklace word f = xi1 . . . xiℓ
(with i1, . . . , iℓ ∈ {1, . . . , n}) to the Gd-invariant function
fˆ(X1, . . . , Xn) = trXi1 . . . Xiℓ .
Not every invariant function on Matd,d(K)
⊕n is of this form; for instance there is no hope of
getting the function trX1 · trX2 from an element of DR
0(A). Moreover, even the functions in
the image of φ are subject to a certain set of relations depending on d (see [15, Chapter 1]). For
instance when d = 2 one has the relation
trX1X2X3 + trX2X1X3 − trX1 trX2X3 − trX2 trX1X3 +
+ trX1 trX2 trX3 − trX1X2 trX3 = 0.
These relations are also invisible at the level of the linear space DR0(A).
Now let us turn our attention to the vector fields. In order to establish a correspondence
between associative vector fields on A (that is, derivations A → A) and ordinary (algebraic)
vector fields on RepAd we need a description for the tangent space to a point ρ ∈ Rep
A
d . In fact
it is not difficult to prove (see [9, §12.4]) that there is an isomorphism
TρRep
A
d ≃ Der(A,Matd,d(K))
where the A-bimodule structure on Matd,d(K) is given by the left and right actions defined,
respectively, by
a.M := ρ(a)M and M.b := Mρ(b)
for every a, b ∈ A andM ∈ Matd,d(K). More explicitly, a tangent vector to Rep
A
d at ρ is specified
by a K-linear map ϕ : A→ Matd,d(K) such that
ϕ(ab) = ϕ(a)ρ(b) + ρ(a)ϕ(b) for every a, b ∈ A.
Now let θ be a derivation A→ A; we wish to define a corresponding global vector field θˆ on RepAd .
This means that for every ρ ∈ RepAd we need to specify a derivation θˆρ from A to Matd,d(K)
(with the A-bimodule structure induced by ρ). We set
θˆρ(a) := ρ(θ(a)) = θ˜(a)(ρ).
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The derivation property is easy to check:
θˆρ(ab) = ρ(θ(ab)) = ρ(θ(a)b + aθ(b)) = ρ(θ(a))ρ(b) + ρ(a)ρ(θ(b)) = θˆρ(a)ρ(b) + ρ(a)θˆρ(b).
We also have the following important result, whose (non-trivial) proof can be found in [9, Propo-
sition 12.4.4].
Theorem 17. For any finitely generated associative algebra A the map Der(A) → Γ(T RepAd )
defined by θ 7→ θˆ is a morphism of Lie algebras.
Here T RepAd denotes the tangent sheaf to Rep
A
d and Γ(T Rep
A
d ) its space of global sections.
It can be worthwhile to see explicitly how this correspondence works in the case A =
K〈x1, . . . , xn〉. A derivation on a free algebra is completely specified by sending each genera-
tor xi to any chosen element fi ∈ A. Let us write the derivation defined in this way as
θ(x1, . . . , xn) = (f1, . . . , fn).
The corresponding vector field on RepAd = Matd,d(K)
⊕n, then, is simply
θˆ(X1,...,Xn) =
(
f1(X1, . . . , Xn), . . . , fn(X1, . . . , Xn)
)
where we have used the fact that the tangent space to a linear space is canonically isomorphic
to the linear space itself.
Finally let us consider the correspondence between associative p-forms on A (that is, elements
of the Karoubi-de Rham complex DRp(A)) and ordinary differential forms on RepAd . We shall
denote by ΩpRepAd the sheaf of (ordinary) differential p-forms on the affine variety Rep
A
d . Notice
that Ω•RepAd is a dg-algebra when equipped with the ordinary exterior differential and exterior
product.
We start from Kähler differentials. Given α ∈ Ω1(A), say α = a0da1, we consider the matrix-
valued differential form on RepAd whose value at ρ ∈ Rep
A
d is given by the matrix product
α˜ρ := a˜0(ρ) · da˜1(ρ)
where da˜1 is the differential of the matrix-valued function a˜1 : Rep
A
d → Matd,d(K). (In other
words, the (i, j) entry of the matrix da˜1(ρ) is the differential of a˜1(ρ)ij , seen as a function of
ρ.) Clearly α˜ is an element of Γ(Ω1RepAd ) ⊗Matd,d(K), that is a matrix-valued global section
of the sheaf of 1-forms on RepAd . Exactly as we did above for regular functions, we can turn α˜
into a scalar-valued differential form by taking traces. We denote by αˆ the corresponding global
section of Ω1RepAd :
αˆρ = tr a˜0(ρ)da˜1(ρ).
It is again immediate to check that the correspondence α 7→ αˆ defines a linear map Ω1(A) →
Γ(Ω1RepAd ) which vanishes on the linear subspace [A,Ω
1(A)] ⊆ Ω1(A) and is constant along
Gd-orbits. This correspondence then induces a map
DR1(A)→ Γ(Ω1RepAd )
Gd
which realizes the correspondence between associative 1-forms and Gd-invariant differential forms
on RepAd .
A similar procedure works for differential forms of degree p > 1: given a p-form ω ∈ Ωp(A),
say ω = a0da1 . . .dap, there is a corresponding matrix-valued differential p-form on Rep
A
d (that
is, an element of Γ(Ωp RepAd )⊗Matd,d(K)) whose value at ρ is
ω˜ρ := a˜0(ρ) · da˜1(ρ) ∧ · · · ∧ da˜p(ρ)
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where the exterior product ∧ is extended from 1-forms to d×d matrices of 1-forms in the obvious
way11.
Taking the trace of the resulting matrix we get the scalar-valued p-form
ωˆρ = tr a˜0(ρ) · da˜1(ρ) ∧ · · · ∧ da˜p(ρ). (3.12)
The map ω 7→ ωˆ vanishes on the subspace of Ωp(A) spanned by graded commutators and is
constant along the orbits of the group Gd. Thus we obtain a map
DR•(A)→ Γ(Ω•RepAd )
Gd
sending associative differential forms to Gd-invariant differential forms on Rep
A
d .
For example when A = K〈x1, x2〉 the associative 1-form α = x2dx1 corresponds to the
differential form
αˆ(X1,X2) = trX2dX1
on Matd,d(K)⊕Matd,d(K), where dX1 is the matrix of differentials (dx1,ij)i,j=1...d. When d = 2
the corresponding coordinate expression for αˆ is
tr
(
x2,11 x2,12
x2,21 x2,22
)(
dx1,11 dx1,12
dx1,21 dx1,22
)
= x2,11dx1,11 + x2,12dx1,21 + x2,21dx1,12 + x2,22dx1,22.
Similarly, given the 2-form ω = x1dx2x1dx1 (or rather its equivalence class in DR
2(A)) the
corresponding 2-form on Matd,d(K)⊕Matd,d(K) reads
ωˆ(X1,X2) = tr(X1dX2 ∧X1dX1).
When d = 2 the corresponding coordinate expression in the basis consisting of the 2-forms
dxi,jk ∧dxℓ,pq involves 16 terms, and the count goes up very quickly as d increases. Already from
these simple examples the convenience in dealing with associative forms compared to ordinary
ones is rather evident.
3.3 Quiver representation spaces
We now consider in particular the case when A is the path algebra of a quiver. In this connection
let us note that quivers are a fundamental tool in the representation theory of associative algebras;
we refer the interested reader to the textbook [33] for more information about this topic.
Let A = KQ be the path algebra of a quiver Q with vertex set I = {1, . . . ,m}. Recall the
important role played by the (finite-dimensional, semisimple, commutative) subalgebra B ⊆ A
spanned by the complete set of idempotents (ei)i∈I corresponding to trivial paths in Q. As we
saw in §2.7, the path algebra A can be seen as a tensor algebra over B; it is then natural to
consider only those representations of A which keep track of this structure.
Observe now that B-algebra structures on Matd,d(K) are in one to one correspondence with
direct sum decompositions of the linear space V := Kd,
V =
⊕
i∈I
Vi, (3.13)
such that
∑
i dim Vi = d. Explicitly, one defines a morphism B → Matd,d(K) by sending the
idempotent ei to the matrix representing the map ji ◦ πi : V → V , where πi : V → Vi is the
11Namely, (A ∧B)ij =
∑d
k=1
Aik ∧ Bkj . Notice that the resulting product is no longer skew-symmetric.
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canonical projection and ji : Vi → V is the canonical immersion of the i-th factor. As the only
invariants of the decomposition (3.13) are the dimensions of the subspaces Vi, we conclude that
each B-algebra structure on Matd,d(K) is completely specified by a vector
d = (d1, . . . , dm) ∈ N
m
such that d1 + · · ·+ dm = d. This m-tuple of natural numbers is called the dimension vector
of the representation.
Now we would like to characterize the space of representations of A with a fixed dimension
vector d. To this end recall the natural isomorphism (2.25) given by the universal property of
the tensor algebra. In the present situation, it can be used to obtain a bijection
B ↓ K-Alg(TB(EQ),Matd,d(K)) ≃ B-Bimod(EQ, U(Matd,d(K)))
between the set of B-algebra morphisms from TB(EQ) ≃ A to Matd,d(K) (that is, representations
of the path algebra which respect the B-algebra structure) and the set of B-bimodule morphisms
EQ → Matd,d(K). Such a morphism is completely determined by sending each arrow ξ : i → j
in Q to a linear map
ρ(ξ) : Vi → Vj
between the subspaces corresponding to the source and target vertices of ξ. It follows that the
space of representations of A with dimension vector d = (d1, . . . , dm) coincides with the linear
space
Rep(Q,d) :=
⊕
i,j∈I
⊕
ξ : i→j
Matdj,di(K). (3.14)
The notion of equivalence between representations must also be slightly adjusted, in order to
preserve the chosen B-algebra structure on Matd,d(K). Namely, we consider the subgroup of
GL(V ) = GLd(K) consisting of the endomorphisms of V which preserve the direct sum decom-
position (3.13). This means acting on each subspace Vi with a copy of the general linear group
GL(Vi) = GLdi(K), hence the subgroup in question is∏
i∈I
GLdi(K). (3.15)
Explicitly, the action of an m-tuple g = (g1, . . . , gm) on a point ρ ∈ Rep(Q,d) is
ρ(ξ) 7→ gjρ(ξ)g
−1
i for every ξ : i→ j in Q.
It is immediate to note that the subgroup H consisting of m-tuples of the form (λId1 , . . . , λIdm)
for some λ ∈ K∗ acts trivially on Rep(Q,d), so that we can just as well consider the group
Gd := (
∏
i∈I
GLdi(K))/H. (3.16)
We are now in the same situation already considered in §3.1: namely, we have the action of the
linear reductive group (3.16) on the affine algebraic variety (3.14). We can thus consider the
corresponding categorical quotient,
Rep(Q,d)//Gd, (3.17)
whose points correspond to closed Gd-orbits in Rep(Q,d), that is equivalence classes of semisim-
ple representations of Q with dimension vector d. These spaces have been extensively studied in
the literature, starting from the seminal paper [34].
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As remarked at the end of §3.1, one can also consider more general GIT quotients of Rep(Q,d)
obtained by imposing suitable (semi)stability conditions. The reader can hardly do better than
consult [29] for a detailed review of the moduli problem for quiver representations.
The correspondence between associative and commutative objects described in §3.2 general-
izes to the above setting as soon as we consider derivations and differential forms on A relative
to the subalgebra B. For instance, the condition that a derivation θ : A → A vanishes on B is
exactly what is needed in order to insure that the induced vector field θˆ on Rep(Q,d) preserves
the chosen B-bimodule structure on Matd,d(K). As regards differential forms, the recipe (3.12)
defines a map
DR•(A/B)→ Γ(Ω•Rep(Q,d))Gd
relating relative differential forms with ordinary differential forms on Rep(Q,d) which are invari-
ant with respect to the B-bimodule preserving group Gd ⊆ Gd.
4 Associative symplectic geometry and applications
In this section we review the idea, introduced by Kontsevich [10] and developed by Ginzburg [27],
of considering the associative analogue of symplectic structures, which play a fundamental role in
the Hamiltonian approach to dynamical systems. Using the differential calculus for associative
algebras reviewed in section 2, every proof from standard symplectic geometry can be translated
verbatim to the new context (at least insofar it only uses the dg-algebraic properties of the de
Rham complex).
In the second part of the section we briefly survey some applications of the resulting formalism
to the theory of finite-dimensional integrable systems12. In particular we shall recover the solution
of some models of Calogero-Moser type by the classical projection method of Olshanetsky and
Perelomov.
4.1 Symplectic structures on associative varieties
We shall follow the very clear exposition in [9, Section 14]. Let A be an associative algebra over
the field K of characteristic zero. Given a 2-form ω ∈ DR2(A) we can define a K-linear map
ω♭ : Der(A)→ DR1(A) (4.1)
by θ 7→ iθ(ω). The 2-form ω is said to be nondegenerate if this map is a bijection, in which
case we denote its inverse by ω♯ : DR1(A) → Der(A). By definition, ω♯ maps a 1-form α to the
unique derivation such that iω♯(α)(ω) = α.
An associative symplectic variety is a pair (A,ω) consisting of an associative algebra A
and an associative 2-form ω which is closed (dω = 0 ∈ DR3(A)) and nondegenerate in the above
sense.
Let (A,ω) be an associative symplectic variety. A derivation θ ∈ Der(A) is called symplectic
if Lθ(ω) = 0. We shall denote by Der
ω(A) the linear subspace of Der(A) consisting of symplectic
derivations. This is a Lie subalgebra of Der(A) since, given two symplectic derivations θ and η,
we have by (2.43) that
L[θ,η](ω) = [Lθ(ω),Lη(ω)] = 0. (4.2)
Lemma 18. A derivation θ is symplectic if and only if iθ(ω) is closed in DR
1(A).
12It must be mentioned that the idea of relating finite-dimensional integrable systems to integrable equations
on associative algebras goes back at least to the pioneering works [35, 36].
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The standard proof via Cartan’s formula (2.40) goes through in the obvious way. It follows
that the image of the isomorphism (4.1) restricted to Derω(A) coincides with the linear subspace
of closed 1-forms in DR1(A).
To each regular function f ∈ DR0(A) we can associate the (obviously closed) 1-form df ∈
DR1(A), hence the corresponding derivation13
θf := −ω
♯(df) (4.3)
is symplectic, and has every right to be called the Hamiltonian derivation determined by f .
Thus we have defined a K-linear map
θ : DR0(A)→ Derω(A) (4.4)
which sends every regular function on the associative symplectic variety (A,ω) to the correspond-
ing Hamiltonian derivation.
Returning to the commutative world, it follows from the discussion in section 3 that for every
d ∈ N the pair consisting of the affine variety RepAd and the induced 2-form ωˆ ∈ Ω
2RepAd qualifies
as an (ordinary) symplectic variety. Moreover, for every f ∈ DR0(A) the derivation (4.3) induces
precisely the Hamiltonian vector field on RepAd determined by the function fˆ ∈ K[Rep
A
d ]. All
these geometric objects are automatically invariant with respect to the action (3.8) of the group
Gd, hence they descend to every quotient of Rep
A
d with respect to that action. As we shall see
later in this section, by working directly at the associative-geometric level it is possible to treat in
a unified way any family of dynamical systems whose phase space can be obtained by a quotient
process of this kind.
Now let us look for the associative version of the Poisson bracket naturally associated to
a symplectic form. Using the above definitions and the results established in section 2 it is a
straightforward task to verify that the following chain of equalities holds for every f, g ∈ DR0(A):
Lθf (g) = iθf (dg) = iθf (−iθg(ω)) = iθg iθf (ω) = −iθg(df) = −Lθg (f), (4.5)
where the various Lie derivative and contraction operators involved are seen as maps on DR•(A),
as discussed at the end of §2.3. Let us define the Poisson bracket of f and g, denoted {f, g}, to
be the regular function on A resulting from any of the expressions in equation (4.5). Equivalently,
this defines a K-bilinear map
{ · , · } : DR0(A) ×DR0(A)→ DR0(A). (4.6)
It follows immediately from (4.5) that this bracket operation on DR0(A) is skew-symmetric. The
easiest way to prove that it also satisfies the Jacobi identity is to first make the connection with
the commutator bracket on the corresponding symplectic derivations.
Let us start by noting that, quite generally, given γ, η ∈ Der(A) and using equation (2.42)
we have
i[γ,η] = Lγ ◦ iη − iη ◦ Lγ = (d ◦ iγ + iγ ◦ d) ◦ iη − iη ◦ (d ◦ iγ + iγ ◦ d). (4.7)
Then by taking γ = θf , η = θg and applying i[θf ,θg] to ω we get
i[θf ,θg](ω) = diθf (iθg(ω)) + iθf (diθg (ω))− iθg(diθf (ω)) + iθg(iθf (dω))
= −diθf (dg)− iθf (ddg) + iθg(ddf)
= −d{f, g}.
(4.8)
13Beware: many authors define θf with the opposite sign.
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But θ{f,g} is, by definition, the only derivation such that iθ{f,g}(ω) = −d{f, g}, hence
θ{f,g} = [θf , θg] (4.9)
and since the bracket [ · , · ] satisfies the Jacobi identity, the same holds true for { · , · }. Summing
up, we have proved the following:
Theorem 19. The pair (DR0(A), { · , · }) is a Lie algebra, and the map f 7→ θf is a Lie algebra
morphism from it to (Derω(A), [ · , · ]).
We conclude that the space of regular functions on an associative symplectic variety (A,ω)
is naturally equipped with a Lie algebra structure.
Classically, the Poisson bracket has also the essential feature of being a derivation in both
arguments with respect to the associative (and commutative) product on the coordinate ring of
a symplectic variety; in other words, it determines a Poisson algebra structure on that ring. In
the present setting it makes no sense to impose such a condition on the bracket (4.6), as there is
no associative product on DR0(A). However, the induced bracket
{ · , · } : K[RepAd ]
Gd ×K[RepAd ]
Gd → K[RepAd ]
Gd
defined on the image of the map (3.11) (which generates the algebra of invariants) by
{fˆ , gˆ} := {̂f, g}
is a genuine Poisson bracket14 on K[RepAd ]
Gd , and in fact coincides with the Poisson bracket
obtained by inverting the Gd-invariant symplectic form ωˆ.
To conclude this quick review of associative symplectic geometry let us display the analogue
of the familiar four-terms exact sequence of Lie algebras associated to a symplectic variety.
Lemma 20. The map (4.4) fits into the following exact sequence of Lie algebras:
0 −→ H0(DR•(A)) −→ DR0(A)
θ
−→ Derω(A) −→ H1(DR•(A)) −→ 0. (4.10)
Here the linear spaces H0(DR•(A)) and H1(DR•(A)) are seen as Lie algebras by equipping
them with the zero bracket.
4.2 Some examples of associative symplectic varieties
We now review a few examples of symplectic structures on the associative varieties introduced
in section 2. These examples are exactly the symplectic structures studied by Ginzburg and
Bocklandt-Le Bruyn in [27, 28].
Let us start by looking for symplectic structures on associative affine spaces. Let A be a free
algebra, seen again as the tensor algebra T (V ∗) of a n-dimensional vector space V ∗ with dual
space V . By definition, an associative symplectic structure on A is given by a 2-form ω ∈ DR2(A)
which is closed and nondegenerate. The nature of closed 2-forms on A is clarified by the following
result.
Theorem 21. When the algebra A is free the subspace of closed forms in DR2(A) is canonically
isomorphic to [A,A].
14The map (4.6) is thus an example of an “H0-Poisson structure” as introduced by Crawley-Boevey in [37], and
also comes from a double Poisson bracket on A in the sense of Van den Bergh [13]. Lack of space forces us to
postpone a discussion of these important notions to the second part of these notes [14].
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Proof. By lemma 10 the Quillen complex
0 // DR
0
(A)
d // DR1(A)
b // [A,A] // 0
is exact. By theorem 9, the following sequence is also exact:
0 // DR
0
(A)
d // DR1(A)
d // DR2(A)cl // 0
A trivial diagram chasing argument then gives an isomorphism [A,A]→ DR2(A)cl.
More explicitly, if ω ∈ DR2(A)cl is a closed 2-form and α ∈ DR
1(A) is a primitive for ω (that
is, dα = ω), then the above-mentioned isomorphism sends ω to b(α) ∈ [A,A].
Recall from §2.4 that Der(A) ≃ A ⊗ V and DR1(A) ≃ A ⊗ V ∗. Let ωV be a symplectic
bilinear form on the vector space V ; then n = 2k for some k ∈ N and we can find a set of
canonical coordinates x1, . . . , xk, y1, . . . , yk ∈ V
∗ such that ωV =
∑k
i=1 dyi∧dxi. Let us consider
the associative 2-form on A given by the equivalence class in DR2(A) of
ω :=
k∑
i=1
1⊗ yi ⊗ 1⊗ xi ⊗ 1 ∈ Ω
2(A). (4.11)
Notice that ω =
∑k
i=1 dyi dxi, so that dω = 0. In fact ω is the differential of the “associative
Liouville 1-form” α =
∑k
i=1 yidxi.
Now let (e1, . . . , ek, f1, . . . , fk) be the (Darboux) basis for V dual to the canonical coordinates
on V ∗ considered above. Then every derivation θ ∈ A⊗ V may be expressed as
θ =
k∑
j=1
(aj ⊗ ej + bj ⊗ fj) for some a1, . . . , ak, b1, . . . , bk ∈ A.
An easy computation shows that
ω♭(θ) = iθ(ω) =
k∑
i=1
(θ(yi)dxi − θ(xi)dyi) =
k∑
i=1
(bidxi − aidyi) = (idA⊗ω
♭
V )(θ),
where ω♭V is the vector space isomorphism V → V
∗ induced by the symplectic form ωV . It
follows that the map ω♭ is also an isomorphism, and the associative 2-form (4.11) defines an
associative symplectic structure on A. We shall call this 2-form the canonical symplectic
structure on the associative affine space A (with respect to the chosen set of generators
x1, . . . , xk, y1, . . . , yk). Notice that all these 2-forms are related by (affine) automorphisms of A.
Actually it is not hard to show that these are the only possible associative symplectic forms on
A; in particular, odd-dimensional associative affine spaces have no symplectic forms.
The subspace of symplectic derivations for the canonical symplectic structure on A is easy to
characterize. For the sake of simplicity we shall consider only the associative plane, A = K〈x, y〉;
the adaptation to the higher-dimensional cases is immediate. The symplectic form (4.11) reads
ω = dxdy. The derivation defined by θ(x, y) = (f1, f2) is symplectic if and only if
Lθ(ω) = df1 dy + dxdf2 = 0.
Using the isomorphism given by theorem 21 this is equivalent to the condition
[f1, y]− [f2, x] = 0. (4.12)
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By theorem 11 the above equation is solved by all the pairs of the form (∂f
∂y
,−∂f
∂x
). Hence the
generic symplectic derivation of (A,ω) is given by
θ(x, y) =
(∂f
∂y
,−
∂f
∂x
)
(4.13)
for some f ∈ DR
0
(A). This correspondence is bijective and a Lie algebra isomorphism, as follows
from exactness of the sequence (4.10) (where H0(DR•(A)) = K and H1(DR•(A)) = 0 by virtue
of theorem 9).
The reason for calling the symplectic structure (4.11) “canonical” becomes clear when we
look at the induced symplectic structure on the space RepAd = Matd,d(K)
⊕n. Given ρ ∈ RepAd ,
let us define Xi := ρ(xi) and Yi := ρ(yi). Then
ωˆρ = tr(dY1 ∧ dX1 + · · ·+ dYk ∧ dXk).
This can be interpreted as the canonical symplectic form on the cotangent bundle
T ∗Matd,d(K)
⊕k
if we identify a point (X1, . . . , Xk, Y1, . . . , Yk) ∈ Rep
A
d with the point (X1, . . . , Xk, ζ1, . . . , ζk) ∈
T ∗Matd,d(K)
⊕k, where for each i = 1 . . . k the linear functional ζi is defined by
ζi(M) = trMYi for every M ∈Matd,d(K). (4.14)
A second source of examples comes from a class of associative symplectic structures on quiver
path algebras. In order to describe them it is useful to define the following “doubling” operation.
Given a quiver Q the opposite of Q, denoted by Qop, is the quiver with the same vertices as
Q and, for each arrow ξ : i → j in Q, an arrow ξ∗ : j → i going in the opposite direction. The
double of Q, denoted Q, is the quiver having the same set of vertices as Q and the arrows of Q
and Qop.
Now let Q be any quiver and denote by A := KQ the path algebra of its double. We continue
to denote by B the subalgebra of A spanned by the trivial paths. We consider the associative
2-form on A given by (the equivalence class in DR2(A/B) of)
ωQ :=
∑
ξ∈Q
dξ∗ dξ ∈ Ω2(A/B). (4.15)
Notice that the sum runs over all the arrows in the original quiver Q. This 2-form is closed,
being the differential of αQ :=
∑
ξ∈Q ξ
∗dξ. Furthermore, an argument similar to the one used
above for the 2-form (4.11) (using the expression of the path algebra as a tensor algebra of the
B-bimodule EQ) shows that the map
ω♭Q(θ) =
∑
ξ∈Q
(θ(ξ∗)dξ − θ(ξ)dξ∗)
is invertible, so that ωQ is also nondegenerate.
It follows that every quiver Q gives origin to an associative symplectic variety (KQ,ωQ). By
analogy with the previous case, we shall call the 2-form (4.15) the canonical symplectic form
associated to the quiver Q. One reason is that, when Q is the quiver with one vertex and k
loops x1, . . . , xk, the 2-form ωQ coincides with the 2-form (4.11). But the main reason is that the
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induced symplectic structures on representation spaces may again be interpreted as canonical
symplectic forms on the cotangent bundle
T ∗Rep(Q,d)
where a point (ρ(ξ), ρ(ξ∗))ξ∈Q ∈ Rep(Q,d) is identified with the point in T
∗Rep(Q,d) deter-
mined on the base by the matrices (ρ(ξ))ξ∈Q and on the fiber by the linear functionals corre-
sponding to the matrices (ρ(ξ∗))ξ∈Q via the isomorphism (4.14).
From the relative version of the sequence (4.10),
0 −→ H0(DR•(A/B)) −→ DR0(A)
θ
−→ DerωB(A) −→ H
1(DR•(A/B)) −→ 0
(where DerωB(A) denotes the Lie subalgebra of DerB(A) consisting of symplectic derivations) we
get, using the description for the cohomology of the complex DR•(A) provided by theorem 14,
the following short exact sequence of Lie algebras:
0 // B // DR0(A)
θ // DerωB(A) // 0 (4.16)
It follows that the Lie algebra DerωB(A) of symplectic derivations can be identified with the
quotient space DR
0
(A). The generic symplectic derivation of A can be written as
θ(ξi, ξ
∗
i ) =
( ∂f
∂ξ∗i
,−
∂f
∂ξi
)
(4.17)
where f ∈ DR
0
(A) and the index i runs over the arrows in the quiver Q.
4.3 Free motion on the associative plane and the rational Calogero-
Moser system
From now on we specialize to the case K = C, the field of complex numbers. We are going to
describe some examples of dynamics on the (complex) associative plane A = C〈x, y〉 equipped
with the canonical symplectic form ω = dy dx, and the corresponding flows on representation
spaces.
Let us start from the simplest possible system, namely the Hamiltonian describing the free
motion on (A,ω):
H =
1
2
y2. (4.18)
Clearly dH = y dy, so that the symplectic derivation determined by H is
θH(x, y) = (y, 0).
This derivation induces an Hamiltonian vector field on each manifold RepAd ≃ T
∗Matd,d(C)
equipped with the canonical symplectic form ωˆ(X,Y ) = tr(dY ∧dX). The resulting flow is rather
trivial, and is given by
Φt(X,Y ) = (X + tY, Y ). (4.19)
Things become much more interesting on certain quotient spaces of RepAd with respect to the
natural action of Gd = PGLd(C). Since we want to reduce the symplectic form ωˆ along with the
manifold, it is natural to consider a symplectic reduction (or Marsden-Weinstein quotient) of the
symplectic vector space (RepAd , ωˆ) (see for instance [30, 38, 39] and many other sources). The
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basic ingredient of this process is the so-called moment (or momentum) map of the Gd-action
(3.8), which in our case is the map15
µ : RepAd → sld(C) defined by µ(X,Y ) = [X,Y ].
The reduction then proceeds as described by the following:
Theorem 22. Let O be an adjoint orbit in the Lie algebra sld(C) and consider the categorical
quotient
MO := µ
−1(O)//Gd (4.20)
with projection map π : µ−1(O) → MO. Suppose that the action of the group Gd on µ
−1(O) ⊆
RepAd is free. Then the variety MO is smooth and there exists a unique symplectic form ωO on
MO such that
π∗(ωO) = i
∗(ωˆ) (4.21)
where i is the canonical immersion µ−1(O) →֒ RepAd .
We are going to use this result to recover the phase space and the dynamics of the rational
Calogero-Moser system [40, 41] from the free motion on the associative plane. In fact this is
precisely the example that motivated the initial development of associative symplectic geometry
by Ginzburg in [27]. As this particular reduction is explained in a number of excellent sources
[42, 43, 39], we shall be quite brief.
Let us denote by Oν the adjoint orbit in sld(C) of the d× d matrix
ν = iτ

0 1 . . . 1
1 0
. . . 1
...
. . .
. . .
...
1 1 . . . 0

for some τ ∈ C∗ (the orbits corresponding to different choices of τ are isomorphic; notice that
these are precisely the adjoint orbits of minimal nonzero dimension in sld(C)). It can be proved
(see e.g. [39, Theorem 1.22]) that the action of Gd on the inverse image µ
−1(Oν) is free. We are
thus in a position to apply theorem 22, obtaining a smooth symplectic variety of dimension 2d
that we denote by
Cd := µ
−1(Oν)//PGLd(C). (4.22)
As explained for instance in [39, Section 2.7] the variety Cd is naturally interpreted as the com-
pleted phase space of the (complexified) Calogero-Moser system. In order to recover the usual
interpretation in terms of particles moving on a (complex) line, let us restrict to the open dense
subset U ⊂ Cd consisting of equivalence classes of pairs where the matrix X is diagonalizable (in
which case it automatically has distinct eigenvalues). Then a point in U can be represented by
a pair (X,Y ) in which the first matrix is diagonal, say X = diag(q1, . . . , qd), where all the qi’s
are distinct. An easy computation then shows that the matrix Y must have the form
Y =

p1
iτ
q1−q2
. . . iτq1−qd
iτ
q2−q1
p2
. . .
...
...
. . .
. . .
...
iτ
qd−q1
. . . . . . pd

15Here and in what follows we shall tacitly identify the Lie algebra sld(C) with its dual using the nonsingular
bilinear form (X, Y ) 7→ trXY .
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for some complex numbers p1, . . . , pd. The correspondence (X,Y ) 7→ (q1, . . . , qd, p1, . . . , pd) sets
up a bijection between U and the cotangent bundle to the space
C(d) := (Cd \∆)/Sd
of d-tuples of unordered distinct complex numbers (here ∆ denotes the “big diagonal” in Cd,
namely the union of all the hyperplanes xi = xj for i 6= j ∈ {1 . . . n}). In these coordinates, the
reduced symplectic form on Cd (restricted to U) reads
ωOν =
d∑
i=1
dpi ∧ dqi.
We thus have a symplectic isomorphism U ≃ T ∗C(d), and the Hamiltonian induced by the
necklace word (4.18) becomes, in the new coordinates,
Hˆ(qi, pi) =
1
2
d∑
i=1
p2i +
τ2
2
d∑
i6=j=1
1
(qi − qj)2
which is the Hamiltonian of the rational Calogero-Moser system with coupling constant τ .
Notice that by construction the variables (q1, . . . , qd) can be identified with the eigenvalues
of the matrix X at each instant of time. Since X evolves according to the very simple law (4.19),
the positions of the d particles at time t are completely determined by finding the eigenvalues of
the matrix
X(t) = X(0) + tY (0)
that is, by finding the d roots of an algebraic equation.
This method of solving the rational Calogero-Moser system is well known: it goes back
to the seminal papers by Olshanetsky and Perelomov (see [11] and references therein), who
called it the projection method. Their basic idea is to consider a geodesic motion in some “big”
Riemannian symmetric space (for which the solution curves can be explicitly written down using
the exponential map) and then project these curves on some suitable quotient space in order to
reproduce the dynamics of a nonlinear system with a smaller number of degrees of freedom.
The formalism of associative symplectic geometry sheds a new light on this classic procedure,
seamlessly incorporating it in a much more general mechanism for producing an infinite family
of dynamical systems (one for each d ∈ N) starting from a single associative variety equipped
with a symplectic form and a Hamiltonian function.
To show the fruitfulness of this new point of view let us consider a slight variation of the
symplectic quotient (4.22) obtained by replacing the orbit Oν defined above with an adjoint
orbit O of higher dimension in the Lie algebra sld(C). In this case there are some additional
complications due to the fact that the action of Gd on the inverse image µ
−1(O) is no longer free
in general, and the ordinary theory of Marsden-Weinstein reduction does not apply. However
one can resort to the more general theory of singular symplectic reductions (see e.g. [38]), in
which case the quotient (4.20) exists as a stratified symplectic space. This approach is taken, for
instance, in [44]. It turns out that the reduced dynamics is then confined on a smooth symplectic
stratum inside the singular quotient space. Moreover, there exists a dense open subset U and a
system of coordinates (qi, pi)i=1...d and (λij)i6=j=1...d on it such that the function induced by the
Hamiltonian (4.18) reads as follows:
Hˆ(qi, pi, λij) =
1
2
d∑
i=1
p2i +
1
2
d∑
i6=j=1
λijλji
(qi − qj)2
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This describes another class of solvable many-body models known as rational Calogero-Moser
systems with spin.
4.4 Other systems obtained from motions on the associative plane
Let us show some other examples of integrable dynamical systems which may be obtained by
symplectic reduction from a motion defined on the associative plane. Consider first the “harmonic
oscillator” Hamiltonian
H =
1
2
(y2 + ω2x2).
where ω ∈ C is a constant. By formula (4.13), the symplectic derivation determined by H is
θH(x, y) = (y,−ω
2x).
On the symplectic vector space (RepAd , ωˆ) the induced Hamiltonian function reads
Hˆ(X,Y ) =
1
2
tr(Y 2 + ω2X2) (4.23)
and Hamilton’s equations are X˙ = Y , Y˙ = −ω2X . These equations can also be integrated easily;
the corresponding flow is given by
Φt(X,Y ) = (X cos(ωt) + Y ω
−1 sin(ωt), Y cos(ωt)−Xω sin(ωt)). (4.24)
Now let us descend to the symplectic quotient (4.22). Restricting once again to the dense open
subset U ≃ T ∗C(d) with canonical coordinates (q1, . . . , qd, p1, . . . , pd) we see that the function
(4.23) becomes
Hˆ(qi, pi) =
1
2
d∑
i=1
p2i +
τ2
2
d∑
i6=j=1
1
(qi − qj)2
+
ω2
2
d∑
i=1
q2i .
This is the Hamiltonian of the rational Calogero-Moser system with the addition of an external
harmonic potential. This model is also completely integrable in the Liouville sense [11, 43]. The
position of the particles at time t are simply the eigenvalues of the first matrix in the pair (4.24),
X(t) = X(0) cos(ωt) + Y (0)ω−1 sin(ωt).
By performing a symplectic reduction along a higher-dimensional adjoint orbit we can similarly
obtain a version of the rational Calogero-Moser systems with spin variables and an external
harmonic potential.
More generally, we could consider a generic Hamiltonian in “standard” form
H =
1
2
y2 + p(x) (4.25)
where p is a polynomial that will play the role of an external potential for the Calogero-Moser
particles after the reduction step. The symplectic derivation determined by (4.25) is
θH(x, y) = (y,−p
′(x)).
Notice that for this particular class of examples the noncommutativity of the variables x and y
is totally irrelevant. The induced flow on representation spaces is then given by the solutions to
the matrix differential equation
X¨ + p′(X) = 0.
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Of course, the difficulty in this case is to explicitly solve this equation (which in general amounts
to a system of d2 coupled nonlinear ODEs; for the harmonic potential these equations become
linear and decoupled).
The motions determined by non-standard Hamiltonians on (A,ω) are also of considerable
interest. For instance let us take, following [39, Section 2.8],
H =
1
2
xyxy. (4.26)
In this case dH = yxydx+ xyxdy and the associated symplectic derivation is
θH(x, y) = (xyx,−yxy).
Descending to the symplectic quotient Cd and restricting to the usual open subset U ≃ T
∗C(d)
we see that the necklace word (4.26) induces the function
Hˆ(qi, pi) =
1
2
d∑
i=1
q2i p
2
i +
τ2
2
d∑
i6=j=1
qiqj
(qi − qj)2
. (4.27)
By further restricting to the open subset
U ′ := { (qi, pi) ∈ U | qi > 0 for every i = 1 . . . d }
and performing the change of variables
θi := log qi and p˜i := qipi,
the function (4.27) becomes
Hˆ(θi, p˜i) =
1
2
d∑
i=1
p˜2i + 2τ
2
d∑
i6=j=1
(
sinh
θi − θj
2
)−2
which is the Hamiltonian of the hyperbolic Calogero-Moser system. With a similar change of
variables the system with trigonometric potential can also be obtained.
Finally let us note that this mechanism for producing families of solvable dynamical systems
is by no means limited to Hamiltonian evolution equations. In fact every derivation θ ∈ Der(A),
not necessarily symplectic, will give rise to a GLd-invariant vector field on each representation
space RepAd . If we are able to explicitly solve the corresponding matrix ODEs, thus obtaining an
explicit expression for the integral curves of this vector field, we can again project these solution
curves on suitable lower-dimensional quotients of RepAd (not necessarily obtained by symplectic
reduction) in order to get a solvable system with a smaller number of degrees of freedom.
A similar process has been used quite effectively in a series of papers by Calogero and his
coworkers (see [45] and references therein). Following the exposition in [45], the idea is to start
from a matrix differential equation of second order
X¨ = F (X, X˙) (4.28)
whose solutions can be written explicitly. The function F is assumed to be PGLd-equivariant,
that is
gF (U, U˙)g−1 = F (gUg−1, gU˙g−1) for every g ∈ PGLd(C).
Each solution of (4.28) defines a curve X = X(t); we only consider those solutions for which
the matrix X is diagonalizable with distinct eigenvalues at all times. Then we can look once
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again at the corresponding motion of the eigenvalues (q1, . . . , qd) of the matrix X . In general, the
evolution equations for these eigenvalues will not be self-contained. However, in some particular
cases the supplementary unknowns can be consistently expressed, by means of an appropriate
ansatz, as functions of the qi’s and their derivatives. The resulting system of d scalar second
order ODEs can be interpreted as the equations of motion for a dynamical system consisting of
n point particles on the complex line subject to nonlinear interactions of various sorts.
Let us sketch the natural interpretation of this construction from the point of view of associa-
tive geometry. At each instant of time, the pair of matrices (X(t), X˙(t)) defines a point in RepAd .
The evolution equation (4.28) can then be interpreted as the definition of a (not necessarily
symplectic) derivation on the associative affine plane. The resulting Gd-invariants flows on Rep
A
d
clearly descend to the categorical quotient RepAd //Gd; however, they can be further projected on
a 2d-dimensional submanifold M inside RepAd //Gd by means of the particular ansatz which is
used to get rid of the additional unknowns. The resulting flow on M then defines the evolution
of the reduced dynamical system. We plan to provide some detailed examples of this reduction
process in a future work.
4.5 Integrable systems related to quiver varieties
To conclude let us present a family of dynamical systems whose phase space may be obtained as
a quotient of the representation spaces of a quiver with more than one vertex, thus leaving the
realm of associative affine spaces. As these systems were introduced by Gibbons and Hermsen
in [46] we shall call them Gibbons-Hermsen systems.
For every natural number r ≥ 1 let Qr denote the quiver
16 with two vertices 1 and 2, a loop a
at 1, an arrow x : 2→ 1 and (if r > 1) r− 1 arrows y2, . . . , yr : 1→ 2 (notice that there is no y1).
Let Qr denote the double of this quiver; it has an additional loop a
∗ at 1, an arrow x∗ : 1 → 2
and r − 1 arrows y∗2 , . . . , y
∗
r : 1→ 2.
The canonical symplectic form determined by the quiver Qr is
ωr := da
∗da+ dx∗dx +
r∑
i=2
dy∗i dyi
We are going to consider free motion on (CQr, ωr), described by the Hamiltonian H =
1
2a
∗2.
Let us consider representations of Qr with dimension vector (n, 1). A point in this space is
given by 2 + 2r matrices. We shall denote by:
• X and Y the n× n matrices representing a and a∗;
• v1 the n× 1 matrix representing x and w1 the 1× n matrix representing x
∗;
• w2, . . . , wr the 1 × n matrices representing y2, . . . , yr and v2, . . . , vr the n × 1 matrices
representing y∗2 , . . . , y
∗
r .
The natural action of the group G(n,1) ≃ GLn(C) on this data is given by
g.(X,Y, vα, wα) = (gXg
−1, gY g−1, gvα, wαg
−1) (4.29)
and the flow induced by the Hamiltonian 12a
∗2 is
Φt(X,Y, vα, wα) = (X + tY, Y, vα, wα)
16Readers of [47] should note that the quivers described here are not the “zigzag” quivers; rather, it is the
family of quivers briefly considered in Appendix B of that paper.
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The moment map relative to the action (4.29) is the map Rep(Qr, (n, 1))→ gln(C) defined by
µ(X,Y, vα, wα) = [X,Y ] + v1w1 −
r∑
i=2
viwi
In order to recover the phase space of the Gibbons-Hermsen system we must consider the (trivial)
adjoint orbit in gln(C) given by the single point τI. We trust the reader to verify that the 2nr-
dimensional variety given by symplectic quotient
Cn,r := µ
−1(τI))//GLn(C)
coincides with the symplectic quotient construction considered in [46]17.
Let us denote by U the open dense subset of Cn,r consisting of equivalence classes of (2+2r)-
tuples for which the matrixX is diagonalizable with distinct eigenvalues. The points of this subset
may be parametrized by a set of 2n complex numbers (x1, . . . , xn, y1, . . . , yn) and n additional
points (fi, ei) ∈ Ar, where Ar is the algebraic variety defined by
Ar := { (ξ, η) ∈Mat1,r(C)×Matr,1(C) | 〈ξ, η〉 = 1 } /C
∗
with λ ∈ C∗ acting as (ξ, η) 7→ (λξ, λ−1η). The reduced symplectic form restricted to U reads
ω =
n∑
i=1
(dyi ∧ dxi + τ dei ∧ dfi)
and the Hamiltonian Hˆ = 12 trY
2 projects down to
H =
1
2
n∑
i=1
p2i +
τ2
2
n∑
i6=j=1
〈fi, ej〉〈fj , ei〉
(qi − qj)2
The resulting dynamics is connected to the one described by the Calogero-Moser systems with
spin, although in this case the number of internal degrees of freedom is higher.
Let us emphasize that the system considered above is just a single example involving a
particular family of quivers, a particular choice of the dimension vector for the corresponding
representation spaces, and a particular choice of Hamiltonian function. Clearly, many variations
on this theme are possible. Actually, one could argue that every quiver possess a large family of
“natural” dynamical systems defined on the corresponding representation spaces; these systems
may frequently be explicitly solvable and/or integrable in the Liouville sense.
This possibility was considered by Nekrasov in his survey [48] on many-body integrable sys-
tems obtained by symplectic reduction. In [48, Section 5.3] Nekrasov explicitly poses the problem
of determining which dynamical systems of this form are integrable, both in the smooth and in
the holomorphic setting (problems 5.20 and 5.22). To the best of our knowledge, these problems
are still wide open.
References
[1] Masoud Khalkhali. Basic Noncommutative Geometry. EMS Series of Lectures in Mathe-
matics. European Mathematical Society, 2009.
17Explicitly, the matrices X, P , F and E used by Gibbons and Hermsen correspond, respectively, to X, Y , the
n× r matrix (−v1, v2, . . . , vr) and the r × n matrix (w1, w2, . . . , wr)t.
42
[2] Manuel L. Reyes. Obstructing extensions of the functor Spec to noncommutative rings.
Israel J. Math., 192(2):667–698, 2012.
[3] Benno Van den Berg and Chris Heunen. Extending obstructions to noncommuta-
tive functorial spectra. Theory and Applications of Categories, 29(17):457–474, 2014.
arXiv:1407.2745.
[4] Alain Connes. Noncommutative geometry. Academic Press, Inc., San Diego, CA, 1994.
[5] M. Artin and J. J. Zhang. Noncommutative projective schemes. Adv. Math., 109(2):228–287,
1994.
[6] J. T. Stafford and M. van den Bergh. Noncommutative curves and noncommutative surfaces.
Bull. Amer. Math. Soc. (N.S.), 38(2):171–216, 2001.
[7] J. T. Stafford. Noncommutative projective geometry. In Proceedings of the International
Congress of Mathematicians, Vol. II (Beijing, 2002), pages 93–103. Higher Ed. Press, Bei-
jing, 2002.
[8] Dennis S. Keeler. The rings of noncommutative projective geometry. In Advances in algebra
and geometry (Hyderabad, 2001), pages 195–207. Hindustan Book Agency, New Delhi, 2003.
[9] Victor Ginzburg. Lectures on noncommutative geometry. arXiv:math/0506603, 2005.
[10] Maxim Kontsevich. Formal (non)commutative symplectic geometry. In The Gel′fand Math-
ematical Seminars, 1990–1992, pages 173–187. Birkhäuser Boston, Boston, MA, 1993.
[11] M. A. Olshanetsky and A. M. Perelomov. Classical integrable finite-dimensional systems
related to Lie algebras. Phys. Rep., 71(5):313–400, 1981.
[12] William Crawley-Boevey, Pavel Etingof, and Victor Ginzburg. Noncommutative geometry
and quiver algebras. Adv. Math., 209:274–336, 2007. math.AG/0502301.
[13] Michel Van den Bergh. Double poisson algebras. Trans. Amer. Math. Soc., 360:5711–5769,
2008. arXiv:math/0410528.
[14] Alberto Tacchella. An introduction to associative geometry, part II. Manuscript in prepa-
ration.
[15] Lieven Le Bruyn. Noncommutative geometry and Cayley-smooth orders, volume 290 of Pure
and Applied Mathematics (Boca Raton). Chapman & Hall/CRC, Boca Raton, FL, 2008.
[16] Giovanni Landi. An introduction to noncommutative spaces and their geometries, volume 51
of Lecture Notes in Physics. New Series m: Monographs. Springer-Verlag, Berlin, 1997.
[17] Michel Dubois-Violette. Lectures on graded differential algebras and noncommutative ge-
ometry. In Noncommutative differential geometry and its applications to physics (Shonan,
1999), volume 23 of Math. Phys. Stud., pages 245–306. Kluwer Acad. Publ., Dordrecht,
2001.
[18] José M. Gracia-Bondía, Joseph C. Várilly, and Héctor Figueroa. Elements of noncommu-
tative geometry. Birkhäuser Advanced Texts: Basler Lehrbücher. Birkhäuser Boston, Inc.,
Boston, MA, 2001.
[19] Saunders MacLane. Categories for the working mathematician, volume 5 of Graduate Texts
in Mathematics. Springer-Verlag, second edition, 1998.
43
[20] David Eisenbud. Commutative algebra with a view towards algebraic geometry, volume 150
of Graduate texts in mathematics. Springer-Verlag, 1995.
[21] Hideyuki Matsumura. Commutative ring theory. Cambridge university press, 1989.
[22] Joachim Cuntz and Daniel Quillen. Algebra extensions and nonsingularity. J. Amer. Math.
Soc., 8(2):251–289, 1995.
[23] Serge Lang. Algebra, volume 211 of Graduate Texts in Mathematics. Springer-Verlag, third
edition, 2002.
[24] Folkert Müller-Hoissen. Introduction to noncommutative geometry of commutative algebras
and applications in physics. In A. Garcia, C. Lämmerzahl, A. Macias, and T. Matos annd
D. Nuñez, editors, Recent Developments in Gravitation and Mathematical Physics, Pro-
ceedings of the Second Mexican School on Gravitation and Mathematical Physics. Science
Network Publishing, 1997.
[25] Max Karoubi. Homologie cyclique et K-théorie. Astérisque, (149):147, 1987.
[26] Peter J. Cameron. Combinatorics: topics, techniques, algorithms. Cambridge University
Press, Cambridge, 1994.
[27] Victor Ginzburg. Non-commutative symplectic geometry, quiver varieties, and operads.
Math. Res. Lett., 8(3):377–400, 2001. arXiv:math/0005165.
[28] Raf Bocklandt and Lieven Le Bruyn. Necklace Lie algebras and noncommutative symplectic
geometry. Math. Z., 240(1):141–167, 2002. arXiv:math/0010030.
[29] Victor Ginzburg. Lectures on Nakajima’s quiver varieties. In Geometric methods in repre-
sentation theory. I, volume 24 of Sémin. Congr., pages 145–219. Soc. Math. France, Paris,
2012. arXiv:0905.0686.
[30] David Mumford, John Fogarty, and Frances Kirwan. Geometric invariant theory, volume 34
of Ergebnisse der Mathematik und ihrer Grenzgebiete (2). Springer-Verlag, Berlin, third
edition, 1994.
[31] Michel Brion. Introduction to actions of algebraic groups. Les cours du CIRM, 1(1):1–22,
2010.
[32] M. Artin. On Azumaya algebras and finite dimensional representations of rings. J. Algebra,
11:532–563, 1969.
[33] Ibrahim Assem, Daniel Simson, and Andrzej Skowroński. Elements of the representation
theory of associative algebras. Vol. 1, volume 65 of London Mathematical Society Student
Texts. Cambridge University Press, Cambridge, 2006.
[34] Lieven Le Bruyn and Claudio Procesi. Semisimple representations of quivers. Trans. Amer.
Math. Soc., 317(2):585–598, 1990.
[35] Peter J. Olver and Vladimir V. Sokolov. Integrable evolution equations on associative
algebras. Communications in Mathematical Physics, 193(2):245–268, 1998.
[36] A. V. Mikhailov and V. V. Sokolov. Integrable ODEs on associative algebras. Communica-
tions in Mathematical Physics, 211(1):231–251, 2000.
44
[37] William Crawley-Boevey. Poisson structures on moduli spaces of representations. J. Algebra,
325:205–215, 2011.
[38] Juan-Pablo Ortega and Tudor S. Ratiu. Momentum maps and Hamiltonian reduction, vol-
ume 222 of Progress in Mathematics. Birkhäuser Boston, Inc., Boston, MA, 2004.
[39] Pavel Etingof. Calogero-Moser systems and representation theory. Zurich Lectures in Ad-
vanced Mathematics. EMS, Zurich, 2007. arXiv:math/0606233.
[40] Francesco Calogero. Solution of the one-dimensional n-body problems with quadratic and/or
inversely quadratic pair potentials. J. Math. Phys., 12:419–436, 1971.
[41] J. Moser. Three integrable Hamiltonian systems connected with isospectral deformations.
Adv. Math., 16:1–23, 1975.
[42] D. Kazhdan, B. Kostant, and S. Sternberg. Hamiltonian group actions and dynamical
systems of Calogero type. Comm. Pure Appl. Math., 31:481–507, 1978.
[43] A. M. Perelomov. Integrable systems of classical mechanics and Lie algebras. Vol. I.
Birkhäuser Verlag, Basel, 1990. Translated from the Russian by A. G. Reyman.
[44] Simon Hochgerner. Singular cotangent bundle reduction & spin Calogero-Moser systems.
Differential Geom. Appl., 26(2):169–192, 2008.
[45] M. Bruschi and F. Calogero. Goldfishing: a new solvable many-body problem. J. Math.
Phys., 47(10):102701, 35, 2006.
[46] John Gibbons and Theo Hermsen. A generalization of the Calogero-Moser system. Physica,
11D:337–348, 1984.
[47] Alberto Tacchella. On a family of quivers related to the Gibbons-Hermsen system. Journal
of Geometry and Physics, 93:11–32, 2015. arXiv:1311.4403.
[48] Nikita Nekrasov. Infinite-dimensional algebras, many-body systems and gauge theories. In
Moscow Seminar in Mathematical Physics, volume 191 of Amer. Math. Soc. Transl. Ser. 2,
pages 263–299. Amer. Math. Soc., Providence, RI, 1999.
45
