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Zusammenfassung
In der Natur gibt es viele Beispiele für Zellwachstum in Schichten: Bakterienfilme bevölk-
ern fast jede freie Fläche, Haut, Schleimhäute und Drüsengewebe bestehen aus Lagen von
Epithelzellen, Pflanzenzellen bilden Blätter und Blüten aus. Sowohl in Bakterien als auch
in Körperzellen wird Wachstum durch eine Kombination von biochemischen und mechanis-
chen Signalen reguliert welche oft noch nicht vollständig verstanden sind. Man vermutet,
dass diese Einflüsse auf das Wachstum der mikroskopischen Zelle durch Selbstregulation zu
dem makroskopisch beobachteten Verhalten des Gewebes oder der Bakerienkolonie führen.
Zum Beispiel wird die Ausbildung von Darmzotten während der embryonalen Entwicklung
auf die Reaktion der Zellen auf lokalen Druck und die Konzentration von Wachstumsfak-
toren zurückgeführt. Ein anderes Beispiel bilden Bakterien deren Wachstumsverhalten sich
der Konzentration einer Vielzahl diffusiver Substanzen wie Nährstoffen, Antibiotika oder Au-
toinducern anpasst.
In dieser Arbeit untersuchen wir anhand von zwei Beispielen mit Hilfe einer verein-
heitlichten Simulationsmethode wie lokale Wachstumsregulation die Morphologie einer Schicht
von Zellen determiniert. Zuerst befassen wir uns mit der Faltenbildung einer zweidimension-
alen Gewebsmembran, welche in einem dreidimensionalen, dissipativen Medium eingebettet
ist und deren lokale Wachstumsrate eine mechanische Rückkoppelung aufweist. Hierbei er-
folgt das Wachstum gemäß der Theorie des homöostatischen Drucks, die eine Wachstumrate
kg animmt welche ausschließlich von der Differenz δp = ph − p zwischen lokalem Druck p
und einem Gewebeparameter ph, dem homöostatischen Druck, abhängt. Die Wachstum-
srate verschwindet am homöostatischen Druck und ist in dessen Umgebung durch eine lin-




gegeben; hiermit bestimmt die Druckempfindlichkeit
ξ die Zeitskala des Wachstums. Das Simulationsverfahren besteht aus einer Kombination
der two particle growth Methode (Abk. pg-Methode), implementiert von Nils Podewitz,
und dem moving least-squares meshless membrane Modell (Abk. mmm-Modell). Membran-
parameter wie Biegesteifigkeit κ, homöostatische Oberflächenspannung γh = −phd (d beze-
ichnet die Membrandicke), Druckempfindlichkeit ξ und Flächen-Kompressibilität χa werden
in der Simulation gemessen. Durch analytische Untersuchung des mmm-Potentials (1) zeigen
wir, dass dessen Stresskomponenten in Ebenenrichtung vernachlässigbar klein sind gegenüber
entsprechenden pg-Komponenten und (2) finden wir eine Näherungsformel für dessen Biege-
steifigkeit, die mit unseren Messungen übereinstimmt. Als Ergebnis erhalten wir damit eine
Membran mit wohl definierter Biegesteifigkeit und mechanisch kontrolliertem Wachstum.
Bei einer zu Beginn im flachen Zustand unter periodischen Randbedingungen equilibri-
erten Membran beobachten wir bei hinreichend großem homöostatischem Druck Buckling.
Insbesondere ist die charakteristische Wellenlänge λ der Faltungsmuster viel kleiner als die
System-umfassende Wellenlänge λ = L welche von der klassischen Euler-Instabilitätsanalyse
vorhergesagt wird. Zur Beschreibung der Faltungsdynamik aufgrund druckabhängigen Wach-
stums entwickeln wir ein vereinfachtes Kontinuumsmodell basierend auf den Föppl-von Kár-
mán-Gleichungen. Unser Modell ergibt, dass die am stärksten anwachsende Wellenlänge an-
fangs nahe der homöostatischen Wellenlänge λh = 2pi
√
2κ/|γh| liegt und mit der Zeit größer
wird, begleitet von einer Entspannung des Oberflächenstresses. Unsere Theorie reproduziert
die in Simulationen beobachtete Faltungsdynamik quantitativ und weist darauf hin, dass
die Zeitskalen von Gewebewachstum τg und Membran-Deformation τampl eine entscheidende
Rolle spielen für die Auswahl der vorherrschenden Wellenlänge. Für τampl  τg wächst das
4Gewebe sehr viel langsamer als sich die Membran verformt, die Verformung der Membran er-
folgt fast quasistatisch und die Biegung tritt nahe klassischem Euler-Buckling bei λ = L auf.
Sind jedoch τg und τampl von vergleichbarer Größenordnung verkleinert sich die Wellenlänge,
im Limes langsamer elastischer Relaxation τampl  τg wird schließlich die homöostatische
Wellenlänge λh asymptotisch stabil. Die Abhängigkeit von Zeitskalen bedeutet insbesondere,
dass die vorherrschende Wellenlänge von Reibungsparametern wie zum Beispiel dem Rei-
bungskoeffizient ν mit dem dissipativen Medium oder der intrazellulären Reibungskonstante
γc abhängt.
Jenseits kleiner Amplituden bildet die Membran Ausstülpungen deren Querschnitt einem
“Ω” ähneln. Der horizontale Abstand zwischen Falten ändert sich dabei kaum. Damit kön-
nen die Vorhersagen für die dominante Wellenlänge λ aus unserem Kontinuumsmodell auch
jenseits kleiner Amplituden verwendet werden. Vor dem Hintergrund der Morphogenese von
Geweben bietet unser Modell eine Alternative zur differential growth Hypothese, welche an-
nimmt, dass die dominante Mode im gefalteten Gewebe durch verschiedene Wachstumsraten
in benachbarten Gewebeschichten zustande kommt.
Ein zweites Forschungsprojekt widmet sich dem Wachstum einlagig geschichteter Bak-
terienkolonien des Stamms Corynebacterium glutamicum in mikrofluidischen Experimenten.
In einem ersten Schritt ermitteln wir die Abhängigkeit des Bakterienwachstums von der
Nährstoffkonzentration. Dazu messen wir das stationäre Flußprofil von Bakterien in einem
breiten Kanal abhängig von der gefütterten Konzentration g eines limitierenden Nährstoffes.
Die Flußmessungen erfolgen mit particle image velocimetry (Abk. piv) und ermöglichen
es uns die lokale Wachstumsrate zu berechnen. Die einfache Geometrie des Wachstum-
skanals erlaubt uns den Vergleich des Flußprofils mit der Vorhersage eines eindimension-
alen Reaktions-Diffusions-Modells für Nährstofftransport, -aufnahme und -umwandlung in
Biomasse. Unser analytisches Modell nimmt eine bakterielle Wachstumsrate kg proportional
zur konzentrationsabhängigen Nährstoffaufnahmerate an, kg ∝ U(g). Eine Anpassung un-
seres Modells an die Experimentaldaten mittels der Methode der kleinsten Fehlerquadrate
erlaubt uns die Ermittlung der Form der Aufnahmefunktion U(g) sowie der maximalen Wach-
stumsrate kmax und der Längenskala lg des Abfalls der Nährstoffkonzentration innerhalb der
Kolonie. Wir finden eine gute Übereinstimmung mit der häufig angenommenen Monod-
Kinetik U(g) ∝ g/(g1/2 + g) mit Konzentrationsskala g1/2 = 13− 20 µM, maximaler Wachs-
tumsrate von etwa kmax = 0.2−0.26 h−1 und Abfallslängenskala um lg = 3.8−4.2 µm. Da der
Wert für lg etwa 2− 3 Bakterienlängen entspricht, deutet dies insbesondere darauf hin, dass
Nährstoffgradienten bereits bei kleinen Kolonien auftreten und daher für die Interpretation
der Wachstumsmuster in Betracht gezogen werden müssen.
Im nächsten Schritt benutzen wir die gemessenen Parameter für ein pg-Setup welches um
die Reaktions-Diffusions-Dynamik erweitert wurde. Unser Simulationsverfahren ermöglicht
es uns das Wachstumsverhalten in komplexeren mikrofluidischen Kammergeometrien vorher-
zusagen sowie elastische Wechselwirkungen zu berücksichtigen. Der Vergleich der Kolonieaus-
breitung zwischen Experiment und Simulation in einer Kammer mit engen Zuflüssen zeigt
eine gute Übereinstimmung von Kolonieform und -ausbreitung für Kolonien größer als etwa
500 µm2. Abweichungen treten für kleine Nährstoffkonzentrationen auf während bei mittleren
Konzentrationen Experiment und Simulation übereinstimmen für Koloniegrößen bis hinunter
zu nur wenigen Zellen. Desweiteren berücksichtigen wir den Effekt verminderter Diffusion
durch die Zellwände der Bakterien. Unsere Ergebnisse weisen darauf hin, dass Bakterien nur
ein schwaches Hindernis für Nährstoffdiffusion darstellen, da wir die beste Übereinstimmung
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mit effektiven Diffusionskonstanten der gleichen Größenordnung wie die der freien Diffusion-
skonstante erhalten. Die gute Übereinstimmung unseres Modells legt nahe, dass bereits für
eine Kolonie von nur wenigen tausend Bakterien eine vergröberte Beschreibung mit Hilfe eines
Reaktions-Diffusions-Modells gute quantitative Vorhersagen des Koloniewachstums ergibt.
Unsere Simulationsmethode sagt Kolonieausbreitung und Nährstoffgradienten innerhalb der
Kammern voraus und hilft hiermit bei Design und Interpretation von mikrofluidischen Wachs-
tumsexperimenten. Besonders die Messungen von Flußprofilen in einem einfachen Wachstum-





Cells grow in sheets in various systems in nature: bacterial films occupy almost every free
surface, epithelial cells comprise skin, mucous membranes or glandular tissue, plant cells form
leaves and petals. Both in bacteria and body cells, growth is regulated by a combination of
biochemical and mechanical cues which are often not understood completely. The response of
microscopic cell growth to these various cues is assumed to determine macroscopic behavior
of the tissue or cell colony in a self-organized manner. For example, evolution of gut folds
during embryonic development is attributed to the reaction of cells to local pressure and
growth factor concentration, furthermore, growth behavior of bacterial colonies adapts to the
concentration of a variety of diffusing agents such as nutrients, antibiotics or autoinducers.
In this work, we study two examples of how local growth regulation mechanisms determine
the morphology of cell sheets within an unified simulation framework. First, we investigate
wrinkling of a two-dimensional tissue membrane embedded in a dissipative, three-dimensional
medium with a local growth rate subject to mechanical feedback. Growth follows the home-
ostatic pressure theory which assumes a growth rate kg solely dependent on the difference
δp = ph− p of local pressure p and a tissue-inherent pressure scale, the homeostatic pressure
ph. It is assumed that growth stops at p = ph and the growth rate close to ph follows from a




; the pressure-sensitivity constant ξ determines hereby
the growth timescale. The simulation technique consists of a combination of the two particle
growth simulation framework (abbreviated pg-framework) implemented by N. Podewitz and
the moving least-squares meshless membrane model (abbreviated mmm-model). Membrane
parameters such as bending rigidity κ, homeostatic surface tension γh = −phd (d denotes the
membrane thickness), pressure-sensitivity ξ and area compressibility χa are measured in sim-
ulations. Furthermore, a detailed analysis of the mmm-potential (1) shows that its in-plane
stress contributions are negligible compared to the pg-stresses and (2) provides analytic
estimates for the bending rigidity which agree with our measurements. Thus, we obtain a
membrane with a well-defined bending rigidity and growth with mechanical feedback.
Starting from a flat, equilibrated, membrane in periodic boundary conditions, we observe
buckling for sufficiently large homeostatic pressure. In particular, the characteristic wave-
length λ is much smaller than the system-spanning wavelength λ = L predicted by classical
Euler buckling. To describe the wrinkling dynamics with stress-dependent growth, we de-
velop a simplified continuum model based on the Föppl-von Kármán equations. Our model
predicts that the strongest amplified wavelength is initially close to the homeostatic wave-
length λh = 2pi
√
2κ/|γh| and increases over time, paralleled by a relaxation of compressive
surface stress. Our model quantitatively reproduces the wrinkling dynamics in simulations
and suggests that the timescales of tissue growth τg and membrane deformation τampl play
a crucial role for the selection of the dominant wavelength. For τampl  τg the tissue grows
much slower than the membrane deforms, membrane deformation is almost quasi-static and
buckling occurs close to classical Euler buckling at λ = L. However, if τampl and τg are
of comparable scale, the wavelength decreases and in the limit τampl  τg the homeostatic
wavelength λh becomes asymptotically stable. In particular, this suggests that the dominant
wavelength can be steered by changing frictional parameters such as the friction constant ν
with the dissipative medium or the intracell friction constant γc.
Beyond small amplitudes, the membrane forms bulges whose cross-sections resemble the
letter “Ω”. Interestingly, the horizontal distance between folds does hardly change. There-
fore, the predictions for the dominant wavelength λ apply beyond small amplitudes. In the
8context of tissue morphogenesis, our model provides an alternative to the differential growth
hypothesis which assumes that the wrinkling mode is selected due to different growth rates
in adjacent tissue layers.
A second research project analyses the growth of monolayered bacterial colonies of the
stem Corynebacterium glutamicum in microfluidic devices. In a first step, we estimate the
nutrient dependency of growth. To do so, we measure the steady state flow pattern of bacteria
in a wide channel dependent on the fed concentration g of a single limiting nutrient. Flow
measurements via particle image velocimetry (abbreviated piv) allow us to infer the local
growth rate. The simple geometry of the growth channel enables us to compare the flow profile
with the prediction of an one-dimensional reaction-diffusion model for nutrient transport,
uptake and conversion into biomass. Our analytic model assumes a bacterial growth rate
kg proportional to the concentration-dependent nutrient uptake rate of bacteria kg ∝ U(g).
With a least squares minimization fit of measured flow velocity versus the prediction by our
model, we infer the shape of the function U(g) as well as maximum growth rate kmax and the
decay lengthscale lg of nutrient concentration inside the colony. We find a good agreement
for commonly assumed Monod-kinetic uptake U(g) ∝ g/(g1/2 + g) with concentration scale
around g1/2 = 13− 20 µM, maximum growth rate around kmax = 0.2− 0.26 h−1 and a decay
length scale of lg = 3.8 − 4.2 µm. In particular, the estimate for lg corresponds to roughly
2−3 bacterial lengths which suggests that nutrient gradients occur already for small colonies
and have to be taken into account for the interpretation of growth patterns.
In the next step, we feed the measured model parameters into a pg setup, adapted
to simulate the reaction-diffusion dynamics of nutrient uptake and growth. Our simulation
model allows us to predict growth in more complex microfluidic chamber geometries as well
as inclusion of elastic interactions. Comparison of colony spreading between experiment and
simulation in a chamber with narrow inlets yields a good agreement of colony shape and area
for colonies larger than approximately 500 µm2. Deviations occur for small nutrient concen-
tration, whereas medium nutrient concentrations agree down to colony sizes of a few bacteria.
Moreover, we included the effect of hindered diffusion through cell walls. Our findings suggest
that bacteria represent only a weak obstacle for nutrient diffusion as we get best agreement
for effective diffusion constants very similar to the free diffusion constant. The good overall
agreement with our model suggests that already for a colony of only a few thousand bacteria
a coarse-grained reaction-diffusion model description yields good quantitative predictions of
colony growth. Our simulation framework predicts colony spreading and nutrient gradients
inside the growth chamber aiding in design and interpretation of microfluidic growth exper-
iments. In particular, measurement of flow profiles in a simple growth channel experiment
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Notations and Conventions
Throughout this work, scalars are typeset in plain style, vectors in bold style and tensors in
bold style with a bar on top. For example,
σ denotes the Poisson ratio,
k a wavevector and
σ the stress tensor.
The sign convention for stress and surface tension is such that a negative sign corresponds
to a compressed state and a positive sign to a tensile state. Pressure has the opposite sign of
stress.
In plots which have not been adopted from other publications, error bars correspond to the
standard deviation (abbreviated stdev) of the data set, if not stated otherwise explicitly. We
denote with angle brackets 〈X〉 the average value of the observable X. For n measurements













The “⊗” symbol is used to denote an operation which assigns two vectors a, b a tensor a⊗ b
defined via
a⊗ b =
a1b1 a1b2 a1b3a2b1 a2b2 a2b3
a3b1 a3b2 a3b3
 .
Dots above symbols denote total time derivatives, e.g. the total derivative of particle number













Numbers of equations, figures and tables follow the rules (i)-(ii) where the counter is reset
to one (i) every section or (ii) every chapter. The section number is omitted for equations
which appear in the introduction of every chapter.












pg two particle growth (model), see p. 3
mmm moving least-squares meshless membrane (model), see p. 3
piv particle image velocimetry, see p. 4
stdev standard deviation, see p. 13
pdms polydimethylsiloxane, see p. 25
ibm individual based model, see p. 29
lali local activation and long-range inhibition, see p. 33
dpp decapentaplegic, see p. 36
dpd dissipative particle dynamics, see p. 37
bd brownian dynamics, see p. 38
vv velocity verlet, see p. 40
fft discrete fast fourier transform, see p. 68
fftw “Fastest Fourier Transform in the West”, a C-library for discrete
Fourier transforms, see p. 68 and ref. [1]
pca protocatechuic acid, see p. 102
cgxii CGXII growth medium, see p. 108 and ref. [2]
nmt normalized median test, see p. 113







%; %̂; %m; %h; %sf number/projected number/mass/homeostatic/stress-free density
kg; kmax growth rate/maximum growth rate
ξ growth rate pressure sensitivity
p; ph pressure/homeostatic press., compressive pressure has
positive sign
γ; γh; γ∞ surface tension/homeostatic surf. tens./asymptotic surf. tens.,
compressive surface tension has negative sign
Γ cumulative time-integral of surface tension
σ stress tensor σ = (σij), compressive stress components have
negative sign
u deformation tensor u = (uij)
E; Ê Young’s/elastic substrate modulus
χa area compressibility
κx bulk compressibility in ensemble with x constant
Kx bulk modulus in ensemble with x constant
σ Poisson ratio
ν friction constant of dissipative medium
λp membrane permeability
η viscosity of embedding medium
a; aopt harmonic confinement potential strength/optimal harm. conf.
pot. strength
κ; κ̂ bending rigidity/saddle-splay modulus
C0;C1;C2;H;G spontaneous/first main/second main/mean/Gaussian curvature
g first fundamental form (metric tensor)
h membrane elevation in Monge-representation
hk; rk;ϕk membrane elevation Fourier component/comp. amplitude/comp.
phase
d in chapter 4: membrane thickness/in chapter 5: growth chamber
inlet width
k; kh; k∞ wavenumber/homeostatic wvn./asymptotic wvn.
kmin; k
Ê
min minimal energy wavenumber for free membrane/membrane with
linear elastic substrate
γc; γc,Ê critical buckling surface tension for free membrane/membrane
with linear elastic substrate
τg; τampl growth/deformation amplitude increase timescale
Θ′; Θ′′ first/second growth-buckling-ratio
g; ĝ; g¯; g1/2 nutrient concentration/dimensionless nutr. conc./nutr. conc.
unit conversion factor/half-maximum nutr. conc.
u nutrient uptake function (dependent on concentration g)
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u∞ maximum nutrient uptake rate
 nutrient to biomass conversion efficiency
lg nutrient decay length
Dbulk ;Dfree nutrient diffusion constant in- and outside of bacterial colony
Pe Péclet number
Re Reynolds number
kbT boltzmann constant times absolute temperature




rpp pair-potential cutoff radius
rmp mmm-potential cutoff radius
dc size threshold for cell division
rc distance at which new particles are placed after division
r0 growth force length constant
B growth force strength
f0; f1 repulsive/attractive force constant
γb; γt; γc background/intercell/intracell friction constant
CHAPTER 1
Introduction
The ability to grow and reproduce is one property defining life and distinguishes living from
dead matter [3, 4]. Already early nature philosophers contemplated about growth, e.g. Aris-
totle in his work Πρι` ζ ·´ωων γν´σως (On the Generation of Animals [5]) about the devel-
opment of chicken embryos in the egg. Invention of the microscope lead to the discovery that
all organisms are made of cells which grow and divide. Robert Koch discovered that microor-
ganisms of roughly the same size as cells are the cause of infectious diseases [6], underlining
the medical importance of microbiology. Roughly half a century later, Alexander Fleming
described with penicillin the first antibiotic attacking the growth mechanism of bacteria [7].
Today, the study of growth is a multidisciplinary endeavor at the interface between biology
and related biosciences: biophysics, biochemistry, bioengineering, bioinformatics to name just
a few. Dependent on scientific background, chosen field and personal motivation, scientists
may strive for very different goals and with varying approaches. “Classical” biologists may
investigate functional properties, such as which evolutionary benefit an organisms achieves
by growing in a certain form. A physician may study microbioma to discover new agents
blocking multiplication of infectious microorganisms or to understand how misregulation of
tissue growth gives rise to cancer. A bioengineer may see in a microorganism a producer
of proteins, enzymes, drugs (e.g. insulin), or food (dairy industry) and wants to optimize
bacterial growth to achieve a better ratio between feeding medium input and amount of pro-
duced output. All these objects of study have in common that they are subject to the laws of
physics. The physicist thus contributes to these questions by applying his knowledge about
physical laws of nature to aid in the development of models of the underlying physical pro-
cess. The key challenge is often to reduce the many degrees of freedom of extremely complex
living systems to a minimum set of variables necessary to describe experimental observations
accurately. Growing systems represent a form of active matter as cells grow and divide under
constant energy supply and are thus permanently out of thermodynamic equilibrium. An
early pioneer advocating for physical modeling of growth phenomena was D’Arcy Wentworth
Thompson with his work On Growth and Form, first published in 1917 [8]. Thompson was
startled how life forms develop highly ordered patterns such as hexagonal cells in plant tissues
or bee hives, the twisted and evenly ridged antlers of goats or the various shapes of spiral
seashells (see fig. 1.1 a)-b)). Hundred years later, the question of morphogenesis (from Greek,
“creation of the shape”), i.e. how the regulation of growth leads to the particular pattern or
structure of a tissue or organ, remains a topic of current research. Recent studies investigate,
for example, the formation of complicated structures such as brain folds [9], ordered patterns
of hair or feather follicles [10], or the fractal, self-similar structures of bacteria growing on
agar plates [11, 12] (see fig. 1.1 c)-f)). From a medical perspective, understanding growth
mechanisms comprises a key topic in the treatment of ailments related to disturbed growth









Figure 1.1. (previous page) a) Horns of sheep, goats or antelopes grow in various curves,
with or without twist, with smooth or ridged surface. b) Spiral seashells occur with different
spiral radii, smooth surfaces, with even or irregular ridges. Images from a)-b) have been
released to public domain on pxhere.com. c) Brain of an adult human with typical folding
pattern [13]. d) View of a chicken embryo from the back. The purple speckles are regions of
feather follicle formation which appear in an almost defect-free grid. Photo courtesy of The
Roslin Institute Chicken Embryology group (RICE), The Roslin Institute, The University
of Edinburgh [14]. Published under Creative Commons license. e) (left) A single breast
cancer cell [15]. (right) Histological slide of cancerous breast tissue. Clusters of cancer cells
(blueish-purple) invade healthy connective tissue (red and pink) [16]. Photographs have been
published and made public domain by the National Cancer Institute, US Department of
Health and Human Services. f) Colonies of bacteria of the genus Paenibacillus grow on agar
plates in various forms and shapes. Photographs by Eshel Ben-Jacob, Tel-Aviv University,
published under Creative Commons license [17].
Of the many biological systems which offer interesting growth phenomena to study, we focus
in this work on systems of a particular geometry: cells growing in thin sheets. In nature,
this category already contains a broad variety of systems such as epithelial tissues forming
human gut folds, the wings of the common fruit fly, sea shells or the various forms of plant
leaves to name just a few. Furthermore, in experiments, the growth of microorganisms like
bacteria or fungi is often confined to a thin layer to ease observation. As the detailed growth
mechanisms are often unknown, different hypotheses have to be verified by comparison of
their results with experimental evidence. The regulation mechanisms studied in this work
can be grouped in two classes:
Biochemical factors such as the availability of nutrients or growth factors are of major
importance for growth regulation in all living beings, ranging from colonies of microorgan-
isms to tissues of multicellular organisms. For example, if we think of a bacterial colony
or a cancer metastasis in a host tissue which need nutrients to grow and multiply, its fate
depends on questions like: How much nutrients does a cell need to survive? What is the
relation between nutrient uptake and growth rate? How are nutrients transported to/in the
colony or the tumor? How do the cells react to a deficit of nutrients? How does it compete
with other microorganisms or the host tissue? Investigation of these questions involves sev-
eral fields of physics; hydrodynamics governs nutrient transport, statistical mechanics and
thermodynamics nutrient metabolism.
Mechanical interactions between cells are thought to regulate growth in various man-
ners. For example, epithelial cell sheets grow stress-dependent [18, 19], undergo apoptosis
(programmed cell death, from ancient Greek “falling off”) if their adhesion to neighbors is
disrupted [20], and control elastic parameters like the spontaneous curvature [21] to struc-
turize morphogenesis. Other examples include plant cells which react to external forces such
as gravity or wind, the latter leading to the formation of stress wood in tress [22, 23]. Com-
binations of these mechanical influences are thought to play a crucial role, for example, in
embryonic morphogenesis of the drosophila larvae [24, 25], the mammalian intestine [26, 27],
human brain foldings [9] as well as in the ability of a cancer metastasis to invade the host
tissue [19, 28]. If we think of a morphogenetic process, e.g. tissue folding during brain devel-
opment, questions of importance are, for example: What are the elastic parameters, like the
bending rigidity, of the tissue sheet? Is growth itself pressure dependent, and if so, how? How
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does growth activity influence buckling dynamics? Model construction for these phenomena
starts from classical elasticity theory, extended by terms to describe growth activity. Often,
a coupling of biochemical factors and mechanical interactions needs to be taken into account
for a proper description. For example, diffusing growth factors are mandatory for epithe-
lial growth, which in turn generates and depends on mechanical forces. Signaling molecules
induce the generation of mechanical forces that rearrange tissues in development. In bacte-
rial colonies, quorum sensing, i.e. the perception of the density of bacteria via the release
of special messengers (so-called autoinducers), coordinates release of extracellular polymeric
substances which in turn “glues” the bacteria together, changing the viscosity of the colony.
Structure of this Thesis
In this work, we explore two specific examples for growth regulation and pattern formation of
thin cell sheets within one unified simulation framework. First, we investigate how mechanical
feedback on growth results in buckling patterns of growing membranes. Second, we study how
growth is regulated by nutrient limitation in microfluidic experiments of growing bacterial
colonies of the species Corynebacterium glutamicum. The first project comprises a theoretical
study employing simulations and analytical methods whereas the latter project aims for a
quantitatively exact description of experimental observations.
We outline the content of this work in the following. In chapter 2, we embed the modeling
and simulation approaches used in both projects into the broader context of current research.
We recapitulate general properties of growth regulation and patterning mechanisms and
discuss representative state-of-the-art models to illustrate general theoretical concepts.
The simulation framework this work is based on, its parameters and properties as known
from the literature, is introduced in chapter 3. Our simulation consists of a coarse-grained
particle-based technique where a particle may be interpreted as a single cell or a small patch
of tissue, dependent on the context. The simulation follows a minimalistic approach where
we only incorporate the relevant degrees of freedom in a simple manner.
In chapter 4, we analyze the buckling of monolayered tissues embedded in a dissipative
medium. We demonstrate how pressure dependent growth leads to buckling with a character-
istic wavenumber k much larger than the system-spanning mode k = 2pi/L, where L denotes
the system size. This behavior deviates from the classical quasi-static Euler instability which
predicts buckling at the system-spanning mode k = 2pi/L. We show that explicit buckling
dynamics need to be considered to understand this phenomenon. In particular, the timescales
of growth and membrane deformation play a crucial role in wavenumber determination.
Chapter 5 investigates the role of nutrient feedback on the growth of bacteria of the species
C. glutamicum. We develop a simple reaction-diffusion-type model of nutrient dynamics
which we incorporate in the simulations. Model and simulations are then compared with
microfluidic experiments of growing bacteria in limiting nutrient conditions. In this way, we
develop a standard protocol to estimate growth parameters in microfluidic devices. Moreover,
we can show that nutrient gradients occur already for bacterial colonies of only a few thousand
individuals and need to be considered in experiment design and interpretation. We achieve
quantitative match between colony spreading in simulation and experiment, demonstrating
that our coarse-grained model is precise enough to yield accurate predictions.
These steps bring together novel aspects of growth regulation into one framework. In
chapter 6, we conclude our work by summarizing what we found, and providing an outlook
of what is to come.
CHAPTER 2
General Properties of Growth Regulation
A common feature of all growth models is that they define a measure for the “amount of
biomass”, e.g. the number N of individuals. This number may increase or decrease over time,
measured by the growth rate kg. Biological systems have the property that, on average, every
individual itself is able to grow and reproduce itself to produce offspring. The growth rate
kg is therefore often defined per individual. With this definition, the net change rate dNdt of




In presence of constant environmental conditions, ecosystems on all scales tend to approach
a state where the number of individuals fluctuates around a constant mean value. From a
modeling perspective, the key task is to identify the functional dependence of the growth
rate kg on environmental variables which leads to the growth regulation maintaining the
observed state. In the simplest case, kg is a positive constant, not subject to any regulation
mechanism, which leads to exponential increase of the population N ∝ exp (kgt) with time.
Unregulated exponential growth occurs seldom in nature on long timescales, as the optimal
conditions necessary for a constant growth rate can only be maintained for a limited number
of individuals. Hence, a simple regulatory mechanism is the finite resource input into the
habitat which can only sustain a finite number of resource consumers. We describe this
limitation by a capacity variable K. If the number of individuals N exceeds K, starvation
and death decrease N until it is again below K. An adapted growth equation which takes
















with the maximum growth rate r. The analytic solution for any positive initial number




K +N0 (ert − 1) . (2.4)
For small N  K growth is still exponential N ∝ exp (rt). As soon as N and K are
of comparable magnitude, the total number of individuals starts to saturate and converges
asymptotically to N t→∞−→ K. The convergence towards N = K is independent of the initial
number N0, for N > K the growth rate is negative, i.e. individuals are dying or leaving the
population until N drops below K. Even though very simple, the logistic growth model has
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been used successfully to describe population dynamics for a variety of species, e.g. yeast
[29], African elephants [30] or Peruvian anchovies [31]; models based on logistic growth are
still in use [32].
2.1. Growth Kinetics - Biochemical and Mechanic Regulation
On the scale of bacterial colonies or cell tissues, cell growth reacts to local mechanical or
biochemical stimuli such as the pressure or the concentration of nutrients, growth factors,
messenger substances or toxins (for example antibiotics in case of bacteria). Some of these
stimuli play also a role in intercell communication pathways such as, for example, quorum
sensing in bacteria [33] or mechanotransduction in tissues [34, 35]. Quorum sensing denotes
the ability of bacteria to sense the local population density via the expression of special
messengers, so-called autoinducers. Mechanotransduction in tissue cells defines the trans-
formation of mechanical signals, received via the cytoskeleton, into biochemical messages.
The carrier medium for both nutrient and signal transport is often the aqueous medium
the cells reside in. The response to a multitude of stimuli, all transferred via the aqueous
medium simultaneously, renders the understanding of cell growth extremely difficult as cross-
correlations between different pathways can never be ruled out. Owing to this complexity,
the exact dependence of cell growth on biochemical and mechanical cues remains so far not
understood as a whole. Therefore, physical models of growth often focus on a single influence
on cell growth, e.g. the concentration of a limiting nutrient. In the following, some state
of the art models are reviewed, either dependent on concentration of biochemical agents or
external pressure. To model growth phenomena with spatial resolution, it is often useful to





where % denotes the cell density, j = %v the cell flux with the flow field v and kg the growth
rate as before. The continuity equation (2.1.1) is the continuum equivalent to eq. (2.1).
2.1.1. Growth Regulation by Pressure. An example for pressure dependent mechan-
ical regulation is the homeostatic pressure model [28]. Under constant biochemical conditions,
the net growth rate depends only on the pressure p. The model introduces the homeostatic
pressure ph as the pressure at which division and apoptosis balance such that the growth rate
is zero. Linear expansion of the growth rate around the homeostatic state reads





with ξ being a tissue dependent pressure sensitivity parameter. For p < ph, the growth rate
kg is positive and the tissue grows, whereas for p > ph apoptosis dominates such that kg < 0
and the tissue shrinks. The assumption of tissue density linearly dependent on pressure,
% ∝ p+ p0, leads to an equivalent form of eq. (2.1.2)





in terms of the homeostatic density %h. In the competition of two tissues for the same
finite volume, the key question is whether a faster growing tissue or a tissue with a larger
homeostatic pressure will win? Remarkably, with a homeostatic pressure growth law as
eq. 2.1.2, the tissue with the higher homeostatic pressure always wins the competition [28],
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Figure 2.1. Kymograph of a competition simulation between two tissues with different
homeostatic pressure in spherical geometry. Initially, a tissue with larger homeostatic pressure
occupies a small sphere inside a continuum of the other tissue. The black line depicts the
sphere radius as a function of time, the color scale density (A) and velocity (B) during growth.
From [28].
independent of the initial distribution of the two tissues or their growth timescales. This can
be understood easily with a simple thought experiment: Imagine a single cell of the tissue
type l with large homeostatic pressure plh inside a tissue of type s with a smaller homeostatic
pressure psh < p
l
h. Independent of the initial configuration, the s-tissue evolves towards its
homeostatic state characterized by zero net growth and a pressure equal the homeostatic
pressure psh. However, the single cell of type l can then always grow at the expense of tissue s
because for p = psh < p
l
h its growth rate is positive. Thus, over time the l-tissue takes over the
whole compartment. Hence, in case of tumor growth, a single mutated tumor cell may give
rise to a macroscopic tumor if its homeostatic pressure is larger than the homeostatic pressure
of the surrounding healthy tissue. Numerical analysis of a continuum model of this case for
a spherical tumor which grows inside a compartment filled with healthy tissue indeed shows
that the tumor will take over the whole available space [28] (see fig. 2.1). Furthermore, tumor
size over time exhibits a sigmoidal relationship which has also been found in experiments [36].
In the context of simulation techniques, the two particle growth model (abbreviated pg-
model) is an example for a simulation framework which incorporates pressure dependent
growth [37] (see section 3.1). A combination of the pg-technique with experiments of tumor
spheroids grown in an embedding substrate successfully explains their growth behavior under
pressure [19]. The experiments show that tumor spheroids grow slower under the influence
of a moderate external pressure and, in particular, that this pressure dependent growth is
reversible: as soon as external pressure is released, the spheroids grow to the same size as
the unpressurized control group. Remarkably, a comparison of tumor spheroid growth with a
two-rate growth model, which assumes a bulk growth rate kb in the center and a larger growth
rate kb + δks in a thin surface layer, suggests that the net bulk growth rate kb is negative, i.e.
more cells are dying than dividing. The stability of the dying core is maintained by a constant
flux of cells from the boundary layer to the center. This finding leads to the question whether
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such a steady state, where a positive growth rate at the surface compensates a negative growth
rate in the center, is also possible for a freely growing tissue spheroid? A simulation study
suggests that this is indeed possible in case of a negative homeostatic pressure, i.e. a tissue
that is under tension in its homeostatic state [38]. At first glance, a freely growing tissue
with negative homeostatic pressure seems to be unstable, since the growth rate is negative
for zero external pressure. However, simulations show that cells at the free boundary of the
tissue can still maintain positive growth rates, even though the bulk homeostatic pressure is
negative. Cells at the surface of the tissue need less deformation energy to grow, due to the
free boundary, than cells in the bulk tissue. In a certain window of simulation parameters,
the larger surface growth is able to compensate for the net loss of cells in the bulk tissue
and results in the aforementioned steady state at a well-defined spheroid radius. Comparison
of net bulk growth rates in simulations with experimental measurements for five different
cell lines suggests that at least four of them possess a negative homeostatic pressure [38]. It
remains an open question which evolutionary advantage comes with a negative homeostatic
pressure for a tissue, apart from a natural control of compartment size.
2.1.2. Transport of Biochemical Agents. Any biochemical active molecule (such as
nutrient, toxin or messenger molecules) needs to be transported to the cell before it can take
effect. Transport of biochemical molecules occurs mostly by advection and diffusion in the
aqueous medium. The pressure gradients in biological systems are often small compared
to the compression modulus of water such that the water flow vw can be assumed to be
incompressible, i.e. ∇vw = 0. The dynamics of the water flow is described by the Navier-
Stokes equations; Studies of fluid flow in biological systems encompass, for example, flows of
nutrients in the deep sea [39], transport in the bloodstream [40] or experiments in microfluidic
devices [41, 42]. The transport dynamics of the concentration c of a biochemical agent follow
by consideration of local mass conservation
∂c
∂t
= −∇jc + P − U, (2.1.4)
with the local flux jc and the rates of production P and uptake U by the cells. The flux jc
consists of an advective term and a diffusive term with diffusion constant D
jc = cvw −D∇c. (2.1.5)
Often, either the advective or the diffusive contribution of transport dominates. For a given
lengthscale L, the timescales to cross this distance by advection or diffusion are
tadv =
L










For Pe  1 transport is mostly diffusive, for Pe  1 mostly advective. Hence, diffusion
always dominates on lengthscales L  D/|vw| and advection on large lengthscales. For
molecules diffusing from an external source into a cell aggregate where they are consumed, the
ratio between uptake and diffusion constant determines the diffusion limitation lengthscale lc.
The lengthscale lc estimates on which distance the concentration decays inside the aggregate.
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Figure 2.2. Microscopic images of two
growth chamber geometries with sur-
rounding feeding ducts. Colonies of mi-
croorganisms grow inside the chambers,
continuous flow in the feeding ducts en-
sures a constant chemical environment.
In the left chamber geometry cells grow
in multiple layers whereas the right
chamber confines the cells into a quasi-
two-dimensional monolayer which eases
observation. From [45] (annotations of




For example, in one dimension with linear uptake U = u0c, eq. (2.1.4) has exponentially
decaying solutions:
c (x) ∝ exp (±x/lc) with lc =
√
D/u0. (2.1.8)
In the case of nutrient molecules, lc determines up to which size of the cell aggregate purely
diffusive transport is sufficient to supply every cell with nutrients. For example, since car-
cinoma cells die without constant nutrient supply, the size of non-vascularized carcinoma is
constrained to 1-2 mm owing to diffusion limited nutrient transport [43, 44]. In general, a
large diffusion constant of a nutrient molecule is beneficial for the growth of larger aggregates
or colonies. We conclude this section with a few examples for transport in biological systems
and corresponding estimates of the Péclet number.
Microfluidic Experiments. Analysis of the transport dynamics of biochemical compounds is of
major importance for the design of microfluidic experiments. In these experiments, growth
and behavior of microorganisms are observed in chambers with typical dimensions in the
range of a few 10 µm (see fig. 2.2). Dependent on the chamber geometry, cells grow in
several layers or are confined to a quasi-two-dimensional monolayer which eases distinction
of different cells. The chambers are supplied via feeding ducts with a controlled flow of a
nutrient solution. The walls of chambers and ducts consist typically of polydimethylsiloxane
(abbreviated pdms) glued on top of a transparent glass plate, for details of fabrication see e.g.
[46, 47]. A microfluidic chip consists of an array of many growth chambers connected by one
or more feeding ducts. Growth dynamics is observed typically via an optical microscope which
moves periodically along the chip and scans chamber per chamber. Microfluidic cultivation
experiments have the advantage that they are easy to parallelize and allow the observation
of microbial behavior in a controlled chemical environment, determined by the fed nutrient
solution [45]. Often, it is desirable to design chamber and duct dimensions such that nutrient
transport is mostly advective in the ducts. Advective transport via a laminar flow ensures
that (1) no large concentration gradient builds up due to nutrient consumption along the
stream and (2) waste products do not accumulate. However, large flow velocities inside the
growth chambers are often undesirable as microorganisms may be flushed out of the chamber.
Thus, ducts and chambers are often connected via very narrow and flat channels to suppress
propagation of the laminar flow into the chamber. A numerical study suggests Péclet numbers
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around Pe < 0.1 in the growth chambers and Pe ≈ 10 in the feeding ducts for a chamber-duct
geometry similar to the ones depicted in fig. 2.2 [41].
Volvox carteri . The multicellular green algae Volvox carteri consists of flagellated cells which
form a spherical-shell-shaped body. The cells generate a flow field in the vicinity of the sphere
via beating of their flagella. Measurements estimate the Péclet numbers of this flow field to be
around Pe ≈ 100−300 [48], thus, nutrient transport is almost entirely advective. Theoretical
arguments indicate that advective transport is necessary for spherical-shell-shaped organisms
such as V. carteri to grow above a certain size [48]. The diffusive nutrient flux Id into
the spherical shell grows linear with the sphere radius, i.e. Id = 4piDRc∞; c∞ denotes
the concentration far from the colony. However, if the nutrient demand per shell area β
is constant, the total nutrient demand Im = 4piR2β grows quadratically with radius. Thus,
purely diffusive transport leads to a bottleneck radius Rb = Dc∞/β up to which the organism
can grow [48]. However, with advective contributions as generated by V. carteri, the nutrient
absorption flux scales quadratically in R; sufficient to overcome the bottleneck radius [48].
Blood Sugar . In animals, nutrient transport can be divided into two stages: advective trans-
port in the blood and diffusion from the vessels to the individual cells. For example, con-
sider transport of glucose from the intestine via the bloodstream to the limbs: The length-
scale is L ≈ 1m for an adult human, flow velocities in arteria are typically on the order of
10 cm s−1[49], the diffusion constant of glucose is on the order of 500 µm2/s, hence Pe ≈ 2·108.
After passage through the blood vessel walls into the interstitial fluid, velocity drops to almost
zero vw ≈ 0 and hence Pe ≈ 0, transport is mostly diffusive.
2.1.3. Growth Regulation by Biochemical Agents. Models for two biochemical
agents which regulate growth are presented in the following: nutrients and antibiotics.
Nutrients. Models which describe the nutrient dependency of cell growth often share
the common assumption that the growth rate can be written as a function of the local
nutrient concentration k = k(c). Hereby, the nutrient concentration c is assumed to be the
limiting reactant of the biochemical reaction network which sustains growth. Furthermore,
it is assumed that uptake and replenishment of internal stores happen on a timescale much
shorter than the timescale of growth such that the growth rate depends effectively on the
instantaneous concentration.
Dependent on the modeling approach, these basic assumptions are implemented in differ-
ent ways. As a first example, we present a cellular automata model to qualitatively describe
biofilm growth in presence of an external shear flow [50]. This system resembles growing
biofilms in the river bed of a slowly flowing river. Space is divided into a rectangular grid of
lattice sites which are either free or occupied by cells. The nutrient concentration is assumed
to be constant at free sites which have at least a distance dB to the next occupied site,
transport in all other sites is purely diffusive. The boundary layer thickness dB models the
transition from advective to diffusive transport in a boundary layer of the biofilm. Note that
the boundary layer thickness can be interpreted as an offset to subtract from the diffusion
limitation length scale lc, as diffusive transport dominates in the perimeter of the biofilm.
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Figure 2.3. Various morphologies of biofilm growth from a cellular automata model [50].
In every row, the nutrient substrate concentration cs increases from left to right, dB denotes
the diffusive boundary layer thickness. From [50].
dependent on the local nutrient concentration c and a parameter c¯. Daughter cells are either
placed in a free neighbor site or push the neighbor cell away which has the smallest distance
to the nearest biomass/liquid interface. Cells at the biomass/liquid interface are subject to
erosion and are removed with probability Pe = 1/(1 + σ/τ), the ratio σ/τ describes the ratio
of cohesion versus shear forces. Although quite minimalistic, the model results in a variety
of biofilm morphologies ranging from dense and compact films with a smooth interface for
small boundary thickness dB, to branched, dentritic shapes for large dB (see fig. 2.3).
The transition from a smooth biofilm interface to branched configurations is a well-known
observation in experiments and is subject of many theoretical studies. Dependent on exper-
imental conditions, such as growth medium and bacterial stem, different mechanisms are
thought to be responsible for the branching transition.
For Bacillus subtilis grown on agar plates, a combination of nutrient-limitation and motil-
ity comprises a possible mechanism to explain the observed branching [51]. Experimental
observations suggest that the flagellated bacterium moves on agar plates in a random-walk
like fashion. The motility depends on the local nutrient concentration c and bacterial density
%; bacteria become non-motile if either c or % are too low. Spreading of bacteria due to
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Figure 2.4. Densely branched morphology in an experiment with Bacillus subtillis grown
on agarose (left) and in a reaction-diffusion simulation (right). From [51].
growth and motility can be modeled, for example, by a reaction-diffusion system [51]:
∂c
∂t
= Dn∆c− U(c, %) ,
∂%
∂t
= ∇ (Db (c, %)∇%) + U(c, %) ,
(2.1.10)
with Dn the diffusion constant of nutrients, Db the diffusion constant of the random-walk
like motility of bacteria and the nutrient uptake function U . The parameter  can be thought
of as a conversion efficiency from nutrients into biomass. Both Db and U are functions of c
and %:
Db = σc%, σ = σ0 (1 + δ) , U = u∞%c. (2.1.11)
The parameters σ0 and u∞ are constants which define the magnitudes of motility and uptake,
whereas δ is a random number independently chosen for every timestep and lattice side of
the numerical discretization. The random number δ is added to introduce some form of
stochasticity into the pattern formation. It is chosen from a triangular distribution supported
by [−ρ, ρ] with 0 ≤ ρ ≤ 1. Comparison of numerical solutions with saturating uptake
U ∝ c/(c+ c¯) yield qualitatively similar results. The two-dimensional solution of the model
exhibits a good qualitative agreement with shapes observed in experiments such as disc-like
and densely-branched morphologies (see fig. 2.4). The transition from dense, but separate
branches to a confluent disc occurs for high initial nutrient concentrations c0 or large motility
Db. For small nutrient availability and low motility, non-circular patterns are observed and
screening effects become visible: individual branches stop growth and do not reach the outer
boundary anymore due to competition for nutrients with neighboring branches. Numerical
solution of the one-dimensional version of model eqns. (2.1.10) allows for traveling wave
solutions of the form % = %(x− vt) with a velocity v close to the radial growth velocity of the
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yields a good match with the wave velocities measured with the full model. Note the similarity
of the production term in eq. (2.1.12) with the logistic growth rate in eq. (2.2). Model equation
2.1.12 with constant diffusion yields the Fisher-Kolmogorov -model, a continuous version of
the logistic growth law. Above models include several assumptions often encountered in
nutrient dependent growth models.
Growth proportional to nutrient uptake. The proportionality of the growth rate to the nutrient
uptake assumes that all nutrients are directly available for growth activity. This implies
that cells need only a negligible amount of nutrients for all other tasks of cell maintenance.
Experimental evidence indicates that this is a good approximation for some bacterial stems
like Escherichia Coli [52], whereas other stems require a portion of energy for cell maintenance
[53]. Furthermore, it is often assumed that bacteria can survive without nutrients on typical
experiment timescales. In contrast, tissue cells die quickly without nutrients such that their
growth rate may even be negative for c ≈ 0.
Monod-like kinetics. Both models use the Monod-kinetic growth rate of the form kg ∝
c/(c+ c¯). Owing to its simplicity, the Monod-relation between substrate concentration and
growth rate enjoys an immense popularity and widespread use since its publication [52]. It
can be motivated by consideration of Michaelis-Menten kinetics for a set of reactions with
one limiting step which yields Monod-like expressions between substrate and product con-
centration in the steady state. However, this interpretation is usually too simple to describe
the biochemical reactions which sustain growth such that Monod-kinetics may be viewed
as a more phenomenological approach: under nutrient limitation growth is approximately
proportional to substrate concentration and saturates in nutrient abundance.
Limitations of reaction-diffusion models occur in the implementation of elastic interac-
tions and discrete stochastic events. For example, in the model eqns. (2.1.10) stochastic
variations of motility are added in an ad hoc fashion. To overcome this caveats, individual-
based models (abbreviated ibms, sometimes also referred to as autonomeous agent models)
were developed at the end of the 1990s [54]. In these models, the individual cells are explicitly
modeled, often as rigid elastic bodies, whereas the nutrient solution is still represented by a
continuous diffusion equation. For example, in ref. [12] an ibm is used to investigate the role
of mechanical interactions in the branching transition. Here, every cell is represented by an
extending rod of diameter d with spherical caps (see fig. 2.5). Nutrient diffusion and uptake
are modeled by a reaction-diffusion system as in eq. (2.1.10), with a Monod-function for the
uptake U ∝ u∞c/(c+ c¯). The cells grow by elongation of the rod axis at a rate vdivU(c) and
split in half to yield two new cells at some critical length ldiv . Elastic interaction between
overlapping rods is modeled with a force F = Ed1/2h3/2 where h denotes the overlap and
the parameter E is proportional to the elastic modulus of the cells. This form of the force
originates from Hertzian contact theory of elastic bodies [55]. Bacterial dynamics is assumed
to be overdamped as a result of the background substrate friction force density fb = −µ%v,
with the cell velocity v. Simulations exhibit a distinct branching (see fig. 2.5); The transition
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a) b)
Figure 2.5. a) In the individual-based model of ref. [12], bacteria are represented as cylin-
ders with spherical caps. During growth, the length l of the cylinder axis extends up to a
threshold ldiv at which the cell is divided into two daughter cells. The repulsive force F
between different cells follows from the Hertzian contact theory of two touching spheres. b)
Spreading of a cell colony starting from an uniform distribution along one axis (bottom pan-
els) or from a single cell (top panels). Colorscale indicates level of nutrient concentration. In
both configurations a branching instability occurs (right panels). From [12].
is close to unity. The parameter %cp denotes the close-packing density of the bacteria, c0 the
fed nutrient concentration which is kept constant in large distance to the colony. In contrast
to the model eqns. 2.1.10, where branching occurs due to an interplay of nutrient diffusion
and diffusive bacterial motility, here, the branching occurs only due to the growing rods
mechanically pushing each other. Notably, the branching transition occurs independently of
the nutrient diffusion constant. Furthermore, analysis of traveling wave solutions of model
eqns. (2.1.10) without active bacterial motility suggests that no wavefront moving with con-
stant velocity exists in the incompressible limit. However, both in experiments as well as
in the simulation results of ref. [12], linear colony growth is observed which suggests that
finite compressibility has to be taken into account. Moreover, analytical investigation of the






(1− β)3/4 , (2.1.15)
which is again independent of the nutrient diffusion constant and exhibits a good agreement
with simulations [12].
Antibiotics. Antibiotic drugs are since their discovery an important pillar of medical
treatment. The spreading of antibiotic resistance has been labeled a serious threat by the
world health organization [56]. Thus, understanding the mechanisms of action of antibiotics
and the mutation pathways which lead to resistance is of pivotal importance. In the follow-
ing, two examples of physical models are briefly introduced to illustrate insights into these
questions from the physics perspective.
The first study suggests that the dose-response relationship of a major class of antibiotics
cannot be viewed separately from nutrient availability, in fact, antibiotic efficacy is largely
dependent on nutrient composition [57]. This dependence implies that clinical tests as well as
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a) b)
Figure 2.6. a) Growth rate of Escherichia Coli in presence of various concentration levels of
four different ribosome-targeting antibiotics, relative to drug-free growth rate. Squares show
measurements, lines fit with reaction kinetic model. Colors correspond to different growth
media, with drug-free growth rate increasing in the order red-blue-green. Note the difference
in efficacy between irreversible binding (A and B) and reversible binding antibiotics (C and
D), dependent on the drug-free growth rate. From [57]. b) Dependent on the mutational
pathway m which leads to increasing resistance βm, (c) monotonic increasing resistance or (f)
pathway with a fitness valley, the mean time τ¯ to result in the maximal resistant mutation
is either shorter (monotonic increasing resistance) or longer (fitness valley) if a spatial drug
gradient of the form c(x) = exp (αx) − 1 is present ((b) and (e)), compared to an uniform
drug distribution ((a) and (d)). From [58].
physical models have to carefully consider the pair of nutrient substrate and antibiotic they
investigate. Antibiotics diminish the growth of bacterial populations via various pathways,
e.g. by destroying the cell membrane, impairing enzymes or perturbing the protein synthesis
[59]. The coupling between antibiotic efficacy and nutrient composition arises indirectly via
their involvement in protein synthesis. A major class of antibiotics targets the ribosomes,
cell organelles which translate genetic information into proteins, to disrupt the protein syn-
thesis and stop growth. These substances block ribosome activity by directly binding to
them, the degree of reversibility varies among substances. The number of ribosomes per cell
is in turn positively correlated with the growth rate which itself depends on the nutrient
medium composition [60]. The correlation between growth rate and ribosome concentration
can be understood intuitively: the faster a cell grows, the more protein factories are neces-
sary to provide the cell’s building blocks. Reference [57] establishes the link between growth
rate and antibiotics by combination of mechanistic antibiotic-ribosome reaction kinetics and
empirical relations between growth rate and ribosome concentration. This results in a com-
parably simple growth model which consists of a few reaction equations for the concentration
of nutrients, antibiotics and ribosomes. Nevertheless, the model successfully captures the
relationship between relative growth rate reduction and antibiotic concentration for various
32 2. GENERAL PROPERTIES OF GROWTH REGULATION
nutrient-antibiotic pairs (see fig. 2.6). Furthermore, it predicts that reversible ribosome-
targeting antibiotics suppress better fast-growing infections whereas slow-growing infections
should be treated with irreversible binding antibiotics.
As a second example, we take a look at the role of drug gradients for the evolution of
resistances [58]. The response of cells to concentration gradients differs strongly for nutrients
and antibiotics due to the occurrence of resistance. Drug gradients in tissues or cell aggre-
gates arise, as in case of nutrients, due to diffusive limitation of transport. Nutrient gradients
directly translate to gradients in growth rate. In contrast, a much more complex response to
drug gradients has been found if mutations lead to resistance [58]. Drug resistances can arise
due to random mutations of cells in a population. Whenever a single cell mutates to a more
resistant strain, it has a growth advantage in presence of the drug and its offspring may take
over the population. In this manner, presence of drugs benefits subsequent mutations which
lead to increasing drug resistance. Due to its randomness, a mutation may also be neutral or
decrease the resistance of the cell. In this case, a cell may first mutate into an intermediate,
less resistant strain, before it acquires more resistant traits. Reference [58] analyses these “fit-
ness valleys” in the context of drug gradients within a discrete reaction-diffusion framework.
Cells populate a set of L microhabitats with different drug concentrations and are allowed to
diffuse between habitats. Every habitat has a finite capacity K to which cell growth couples
in a logistic manner as in eq. (2.2). Furthermore, cell growth decreases with increasing drug
concentration until growth stops. Cells acquire resistance by moving stochastically between
M different genotypes with varying resistance. Increasing resistance is defined as smaller
decrease in growth rate in presence of the drug. Two different mutational pathways have
been analyzed in presence of a drug gradient: a set of continuously increasing resistant mu-
tants and another set of mutations with a fitness valley. Even though the model is quite
minimalistic, the findings suggest a complex interplay between drug resistance pathways and
drug gradients: whereas drug gradients accelerated the evolution to the maximum resistant
genotype in the case of the continuously increasing mutational pathway, the opposite was
true for the pathway in which cells have to pass through a fitness valley (see fig. 2.6).
2.2. Patterning Models for Tissue Morphogenesis
Biochemical and mechanical regulation mechanisms of growth play an important role in
all aspects of self-organized tissue morphogenesis which determine tissue shape, size and
patterning. Owing to the manifold mechanisms which regulate growth, morphogenetic models
may be constructed from a vast toolbox of physical mechanisms. Often, these mechanisms
are coupled and structures evolve due to the interplay of mechanic and biochemical cues. To
elucidate tissue patterning mechanisms, models based on biochemical agents and mechanical
interactions are introduced.
Morphogens. A special class of messenger molecules, so-called morphogens, is known to
direct growth pattern formation in developing tissues. Morphogens control cell behavior
via the regulation of the expression of specific genes which results in a characteristic dose-
response relationship: Cells which receive low levels of morphogens behave differently from
cells which receive high levels. Examples where morphogens are thought to play a role include
the digit/non-digit patterning during limb formation; Dependent on the local morphogen
level, cells either form bones or undergo apoptosis [61]. Another example are periodic color
patterns of animals such as the zebra fish [61]. Morphogen transport in tissues is diffusive,
thus, patterns and shapes arise in a very similar fashion as in the reaction-diffusion models
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Figure 2.7. a) Turing patterns gener-
ated with the Swift-Hohenberg model.
Top image shows labyrinth patterns
which evolve with the isotropic model.
Bottom image shows orientated patterns
which occur if the symmetry is broken,
e.g. by anisotropic diffusion. b) Ze-
brafish specimen, top the choker mutant
with labyrinthine stripes in contrast to
the orientated stripes of the wild type
(bottom). From [61].
a) b)
for nutrient dependent growth given in the previous section. The idea of morphogenetic
structuring through reaction-diffusion systems was pioneered by Alan Turing in 1952 [62],
the arising patterns are also referred to as Turing patterns. Morphogens are often modeled
in a reaction-diffusion approach, the model principle can be summarized as local activation
and long-range inhibition (abbreviated lali). To illustrate the lali-principle, we investigate
the linear reaction-diffusion system [63]
∂tca = Da∂xxca + αaca − βaci,
∂tci = Di∂xxci − αici + βica (2.2.1)
of an activator concentration ca and an inhibitor concentration ci, all constants are positive.
The activator facilitates production of both activator and inhibitor, whereas the inhibitor
leads to decay of both substances. The system eqns. (2.2.1) exhibits an instability towards a












Note that the constants αa/Da and αi/Di are the squares of the substances diffusion limita-
tion lengthscale, introduced in section 2.1.2. A necessary condition for the instability to occur
is αi/Di > αa/Da, thus, the inhibitor has to decay on a longer length scale than the activator.
Of course, the model equations 2.2.1 are only a simplified description of activator-inhibitor
dynamics which lead to patterning and have to be refined by further knowledge about the
detailed morphogen signaling pathways. However, since these pathways are in detail often
not known, phenomenological models to study the principles of patterning mechanisms are of
interest as well. For two-dimensional stripe pattern generation, the Swift-Hohenberg equation
∂tΦ(x, y, t) = aΦ− ab
(
1 + 2l2∆ + l4∆∆
)
Φ− dΦ3, (2.2.3)
comprises a minimal qualitative model to understand stripe formation in a variety of contexts
[61, 63]. It is motivated by general aspects of periodic pattern phenomenology [61]. Depen-
dent on the sign of the parameter r = a/3d the steady-state is either uniform (r < 0) or
evolves periodic, labyrinth-like patterns (r > 0) with a typical lengthscale l (see fig. 2.7). The
labyrinth patterns can be understood as a superposition of many randomly orientated stripes.
To orient the stripes in a certain direction, the symmetry of the isotropic Swift-Hohenberg
equation has to be broken. Reference [61] shows that either a gradient in Φ-production (by
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adding a source term P (x)), a gradient in the parameters or introduction of anisotropy leads
to a stable orientation of the stripes. Furthermore, the hereby demonstrated orientation
mechanisms where consistently reproduced in several, more complicated patterning models
[61]. In conclusion, the Swift-Hohenberg equation appeals through its simplicity and a certain
generality, as mechanisms of more complicated models can be mapped onto it [61].
Elastic Instabilities. Regular patterns in elastic materials can also be created by induction
of elastic instabilities through mechanical stress. Historically, elastic instabilities have been
studied in the context of large structures, such as buildings, bridges or ships, where they
are in general undesirable. Today, they are induced on purpose in technical applications, for
example to yield patterning of thin polymer films [64]. In the context of morphogenesis, a
proposed mechanism which leads to regular structured instabilities is the mismatch stress or
differential growth hypothesis [65]. This hypothesis is based on the observation that many
biological structures consist of multiple layers with distinct properties, e.g. monolayered
epithelial cell sheets on top of stroma tissue or gray and white matter in the brain. A
lateral differential in the growth rates of two adjacent layers results in a residual mismatch
stress which deforms the tissue. An illustrative example of this principle are bimetallic strip
thermometers: If two strips of metals with different thermal expansion coefficients are welded
together, the strip deforms upon heating due to the length difference between the two strips.
We elucidate this mechanism with a simple model: a thin, growing membrane, bonded on
one side to a passive linear elastic substrate (see fig. 2.8). The critical surface tension at









where κ denotes the bending rigidity of the membrane and Ê an effective elastic modulus of
the linear elastic substrate. The effective modulus Ê is equal to the Young’s modulus E of
the substrate times a constant depending on the Poisson ratio σ of the material. For σ = 1/2,























with arccos(. . . ) evaluated in the interval [0, pi]. Note that critical buckling stress and
wavenumber do not depend on the system size L which is an effect of the elastic substrate.
Without elastic substrate, buckling occurs first at a critical stress γc = κ (2pi/L)2 for which
the largest wavemode kmin = 2pi/L becomes unstable. In the limit of strong compression
γ → −∞, minimum energy wavenumbers with and without elastic substrate scale both as
k ∼√|γ| /(2κ). From eqns. (2.2.4)-(2.2.6) it follows that the buckling wavenumber increases
with increasing magnitude |γ| of the surface tension and decreases with increasing κ or Ê.













Figure 2.8. a) A thin growing membrane bonded on top of an elastic substrate. b) Transi-
tion from a dot-like to a herring-bone buckling pattern in vivo (left, chicken gut) and in silico
(right). Simulations suggest that this transition is caused by an increase in surface tension
from left to right [26]. From [26] c) Development of Drosophila melanogaster wingdisc during
second (A-B) and third (C-E) larval stage. The shape of the wing is thought to be modulated
by spontaneous curvature changes of the epithelial cell sheets. From [25]. d) Development of
human brain folding, in simulation (top) and experiment (bottom). In the simulation model,
tangential growth rate of brain matter increases from blue to purple. From [9].
Models based on the differential growth mechanism are used, for example, to describe the
folding patterns in the gut [26, 27] or the brain [9] (see fig. 2.8). Whereas the mechanism, in
principle, stays the same, models are refined to take into account specifics of the biological
system. For example, in case of gut tissue [26], it is assumed that diffusing growth factors
cause anisotropic growth in the lateral direction. In ref. [26] this is implemented heuristically
by a growth term dependent on the local curvature, such that convex folds grow faster than
concave ones.
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The elastic energies related to bending, surface expansion and substrate deformation couple
to different parameters of the wavepattern. Compressive stress γ < 0 favors larger surface
area, the bending rigidity κ smaller curvature and the elastic substrate smaller deformation
amplitude and slope. In tissues, the surface tension γ corresponds to the active growth stress
which is exerted by the cells. The parameters κ and Ê depend on the elasticity of cells
and extracellular matrix which is determined by e.g. fibroblast activity. Thus, cell layers
may achieve patterns with a characteristic wavelength by regulation of growth and/or elastic
parameters of the tissue. In particular, apart from the differential growth model, tissues may
also direct morphogenesis by imposing a spatial profile on elastic parameters. For example,
spatial changes in bending rigidity are proposed as a morphogenetic mechanism, e.g. in
seashells [66]. Here, the spatial pattern of the bending rigidity translates to the observed
pattern of the membrane under compression, as softer regions buckle stronger than stiffer
regions. Another example in this category are mechanisms based on local changes in the
spontaneous curvature C0 of a membrane. The spontaneous curvature C0 defines a preferred
local curvature radius. A free sheet of material with constant spontaneous curvature C0
achieves its energetic minimum in a spherical conformation with radius R = 1/C0. As
epithelial tissues are inherently polar, with an apical and a basal side, they can change their
shape through active apical constriction [21]. In a coarse-grained description, this can be
interpreted as a local change of spontaneous curvature. In case of the drosophila wing disc
formation, it has been found that the morphogen dpp is involved in local shape changes
of the epithelial sheet, which, in turn, control the global shape of the wing [25]. Another
example for spontaneous curvature directed morphogenesis is the invagination formed during
gastrulation stage of embryonic development [67]. In contrast to the differential growth
mechanism, changes in spontaneous curvature or bending rigidity do not require a layered
tissue structure.
CHAPTER 3
Simulation Framework and Tissue Model
The simulation algorithm used in this work is based on the two particle growth model (ab-
breviated pg-model) mentioned in section 2.1.1. The implementation builds up on the
parallelized C-code developed by Nils Podewitz during his doctorate studies [68]. It adapts
the standard dissipative particle dynamics technique (abbreviated dpd-technique, see e.g.
[69]) to model tissue growth in the framework of the homeostatic growth theory [28]. An ex-
tensive discussion of the pg-technique together with parameter measurements can be found
in refs. [37, 68]; It has been used e.g. to study fluidization of tissues due to cell-turnover [70],
the pressure dependency of tumor growth [19], cell motility [71], alignment of cell division
during cell migration [72] and tensile homeostatic states [38].
We extend the original implementation by (1) a module to confine the cells on a semi-
flexible membrane and (2) a module to include the reaction-diffusion dynamics of a limiting
nutrient. We use the moving least-squares meshless membrane method (abbreviated mmm-
method) to constrain the cells in a monolayer with defined bending rigidity [73, 74]. The
mmm-method achieves a membrane configuration via a multibody potential energy which
favors a locally flat arrangement of particles. To model nutrient transport and uptake, we
solve a continuum reaction-diffusion equation for the nutrient concentration by means of a
finite-difference discretization. The reaction-diffusion equation is solved in parallel to the
particle-based cell dynamics. Cell multiplication dynamics is coupled with the local nutrient
concentration to achieve a well-defined concentration-dependent growth rate.
3.1. The Two Particle Growth Simulation Method
The preexisting simulation framework is particle-based and favors a minimalistic approach
to model cell growth and the interactions between cells. Every cell consists of two particles
and the particle-particle interactions are divided into intercell interactions (between particles
of different cells) and intracell interactions (between the two particles of one cell). Intracell
forces determine the growth mechanism of the cell whereas intercell forces define adhesion and
repulsion with the surrounding cells. Intra- and intercell forces, denoted F intra and F inter ,
are based on the dpd-technique [69] which defines conservative, dissipative and random forces
between the particles. All pairwise forces act along the direction of the connecting unit vector
r̂ij =
ri − rj
|ri − rj | (3.1.1)
of the particles at positions ri and rj . This leads to conservation of linear momentum
in the dpd-framework which is important to investigate e.g. hydrodynamic interactions.
Furthermore, dissipative and random forces satisfy the fluctuation-dissipation theorem and
preserve a preset temperature kbT in the system. Apart from the dpd-interactions, a weak
background friction with the embedding medium of the particles is added. This friction takes
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Figure 3.1. The cell division is sampled in the steps depicted above. Every cell consists of
two point particles which repel each other with the growth force Fg, eq. (3.1.3). When the
length of the particle-particle distance has reached a predefined size threshold dc, a division
event takes place: Two new daughter cells are placed randomly in close vicinity to the mother
cell. Appeared similarly in [75].
the form of a Brownian dynamics (abbreviated bd) dissipative-random force pair F b [76].








All forces are cut off at a cutoff radius rpp . We briefly discuss all force contributions.
Intracell Forces. The intracell forces consist of a purely repulsive growth force F g and a
dissipative-random force pair F d and F r. For a particle i we denote with i∗ the index of the




2 r̂ii∗ , (3.1.3)
with the cellular pressure coefficient r0 and the growth strength B. The repulsive growth force
increases the distance rii∗ between the two cell particles (see fig. 3.1). At a distance threshold
rii∗ = dc a division event is sampled upon which two new particles are created within distance
rc at random positions. These four particles form then the two new cells. Furthermore, to
model cell death, cells are randomly removed with a constant rate ka. Dissipative and random
forces take the dpd-form
F dii∗ = γw
d(rii∗) ((vi − vi∗) · r̂ii∗) r̂ii∗ and F rii∗ = ηwr(rii∗) ζii∗ r̂ii∗ , (3.1.4)
where vi = ddtri denotes particle velocity, γ, η respective force strengths, w
d, wr respective
weight functions and ζii∗ a symmetric Gaussian random variable with zero mean and unit
variance. Dissipative and random forces are related to each other to fulfill the fluctuation-
dissipation theorem [77], namely
wd(rii∗) = (w
r(rii∗))
2 and η2 = 2γkbT. (3.1.5)
For the intracell interaction we use uniform weighting with cutoff,
wd = wr = Θ(rpp − rii∗) , (3.1.6)
where Θ(r) denotes the Heaviside step function.
Intercell Forces. Intercell forces consist of pairwise volume exclusion forces F v and ad-
hesion forces F a. For a pair i, j of particles inside cutoff range, with j 6= i∗, these read







and F aij = −f1r̂ij , (3.1.7)
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Table 3.1. Standard simulation parameters for the pg model [68].






1 Growth force constants, see eq. (3.1.3)
rpp 1 Cutoff radius of all pair-potentials
dc 0.8 Size threshold for cell division
rc 10
−5 Distance at which new particles
are placed after division
ka 0.01 Apoptosis rate
kbT 0.1 Noise temperature (both dpd- and bd-noise)
γt 50 Intercell friction constant
γc 100 Intracell friction constant
γb 0.1 Background friction constant
f0 2.39566 Repulsive force constant
f1 7.5 Attractive force constant
where f0 and f1 denote repulsive and adhesive intercell force constants. Dissipative and
random intercell forces take equivalent forms to the respective intracell forces eqns. (3.1.4);
for a pair i, j replace i∗ by j 6= i∗ in eqns. (3.1.4). Furthermore, we employ different weight
functions, namely






Background Friction. The background friction forces F b consist of a bd dissipative-
random force pair F bd and F br
F bdi = −γbvi and F bri = ηbζ, (3.1.9)
where γb, ηb denote the respective force strengths and ζ a vector whose components are
independent, Gaussian distributed random numbers with zero mean and unit variance. Fur-
thermore, it is η2b = 2γbkbT to fulfill the fluctuation-dissipation theorem. Standard simulation
parameters are given in table 3.1. Throughout this work, starred parameter values refer to
ratios with respect to the standard parameter set, i.e. B∗ = B/Bstd with Bstd from table 3.1.
We continue with some observations on frictional timescales and elastic behavior of the model
tissue.
Inertia and Frictional Timescales. The growth processes we aim to describe happen on
timescales of at least hours (e.g. bacteria) or even days or weeks (e.g. tissues). Thus, inertia
effects do not play a role in observed dynamics. Hence, simulation parameters should be
chosen such that frictional timescales are much shorter than other observed timescales. In
the pg-technique we identify three frictional effects: intracell friction, shear friction and
background friction with their respective intensities γc, γt and γb. In the systems studied in
this work, the relevant dynamics are dominated by background friction. This requires that
the frictional relaxation time 1/γb is much shorter than other relevant time scales, as for
example the characteristic time of growth 1/〈|kg|〉 or advective timescales L/〈|v|〉, hereby,
〈|kg|〉 denotes the average growth rate magnitude, L a typical system lengthscale and 〈|v|〉
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the average velocity. Thus, parameters have to be chosen such that
γb  〈|v|〉
L
and γb  〈|k|〉 , (3.1.10)
to ensure sufficiently fast relaxation of velocities.
Compressibility and Elastic Response. Next, we take a look at an elastic quantity, the
compressibility κx, to investigate the elastic response of the model tissue. The ratio








denotes the compressibility of the system, its inverse Kx = 1/κx the compression (or bulk)
modulus. The index x indicates variables kept constant during the volume change, e.g.
temperature T or number of particles N . For our actively growing system, the timescale
on which a volume change is applied affects the pressure response. For example, assume
we let the tissue equilibrate to the homeostatic state p = ph in a cylinder with a movable
piston. Now, we move the piston slowly in either direction, much slower than the cell-
turnover timescale 1/(kd + ka). As the tissue equilibrates towards the homeostatic state on
the cell-turnover timescale, pressure remains in good approximation constant p = ph during
movement of the piston. Thus, on timescales t  1/(kd + ka) the compressibility modulus
K vanishes. On the other end of the scale, on timescales much shorter than the cell-turnover
timescale (but longer than acoustic scales), the cell number remains constant and we probe
the elastic response of the tissue material. If we move the piston a small distance ∆l we expect
a linear behavior in the pressure change ∆p = −E∆l/l = −E∆V/3V , such that K = E/3;
E denotes the Young’s modulus. In simulations, the elastic response is governed by the cell-
cell interaction and the growth force, thus, we expect the bulk modulus to scale roughly as
K ∼ f0/l2 or K ∼ B/l4; l denotes a length scale to obtain the correct units. In particular, if
the external pressure on the tissue is bounded, we can approximate the incompressible limit
by increasing the bulk modulus until K  pext. Both limits correspond to the remarkable







(ph − p) = ζ∇ · v, (3.1.12)
with a volume viscosity ζ ∝ 1/(kd + ka) [70].
3.2. Integration of Equations of Motion
With the definitions of the forces {Fi} exerted on the particles, their dynamic follows the








i ({rj} , {vj}) + F ci ({rj}) , (3.2.1)
where m denotes the particle mass and the terms on the right-hand side random, dissipative
and conservative forces. We setm = 1 for all particles in our simulations. To integrate the set
of N differential equations 3.2.1 for the N particles, Runge-Kutta-type integration schemes
such as the leapfrog scheme or the velocity-Verlet scheme (abbreviated vv-scheme) have
been devised [69, 76]. In the context of integration of many-particle systems, consistency,
stability and correct resolution of physical quantities (e.g. conservation laws, correlation
functions) are often more important than the approximation order of the integrator. The
integrator used in this work is based on the second order accuracy vv-scheme to propagate
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Table 3.2. Iteration steps of a) vv-algorithm and b) dpd-vv-algorithm to propagate given
particle data {ri,vi,Fi}|t at time t to time t+ dt.
a) vv-scheme








2. Overwrite current positions with positions at full timestep:





3. Overwrite current forces with forces at full timestep:
Fi(t)← Fi(t+ dt) = Fi(t+ dt, {ri(t+ dt)})




)← vi(t+ dt) = vi(t+ 12dt)+ 12mFi(t+ dt) dt
b) dpd-vv-scheme









F ci (t) dt+ F
d






2. Overwrite current positions with positions at full timestep:





3. Overwrite current forces with forces at full timestep:
F c,ri (t)← F c,ri (t+ dt) = F c,ri (t+ dt, {ri(t+ dt)})












)← vi(t+ dt) = vi(t+ 12dt)+ 12m(F ci (t+ dt) dt+ F ri (t+ dt)√dt)
(b) vi(t+ dt)← vi(t+ dt) + F di (t+ dt) dt
5. Overwrite dissipative forces with values estimated from velocities at full timestep:
F di (t+ dt) dt← F di (t+ dt, {ri(t+ dt) ,vi(t+ dt)})
6. End of iteration if velocities and dissipative forces are accurate enough.
If not, go to step 4.(b).
the particle properties {ri,vi,Fi}|t at time t to time t+dt. The steps of the vv-algorithm are
summarized in table 3.2. Note that in the third step of the vv-scheme the forces are assumed
to be conservative as they only depend on the particle positions. As the pg-method is based
on the dpd-method which contains forces dependent on velocities, the vv-scheme has to be
modified to account for consistency between forces and velocities. We employ the so-called
dpd-vv-scheme which divides the force calculation along conservative forces F ci , random
forces F ri and velocity dependent dissipative forces F
d
i [78, 79]. The steps of the dpd-vv-
scheme are given in table 3.2. Note that in the third step a first guess of the dissipative forces
is calculated using the velocities at half timestep. In step 4(b), the velocities at full timestep
are calculated with this first guess of the dissipative forces. In the last step, dissipative
forces are then reevaluated with the velocity at full timestep. To ensure consistency between
velocities and dissipative forces, steps 4(b) and 5 may me repeated until a self-consistency
criterion is fulfilled. A possible criterion is for example the convergence of the instantaneous
temperature to its limiting value [79]. We assume that one sweep through steps 4(b) and
(5) is enough to ensure a sufficient degree of consistency to achieve a good trade-off between
accuracy and efficiency [79].
42 3. SIMULATION FRAMEWORK AND TISSUE MODEL
3.3. The Meshless Membrane Model
A variety of different approaches exist to simulate semi-flexible membranes. The approaches
can be divided into descriptions based on a mesh of triangulated surfaces [80] and meshless
methods (see e.g. [73, 81, 82]). To facilitate coupling to the pg-model, we choose the mmm-
method, which results in a flexible, monolayered membrane with well-defined bending rigidity
and zero spontaneous curvature. The mmm-method can be added directly onto any existing,
particle-based molecular dynamics simulation. In contrast, triangulated surface models re-
quire a careful redefinition of all physical properties of a system (e.g. stress dependent growth
in our context) on the triangle mesh. However, this extra effort also ensures control of the
model properties such that material constants, for example the bending rigidity, are input
parameters. In the mmm-framework, the bending rigidity has to be measured separately as
it has not been related analytically to the input parameters. Furthermore, so far it is not
clear how much the mmm-model affects the “non-membrane” properties such as the growth
dynamics which mainly takes place in the in-plane dimensions. To elucidate these issues, we
investigate the mmm-model with analytic methods.
3.3.1. Definition and Resulting Force. The mmm-model is based on a dimensionless,
geometrical quantity of a set of N points {rj}Nj=1, the aplanarity αpl [73]. Simply spoken, the
aplanarity describes the deviation of the point positions rj from a mathematical plane. It
varies between zero and one, zero corresponds to all points lying on a plane and one to a point
cloud which (1) is symmetric with respect to three rectangular axes and (2) has the same
extend along all these axes (for example points uniformly distributed on a sphere or a cube).
In particular, αpl vanishes for a set of less than four points. The aplanarity is defined with
respect to a center particle which interacts with all other particles. To avoid ambiguities, we
write the position of the center particle always at the first argument position, for example, if
















The proportionality constant kα determines the strength of the potential. Measurements of
the bending rigidity κ in refs. [73, 74] for a Brownian dynamics simulation show that it is
directly proportional to kα over a wide parameter range. The individual aplanarity of every
particle i is defined with respect to the weighted point cloud which contains all particles within
a distance smaller than a cutoff radius rmp . The interaction decreases smoothly depending












0 (r ≥ rmp)
, (3.3.3)
with the parameters n = 12 and rga = rmp/2 [73]. In principle, one can choose any other
weight function. However, a smooth decay towards r = rmp is desirable as the potential is
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not differentiable for a set of four particles with one having exactly the distance r = rmp
to all others. Furthermore, the weight function affects elastic parameters such as bending
rigidity or isotropic compressibility (see sections 3.3.3-3.3.4). We define the weighted center










with rij = |ri − rj |. With the components of the center of mass rg = (xg, yg, zg) we define








(αj − αg) (βj − βg)w (rij) , α, β ∈ {x, y, z} . (3.3.5)
We see directly that the gyration tensor is symmetric aαβ = aβα and therefore possesses an
orthogonal basis of eigenvectors with real-valued eigenvalues λ1, λ2, λ3. The gyration tensor
describes the extension of the point cloud in the directions given by the eigenvectors, a small
eigenvalue corresponds to a “thin” extension in this direction and vice versa. The aplanarity








tr (a) sm (a)
= 9
λxλyλz
(λx + λy + λz) (λxλy + λyλz + λxλz)
, (3.3.6)
with
tr (a) = axx + ayy + azz = λx + λy + λz,
det (a) = axxayyazz − axxa2yz − azza2xy − ayya2xz + 2axyayzaxz = λxλyλz,
sm (a) = axxayy + ayyazz + azzaxx − a2xy − a2yz − a2xz = λxλy + λyλz + λxλz.
(3.3.7)
Note as 2 sm (a) = tr (a)2 − tr (a2) holds, the aplanarity may be expressed in terms of
determinants and traces of a and a2. The force on particle k in direction ρ ∈ {x, y, z} is
given by










where ∂∂ρk denotes the derivative with respect to coordinate ρ of particle k. The calculations
to get an analytical expression for the mmm-force are lengthy but straightforward. Since
the aplanarity eq. (3.3.6) is a fraction of two third-order polynomials in the gyration tensor
components aαβ , chain and product rule reduce the calculation of the forces eq. (3.3.8)
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(αj − αg) (βj − βg) w
′ (rij)
rij
(ρi − ρj) .
(3.3.10)







= δρα (βk − βg)w (rki) + δρβ (αk − αg)w (rki)
+ (αk − αg) (βk − βg) w
′ (rki)
rki
(ρk − ρi) .
(3.3.11)
3.3.2. Forces in the Nearly Flat State. We take a look at the force contributions
in a planar, almost flat configuration. We first investigate how the forces scale with the
membrane thickness d. For this purpose, we define the coordinate system such that the
membrane lies in the xy-plane. In simulations, d corresponds to the lateral extend of the
point cloud. We denote by Fz and Fxy typical mmm-force magnitudes in lateral and in-plane
direction. To analyze how Fz and Fxy scale with d, we collect the leading order terms in the
expression for the force Fkρ = ∂ρkαpl, eq. (3.3.8), in the limit of small membrane thickness
d → 0 and fixed in-plane extend. We set rg into the origin of our coordinate system. For
small membrane thickness d  1, the eigenvalues λx, λy of the gyration tensor in in-plane
direction are much larger than the eigenvalue in lateral direction λz  λx, λy. Furthermore,
the major contribution to the particle-distances rij arises from the in-plane extend of the
point cloud, which we keep constant. Thus, the terms w (rij) and w′ (rij) do not affect the




jw (rij) for the eigenvalues we can directly calculate
the leading order terms and their derivatives along the coordinate of an arbitrary particle:





















and linear scaling of the normal forces Fz:
Fz = O (d) . (3.3.14)
Hence, the in-plane forces decay much faster than the lateral forces. Above scaling argument
does not include cancellation of force contributions from different aplanarity terms. There-
fore, above scaling laws provide an upper bound for the sum of absolute values of the force
contributions of all particles
∑
i |Fi|. In simulations, particle order is isotropic on lengthscales
much larger than the excluded volume radius. Thus, we expect in-plane force contributions
to cancel out to a large degree, effectively scaling with an even higher exponent in d. In con-
clusion, we expect the mmm-in-plane forces to be negligible compared to the in-plane forces
of the pg-module.
Next, we investigate how the mmm-potential keeps particles in the membrane and what
happens if two different membrane folds “touch”. To do so, we analyze the interaction energy
of a single particle at position rp = (0, 0, zp) with a flat membrane in the xy-plane under
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Figure 3.2. A single particle at r = zpez
interacts with all particles on the membrane
inside the cutoff radius rmp (dark gray circle).
A membrane patch dA (green), with radial
distance r to the particle’s base point on the
membrane, interacts with it if z2p + r2 ≤ r2mp .
the assumption that the membrane thickness is much smaller than the membrane-particle
distance, i.e. d  zp (see fig. 3.2). The single particle can either be a particle which tries
to escape the membrane or a particle which belongs to another membrane. The quantities
which determine the interaction of the particle with the membrane are its distance zp to
the membrane, the maximal interaction range rmp and the number density % of particles in
the membrane. The lengthscale lp = 1/
√
% estimates the average particle-particle distance
for an uniform distribution of particles on the membrane. To simplify the calculations, we
assume an uniform weight function with cutoff w (r) = Θ(rmp − r). We first calculate the
interaction energy of a membrane patch dA at the position rpatch = rer = r (cosϕ, sinϕ) for
r2 ≤ r2mp − z2p with the particle. The number density is given by
%(r) = %δ(z) + δ(r − rp) . (3.3.15)




′w (|r′ − r|) %(r′) dV ′∫
R3 w (|r′ − r|) %(r′) dV ′
, (3.3.16)
with r taken from the set of particle positions such that %(r) 6= 0. The center of mass vectors

















(∣∣r′ − r∣∣) %(r′) dV ′ (3.3.18)
for the particle to
























Due to the azimuthal symmetry with respect to the z-axis, all non-diagonal entries of the
gyration tensor vanish, axx, ayy, azz are directly the eigenvalues of the gyration tensor. Note
that while axx and ayy diverge for %→∞, it is azz < z2p and azz converges against z2p , which
may seem counter-intuitive at first glance. Since zg(rp) = O(1/%), the membrane contribu-
tions to azz scale as zg(rp)2% = O(1/%) and vanish for % → ∞; only the contribution of the
single particle remains. The aplanarity of the membrane patch at rpatch = r(cosϕ, sinϕ) can
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not depend on the azimuthal angle ϕ due to the radial symmetry, hence, we set ϕ = 0 to ease






























all other components vanish. Insertion into the aplanarity definition, eq. (3.3.6), yields the






































The remaining calculations are simple: First, we collect all interaction energies by integration
over the membrane area the particle interacts with, i.e. the circle with radius
√
r2mp − d2
around r = 0. Second, we add the single aplanarity term of the particle. Hence, the total





rαpatchpl (r) dr + α
particle
pl , (3.3.22)
with the mmm-potential strength kα. Note that due to α
patch
pl ∼ 1/% for % → ∞ the total




































































Figure 3.3 shows plots of Uα(z˜p, l˜p)/kα. We take a look at the series expansions of Uα for
z˜p = 0 and z˜p = 1 to investigate how particles are kept in the membrane and how a membrane
interacts with particles which intrude from the outside. The corresponding expansions to

























Figure 3.3. a) Plot of the mmm-potential energy Uα(z˜p, l˜p), eq. (3.3.23), of the particle-
membrane system for rescaled particle-particle distances l˜p = lp/rmp = 0, 1/2 and 1. The
curve for l˜p = 0 corresponds to the limit of infinite density %→∞. b) Strengths of harmonic
attraction aattr, linear repulsion arep (see eqns. (3.3.24)) and the height Umax of the potential
hill, dependent on average particle-particle distance l˜p = lp/rmp .
























z˜p − 1, l˜p
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the prefactors aattr and arep are depicted in fig. 3.3. Hence, the mmm-potential acts as a
harmonic potential for particles inside the membrane, whereas particles outside the membrane
are repelled. In between these two extremes lies a “potential hill” of finite height Umax (see
fig. 3.3), defining both the depth of the potential well trapping the membrane particles, as well
as the separation energy scale of two touching membranes. To estimate Umax, it is convenient
to perform the limit of infinite membrane density (or zero particle-particle distance, l˜p → 0)
which provides an upper bound for Umax (see fig. 3.3). In the limit l˜p → 0 the potential
energy Uα converges pointwise against
Uα(z˜p) /kα




, z˜p ≤ 1 (3.3.25)





Note, however, that pointwise convergence of a sequence of functions {fn} against a function f
does not imply that the derivatives f ′n, f ′′n . . . converge against the corresponding derivatives
of f . Indeed, the derivatives of Uα at z˜p = 1 do not converge against the corresponding
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derivatives of U∞α , e.g.
U ′α(1) = arep
˜lp→0−→ −153
4




However, as z˜p = 1 is the sole point where this is the case, U∞α still yields a good approxi-
mation of Uα for l˜p  1 apart from a small environment around z˜p = 1.
In conclusion, the equations (3.3.24)-(3.3.26) capture the characteristics of the mmm-
potential interaction with particles outside the membrane: short-range harmonic attraction,
long-range repulsion which result in a membrane binding energy around Umax = 9/2kα.
3.3.3. Curvature Moduli: Bending Rigidity and Saddle-Splay Modulus. To
get analytical insight into the curvature moduli of the mmm-potential, bending rigidity κ











for a given surface S (see also section 4.1 for a brief discussion of the Helfrich-Canham energy
and appendix C for the differential geometric framework). Ideally, the energies Uα and Ebend
should be identical up to an additive constant E0, i.e. Uα = Ebend + E0. For a flat plane
S ≡ 0 both Uα and Ebend vanish such that E0 = 0, hence, mmm-potential and the Helfrich-
Canham energy have the same “zero-point”. We have to derive two independent equations in
order to determine the two moduli κ and κ̂. Thus, we have to calculate Uα for at least two,
preferably simple, surfaces S, for example a sphere and a cylinder surface. For a sphere of






























Note that the total curvature energy is independent of the sphere radius. For a cylinder



















To be consistent, the corresponding expressions U sphereα and U cylα for the mmm-potential
energy have to have the same dependency on the surface parameters R and L as Espherebend and
Ecylbend , i.e. ideally U
sphere
α = const. and U cylα ∝ L/R.
We start with the calculation of U sphereα to check whether this is the case. As in the
previous section, we denote with % the homogeneous particle density on the surface and with
rmp the mmm-interaction range. In a first step, we assume an uniform weight function with
cutoff w = Θ(rmp − r), estimates for a non-uniform weight function follow afterwards. We
investigate the mmm-energy of a small membrane patch dA on the sphere as depicted in
fig. 3.4. The coordinate system is chosen such that the membrane patch lies on the pole
of the sphere at x = y = 0, z = R, or θ = 0, r = R in spherical coordinates. The center
of mass vector rg is then parallel to ez due to the azimuthal symmetry. The membrane
patch interacts with all particles within a distance of rmp , these are located on a spherical
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Figure 3.4. Inset: A small membrane
patch dA at the pole of the sphere with
radius R interacts with all particles in
the spherical cap Scap inside the cut-
off radius rmp . The angle θ0 defines
the spherical cap Scap in spherical coor-
dinates. Application of the cosine the-
orem on the highlighted triangle yields
r2mp = 2R






Graph: The rescaled mmm-potential en-
ergy U sphereα /U sphereα,∞ (see eqns. (3.3.34)
and (3.3.35)) of the whole sphere as
a function of the radii fraction R/rmp
in the range R/rmp > 1. Note the






































, as depicted in fig. 3.4. Hence, the



















The non-vanishing components of the gyration tensor a follow to












insertion into eq. (3.3.6) leads to the aplanarity αpl









)2 − 8 , (3.3.33)
of the membrane patch dA. To get the total mmm-potential energy U sphereα , we have to
integrate kα%αpl over the complete sphere which yields















Unfortunately, unlike the continuum theory expression Espherebend , the mmm-potential energy
depends on the sphere radius (see fig. 3.4). However, in the limit R→∞, U sphereα converges
asymptotically against the constant U sphereα,∞
U sphereα






50 3. SIMULATION FRAMEWORK AND TISSUE MODEL
Figure 3.5. To calculate the integral
(3.3.41) over the cylinder cap (solid black
line depicts perimeter) cut out by the
sphere with radius rmp around the parti-
cle on the cylinder surface at point a, we
need to find an expression for the angle
φ(z) = ]cdb. To do so, we start in the
sphere center point a and construct a line
of length z ≤ rmp parallel to the cylinder
axis ez to reach the point c. Next, we define
the point b as the intersection point of the
cylinder surface at height z and the sphere
surface and draw the connection line [ab].
The line [ab] has the length rmp as it is con-
necting the center point a with a point on
the sphere’s surface. The triangle 4abc has
a right angle in point c since [ac] ‖ ez by
construction and the points b and c have
the same z-coordinate, also by construc-
tion. Hence, the length of the chord s = [bc]
obeys r2mp = z2 + s2. Furthermore, appli-
cation of the cosine theorem on the triangle
4bcd yields s2 = 2R2(1 − cosφ). Elimi-
nation of s2 from the latter equation and
rearrangement leads to the result (3.3.42).
We interpret this behavior in the sense that the mmm-potential only provides “proper” cur-
vature moduli for curvatures much smaller than 1/rmp . In this case, equating eqns. 3.3.35










We use the fact that the mmm-potential only provides proper curvature moduli in the limit
R → ∞ to ease the calculations for the cylinder: It is not necessary to calculate the mmm-
potential energy U cylα for finite R, we just need to know its asymptotic behavior in the
limit R → ∞. As in the case for the sphere, we need to calculate the aplanarity αpl of
a particle on the cylinder surface with particle density % which interacts with all particles
in interaction range rmp (see fig. 3.5). The integral of the mmm-potential energy over the
whole cylinder surface follows then by multiplication of αpl with the total number of particles
2piRL% and kα as αpl cannot depend on the position on the cylinder due to the symmetries
of the configuration. Hence, it is U cylα = kα · 2piRL% · αpl and we expect that U cylα converges
asymptotically against Ecylbend , eq. (3.3.30), for R→∞:
U cylα = 2piRL%kααpl
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Therefore, αpl has to scale asymptotically as αpl
R→∞−→ c/R2 with a prefactor c > 0 with the
unit of an area. Insertion of αpl = c/R2 into eq. (3.3.37) and rearrangement leads to
κ = 2kα%c. (3.3.38)
Hence, we only need to estimate the proportionality factor c to determine κ. To do so,
we calculate the aplanarity of a particle on the cylinder surface up to order 1/R2. We use
cylindrical coordinates with the z-axis parallel to the cylinder axis and the x-axis pointing
on the particle on the cylinder surface (see fig. 3.5). The particle has the coordinates rp =
(R, 0, 0) and the center of mass components yg and zg vanish in these coordinates. We
assume again uniform weighting with cutoff w = Θ(rmp − r). The sphere of radius rmp
around the particle cuts out a curved cylinder cap Ccap over which we have to take the
integrals to calculate xg and the gyration tensor entries aαβ . Due to symmetry, its non-
diagonal components vanish, as in the case for the sphere, such that λα = aαα for α = x, y, z.
In the limit R→∞, the cylinder surface becomes flatter and flatter and the cylinder cap Ccap
converges against a flat circle Ccirc with center rp and radius rmp in the yz-plane. Hence,











pi%r4mp , for α = y, z. (3.3.39)
Therefore, the aplanarity αpl of the particle behaves asymptotically
αpl = 9
λxλyλz









We see that the aplanarity αpl is proportional to λx for R → ∞, hence, λx has to behave
asymptotically as λx
R→∞−→ c˜/R2 for a prefactor c˜ > 0 with the unit of squared area. To
determine c˜, we need to estimate λx = %
∫
Ccap
(x− xg)2 dA up to terms of order 1/R2. First,










where the range ±φ(z) in the azimuthal angle ϕ is z-dependent. Second, from fig. 3.5, we





























by elementary trigonometry. We start with the estimate of xg up to lowest order in 1/R.
We get the prefactor of this lowest order term by series expansion of the integrands of the
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Next, we investigate how the approximation error  of an approximation x̂g = xg −  for xg




(x− xg)2 dA =
∫
Ccap




(x− x̂g)2 dA− 2
∫
Ccap




(x− x̂g)2 dA− 2
∫
Ccap




(x− x̂g)2 dA− 2
∫
Ccap






(x− x̂g)2 dA− 2ACcap ,
(3.3.45)
where ACcap denotes the total area of the cylinder cap. Thus, if we use expression (3.3.44) to




. Hence, as we need to
estimate λx up to order 1/R2, the approximation order in eq. (3.3.44) is sufficient. Insertion
of xg into the definition λx = %
∫
Ccap













which scales with 1/R2, as expected. We read off the prefactor c˜ = pir6mp%/64 and by insertion
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Both curvature moduli are proportional to the number of particles pir2mp% inside one cutoff
range. Note that the negative sign of κ̂ indicates that “saddles”, i.e. principal curvatures
having different signs, are unfavorable. Since above expression for κ (κ̂) has been derived by
assuming an uniform weight function with cutoff w = Θ(rmp − r) it provides an upper(lower)
bound for κ (κ̂) compared to non-uniform weighting w ≤ Θ(rmp − r).
In the following, we investigate the bending rigidity κ for the non-uniform weight function
in eq. (3.3.3) which we use in simulations. We expect that the asymptotic scaling argument
we used for the calculation with uniform weighting is suitable for non-uniform weighting as
well. In particular, we expect the bending rigidity again to scale as κ ∝ kαr2mp%, only the
proportionality constant may depend on the choice of the weighting. The exact value of
the proportionality constant is important for comparison with measurements of the bending
rigidity in simulations, see section 3.4.5.
We start from eq. (3.3.40), derived for the cylinder geometry, and estimate the prefactor
c in the relation αpl = c/R2. To calculate λy with the weight function eq.(3.3.3) in the limit





y2w (r) dA = %pir4mp
∫ 1
0
u3w (u) du ≈ %pir4mp · 0.02449, (3.3.50)
with the substitution u = r/rmp . For the weight function eq. (3.3.3), the integral cannot
be calculated analytically such that we resort on numerical evaluation. To estimate the
remaining eigenvalue λx = %
∫
Ccap
(x− xg)2w (|rp − r|) dA, we first calculate the center of
mass position xg. Our previous result for uniform weighting, eq. (3.3.44), implies that xg
behaves asymptotically as









for a dimensionless constant c1 > 0 which we estimate in the following. To apply the definition
of xg, eq. (3.3.16), we have to calculate the distance |rp − r| of the particle at position rp
with an arbitrary particle inside the interaction range. In our cylindrical coordinate system
it is rp = (R, 0, 0) and r = (R cosϕ,R sinϕ, z), hence
|rp − r| =
√
2R2 (1− cosϕ) + z2. (3.3.52)
We introduce the rescaled variables η = z/rmp and ζ = R/rmp and rewrite w (|rp − r|) with
eqns. (3.3.3) and (3.3.52) as




2ζ2 (1− cosϕ) + η2)
(2ζ2 (1− cosϕ) + η2)6 − 1
)
. (3.3.53)
The integration range φ(z) in ϕ, eq. (3.3.42), yields rewritten






























Figure 3.6. Relative deviation of the es-
timates for the constants cα (α = 1, 2
for uniform, α = 1w, 2w for non-
uniform weight) via numerical calcula-
tion of eqns. (3.3.56),(3.3.59) for vary-
ing ζ = R/rmp from the final estimate
cα,est used for the bending rigidity estima-
tion. Red curves show the case of uniform
weighting with cutoff, blue curves corre-
spond to the non-uniform weight function
eq. (3.3.53). For uniform weighting, we set
c1,est = 1/8, c2,est = pi/64 from the analyt-
ical results eqns. (3.3.44),(3.3.46), for non-
uniform weighting we set cαw,est = cαw(ζ =
30), see eqns. (3.3.57) and (3.3.60).
We could estimate the constant c1 in eq. (3.3.51) by a series expansion of w (η, φ, ζ) and
φ(η, ζ) in the integrands occurring in the definition of xg, eq. (3.3.16), as we did in the case
of uniform weighting. However, it is easier to start from what we already know about the





xw (|rp − r|) dA∫
Ccap


























−φ(η,ζ) (1− cosϕ)w (η, ϕ, ζ) dϕdη∫ +1
−1
∫ +φ(η,ζ)







The left-hand side of this equation can be evaluated numerically as a function of ζ = R/rmp
and converges against the desired constant c1 for ζ →∞. The charm in the evaluation of c1
in this way is that we can easily exchange the weight function with any other function we
want to evaluate the bending rigidity for. With w as in eq. (3.3.53), numerical estimation for
ζ  1 leads to
c1 ≈ 0.05199879. (3.3.57)
Numerical convergence of eq. (3.3.56) is rather rapid, with estimates for ζ = 1 and ζ = 30
differing by less than 10% (see fig. 3.6). We derive an expression which converges against the
eigenvalue λx in the same fashion. From eq. (3.3.46) follows that λx behaves asymptotically
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Insertion of c1 from above and numerical evaluation of the limit ζ  1 of the left hand side
yields
c2 ≈ 0.00315362565, (3.3.60)
and hence λx ≈ 0.00315%r6mp/R2. Together with λy from eq. (3.3.50), insertion into eqns.
(3.3.40) and (3.3.38) yields the estimate
κ ≈ 0.368kα%r2mp , (3.3.61)
for the mmm-bending rigidity with weight function eq. (3.3.3). For the numerical evaluation
of eqns. (3.3.50),(3.3.56) and (3.3.59) we rely on the routine NIntegrate[] of the computer
algebra system Mathematica [83]. The bending rigidity in eq. (3.3.61) amounts to ap-
proximately 60% of the bending rigidity with uniform weighting, eq. (3.3.48). In section
3.4.5 measurements of the bending rigidity in simulations are compared with the estimate
eq. (3.3.61) from continuum theory. Differences may arise due to the finite temperature as
well as the non-uniform particle density in simulations; both have not been accounted for in
the presented continuum approach.
In conclusion, we derived exact expressions for bending rigidity eq. (3.3.48) and saddle-
splay modulus eq. (3.3.49) for uniform weighting and an estimate eq. (3.3.61) of the bending
rigidity for the non-uniform weight function eq. (3.3.3). Our approach allows approximation
of these curvature moduli for any other weight function.
3.3.4. Isotropic Compressibility Dependence on Weight Function. We take a
look at the isotropic compressibility of the mmm-potential and especially its dependence on
the choice of the weight function. The isotropic compressibility determines how the system
volume changes upon an isotropic pressure change and is defined for an isothermic system as






















is referred to as compressibility modulus. To connect
the mmm-potential with the compressibility, we introduce the virial stress tensor σV . Let U
be the potential energy of our system, such that Fi = −∇iU is the resulting force on particle
i. The virial stress can then be expressed through the positions {ri} and forces {Fi} on the
particles [76]:
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where V denotes the system volume. Only internal stresses, generated by forces between the
particles, enter in the calculation of the virial stress. The net pressure p the system exerts

















ri · ∇iU. (3.3.64)
To analyze the compressibility, we investigate the work δW = pdV necessary for an isotropic
volume change by a factor a ∈ R. We choose the coordinate system such that the gyration
tensor is diagonal. From the definitions of center of mass , eq. (3.3.4), and gyration tensor,


















for α = x, y, z. For a weight function which is homogeneous of degree n ∈ R, i.e. for which
w (ar) = anw (r) we see that rg({ari}) = arg({ri}) and λα({ari}) = an+2λα({ri}). By
insertion of the gyration tensor eigenvalues in the aplanarity definition, eq. (3.3.6), we see
that the factors an+2 in denominator and nominator cancel and the aplanarity does not
change:
αpl({ari}) = αpl({ri}) . (3.3.66)
Hence, the total mmm-potential energy is constant. Since the mmm-potential energy is con-
stant during volume expansion, the corresponding work δW = pdV has to vanish, i.e. the
net pressure p has to be zero. We can derive the same result by using the Euler homogeneity
relation
nΦ(r) = r · ∇Φ(r) , (3.3.67)
for any homogeneous function Φ of degree n ∈ R. If the mmm-potential energy U stays
constant during volume expansion ri → ari, it is a homogeneous function of degree n = 0
and by comparision of eqns. (3.3.67) and (3.3.64) we see again that p ≡ 0.
Hence, for any homogeneous weight function w, net pressure vanishes p ≡ 0 as well as
the compressibility modulus KT . From a practical point of view, the mmm-potential should
influence non-membrane properties (i.e. all properties not directly related to the bending
rigidity) as little as possible. In one dimension, the family of homogeneous functions of degree
n is given by w (r) = w (1) rn with w (1) ∈ R. We expect that, the closer the weight function
resembles one member of this family, the smaller will be the mmm-potential contribution to
net pressure and compressibility modulus KT . A simple example is constant weighting with
cutoff w = Θ(rmp − r); Non-zero contributions to the net pressure only arise if particles cross
the interaction range rmp .
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3.3.5. Adaptations to Algorithm. In the context of periodic boundary conditions
and parallelization, adaptations to the simulation algorithm are necessary.
Periodic Boundary Conditions. To calculate the mmm-force on a particle i we have to
add all force contributions from particles j inside the interaction range, i.e. all particles with
rij ≤ rmp . In simulations, a common construct is the Verlet-list Vi which stores the indices
of all particles j which interact with particle i. Note that for the mmm-potential the particle
i itself also yields a force contribution such that i ∈ Vi. The mmm-force Fiρ on particle i in













rj , {rk}k 6=j
)
denotes the aplanarity with center particle j; the partial derivatives
follow from eqns. (3.3.10) and (3.3.11). In the pre-existing simulation framework, reflective,
bouncing-back and periodic boundary conditions are implemented at the faces of the simu-
lation box [68]. Reflective and bouncing-back boundary conditions can be directly applied
to the mmm-potential as implemented in ref. [68]. For periodic boundary conditions, it is
necessary to rewrite the particle positions in terms of distance vectors to the center particle:
αpl
(




rj , {rj + rkj}k 6=j
)
, (3.3.69)
as for every particle j the distance vectors rkj are well-defined, whereas the absolute positions
are not. In this work, we apply the minimal image convention [76], i.e.





, ρ ∈ {x, y, z} , (3.3.70)
for a simulation box volume Vb =
∏
ρ [0, Lρ], nint() denotes the nearest-integer function.
Expression of the the aplanarities in terms of distance vectors also resolves ambiguities which
arise in the calculation of the virial stress [84].
Parallelization. In the pre-existing simulation algorithm, the force calculation is paral-
lelized along the loop over all particles. In the former model, all forces are pairwise such
that the force calculation can be performed by a pseudo-routine calcForce(i,j) which re-
ceives the indices i, j of the particle pair as arguments. Thus, for N particles the update
of the array Force[], which contains the current forces, is accomplished by the pseudo-
code
BEGIN PARALLEL LOOP
for i ∈ {0, 1, . . . N} do





The inner loop calculates the net force on particle i. In the pre-existing simulation, the
parallelization of the force loop is done by splitting up the index set {0, 1, . . . N} of the
particles into chunks which are distributed among the threads. To split the workload along
net force calculations for chunks of particle indices is not suitable for the mmm-potential
as it involves many redundant calculations. The calculation of the net force on particle i
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involves calculation of all mmm-related quantities for the particles j ∈ Vi, which are also
necessary to calculate the forces of all particles {k : ∃j ∈ Vi with k ∈ Vj} which interact with
the particles in the Verlet-list Vi of particle i. To avoid this redundancy, the mmm-force
calculation is performed by looping over all force contribution calculations of particle i to the








. We denote with calcMMMForceContrib(i,j) the pseudo-function
which receives the indices of a particle pair i, j (i being the center particle) and returns the
force contribution on particle j. Note that calcMMMForceContrib(i,j) is, in general, not
symmetric
calcMMMForceContrib(i,j) 6= calcMMMForceContrib(j,i) (3.3.71)
and that every particle contributes to its own force (the case j = i occurs as well). For np
parallel processors with individual ids pid ∈ {0, 1, . . . np}, the pseudo-code for the mmm-force
calculation reads
BEGIN PARALLEL LOOP
for i ∈ {0, 1, . . . N} do





for pid ∈ {0, 1, . . . np} do




Again, the outermost loop over the set of particle indices is distributed among the processors.
Note that in the inner loop of the parallel block the force of particle j is incremented. As
a consequence, the force contributions are stored in an intermediate array storeForce[][],
separately for every processor, to avoid that two processors access the same memory address
at the same time. After the parallel loop, the force contributions are added up to the total
force by a single processor.
3.4. Measurement of Growing Membrane Parameters
We present in silico measurements for homeostatic pressure γh, growth rate pressure sensi-
tivity ξ, area compressibility χa, homeostatic density %h as well as the bending rigidity κ.
Measurements are performed for different simulation parameter values, starred simulation
parameters refer to values relative to the standard parameter set (table I.1 in appendix I),
e.g. B∗ = B/Bstd. Unless explicitly stated otherwise, all simulation parameters equal their
standard values. Tables I.2 and I.3 show an overview of all measurement results.
3.4. MEASUREMENT OF GROWING MEMBRANE PARAMETERS 59
3.4.1. Surface Tension Measurements and Virial Stress. To begin, we take a look
at surface tension measurements which are required for all parameter measurements. The








where σ‖ and σ⊥ denote the local stress components in in-plane and normal direction of the
membrane [85]. These components are calculated from the stress tensor σ via multiplication
with the unit vectors e‖, e⊥ in the corresponding directions, hereby we interpret the stress
tensor as a bilinear form:




, σ⊥ = e⊥ · (σe⊥) . (3.4.2)
For a monolayered membrane, the stress tensor is approximately constant in lateral direction,




. The surface tension calculation consists of two steps: first we have to
estimate the stress tensor and second project it onto normal and in-plane directions of the
membrane. We first analyze the projection problem. To calculate the projections 3.4.2 for a
given stress tensor field σ(x), normal and in-plane directions have to be calculated at every
point on the membrane with time, since they do not stay constant during the folding process.
Numerical estimation of the local surface normal can be done, for example, by diagonalization
of the local gyration tensor which we already calculate in the mmm-force routines. However,
together with the necessary consistency checks of the surface normal field to guarantee proper
orientation and removal of spurious vectors, this is a numerical expensive task to be done
at every point in membrane-space-time. To avoid the normal field calculation, we note the
similarity of the surface tension with the isotropic net pressure:
p = −1
3






where we assume isotropic stress in the in-plane direction. The pair-potentials in the simu-
lation mainly contribute to the in-plane stress component σ‖, since their forces are directed
along the particle bonds in the membrane. Therefore, the main contribution to the normal
stress σ⊥ arises from the mmm-potential. The force scaling arguments in section 3.3.2 es-
timate the lateral mmm-forces Fz to scale as Fz ∼ d, thus σ⊥ ∼ Fzd ∼ d2. Therefore, we
expect that the lateral mmm-stress is small compared to the stress of the in-plane pairwise
potentials. We neglect the normal component compared to the in-plane stress σ⊥  σ‖ and
approximate the surface tension with the local stress tensor via
γ(x) ≈ σ‖d ≈ −
3
2




Above relation eases the calculation of the surface tension tremendously as the trace of the
stress tensor is invariant under rotations of the coordinate system, hence, we can choose at







With above approximation we completely avoid the estimation of the surface normal field
and instead calculate γ in the Cartesian lab coordinate system.
Next, we take a look at the task of measuring the stress tensor. We already touched the
subject of stress calculation briefly in section 3.3.4 where we took a look at the net pressure
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contribution of the mmm-potential. The stress tensor can be separated into two contributions
σ = σkin + σpot related to momentum transport and force contributions [76, 86]. The virial










where ri, vi and Fi denote position, velocity and net force of particle i and V the system
volume. With the formulas 3.4.6 and 3.4.5 we can directly calculate the “virial” surface
tension from the virial stress. In the context of our membrane the total system volume V
has to be replaced by the total membrane area A. As the virial stress tensor corresponds to
the average of the local stress over the total system volume, the hereby determined surface
tension is the spatial average of the local surface tension. Unfortunately, measurement of the
stress tensor with spatial resolution comprises, in case of a multibody potential such as the
mmm potential, a much harder problem (see appendix B). Therefore, we limit the surface
tension evaluation to the spatially averaged “virial” surface tension.
3.4.2. Homeostatic Surface Tension. We define the homeostatic surface tension γh
as the equilibrium surface tension of a flat, quadratic patch of membrane. To measure surface







1 + |∇h(x, y)|2 dxdy. (3.4.7)
The membrane area is calculated by numerical evaluation of above integral. To do so, we
discretize the height profile h(x, y) on a quadratic lattice with grid constant rpp/2. At
every point (xi, yj) = (irpp/2, jrpp/2) the approximated height zij is calculated as the
weighted average zij =
∑
α zαw (|xi − xα| , |yi − yα|) /
∑
αw (|xi − xα| , |yi − yα|) over all par-
ticles α in the cell (i, j) and its four nearest neighbors. We use a linear weight function
w (|xi − xα| , |yi − yα|) =
(
1− 43 |xi − xα| /rpp
) (
1− 43 |yi − yα| /rpp
)
. The gradient ∇h is es-
timated by a three-point stencil in each direction of the discretized height profile h(xi, yj).
We expect the homeostatic surface tension γh to behave similar to its three-dimensional pen-
dant, the homeostatic pressure ph. Previous measurements of the homeostatic pressure found
that ph [68]
(1) decreases linearly with the adhesion strength ph ∝ (f∗1 − 1),
(2) increases linearly with the growth force strength ph ∝ (B∗ − 1),
(3) is rather independent of the cell death rate ka,
(4) increases with the compressibility κT = 1/f0 for constant excluded volume radius
(i.e. constant f1/f0).
Note that a negative homeostatic pressure, corresponding to a tensile homeostatic state,
is possible as well [38]. Since the bending rigidity introduced by the mmm-potential does
not tamper directly with the growth dynamics taking place in the in-plane direction, we
expect that the sign of above relations 1.-4. stays the same for our membrane system. In
particular, that the homeostatic surface tension is increasingly compressive with increasing
growth pressure constant B∗. However, for the membrane system, measurements in the
homeostatic state are not as easy to perform as for the three-dimensional analog, as we must
avoid membrane buckling. For γh above the buckling threshold, we need to add a lateral















































































Figure 3.7. a) Homeostatic surface tension measurement for three different growth
strengths B dependent on the applied harmonic confinement strength asim , measured with a
medium system size of L = 90rpp . The confinement strength asim has the unit force/length
and is given in the units of attractive force constant over cutoff radius f1/rpp . The surface
tension is given in units of the critical buckling surface tension γc120 = κ(2pi/L)2 for a medium
system size L = 120rpp . Note the shift to larger compressive tensions with increasing con-
finement strength. b) Energy per area Vharm/L2 of the harmonic potential as a function of
confinement strength, given in units of 10−3κ, κ denotes the bending rigidity. c) Fraction
of surface tension measured at confinement strength a over measurement at chosen opti-
mal confinement strength aopt . Strongest deviations occur for the smallest growth strength




as a measure of flatness of
the membrane as a function of confinement strength. A value of asim ≈ 0.1f1/rpp provides




. Error bars in a)-d) correspond to
stdev.
confinement to keep the membrane flat during the equilibration process. We expect that the
lateral degree of freedom is sensible to any confinement as it consists only of a thin layer of























to the membrane and study the dependence of the equilibrium surface tension on the potential
strength a (see fig. 3.7). In the context of our particle-based simulation, note that applying
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Figure 3.8. Surface tension measure-
ments with optimal confinement strength
aopt dependent on growth strength B∗.
Every line corresponds to one pair γ∗b , γ
∗
c
of background and intracell friction (see
legend). The apoptosis rate ka is adjusted
such that γ∗ck∗a = 1 for the different values
of γ∗c (see also section 4.3). We recover
a linear relationship as in ref. [68]. Error
bars correspond to stdev.
a harmonic force F = −asimz on every particle corresponds to a continuum energy density
fharm = asim%z
2/2 with the particle density %. Since the density % in our simulations is
typically spatially constant, we translate via a = asim% the simulation force strength asim
to the continuum parameter a in eq. (3.4.8). The harmonic potential adds a net energy





. To define the optimal value aopt for the potential strength, we demand that
the harmonic potential is strong enough to keep the membrane system flat, but still so weak
that it does not tamper too much with the lateral degree of freedom. The homeostatic surface
tension is then defined at this optimal confinement strength. As a measure of flatness we
compare
√〈h2〉 with the cell-diameter on the order of the cutoff radius rpp . Furthermore,
we measure the total energy Vharm stored in the harmonic energy and demand it to be as
small as possible. Hereby, particles buckling out of plane receive a “gentle punch” into the flat
state, gentle enough that the general energy landscape of the membrane system is changed
as little as possible by the harmonic potential. From the results summarized in fig. 3.7 we see
that a value of aopt around asim ≈ 0.1f1/rpp is a good trade-off between both requirements.
Comparison of the surface tensions γ reveal that for increasing a the surface tension shifts
towards negative values, corresponding to an increase in compressive stress. Hence, the
confinement of the lateral dimension leads to a compression in the in-plane direction. The
ratio γ(a) /γ(aopt) varies strongest for the smallest growth strength B∗ = 0.6, for larger
B∗ the ratio takes values larger than 120% only for strong confinements a  0.1f1/rpp .
Figure 3.8 depicts measurements for growth pressure constants in the range B∗ = 0.6− 1.0.
We recover a linear relationship as for the three-dimensional tissue.
3.4.3. Growth Pressure Sensitivity Constant. Corresponding to the general growth
law eq. (2.1.2), the homeostatic growth rate law for the membrane system reads
kg = ξ (γ − γh) (3.4.9)
To access the pressure sensitivity constant ξ in above growth law, we need to measure the
surface tension γ for a fixed growth rate kg or vice versa. To do so, we develop a method
to prescribe a fixed growth rate for a growing, flat membrane. We impose a harmonic
confinement with asim = aopt , as in the homeostatic surface tension measurements. For a
flat membrane it is A = L2 and by virtue of eq. (3.4.9) follows
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Figure 3.9. a) Growth rate kg as a function of the measured equilibrium surface tension
γ for growth strength parameters in the range B∗ = 0.6 − 1.0. The growth rate is given
in units of the fixed apoptosis rate ka, surface tension in units of the homeostatic surface
tension γh. Error bars refer to stdev. Continuous lines depict linear fits of eq. (3.4.9) with
both ξ and γh as free parameters, dashed lines linear fits with only ξ free and γh fixed to the
previously measured value. b) Fit results for growth parameter ξ from both fitting methods,
green with ξ, γh free and blue with only ξ as free parameter. c) As b) but results for inverse
growth time scale ξγh. d) Ratio of the homeostatic surface tension result from the fit over
previously measured value. Error bars in b)-d) refer to square root of diagonal elements of
the covariance matrix from least-squares minimization. The method least_squares() of the
python package SciPy was used to solve the minimization problem [87].
This allows us to directly impose the growth rate by a constant rescaling of the box size L.
For constant growth rate kg = 2∂t logL it is






In simulations, we directly set the box size to its value according to the exponential growth law
eq. (3.4.11) and measure the resulting surface tension γ. The hereby implemented “constant-
growth-module” is similar to an approach described in ref. [88] to achieve a constant-pressure-
ensemble via rescaling of the system size. Figure 3.9 depicts an overview of the measured
surface tensions γ for different prescribed values of the growth rate kg. The measurements
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start from a flat, equilibrated membrane of size L = 90rpp which grows at least up to a size
of L = 150rpp . During membrane growth, the total number of cells N is monitored to ensure
that the overall density % stays constant. To estimate ξ, linear fits of relation eq. (3.4.10)
are performed, one with the homeostatic surface tension γh fixed to their previous measured
values and another with both γh and ξ as free parameters. For growth rates kg/ka < 0.03
the surface tension increases linearly with the growth rate, larger growth rates exhibit a
non-linear increase. Therefore, the linear fits are constrained to growth rates kg/ka ≤ 0.03.
For B∗ ≥ 0.7 and kg/ka > 0.03 the surface tension γ is larger than the extrapolation of the
linear fit. Thus, for fixed surface tension, the growth rate is larger than the value predicted
by the linear extrapolation. For B∗ < 0.7 the non-linear behavior is difficult to quantify due
to large fluctuations in γ, as indicated by the large error bars. Whereas both fits lead to
similar results for larger growth strength values B∗ ≥ 0.8, the spread in the two estimates
increases towards the smallest growth strength B∗ = 0.6. This difference can be attributed
to the differences in the estimates for the homeostatic surface tension γh; the fitted value γ
fit
h
is up to %25 smaller than the previously measured value γmeash . It remains a difficult task
to pin point the correct values for γh and ξ for growth strengths B∗ < 0.7 due to the large
fluctuations in the surface tension during measurements. Therefore, we have to be careful
to draw conclusions about the scaling of ξ with B∗. For B∗ ≥ 0.8, ξ seems to be fairly
constant around ξ ≈ 0.08f0/r2ppka, for B∗ < 0.8 the estimates from both fits fall in the range
ξ ≈ 0.06−0.16f0/r2ppka. Surprisingly, the prediction for the inverse growth time scale ξγh are
consistent for both fits and show a clear increase with increasing B∗. The growth timescales
for B∗ = 0.6− 1.0 cover roughly one order of magnitude, with 1/(ξγh) ≈ 2− 50k−1a .
In conclusion, we can say that the ξ-measurements with the constant-growth module
become more reliable for increasing B∗. For values B∗ close to the switch from tension to
compression around B∗ = 0.6, the large signal to noise ratio of the surface tension mea-
surements of around γh/∆γh ≈ 1 makes precise measurements of both γh and ξ a difficult
task. This imprecision results in a uncertainty factor of around two for the ξ measurements,
whereas the errors in the inverse growth timescale ξγh luckily seem to cancel.
3.4.4. Area Compressibility. Surface tension is build up due to compression or expan-
sion of the area the cells can occupy. For constant cell number, the area per cell is inversely
proportional to the number density %. We denote with %h the homeostatic density at which
the surface tension equals the homeostatic value γ = γh. We expect the surface tension to
scale linearly in the difference δ% = %h − % for small enough δ%. Thus, we relate surface
tension γ and density % via
γ − γh = χ−1a (%h − %) . (3.4.12)
where χa > 0 denotes an effective compressive modulus, the area compressibility. To estimate
χa, we use the surface tension measurements of the constant-growth module from the previous
section. We expect that the linear relation (3.4.12) between surface tension γ and density %
holds if the system size growth rate kg of the constant-growth module is small enough. Density
measurements during system growth allow us then to measure the area compressibility χa
as the proportionality factor between γ and %. Figure 3.10 depicts the resulting γ−%-plots.
The surface tension scales indeed linearly with the density close to the homeostatic surface
tension, whereas for too large deviations from γh the relation becomes non-linear. Deviations
from linear behavior occur roughly at growth rates kg/ka > 0.03, as for the kg−γ scaling in
the previous section. The fits of eq. (3.4.12) are performed in the linear range, i.e. for kg/ka ≤











































Figure 3.10. Surface tension γ versus particle density % for growth strengths in the range
B∗ = 0.6 − 1.0. Error bars refer to stdev. Continuous lines depict linear fits of relation
eq. (3.4.12) with the method least_squares() of the python package SciPy [87].
Figure 3.11. Fit results for area compress-
ibility χa (left axis, blue) and homeostatic
density (right axis, red). Error bars refer
to square root of diagonal entries of covari-
ance matrix of least-squares fit (depicted in
fig 3.10) with the method least_squares()
of the python package SciPy [87].


























0.03. The non-linear behavior yields larger stresses as compared with the extrapolation of
the linear fits of eq. (3.4.12). Thus, the hereby estimated value for the area compressibility
is most likely too small. Figure 3.11 shows the fit result for area compressibility χa and the
corresponding homeostatic density %h, dependent on growth strength parameter B∗. The
homeostatic density exhibits a stable linear behavior. The estimated area compressibility
χa is approximately constant χa ≈ 0.0025 |γc120| r2pp for B∗ <= 0.7 (γc120 denotes the critical
buckling pressure for membrane size L = 120rpp) and drops to χa ≈ 0.0015 |γc120| r2pp for
B∗ > 0.7.
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3.4.5. Bending Rigidity. In section 3.3.3 we derived an analytical prediction of the
bending rigidity eq. (3.3.61)
κ ≈ 0.368kαr2mp%, (3.4.13)
for the mmm-model with strength kα, cutoff radius rmp , particle density % and weight function











In the analytic derivation of eq. (3.3.61), neither thermal noise, growth activity nor the non-
homogeneous spatial particle distribution are taken into account. To investigate whether
these phenomena lead to deviations, we compare measurements of κ in simulations with the
analytical prediction of eq. (3.3.61). Theoretical studies of the effect of thermal fluctuations







where κ denotes the bending rigidity without thermal fluctuations, A the equilibrium area at
kbT = 0, δA the average excess area created by thermal fluctuations and α a dimensionless







where N denotes the number of molecules in the membrane. Remarkably, theoretical es-
timates of the exact value of the prefactor α result in contradicting signs. Values ranging
from α = −1 to α = 3 are reported [89, 90, 91], leaving the question open whether thermal
fluctuations lead to softening (α > 0) or stiffening (α < 0) of a membrane. As all mentioned
studies agree on the functional dependence of the effective bending rigidity, eqns. (3.4.16)
and (3.4.15), we estimate the order of magnitude of the correction term for the simulations
performed in this work. With kbT = 0.1 and N = 104 − 105 it is∣∣∣∣κth − κα
∣∣∣∣ = kbT8pi logN ≈ 0.037− 0.046, (3.4.17)
in simulation units. In comparison, with kα = 10, rmp = 1.5 and % = 3.5 − 4, eq. (3.3.61)
predicts κ ≈ 29 − 33, thus, thermal fluctuations are largely negligible. Considering growth
activity, it is known that division and apoptosis cause tissue fluidization leading to viscoelastic
behavior [70]. In the context of growing membranes, these findings apply to the in-plane
dynamics. The impact of growth activity on the fluctuation spectrum of a surface is a
subject of current research, see e.g. refs. [92, 93].
In simulations, the bending rigidity is accessible by analysis of the thermal fluctuation
spectrum. The fluctuation spectrum with a harmonic confinement according to eq. (3.4.8)





κk4 + γk2 + a
, (3.4.18)
as a function of the wavenumber k (see appendix E.2). Above expression for the fluctuation
spectrum is strictly only correct for passive membranes in thermal equilibrium. However,
since our growth activity mainly affects cell dynamics in the in-plane direction, we are in
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Figure 3.12. a) Inverse fluctuation spectra as a function of squared wavenumber k2 for
growth strength B∗ in the range B∗ = 0.6 − 1.0 (see legend). Continuous lines depict fits
with all three parameters κ, γh, a free, dotted lines with only κ free and γh and a = aopt%
from separate measurements. The wavenumber cutoff for both fits is kcut = 1rpp . b) Squared
residue for inverse fluctuation spectra fits as a function of the wavenumber cutoff kcut . Color
code corresponds to growth strength parameter B∗ as in a). Continuous lines correspond
to three parameter fit with κ, γh, a free, dotted lines to one parameter fit with only κ free.
c) Fit results for bending rigidity κ corresponding to b). d) Standard deviation of fitted
value for bending rigidity σ(κ) divided by κ; corresponding to b). The standard deviation
σ(κ) is calculated as square root of diagonal entries of covariance matrix of the least squares
minimization.
good spirit that it holds also in our case. Another concern arises about the isotropy of the
noise as implemented in the dpd simulation technique. dpd-noise with temperature kbTdpd
results in random forces along the line connecting interacting particles, hence, these forces
are aligned mostly along the in-plane direction. In contrast, the Brownian background noise
is isotropic. Hence, in the lateral direction the noise is mostly Brownian with a small dpd-
contribution as the particle-particle connectors are not perfectly aligned in-plane. Thus, the
effective lateral noise temperature kbTe may be noticeably larger than the preset Brownian
dynamics temperature kbTbd .
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As the reciprocal fluctuation spectrum is a polynomial in k2, a parabolic fit of 1/|hk|2
versus k2 is typically used to estimate κ (see ref. [73], for a comparison with respect to other
methods see ref. [74]). Note that the fitting range of the independent variable k determines
the in-plane lengthscales of the considered fluctuations. From the calculations in section 3.3.3
we have already learned that the mmm-potential provides a “proper” bending rigidity only for
curvature radii R much larger than the used cutoff radius R rmp . Hence, we cannot expect
fluctuations on the length scale of rmp to follow eq. (3.4.18). Furthermore, in simulations,
the particle density % determines down to which lengthscale the membrane is discretized by
the particles. The discrete fft of a set of N equidistant data points covers all wavevectors
in the range k ∈ [2pi/L,Npi/L] corresponding to the largest wavelength λ = L spanning the
whole system and the smallest wavelength λ = 2L/N , fitting on two equidistant intervals of
size L/N . We expect especially for large wavenumbers deviations of the fluctuation spectrum
measured in simulations from the analytic expression, eq. (3.4.18), due to decreasing number
of particles fitting onto one wavelength. Therefore, the fits of the inverse fluctuation spectrum
are done with different upper wavenumber cutoff kcut to observe the changes in the fitted
values for κ, γ and a. In simulations, a medium sized system of size L = 90rpp in homeostatic
equilibrium is used to measure the Fourier coefficients hk by discrete Fourier transformation
of the same grid zij = h(xi, yj) used for the area measurements (see section 3.4.2). The fast
Fourier transform algorithm package fftw is employed to numerically perform the Fourier
transformation [1]. The same harmonic potential strength asim = aopt as in the measurements
of γh and ξ is used to enforce the flat state during measurements. As the fluctuation spectrum
only depends on the magnitude k = |k| of the wavevector, an average over all amplitudes








We perform a time average over a time window of t = 50k−1a time units where ka denotes the
apoptosis rate. Noise temperatures are chosen to kbTdpd = kbTbd = 0.1 in simulation units.
We measure the spectra for the same growth strength parameters in the range B∗ = 0.6− 1
as in the previous measurements of γh, ξ and χa. Figure 3.12 shows the resulting inverse
fluctuation spectra as a function of k2. Two fits of the inverse fluctuation spectra are per-
formed, one with only κ as a free parameter and γh, a = aopt% from previous measurements,
another with all parameters κ, γh and a free. The comparison of both fits enables us to
judge the error in the results due to uncertainties in the previous measurements of γh. The
method least_squares() of the python package SciPy is used for the fits [87]. A compar-
ison of measured and fitted inverse spectra for wavenumber cutoff kcut = 1rpp is depicted
in fig. 3.12. As expected, the three parameter fit leads to the smaller squared residual
χ2 =
∑
i (y (xi)− yfit (xi))2. However, the estimated bending rigidities mostly agree in the
wavenumber cutoff range 0.6 < kcutrpp < 2, hereby, the one parameter fit yields slightly larger
results. In the range 1 < kcutrpp < 2 the squared residual increases by several orders of mag-
nitude as the measured spectrum starts to deviate from the analytic expression eq. (3.4.18).
We denote by σ(κ) the standard deviation of the fit result for κ, defined by the square root of
the diagonal entries of the covariance matrix of the corresponding least-squares minimization
problem. We quantify with the fraction σ(κ) /κ the relative uncertainty in the fitted κ. For
kcut < 0.6, the uncertainty parameter becomes of order σ(κ) /κ ∼ 1 for both fits. Thus, from
the measurements of χ2 and σ(κ) /κ, we deem a cutoff in the range 0.6 < kcutrpp < 1.0 to
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Figure 3.13. a) Actual confinement strength a = asim% divided by fit result for confinement
strength afit from the three parameter fit as a function of wavenumber cutoff kcut . Given
in units of the prescribed Brownian dynamics temperature kbTbd = 0.1. As of eq. (3.4.20),
this ratio determines the effective temperature kbTe. Different curves correspond to growth
strengths in the range B∗ = 0.6−1 (see legend). b) Bending rigidity as a function of particle
density %. Continuous black line depicts analytical approximation eq. (3.3.61). Colors green
and blue correspond to results from three or one parameter fit for wavenumber cutoff kcut =
1/rpp . Cross symbols correspond to temperature kbTbd , squares and circles to temperatures
1.1kbTbd and 1.15kbTbd .
yield the most accurate results. Figure 3.13 depicts the bending rigidity, in units of kbTbd ,
measured at kcut = 1.0rpp as a function of the particle density. The analytical prediction,
eq. (3.3.61), is roughly 35% − 40% larger than the measured values. However, these mea-
surements may be biased due to the effective noise temperature in lateral direction being
larger than kbTbd . We denote this effective noise temperature with kbTe. To estimate kbTe,
we note that our polynomial fit results in an estimate of confinement strength a divided by
the effective temperature, i.e. the quantity afit = a/kbTe. Thus, with the exact value asim of
our simulation force strength and the relation a = asim% between simulation force strength








which allows calculation of the effective temperature kbTe (see fig. (3.13)). Hereby, we obtain
values for the temperature fraction kbTe/kbTbd around kbTe/kbTbd ≈ 1.1− 1.15. Within this
range of kbTe the analytical result, eq. (3.3.61), is only ≈ 20% larger than the measured bend-
ing rigidities (see fig. (3.13) b)). We can only speculate what is the reason for the remaining
deviation. One possibility is given by the discretization error made when comparing contin-
uum theory with particle-based simulations. With a typical particle density in simulations of
% ≈ 4, there are only a few dozen particles inside cutoff range rmp = 1.5 and their local order
may not be negligible. A possibility to improve the analytic results in this regard would be
to take the pair distribution function g(r) into account.
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3.5. Reaction-Diffusion Model of Limiting Nutrient
We implement the reaction-diffusion dynamics of a limiting nutrient with concentration g in a
similar manner as the individual-based models (abbreviated ibms) introduced in section 2.1.3.
Reaction-diffusion dynamics is modeled by a continuum reaction-diffusion equation which we
solve with a finite-difference method. The growth force parameters of the pg-module are
then adjusted according to the local nutrient concentration to couple growth with nutrient
availability. We denote with % the number density of cells and assume nutrient uptake is
proportional to density times a concentration-dependent uptake function U(g). The uptake
function is chosen dependent on the uptake characteristics of the cells, see section 5.2.3.
Thus, the concentration g follows the dynamic equation
∂g
∂t
= ∇ · (D∇g)− %U(g), (3.5.1)
with the diffusion constantD. We integrate the nutrient dynamic eq. (3.5.1) on a cubic lattice
ri,j,k = (xi, yj , zj) = (ih, jh, kh) with grid constant h. To do so, we employ a forward-time,




































where •ni,j,k denotes the value of the respective quantity at grid point ri,j,k = (ih, jh, kh) and
time tn = n∆t [94]. The cell density %ni,j,k is calculated by summing up all cells which have
their center of mass in lattice side (i, j, k) at time tn and subsequent division by the lattice
volume h3. This scheme is stable and consistent if Dni,j,k∆t/h
2 ≤ 1/4 for all (tn, ri,j,k) in the
domain of computation. It ensures a continuous solution for g even though D may change
non-continuously[94].
We assume that the resulting cell growth rate kg is proportional to the local nutrient
uptake kg = U(g). The proportionality constant  determines the efficiency of nutrient to
biomass conversion. Thus, the continuity equation of the cell density % is given by
∂%
∂t
= −∇ · (%v) + U(g). (3.5.3)
To achieve a nutrient dependent growth rate in the pg-model, we need to couple the con-
centration g to the parameters of the growth force. We begin with the observation that the
growth force parameter B determines the scale pint ∼ B/[l4c ] of the internal cell pressure;
lc denotes a typical cell-lengthscale. Thus, if the external pressure is bounded, we may in-
crease B until pint  pext such that external pressure has only a minuscule influence on the
growth process. Furthermore, for a friction-dominated system, the intracell distance r follows








where γ̂c denotes an effective friction constant comprised of intracell friction γc and contribu-
tions from interactions with the surrounding cells. From above equation results the division









which corresponds to the growth rate kg = log 2/τdiv . The factor log 2 occurs because a
division event doubles the amount of cells. To tune the growth rate, we adjust the value
of γc to change the value of the effective friction γ̂c. For large enough γc, the intracell
friction becomes the dominant friction contribution such that γ̂c ≈ γc. With the relation











which we expect to result in the desired growth rate. With the discrete solution gni,j,k for
the nutrient profile we assign every cell with center of mass inside lattice side of point ri,j,k
at time tn a growth constant B(gni,j,k) according to eq. (3.5.6). Note, however, that the
coupling of local nutrient concentration and cell mass creation according to eq. (3.5.6) yields
the desired growth rate kg = U(g) only if growth force and intracell friction dominate the
dynamics along the cell axis.

CHAPTER 4
Growth of 2D-Manifolds in 3D
We investigate the patterning of a freely growing, square membrane subject to periodic
boundary conditions by means of our particle-based simulation. Starting from an initially
flat configuration with edge length L, buckling patterns with a characteristic wavenumber
evolve, see fig. 4.1. Remarkably, the observed wavenumbers k are much larger than the
system-spanning mode k = 2pi/L, which is predicted to be the first unstable mode in classi-
cal quasi-static Euler-instability analysis for periodic boundary conditions. To analyze this
behavior, we briefly recapitulate the results of classical buckling theory upon which we de-
velop a model which incorporates stress-dependent growth. For simplicity, we constrain our
model in the Monge-representation, i.e. for membrane shapes which can be described by a
lateral height profile z = h(x, y). To validate our model, we compare analytical predictions
with simulation results in the Monge-representation. Furthermore, we take a look at the dy-
namics of overlapping membrane shapes with our simulations. In particular, we investigate
to what extend overlapping membrane shapes are determined by the anterior dynamics in









Figure 4.1. Simulation of temporal evolution of wrinkling patterns of a square membrane
which grows freely in z-direction, subject to periodic boundary conditions in x- and y-
direction. Time evolution begins from top left and continues in clock-wise order. Color
coding relative to minimal and maximal lateral height (see legend).
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that wrinkling patterns are formed due to different lateral expansion rates of adjacent tissue
layers (see section 2.2), our theory explains a patterning mechanism for a free monolayer
without said differential.
4.1. Buckling of Thin, Planar Membranes
We briefly recapitulate the classical theory of buckling instabilities of thin, planar membranes.
In particular, we derive the results for critical stress and buckling wavenumbers eqns. (2.2.4)-
(2.2.6). An introduction into the necessary differential geometric concepts can be found in
appendix C.
4.1.1. Energy Contributions. The energy contributions to understand buckling in-
stabilities of a thin membrane S are membrane bending energy Ebend and membrane surface
energy Esurf . For a planar membrane with linear elastic substrate, the substrate deformation
energy Esubs contributes as well. The membrane bending energy Ebend is determined by











det g dxdy. (4.1.1)
The curvature moduli κ, κ̂ are called bending rigidity and saddle-splay modulus. The sponta-
neous curvature field C0 prescribes a preferred mean curvature, such that the state of minimal
energy is curved. The form eq. 4.1.1 of the bending energy is representation independent and
results from collecting all rotational invariant terms in curvature up to quadratic order [95].
It is often referred to as Helfrich-Canham energy in honor of physicists Wolfgang Helfrich and
Peter Canham [95, 96]. In the framework of linear elasticity, an illustrative derivation of the
bending energy results by consideration of the strains along the membrane thickness of the

















Figure 4.2. We define the flat, unstretched state a) as the stress-free reference state of
the membrane. The deformational degrees of freedom are then b) bending and c) stretch-
ing/surface expansion, corresponding to the energies Ebend and Esurf . Additionally, the
deformation of an attached elastic substrate yields an energy contribution Esubs (see ap-
pendix D). The illustrations a)-c) refer to a linear elastic membrane material for which the
energetic contributions can be imagined to arise from extension/compression of tiny springs
connecting the atoms.
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layers on the convex side of the curvature and compresses the layers on the concave side.
The layer in the mid between the two outer membrane surfaces remains free of compressive
stress and is referred to as neutral surface. The surface S to describe membrane deformation
commonly refers to the neutral surface of the thin membrane. The bending energy is the
total elastic energy necessary to compress and expand the lateral membrane layers during
bending. Explicit calculation for small buckling amplitudes leads then to a bending energy
equivalent to eq. 4.1.1 [55]. The membrane surface energy Esurf is the energy necessary to
change the total surface area of S. We denote the surface energy density per area with γ,






det g dxdy. (4.1.2)
The surface energy per area γ is called surface tension. Intuitively, the surface tension is
related to the in-plane stresses of the membrane (see fig 4.2): work has to be performed
against the in-plane stresses to change the surface area. A thorough analysis of the stress








where σ‖ and σ⊥ denote in-plane and normal components of the stress tensor and the integral
has to be taken over the interface thickness d. To describe an elastic support, we assume
for simplicity that membrane and support are tightly connected such that no tangential slip
occurs. Hence, the substrate energy contribution Esubs is given by the net energy of an
elastic half-space subject to the deformation (0, 0, h (x, y)) at its free surface. It is shown in




k |hk|2 , (4.1.4)
with hk the Fourier-transform of h (see appendix C.3) and the wavevector magnitude k = |k|.
Here, the effective transversal elasticity modulus Ê is proportional to the Young modulus
Ê ∝ E of the substrate material, the proportionality factor solely depends on the Poisson
number σ. As shown in appendix D, imposing the lateral deflection h at the surface is
not sufficient to pin-point the solutions of stress and strain in the substrate. Additionally,
it is necessary to prescribe either tangential stress or strain in the direction perpendicular
to the wavevector k of a mode hk. Under the assumption of vanishing tangential strain
perpendicular to k and a volume conserving material, i.e. σ = 1/2, the effective modulus is
Ê = E/3.
In analytical calculations, the energy contributions are commonly approximated by a
series expansion in terms up to quadratic order in the deflections. Expansion of the Monge-
representation (see appendix C.3) z = h(x, y) around the flat state h(x) ≡ 0 leads to the
description of a nearly planar membrane. For a nearly planar membrane we allow only small
deviations of the surface normal from the z-axis n ≈ ez. From eq. (C.3.2) we see that this
condition corresponds to
|∇h|2  1. (4.1.5)
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We keep only terms up to quadratic order in h and approximate the total energy Etot of the
membrane-substrate system with














where we already omitted all terms which stay constant during deformation.
We conclude this section with a remark on fluid and solid degrees of freedom. Throughout
this section we used terminology which is typically associated with fluids, such as surface
tension, as well as solids, such as bending rigidity. Microscopically, a characterizing property
of a fluid is that thermal energy is sufficient to switch the position of two fluid particles.
This results in a vanishing shear modulus. In contrast, particles in a solid are bound in
a more or less ordered state and work, exceeding thermal energy scales by many orders of
magnitude, has to be performed to change position of particles. Membrane systems can
exhibit both fluid and solid properties by an anisotropy of in-plane and lateral degrees of
freedom. An example are lipid bilayers which consist of amphiphilic lipid molecules or soap
bubbles consisting of water with dissolved soap molecules. Amphiphilic (Greek, “ loving on
both sides”) lipid molecules are made of a hydrophobic “tail” and a hydrophilic “head”. Thus,
in aqueous solution, they favor a configuration where heads are bonded to heads and tails
to tails such that they self-assemble into a lipid bilayer. These bonds are weak enough to
be broken by thermal noise such that the in-plane configuration of molecules exhibits fluid
behavior. However, lipid bilayers possess a finite bending rigidity, albeit small compared
to solids. This is a result of the fact that we need to compress the inward facing tails of
the lipid molecules during bending, as in figure 4.2. Here, we need to perform work against
the electrostatic repulsion of the tails. Thus, the in-plane degrees of freedom exhibit fluid
behavior, whereas the lateral compression during bending resembles the bending of a solid.
As we will see in the next section, the in-plane and lateral degrees of freedom, corresponding
to surface extension and bending, decouple for small deformations. This allows for a combined
treatment of membranes with solid or fluid in-plane degrees of freedom as we just need to
interpret the surface tension in a different manner. In case of a soap bubble, the surface
tension corresponds to the surface tension of the soap-water-air interface. For solids, the
surface tension can be expressed in terms of the elastic stresses, which leads to the classical
Föppl-von-Kármán theory of bend plates [55].
4.1.2. Buckling Instabilities. We perform a stability analysis of the total energy Etot
of the nearly planar membrane. It is convenient to analyze the stability in Fourier-space. With







κk4 + 〈γ〉x k2 + Êk
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where we already omitted terms which do not depend on the deflection h such that Etot = 0
in the flat state. Furthermore, we set 〈h〉x = 0, i.e. the flat state coincides with the xy-
plane. Note that the spatial average 〈γ〉x has been put into the first sum. Components γk
correspond to spatial varying surface tension and lead to coupling of different wavemodes
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Figure 4.3. The sign of the polynomial e (k)
in eq. (4.1.8) determines the unstable modes
for spatially constant surface tension and van-
ishing spontaneous curvature. Every mode k
for which e (k) < 0 has lower energy than
the flat state and becomes unstable. With-
out elastic substrate (black curves), the unsta-
ble modes lie between the two zero-crossings
k = 0 and k =
√−〈γ〉x/κ of e (k). With
an elastic substrate (red curves), the linear
term Êk increases the energy contribution of
all modes k which contracts the interval of
unstable modes. Compressive surface tension











owing to the term hkh∗k+k′ . For spatially constant surface tension γ ≡ 〈γ〉x the instable
modes are determined by the summand of the first sum. As the energy of the flat state
equals zero, a wavemode k becomes unstable if its energy contribution is negative. For
infinitely small amplitudes, the term proportional to |hk|2 can be neglected relative to the
spontaneous curvature term which scales linearly with hk. Thus, all modes k for which
C0,k 6= 0 are unstable and buckle. For finite amplitudes, the sign of the summand in the first
term has to be discussed as a whole. In the case of vanishing spontaneous curvature C0 ≡ 0,
the sign of the summand solely depends on the polynomial
e (k) = κk4 + 〈γ〉x k2 + Êk (4.1.8)
in the first term (see fig. 4.3). Owing to k ≥ 0, the polynomial e (k) can only take negative
values for compressive stress 〈γ〉x < 0, as we would expect. The energy contributions lead to
buckling in a characteristic wavemode range which can be understood intuitively. Without
elastic substrate, energy has to be minimized with respect to surface tension and bending. The
negative surface tension strives to increase the overall surface, therefore strongly undulating
large wavemodes are excited which create a lot of surface. However, strongly undulating
wavemodes are strongly curved as well, which is penalized by the curvature energy term.
Thus, we expect that buckling occurs up to a maximal wavenumber up to which the gain in
surface is larger than the penalty in curvature. Developing an intuitive understanding of the
elastic substrate contribution is a bit more difficult. For a single wavemode excitation h(x) ∝
sin (kx), the substrate energy takes the form Esubs ∝ |h∇h| such that large amplitudes and
large gradients are penalized. Wavemodes with small k need larger amplitude |h| to create
a given surface area, whereas modes with large k exhibit large gradients |∇h|; the optimum
lying somewhere in the middle. In the following, we discuss the polynomial e (k) to calculate
the optimal wavemodes exactly. We first analyze the case without elastic substrate. In this
case all modes between the two zero-crossings
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of e (k) are unstable. Thus, an infinitely large membrane L→∞ buckles for any compressive
stress 〈γ〉x < 0, whereas for finite L the discretization of the wavemodes k ∈ 2pi/LZ2 yields
a finite critical stress 〈γ〉cx. By equating the smallest wavenumber k = 2pi/L with the positive







The buckling wavenumber k = 2pi/L corresponds to a mode spanning the whole system as
depicted in fig. 4.2. For larger compressive stresses 〈γ〉x < 〈γ〉cx all discrete wavemodes in the






determines then the strongest buckling wavemode.
With an elastic substrate, the linear term Êk increases the energy contribution of all
wavenumbers narrowing down the interval of instable modes (see fig. 4.3). In particular,
modes in a neighborhood of k = 0 become stable such that even in the limit L → ∞
buckling occurs only above a finite critical surface tension 〈γ〉c,Êx . As depicted in fig. 4.3, the
polynomial e (k) exhibits a local minimum kÊmin for large enough compressive stress 〈γ〉x < 0
. Thus, buckling occurs when the local minimum reaches zero, i.e e(kÊmin) = 0. Solution of

















starts to buckle. The critical wavemode eq. (4.1.13) has been used to explain, for example,
gut patterning [26]. For larger compressive surface tensions 〈γ〉x < 〈γ〉c,Êx , e (k) exhibits two
zero-crossings for k > 0 which determine the interval of buckling modes. Strongest buckling





















with arccos evaluated in the interval [0, pi]. In particular, the minimal energy wavenumber
with substrate is always smaller than the one without, i.e. kÊmin < kmin.
4.1.3. Buckling Dynamics in Small Angle Limit. We derive the equations of motion
of the membrane deflection h(x, t) in the limit of small angles ] (n, ez) ≈ 0 which corresponds
to |∇h|2  1. These equations serve as the basis for a simple model of a membrane with
stress dependent growth in section 4.2. The Lagrangian formalism enables a clean derivation
of the equations of motion by interpretation of the energy in eq. (4.1.7) as the potential
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energy V of the configuration h(x, t) of the membrane system. We define amplitude rk and
modulus ϕk of the Fourier-coefficients
hk = rk exp (iϕk) , (4.1.15)
as the generalized coordinates {qi} = {rk, ϕk}. Care has to be taken to identify the indepen-
dent degrees of freedom. Due to hk = h∗−k it is
rk = r−k ϕk = −ϕ−k. (4.1.16)
Thus, in eq. (4.1.15) the modes k and −k contain the same degrees of freedom. We define





Z2 : ky > 0 ∨ (ky = 0 ∧ kx > 0)
}
(4.1.17)
as the independent degrees of freedom. We focus on the case of spatial constant surface
tension and vanishing spontaneous curvature. As the initial state of the flat membrane is
homogeneous, we expect that spatial gradients are negligible in the initial buckling dynamics.
Furthermore, analytical solutions are easily to derive in this case as the total energy Etot ,
eq. (4.1.7), decouples then in quadratic terms in the wavenumber amplitudes rk = |hk|. The
equations of motion with non-vanishing spontaneous curvature can be found in appendix E.
We denote with
L = L ({qi} , {q˙i} , t) = T − V (4.1.18)











where F denotes the Rayleigh dissipation function to include dissipative friction forces [97].
To apply the Lagrangian formalism, we define V = Etot from eq. (4.1.7) as the potential





ê (k) r2k + k
2 〈γ〉x r2k =
∑
k∈⬒
ê (k) r2k + k
2 〈γ〉x r2k (4.1.20)
with
ê (k) = e (k)− 〈γ〉x k2 = κk4 + Êk. (4.1.21)
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by virtue of the orthogonality relation eq. (C.3.11). Insertion of potential energy V eq. (4.1.20)
and kinetic energy T eq. (4.1.22) into eq. (4.1.18) yields a quadratic Lagrangian in {rk, r˙k}.
For simplicity, we assume an uniform friction force density Fν = ν∂thez as the dissipative
response of the embedding medium. A dissipative response of this form is independent of
the wavenumber k of membrane wavemodes. This corresponds, for example, to a permeable
membrane in a Newtonian fluid [98] or a membrane embedded in a thin layer of tissue of
thickness H in the limit of small wavenumbers kH  1 [92]. In appendix E.3, more detailed
calculations are performed for a impermeable membrane in a Newtonian fluid which result
in qualitatively similar dynamics. To include an uniform background friction force density,



































The equations of motions (4.1.19) follow to
%mr¨k + νr˙k = −ê (k) rk − k2 〈γ〉x rk and ϕk = ϕk (0) . (4.1.26)
Thus, the dynamics of the wavemodes rk evolve as damped harmonic oscillators with time-
dependent spring constant:
%mr¨k + νr˙k = −
(
ê (k) + k2 〈γ〉x (t)
)
rk = −e (k, t) rk (4.1.27)
For an initially flat membrane, all rk vanish at t = 0, and the rk increase only if the spring
constant e (k, t) is negative, consistent with the instability analysis performed in the last
section. For later use, we will give the analytical solution in the limit of overdamped dynamics
by dropping the inertia term:
r˙k = −e (k, t)
ν
rk,




















the cumulative integral of 〈γ〉x(t). Thus, modes are either exponentially amplified or damp-



















Thus, we can apply the results of the discussion of the polynomial e (k, t) from the last
section to investigate which modes are instantaneously amplified or damped. Furthermore,






for the case without elastic support. We see that the dynamics described by eqns. (4.1.28)
in general do not permit non-flat stable steady states; for rk 6= 0 it is r˙k = 0 if and only if
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e (k, t) = 0 for all t > 0. Hence, 〈γ〉x has to be exactly the value which results in k being a
zero crossing of e (k, t).
Instead of deriving the equations of motion with the Lagrangian formalism in Fourier
space, we could have also directly calculated the variation δEtotδh of the energy eq. (4.1.6) in
real space. Both approaches have advantages and disadvantages: Whereas the derivation
in Fourier space allows for an easy description of the substrate energy Esubs , the direct
variation in real space leads to membrane dynamic equations independent of an orthogonal
function system. This is especially useful to derive the boundary conditions at the edges
of the membrane. Without elastic substrate and for spatially constant surface tension, the
membrane dynamic equations in real space read [55]
%m∂tth+ ν∂th = 〈γ〉x ∆h− κ∆∆h (4.1.32)
Above equation of motion (4.1.32) remains valid if the surface tension γ depends itself on the
deflection h. Note that in this case the form of the surface energy eq. (4.1.2), linear in the
surface tension γ, is no longer valid. The dynamic equation (4.1.32) follows by consideration
of the relation between force per volume F and the stress tensor σ:
F = div (σ) . (4.1.33)




γ(x) 0 00 γ(x) 0
0 0 0
 , (4.1.34)
in the local basis spanned by the vectors {t1/|t1| , t2/|t2| ,n}. Transformation to Cartesian










with the force per area in z-direction Fzd as in eq. (4.1.32) for spatially constant surface
tension γ ≡ 〈γ〉x.
4.2. Buckling with Stress-Dependent Growth
We investigate membrane buckling caused by pressure-dependent growth according to the
homeostatic pressure model eq. (2.1.2). As in simulations, the membrane grows without
elastic support in a dissipative medium. In the following, we construct a membrane buckling
model which incorporates the homeostatic growth law, eq. (3.4.9)
∂tN = ξ (γ − γh)N. (4.2.1)
Note that above equation implies a growth timescale of
τg=
1
ξ |γh| . (4.2.2)
To obtain a continuum description, we want to relate the particle number N to a local particle
density. For N particles in close vicinity on a tiny patch dA of the membrane, we distinguish
two density measures: the particle density % = N/dA and the projected particle density
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%̂ = N/dxdy where dxdy shall denote the projected area of dA in the xy-plane. Owing to
eq. (C.3.5), both densities are related via
%̂ =
√







% > %. (4.2.3)
For a flat membrane with h ≡ 0 both measures coincide. The projected density has the
advantage that its reference area dxdy remains constant during membrane deformation which
eases the derivation of its continuity equation. It is easy to see that the projected density
obeys the continuity equation
∂%̂
∂t
= ξ (γ − γh) %̂−∇ (v̂%̂) . (4.2.4)
with the transversal velocity v̂ = v − (v · ez) ez. We assume that the transversal flux term
is negligible compared to the growth term and neglect it for the following discussion. Next,
we recast the constitutive relation, eq. (3.4.12), in terms of the projected density by virtue
of eq. (4.2.3) and linearize the expression
γ − γh = χ−1a (%h − %) ≈
%h
χa
1 + 12 |∇h|2 − %̂%h















, i.e. quadratic in small
quantities. Note that the constitutive relation (4.2.5) is physically sound in the sense that an
area increase releases compressive stress (γ increases) whereas an increase in particle number
creates compressive stress (γ decreases).
As all non-linear terms occur for spatially varying surface tension γ, we analyze the





γ dxdy = 〈γ〉x . (4.2.6)
This assumption is also motivated by the spatially uniform surface tension in the initial flat
state. The dynamic equation for 〈γ〉x follows by spatial averaging of eq. (4.2.5). With the












spatial averaging of eq. (4.2.5) yields










From eq. (4.2.4) we conclude that the projected density %̂ does neither depend on position
for spatially constant γ, thus %̂ = 〈%̂〉x and the density evolves according to
∂t 〈%̂〉x= ξ (〈γ〉x − γh) 〈%̂〉x. (4.2.9)
with solution
〈%̂〉x = 〈%̂〉0x exp (ξ (Γ− γht)) , (4.2.10)
where Γ denotes the surface tension cumulant with 〈γ〉x = Γ˙ (see eq. (4.1.29)) and 〈%̂〉0x =
〈%̂〉x (t = 0) the initial projected density. Equations (4.2.8), (4.2.9) together with eq. (4.1.32)
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from section 4.1.3 form the overdamped dynamic equations for projected density 〈%̂〉x, surface
tension 〈γ〉x and membrane deflection h. As shown in section 4.1.3, the amplitudes |hk|
increase exponentially with time, the exponent depending on the surface tension cumulant
Γ. Insertion of the solution eq. (4.1.28) for |hk| into eq. (C.3.5) for the total area A yields






∣∣h0k∣∣2 exp(2ν (ê (k) t+ k2Γ)
)
, (4.2.11)
with the initial value h0k = hk(t = 0) of the Fourier amplitude hk. With above equation for
the area A and the solution (4.2.10) for 〈%̂〉x we rewrite the relation (4.2.8) for the surface
























We investigate analytical properties of the buckling dynamics which result from the solution
of eq. (4.2.12). In section 4.3 the results of theoretical analysis and particle-based buckling
simulations are compared.
The initial configuration of the membrane shall be almost flat, with small undulations





κk4 + 〈γ〉x k2 + a
, (4.2.13)
eq. (4.2.13), see appendix E.2. The initial condition for the tension cumulant is clearly
Γ(t = 0) = 0 whereas the initial surface tension 〈γ〉x(t = 0) = 〈γ〉0x depends on the initial
density 〈%̂〉x(t = 0) = 〈%̂〉0x; as A(t = 0) = L2, eq. (4.2.8) yields










Figure 4.4 depicts solutions of eq. (4.2.8) for initial surface tensions 〈γ〉0x /γh = 0, 1/2, 1
(color code) for the observables γ,
√〈h2〉, A and 〈%̂〉x. Furthermore, the mean 〈k〉 of the











Numerical solution of eq. (4.2.12) is performed with the odeint() function of the python
package SciPy [87]. The buckling process can be divided into three stages, which are explained
in the following: (1) build up of stress in flat state and initial out-of-plane buckling, (2) fast
compressive stress relaxation owing to strong initial area growth at almost constant density,
(3) slow stress relaxation and asymptotic convergence (vertical lines in fig. 4.4 indicate stages
for initially stress-free membrane 〈γ〉0x = 0).
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log 〈%〉x /%sf logA/L2
a) b)
Figure 4.4. a) Numeric solution of eq. (4.2.12) for surface tension γ (solid lines), av-
erage wavenumber 〈k〉 (dashed lines) and amplitude √〈h2〉 (squares). Given in units
of homeostatic stress γh and homeostatic wavenumber kh, see eq. (4.2.20). Horizontal
black lines depict asymptotic values for surface tension γ∞ (solid) and average wavenum-
ber k∞ (dashed), see eqns. (4.2.27). Color code corresponds to initial surface tension of
〈γ〉0x /γh = 0 (red), 1/2 (blue), 1 (green), see legend. Vertical lines indicate division into buck-
ling stages for the data set corresponding to 〈γ〉0x = 0 (red lines/symbols), see explanation in
main text. Parameters correspond to “buckling-growth-ratios” of Θ′ ≈ 0.07 and Θ′′ ≈ 0.004.
b) Logarithm of projected density log (〈%̂〉x) (dashed lines) and total area log (A) (circles)
corresponding to a). The density is divided by the stress-free density %sf at which γ = 0
in the flat state, see eq. (4.2.8). Color code corresponds to initial surface tension, as in a)
(see legend). Black triangle indicates asymptotic slope ξ (γ∞ − γh) of both logA and log %̂.
Vertical lines indicate buckling stages as in a). We used the method odeint() of the python
package SciPy to obtain the solution [87].
1. Stress Build-up. The membrane starts to buckle as soon as the surface tension 〈γ〉x
equals the critical value 〈γ〉cx, see eq. (4.1.10). In the flat state it is A = L2, and by equating
〈γ〉x = 〈γ〉cx in eq. (4.2.8) we obtain the critical density







upon which the membrane starts to buckle. For smaller initial densities 〈%̂〉0x < 〈%̂〉cx, we find
the density dynamics by elimination of 〈γ〉x from eq. (4.2.9) with eq. (4.2.8) for A = L2 which
leads to
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) for 〈%̂〉x(t) < 〈%̂〉cx . (4.2.18)





in the flat state. Note that the timescale τg,flat determines stress relaxation towards the
homeostatic pressure, whereas the timescale τg eq. (4.2.2) corresponds to free growth. Before
the membrane buckles, the average wavenumber 〈k〉 is determined by the thermal amplitude
spectrum eq. (4.2.13). As the membrane starts to buckle, compressive surface tension is
relaxed as the area A increases. However, as density 〈%̂〉x increases initially faster than the
area A, the surface tension overshoots to values larger than the critical value 〈γ〉x > 〈γ〉cx.
The maximum compressive stress is reached when change rates of A/L2 and 〈%̂〉x /%h are
equal at time t1, which we define as the end of the first buckling phase. We estimate up
to which wavenumber k modes are excited during the overshooting of the surface tension.
For 〈%̂〉0x < %h, γh is clearly an upper bound for the compressive surface tension. Moreover,
at γ = γh, the largest excitable wavemode is given by k =
√|γh| /κ, whereas the dominant






which we denote as homeostatic wavemode. Density and surface tension continue to increase
towards their homeostatic values as long as the area A is close to L2. As the area increases
with the amplitudes |hk|, comparison of the amplitude growth timescale τampl eq. (4.1.31)
with the density increase timescale τg,flat eq. (4.2.19) determines whether the area growth is
slow or fast compared to the density increase. The amplitude growth is fastest for γ = γh,







the larger is the overshoot of the surface tension and the closer to the maximum wavenumber
kh we get during the initial buckling.
2. Fast Stress Relaxation. When the surface tension passes through its compressive max-
imum, the density increases only slowly as the growth rate kg ∝ 〈γ〉x − γh is in its mini-
mum. Thus, as the area starts to increase, compressive surface tension relaxes very fast, see
eq. (4.2.8). As the stress relaxes, density increases faster causing an inflection point at time in
the surface tension at which the relaxation rate is maximal. At the inflection point the ratio
γ/γh changes curvature from concave downward to concave upward, i.e. the first derivative
increases over time. Shortly after, the second derivative passes through a maximum after
which the first derivative increases much slower. We define the time t2 of this maximum
as the last timepoint of the second phase, hereby, the largest drop in compressive stress is
roughly captured.
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3. Asymptotic Convergence. Albeit the deflection h grows indefinitely, surface tension
and the dominant wavenumber may still converge. The steady state can be identified from
the surface tension dynamic eq. (4.2.8). We define γ∞ as the constant asymptotic limit of
the surface tension, insertion into eq. (4.2.8) results in




Differentiation with respect to time and division of both sides by above eq. (4.2.22) yields
∂t 〈%̂〉x













where we inserted eq. (4.2.11) for the area A. As density 〈%̂〉x and amplitudes |hk| diverge on
long timescales, the constant terms in the denominators on both sides are negligible, thus,















As the amplitudes |hk|, eq. (4.1.28), grow exponentially, the dominant term in above sums
over k corresponds to the maximal amplified wavenumber k =
√|γ| /2κ, eq. (4.1.11). As the






which defines the asymptotic wavenumber. Neglecting all other terms in the sums in eq.








































= ξ (γ∞ − γh) . (4.2.28)
The asymptotic values γ∞ and k∞ are drawn as horizontal lines in fig. 4.4a), a black triangle
in fig. 4.4b) indicates the asymptotic slope of log 〈%̂〉x and logA. From the expression for γ∞,
eq. (4.2.27), we see that in the limit of the growth timescale τg ∝ 1/(ξ |γh|) being much smaller
than the amplitude timescale τampl ∝ κν/γ2h, asymptotic surface tension and wavenumber








the closer are asymptotic surface tension and wavenumber to the homeostatic values. Con-
versely, decreasing Θ′′ leads to smaller asymptotic surface tension and wavenumber, until the
minimum critical surface tension 〈γ〉cx is reached at which only the system-spanning mode
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Figure 4.5. Asymptotic surface tension
γ∞ and wavenumber k∞, divided by their re-
spective homeostatic values, as a function of
the dimensionless second buckling-growth-
ratio Θ′′. Note that both curves exhibit in-
finite slope for Θ′′ towards zero; They scale
as γ∞/γh ∼
√
2Θ′′ and k∞/kh ∼ 4
√
2Θ′′.











k = 2pi/L buckles. Note, however, that this derivation has to be taken with a grain of salt as
eq. (4.2.26) follows from eq. (4.2.23) only for large areas A 2L2 which implies 〈|∇h|2〉  1
which clearly violates the assumption of a nearly planar membrane (see section 4.1.3). A
comparison with buckling simulations is performed in section 4.3 to judge the validity of
these results.
In conclusion, the two dimensionless buckling-growth-ratios Θ′ and Θ′′ in eqns. (4.2.21)






they are not independent of each other. As %h > |γh|χa due to %h = |γh|χa + %sf > |γh| for
the stress-free density %sf > 0 at which γ = 0, above equation implies Θ′ > Θ′′.
In the limit Θ′,Θ′′ → 0, i.e. growth being slow compared to amplitude increase, we
recover the classical buckling instability. In this situation, a flat, stress-free membrane slowly
grows and builds up stress. When the stress reaches the critical stress, the membrane buckles
at the largest possible wavelength λ = L, spanning the whole system. Note, however, that
the slope of the γ∞/γh- and k∞/kh-curves diverges for Θ′′ → 0 (see fig. 4.5). Therefore, for
large system sizes L 1/kh this case may occur only for extremely small values of Θ′′ (e.g.
for L = 10 · 2pi/kh it is k∞ = 2pi/L for Θ′′ ≈ 5 · 10−5). Vice versa, in the limit Θ′,Θ′′ →∞,
buckling occurs close to the homeostatic mode kh. Cell growth is much faster than amplitude
increase such that the density equilibrates very fast to the homeostatic value. Thus, surface
tension stays close to its homeostatic value during the buckling process and the strongest
amplified wavenumber is close to the homeostatic wavenumber. As the fraction k∞/kh as a
function of Θ′′ saturates quickly towards 1, we expect this case to occur for a large range of
Θ′′ values (it is k∞/kh ≈ 0.6 already for Θ′′ = 0.1). In the mixed case, Θ′ → ∞,Θ′′ → 0,
initially modes close to the homeostatic mode kh buckle, whereas the asymptotic mode is
much smaller.
Our model predicts that for stress-dependent growth and without elastic substrate, buck-
ling can occur at non-system-spanning modes k  2pi/L. The transition from buckling
around k = 2pi/L to buckling at the homeostatic wavenumber kh =
√|γh| /2κ can be tuned
for a fixed value of kh by either changing growth strength parameter ξ or the background fric-
tion strength ν. In particular, the stable wavenumber is affected by the frictional parameters
of the embedding medium. Furthermore, in contrast to the differential growth hypothesis,
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wavenumber selection via the “buckling-growth-ratio”-mechanism does not require a gradient
in growth stress along the membrane thickness. Interestingly, we obtain qualitatively very
similar results if we replace the uniform background friction with a Newtonian fluid, see
appendix E.3.
In the broader context, the timescales τampl and τg determine whether folding dynamics
are quasi-stationary or whether explicit dynamics need to be taken into account. In the limit
τampl  τg elastic relaxation is fast compared to cell-density increase and we expect the
system to evolve along minimal energy configurations. In turn, whenever τampl ' τg, folding
dynamics have to be resolved explicitly. Consideration of these timescales provides insights
for other types of interactions between membrane and embedding medium as well. As an ex-
ample, we consider the model which we used in section 2.2 to illustrate the differential-stress
hypothesis: a growing membrane subject to uniform friction with a linear elastic medium
underneath. From eqns. (4.1.14) and (4.1.30) follows that, close to the flat state, the am-
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We expect quasi-stationary dynamics to fail for τ Êampl ' τg. Note that the term
√
κÊ2/|γh|3,
which occurs in eqns. (4.2.31) and (4.2.32), is bounded; Owing to the buckling condition














≤ τ Êampl , (4.2.34)
which eases evaluation of the condition τ Êampl ' τg in practical contexts.
4.3. Simulations of Growing Membranes
We simulate the buckling of a free membrane square subject to periodic boundary conditions
at its edges and with pressure-dependent growth by means of the pg-method. Our goal is to
investigate whether wrinkling patterns with wavenumbers larger than the system spanning
mode k > 2pi/L occur without an elastic support, as predicted by the analytical theory
in section 4.2. The pg-technique enables us to study the full membrane growth dynamics
beyond the approximations made in the analytical calculations, in particular, large amplitude
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deformations are accessible. The analytic calculations suggest a dominant role of amplitude
and growth timescales whose fraction, the “buckling-growth-ratio”
τampl
τg
∝ Θ′′ = νξκ|γh| , (4.3.1)
we predict to steer the dominant wavenumber in between the extremes. The limit Θ′′ →
0 corresponds to growth and stress build-up being slow compared to amplitude increase
and stress-relaxation; This leads to buckling close to the system spanning mode k = 2pi/L
which has the smallest critical buckling stress γc = κ (2pi/L)2. Conversely, in the limit
Θ′′ → ∞, amplitude and area increase are slow compared to the build-up of growth stress
and the homeostatic wavenumber k = kh is observable (see section 4.2). The control of
wrinkling lengthscales via growth timescales comprises a patterning mechanism distinct from
the established differential growth hypothesis (see section 2.2).
We begin with an analysis of the early small amplitude buckling where the wave pattern
can be expressed in the Monge-representation. Thus, we can compare simulation results with
our analytical theory. Afterwards, we take a look at the larger amplitude folding dynamics.
4.3.1. Small Amplitude Buckling. In simulations, we equilibrate a square membrane
patch of size L = 120rpp to its homeostatic state. Buckling during equilibration is prevented
with a soft harmonic confinement as used in section 3.4.2. At t = 0, confinement is released
and we observe the buckling in real and Fourier-space (see fig. 4.6). The fft is performed
on the same interpolated gridpoints zij = h(id, jd) (with mesh size d = rpp/2) used for
the the membrane area calculation. To estimate interpolation error and the validity of the
Monge-representation, we calculate for every gridpoint (i, j) the average weighted deviation
from the membrane particles in range
ij =
√∑
αw (xi − xα, yi − yα) (zij − zα)2∑
αw (xi − xα, yi − yα)
, (4.3.2)
with the same weight function w as used for the interpolation. For values of the maximum
error around maxi,j (ij) ≈ 1.3rpp the membrane exhibits overlapping folds shortly afterwards,
such that we use this condition to separate Monge from overlapping shapes.
Simulation parameters are chosen using the parameter set of the reference system (see
table I.1 in appendix I). Starred parameter values denote relative values with respect to
this parameter set (e.g. B∗ = 0.6 corresponds to 0.6 times the value in table I.1). We
vary the growth strength in the range B∗ = 0.6 − 1.0 which covers roughly one order of
magnitude in the homeostatic surface tension γh. Around B∗ ≈ 0.57, γh changes its sign,
i.e. the homeostatic state changes from compressive to tensile such that the flat membrane
state becomes unconditionally stable. To probe the dependency of the wavepattern on the
timescales τampl and τg, we vary the background friction γb in the range γ∗b = 0.1 − 10. We
assume that the amplitude friction parameter ν is approximately ν ≈ %γb. Furthermore,
we change the intracell friction γc in the range γ∗c = 0.5 − 5 while we keep the product
γcka = 1 constant. In this manner, we change the timescale of cell turnover and growth for
approximately constant homeostatic surface tension, thus, we change the pressure sensitivity
ξ ∝ 1/γc.
Simulation Dynamics and Theory. Examples for simulation dynamics in real and Fourier
space are depicted in fig. 4.6. The fft-spectra appear to be almost isotropic with no pro-
nounced direction in the wavevector k. Instead, the fft-amplitudes hk depend mainly on the
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wavenumber k = |k|, with buckling occurring in a narrow strip around a mean wavenumber
〈k〉. Therefore, the membrane height profile resembles a random superposition of sinusoidal
waves within a wavenumber range. Structures of this type belong to the class of so-called
Gaussian random fields which are used, for example, to describe the structure of microemul-
sions [99, 100] or cosmological density fluctuations [101]. The mean wavenumber is largest
shortly after out-of-plane buckling and decreases steadily afterwards. In real space, this cor-
responds to a coarsening of structures, as height fluctuations with small wavelength become
less pronounced over time.
To understand the observed wavenumber dynamics, we compare simulations with the pre-
dictions of the theory developed in section 4.2. Figure 4.7 depicts average wavenumber 〈k〉
(see eq. (4.2.15)), surface tension 〈γ〉x, area A, projected density 〈%̂〉x and height
√〈h2〉x cor-
responding to growth strength parameter B∗ = 0.7. The similar results for growth strengths
B∗ = 0.6, 0.8, 0.9, 1.0 are shown in appendix F. Average wavenumber 〈k〉 and surface tension
〈γ〉x exhibit the same qualitative behavior in simulation and theory. Starting from the home-
ostatic state 〈γ〉x = γh, surface tension relaxes very fast during initial buckling and much
slower on long timescales. Average wavenumber equals initially the “thermal” wavenumber
kth determined by the thermal amplitude distribution eq. 4.2.13. Upon buckling the average
wavenumber quickly evolves towards the homeostatic wavenumber kh and shifts to smaller
values alongside the relaxation of the surface tension. As simulation and theory agree quali-
tatively, we deem the observed shift to smaller wavenumbers over time to be caused by the
same mechanism. Buckling causes an increase in the available area per cell and therefore a
relaxation of compressive stress. The smaller compressive stress favors the amplitude increase
of smaller wavenumbers (see section 4.1.2) and causes the observed shift.
Simulation and theory exhibit in some cases a good quantitative agreement for surface
tension 〈γ〉x and average wavenumber 〈k〉. Furthermore, in many cases with large deviations
between simulation and theoretical predictions, it appears that these occur because the initial
buckling dynamics in simulations and theory start at different time points. Often, the slopes
of the curves agree well on long timescales. Thus, simulation and theory agree much better if
theory curves are shifted along the time axis accordingly. This indicates that our theoretical
predictions captures the essential dynamics also on long timescales until the membrane leaves
the Monge-representation. This observation is surprising as the coarse approximations the
theory relies on, spatially constant surface tension and negligible higher order curvature
terms, are violated on long timescales.
In contrast, theory does not predict simulation dynamics well for area A, projected density
〈%̂〉 and height √〈h2〉x, see fig. 4.7 c)-e). After initial buckling, these observables increase
much faster in simulation than in theory. Thus, growth is much faster in simulations than
in theory. Measurement of the relation between growth rate kg and surface tension 〈γ〉x
during buckling (see fig. 4.7 f)) reveals that the actual growth rates are much larger as
predicted by the linear relationship kg = ξ (γ − γh) in eq. (4.2.4). This non-linear trend
towards larger growth rates has also been observed in the ξ-measurements in section 3.4.3 for
surface tensions far away from the homeostatic state γ/γh < 0.8 which are reached during
buckling. Furthermore, the growth rate measurements in section 3.4.3 have been performed
in the confined flat state, which may exhibits a growth behavior different from the curved
buckled state. Thus, is it not surprising that the theoretical prediction with the linear growth
law eq. (4.2.4) fails to reproduce the simulation dynamics. Fortunately, it is feasible to adapt
our theory to a non-linear growth-surface tension relation kg(〈γ〉x) = ∂t 〈%̂〉 /〈%̂〉. Instead of
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Figure 4.6. a) From top to bottom: top view, side view and fft-spectrum of a buckling
simulation with parameters B∗ = 0.8, γ∗c = 1, γ∗b = 1. Time increases from left to right.
fft-spectrum depicted dependent on integer orders m,n corresponding to wavenumbers k =
2pi/L (m,n). b) Same as a) for larger growth force strength B∗ = 1.
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Figure 4.7. a) Surface tension 〈γ〉x as a function of time for simulations (solid lines) with
growth strength parameter B∗ = 0.7 and various values of background friction γ∗b and
intracell friction γ∗c (see legend). Dashed lines show solution of theory with growth rate
kg = ξ (γ − γh), dotted lines with piecewise linear interpolation of measured growth rate, see
f). Time unit equals growth timescale τg. b)-e) As a) for average wavenumber 〈k〉, relative
area increase A/L2−1, relative density increase 〈%̂〉x /%h−1 and square root of second height
moment
√〈h2〉x. f) Measured growth rate kg during buckling versus surface tension γ in
simulations (solid lines). Dashed lines depict linear growth law kg = ξ (γ − γh) from mea-
surements in section 3.4, dotted lines with black outline depict piecewise linear interpolation
used for solution of eqns. (4.3.3).
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the differential equation (4.2.12) in the surface tension cumulant Γ, we express the theory

























by virtue of relation (4.2.8). Insertion of the area A = A(Γ, t) from eq. (4.2.11) yields
then again a first-order differential equation system of the form y′(t) = f(y, t) which can be
solved by standard numeric routines. To investigate how the theoretical prediction improves
with a non-linear growth-surface tension relation, we solve eq. (4.3.3) with a piecewise linear
approximation of kg(〈γ〉x), measured in simulations (see fig. 4.7 f)). As we see in fig. 4.7
c)-e), the improved theory predicts long-time behavior of A, 〈%̂〉 and √〈h2〉x much better.
Surface tension 〈γ〉x and average wavenumber 〈k〉 are slightly larger than before, as expected.
In conclusion, the comparison between simulation and theory shows that the theory predicts
the essential features of the simulation dynamics very well, even though the approximations
made are violated during the buckling process.
Wavepattern at Transition to Overlapping Shapes. We take a look at the wavepattern
close to the transition to overlapping shapes. After this transition, the description of the
membrane by a projected height h(x) is not possible anymore, therefore, the membrane
description requires a new set of theoretical and numerical tools. We analyze in section 4.3.2
how the “last” Monge-shape is related to the dynamics of the overlapping membrane shape.
Figure 4.8 depicts an overview of average wavenumber 〈k〉 and surface tension 〈γ〉x at the
last timepoint tlm of the Monge-representation as a function of the “buckling-growth-ratio”
Figure 4.8. Surface tension ratio
〈γ〉x /γh (solid lines) and average
wavenumber ratio 〈k〉 /kh (dashed lines),
measured at the transition point tlm
to overlapping shapes, as a function
of the “second buckling-growth-ratio”
Θ′′ ∝ τampl/τg (“+” symbols for sim-
ulation data, “×” symbols for theory
solution according to eqns. (4.3.3) with
piecewise linear interpolated growth rate
kg). Note that the theory is integrated up
to a timepoint t∗ at which the projected
density equals the value in simulations at
the last point tlm in Monge-representation
(t∗ fulfills 〈%̂〉theoryx (t∗) = 〈%̂〉simx (tlm)).
Every color corresponds to a fixed value
of the growth strength parameter B∗ (see
legend). Black lines depict asymptotic
surface tension and wavenumber from
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Θ′′ = κνξ/|γh|. In simulations, the timepoint tlm has been chosen, as in the previous section,
such that the interpolation error ij , eq. (4.3.2), fulfills maxi,j ij ≈ 1.3rpp . To compare the
simulation with our theoretical prediction, we depict 〈k〉 and 〈γ〉x from the analytic model
with piecewise linear interpolated growth rate, eqns. (4.3.3), chosen at a timepoint t∗ where
the theoretical projected density 〈%̂〉theoryx equals the simulation projected density 〈%̂〉simx at the
last timepoint in Monge-representation; that is to say t∗ fulfills 〈%̂〉theoryx (t∗) = 〈%̂〉simx (tlm). To
calculate Θ′′, we take into account the observed larger growth rate during buckling (compared
to the measurements in the flat state in section 3.4.3) by re-estimation of the growth timescale
constant ξ from a fit of kg = ξ (γ − γh) to the measured growth rates kg(γ).
We see on fig. 4.8 that the homeostatic fractions 〈k〉 /kh and 〈γ〉x /γh are clearly larger
than the analytical asymptotic values k∞/kh and γ∞/γh (see eqns. (4.2.27)). This is not
surprising, as their derivation implies that asymptotic convergence occurs for areas A 2L2,
much larger than the observed areas in the Monge-representation. Furthermore, values with
similar Θ′′-values but different growth strength B do not collapse onto the same data point.
However, for fixed growth strength B and therefore similar homeostatic pressure γh, values
increase with Θ′′ in most cases. Thus, the asymptotic values k∞ and γ∞ predict the monotony
in Θ′′ correctly. Moreover, the solution of the model with non-linear growth rate predicts the
simulation value fairly well in most cases. In conclusion, we found that for fixed homeostatic
pressure, wavenumber and surface tension fraction at the transition point to overlapping
shapes increase with the timescale fraction Θ′′. The variation for fixed Θ′′ and changing γh
matches well with our theoretical model.
4.3.2. Shapes with Overlap. After the growing membrane left the Monge-representa-
tion, we let growth continue until the number of particles is 2-3 times the initial value in the
flat state. At this point we test the elastic stability of the folded shape if growth is stopped
by some external process. To do so, we replace the growth force by a harmonic spring with
equilibrium length equal to the current cell axis length and disable apoptosis and division
sampling. Hereby, we assume that the mechanism which stops growth conserves cell number
and size. We follow the passive system over a timespan as least as long as the membrane
with smallest growth strength B∗ = 0.6 needs to leave the Monge-representation. Examples
for the time-evolution of membrane folds are depicted in figs. 4.9 and 4.10.
The time evolution of height
√〈h2〉x, projected density 〈%̂〉x and virial stress times system
volume σV = σAd are shown in fig. 4.11. Stress measurements are difficult as they require
area measurements for overlapping shapes. However, volume times stress is still accessible
as only velocity and force measurements are required, see eq. (3.4.6). The quantity σV is
related to the forces acting at the system boundaries, as we show in the following. With the










where n denotes the normal vector at the volume boundaries. Note that the stress tensor on
the right-hand side of eq. (4.3.4) refers to the local stress σ(x) at the points on the contour;
On the left-hand side appears the virial stress tensor as the spatial average of the local stress
over the whole system volume. From eq. (4.3.4) follows for elastic equilibrium and vanishing
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Figure 4.9. Top picture shows cuts along vertical direction of growing membrane with
growth strength parameter B∗ = 0.7 (all other equal standard values) at different timepoints
(last Monge-frame is blue, approximately three times initial cell number is reached at green
configuration, red depicts frame in the center timepoint between the latter two). Bottom row
depicts corresponding top view, vertical elevation is color coded as in fig. 4.6.









where Fx, Fy denote the net forces acting at the membrane boundaries at x, y = 0, L in
x, y-direction and σxx, σyy components of the virial stress tensor. Shortly after overlapping
shapes occur, the projected density 〈%̂〉x increases exponentially over time, as expected for
non-limited growth. As the area increases, vertical cuts through the membrane show that
the initially sinusoidal wavepatterns fold inward in the horizontal direction which results in
shapes similar to the letter “Ω” (see fig. 4.9). Similar shapes occur in classical elasticity
theory, for example for a plane rod subject to compressive forces at its ends, see fig. 4.11.
Here, the Ω-shapes result as minimal curvature energy solutions for a fixed value of projected
length divided by total arc length Lx/L ∈ [0, 1]. Thus, the Ω-shapes result most likely due
to local curvature energy minimization.
The lengthscale of the Ω-lobes is largely determined by the dominant wavemode at the
last Monge-representable point, as almost all hills and valleys give rise to a lobe. Often, close
hills either (1) develop a saddle-shaped connecting area or (2) fuse together. The first case
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a)
b)
Figure 4.10. a) Top image depicts cuts along vertical direction of growing membrane with
growth strength parameter B∗ = 0.8 (all other equal standard values) at different timepoints
(last Monge-frame is blue, approximately three times initial cell number is reached at green
configuration, red depicts frame in the center timepoint between the latter two). Bottom
image depicts corresponding top view, vertical elevation color is coded as in fig. 4.6. b) As
a) for growth strength parameter B∗ = 1.
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Figure 4.11. a) Logarithm of projected density over initial density as a function of time.
The time axis is scaled such that the last timepoint in Monge-representation tlm falls on one.
Vertical dashed lines indicate when growth has been switched off. Color code corresponds to
simulations for different growth strengths B∗ (see legend, all other parameters equal standard






boundary force divided by its homeostatic value F‖,h = Lγh. d) Shapes of minimal curvature
energy for a one-dimensional rod of length L compressed in x-direction to a given value of
the projected length Lx < L. Minimization with respect to boundary conditions z(0) = z(L)
and z′(0) = 0 = z′(L).
occurs likely due to curvature energy reduction as saddles with opposite sign main curvatures
result in smaller mean curvature H than a connection with the same elevation as both hills.
The second case may occur due to the local excess area being too large to be stored in a
saddle. In particular, as no new lobes occur, the length λ = 2pi/〈k〉, with 〈k〉 estimated at
the last timepoint in the Monge-representation tlm, yields a good lower bound estimate of
the average horizontal distance between two neighboring Ω-lobes.
For simulations with large buckling wavenumber 〈k〉, we also observe folds touching each
other, however, folds never mix due to short range repulsion of the mmm-potential (see section
3.3.2). In one dimension, self-intersection occurs for strong compression with Lx/L around
Lx/L ≈ 0.15. As shapes with overlaps occur, the in-plane boundary force F‖ tends to decrease
a bit and approaches a steady state for simulations without touching folds. Otherwise, F‖
increases again as soon as folds start to touch. Furthermore, we observe little variance in the
overall lobe-elevation, such that touching lobes continue to grow without one overtaking the
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other. In particular, we never observe that one lobe overgrows another. Overall, the height√〈h2〉x increases linearly during post-Monge growth.
After stopping growth, height stays constant after a small initial drop. The initial drop
appears likely due to the relaxation of compressive intracell stress, which is exactly zero
in the moment when the growth potential is replaced by a harmonic spring. The drop in
intracell compressive stress is visible in the boundary force F‖ which exhibits a sharp drop,
sometimes large enough to even become tensile over a short period. Shortly afterwards, the
boundary force relaxes to a small compressive value, which is however much smaller than the
compressive forces shortly before stopping growth. Interestingly, the ratio F‖/F‖,h, where
F‖,h = Lγh denotes the boundary force in the homeostatic state, seems to adopt the same
value for all simulations.
Membrane shape undergoes only small changes during the timespan observed without
growth. Small local undulations flatten out, but the overall lengthscale of larger folds remains
stable. Thus, even without an elastic support underneath, the selected wavelength seems to
be stable even though it is clearly not the configuration of minimal curvature energy. In one
dimension and for fixed length L, curvature energy scales quadratically with the number n
of bulges Ebend ∝ n2 depicted in fig. 4.11. Thus, a combination of curvature and in-plane
elasticity is likely to be responsible for the stability over the observed timespan.
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4.4. Summary
Overall, we deepen the understanding of the buckling behavior of a membrane with growth
dependent on stress by a combination of simulations and analytic theory. In buckling sim-
ulations, we observe wavenumbers much larger than the system-spanning mode k = 2pi/L
which is typically the first mode to become unstable in classical buckling theory. Further-
more, compressive surface tension relaxes over time, paralleled by a shift of the dominant
wavenumber towards smaller values. The membrane leaves the Monge-representation as sec-
ondary folds in horizontal direction occur which result in shapes similar to the letter “Ω”.
The distance of Ω-bulbs in the xy-plane and the dominant wavelength shortly before leaving
the Monge-representation are closely related as almost every sinusoidal valley or hill gives
rise to a Ω-bulb. With the help of an analytical model, a combination of the homeostatic
growth law kg ∝ γ − γh with Föppl-von Kármán plate bending theory, we are able to show
that the buckling pattern arises from an interplay between membrane area and cell density







determines the upper bound of possible dominant wavemodes. Which wavenumber in the
interval 2pi/L ≤ k ≤ kh is amplified strongest depends on the ratio of amplitude increase







as can be understood intuitively: For τg  τampl equilibration towards the homeostatic state
is much faster than stress relaxation via area increase such that the surface tension stays
close to the homeostatic value γ ≈ γh which results in buckling close to kh. Vice versa,
for τampl  τg, stress relaxes much faster as it can be built up due to cell growth, hence,
the surface tension is close to the critical value γ ≈ κ (2pi/L)2 which amplifies the system-
spanning mode k = 2pi/L. Even though our theory is only applicable in the small amplitude
limit |∇h|2  1, simulations suggest that the essential part of wavemode selection takes
place in this limit, as the lengthscale carries over to post-Monge membrane dynamics. Thus,
we deem kh and τampl/τg to be the key parameters which determine membrane patterns for
growth in the Monge-representation and as well afterwards when overlapping shapes occur.
Moreover, our findings show that explicit buckling dynamics should be taken into account if
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Figure 5.1. Schematic of microfluidic experiment in which Corynebacterium glutamicum
are grown. The microfluidic chip consists of chambers of ≈1 µm height in between a glass
cover plate and a polydimethylsiloxane (abbreviated pdms) substrate which constrains the
colony into a monolayer. Lateral chamber dimensions are in the range 60 − 120µm2, which
allows for the observation of colonies up to several thousand individuals. Constant flow
in the large feeding ducts provides nutrients, g∞ denotes the feeding concentration. Inside
the chamber the bacteria (blue) take up the nutrients, the local concentration g drops and
nutrient gradients occur (grayscale corresponds to local concentration). The bacteria grow
and a flow towards the channel outlets evolves (red-yellow arrows). Images of the bacteria are
captured in fixed time intervals. Afterwards, the image stacks are digitally processed with
particle image velocimetry (abbreviated piv) to extract the flow velocity profiles. Appeared
similarly in [75].
We study an example for biochemical regulation of growth similar to the systems introduced
in section 2.1): the growth of colonies of bacteria of the stem Corynebacterium glutamicum
dependent on the local nutrient availability. Our goal is a quantitative-predictive description
of colony growth dynamics. In a first step, we use a microfluidic setup (see section 2.1.2) to
observe the steady-state growth of a monolayered colony of bacteria dependent on the fed
concentration. We choose a simple growth channel geometry in this first set of experiments
to ease modeling, depicted in fig. 5.1 (with d = 2Ly) and fig. 5.2 (left image). Flow field
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Figure 5.2. Left picture shows snapshot
of the growth channel setup used to ob-
serve the steady state flow field of bacteria.
Overlayed vectors depict the flow field of
bacteria inside the channel, as measured by
particle image velocimetry (piv). On the
right, an overlay of two snapshots at differ-
ent timepoints of an experiment in a growth
chamber is shown. The yellow and white
lines depict the perimeter of the colony at
different timepoints. Scale bar length corre-
sponds to 10 µm in both pictures. Appeared
similarly in [75].
measurements with particle image velocimetry (abbreviated piv, see fig. 5.2) allow us to
infer the local growth rate. We develop a minimal reaction-diffusion type model to describe
nutrient transport, uptake by bacteria and the bacterial flow induced by biomass creation.
A fit of our model to the measured flow profiles enables us to extract the length scale of
nutrient depletion within a colony and the nutrient dependency of growth. In a second step,
we extrapolate from this steady-state, quasi-one-dimensional growth channel geometry to
the prediction of time-dependent growth of bacteria in a genuine two-dimensional growth
chamber, see fig. 5.2(d < 2Ly) and fig. 5.2 (right image). To do so, we feed the fitted
parameters into the pg-framework, adapted to include the nutrient dynamics (see section
3.5), and compare shape and area of growing colonies over time. Hereby, we validate whether
our minimal model describes bacterial growth dynamics in a more complicated setup correctly,
in particular amidst its parameters having been extracted from a simple, easily reproducible
setup.
We acknowledge Dr. Dietrich Kohlheyer, Dr. Alexander Grünberger and Christoph
Westerwalbesloh for conducting the experiments and providing us with the data. Most of
the content of this chapter has been published [75].
5.1. Bacterial Growth Model - Theory and Simulation
We construct a reaction-diffusion model for bacterial growth, similar to the models presented
in sections 2.1.2-2.1.3 of the introduction. In particular, we derive a simple relationship
between flow velocity and nutrient uptake which enables us to infer the nutrient uptake rate
dependent on nutrient concentration. We also take a look at the pressure profile caused
by the friction of bacteria with the top and bottom channel wall and the resulting channel
deformation.
5.1.1. Nutrient Uptake and Biomass Conversion. An experimental study suggests
that protocatechuic acid (abbreviated pca) acts as a single limiting factor of growth for the
model organism C. glutamicum in our experimental setup [102]. We describe the bacteria with
a continuum density % and the single limiting nutrient pca with a concentration variable g.
The amount of nutrients taken up depends on the concentration g = ĝg¯ of nutrients available,
where we introduced the dimensionless concentration ĝ and the unit conversion factor g¯.
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Furthermore, it is reasonable to assume that the nutrient uptake rate u per bacterium has
an upper bound u∞g¯. Hence, we write the total nutrient uptake rate per bacterium as
u∞g¯u(ĝ), where u(ĝ) is a dimensionless function varying between zero and unity. The nutrient
concentration field ĝ thus obeys
∂tĝ = ∇ (D∇ĝ)− %u∞u(ĝ) = ∇D · ∇ĝ +D∆ĝ − %u∞u(ĝ) , (5.1.1)
where we assume the uptake to be linear in bacterial number density % and only diffusive
nutrient transport with diffusion coefficient D. In experiments, the flow of the nutrient
solution is not measured, however, a simulation study of a chip design similar to ours in
ref. [41] concludes that advective transport dominates in the main channel (Pe = 10), whereas
nutrient transport inside the growth chambers is mainly diffusive (Pe = 0.1). Bacteria
convert the absorbed nutrients into biomass with efficiency , thus, cells grow with a rate of
kg = u∞u(ĝ). Hence, the bacterial density evolves according to
∂t% = −∇ · (%v) + %u∞u(ĝ) , (5.1.2)
with the bacteria flow velocity v. The efficiency parameter  describes essentially the amount
of nutrients a bacterium needs to consume in order to divide. With a growth rate directly
proportional to nutrient uptake, we assume that only a negligible amount of nutrients is
spent for cell maintenance (see section 2.1.3). Furthermore, we allow for different diffusion
coefficients in- and outside the colony, denoted by Dbulk and Dfree . This models the hindered
diffusion of nutrient molecules around and through the cell membrane in a coarse-grained
manner. For the growth channel experiments in section 5.2 (see fig. 5.1 with d = 2Ly) we
assume a spatially constant diffusion constant as the whole channel is populated with bacteria
in the steady state. Thus, the term ∇D ·∇g in eq. (5.1.1) vanishes in this case. For constant
bacterial density and equilibration of the concentration profile via diffusion being much faster
than growth activity, eqns. (5.1.1)-(5.1.2) simplify to
∆ĝ = u(ĝ) /l2g ,
∇ · v = u∞u(ĝ) ,
(5.1.3)
with two parameters, (1) the nutrient decay length lg =
√
D/(%u∞) which describes the ratio
of nutrient-uptake rate and diffusive nutrient flux and (2) the maximum growth rate kmax =
u∞. The shape of the uptake function u(ĝ) determines at which nutrient-concentration-scale
limitation of growth occurs. Under the assumption of linear uptake for small concentrations,
i.e. u ≈ u′ (0) ĝ for ĝ  1, the nutrient concentration decays exponentially on the lengthscale
lg/
√
u′(0) (see also eq. 2.1.8 in section 2.1.2). The exact uptake rate as a function of nutrient
availability u(ĝ) is generally not known; however, in one dimension, model eqns. (5.1.3) can
be rearranged to read off u from a given velocity profile v(x). For a quasi-one-dimensional
colony of length 2Lx, with prescribed nutrient concentration ĝ(±Lx) = ĝ∞ at the boundaries,





where V (x) =
∫ x
x0
v (x′) dx′ denotes the integral of v starting from the flow symmetry axis
x = x0 (at which g′(x0) = v (x0) = 0) and V0 = kmax l2g ĝ (x0). Insertion of eq. (5.1.4) into
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Thus, the shape of the uptake function u(ĝ) as well as the scalar parameters lg and kmax can
be extracted from a fit of our model to experimental measurements of the velocity profile
v(x) for a quasi-one-dimensional growth channel. This implies that for the colony shape
dynamics simulations in section 5.3, the ratio of the diffusion constants Dbulk/Dfree is the sole
remaining free parameter. Analytical calculations in refs. [103, 104] provide the expression
Dbulk = Dfree
1−ν
1+ν for a two-dimensional array of impermeable cylinders with packing fraction
ν. The packing fraction of bacteria of ν ≈ 0.5 results in the estimate Dbulk/Dfree = 1/3.
5.1.2. Pressure and Growth Channel Deformation. In the growth channel exper-
iments the bacteria grow in a monolayer such that all bacteria are subject to friction with
top and bottom chamber wall. We investigate the pressure in the bacterial colony which
builds up due to this friction with the chamber. Furthermore, we calculate the resulting
deformation of the top and bottom chamber wall due to the pressure profile. Thus, for
known chamber deformation, the friction strength can be estimated. We assume that the
friction force density of the bacteria with the channel top and bottom wall is proportional
to the velocity: f = −cbv, with a friction constant cb. For simplicity, we assume that shear
friction is negligible compared to this background friction. On long timescales, bacteria ex-
hibit plug-flow which supports this assumption (see section 5.2). Furthermore, we assume
again incompressible cells for which the continuity equation reads ∇ · v = kg. Insertion into
continuum momentum balance [105] yields
%∂tv + % (v · ∇)v + %vkg = ∇σ − cbv, (5.1.6)
from which we deduct the equation to determine the steady-state pressure profile p
∂xp = −v (2%kg + cb) , (5.1.7)
in our one-dimensional growth channel model. Note that in our simulation, cell divisions
generate momentum as the velocity of the mother cell is passed to the two daughter cells.
This is the origin of the third term on the left-hand side of eq. (5.1.6), which leads together
with the second term to the term −2v%kg on the right-hand side of eq. (5.1.7). However, this
term is usually negligible in our experiments and simulations, see also the discussion about
eq. 3.1.10. For the one dimensional channel of length 2Lx, it is v (0) = 0 due to symmetry,
such that from v′ = kg = kmaxu(g) follows
v (x) = kmax
x∫
0
















u(g (x)) + cbkmaxu(g (x))
}
. (5.1.9)
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To get an upper bound for the pressure, we set u to its maximal value u ≡ 1. Calculation of
the integrals results in the velocity profile












Top and bottom chamber wall are subject to a shear force per area unit of px = cbdzv in
x-direction, dz denotes the chamber height. The pressure in eq. (5.1.11) acts as a normal
pressure pz. The maximum exerted magnitudes appear in the channel center at x = 0 for pz
and at the channel ends at x = ±Lx for px










To estimate the chamber wall deformation, we employ the Cerruti-Boussinesq-Green-tensor
Gcb (see appendix D) which determines the deformation vector u of an infinite, elastic half-
space subject to a surface pressure P via





x− x′, y − y′, z)P (x′, y′) dx′dy′. (5.1.13)
In particular, as the magnitudes of px and pz are in good approximation proportional to the
friction coefficient cb, above relation implies that the deformation vector u is proportional
to cb as well. As we show in section 5.2, the observed flow patterns in growth channel
experiments resemble a plug-flow with almost no dependency of the flow velocity on the y-
direction. Thus, we assume the pressures px and pz do not change along the y-direction and
set
P (x, y) = (px(x) , 0, pz(x)) (Θ(x+ Lx)−Θ(x− Lx)) (Θ(y + Ly)−Θ(y − Ly)) (5.1.14)
as the surface pressure, Θ(x) denotes the Heaviside-function. The resulting chamber wall
deformation u(x, y, z = 0) is depicted in fig. 5.3 for a chamber aspect ratio Lx/Ly = 2 as in
our growth channel experiments. The Poisson ratio is set to the value σ = 1/2 of the pdms-
substrate [106]. As expected, the maximum lateral deflection uz occurs in the channel center
at x = y = 0. The shear pressure px causes a shear deformation in both x- and y-direction:
as the channel surface is expanded in x-direction, it shrinks along the y-direction. Along
the x-direction, the deformation components rapidly decrease outside the channel, i.e. for
|x| > Lx. Along the y-direction, the deflections decay considerably slower, e.g. for y = 2Ly
they are approximately uz/umaxz ≈ 1/3 and uy/umaxy ≈ 3/4. As the growth channels are
arranged along the y-direction on the microfluidic chip, this may cause notable superposition
of the deflections of neighboring channels.
5.1.3. Choice of Simulation Units and Parameters. Simulations are performed
with the pg-model, adapted to incorporate the reaction-diffusion dynamics of the nutrient
(see section 3.5). As our simulations are inherently unitless, we have to define units for length,
time and concentration. The concentration unit g¯ is fixed by a extrapolation of model fits
to the growth channel experiments towards the channel inlets, as explained in sections 5.2.3
and 5.2.4.
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Figure 5.3. a) Components of the deformation vector u (ux, uy, uz from top to bottom) at
z = 0 for a surface pressure P as in eq. (5.1.14), channel aspect ratio Lx/Ly = 2 and Poisson
ratio σ = 1/2. Continuous, white lines depict position of growth channel. b) Deformation
vector components ux, uy, uz along x-axis for y = 0 (top) and along y-axis for x = 0 (center).
Corresponding pressure profiles px(x) and pz(x) are depicted in top plot. Bottom plot shows
maximum deflections as a function of channel aspect ratio Ly/Lx.
The diffusion constant Dpca of the limiting factor pca is on the order of 100 µm2s−1
[107]. As the bacteria grow in microfluidic domains with dimensions in the order of L ≈
50µm, the concentration profile equilibrates in a timespan τdiff = L2/Dpca on the order of
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Table 5.1. Standard simulation parameters for bacterial growth simulations. Forces are
given relative to the background friction constant γb.
Parameter Value[sim. unit] Value[phys. unit] Description
t¯ 1 1 h time unit
l¯ 1 1.1 µm length unit
g¯ 1 follows from fit,see section 5.2.3 concentration unit




1 1.1 µm Growth force constants
rpp 1 1.1 µm Cutoff radius of all pair-potentials
dc 1 1.1 µm Size threshold for cell division
rc 10
−5 1.1× 10−5µm Distance at which new particlesare placed after division
ka 0 0 h
−1 Apoptosis rate
γb; γt; γc 1; 1; 10
4 1h−1; 1h−1; 104h−1 Background/Intercell/Intracellfriction constant
f0/γb 460 460 µm h−1 Repulsive force constant
f1/γb 0 0 µm h−1 Attractive force constant
dtfd 10
−5 10−5h−1 finite-difference timestep
h 0.90 1µm finite-difference grid constant
Dbulk 2047.72(1373.31) ≈ 2478(1888)µm2/h Nutrient diffusion constant insidecolony for Monod (Teissier)-uptake
Db;Dt;Dc 10
−3 1.21× 10−3µm2/h Background/Intercell/Intracellnoise diffusion constant of bacteria
seconds. Since bacteria move with a few µmh−1 and divide on a timescale of τdiv = 1/kmax =
3− 4h, the timescale of bacterial dynamics τbact is on the order of a few hours. Thus, the
concentration profile equilibrates almost instantly on the timescale of bacterial dynamics.
Hence, in simulations, it is not necessary to set exactly Dfree = Dpca , any value of Dfree large
enough such that τdiff  τbact will result in the same bacterial dynamics (as long as u∞ is
scaled accordingly). For numerical efficiency we chose diffusion constantsDbulk = 2478 µm2/h
(Dbulk = 1888 µm2/h for Teissier-uptake), large enough such that τdiff  τbact .
The size threshold dc at which a division event is sampled as well as the cutoff radius
rpp of the repulsive potential are set to one length unit. Cell size is therefore around one in
simulations. We choose the length unit in our simulations to 1.1 µm. This choice ensures that
the average number density of simulation cells roughly agrees with the density of bacteria
in our growth channel experiments, manually estimated to be around % ≈ 0.66 µm−2. We
choose a rather small noise intensity compared to the growth force as defined by eq. 3.5.6,
such that division events take place mainly deterministic. We achieve this by setting the
time unit to 1 h and the effective diffusion constants Db,t,c = kbT/γb,t,c of all particle-particle
interactions to 1.21 · 10−3µm2 h−1. Simulation parameters for bacterial growth simulations
are summarized in table 5.1.
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5.2. Growth Channel Experiments with Corynebacterium glutamicum
We test our growth model by quantitative comparison with microfluidic experiments with
C. glutamicum wild type (ATCC 13032TM[108]). To limit the system to a single nutrient
component, we feed modified cgxii medium [2] without glucose as growth medium. Here,
protocatechuic acid (abbreviated pca) serves as the sole carbon source and growth limiting
factor [102]. Modified cgxii medium is infused at approx. 200 nl min−1 after cell inoculation.
Steady state growth channel experiments are performed in the following manner. First, cells
are cultivated at ten times the standard pca concentration of 195 µM until chambers are
filled, afterwards medium is switched to the desired concentration of pca for steady state
experiments. Microfluidic precultivation in ten times standard pca concentration is applied
to “equilibrate” cellular metabolism to the carbon source and to reduce the experimental time
span for filling the microfluidic cultivation chambers. Growth channel dimensions are 2Lx =
75 µm, 2Ly = 40 µm, see fig. 5.1. We perform growth channel experiments with four different
concentrations in the feeding duct (see fig. 5.1 a)) of g∞ = 48.75 µM, 97.5 µM, 390 µM and
585 µM pca in aqueous solution. The microfluidic chip is mounted onto a motorized inverted
microscope (Nikon Eclipse Ti, Nikon microscopy, Germany) equipped with an incubator to
keep the temperature at 30 ◦C. Images of the growing microcolonies are recorded every
∆t = 5− 10min over approximately two days of microfluidic cultivation to follow the growth
on different feeding levels.
Movies of growth channel experiments can be found in the supplement of ref. [75], see
[109]. Starting from a few bacteria introduced into the growth channel, bacteria grow, divide
and populate all available space in the growth channel. Bacteria are pushed outward at
the inlets and carried away by the laminar flow in the main feeding duct. Interestingly, on
short timescales, the movement of bacteria happens in an “avalanche”-like fashion: multiple
layers of bacteria move abruptly in the same direction, whereas the other bacteria stand still.
This indicates that a pressure has to built up before the bacteria start to move. On long
timescales, a steady state with a continuous flow of bacteria evolves, with zero velocity at the
center of the channel and maximal velocity at the inlets. Nutrient limitation is clearly visible
for the lowest feeding concentration of 0.0975 mM where we observe an almost complete
arrest of growth and division on a fraction of ≈ 2/3 of the growth channel length 2Lx. In
these “dead zones” almost no activity is visible on a time scale of a day. Only directly at the
channel inlets bacteria grow strong enough to push their neighbors outward the channel and
to establish hereby a steady flow. The decline of growth activity down to zero growth in the
middle of the channel clearly demonstrates the presence of nutrient gradients which develop
on a length scale of a few cell sizes. On the contrary, for the highest feeding concentration
applied 0.585 mM, no dead zones are visible and bacterial mass production takes place along
the whole channel length, paralleled by a strong flow towards the channel inlets. For the
medium feeding concentration of 0.39 mM we observe a mixed picture: the flow is clearly
much stronger than for the lowest feeding concentration, but a small fraction close to the
channel mid exhibits low to no activity.
5.2.1. Selection for further Evaluation. An essential part of the evaluation of ex-
perimental results consists of careful analysis whether the conditions present during the ex-
periment are “ideal” enough to be compared with a theory which does not take into account
all the things which go wrong. We list a set of undesired events and outcomes which happen
in the growth channel experiments and lead to clearly erroneous experiment data.
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(1) Stacking. Cloudy and turbid regions appear on some frames which make it hard
to track the contours of individual bacteria even for the human eye, see fig. 5.4.
Sometimes, these turbid regions disappear abruptly from one frame to another.
This may indicate that the bacteria are stacked to some degree on each other by
lifting up the cover lid; regions become turbid because the contours of two or more
bacteria are overlayed. Whenever the cover lid pushes the bacteria back into a
monolayer, the cloudiness vanishes which could explain its abrupt occurrence and
disappearance. Furthermore, the cloudy regions occur mostly in the center of the
growth channel for higher feeding concentrations, i.e. where the pressure is highest
(see section 5.1.2) and therefore a deformation of the cover lid occurs most likely.
However, how many layers of bacteria are exactly stacked is difficult to measure as
images are captured from the top.
(2) Obstacles. Obstacles occur inside the growth channel which impede the flow of
bacteria and lead to an overall decrease of the flow velocity. Obstacles are often
individual or small groups of bacteria which seem to be jammed. This may happen
to due variations in chamber height such that the pressure exerted by the cover lid
is non-homogeneous and bacteria cannot squeeze themselves through. Additionally,
some bacteria exhibit filamenting, i.e. stop to divide and instead grow to large
sizes up to 10− 15µm. These filamenting bacteria often move much slower than the
non-filamenting surrounding bacteria.
(3) Blockage. Growth channels are blocked either from one or both inlets, such that
bacteria cannot flow outward the chamber. This may occur due to fabrication errors
during production of the microfluidic chip device.
(4) Velocity change over time. The flow velocity of bacteria changes over time which
could be attributed to memory-effects in the biochemistry related to growth. Col-
onies are cultured in a pca medium with a very high concentration of 1.95 mM
(tenfold standard concentration) and may need time to adapt to the much lower
concentrations present in the growth channels. This possibility is supported by the
occurrence of velocity changes solely for very low feeding concentrations where the
change in concentration compared to the culture medium is largest. Furthermore,
the velocity is decreasing over time in these experiments, which may indicates that
the bacteria first consume the reserves built up during cultivation before they adapt
their growth to the much smaller concentrations present in the growth channel.
Table 5.2 shows a summary of evaluated experiments, their parameters, occurring problems
during evaluation and the time interval used for piv evaluation.
Even though events like 1-4 render the evaluation of experiments difficult, we may be able
to learn something from their occurrence. In particular, the stacking of bacteria allows to
estimate the order of magnitude of the friction strength cb, if we assume that bacteria stack
on each other due to the deformation of top and bottom channel walls. The Young modulus
of pdms is on the order of Epdms = 105 − 106Pa [106], much smaller than the modulus of
glass which is on the order of 1010 − 1011Pa [110]. Therefore, we assume that only the pdms
substrate is deformed. As the diameter of one bacterium is approximately 1 µm, a channel
wall deformation on the order of ≈ 0.5 µm should be sufficient to allow at least for partial
stacking. With the results of section 5.1.2, we estimate the pressure to result in a maximum
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Figure 5.4. Example for a stacking event. The outlined area appears turbid and cloudy,
individual bacteria are hardly distinguishable. On the next frame, five minutes later, a large
part of the turbid area becomes abruptly clear again. This rapid de-stacking may indicate
that the bacteria only partially overlap during stacking.
Table 5.2. Parameters of growth channel experiments and time interval used for piv eval-
uation.
Experiment Series gpca[µM] ∆teval Problem(s)
nd004
time res. 10 min/frame
image res. 15.3846 pixel/µm
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≈ 7.2 · 102 − 7.2 · 103Pa = 7.2− 72mbar, (5.2.1)
for 2Lx = 75 µm, channel aspect ratio Ly/Lx ≈ 2 (see fig. 5.3b)) and Epdms = 105 − 106Pa.
Thus, eq. (5.1.12) for pmaxz results with a growth rate of kmax = 0.2 h
−1 in the lower bound




≈ 16.5 kg µm−3 h−1 = 4.6 · 10−12kg m−3 s−1. (5.2.2)
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5.2.2. Measurement of Flow Fields. To quantify the observed growth, we analyze
the flow patterns v with the piv technique [111]. We explain the image processing steps
which consist of preprocessing, application of the piv-technique as well as detection and
replacement of spurious flow vectors. Preprocessing steps (see fig. 5.5) are as follows: Images
are cut and aligned such that only the growth channel is visible, with its x-axis parallel to the
image borders. Afterwards, image stacks are stabilized, using a ImageJ-plugin [112] provided
by Stefan Helfrich [113], to remove camera shaking. Then, contrast is improved via rescaling
of the intensity histogram to the range between the 2nd and 98nd percentile.
We continue with a brief introduction into the piv technique which is used to estimate
the velocity field of the preprocessed image stack [111]. The technique is based on a straight-
forward idea: Subsequent image pairs are divided into small interrogation windows I and the
image content of every window I in frame one is compared with surrounding squares within
a search window S in frame two to estimate to which place the square moves. The two most
important parameters of piv are the interrogation window size siw and the search window




I(i, j)S(i+ x, j + y) , (5.2.3)
between the image intensities in interrogation square I and the search square S. The coor-
dinates x and y denote the shift of I, relative to its original position in frame one, in the
larger search square S, see fig. 5.6. Note that the coordinate system of I and S is chosen
such that the centers of I and S coincide for (x, y) = (0, 0). A maximum of the correlation















a) raw image b) preprocessed image c) histogram rescaling
Figure 5.5. a)-b) Before the piv technique is applied to the image stacks of the experi-
ments, image quality is improved by cutting, alignment and contrast enhancement. c) To
improve contrast, intensity histograms are rescaled to the range between the 2nd and 98nd
percentile (vertical lines) of the histogram for every image.
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Figure 5.6. The interrogation
window siw (gray) is moved in the
larger search window ssw (white)
to generate a cross-correlation
map of size ssw × ssw . From [111].
of the window I between frames one and two. To obtain subpixel resolution, the maximum of
the correlation map is often fitted with a rapidly decreasing function, e.g. a Gaussian. From
fig. 5.6 we see that only for displacements smaller in magnitude than dfo = (ssw − siw ) /2 the
interrogation window I has full overlap with the search window S. Thus, it is desirable to
choose the window sizes such that the maximal displacement is smaller or equal to dfo .
To refine the piv-resolution, multiple passes with subsequently reduced window sizes are
performed. The displacements measured in one pass are added as an offset to the interrogation
window position before performing the next pass with a refined grid. This procedure has the
main advantage that it increases the dynamic spatial range, i.e. the ratio of largest to
smallest observable length scale. However, multipass schemes have the disadvantage that
they are prone to error propagation: If in one pass the real displacement is not captured
correctly, it is very likely that the successive passes cannot correct this mismatch due to the
wrong offset added to their interrogation windows. Error detection and correction schemes
in between passes have to be carefully chosen and tested in order to reduce this error while
keeping the characteristics of the flow field.
For the task to measure the flow field of bacteria in our growth channels, we use the
ImageJ piv plugin published by Dr. Qingzong Tseng [114] which implements a multipass
piv algorithm as described above. We decide to use three passes and explain in the following
how we estimate the window sizes. The choice of the window sizes is limited by several
characteristics of our image data. The bacteria appear as almost featureless rods with round
caps. The image information consists of contrast between areas occupied by bacteria, which
occur almost black, and the brighter background. The bacteria grow from approximately
1 µm to 3 µm and their extend along the axis perpendicular to the growth axis is constant
around 1 µm. Along the whole channel the bacteria are densely packed. At the contact area
it is hard to tell where one bacterium ends and the other begins. The interrogation window
size has to be large enough to include enough image information to correlate with the next
frame. A minimal interrogation window size of around 3 µm ensures that a few bacteria and
black-to-bright grayscale changes are always in the window. To avoid the aforementioned bias
for displacements larger than dfo , we set the search window size ssw such that the maximal
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a) Frame pair b) 1st piv c) strict nmt d) 2nd, 3rd piv e) single nmt
Figure 5.7. a) Example for the piv-steps for two small cutouts of two consecutive frames.
After the first, coarse piv-pass b), the nmt is applied until no spurious vector remains, c).
After the second and third piv-pass with finer resolution d), a single nmt-sweep yields the
final flow field.
displacement dmax equals dfo , from dfo = dmax we get
ssw = siw + 2dmax . (5.2.4)
The maximal displacement dmax is measured for every experiment individually by visual
inspection of the fastest moving bacteria close to the channel ends. The upper limit for a
suitable interrogation window size depends on the overall magnitude of the velocity gradients.
Velocity changes on a length scale much smaller than the interrogation window size cannot
be detected correctly. On short timescales, the movement of bacteria occurs in “avalanches”
with a typical width of a few bacterial layers. This observation in mind, we chose the largest
interrogation window size around 6 µm and the medium size around 4 µm. We calculate the
velocity field on a square grid with lattice constants around 1 − 2µm. In between the three
passes we perform a normalized median test (abbreviated nmt) to detect spurious vectors
and suppress error propagation. This test consists of the following steps to validate a velocity
vector v:
(1) Calculate the median vector vmed of the sequence of vectors consisting of v and its
eight next neighbors. The median can be taken with respect to the magnitudes of
the vectors or their x and y-components.
(2) Calculate the residua ri defined as |vi − vmed | for the eight surrounding vectors
vi, i = 1, . . . , 8.




for two fixed parameters 0 and thres .
The parameter 0 describes the typical noise amplitude the vectors are subject too, whereas
thres determines the sensitivity of the test. Commonly used values are 0 = 0.1− 0.2px and
thres = 2 which we used as well. As detailed in ref. [111], the normalized median test provides
a robust measure to find spurious vectors. We replace spurious vectors by the median vector
taken over all non-spurious neighbors. This filter and replacement procedure can be repeated
several times, resulting in a smoother velocity field with every repetition. Here, it is crucial
no to smooth out actual features of the flow field, which may exhibit sharp gradients. For a
multipass piv scheme it is common praxis to use a strict validation and replacement scheme
on the coarse first passes to suppress error propagation and less stricter ones on the finer
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passes. The smoothing of the coarse first pass is usually no problem since it is anyhow only
a first guess for the subsequent passes.
Thus, for the first pass we use a strict validation scheme where we apply the normalized
median test as many times until all vectors are considered as valid. The “avalanche”-like
motion of bacteria implies that sharp velocity gradients are present. Therefore, in the second
and third pass we perform only a single sweep of the normalized median test to remove single
spurious vectors, but to keep these gradients. The steps of the piv are summarized in fig. 5.7.
5.2.3. Quantitative Match between Analytic Model and Experiments. To com-
pare the velocity profile with the one-dimensional theory from section 5.1, we define v (x)
as the average of vx along the y-direction and over all steady-state timepoints. Resulting
velocity profiles v for the different feeding levels are shown in fig. 5.8. For the lower feeding
concentrations, intervals with zero velocity indicate zones where growth stopped. At the
channel outlets, piv underestimates the velocity due to (1) bacteria being washed out of the
channel such that the correlation with the next frame often fails and (2) because velocity and
frequency of division events increase, both of which raise the difficulty of a correct correla-
tion match. Thus, the velocity decrease close to the channel outlets and the corresponding
maxima are artifacts. We decide to limit our quantitative analysis to a central region of the
channel, heuristically defined as the interval between the two inflection points closest to the
two maxima at the channel outlets (x±, see fig. 5.8(a)-(c), vertical dashed-dotted lines). We









between velocity gradient v′ and velocity cumulative integral V . Relation (5.1.5) predicts that
a v′−V -plot of measured velocity profiles collapses onto the uptake function u if each curve
is shifted along the V -axis by an offset V0 = kmax l2g ĝ(x0) proportional to the concentration
at the starting point x0 of the integration (see fig. 5.9). An initial guess for the shifts{
V i0
}
corresponding to the different experiments is obtained easily by visual inspection, as
continuity demands that data sets for v′−V from different experiments have to overlap.
Various common models for uptake kinetics [52, 115] agree on a set of conditions:
− linear for small concentrations u(ĝ) ĝ→0∝ ĝ, (5.2.6)
− saturating at high concentrations u(ĝ) ĝ→∞−−−→ 1, (5.2.7)
−monotonically increasing u′ > 0 and (5.2.8)
− concave everywhere, i.e. u′′ < 0. (5.2.9)
which are also consistent with our data. We choose the unit conversion factor g¯ such that
the linear slope for small concentrations in condition (5.2.6) is equal to unity. Thus, the
length scale lg describes the exponential decay length of the nutrient concentration under
limiting conditions, where u(ĝ) ≈ ĝ. The conditions (5.2.6) and (5.2.7) imply a simple
geometrical interpretation of the parameters kmax and lg in the v′−V -plane. From eq. (5.1.5)





V − V i0
)
/l2g for ĝ → 0, (5.2.10)
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Figure 5.8. a) Velocity profiles esti-
mated by piv of growth channel exper-
iments and subsequent averaging over y-
direction and time (circles, see legend).
One example for each feeding concentra-
tion g∞ is shown, as indicated in leg-
end (see appendix G for all data). Due
to the symmetry of the velocity profile
with respect to the channel center, the
x-range from the channel center to the
feeding outlets is displayed. The flow
symmetry axis position x0 is also fitted
to account for small deviations from the
channel center at x = 0. Dashed-dotted
vertical lines indicate the cutoff x+ used
to constrain the data range of the fit to
our analytic model eqns. (5.1.3). Con-
tinuous lines show the velocity profiles of
the model fit using Monod-uptake which
has been extrapolated towards the chan-
nel outlets. The line for the concentration
g∞ = 48.75 is dashed to increase visibil-
ity. Flow profiles of corresponding pg
simulations are shown with “+”-symbols.
Experimental and simulation data is av-
eraged over time and y-direction. b)-c)
g- and u(g)-profiles from model fit (con-
tinuous lines) and corresponding simu-





























eq. (5.1.5) and condition (5.2.7) yield
dv
dx
= kmax for ĝ →∞. (5.2.11)
Hence, kmax and lg fix the initial slope and the saturation value of the v′−V -curve. We
use two common uptake models which comply with conditions (5.2.6)-(5.2.9), Monod-uptake
u(ĝ) = ĝ/(1 + ĝ) [52] is explored here (see fig. 5.9), the very similar results for Teissier-uptake
u(ĝ) = 1− exp (−ĝ) [115] can be found in appendix G. With a suitable uptake function u(ĝ),
our model, defined by eqns. (5.1.3), is complete and the theoretical predictions can be fitted
to the experimental data. A direct fit of u in the v′−V diagram, using eq. (5.1.5) to estimate
the parameters kmax and lg, provides an initial estimate. However, this approach is error-
prone as it requires calculation of the derivative of noisy experimental data. Thus, we fit
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Figure 5.9. Velocity gradient dvdx versus
velocity integral V =
∫ x
x0
v (x′) dx′. The
integral of v starts from the flow symme-
try axis at x = x0. Colors correspond to
different nutrient concentrations g∞, see
legend. Curves of the different experi-
ments i are shifted by V i0 = kmax l2g ĝi(x0)
according to eq. (5.1.5), where the xi0
and V i0 are estimated by a least-square fit
(details of fit described in section 5.2.4).
Black lines show fits with Monod-uptake
u = ĝ/(1 + ĝ) (continuous) and Teissier-
uptake u = 1 − exp (−ĝ) (dashed), the
red “×”-symbols result of a corresponding
particle-based simulation. Experimental
and simulation data is averaged over time
and the y-direction. Appeared similarly
in [75].
the solution of eqns. (5.1.3) for the velocity profile v (x) to the measured flow profiles with
kmax and lg as fit parameters. To account for small deviations of the velocity symmetry axis
position from the channel center, we employ the concentration at the center and the center
position as additional fit parameters. The technical details of the fit procedure are explained
in section 5.2.4.
Note that in fig. 5.9 the experiments at g∞ = 390 µM span almost the full relevant concen-
tration range; thus, flow profiles v (x) are fitted for this concentration and the model is then
used to predict the velocity profiles at higher and lower concentrations. Model fits give good
predictions of experimental data, even for extrapolations to very different concentrations (see
fig. 5.8 for one example per concentration and appendix G for all data). The corresponding
fitted Monod and Teissier uptake functions are depicted in fig. 5.9. For the positions x out-
side the interval x− ≤ x ≤ x+ used for the fit (see fig. 5.8, continuous model curves outside
dashed-dotted lines), model predictions agree reasonably well up to the velocity maxima.
Our model also predicts the nutrient concentration profile ĝ(x) inside the channel (see
fig. 5.8(b)-(c)); However, we emphasize that our fit procedure does not prescribe the feeding
concentrations g∞ as present in the experiments. As detailed in section 5.2.4, we estimate
the unit conversion factor g¯ by an extrapolation of the ĝ-profile to the channel outlets and
subsequent fit of the linear relation ĝ∞ = g∞/g¯ between model concentration ĝ∞ and actual
feeding concentration g∞. Due to the reduced bacterial density, our model is not strictly valid
at the channel outlets. Thus, we expect that this approach only provides a coarse estimate
of the concentration scale g¯. Nevertheless, linear fits (see fig. 5.10) match well and estimate a
conversion factor around g¯ = 0.02mM for both Monod and Teissier-uptake. In this manner,
the verification of the linear relation ĝ∞ = g∞/g¯ provides an additional consistency check.
In the remainder of this section, we discuss the fit results in the context of their prediction
of nutrient limitations. We define the concentration scale g1/2 as the nutrient concentration at





1/2. With the concentration scale g¯, we estimate g1/2 for Monod and Teissier uptake around
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Table 5.3. Fit results for model param-
eters obtained from a least-squares min-
imization. Error ranges refer to the
square-root of the diagonal entries of
the covariance matrix, as reported by
least_squares(), see section 5.2.4.
uptake kmax [h−1] lg[µm] g1/2[µM]
Monod 0.26± 0.06 3.78± 0.17 19.9± 1.5
Teissier 0.20± 0.03 4.18± 0.14 13.6± 0.9
g1/2 ≈ 13 − 20 µM, which is about five to ten percent of the pca-concentration in standard
cgxiimedium. This estimate is much lower as the assumed value of g1/2 = 100 µM for Monod
kinetics in refs. [41, 102]. Our observed maximal growth rate of around kmax ≈ 0.2−0.26 h−1
agrees well with previous observations [102]. The nutrient decay length of lg ≈ 3.8− 4.2 µm
falls in the range of lg ≈ 2 µm−5 µm which can be estimated from previous results, which are
affected, however, by large uncertainties [102]. In particular, the conversion of uptake rates
measured per gram cell dry weight (gcdw ) into uptake per single cell is prone to large errors as
reported single-cell weights vary by an order of magnitude [41]. However, it is important to
emphasize that the parameter estimates based on the mentioned previous studies are based
on the assumption of spatial homogeneity. Our main result here is that nutrient gradients
are important and have to be considered. Thus, it is no surprise that estimates differ, and we
deem the approach of the present study to be more reliable (see table 5.3 for all fit results).
5.2.4. Fit Procedure. To extract values for the model parameters, maximum growth
rate kmax = u∞ and nutrient diffusion length scale lg =
√
D/(%u∞), we fit the model
eqns. (5.1.3) to the velocity profiles vexp measured in experiments. For the uptake function,
we test two different models: Monod-uptake u(ĝ) = ĝ/(1 + ĝ) [52] and Teissier-uptake u(ĝ) =
1− exp (−ĝ) [115]. In one dimension, eqns. (5.1.3) read
ĝ′′ = u(ĝ) /l2g , (5.2.12)
v′ = kmaxu(ĝ) , (5.2.13)
where the prime denotes spatial derivatives. Insertion of u(ĝ) from eq. (5.2.12) into the
equation for v (5.2.13) leads to
v′ = kmax l2g ĝ
′′. (5.2.14)
Due to the mirror symmetry around the channel center x0 = 0 of our setup, the boundary
conditions read v (x0) = ĝ′ (x0) = 0. Integrating once, we obtain
v (x) = kmax l
2
g ĝ
′ (x) . (5.2.15)
We integrate eq. (5.2.12) with the odeint() method of the python package SciPy [87]. The
corresponding velocity profile is then given according to eq. (5.2.15). We fit the model solution
for the velocity profile to the velocity profiles vexp measured in the experiments by means
of a least-squares optimization. To avoid confusion, we enumerate quantities which belong
to different experiments with a superscript i in the following, e.g. vexp,i denotes the velocity
profile of experiment i. We define the cost function Π by the sum of the squared deviations








)− kmax l2g dĝidx (xij)
]2
. (5.2.16)
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Figure 5.10. a) Due to the decreas-
ing quality of the piv data at the chan-
nel outlets, the model fit of the veloc-
ity profile is constrained to the data be-
tween the two points x± (red vertical
lines). To get an estimate for ĝ∞, we
solve the ordinary differential equation
eq. (5.2.12) for the concentration ĝ (blue
curve) with the fitted model parameters
outside the range x− ≤ x ≤ x+ used
for the fit (dashed red lines). Due to
the slight deviation of the fitted symme-
try axis (green vertical) from the center
x = 0, the estimates for ĝ∞,±L for ĝ∞
differ slightly. b) Linear fit ĝ = g/g¯
of the concentration ĝ extrapolated at
the channel outlets from our theory and
the corresponding concentration g fed
in experiment, for Monod and Teissier-
uptake. Appeared similarly in [75]
To account for small deviations of the symmetry axis of the experimental flow profiles from
the channel center, the positions xi0 are also free fit parameters. Resulting symmetry axis
positions xi0 deviate only slightly from the channel center with a relative error x0/2L < 2.5%.
We minimize the cost function Π with respect to the parameter lg, the prefactor λ = kmax l2g









. Thus, for a set of N experiments the fit parameter space is of dimensionality
2 + 2N . Minimization is performed with the least_squares() method of the SciPy python
package[87].
As can be seen in fig. 5.9, the three independent experiments at the pca-concentra-
tion of g∞ = 390 µM cover almost the complete relevant range of the uptake function. To
probe the validity of our model, we estimate the model parameters lg and kmax using these











are obtained by minimization.
With the optimal fit solutions for the concentrations ĝ at hand, we can estimate the remaining
physical parameter: the concentration scale g1/2 at which growth and uptake are at half
their maximum values. To calculate nutrient concentrations in physical units, we need to
estimate the concentration scale g¯ which links between dimensionless theory concentrations
ĝ and experimental concentrations g via ĝ = g/g¯. We estimate g¯ by comparison of the
feeding concentrations g∞ present at the channel entries and their model prediction ĝ∞. We
calculate ĝ∞ by extrapolation of the concentration profile g towards the channel entries at
x = ±L (see fig. 5.10). We expect that this extrapolation only results in coarse estimates
for the concentrations g∞ since our model is not strictly valid at the channel entries due to
reduced bacterial density. Furthermore, due to the slight deviation of the fitted symmetry
axis position xi0 from the channel center at x = 0, the extrapolation results in two different
concentration values at the entries at x = ±L. We define ĝ∞ as their mean. The extrapolated
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concentration values ĝ∞ show a good agreement with a linear fit ĝ = g/g¯ as depicted in
fig. 5.10 b). Thus, the good match of experimental and theoretical concentrations provides
an additional consistency check for our model.
5.2.5. Streaming Instabilities. As previously mentioned in section 5.2, the bacteria
in the growth channel experiments move on short timescales in an “avalanche”-like fashion:
Patches of bacteria move abruptly in the same direction, whereas bacteria around the patch
stand still. Similar streaming instabilities are observed in monolayered colonies of Escherichia
Coli [116]. There, a possible explanatory model is based on mobility changes dependent on
cell-size: Larger cells experience larger drag with the substrate and move slower than smaller
cells. Thus, larger cells form local, slow-moving obstacles in between smaller cells have
to stream through. As cell growth and division result in a constant change of the spatial
distribution of cell-sizes, number and position of streams fluctuate as well [116]. We quantify
the streaming instabilities observed in the growth-channel experiments with C. glutamicum by
analysis of spatial velocity correlations. Furthermore, we investigate the relation between cell-
size and velocity to determine whether instabilities may be attributed to cell-size-dependent
motility, as in ref. [116].
The “avalanche”-like motion exhibits a clear spatial correlation of velocity vectors, see
fig. 5.11. Patches of correlated motion appear to be elongated in the direction where the
channel is longer. Unfortunately, the time-resolution of the imaging is too low to follow
the build-up of individual avalanches; In consecutive frames avalanches occur at different
position in the channel. Thus, we limit the analysis to the spatial velocity correlations for
a fixed time. To estimate the lengthscales of correlated motion, we calculate the two-point
velocity correlation map
Cvv(x1, y1, x2, y2) =









Figure 5.11. Examples for the “avalanche”-like motion of bacteria. Depicted is the lower
third of two consecutive frames of a growth channel experiment with the piv-velocity vectors
overlayed. The overlay on the left frame corresponds to the movement in between the two
frames.
















































Figure 5.12. a) Example for the spatial velocity correlation map, eq. (5.2.17), with peak
position (xp, yp) = (Lx/4, Ly/2) and feeding concentration cpca = 585µM (for color code, see
legend bottom right). b)-c) Cuts through the peak along x- and y-direction of the correlation
map of a). Red and green lines indicate exponential fits with function eq. (5.2.18). d)
Example for decay length scale map r+x dependent on peak position for the same experiment
as in a). For color code, see bottom right legend. White areas have not been evaluated owing
to mean velocity being smaller than 0.25µm h−1. e) As d) for length scale map r+y.
of the piv velocity fields. Hereby, 〈·〉 denotes a time average over the steady state frames.
The correlation function Cvv in eq. (5.2.17) is normalized such that Cvv(x, y, x, y) = 1 and
|Cvv| ≤ 1. Example correlation maps are depicted in fig. 5.12. For the smaller feeding
concentrations cpca = 48.75µM, 97.5µM the velocity is almost zero in a large region close to the
channel center. These zero-velocity regions are obviously correlated but do not correspond to
the motion patterns we want to investigate. Thus, in the following, we only evaluate the points
x, y in the correlation map Cvv with a mean velocity larger than a threshold |〈v(x, y)〉| ≥
0.25µm h−1. For these points, the correlation map displays a clear peak at (x1, y1) = (x2, y2)
with a sharp decay around the maximum, see fig. 5.12. For large distances |(x1, y1)− (x2, y2)|,
the correlation map fluctuates around zero. To extract the average lengthscale of correlated
movement, we fit the peak with an exponentially decaying function Cfitvv . We allow for different
decay lengthscales r±x, r±y in the four directions ±x,±y to account for the anisotropic shape
of the avalanches:
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Figure 5.13. Decay lengthscales rx, ry
averaged over space and all experiments
of the same concentration ensemble. Er-
ror bars indicate stdev of the average over
space, time and different experiments.











where Θ(x) denotes the Heaviside function. A least-squares fit minimizing the error∑
x,y
(
Cvv(xp, yp, x, y)− Cfitvv (x− xp, y − yp)
)2
(5.2.19)
results in a map of the decay lengthscales r±x,±y = r±x,±y(xp, yp) dependent on the peak
position xp, yp, see fig. 5.12. The lengthscales r±x along the channel axis are larger than
the scales r±y in the perpendicular direction, consistent with the observed elongated shape
of the “avalanches”. All lengthscales appear to be more or less constant along the channel
coordinates, being slightly larger in the channel center. For peak positions not too close to the
channel walls, the lengthscales r±x in positive and negative x-direction agree, such that we
merge them into one quantity rx = (r+x + r−x) /2, analogous for r±y. The mean values of the
lengthscale maps rx,y (xp, yp) are depicted in fig. 5.13. They lie for all concentrations within
a close range, 〈rx〉 ≈ 2 − 3µm and 〈ry〉 ≈ 3 − 5µm, such that the average “avalanche”-size
does not appear to be dependent on the feeding concentration.
Next, we evaluate the relation between local cell size and velocity to investigate whether
larger cells are indeed slower due to larger drag with the channel walls. To measure cell sizes,
an ImageJ-plugin implemented by Stefan Helfrich is used to track the contours of the bacte-
ria, see fig. 5.14 (the underlying segmentation algorithm is part of the open-source software
Vizardous [113]). Unfortunately, owing to the dense packing of bacteria, the boundary be-
tween different cells is often not clearly visible. Often, only pixels in the center of the bacteria
can be clearly appointed to an individual bacterium. These difficulties cause a lot of erro-
neous contours which we have to improve manually. As this manual inspection of contours
is unfeasible to be performed for all image frames, we limited the contour analysis to five
frames for each of the three feeding concentrations cpca = 98.75, 390, 585µM. Furthermore,
the estimated contours are systematically too small as a clear separation was only possible
for the center pixels of bacteria, see fig. 5.14. By visual inspection we estimate that actual
cell dimensions are roughly 10 − 20% larger, causing a bias in the estimated cell areas of
around 20 − 40%. However, as all cell sizes are subject to the same downward bias, we can
nevertheless distinguish between small and large cells and estimate the correlation between
cell size and velocity.
Figure 5.14 c) depicts profiles of cell number density %, cell area a and two-dimensional
packing fraction ν = a% along the channel axis direction, averaged over all frames and along
the perpendicular direction. In the channel center, the cell density falls in the range between
% = 0.6−0.7µm−2, in agreement with the previously assumed constant value of % = 0.66µm−2
in section 5.2.3. Apart from the lowest feeding concentration cpca = 97.5 µM, cell density
decreases slightly towards the channel entries. In contrast, the cell area a increases slightly




































Figure 5.14. a) Example for the cell segmentation of the segmentation algorithm imple-
mented by Stefan Helfrich [113]. Cell contours are colored in yellow. b) Enlarged and 90◦
clock-wise rotated depiction of the red square in a). Note that the contours engulf the darker
inner pixels of the bacteria; It is difficult to tell to which bacterium the brighter pixels be-
long. c) Plot of cell number density % (top, squares), area a (bottom, left axis, circles) and
two-dimensional packing fraction ν = a% (bottom, right axis, triangles) along the channel
axis coordinate x for three different feeding concentrations cpca (colorcode, see legend). Error
bars refer to stdev of average over y-dimension and time.
towards the channel entries. Interestingly, the overall two-dimensional packing fraction stays
constant around ν = 0.35 for all concentrations.
To investigate the relation between cell area a and velocity v, we interpolate the piv-
velocity fields at the centroid position of the cells. Figure 5.15 depicts corresponding his-
tograms of cell area versus velocity magnitude v = |v|. Only cells with a velocity of at
least v = 1 µm h−1 are counted in the histogram to exclude the non-moving cells in the
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Figure 5.15. Histograms of cell area a versus velocity magnitude |v| for three different
feeding concentrations cpca (written above plot). Color code corresponds to frequency f of
cells, see legend on the right.
channel center. A clear systematic relationship between area and velocity is not visible from
these histograms. A quantitative evaluation of the a−v correlation by means of the Pearson
correlation coefficient ρ
ρ =





results in ρ ≈ 0.07, 0.12, 0.14 for the concentrations cpca = 97.5, 390, 585 µM which indicates
a small positive correlation, i.e. larger cells being faster. However, as the estimation of area
and velocity per cell is rather coarse, due to the velocity interpolation and the difficulty in
the cell contour estimation, we do not deem this value to be very reliable. We interpret the
very small positive correlation such, that with the current resolution and quality of velocity
and contour measurement no clear correlation between cell area and velocity can be detected.
In conclusion, this finding suggests that a mechanism different from cell-size dependent drag
is responsible for the observed streaming instabilities.
5.3. Prediction of Colony Shape Dynamics in Two Dimensions
We simulate the time-dependent spreading of bacteria inside a rectangular growth chamber
with two narrow feeding inlets at both sides (as in fig. 5.1 with d < 2Ly) and compare our
predictions with experimental results. This setup allows us to test whether our model predicts
successfully colony growth in a genuine two-dimensional setup, even though its parameters
are measured in a much simpler, effectively one-dimensional growth channel. Furthermore, in
the two-dimensional setup a new model parameter becomes accessible: the difference between
diffusion constants in- and outside the colony.
In experiments, we analyze the spreading of a colony of C. glutamicum with prescribed
feeding concentrations g∞ = 19.5 µM (n = 3 independent experiments) and g∞ = 195 µM
(n = 7). Movies of growth chamber experiments and corresponding simulation predictions
can be found in the supplement of ref. [75], see ref. [109]. A few bacteria are seeded in the
growth chamber at t = 0, subsequent colony spreading is observed via time-lapse imaging.
124 5. NUTRIENT LIMITED GROWTH OF BACTERIAL MICROCOLONIES
a) experiment b) simulation c) total area
Figure 5.16. Four examples of colony spreading dynamics in simulation and experiment.
Rows (I)-(III) belong to experiments with feeding concentration g∞ = 195 µM while (IV)
corresponds to g∞ = 19.5 µM. a) Depiction of the colony shape dynamics in experiments.
The outlines of the colony at equidistant timepoints are shown in different colors with a
periodic colorscale (legend on top), 12 hours pass between two rings with the same color.
b) Same depiction as in left column for outlines from the corresponding simulation with
Dfree/Dbulk = 1.25 (colorscale for colony same as in left column). The area shaded in gray
around the colonies shows the profile of u(g) at the last timepoint (legend on top). c)
Total colony area A(t) in experiment (red line) and simulations (dashed lines) with Dr =
Dfree/Dbulk = 1, 1.25, 1.5, 2, 3 (legend on top). Simulations are shifted along the time axis
such that they cross the last data point of the experiment. From [75].
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The initial position of the bacteria varies among the experiment: sometimes bacteria are
concentrated at one position, sometimes single bacteria give rise to separate colonies in the
chamber. Clearly, the spreading dynamics is very sensitive to the initial conditions. If
initially all bacteria are concentrated in one spot, a single circular colony develops, whereas
if the bacteria are initially distributed over the chamber, multiple separate colonies grow
and finally merge (see fig. 5.16a) and figs.H.2,H.3a) in appendix H). The simulations are
initialized with the same amount of cells at identical positions as in the experiment. We
convert the experimental feeding concentration g∞ to simulation units via the previously
calculated concentration scale g¯. Visual comparison of the shape of the colony predicted
by simulations and observed in experiments already shows a good agreement, with growth
patterns in nice synchrony (see fig. 5.16b) and figs.H.2,H.3b)), especially for colonies larger
than A = 500 µm2. Furthermore, the overall colony area A(t) over time serves as an easily
accessible quantifier for comparison (see fig. 5.16c) and figs.H.2,H.3c)). The growth of colonies
which consist of only a few bacteria depends strongly on the state of the cell cycle of every
individual, such that we expect a large variability in growth. Therefore, we expect that our
model agrees best in the later stages of the experiment, when memory effects have worn
out and the continuum description is appropriate. The simulation time axis is therefore
shifted such that A(t) coincides with the last data point of the experiment (see fig. H.1).
For experiments with concentration g∞ = 195 µM (i.e. half our “fitting concentration”),
simulations agree very well with experiments even down to colonies consisting of only the
few cells at the starting point of the experiment (see fig. 5.16(I)-(III)). For extrapolations
to the much lower concentration g∞ = 19.5 µM (see fig. 5.16(IV)) simulations still agree
remarkably well for colonies larger than about 500 µm2. In experiments with very low nutrient
concentrations (g∞ = 19.5 µM), bacteria initially grow faster than predicted. This may be due
to cell-history effects from preculture, e.g. carbon storage, or effects from the differences in
population densities present in growth-channel experiments versus the smaller initial density
in growth-chamber experiments. A quantitative understanding of this effect requires a more
detailed study in the future.
Furthermore, our observations suggest directed growth toward the channel inlets. While,
initially, colonies grow in a more or less circular shape, some elongate over time. The effect is
weak, and sometimes caused by previous wall contact. However, in some cases (right colony in
fig. 5.16 (IV) and fig. H.2(II) and (IV) in appendix H, ) orientation toward the inlets is visible.
This indicates that the nutrient gradients, as predicted by the local growth profile u(g) (see
fig 5.16, b)) of our model, directly affect the temporal expansion of the colony. However, these
changes in shape are subtle and further quantitative analysis is required. Simulations can be
improved further when hindered diffusion through bacteria is considered. In our model, this
can be accounted for in a coarse-grained manner by defining two different diffusion constants,
Dbulk and Dfree in- and outside of the colony, respectively. The agreement with experiments
is best for Dfree/Dbulk ≈ 1.25, a surprisingly small impediment if the bacteria are considered
as obstacles[103, 104].
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5.4. Summary
In conclusion, we achieve a mapping of the growth dynamics of the bacterium C. glutamicum
onto a coarse-grained reaction-diffusion model. Our reaction-diffusion model describes nu-
trient transport, uptake, conversion into biomass and the resulting movement of bacteria
through steric repulsion. In a first experiment, bacteria are cultivated in a growth channel
(see fig. 5.1 with d = 2Ly) with an effective one-dimensional nutrient gradient. The steady
state velocity profile is measured via particle image velocimetry for various concentrations g












between steady state velocity profile v in the growth channel, concentration g(x0) in the chan-
nel center, maximal growth rate kmax , nutrient decay length lg and concentration dependent
uptake rate u(g), g¯ denotes a concentration unit factor. This relation enables us to construct
the uptake function from the velocity data. In particular, we can infer the concentration pro-
file inside the colony from the velocity measurements alone, avoiding elaborate concentration
measurements in experiments. Our velocity data for measurements with C. glutamicum is
consistent with a Monod-like uptake function u(g) ∝ g/(g1/2 + g) as well as a Teissier-like
uptake function u(g) ∝ 1−exp (− log(2)g/g1/2), linear for small concentrations ĝ  g1/2 and
saturating for large concentrations g  g1/2. From a least-squares minimization fit of the
measured velocity profiles versus the prediction of our model, we estimate maximum growth
rate around kmax ≈ 0.2 − 0.26h−1, nutrient decay length around lg ≈ 3.8 − 4.2µm and the
concentration with half of the maximum growth rate to g1/2 ≈ 14− 20µM. In particular, as
a single bacterium is approximately rod-shaped with dimensions 3µm× 1µm, lg being only a
few micrometers implies that nutrient gradients occur already for small colonies with only a
few cell layers.
Furthermore, we observe that cells move in an “avalanche”-like fashion on short timescales:
multiple layers of cells always move together whereas the remaining cells in the channel remain
motionless. A similar streaming instability has been observed previously [116] and has been
attributed to larger bacteria experiencing larger friction with the top and bottom channel
walls. Therefore, bigger bacteria slow down and limit the movement of smaller bacteria which
have to flow around. We analyze our velocity data to estimate the length scales of correlated
movement. We find an average avalanche size of approximately 2.5µm×4µm, the longer axis
aligned in flow direction. Avalanche sizes exhibit only small variations along the channel.
However, within the given precision of cell contour and velocity measurements, we could not
detect a clear correlation between cell velocity and size. This suggests size-dependent drag
is unlikely to be responsible for the observed motion pattern.
In a second experiment, a few bacteria are seeded into a -shaped chamber with narrow
feeding inlets (see fig. 5.1 with d < 2Ly). We follow colony growth over time and compare
colony shape with pg-simulations, extended with the reaction-diffusion dynamics of the
nutrient. With the model parameters extracted from the growth channel experiments, we
find a good agreement between colony shapes in experiment and simulation for colonies
larger than around 500µm2. For medium nutrient concentrations, colony shapes agree also
for smaller areas < 500µm2, whereas for low nutrient concentrations simulations deviate from
experimental results. We assume these deviations occur as for a colony consisting of only
a few cells, the randomness of the cell cycle causes a large variability in growth which is
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not captured by our deterministic model. Furthermore, as cells are precultured in a 100-fold
larger nutrient concentration, memory effects may occur.
Moreover, we test the effect of hindered nutrient diffusion through bacteria in a coarse-
grained manner in our simulations. We find best agreement of colony shapes for Dfree/Dbulk




We studied two examples for pattern generation in growing cell sheets: a membrane with
growth dependent on pressure and a colony of bacteria with growth dependent on nutrient
concentration.
To simulate membrane growth, we combined the previously established pg-model and
the mmm-model. We performed analytic calculations which confirm that the mmm-potential
(1) results in contributions to the in-plane forces quadratic in membrane thickness d, (2)
yields a self-avoidant membrane, and (3) converges for curvature radii R much larger than
the cutoff radius R rmp rapidly to a curvature energy Ebend of the Helfrich-Canham form
eq. (4.1.1). Thus, the mmm-method does hardly alter the in-plane growth dynamics and
provides a bending rigidity in the usual sense.
Our simulations showed how pressure-dependent growth and a dissipative background
medium yield buckling patterns with wavenumbers in the range 2pi/L < k <
√|γh| /(2κ), de-
pendent on the timescales of membrane deformation τampl and cell growth τg. For growth be-
ing much faster than membrane deformation, τampl/τg  1, wavenumbers close to the homeo-
static wavenumber kh =
√|γh| /(2κ) are excited, whereas the opposite limit τampl/τg  1 re-
sults in buckling closer to the system spanning mode k = 2pi/L. Hence, our model describes a
wrinkling mechanism which yields wavenumbers much larger than the system spanning mode
for a monolayered membrane, without the necessity of a stress gradient along the membrane
thickness. In particular, as the dominant wavenumber depends on the timescales τampl and
τg, it is also affected by frictional parameters of membrane and embedding medium. More-
over, our model implies that explicit wrinkling dynamics need to be taken into account if the
timescale of membrane deformation is comparable or larger than the timescale of growth.
These results lay the foundation for many interesting follow-up projects. Expansion of
our simulation approach to include an embedding medium with elastic response comprises a
promising future prospect. This would allow us to study epithelial sheets with the supporting
elastic matrix of connective tissue to investigate e.g. development of intestinal villi and crypts
(in- and outward folded domains) or the folds lining the interior of the gullet. Moreover, with
a solely frictional response of the embedding medium, we reached a steady state only if we
disabled growth. For a growing membrane bound to an elastic medium, we expect to reach
a steady state in the presence of growth, as at some point, elastic and growth stresses have
to cancel.
To study bacterial growth, we mapped a coarse-grained reaction-diffusion model quantita-
tively onto growth patterns of Corynebacterium glutamicum, observed in microfluidic experi-
ments. The concentration of the limiting nutrient protocatechuic acid (abbreviated pca) was
varied to probe the nutrient dependency of bacterial growth. Our model includes nutrient
transport, uptake and conversion into biomass to describe the observed flow of bacteria as
well as the nutrient concentration profile inside the chambers on the microfluidic chip. We
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were able to estimate the maximal growth rate kmax ≈ 0.2 − 0.26 h−1, the uptake rate as a
function of concentration u(g), which agrees with a Monod-function u(g) ∝ g/(g1/2 + g), the
concentration at which the growth rate equals half its maximum g1/2 ≈ 14− 20 µM and the
nutrient decay length scale lg ≈ 3.8− 4.2 µm. In particular, as the nutrient decay lengthscale
corresponds to only a few layers of bacteria, we expect nutrient gradients and possible limita-
tion effects to occur already for small colonies. Furthermore, we deem experimental protocol
and subsequent data evaluation of the steady state of the quasi-one-dimensional growth chan-
nel experiments to be easy to reproduce for different bacteria or nutrient media. Thus, our
work serves as a proof-of-concept study for a simple method to measure bacterial growth
parameters. Furthermore, our model predicts the spatial profile of nutrient concentration
inside the growth chamber, a quantity which is difficult to measure directly. Moreover, the
overall good agreement of bacterial growth patterns with a coarse-grained reaction-diffusion
model suggests that such a description is justified down to colony sizes of a few thousand
individua.
Many interesting issues have just been touched by our investigations, leaving a lot of
topics for future work. Measurements of the actual pressure inside the growth chambers
are necessary to shed light on the question of the pressure-sensibility of bacterial growth.
Pressure measurements with spatio-temporal resolution require elaborate techniques such as
traction- or cell force microscopy [117, 118]. The good agreement of growth patterns in
experiments with our reaction-diffusion model, which only takes the nutrient dependency of
growth into account, suggests that pressure does not play a role for colonies of C. glutamicum
of the observed sizes. However, pressure may have a considerable effect on larger colonies or
different stems of bacteria. A systematic analysis of the role of mechanical interactions for
bacterial growth would be interesting from a microbiological perspective and would also help
in the design of microfluidic experiments. For example, as the maximal pressure in growth
channel experiments scales quadratically with the channel length, it has to be tuned carefully
if pressure-sensitive microorganisms are grown in it. Moreover, pressure measurements would
also help to understand the observed turbid and cloudy frames in some of the growth channel
experiments. Under the assumption that these are caused by partial overlap and stacking
of bacteria, owing to a deformation of the channel walls, we estimated the pressure in the
channel center to be in the 10-100 mbar range. However, as cloudy frames only occurred for
a subset of the experiments, fabrication errors or heterogeneity in the stiffness of the pdms
substrate may be possible reasons as well. Furthermore, pressure measurements would also
help to investigate the observed streaming instabilities, a phenomenon interesting from the
perspective of granular matter physics [119, 120, 121, 122]. Additionally, a finer time resolu-
tion of the image capturing is necessary to track rise and development of single “avalanches”
and therefore ease explanatory modeling. Also, the comparison of colony spreading experi-
ments with simulations indicated that colony growth is directed towards increasing nutrient
concentration, even on timescales on the order of the cell division time. However, this finding
requires further experimental evaluation, as the observed growth towards larger nutrient con-
centrations can in some cases also be attributed to interactions between bacteria and chamber
walls. The timescale on which bacterial growth adapts to the local nutrient concentration
is an important input for growth models as it determines the bacterial “memory” for past
concentrations. Moreover, microfluidic growth experiments appear to be a promising setup
to investigate the permeability of colonies for nutrients or other diffusing agents. The colony
spreading experiments indicated that the effective diffusion constant Dbulk of pca inside the
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colony is close to the free diffusion constantDfree , as a ratio aroundDfree/Dbulk ≈ 1.25 yielded
the best match between simulations and experiments. This estimate could be improved, for
example, by measuring Dfree/Dbulk in a setup with a steady state flow profile which allows
to perform time averages over many steady state data points.
In summary, we extended the pg-model with modules to simulate (1) the growth of
membranes and (2) growth dependent on a diffusive factor. With these modules, we explored
the basic properties of pattern formation for a wrinkling membrane and a flat colony of
bacteria. It will be particularly interesting for future studies to combine these modules with
other expansions of the pg-model. For example, a more realistic model for villi and crypt
formation in the gut combines the growing membrane (epithelium) with a underlying growing
bulk tissue (stroma) and regulation by diffusive growth factors.

APPENDIX A
Meshless Membrane Model - Force Calculation
To calculate the mmm-force on particle k in direction ρ ∈ {x, y, z},









, ρ ∈ {x, y, z} (A.1)
we first note that the aplanarity in eq. (3.3.6) is a fraction of two third-order polynomials in
the gyration tensor components aαβ , thus, chain and product rule reduce the calculation of








To calculate ∂ρkaαβ , we commence with the following two identities
N∑
j=1
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(δik − δjk) .
(A.4)












































(βj − βg)w (rkj) =
N∑
j=1




(βj − βg)w (rkj)
= δρα (βk − βg) · 1,
(A.6)
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due to w (rkk) = w (0) = 1 and identity (A.3). We simplify the second term on the right-hand
side in the same manner, which yields the same expression as above with α and β switched.
For the last summand, insertion of identity (A.4) leads to
N∑
j=1





(αj − αg) (βj − βg) w
′ (rkj)
rkj
(ρk − ρj) , (A.7)
where we abbreviated dwdr (rij) = w
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(A.8)







=δρα (βk − βg)w (rki) + δρβ (αk − αg)w (rki)
+ (αk − αg) (βk − βg) w
′ (rki)
rki
(ρk − ρi) .
(A.9)
With equations (A.8) and (A.9) all necessary terms to calculate the force components are de-
termined. Note that eqns. (A.8) and (A.9) refer to different center particles and the weighted
center of mass rg has also to be calculated with respect to these.
APPENDIX B
Multibody Potentials and Stress Calculations
with Spatial Resolution
We briefly recapitulate the problem of the calculation of mechanical stress with spatial res-
olution for a multibody potential such as the mmm-potential, introduced in section 3.3. In
particular, we show that this problem is not solvable by straightforward methods as it is,
in general, ambiguous. In case of the membrane system discussed in chapter 4, stress mea-
surements with spatial resolution would allow us to spatially resolve the surface tension γ as
well.
Stress measurements with spatial resolution can be performed by division of the system
volume into small subvolumes and measuring the stress in each subvolume. We take a look
at an arbitrary subvolume S (see fig. B.1) with volume VS and particles at positions ri; the
bond vectors rij = rj − ri may or may not cross the subvolumes surface ∂S. For pairwise
interactions, the interaction potential U can be written as a function of the particle distances
U = U({rij}). Thus, we can assign every bond rij an interaction force Fij = −∂rijU r̂ij ,
where r̂ij denotes the unit vector in bond direction r̂ij = rij/rij . In this case, we can express





















where rSij ∈ [0, 1] denotes the fraction of the bond vector rij inside S (see fig. B.1) [76, 86].
In the case of S being the whole system volume V , we indeed recover eq. (3.4.6) for the virial
stress, as we show in the following. For S ≡ V the second term in the expression for σpot , the
stress contribution of the interfaces between different subvolumes, vanishes. Furthermore, all














ri ⊗ Fi, (B.2)
due to Fij = −Fji (actio = reactio) and with the total force Fi =
∑
j Fij on particle i. For
multibody potentials, such as the mmm-potential, which cannot be expressed as a function
of the particle distances {rij}, the derivative in Fij = −∂rijU r̂ij cannot be calculated in a
straightforward manner. Therefore, we need to find another way of properly defining the
force Fij in order to estimate stress with spatial resolution. The set of bond forces {Fij}
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Figure B.1. Particle-particle bond contributions to the
stress of an arbitrary subvolume S are weighted with the
fraction of their total length inside S. (a) Bonds in the
volume of S fully contribute to the stress, whereas (b)
bonds crossing the volume are weighted with the fraction
rSij of their total length inside S (see eqns. B.1) and (c)
bonds outside the subvolume do not contribute.
to a set of given particle positions {ri} and total forces {Fi} is referred to as central force
decomposition (abbreviated cfd). An extensive discussion in [86] shows that the problem
of finding the “canonical” cfd, i.e. the cfd which accurately reflects the physics of the
interactions between the particles is, in general, ambiguous. To elucidate this ambiguity, let
us briefly take a look at the following three arguments:
1. In continuum mechanics, the total force density f does determine the dynamics but it
does not pin-point the stress tensor: since f = divσ, we can add any divergence free tensor
field to σ to reproduce the same dynamics. Therefore, we expect that in discrete particle
systems knowledge of the set of total forces {Fi} is neither sufficient to calculate σ.
2. The mathematical expression of the interaction potential U = U({rij}) in terms of
particle-particle distances {rij} does not resolve the ambiguity. Even if we have found an
expression U = U({rij}) and try to pin-point the cfd by simply calculating Fij = −∂rijU r̂ij ,
there exists always a potential U˜ which results in the same system dynamics but ∂rijU 6=
∂rij U˜ . This can be illustrated with a simple example. Imagine three particles 1, 2 and 3 in
one-dimensional space which interact with the pair potentials U12(r12) , U13(r13) and U23(r23).
Moreover, we define
χ = (r12 − r13 − r23) (r23 − r12 − r13) (r13 − r23 − r12) (r12 + r13 + r23) . (B.3)
It can easily be shown that χ ≡ 0 due to all particles lying on a straight line; hence the
interaction potentials U = U12 + U13 + U23 and U˜ = U + χ lead to the same total forces
and hence the same dynamics. However, the partial derivatives ∂rijU and ∂rij U˜ are different,
leading to different cfds using the formula Fij = −∂rijU r̂ij . The polynomial χ is a so-called
Cayley-Menger determinant and it can be shown that the above example can be generalized
to any number of particles and dimensions using these determinants [86]. The “correct”
expression for U can only be picked if we consider additional physical arguments.
3. The numerical problem is underdefined. Assume we know the set of particle positions
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by definition and
Fij = −Fji (B.5)
due to momentum conservation (actio = reactio). Reference [86] shows that angular momen-
tum is preserved (and hence the resulting stress tensor is symmetric) if and only if additionally
Fij ∝ r̂ij (B.6)
holds; bond force and bond have to be parallel. A cfd is found by solution of the system
of linear equations which results from the three conditions eqns. B.4-B.6. However, one can
easily show by counting the number of equations and unknowns, that, in general, the problem
is underdefined, allowing for an infinite number of cfds.
As the mmm-potential cannot be expressed easily in terms of pairwise interactions the
question of the “correct” cfd remains unclear without further assumptions on the nature of
its pairwise particle-particle interactions. We therefore constrain the analysis of the surface




The membranes of importance for this work can be described as thin and smooth. To derive a
mathematical description, we need to state in a mathematical precise manner what we mean
by the intuitive descriptors thin and smooth. The corresponding mathematical framework
belongs to the topic of differential geometry.
C.1. Membranes as Smooth Surfaces
Even though every physical membrane is a three-dimensional object, we assume that its
thickness is of negligible extent relative to its other dimensions such that it is reasonable to
represent it by a two-dimensional surface S embedded in three-dimensional space S ⊂ R3.
As the surface S is two-dimensional, we may parametrize it by a vector-valued function X
mapping points from a two-dimensional set U ⊂ R2 onto S:
X : U → S with U ⊂ R2, S ⊂ R3. (C.1.1)
To translate “smoothness” into the language of mathematics, we demand that the parameter-
izing function X is differentiable. Geometrically, differentiability implies that S can locally
approximated by a tangent plane. Precisely, differentiability demands that S can locally
approximated at every point u ∈ U by a linear function ∂Xu such that for all δ in an open
neighborhood of u holds





The linear function ∂Xu : U → R3, can be represented in matrix form with the components
∂Xu,ij = ∂iXj(u) , (C.1.3)
and is often referred to as Jacobi matrix or Jacobian. Illustratively, the column vectors ∂iX
of the Jacobian pass S tangentially in the point S. We abbreviate these tangent vectors by
t1 = ∂1X, t2 = ∂2X, (C.1.4)
in the following. The vectors t1, t2 span the tangential space Tu of S in the point u, every
linear combination t = at1 + bt2 is also a tangent vector t ∈ Tu. The requirement of
differentiability avoids most “pathologies” like jumps and spikes, as in the case for a scalar
function. However, it is not sufficient as illustrated by the two-dimensional exampleX : R→
R2, u 7→ (u3, u2), referred to as Neile’s parabola (see fig. C.1). Neile’s parabola has a cusp
at u = 0 due to ∂X0 ≡ 0. To avoid cusps of this kind, we have to demand that the tangent
vectors {∂iX} are linear independent at every point u ∈ U . This requirement ensures as
well that we can define everywhere the surface normal
n =
t1 × t2
|t1 × t2| . (C.1.5)
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Figure C.1. a) Neile’s parabola exhibits a cusp albeit being differentiable in its whole
domain. The cusp occurs due to the vanishing tangent vector in the origin. b) The Klein
bottle, a non-orientable surface. c) The curvature in a point is the inverse radius of the
osculating circle. It is identical to the curvature of space curves γ defined as intersections
with a normal plane and S.
With the surface normal definition eq. C.1.5, we can define at every point on S an orientation.
For example for a sphere, the normal can either point in- or outward the sphere. In lay terms,
every surface for which we clearly can define in- and outside or up- and downside is called
orientable. The exact definition of orientability is somehow technical, the interested reader is
here referred to mathematics textbooks [123]. Examples for non-orientable surfaces are the
Möbius strip or the Klein bottle (see fig. C.1). Such cases are not important for this work
and we demand that the surface S is orientable. Furthermore, the term “closed” for surfaces
is used as well. We content ourselves with an intuitive understanding of “closeness”: S is
closed if we dunk the impermeable surface S into a fluid and the fluid stays outside of a finite
compartment.
C.2. Inner and Outer Geometry of a Surface
As we have narrowed down in mathematical terms the relevant surfaces S, we investigate how
to measure properties related to area and shape of S. To measure the area A, we analyze how
a tiny square [u1, u1 + du1]× [u2, u2 + du2] ⊂ U is mapped onto a tiny area dA of S by the
parametrization X. With the linear approximation property, eq. C.1.2, we approximate dA
by a parallelogram with edge vectors t1du1 and t2du2. The area dA can then be estimated
as




2 − (t1t2)2du1du2, (C.2.1)
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up to order O (du21du22). Indeed, it can be shown that above approximation C.2.1 for dA is
an exact area measure in the integral limit [123]. Hence, we can calculate the total area of S










2 − (t1t2)2du1du2. (C.2.2)
The expression C.2.1 can be written as the determinant of a symmetric matrix g, the first
fundamental form (or metric tensor):
g = (ti · tj) =
(
t21 t1 · t2
t1 · t2 t22
)
. (C.2.3)
The metric tensor g is a measure for all quantities related to the inner geometry of S such as
areas, lengths and angles. For example, a tiny parallelogram spanned by vectors u,v ∈ U in
parameter space is mapped by X onto a tiny parallelogram on S with interior angle α with
cosα =
u · (gv)
|u| |v| , (C.2.4)
where g may as well be interpreted as a bilinear form. The term inner geometry refers to the
fact that lengths, areas and angles are measurable from within the surface S, i.e. from a tiny
observer on S for whom the surface appears to be locally flat. In contrast, the geometry of S
in the outer, embedding space is referred to as outer geometry. The outer geometry describes
the change of tangent and normal vectors on S which leads to the concept of curvature.
Curvature can be interpreted as a higher order approximation of the local shape of S. To
first order in derivatives, S can be locally approximated by a plane whose tangent vectors
are the columns of the Jacobian matrix. Illustratively, the next higher order approximates
S locally by osculating circles (Latin circulus osculans, “kissing circle”). An osculating circle
B is the circle who passes through a point P on S tangentially in direction t such that the
distance of the points on S and B in normal direction decays at least in cubic order of the
distance to P in direction of t. In this sense, B is the circle which approaches S closest
in P . The radius Rt of B is called the curvature radius of S in P in the given tangential
direction, its inverse the curvature Ct = 1/Rt (see fig. C.1). The curvature can also be
defined by consideration of the intersection of S with a plane through P which contains the
local normal vector n and a tangent vector t of S. This plane cuts out a space curve γ
from S which has an unique arc length parametrization γ(s). The curvature Ct of S is then






Interpreted as a space curve, the osculating circle is then the circle whose curvature coincides
in P with the curvature of γ on S. Hence, the curvature can interpreted geometrically as
rate of change of the tangent vector. In fact, the derivatives of normal and tangent vectors
are closely related, as we will see in the following. We begin with the definition of the second
fundamental form K = (Kij)
Kij = n · ∂itj = n · ∂i∂jX, (C.2.6)
which measures the change of the tangent vectors {ti} in normal direction. Note that K
is symmetric Kij = Kji. Since the normal vector n determines the position of the tangent
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plane, and K describes the change in the tangent vectors, we expect that K is related to the
derivatives of the normal vector ∂in. Indeed, it is
∂in · tj = −Kij and n · ∂in = 0, (C.2.7)
owing to
n · tj = 0⇒ 0 = ∂i (n · tj) = ∂in · tj + n · ∂itj = ∂in · tj +Kij ,
n · n = 1⇒ 0 = ∂i (n · n) = 2∂in · n. (C.2.8)
Hence, the components of the normal vector derivatives in the tangent space are given by the
second fundamental form. Furthermore, the derivative of the normal vector is perpendicular
to the normal vector itself, thus, it lies inside the tangent plane. This allows us to define the
Weingarten map Lu (also shape operator) as an endomorphism of the tangent space Tu:
Lu : Tu → Tu,
Luti = −∂in.
(C.2.9)
The Weingarten map is the final construct necessary to come to a mathematically closed
description of curvature. With the property eq. (C.2.7), it is easy to show that
Luti · tj = Kij , (C.2.10)
and since Kij = Kji it follows immediately that Lu is self-adjoint. A self-adjoint operator
possesses an orthogonal basis of eigenvectors with real-valued eigenvalues. The real-valued
eigenvalues C1, C2 of Lu are called the main curvatures and the directions of the eigenvectors
themain curvature directions ofX in u. To give an easy way to calculate the main curvatures,
we relate the matrix representations of L,h and g to each other. In the base {ti} of Tu, the
matrix of L = (lij) is defined via Ltj =
∑
i lijti and hence
Kjk
eq. (C.2.10)
= Lutj · tk =
∑
i




and therefore K = gL or
L = g−1K in the basis {ti} of Tu. (C.2.12)
Trace and determinant of L are referred to as mean curvature H and Gaussian curvature G:




= C1 + C2,





The hereby defined main curvatures C1, C2 coincide with the geometric interpretation given
in fig. C.1 and eq. (C.2.5) if t if chosen as one of the eigenvectors of L. Furthermore, one can
show that for arbitrary t ∈ Tu and |t| = 1 it is
Lt · t = Ct, (C.2.14)
with Ct as in eq. (C.2.5) [123]. From equation (C.2.14) it is also easy to proof that the
main curvatures C1 and C2 are minimal and maximal curvature in the given point: For any
function of the form v 7→ Av · v with a real-valued, symmetric matrix A, the stationary
points on the unit sphere B1 = {v; |v| = 1} are given by the eigenvectors of A. Since L is
a two-dimensional matrix, there can only be two stationary points which have to belong to
minimum and maximum.
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C.3. The Monge-Representation
TheMonge-representation is a special form of the surface parameterizationX which describes
the surface S by an orthogonal projection onto a flat plane:
X = (x, y, h(x, y)) , (C.3.1)
where h (x, y) describes the elevation of S from the xy-plane at every point. It can be shown
that for any differentiable, orientable surface S with linear independent tangent vectors, there
exists a local Monge-representation for an open neighborhood of every point on S [123]. The
differential geometric quantities take a simple form in Monge-representation, which makes
it useful for applications. Furthermore, it enables the use of Fourier-transforms to treat
analytical problems. We list expressions of differential geometric quantities and some lowest
order approximations.
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, (C.3.3)






























































Note that on the rightmost side of eq. (C.3.5), the lowest order approximation provides an
upper bound of
√
det g due to (1 + x)n ≤ 1 + nx for all |x| < 1. Throughout this work, the
discrete Fourier-transform for a membrane with square projected area U = [0, L]2 is defined
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with respect to the Monge-representation via

















h exp (−ikx) dxdy, for k 6= 0,
(C.3.10)
with x = (x, y) ∈ U and k = (kx, ky) ∈ 2piL Z2. The brackets 〈·〉x denote the spatial average







k − k′)x) dxdy = L2δk,k′ . (C.3.11)
Transforms of other quantities dependent on the projected coordinates x, y are defined like-
wise.
C.4. The Theorem of Gauss-Bonnet
The theorem of Gauss-Bonnet is a remarkable result of differential geometry which links the
Gaussian curvature G with a property of the outer geometry of S, the genus gS . The genus
of a closed, orientable surface S is the number of cuts along disjunct closed space curves γ
on S such that the remaining surface S˜ = S − Imγ is still connected (i.e. there is no point
on S˜ from which one cannot reach all other points by walking on S˜). Illustratively, the genus
is the number of “handles” of S (see fig. C.2). The theorem of Gauss-Bonnet states that for
any closed, compact, orientable surface S∫
S
GdA = 2pi (2− 2gS) . (C.4.1)
Hence, the surface integral of the Gaussian curvature can be calculated by simply counting the
handles of S. Furthermore, the integral of G over S stays constant under all transformations
of S which do not alter its genus, e.g. if we stretch or twist S into another shape. The quantity
in parenthesis on the right-hand side of eq. C.4.1 is also referred to as the Euler-characteristic
χS of S. The Euler-characteristic χS occurs in a variety of topological contexts and enables
us to generalize the Gauss-Bonnet theorem to non-closed surfaces. Apart from being related
with the “number of handles” gS , the Euler-characteristic χS plays an important role in the
classification of triangulations of surfaces. To avoid technical details in the definition of
surface triangulations, we reside on a lay term understanding as illustrated in fig. C.2: a
triangulation is a decomposition of S into triangles such that every part of S is covered by
the triangles. We denote the number of faces, edges and vertices of a triangulation of S by
F,E and V , one can show that [124]
χS = V − E + F (C.4.2)
independent of the triangulation. In particular, eq. (C.4.2) holds also for triangulations of
non-closed surfaces S with a piecewise differentiable boundary curve γS . The generalized
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Figure C.2. a) The genus gS of a closed, orientable surface S can be interpreted as the
number of “handles” of S. Therefore, a sphere has genus zero and a torus genus one. The
genus is related to the Euler-characteristic χS = 2 − 2gS which, in turn, is related to a
surface triangulation of S via eq. C.4.2. b) A square may simply be triangulated by drawing
its diagonal. Hence, it has the Euler-characteristic χS = 4 − 5 + 2 = 1. If the square is
deformed, similarly to a glassblower forming a vase, the Euler-characteristic does not change.
















Θi = 2piχS , (C.4.3)
where the Θi denote the jump angles of the tangent vectors at the non-differentiable points
of γS . The second term on the left-hand side is an integral over the geodesic curvature of γS
which can be interpreted as the part of the curvature in normal direction of the surface S.
The charm in the application of the Gauss-Bonnet theorem lies in the connection of the outer
geometric quantity G with the topological indices gS and χS which remain unchanged under
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Figure C.3. a) A regular triangulation of the
plane with six-fold symmetry. b) The index of a
vector field v in a zero-crossing s0 determines its
local shape. If we interpret v as the gradient of a
scalar function f , the index defines the behavior
of f in its stationary points, e.g. whether s0 is
a local extremum or saddle point. An index of
two corresponds to a dipole field.
deformations like stretching or twisting, as long as we do not tear S apart or glue different
parts of S together.
For example, consider a simple square which we decompose into two triangles (see fig. C.2).
Its Euler-characteristic is χS = 4 − 5 + 2 = 1, consistent with eq. (C.4.3) where only the
sum over the jump angles
∑
i Θi = 2pi is non-zero on the left-hand side. Imagine the square
is made of some plastic material and we deform it into another shape S while keeping the
square boundary curve γS fixed (similar to a glassblower forming a vase from molten glass).
Since χ does not change under such a deformation and the boundary curve yields the same
contribution
∑
i Θi = 2pi as before, we follow that
∫
S GdA vanishes.
Another useful application of the Gauss-Bonnet theorem arises in the analysis of defects of
surface triangulations. Here, we consider the task of triangulating a surface with a desirably
regular pattern of triangles, such that every vertex has more or less the same amount of
connecting edges. For example, an infinite plane may be triangulated with a regular pattern
where every vertex is connected to exactly six other vertices (see fig. C.3). Can we triangulate
a sphere or a torus in the same manner? In this context, a defect is every vertex which is
not sixfold connected. To investigate this question, we triangulate S by a number V6 of six-
fold connected vertices and a number Vx of vertices with unknown connectivity x such that
V = V6 + Vx. Since every edge is shared by two vertices, it is 2E = 6V6 + xVx. Furthermore,
for a closed surface without a boundary curve, every edge is exactly part of two faces such







Since Vx ∈ N and χS ∈ Z in above equation, it can only be fulfilled for certain numbers x
and Vx. For example, for a sphere it is χS = 2 and hence we cannot set Vx = 0, therefore a
triangulation with only sixfold connected vertices is not possible. However, if we try x = 4
or x = 5 we conclude from equation (C.4.4) that V4 = 6 four-fold connected or V5 = 10
five-fold connected defects suffice for a triangulation of the sphere. We conclude this section
with another interesting interpretation of the Euler-characteristic in the context of tangential
vector fields on surfaces. A tangential vector field v is a function v : S → R3 such that at
every point s ∈ S the vector v(s) is inside the tangent space Ts of S in s. For example, we may
think of v as the tangential component of a fluid flow field around S. The Euler-characteristic
is closely connected to differentiable, tangential vector fields with isolated zero-crossings, i.e.
for every zero crossing s0 ∈ S with v(s) = 0 it is v(r) 6= 0 for all r in an open neighborhood
of s0. For those, we define a quantity called the index of v in s0. Consider a small disk
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D (s0) ⊂ S around s0. Since s0 is an isolated zero crossing, the unit-vector-field w = v/|v|
is well defined on D (s0) − s0 if we choose  small enough. Moreover, it can be shown that
every continuous unit vector field defined on the boundary ∂D of a disk can be represented
by a unique, continuous function ϕ(t) : [0, 2pi] → R such that w = (cosϕ(t), sinϕ(t)) [123].
As w is continuous, it is especially w (0) = w (2pi) and hence
ϕ (2pi)− ϕ (0) = 2pik (C.4.5)
for an integer number k ∈ Z, the index of v in s0. The index counts how many times the
vector v performs a full rotation around s0 (see fig C.3). If we number all zero-crossings
s0,i and their corresponding indices ki, then it can be shown that the Euler-characteristic is









Deformation of Elastic Substrate
We calculate the deformation energy Esubs of a linear elastic, half-infinite substrate, deformed
by a membrane attached to its free surface (see fig. 4.2). In particular, we derive eq. (4.1.4)





and calculate the value of the effective elasticity modulus Ê. Let U = [0, L]2 ⊂ R2 be
the initial flat state of our plate in the xy-plane. We suppose the linear elastic medium
extends into the half-space (x, y, z) ∈ U ×R+. Moreover, we assume (1) that the plate sticks
always on top of the medium and never detaches at any point and (2) that at the boundary
between plate and medium, displacements tangential to the plate are negligible such that the
displacement vector of the medium at z = 0 reads
u(x, y, z = 0) = (0, 0, h(x, y)) . (D.2)







has been suggested by Emil Winkler [125] to describe the energetic contribution of an elastic
foundation. Correspondingly, an elastic foundation with a linear relation between normal
pressure and undulation
P = ah, (D.4)
is called a Winkler support. It is by far the simplest model and assumes that the medium
deformation at some point of its surface is proportional to the pressure between the plate and
the medium [126]. For a plate allowed to float along the tangential surface this assumption
is to some extent correct, however in case of a coherent attached plate the Winkler support
provides only crude results. To refine the description, it is necessary to solve the problem of
the equilibrium configuration of a linear elastic medium subject to the boundary condition
(D.2) at its upper surface. The solution of a kind of inverse problem, the deformation of a
linear elastic substrate subject to a given surface stress P (x, y), can be found in ref. [55].
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The solution is given by the Cerruti-Boussinesq-Greens-tensor
Gcb
(


















































x− x′, y − y′, z)P (x′, y′) dx′dy′. (D.6)
Hence, a given surface stress determines the deformation of the medium. Note, however, that
knowledge of the displacement vector u at the surface alone is not sufficient to pin-point the
deformation in the medium, as we will see, further assumptions have to be made. We have
to find the solution for strain tensor u and stress tensor σ for which the net force vanishes
at every point, i.e.
divσ = 0. (D.7)


































Insertion of eqns. (D.9)-(D.11) into eq. (D.7) leads to the equilibrium condition in terms of
the deformation vector u:
(1− 2σ) ∆u+ grad divu = 0, (D.12)
or, equivalently, expressed with stress tensor components
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For the following analysis, we recall the definition of the discrete Fourier-Transform of the
height h over the square U = [0, L]2

















h exp (−ikx) dxdy, for k 6= 0,
(D.14)






k − k′)x) dxdy = L2δk,k′ . (D.15)
In our coordinate system it is 〈h〉x = 0 as we do not consider translations of the membrane
as a whole.
D.1. Deformation by Single Plane Wave
We start with the investigation of the effect of a single plane wave undulation




on the medium. Afterwards, we try to find the solution for the complete set of modes by
linear superposition. Note, however, that decomposition of the deflection h into periodic
Fourier-modes implies that the deformation is not limited to U = [0, L]2, instead it continues
periodically in the xy-plane.
Let the x-axis of our coordinate system be parallel to the wavevector such that kx = kx




y. As the equilibrium equations (D.12) for the three unknowns
ux, uy, uz are of second order, we see that we need 2 · 3 = 6 boundary conditions in order
to completely define the problem. Apart from the three boundary conditions at the surface,
eq. (D.2), it is intuitive to demand that the shear deformations uxy and uzy vanish, as
the imposed plane wave undulation has no y-component. From uxy = 0 = uzy and eq. (D.9)
follows that the corresponding shear stress components vanish as well σxy = 0 = σzy. As a last
boundary condition we can demand that either the strain uyy or the stress σyy perpendicular
to the wavevector k vanish, but not both at once. Both assumptions lead to very similar
results such that we deem the question which one to use of lesser importance [127]. We
set in the following uyy = 0, the calculation for σyy = 0 can be found in ref. [128]. The
resulting problem belongs to the category of plane deformations as all non-vanishing strain
components are in the xz-plane. Particularly suited for this kind of problems is the approach
via a scalar stress function χ which has to satisfy [55]
∆∆χ = 0, (D.1.2)


















= σ (σxx + σzz) . (D.1.3)
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The equilibrium equation in terms of χ, eq. (D.1.2), can be solved in Cartesian coordinates
by a separation approach of the form χ = X(x)Z(z). We skip this calculation here and state
directly the solution [127]:
χ = A (1/k −Bz) hk
L




(1 + σ) (4σ − 3) , B = −
1
1− σ . (D.1.5)
To avoid later confusion, we denote the stress tensor of this single-wavevector undulation by
ς = (ςij), a different typeset of the Greek letter σ. The stress components follow according
to eqns. (D.1.3) to
ςxx(x, z, k) = Ak (1 + 2B −Bkz) hk
L
exp (ikx− kz) = qxx(z, k) hk
L
exp (ikx) ,
ςxz(x, z, k) = iAk (1 +B −Bkz) hk
L
exp (ikx− kz) = qxz(z, k) hk
L
exp (ikx) ,
ςzz(x, z, k) = −Ak (1−Bkz) hk
L
exp (ikx− kz) = qzz(z, k) hk
L
exp (ikx) ,
ςyy(x, z, k) = 2ABσk
hk
L




where we defined the prefactors qxx, qxz, qzz and qyy to abbreviate the expressions. In par-
ticular, the plate needs to exert the lateral stress ςzz(z = 0) onto the medium in order to
sustain the deformation. Note that the stress tensor is directly proportional to the specified
undulation ς ∝ uz(z = 0). If we interpret the factors qij as the non-vanishing components of
a symmetric matrix q, we can write
ς = q uz(z = 0) . (D.1.7)
We conclude this section with an outline of the derivation of the deformation vector u. With
the solution for the stress components σij , the corresponding strains uij follow directly from
Hook’s law. To calculate the deformation vector u, we make use of the relations eqns. D.11,
starting with the calculation of uz via

















the remaining components follow likewise.
D.2. Deformation by Arbitrary Wavepattern
We turn to the solution of the problem for a general form of the plate, i.e. we impose





hk exp (ikx)). (D.2.1)
We start with the observation that we can solve the problem separately for every wavevector
k if we change the coordinate system by rotation around the z-axis such that the new x′-
axis is again parallel to k, i.e. ex′ ‖ k. In the coordinates (x′, y′, z′) the problem reduces
again to a plane deformation with the solution for the stresses σx′x′ , σx′z′ . . . etc. given by
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eqns. (D.1.6). As all equations are linear we can use the principle of superposition: we solve
the plane deformation problem like this separately for every wavevector k and sum up all
solutions at the end to get the solution for the problem with all wavevectors. However, as the
coordinate system (x′, y′, z′) in which we can re-use our obtained plane deformation solution
is different for every wavevector, care has to be taken on how we transform the solutions for
the stress tensor back from the (x′, y′, z′) coordinate systems to our lab coordinate system
(x, y, z). The rotation angle α to rotate the lab coordinates into the (x′, y′, z′) coordinates
and the wavevector k are connected via









and the coordinate system base vectors are related by
ex′ = cαex + sαey ex = cαex′ − sαey′
ey′ = −sαex + cαey ey = sαex′ + cαey′ .
ez′ = ez,
(D.2.3)
For the product kx holds kx = kxx + kyy = kx′ = k′x′. The correct transformation of the
stress tensor is intuitively derived with the general definition of the tensor component σij
σij = ei · (σej) , (D.2.4)
which is valid for any orthonormal basis {ei}. For example for the component σxx:
σxx = (σex) · ex =
(










where we used in the second row that the shear stress σx′y′ vanishes. Analogously follow the









σzz = σz′z′ σxz = cασx′z′
σyz = sασx′z′ .
(D.2.6)
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We can now write down the solution for an arbitrary boundary condition of the form eq. (D.2.1)






































































Note that the single-wavevector solutions have to be taken at x′ = (kxx+ kyy) /k. From
eqns. (D.2.7) and eq. D.1.7 we see that the stress tensor σ can be written as a convolution


















(qxx − qyy) kxk qxz
kxky
k2












and the qij evaluated at (z, k).
D.3. Energy of Deformed Support
We express the substrate energy density esubs, given by eq. (D.8), as a function of the stress















tr (σ)2 . (D.3.1)
To analyze the net deformation energy, we assume that the deformation D.2.1 only contains
functions of periodicity L and integrate the energy density esubs over an in z-direction infinite
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we see that the orthogonal undulation modes decouple in the deformation energy. Hence, it
is sufficient to calculate the energy contribution of a single wave undulation and summing




k |hk|2 , (D.3.4)
with
Ê = E
2σ2 − 10σ + 5
2 (4σ − 3)2 (σ + 1) . (D.3.5)

APPENDIX E
Buckling Dynamics in Small Angle Limit
Phase Angle Dynamics - Fluctuation Spectra - Hydrodynamic Interactions
We broaden the discussion of buckling instabilities in sections 4.1.3-4.2 by (1) inclusion of the
phase angle ϕk dynamics for non-vanishing spontaneous curvature C0, (2) derivation of rela-
tions between amplitude fluctuations and bending rigidity as well as phase angle fluctuations
and spontaneous curvature and (3) investigation of the effect of hydrodynamic interactions
on the buckling behavior of a membrane embedded in a Newtonian fluid.
E.1. Phase Angle Dynamics and Spontaneous Curvature
For a non-vanishing spontaneous curvature C0 = C0(x) 6= 0, we recall its Fourier transform

















C0 exp (−ikx) dxdy = λk exp (iθk) , for k 6= 0.
(E.1.1)





κk4 + 〈γ〉x k2 + Êk
)
r2k + 2κk
2λkrk cos (ϕk − θk) . (E.1.2)
Together with the kinetic energy from eq. (4.1.24) follow the Lagrangian equations of motion
(4.1.19) to
0 = %mr¨k − %mrkϕ˙2k +
(
κk4 + 〈γ〉x k2 + Êk
)
rk + κk
2λk cos (ϕk − θk) + νr˙k,
0 = %mr
2
kϕ¨k + 2%mrkr˙kϕ˙k − κk2λkrk sin (ϕk − θk) + νr2kϕ˙k.
(E.1.3)
From eqns. (E.1.3) we see that the spontaneous curvature term proportional to λk leads to
coupling of amplitudes rk and moduli ϕk. To analyze the role of spontaneous curvature for
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Thus, pϕk can be interpreted as the angular momentum related to rotate the wavemode hk in
complex space. Amplitude rk and modulus ϕk are then length and angle coordinate of the
“leaver” along the mode hk is rotated. In this sense, the term
Mk = 2κk
2λkrk sin (pi + θk − ϕk) , (E.1.6)
corresponds to a generalized torque with a constant force of magnitude 2κk2λk, the phase
angle θk + pi determines the direction of the force. The torque Mk vanishes as soon as
ϕk = θk + pi, i.e. leaver and force are parallel. In this sense, the spontaneous curvature term
yields a torque rotating the moduli ϕk until they are antiparallel to θk.
We conclude this section with a note about the corresponding real space dynamics. With-
out elastic substrate, the membrane dynamic equations in real space read [55]
%m∂tth+ ν∂th = 〈γ〉x ∆h− κ∆∆h+ κ∆C0. (E.1.7)
We see that the spontaneous curvature acts effectively as a lateral pressure P = κ∆C0 on
the membrane. Note, however, that even for ∆C0 = 0 the spontaneous curvature may still
enter in the boundary conditions if C0 6= 0, whereas only a lateral pressure P 6= 0 can enter
the boundary conditions.
E.2. Amplitude and Phase Angle Fluctuations in the Planar State






= kbTδij , (E.2.1)
where the xi ∈ {qi, pi} denote the generalized coordinates and momenta, H ({qi} , {pi}) =
























We assume that the surface tension equilibrates to a spatial constant value 〈γ〉x. The moduli
ϕk fluctuate then around the equilibrium values
〈ϕk〉 = θk + pi. (E.2.4)
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With eqns. (E.2.3) and (E.1.2), the partial derivatives ∂H∂xi follow to
∂H
∂rk
= 2e (k) rk + 2κk





= 2e (k) rk + 2κk
2λk cos (ϕk − θk)− 2%rkϕ˙2k,
∂H
∂ϕk
















































κk4 + 〈γ〉x k2 + Êk
)
r2k + 2κk








kbT − κk2λk 〈rk cos (ϕk − θk)〉
κk4 + 〈γ〉x k2 + Êk
. (E.2.7)
In the case of vanishing spontaneous curvature, the second term in the numerator disappears
and the amplitude fluctuation spectrum depends solely on the wavenumber k, the membrane





is a common practice to estimate the bending rigidity, see section 3.4.5. Note that
in case of the surface tension being larger than the critical buckling tension, the system is
not in equilibrium and the equipartition theorem does not apply. However, in simulations,






to the potential energy V. This leads to an additional term a in the denominator of eq. E.2.7
which reads then κk4 + 〈γ〉x k2 + Êk + a.
The average 〈rk cos (ϕk − θk)〉 = −〈rk cos (pi + θk − ϕk)〉 is negative for small phase





. To investigate the phase angle fluctuations, we approximate
sin (ϕk − θk) = sin (pi + θk − ϕk) ≈ pi + θk − ϕk (E.2.9)
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for |pi + θk − ϕk|  1 in the third equation of eqns. (E.2.6), in order to obtain
kbT
2κk2λk
= 〈rkϕk sin (ϕk − θk)〉 ≈ 〈rkϕk (pi + θk − ϕk)〉 . (E.2.10)
Above equation enables us estimate the Fourier components of the spontaneous curvature by
measurement of phase angle fluctuations. Thus, by measurement of both amplitude and phase
fluctuations in the flat state, except for the saddle-splay modulus, all membrane parameters
may be estimated.
E.3. Growing Membrane with Hydrodynamic Interactions
at Low Reynolds Numbers
So far, we have assumed for simplicity that the interactions of the membrane with the dis-
sipative background medium result in a friction force density Fν proportional to the lateral
membrane velocity
Fν = ν∂thez. (E.3.1)
Here, we improve this description and assume the membrane is embedded in an incompressible
Newtonian fluid with viscosity η. We assume that the Reynolds number of the fluid flow
generated by the membrane movement is small enough such that a description by the linear
Stokes equation is sufficient. This assumption is justified by the long timescales of weeks and






with % the fluid mass density, L the membrane size and vz a typical velocity of the lateral
membrane deflection. For a total deflection on the scale ∆z during the time ∆t we see that




which we assume to be fulfilled. Moreover, we suppose the membrane is partially permeable
for the embedding fluid with a permeability constant λp in units of velocity per pressure.
The linearized equations of motion for membrane deflection h(x, t) = h (x, y, t) and fluid flow
velocity v = (vx, vy, vz) read then [98]
∂th(x, t)− vz(x, z = 0, t) = λp (〈γ〉x ∆h− κ∆∆h) , (E.3.4)
η∆v(x, z, t) = ∇p(x, z, t) + (κ∆∆h− γ∆h) δ(z) ez, (E.3.5)
∇ · v(x, z, t) = 0. (E.3.6)
Equation (E.3.4) states the so-called Darcy’s law: the flow velocity through a permeable
medium is proportional to the pressure gradient along the medium. The limit λp → 0
corresponds to an impermeable membrane. We see that in this case the velocities of the
membrane and of the fluid at the membrane, approximately at z = 0, have to be the same
as no flow through the membrane is possible. The second equation (E.3.5) is the Stokes
equation for the fluid flow, hereby, the last term on the right-hand side corresponds to the
forces exerted on the fluid by the membrane. The third equation (E.3.6) corresponds to
the common incompressibility condition. Fourier transformation of eqns. (E.3.4)-(E.3.6) and
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κk4 + 〈γ〉x k2
)
hk (E.3.7)
The term 1/(4ηk) occurs due to interactions of distant membrane parts which are mediated
through the flow of the embedding fluid. Interactions of this type are called hydrodynamic
interactions. We see that in the limit of large permeability λp  1/(4ηk) we recover the
dynamic equation with uniform friction, eq. (4.1.28), if we set ν = λ−1p . Note that the
small wavenumbers are most critical for this limit as for these the term 1/(4ηk) is largest.
For a membrane of size L, the smallest wavenumber is k = 2pi/L, hence, the limit of large




In the opposite limit of low permeability, the term 1/(4ηk) dominates in the first parenthesis
in eq. (E.3.7) and we obtain the dynamic equation















where Γ denotes the cumulative integral Γ(t) =
∫ t
0 〈γ〉x(τ) dτ . Thus, the amplitudes grow ex-
ponentially as in the dynamics with uniform friction, eq. (4.1.28), however, other wavemodes
are amplified as the polynomial in k in the exponent is different. We investigate how hydro-
dynamic interactions affect the asymptotic behavior of the growing membrane. Quantities
which refer to this case are denoted with a η, either in exponent or subscript, to distinguish
them from the corresponding variables without hydrodynamic interactions (see section 4.2),
e.g. we write kηmin for the minimal energy wavenumber with hydrodynamic interactions. We
begin with the observation that for a given compressive surface tension 〈γ〉x = const. < 0, the
strongest amplified wavemode kηmin is given by the minimum of the polynomial κk
3 + 〈γ〉x k.





















which is ≈20% smaller than the corresponding value kh =
√|γh| /(2κ), eq. (4.2.20), without
hydrodynamic interactions. We assume the membrane is initially in its homeostatic state,
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the homeostatic surface tension represents then an upper bound for the compressive surface
tension during buckling. Hence, a lower bound τηampl for the timescale on which buckling













Compared to the value τampl = 4κν/|γh| without hydrodynamic interactions, eq. (4.1.31),
τηampl scales with a smaller exponent in the bending rigidity κ but a larger exponent in the
homeostatic surface tension γh. For the analysis of the asymptotic behavior of the growing
membrane, we assume the same homeostatic growth law, eq. (4.2.9), and the same elastic
relation between projected density and surface tension, eq. (4.2.8), as in the case without
hydrodynamic interactions. This implies that the timescale of growth is on the same order of
magnitude as before, i.e. τg = 1/(ξ |γh|). Moreover, the derivation of asymptotically stable
wavenumber kη∞ and surface tension γη∞ stays largely the same as in section 4.2, we only have
to replace hk and ∂thk with the corresponding expressions E.3.10 and E.3.9. The analogous
















The solutions can be expressed as a function of the timescale ratio τηampl/τg, similarly as in





























































Figure E.1 a) shows a comparison of kη∞ and γη∞ with the corresponding results k∞, γ∞
without hydrodynamic interactions (see section 4.2). Both are plotted as functions of their
respective “buckling-growth-ratio”, i.e. kη∞, γη∞ as functions of Θ′′η and k∞, γ∞ as functions
of Θ′′. As expected, kη∞ and γη∞ converge against their respective homeostatic values in the
limit of growth being much faster than membrane deformation, i.e. Θ′′η → ∞. However,
in the opposite limit of slow growth, Θ′′η → 0, kη∞/kηh and γη∞/γh scale with slightly larger
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Figure E.1. a) Asymptotic wavenumber kη∞ and surface tension γη∞, divided by their re-
spective homeostatic values, as a function of the “buckling-growth-ratio” Θ′′η. Solid lines depict
the results with hydrodynamic interactions, eqns. (E.3.18), dashed lines the corresponding
results of section 4.2, eqns. (4.2.27), with uniform background friction (without hydrody-
namic interactions). b) As a) but with logarithmic scale on both axes. The crossover at
Θ′′ = Θ′′η ≈ 0.013 is indicated with a vertical dashed line. Legend states scaling behavior in
the limit of slow growth, Θ′′η,Θ′′ → 0.















∼ 3 (Θ′′η) 23 γ∞γh ∼ (2Θ′′) 12
(E.3.19)
Thus, in the limit Θ′′η → 0 the ratios without hydrodynamic interactions k∞/kh and γ∞/γh
become larger than the respective ratios with hydrodynamic interactions; without hydro-
dynamic interactions, wavemode and surface tension are closer to their homeostatic values.
Interestingly, the curves exhibit a crossover at around Θ′′ = Θ′′η ≈ 0.013, see fig. E.1 b).
Hence, in the presence of hydrodynamic interactions, wavemode and surface tension con-
verge in the limit of fast growth, Θ′′η →∞, faster against their homeostatic values. Table E.1
summarizes the main differences in the buckling parameters between the models with and
without hydrodynamic interactions.
In conclusion, our analysis predicts that inclusion of hydrodynamic interactions results in
qualitatively similar asymptotic behavior of dominant wavenumber and surface tension as in
the case of a simple uniform background friction. In particular, the ratio of membrane defor-
mation timescale τηampl and growth timescale τg, the “growth-buckling-ratio” Θ
′′
η ∝ τηampl/τg,
remains the crucial parameter which determines whether buckling occurs close to system-
spanning modes k = 2pi/L (in the limit Θ′′η → 0) or close to the homeostatic wavenumber
kh =
√|γh| /(3κ) (in the limit Θ′′η →∞).
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Table E.1. Summary of buckling parameters for the models with hydrodynamic interactions
(and an impermeable membrane) and without hydrodynamic interactions.
Parameter No hydro. int. With hydro. int. Description
∂t log hk = −λp
(
κk4 + 〈γ〉x k2








































∼ (2Θ′′) 14 ∼ √3(Θ′′) 13 Wavenumber, slow growth limit
APPENDIX F
Simulations of Growing Membranes
All Simulation and Theory Data
We compare growing membrane simulations with theoretical results with (1) a growth rate
linear in surface tension kg = ξ (γ − γh) and (2) an improved theory with piecewise linear
interpolation of the growth rate kg = kg(γ) measured during simulations. Figure 4.7 in
section 4.3.1 depicts results for growth strength parameter B∗ = 0.7, here, we show the
results for all remaining growth strengths.
Often, the initial buckling happens at different times in theory and simulation. This
may be caused by the strong sensitivity of the exponentially increasing amplitudes {hk} to
the initial conditions hk(t = 0). Therefore, we shift the theory curves corresponding to the
piecewise linear interpolated growth rate along the time axis onto simulation data such that
at the last data point in the Monge-representation, projected densities 〈%̂〉x coincide. The
curves for the linear growth rate kg = ξ (γ − γh) theory are plotted using the same time shift
to allow for easy comparison of the two theoretical approaches.
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simulation
th., kg = ξ(γ − γh)
th., kg interpolated
γ∗b = 1, γ
∗
c = 5
γ∗b = 1, γ
∗
c = 2
γ∗b = 1, γ
∗
c = 1
γ∗b = 1, γ
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c = 0.5
γ∗b = 5, γ
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c = 1
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Figure F.1. a) Surface tension 〈γ〉x as a function of time for simulations (solid lines)
with growth strength parameter B∗ = 0.6 and various values of background friction γ∗b
and intracell friction γ∗c (see legend). Dashed lines show solution of theory with growth rate
kg = ξ (γ − γh), dotted lines with piecewise linear interpolation of measured growth rate, see
f). Time unit equals growth timescale τg. b)-e) As a) for average wavenumber 〈k〉, relative
area increase A/L2−1, relative density increase 〈%̂〉x /%h−1 and square root of second height
moment
√〈h2〉x. f) Measured growth rate kg during buckling versus surface tension γ in
simulations (solid lines). Dashed lines depict linear growth law kg = ξ (γ − γh) from mea-
surements in section 3.4, dotted lines with black outline depict piecewise linear interpolation
used for solution of eqns. (4.3.3).
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simulation
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Figure F.2. As fig. F.1 for growth strength B∗ = 0.7.
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simulation
th., kg = ξ(γ − γh)
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Figure F.3. As fig. F.1 for growth strength B∗ = 0.8.
ALL SIMULATION AND THEORY DATA 169
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th., kg = ξ(γ − γh)
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Figure F.4. As fig. F.1 for growth strength B∗ = 0.9.
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simulation
th., kg = ξ(γ − γh)
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Figure F.5. As fig. F.1 for growth strength B∗ = 1.0.
APPENDIX G
Growth Channel Experiments
All Velocity Profile Data
The results of the fit of model eqns. (5.1.3) to all twelve growth channel experiments are





in the dimensionless concentration variable ĝ, figs. G.5-G.8 show fits with the Teissier-uptake
function
u(ĝ) = 1− exp (−ĝ) . (G.2)
Similar figures depicting the same data appeared in ref. [75].
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Figure G.1. a) Velocity profiles of growth channel experiments (circles, see legend). De-
picted are two experiments at pca-concentration 48.75 µM (different color shades). Due to
the symmetry of the velocity profile with respect to the channel center, the absolute value of
the velocity is shown. Dashed-dotted vertical lines indicate the cutoff x+ used to constrain
the data range used for the fit to the analytic model eqns. (5.1.3), assuming Monod-uptake.
Continuous lines show the velocity profiles of the model fit. Flow profiles of corresponding
pg simulations are shown with “+”-symbols. Experimental and simulation data has been
averaged over time and y-direction. b)-c) g- and u(g)-profiles from model fit (continuous
lines) and corresponding particle simulation results (“+”-symbols).




























Figure G.2. As fig. G.1 for three experiments with pca-concentration 97.5 µM and Monod-
uptake for model fit.






























Figure G.3. As fig. G.1 for three experiments with pca-concentration 390 µM and Monod-
uptake for model fit.
































Figure G.4. As fig. G.1 for four experiments with pca-concentration 585 µM and Monod-
uptake for model fit.




























Figure G.5. As fig. G.1, with Teissier-uptake for model fit.




























Figure G.6. As fig. G.1 for three experiments with pca-concentration 97.5 µM and Teissier-
uptake for model fit.






























Figure G.7. As fig. G.1 for three experiments with pca-concentration 390 µM and Teissier-
uptake for model fit.
































Figure G.8. As fig. G.1 for four experiments with pca-concentration 585 µM and Teissier-




All Colony Spreading Data
We show additional colony spreading experiments, similar to the experiments shown in
(fig. 5.16), for feeding concentrations g∞ = 195 µM (fig. H.2) and g∞ = 19.5 µM (fig. H.3).
Figure H.1 explains how simulation data has been shifted along the time-axis to match with
experiment data.
Figure H.1. In experiments, we expect a large variability in growth for small colonies due
to the different state of the cell cycle in every individual. Therefore, we suppose that our
simulation results for the colony spreading dynamics agree better with later stages of the
experiment (red line), when memory effects have worn out. We shift every simulation area
curve (dashed lines) such that the last recorded data point of the experiment coincides with
a simulation data point (black arrow). The same shift along the time axis is also applied to
compare colony shapes over time in simulation and experiment. From [109].
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a) experiment b) simulation c) total area Figure H.2. Four examples of
colony spreading dynamics in sim-
ulation and experiment. All rows
(I)-(IV) belong to experiments
with feeding concentration g∞ =
195 µM. a) Depiction of the colony
shape dynamics in experiments.
The outlines of the colony at
equidistant timepoints are shown in
different colors with a periodic col-
orscale (legend on top), 12 hours
have passed between two rings with
the same color. b) Same depic-
tion as in left column for out-
lines from the corresponding sim-
ulation with Dfree/Dbulk = 1.25
(colorscale for colony same as in
left column). The area shaded in
gray around the colonies shows the
profile of u(g) at the last time-
point, (legend on top). c) To-
tal colony area A(t) in experiment
(red line) and simulations (dashed
lines) with Dr = Dfree/Dbulk =
1, 1.25, 1.5, 2, 3. Simulations have
been shifted along the time axis
such that they cross the last data
point of the experiment. From
[109].
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Figure H.3. As fig. H.2 for two ex-
periments with feeding concentra-
tion g∞ = 19.5 µM. From [109].




Starred parameters refer to relative values with respect to the parameters in table I.1, e.g.
B∗ = 0.6 corresponds to B = 0.6 · 50 = 30.
Table I.1. Standard simulation parameters for growing membrane simulations.
Parameter Value [sim. units] Description
dtdpd 10
−3 dpd-integration timestep
h 0.5 Grid constant for area- and fft-calculation
dtfft 10




1 Growth force constants
rpp ; rmp 1;1.5 Cutoff radius of pair/mmm-potential(s)
dc 0.8 Size threshold for cell division
rc 10
−5 Distance at which new particles
are placed after division
kbT 0.1 Noise temperature (both dpd- and bd-noise)
γb; γt; γc 0.1; 50; 100 Background/Intercell/Intracell friction constant
f0; f1 2.39566; 7.5 Repulsive/Attractive force constant
kα 10 mmm-potential strength
Table I.2. Results of membrane parameter measurements for different growth strength
parameters B∗, other parameters as in standard set. Uncertainty estimates show square
root of covariance matrix of corresponding least-squares minimization fit (for κ) or standard
deviation of data set (all others). All values are rounded to two digits after comma.
B∗ 0.60 0.65 0.70 0.80 0.90 1.00 Description
−γh 0.52 2.54 4.53 8.25 10.99 14.37 Homeostatic surface tension
∆γh 0.16 0.14 0.10 0.14 0.31 0.19
104ξ 3.97 3.61 2.69 3.59 2.63 2.50 Growth rate pressure sensitivity
104∆ξ 0.25 0.45 0.27 0.61 0.14 0.06
%h 3.55 3.64 3.71 3.83 3.99 4.13 Homeostatic particle density
103∆%h 0.31 3.72 5.04 30.12 24.92 34.24
102χa 3.79 3.60 4.41 2.08 2.59 2.40 Area compressibility
102∆χa 0.17 0.19 0.14 0.37 0.21 0.23
κ 22.65 23.49 24.10 25.03 25.25 25.42 Bending rigidity
∆κ 0.08 0.07 0.06 0.04 0.06 0.05
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Table I.3. Homeostatic surface tension measurements for varying growth strengths B∗,
background friction constants γ∗b and intracellular friction constants γ
∗
c . For changing γ∗c ,
the apoptosis rate ka is adjusted such that kaγc = 1, as in the standard parameter set.
Uncertainty estimates show standard deviation of data set.




5 1 0.80±0.11 4.79±0.11 8.47±0.07 11.72±0.09 14.36±0.06
10 1 0.72±0.11 4.87±0.09 8.32±0.10 11.82±0.08 14.30±0.08
1 0.5 1.18±0.10 4.96±0.09 8.64±0.08 11.80±0.08 14.54±0.10
1 2 0.54±0.10 4.51±0.10 8.20±0.08 11.51±0.10 14.13±0.11
1 5 0.32±0.12 4.28±0.10 7.95±0.07 11.21±0.12 14.05±0.09
Table I.4. Standard simulation parameters for bacterial growth simulations. Forces are
given relative to the background friction constant γb.
Parameter Value[sim. unit] Value[phys. unit] Description
t¯ 1 1 h Time unit
l¯ 1 1.1 µm Length unit
g¯ 1 follows from fit,see section 5.2.3 Concentration unit




1 1.1 µm Growth force constants
rpp 1 1.1 µm Cutoff radius of all pair-potentials
dc 1 1.1 µm Size threshold for cell division
rc 10
−5 1.1× 10−5µm Distance at which new particlesare placed after division
ka 0 0 h
−1 Apoptosis rate
γb; γt; γc 1; 1; 10
4 1h−1; 1h−1; 104h−1 Background/Intercell/Intracellfriction constant
f0/γb 460 460 µm h−1 Repulsive force constant
f1/γb 0 0 µm h−1 Attractive force constant
dtfd 10
−5 10−5h−1 Finite-difference timestep
h 0.90 1µm Finite-difference grid constant
Dbulk 2047.72(1373.31) ≈ 2478(1888)µm2/h Nutrient diffusion constant insidecolony for Monod (Teissier)-uptake
Db;Dt;Dc 10
−3 1.21× 10−3µm2/h Background/Intercell/Intracellnoise diffusion constant of bacteria
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