Abstract-We consider the topic of universal decoding with a decoder that does not have direct access to the codebook, but only to noisy versions of the various randomly generated codewords, a problem motivated by biometrical identification systems. Both the source that generates the original (clean) codewords, and the channel that corrupts them in generating the noisy codewords, as well as the main channel for communicating the messages, are all modeled by non-unifilar, finite-state systems (hidden Markov models). As in previous works on universal decoding, here too, the average error probability of our proposed universal decoder is shown to be as small as that of the optimal maximum likelihood (ML) decoder, up to a multiplicative factor that is a subexponential function of the block length. It therefore has the same error exponent, whenever the ML decoder has a positive error exponent. The universal decoding metric is based on Lempel-Ziv (LZ) incremental parsing of each noisy codeword jointly with the given channel output vector, but this metric is somewhat different from the one proposed in earlier works on universal decoding for finite-state channels, by Ziv (1985) and by Lapidoth and Ziv (1998) . The reason for the difference is that here, unlike in those earlier works, the probability distribution that governs the (noisy) codewords is, in general, not uniform across its support. This non-uniformity of the codeword distribution also makes our derivation more challenging. Another reason for the more challenging analysis is the fact that the effective induced channel between the noisy codeword of the transmitted message and the main channel output is not a finite-state channel in general.
I. INTRODUCTION
The topic of universal decoding under channel uncertainty has received considerable attention in the last four decades. In [9] the maximum mutual information (MMI) decoder was first proposed and shown to achieve the capacity for discrete memoryless channels (DMC's). Csiszár and Körner [3] showed that the random coding error exponent of the MMI decoder, associated with a uniform random coding distribution over a given type class, achieves the same random coding error exponent as the maximum likelihood (ML) decoder. Csiszár [2] proved that for any modulo-additive DMC and the uniform random coding distribution over linear codes, the optimum random coding error exponent is universally achieved by a decoder that minimizes the empirical entropy of the difference between the output sequence and the input sequence. In [13] , a parallel result was obtained for a certain class of memoryless Gaussian channels with slow fading and an unknown interference signal.
For channels with memory, Ziv [20] considered universal decoding for unknown unifilar finite-state (FS) channels with finite input and output alphabets, i.e., FS channels for which at each time instant, the next channel state is given by an unknown deterministic function of the channel current state, input and output. For ensembles of codes governed by the uniform distribution over a given permutation-invariant set of channel input vectors (namely, a type class or the disjoint union of several type classes), he proved that a decoder based on the Lempel-Ziv (LZ) incremental parsing algorithm asymptotically achieves the same error exponent as the ML decoder. In [11] , Lapidoth and Ziv proved that the same universal decoder continues to be universally asymptotically optimum even for the broader class of FS channels with stochastic, rather than deterministic, next-state transitions. They still assumed a random coding distribution which is uniform over a given permutation-invariant set. In [7] , Feder and Lapidoth have furnished sufficient conditions for general families of channels with memory to have universal decoders that asymptotically achieve the random coding error exponent of ML decoding. In [8] , a competitive minimax criterion was proposed, in the quest for a more general systematic approach to the problem of universal decoding. Two additional related works on general methodologies for universal decoding are those of [12] and [14] . This paper is a further development on [11] and [20] . In particular, here we consider universal decoding in a situation where the decoder does not have direct access to the codebook of the encoder, but only to noisy versions of the various randomly generated codewords, a problem motivated by applications in biometrical identification systems (see, e.g., [10, Section 5] , [18] , [19] , and many references therein) or other applications where storage, or finite-precision limitations do not enable the decoder to save the exact codewords of all messages, and then they must be quantized and hence distorted. In our model, both the source that generates the original (clean) codewords, and the channel that corrupts them in the process of generating the noisy codewords, as well as the main channel for communicating the messages, are all modeled by non-unifilar, FS systems (hidden Markov models). As in the previous above-mentioned works on universal decoding, here too, the average error probability of our proposed universal decoder is shown to be as small as that of the optimal maximum likelihood (ML) decoder, up to a multiplicative factor that is a sub-exponential function of the block length, n. It therefore has the same error exponent, whenever the ML decoder has a positive error exponent. As in [11] and [20] , the universal decoding metric is based on Lempel-Ziv (LZ) incremental parsing of each noisy codeword jointly with the given channel output vector, but this metric is somewhat different from that of [11] and [20] . Specifically, it includes an additional term, which is the logarithm of the induced probability of generating the noisy codeword of the message being tested. The reason for this difference is that here, unlike in [11] and [20] , the probability distribution which governs the (noisy) codewords is, in general, not uniform across its support. This non-uniformity of the codeword distribution also makes our derivation quite more challenging. Another factor that makes the analysis here more involved is the fact that the effective induced channel between the noisy codeword of the transmitted message and the main channel output is not a FS channel in general.
The outline of the rest of the paper is as follows. In Section 2, we establish the notation conventions, define the problem formally, and spell out the assumptions. Section 3 is devoted to the statement of the main result and a discussion. Details and proofs, which are omitted due to the space limitation, can be found in the full version of this paper [15] .
II. NOTATION CONVENTIONS, PROBLEM FORMULATION AND ASSUMPTIONS

A. Notation Conventions
Throughout the paper, random variables will be denoted by capital letters, specific values they may take will be denoted by the corresponding lower case letters, and their alphabets will be denoted by calligraphic letters. Random vectors and their realizations will be denoted, respectively, by capital letters and the corresponding lower case letters, both in the bold face font. Their alphabets will be superscripted by their dimensions. For example, the random vector X = (X 1 , . . . , X n ), (n -positive integer) may take a specific vector value x = (x 1 , . . . , x n ) in X n , the n-th order Cartesian power of X , which is the alphabet of each component of this vector. The probability of an event E (with respect to) w.r.t. a probability measure P will be denoted by P [E], and the expectation operator w.r.t. P will be denoted by E P {·}. The subscript will be omitted if the underlying probability distribution is clear from the context. Logarithms and exponents will be defined w.r.t. the natural basis e, unless specified otherwise. In particular, exp 2 (t) will sometimes be used to denote 2 t . The cardinality of a finite set, say, X , will be denoted by |X |.
B. Problem Formulation and Assumptions
Consider a coded communication system, defined as follows. First, a rate-R block code of length n,
. , M, is drawn independently under a distribution G(x).
A message m is selected under the uniform distribution over the index set {1, 2, . . . , M}, and accordingly, the codeword x m is transmitted over a vector channel W (z|x), henceforth referred to as the primary channel (or the main channel), and the resulting channel output vector, z ∈ Z n , is received at the decoder side. The decoder, however, does not have access to the codebook, {x 1 , x 2 , . . . , x M }, used by the encoder, but instead, it has access to a noisy version of that codebook,
, where each y m is generated from the corresponding x m by another channel, V (y|x), henceforth referred to as the secondary channel. Clearly, this model, which was addressed by Willems et al. in [19] with application to biometrical identification systems (and later, further developed by Tuncel [18] and others), is formally equivalent to the ordinary model of channel random coding, where the codebook C is selected at random, with each member, y m , being drawn independently under the random coding distribution,
and where upon selecting the index m of the transmitted message, the corresponding codeword, y m , is transmitted over the channel
From this point onward, the original codebook {x 1 , x 2 , . . . , x M } no longer plays a role. Accordingly, we henceforth refer to {P (y), y ∈ Y n } as the induced random coding distribution (or the effective random coding distribution), and to {P (z|y) y ∈ Y n , z ∈ Z n } -as the induced channel (or the effective channel). Clearly, if G is a discrete memoryless source (DMS) and V is a discrete memoryless channel (DMC), then {P (y), y ∈ Y n } is a DMS as well. If, in addition, W is also a DMC, then so is the channel {P (z|y) y ∈ Y n , z ∈ Z n }. In this case, the capacity of the system is simply the mutual information, I(Y ; Z), pertaining to the single-letter marginal {P (y, z), y ∈ Y, z ∈ Z}, see [19] . It should be noted, however, that unlike the traditional model of random coding for channels, where random coding is a technical concept that merely serves the purpose of proving existence of good codes, here, when it comes to biometrical systems applications, the randomness of the code is part of the model setting. As a consequence, both G and V , and hence also the induced random coding distribution, {P (y), y ∈ Y n }, are dictated to us, and are not subjected to our control. 1 As in [19] , here too, it is assumed that all three alphabets, X , Y, and Z, are finite. In this paper, however, we go considerably beyond the realm of memoryless systems, and allow G, V and W to be all non-unifilar, FS systems (hidden Markov models), as follows. The distribution G assumes the form
where x is as before, ω = (ω 1 , . . . , ω n ) is the source state vector, whose components take on values in a finite set Ω, and the initial state, ω 0 is assumed fixed. The primary channel, W , is modeled as
where σ = (σ 1 , . . . , σ n ) is the channel state vector, whose components take on values in a finite set Σ and the initial state, σ 0 , is fixed. Likewise, the secondary channel, V , is given by
where θ = (θ 1 , . . . , θ n ) is the state vector whose components take on values in a finite set Θ and there is fixed initial state, θ 0 . We consider the problem of universal decoding for the effective channel P (z|y) induced by the source (3), the main channel (4) and the secondary channel (5), according to (2) . We will assume that G, V and W are not known to the decoder, and hence nor is the effective channel {P (z|y) y ∈ Y n , z ∈ Z n }. Nonetheless, the effective random coding distribution, {P (y), y ∈ Y n }, will assumed known to the decoder. The rationale behind the latter assumption stems from the fact that the decoder knows the codebook, C = {y 1 , . . . , y M }, and so, it has access to an exponential amount of data from which the parameters of this distribution can be estimated very accurately. In particular, note that P (y) has a hidden Markov structure,
where in the last passage, we have defined the parameters
These parameters can be estimated using well known estimation methods for hidden Markov models. 2 It will be assumed
2 The ML estimator for the parameters of a hidden Markov model, is known to be strongly consistent [1] , [16] . More practically, one may use the iterative Baum algorithm, which is an instance of the EM algorithm [5] (see also the tutorials [6] , [17] and references therein). 3 Note that this assumption concerns G and V only, it has nothing to do with the primary channel W . If the parameters {π(y, θ, ω|θ , ω )} are estimated using the ML estimator (referring to footnote 2), then eq. (7) 
π(y, θ, ω|θ , ω ).
Like in previous works on universal decoding, our objective is to devise a universal decoding metric whose average error probability is of the same exponential order as that of the ML decoder. As described in the Introduction, the problem of universal decoding for FS channels was considered first in [20] , where it was assumed that the next-state transitions are given by a deterministic function of the current state, the current input and the current output. In [11] , the framework was extended to handle general FS channels, where the state transitions were allowed to be stochastic (as in eqs. (4) and (5) above). Also, in both [11] and [20] , the random coding distribution was assumed uniform across a given permutationinvariant set. 4 Here the situation is different from both [11] and [20] because of two reasons.
1) The effective random coding distribution {P (y), y ∈ Y n } is not uniform over a permutation-invariant set, in general.
2) The effective channel {P (z|y), y ∈ Y n , z ∈ Z n } is not a FS channel, in general.
These differences are important, because in [11] and [20] , both assumptions were used rather heavily.
For a given noisy code C and a given channel output vector z, let us define (similarly as in [7] and [11] ) the ranking of the members of Y n , according to descending likelihood values, i.e., P (z|y [1] ) ≥ P (z|y [2] ) ≥ . . . , and let us denote by M o (y, z) the ranking of y given z. For a given z, the ranking function M o (y, z) is therefore a oneto-one mapping from Y n to the set {1, 2, . . . , |Y| n } with the property
The probability of error associated with the ML decoder for the given code C and the effective channel, {P (z|y), y ∈ Y n , z ∈ Z n }, is given by
where the event
accounts for the case where y m = y m (which is possible since the members of C are chosen independently at random).
The average probability of error w.r.t. the randomness of C, is then
where
As in [7] and [11] , for later use, we define the function
and so, P e,o = y,z
By the same token, for an arbitrary decoding metric u(y, z), we define a ranking function M u (y, z), as any one-to-one mapping
Accordingly, the average error probability associated with u(·, ·), is given by P e,u = y,z
We are interested in a universal metric u(·, ·), that is independent of the unknown effective channel (but possibly dependent on the effective random coding distribution), such that P e,u would not exceed P e,o by more than a sub-exponential function of n, i.e., P e,u ≤ e n (n) P e,o ,
where (n) → 0 as n → ∞.
III. MAIN RESULT
Given two sequences, y and z, both of length n, consider the joint incremental parsing [21] of the sequence of pairs
. . , n, we parse w = (w 1 , . . . , w n ), sequentially into the distinct 5 phrases, w is the shortest string that has not been encountered before as a parsed phrase, which means that its prefix, w ni+1−1 ni+1 , is identical to an earlier phrase, w nj+1 nj +1 , 5 To be more precise, the phrases are all distinct with the possible exception of the last phrase, which might be incomplete. 
In the above example, z(1) = 0, z(2) = 1, z(3) = 01, c 1 (y|z) = c 2 (y|z) = 1, and c 3 (y|z) = 2. We next define our universal decoding metric as
which in turn, defines the decoder
where ties are broken according to an arbitrary ranking function M u (·, z) associated with (17) . We are now ready to state our main result, whose proof appears in Section 4 of [15] . Theorem 1: Under the assumptions of Subsection 2.2, the universal decoder (18) satisfies eq. (15) where (n) = O((log log n)/ log n), with a leading term 7 that is linear in log |Y × Z|.
It should be noticed that the universal decoding metric (17) is different from the one in [11] and [20] , because it includes the term log P (y) in addition to the LZ conditional compressibility term,
c(z)
=1 c (y|z) log c (y|z) (see also [14] ). The reason for this difference is that the effective random coding distribution, {P (y), y ∈ Y n }, is not necessarily uniform over its support, in contrast to the assumption in both [11] and [20] . In a way, the decoder (18) can be seen as an extension of the MMI decoder, which is the well known universal decoder for DMCs [3] . To see this, observe that (18) can be rewritten aŝ
where the term =1 c (y m |z) log c (y m |z) is parallel to the conditional empirical entropy of y m given z. Thus, the difference is analogous to a certain notion of a generalized empirical mutual information. But having said that, we should add a digression that, when confining the discussion to the memoryless case, the first term in (19) gives the empirical entropy of y m only in the case where {P (y)} is uniform across a single type class. If instead, it is a product distribution, then the MMI metric should be supplemented with a divergence term between the empirical distribution and the true distribution. 8 IV. OUTLINE OF THE PROOF OF THEOREM 1 The proof of Theorem 1 contains essentially similar ingredients to those in [11] . There are, however, a few differences that should be pointed out. In the previous paragraph, we mentioned that here, as opposed to those papers, the random coding distribution is not uniform in general. This difference is also responsible for the fact that there are a few non-trivial issues in the extension of the derivations of [11] and [20] to our setting, as in those two earlier papers, the uniformity of the random coding distribution (across its support), was used quite heavily. In particular, the pairwise error probability, P [E o (y, z)], which plays a central role in the analysis in [11] and [20] , is simply proportional to the cardinality of E o (y, z), namely to M o (y, z), which in turn, can be evaluated using combinatorial considerations. Here, on the other hand, the members of E o (y, z) have to be weighed by their various probabilities, {P (y ), y ∈ E o (y, z)}. In particular, in an important technical lemma of [11] (Lemma 2 therein), the last step of the proof is relatively easy, because thanks to the uniformity assumption therein, it is associated with the calculation of the quantity, , z) is defined as a ranking function (see, in particular, the last step in the chain of inequalities at the end of page 1751 in [11] ).
For the non-uniform input considered here, the relevant extension of the above mentioned expression turns out to be
, which is not as straightforward to bound in a useful manner. Fortunately enough, as is shown in Lemma 1 of the full version of this paper [15] , this can nevertheless still be done, and in a quite general manner, that is almost completely unrelated to the hidden Markov structure of the model. Another source for some technical challenges is the fact that the induced channel, {P (z|y)}, is not a FS channel, in general. This calls for separate treatment of the numerator and the denominator of P (z|y) = P (y, z)/P (y) (which both obey a hidden Markov model), that in turn, may be dominated by two different sequences of states. Nonetheless, these difficulties can also be circumvented, as can be seen in [15, Sect. IV] .
