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Abstract
The space of closed subgroups of a locally compact topological group is endowed with
a natural topology, called the Chabauty topology. Let X be a symmetric space of non-
compact type, and G be its group of isometries. The space X identifies with the subspace
of maximal compact subgroups of G : taking the closure gives rise to the Chabauty
compactification of the symmetric space X. Using simpler arguments than those present
in ([15] Guivarc’h, Y., L. Ji and J.C. Taylor, “Compactifications of symmetric spaces",
Progr. Math. 156, 1998.), we describe the subgroups that appear in the boundary of the
compactification, and classify the maximal distal and maximal amenable subgroups of G.
We also provide a straightforward identification between the Chabauty compactification
and the polyhedral compactification.
Introduction
Si G est un groupe topologique localement compact, munissons l’ensemble S(G) des sous-
groupes fermés de G de la topologie de Chabauty (voir par exemple [10], [5, Chap. VIII, §5],
[19] et [12], ainsi que la partie 2). Cette topologie fait de S(G) un espace compact, qui est
métrisable pour la distance de Hausdorff pointée si G est métrisable. L’espace S(G) est en
général difficile à expliciter : si l’espace S(C) est homéomorphe à la sphère S4 (voir [27]),
pour d’autres petits groupes G, la topologie de l’espace S(G) est bien plus complexe (voir par
exemple [7], [21] et [18]).
Si X est un espace topologique localement compact et G un groupe topologique localement
compact agissant continûment sur X, considérons l’application de X dans S(G) qui à un point
de X associe son stabilisateur. Si X̂ = X ∪ {∞} désigne le compactifié d’Alexandrov de X,
identifions X avec son image par le plongement diagonal dans S(G) × X̂. L’adhérence X
S
de
(l’image de) X est appelée la compactification de Chabauty de X définie par cette action de G.
Les groupes apparaissant dans la frontière de X dans X
S
seront appelés les groupes limites.
Nous nous intéressons dans cet article au cas où X est un espace symétrique de type non
compact, comme par exemple les espaces hyperboliques réels ou les variétés riemanniennes
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quotients SL(n,R)/ SO(n,R) (voir par exemple [20] et la partie 1 pour des rappels). Les com-
pactifications de ces espaces ont été très étudiées (voir par exemple les travaux de Mostow [25],
Satake [30], Borel et Ji [4]...). Elles sont nombreuses, en fonction des besoins nécessaires :
compactifications géodésique, de Satake, de Furstenberg, polyédrale, de Martin, de Karpele-
vic, etc. (voir par exemple [15]). La géométrie des espaces symétriques étant intimement liée
à la structure de leurs groupes d’isométries, il était naturel, comme dans [15], d’étudier leurs
compactifications de Chabauty.
Soit G un groupe de Lie semi-simple connexe, de centre fini et sans facteur compact. Nous
renvoyons par exemple à [20] et à la partie 1 pour des rappels, en particulier sur la terminologie
qui suit. Soit K un sous-groupe compact maximal de G, une décomposition d’Iwasawa G =
KAN de G et X = G/K, muni d’une métrique riemannienne G-invariante, l’espace symétrique
de type non compact associé. L’algèbre de Lie a de A est une sous-algèbre de Lie abélienne
maximale de l’algèbre de Lie g de G. Elle définit un système de racines Σ, qui est l’ensemble
des formes linéaires non nulles α sur a dont l’espace de poids gα = {Y ∈ g : ∀H ∈ a, adH(Y ) =
α(H)Y } est non nul. Choisissons une base ∆ du système de racines défini par a, et notons a+
la chambre de Weyl fermée associée. Notons de plus M = ZK(a) le centralisateur de a dans K.
Pour toute partie propre I de ∆, notons aI =
⋂
α∈I Kerα et a
I l’orthogonal de aI dans a
pour la forme de Killing de G. Notons AI le sous-groupe de Lie connexe de G d’algèbre de Lie
aI , et AI,+ = AI ∩ exp a+.
Définissons alors le sous-groupe de Lie GI = D(Z(aI))0, composante neutre du groupe dérivé
du centralisateur de aI dans G, et KI = GI ∩K. Soit Σ
+
I l’ensemble des racines positives qui ne
sont pas combinaison linéaire des racines de I, et soit nI la sous-algèbre de Lie somme directe
des espaces de poids de Σ+I . Notons NI le sous-groupe de Lie connexe de G d’algèbre de Lie nI .
Pour tous a ∈ A et k ∈ K, notons
DIa,k = kaK
IMNIa
−1k−1.
Le but principal de cet article est de donner une nouvelle preuve, plus courte et plus directe,
du théorème de [15] donnant une description explicite des groupes limites de la compactification
de Chabauty de X.
Théorème. Soit D ∈ X
S
\X un groupe limite. Alors il existe une partie propre I de ∆, a ∈ AI,+
et k ∈ K tels que D = DIa,k.
De plus, cette écriture est unique au sens suivant : pour I1, I2 deux parties propres de ∆,
a1 ∈ AI1,+, a2 ∈ AI2,+ et k1, k2 ∈ K, nous avons D
I1
a1,k1
= DI2a2,k2 si et seulement si
I1 = I2 = I, a1 = a2 = a et k
−1
2 k1 ∈ (K
I ∩ aKIa−1)M.
Par exemple, considérons le groupe G = SL(2,R)n, dont l’espace symétrique associé est le
n-polydisque Hn2 . Pour n = 1, la compactification de Chabauty H2
S
coïncide avec la compac-
tification géométrique H2
g
du disque obtenue en ajoutant un cercle à l’infini. Pour n > 2, on
voit que la compactification de Chabauty est le produit des n compactifications de Chabauty,
c’est-à-dire le produit de n disques fermés : Hn2
S
=
(
H2
S
)n
. En effet, les groupes limites de G
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sont les produits de n groupes limites de SL(2,R). En revanche, la compactification géométrique
du n-polydisque est obtenue en ajoutant une (2n− 1)-sphère à l’infini.
Nous retrouvons ensuite les résultats (voir [24] et [16]) de classification des sous-groupes
distaux maximaux et moyennables maximaux de G : la compactification X
S
est l’ensemble des
sous-groupes distaux maximaux de G, et les sous-groupes moyennables maximaux de G sont
les normalisateurs de ces sous-groupes.
La première partie de cet article est constituée de rappels bien connus sur les décompositions
des groupes de Lie semi-simples, et pose les notations. La deuxième partie présente brièvement
la topologie de Chabauty. Le cœur de l’article est la partie 3, en particulier le théorème 3.14 :
tandis que la preuve originelle de [15] est fondée sur l’étude de mesures et l’utilisation des
frontières de Furstenberg, la preuve présentée ici n’utilise que des arguments élémentaires de
groupes de Lie. Celle-ci semble adaptée à l’étude de la compactification de Chabauty, qui
présente l’avantage par rapport aux autres compactifications d’avoir une définition élémentaire.
Enfin, la dernière partie décrit l’homéomorphisme entre les compactifications de Chabauty et
polyédrale. L’existence de cet homéomorphisme est bien connue, mais cette correspondance
ne semblait pas exister dans la littérature. Par ailleurs, la continuité de l’action de G sur la
compactification polyédrale est montrée directement, alors que dans [15] elle est montrée via la
compactification de Martin.
Je tiens à remercier chaleureusement Frédéric Paulin pour sa disponibilité et ses nombreux
conseils, ainsi que le rapporteur pour ses suggestions.
1 Décompositions des espaces symétriques de type non
compact
Préliminaires
Toutes les algèbres de Lie et tous les groupes de Lie considérés sont, sauf mention contraire,
réels. Concernant les espaces symétriques, une référence assez complète est [20].
Une variété riemannienne connexe X est appelée un espace (globalement) symétrique si tout
point x de X est un point fixe isolé d’une isométrie involutive de X. Il est dit de plus de type non
compact si sa courbure sectionnelle est partout négative ou nulle, et si le revêtement universel
de X n’admet pas de facteur de De Rham euclidien non trivial.
Exemple. Les espaces hyperboliques réels sont des espaces symétriques de type non compact.
Rappelons que si X est un espace symétrique de type non compact, alors la composante
neutre G = Isom0(X) du groupe des isométries de X est un groupe de Lie connexe semi-simple,
de centre trivial et sans facteur compact (voir par exemple [20, Exercise 5, p. 250]). De plus, si
l’on choisit un point base x de X, alors l’évaluation en x induit un difféomorphisme de G/Gx sur
X, où l’on note Gx le stabilisateur de x dans G (voir par exemple [20, Theorem 3.3, p. 208]). Le
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groupe Gx est un sous-groupe compact maximal de G, et par ailleurs les sous-groupes compacts
maximaux de G sont les stabilisateurs des points de X, et sont deux à deux conjugués (voir
par exemple [26, Theorem 3, p. 259]).
Réciproquement, si G est un groupe de Lie connexe semi-simple, de centre fini et sans facteur
compact et si K est un sous-groupe compact maximal de G, alors toute métrique riemannienne
G-invariante sur l’espace G/K en fait un espace symétrique de type non compact, et le groupe
G se surjecte canoniquement sur la composante neutre Isom0(G/K) du groupe des isométries
de G/K, avec pour noyau le centre fini de G (voir par exemple [20, Proposition 3.4, p. 209 et
Theorem 3.1, p. 241]).
Exemple. Pour tout n > 2, l’espace SL(n,R)/ SO(n,R), muni d’une métriqueSL(n,R)-invariante,
est un espace symétrique de type non compact.
Soit G un groupe de Lie semi-simple de centre fini ayant un nombre fini de composantes
connexes. Choisissons un sous-groupe compact maximal K de G. Alors il existe une unique
décomposition de Cartan g = k ⊕ p de g, où g et k désignent les algèbres de Lie de G et K
respectivement, orthogonale pour la forme de Killing B : (X, Y ) → tr(adX ◦ adY ) de g. En
outre, rappelons que si θ désigne l’involution de Cartan de G associée, valant l’identité sur k et
moins l’identité sur p, alors la forme bilinéaire Bθ : (Y, Z) 7→ −B(Y, θ(Z)) est définie positive
sur g. En tant qu’endomorphismes de l’espace vectoriel g muni du produit scalaire Bθ, les
éléments de ad k sont antisymétriques et ceux de ad p sont symétriques.
Exemple. Pour le sous-groupe compact maximal SO(n,R) de SL(n,R), la décomposition de
Cartan est sl(n,R) = so(n,R)⊕Sym0(n,R), où so(n,R) est la sous-algèbre de Lie des matrices
antisymétriques, et où Sym0(n,R) est l’espace vectoriel des matrices symétriques de trace nulle.
L’application p × K → G définie par (Y, k) 7→ (expY )k est un difféomorphisme, appelé
décomposition polaire de G (voir par exemple [26, Theorem 2, p. 256]).
Choisissons a une sous-algèbre de Lie de g abélienne diagonalisable sur R maximale (c’est-
à-dire que les éléments de ad a sont diagonalisables sur R). Elle sont toutes AdG-conjuguées
entre elles, et on peut choisir a incluse dans p. La dimension de a est appelée le rang (réel) de
l’algèbre de Lie g. Si l’on note a∗ l’espace vectoriel dual de a, définissons le système de racines
(restreint) associé à a :
Σ = {α ∈ a∗\{0} : ∃Y ∈ g\{0}, ∀H ∈ a, adH(Y ) = α(H)Y }.
Ce système fournit une décomposition de g en espaces de racines, orthogonale pour le produit
scalaire Bθ :
g = g0 ⊕
⊕
α∈Σ
gα
où on a posé gα = {Y ∈ g : ∀H ∈ a, adH(Y ) = α(H)Y }, et où g0 = zg(a) est le centralisateur
dans g de a. De plus, si l’on pose m = zk(a) le centralisateur dans k de a, alors g0 = m⊕ a.
Exemple. Pour g = sl(n,R), k = so(n,R) et p = Sym0(n,R), on peut choisir pour a la
sous-algèbre des matrices diagonales. Dans ce cas, le système de racines est
Σ = {αi,j : H 7→ Hi,i −Hj,j, ∀i, j ∈ [[1, n]], i 6= j}
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et, pour i, j ∈ [[1, n]], avec i 6= j, nous avons gαi,j = Vect(Ei,j), où (Ei,j)16i,j6n désigne la base
canonique de gl(n,R). Et g0 = a dans ce cas particulier.
Rappelons comment cette décomposition se comporte par rapport au crochet de Lie : soient
α, β ∈ Σ ∪ {0}. Alors
[gα, gβ]
{
⊂ gα+β si α + β ∈ Σ ∪ {0}
= {0} sinon.
On appelle les composantes connexes de a\ ∪α∈Σ Kerα les chambres de Weyl (vectorielles,
ouvertes) de a. Choisissons une chambre de Weyl a+, que l’on appellera chambre de Weyl
positive. On dit alors qu’une racine α ∈ Σ est positive si α|a+ > 0 (resp. négative si α|a+ 6
0). Notons Σ+ (resp. Σ− = Σ\Σ+) l’ensemble des racines positives (resp. négatives). Soit ∆
l’ensemble des racines α ∈ Σ positives, ne pouvant pas s’écrire α = β+γ, avec β et γ des racines
positives. Alors ∆ est une base du système de racines Σ, c’est-à-dire que toutes les racines de Σ
s’expriment de manière unique comme combinaison linéaire à coefficients entiers, tous de même
signe, des racines de la base ∆. De plus, toute base s’obtient ainsi, et on a
a+ = {X ∈ a : ∀α ∈ ∆, α(X) > 0}.
Exemple. Pour G = SL(n,R), on peut choisir pour chambre de Weyl positive a+ = {H ∈ a :
H1,1 > H2,2 > ... > Hn,n}. Ceci correspond au choix de la base ∆ = {αi,i+1, i ∈ [[1, n− 1]]}.
Posons M = ZK(a) le centralisateur de a dans K pour l’action adjointe, il a pour algèbre de
Lie m = zk(a) le centralisateur de a dans k. Notons n et n
− les sous-algèbres de Lie nilpotentes
de g définies par n = ⊕α∈Σ+gα et n− = ⊕α∈Σ−gα. On peut alors écrire la décomposition
g = g0⊕n⊕n
−. Notons A, N et N− les uniques sous-groupes de Lie de G connexes, d’algèbres
de Lie respectives a, n et n−. Alors l’application K × A × N → G définie par (k, a, n) 7→ kan
est un difféomorphisme, appelé décomposition d’Iwasawa (voir par exemple [26, Theorem 6,
p. 275]).
Exemple. Pour G = SL(n,R), M est égal au sous-groupe des matrices diagonales ayant des
±1 sur la diagonale. Et N est égal au sous-groupe des matrices triangulaires supérieures de
coefficients diagonaux égaux à 1.
Définissons A+ = exp(a+) la chambre de Weyl (ouverte) positive de A, et notons a+ et
A+ (les adhérences dans g et G) les chambres de Weyl fermées. Alors tout élément g de G
s’écrit g = k1ak2, où k1, k2 ∈ K et a ∈ A+ : c’est la décomposition de Cartan KA+K. De
plus, l’élément a = a(g) ∈ A+ est uniquement déterminé par g, et est continu en g (voir par
exemple [20, Theorem 1.1, p. 402]).
Décompositions à l’aide d’une partie de la base
Choisissons une partie I de la base ∆ du système de racines Σ. Définissons alors le sous-
espace vectoriel aI = {H ∈ a : ∀β ∈ I, β(H) = 0} =
⋂
β∈I Kerβ de a, et a
I l’orthogonal de aI
dans a pour la forme de Killing, qui est définie positive sur a. Remarquons que dim aI = Card I.
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Exemple. Pour G = SL(n,R), en prenant I = {αi,i+1, αj,j+1}, où 1 6 i < j 6 n − 1, nous
avons
aI =

 a1 0 00 . . . 0
0 0 an
 ∈ a : ai = ai+1 et aj = aj+1
 .
Si i+ 1 < j, alors
aI =

 a1 0 00 . . . 0
0 0 an
 ∈ a : ai = −ai+1, aj = −aj+1 et ∀k 6∈ {i, i+ 1, j, j + 1}, ak = 0
 .
Si i+ 1 = j, alors
aI =

 a1 0 00 . . . 0
0 0 an
 ∈ a : ai + ai+1 + ai+2 = 0 et ∀k 6∈ {i, i+ 1, i+ 2}, ak = 0
 .
Ce choix d’une partie I définit également une partition de l’ensemble des racines Σ : soit
ΣI l’ensemble des racines qui sont combinaison linéaire (à coefficients entiers) d’éléments de I.
Nous avons également
ΣI = {α ∈ Σ : ∀H ∈ aI , α(H) = 0}.
Définissons de plus ΣI = Σ\ΣI le complémentaire de ΣI , ainsi que ΣI,+ = ΣI ∩ Σ+ et Σ
+
I =
ΣI ∩ Σ
+.
Ceci définit également une décomposition de n en somme directe n = nI ⊕ nI , où nI =
⊕α∈ΣI,+gα et nI = ⊕α∈Σ+
I
gα. De plus, nI et nI sont des sous-algèbres de Lie de n, et [nI , nI ] ⊂ nI .
Notons AI , AI , N I et NI les uniques sous-groupes de Lie immergés de G connexes d’algèbres
de Lie respectives aI , aI , nI et nI . Ils sont en fait fermés. Le groupe A est égal au produit
A = AI × AI , et le groupe N est égal au produit semi-direct N = NI ⋊ N I . Le groupe A
normalise NI et N I , et les groupes N I et AI commutent. L’application exponentielle de chacun
des groupes A, AI , AI , N , N I et NI est surjective (voir par exemple [17] pour des détails).
Exemple. Pour G = SL(n,R), en prenant comme ci-dessus I = {αi,i+1, αj,j+1}, où 1 6 i <
j 6 n− 1 :
nI =

 Ti 0 00 Tj−i 0
0 0 Tn−j
 ∈ a

et nI =

 0 ∗ ∗0 0 ∗
0 0 0
 ∈ a

où les blocs sont de dimensions respectives i, j − i et n − j, et où Ti ∈ gl(i,R) désigne une
matrice triangulaire supérieure stricte quelconque.
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On définit de manière analogue ΣI,−, Σ−I , N
I,− et N−I , et nous avons alors des propriétés
semblables.
Posons GI = D(ZG(aI))0 la composante neutre du groupe dérivé du centralisateur dans G
de aI , ce groupe a pour algèbre de Lie gI = d(z(aI)) l’algèbre de Lie dérivée du centralisateur
de aI . Notons également KI = GI ∩K, qui a pour algèbre de Lie k
I = gI ∩ k.
D’après [15, § 2.13, p. 18], le groupe de Lie GI est connexe, semi-simple, de centre fini et
sans facteur compact, et KI en est un sous-groupe compact maximal. On peut choisir pour
sous-algèbre de Cartan de gI l’algèbre de Lie aI , dont le système de racines associé est ΣI |aI et
dont on peut choisir pour base I|aI . La décomposition en espaces de racines de gI est
gI = gI0 ⊕
⊕
α∈ΣI
gα.
De plus, la décomposition d’Iwasawa associée est GI = KIAIN I .
L’exemple de SO0(p, p)/ SO(p)× SO(p)
Soit G = SO0(p, p) la composante neutre du groupe orthogonal d’une forme quadratique
(réelle) de signature (p, p), où p est un entier supérieur ou égal à 2. C’est un groupe de Lie
connexe semi-simple de centre fini, égal à {Id} si p est impair et à {Id,− Id} si p est pair.
Choisissons pour matrice de la forme quadratique la matrice carrée de taille 2p et d’ordre 2
J =
 0 0 10 . . . 0
1 0 0
 .
Alors les éléments de G, vu comme sous-groupe de SL(2p,R), sont exactement les matrices
Y telles que tY JY = J . De plus, l’algèbre de Lie g = so(p, p) de G s’écrit
g = {Y ∈ sl(2p,R) : J tY J = −Y }.
Donc l’algèbre de Lie g est constituée des matrices antisymétriques par rapport à la deuxième
diagonale. En raison de cette symétrie, pour tout entier i ∈ [[1, 2p]], nous noterons i = 2p+1− i
son "symétrique".
Posons θ : g→ g le morphisme d’algèbres de Lie défini par Y 7→ −tY , et notons k = g∩so(2p)
l’ensemble des points fixes par θ et p = g ∩ Sym0(2p) l’ensemble des vecteurs propres pour
la valeur propre −1 (où Sym0(2p) désigne le sous-espace vectoriel de gl(2p,R) des matrices
symétriques). Alors g = k⊕ p est une décomposition de Cartan de g. La forme de Killing sur g
est donnée par B(Y, Z) = 2p tr(Y Z).
Notons a le sous-espace vectoriel de g constitué des matrices diagonales : c’est une sous-
algèbre de Lie abélienne maximale de g. Une base de l’espace vectoriel a est donnée par les
matrices Hi = Ei,i − Ei,i, pour i ∈ [[1, p]] (où (Ei,j)i,j désigne la base canonique de gl(2p,R)).
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Notons (βi)i∈[[1,p]] la base duale de cette base. La forme linéaire βi est l’application qui à une
matrice diagonale H ∈ a associe Hi,i −Hi,i.
Définissons les vecteurs suivants, pour 1 6 i < j 6 p.
Xβi−βj = Ei,j − Ej,i
X−(βi−βj) = Ej,i −Ei,j
Xβi+βj = Ei,j − Ej,i
X−(βi+βj) = Ej,i − Ei,j
Alors le vecteur Xα est de poids α. Le système de racines Σ de g associé à la sous-algèbre
abélienne maximale a est
Σ = {βi − βj : i, j ∈ [[1, p]], i 6= j} ∪ {βi + βj : i, j ∈ [[1, p]], i 6= j}.
L’espace de poids correspondant à une racine α ∈ Σ est gα = RXα. De plus, le centralisateur
de a dans g est égal à g0 = a.
Posons αi = βi − βi+1 pour i ∈ [[1, p− 1]] et αp = βp−1 + βp. Alors l’ensemble (αi)i∈[[1,p]] est
une base du système de racines Σ. Les racines positives correspondantes sont
Σ+ = {βi − βj : i, j ∈ [[1, p]], i < j} ∪ {βi + βj : i, j ∈ [[1, p]], i < j}.
La chambre de Weyl positive (vectorielle) associée est
a+ = {H ∈ a : H1,1 > . . . > Hp,p > 0}.
L’algèbre de Lie nilpotente n = ⊕α∈Σ+gα est égale à la sous-algèbre de Lie de g constituée
des matrices strictement triangulaires supérieures. Le sous-groupe de Lie connexe A d’algèbre
de Lie a est
A = {Diag(a1, . . . , ap, a
−1
p , . . . , a
−1
1 ) : ∀i ∈ [[1, p]], ai ∈ ]0,+∞[ }.
Le sous-groupe de Lie connexe N d’algèbre de Lie n est le sous-groupe de G constitué des
matrices triangulaires supérieures de coefficients diagonaux égaux à 1.
Le sous-groupe de Lie compact maximal de G d’algèbre de Lie k est K = G∩ SO(2p). Pour
voir que le groupe K est isomorphe à SO(p)× SO(p), il est plus clair de changer la matrice de
la forme quadratique de signature (p, p), en prenant
J ′ =
(
Ip 0
0 −Ip
)
où Ip désigne la matrice identité de GL(p,R). Alors l’application suivante est un isomorphisme
SO(p)× SO(p) → K
(Y, Z) 7→
(
Y 0
0 Z
)
.
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Le centralisateur M = ZK(a) de a dans K est égal à
M = {Diag(ε1, . . . , εp, εp, . . . , ε1) : ∀i ∈ [[1, p]], εi = ±1 et Πi∈[[1,p]] εi = 1}.
La condition imposée assure que les éléments considérés sont bien dans la composante neutre
G = SO0(p, p) de SO(p, p).
On remarque que, dans ce cas particulier également, les espaces de racines gα sont tous de
dimension 1, et que le groupe M est fini, mais ce n’est pas toujours le cas.
Le groupe G est sans facteur compact, donc l’espace symétrique G/K est de type non
compact, de rang la dimension de a, c’est-à-dire p.
2 La topologie de Chabauty sur l’espace des sous-groupes
fermés
Pour cette partie, on pourra se référer à l’excellente introduction [19].
Soit X un espace topologique localement compact, et F(X) l’ensemble des fermés de X. On
munit F(X) de la topologie de Chabauty (voir [10]) : les ouverts sont les réunions quelconques
d’intersections finies de parties de la forme :
OK = {H ∈ S(G) : H ∩K = ∅}
O′U = {H ∈ S(G) : H ∩ U 6= ∅}
où K est un compact de X et U un ouvert de X.
Le résultat suivant est classique :
Proposition 2.1. L’espace topologique F(X) est compact. (Voir [10], [5, Chap. VIII, §5], [12,
Proposition 1.7, p. 58].)
Soit G un groupe topologique localement compact. On note S(G) ⊂ F(G) l’ensemble de ses
sous-groupes fermés, muni de la topologie induite.
Proposition 2.2. Le sous-espace S(G) est un fermé de F(G), donc est compact. (Voir [10],
[9, Proposition I.3.1.2, p. 59], [5, Chap. VIII, §5], [12, Proposition 1.7, p. 58].)
Si G est de plus muni d’une distance d induisant sa topologie, on peut alors décrire la
convergence d’une suite de sous-groupes fermés.
Proposition 2.3. Une suite de sous-groupes fermés (Hn)n∈N converge vers un sous-groupe
fermé H dans S(G) si et seulement si H est l’ensemble des valeurs d’adhérence des suites de
(Hn)n∈N, c’est-à-dire :
1. Pour tout x ∈ H, il existe une suite (xn)n∈N convergeant vers x telle que, pour tout n,
nous ayons xn ∈ Hn.
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2. Pour toute suite strictement croissante d’entiers (nk)k∈N, pour toute suite (xnk)k∈N conver-
geant vers x telle que xnk ∈ Hnk pour tout k, nous ayons x ∈ H.
(Voir par exemple [9, Lemma I.3.1.3, p. 60], [12, Proposition 1.8, p. 60].)
Proposition 2.4. Si de plus la distance d sur G est propre (i.e. les boules fermées sont com-
pactes), alors l’espace S(G) est métrisable, pour la distance de Hausdorff pointée. (Voir [6,
Definition 5.43, p. 76].)
Proposition 2.5. Soit f : G→ H un morphisme de groupes topologiques localement compacts,
qui est une application ouverte. Alors l’application S∗(f) : S(H) → S(G) définie par A 7→
f−1(A) est continue.
Démonstration. Soit K un compact de G, alors f(K) est un compact de H et S∗(f)−1(OK) =
Of(K) est un ouvert de S(H). Soit U un ouvert de G, alors par hypothèse f(U) est un ouvert
de H et S∗(f)−1(O′U) = O
′
f(U) est un ouvert de S(H). Ainsi l’application S
∗(f) est continue.
Proposition 2.6. Soit f : G→ H un morphisme de groupes topologiques localement compacts,
qui est une surjection ouverte. Alors l’application S∗(f) : S(H) → S(G) définie par A 7→
f−1(A) est un homéomorphisme sur son image.
Démonstration. Puisque le morphisme f est surjectif, pour tout sous-groupe fermé A de H ,
nous avons f(S∗(f)(H)) = H , donc l’application S∗(f) est injective. D’après la proposition
précédente, l’application S∗(f) est continue. Enfin, puisque l’espace S(H) est compact et l’es-
pace S(G) séparé, l’application continue injective S∗(f) est un homéomorphisme sur son image.
Voici quelques rares exemples de groupes pour lesquels le calcul explicite de l’espace des
sous-groupes fermés est élémentaire.
Proposition 2.7. Notons XZ le sous-espace topologique compact de R défini par XZ = {0} ∪
{ 1
n
: n ∈ N\{0}}. Alors l’application φZ : XZ → S(Z) définie par
1
n
7→ nZ et 0 7→ {0} est un
homéomorphisme.
Proposition 2.8. L’application φR : XR = [0,∞] → S(R) définie par α 7→
1
α
Z si α ∈ ]0,∞[,
0 7→ {0} et ∞ 7→ R est un homéomorphisme.
Voici quelques exemples de groupes pour lesquels l’espace des sous-groupes fermés a été
décrit : le groupe C pour lequel l’espace S(C) est homéomorphe à la sphère de dimension 4
(voir [27] ou [19]), le groupe affine de la droite réelle (voir [7, Proposition 1.1, p. 2]), le groupe
de Heisenberg de dimension 3 (voir [7, Theorem 1.3, p. 4]) et le groupe R× Z (voir [18]).
3 La compactification de Chabauty
Soit X un espace topologique localement compact. Une compactification de X est la donnée
d’une paire (K, i), où K est un espace topologique compact et i : X → K est un plongement
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(i.e. i réalise un homéomorphisme sur son image) d’image dense. On remarque que i(X) est
alors ouvert dans son adhérence. On identifie fréquemment X et i(X) par l’application i. On
appelle bord de X l’espace ∂X = K\i(X). Si H est un groupe agissant continûment sur X, on
dit que c’est une H-compactification, ou compactification H-équivariante, si l’action de H sur
i(X), conjuguée par i de l’action de H sur X, s’étend continûment à K. Cette extension est
alors unique.
Un exemple de compactification : la compactification géodésique
Cette compactification peut se définir dans le cadre des espaces CAT(0) : une référence assez
complète à ce sujet notamment est [6].
Un espace métrique X est dit géodésique si deux points quelconques x, y de X sont les
extrémités d’un segment géodésique [xy] de X (non nécessairement unique, mais la notation
[xy] n’entraînera pas de confusion). Un espace métrique géodésique X est appelé CAT(0) si,
pour tout triangle géodésique pqr dans X, et pour tous points x ∈ [pq] et y ∈ [pr], si l’on
désigne par pqr le triangle euclidien de comparaison, et si x ∈ [pq] et y ∈ [pr] sont les points
de comparaison dans ce triangle, alors d(x, y) 6 d(x, y).
Sous cette hypothèse de courbure négative, on a alors unicité des géodésiques.
Proposition 3.1. Un espace métrique CAT(0) X est uniquement géodésique, c’est-à-dire que
par deux points distincts de X passe une unique géodésique. (Voir [6, Proposition 1.4, p. 160].)
Voici le résultat qui permet d’affirmer que les espaces symétriques de type non compact sont
des espaces métriques CAT(0).
Théorème 3.2 (Cartan). Si X est une variété riemannienne de courbure sectionnelle négative
ou nulle, alors X est un espace CAT(0). (Voir [6, Theorem 1A.6, p. 173].)
Soit X un espace métrique CAT(0) complet (en tant qu’espace métrique, c’est-à-dire tel
que toute suite de Cauchy converge). Deux rayons géodésiques c, c′ : [0,∞[ → X sont dits
asymptotes s’il existe une constante K telle que, pour tout t ∈ [0,∞[, nous ayons d(c(t), c′(t)) 6
K. Ceci définit une relation d’équivalence sur l’ensemble des rayons géodésiques de X ; appelons
bord (visuel) de X l’ensemble de ses classes d’équivalence, et notons-le ∂∞X. Notons de plus
X
g
= X ∪ ∂∞X.
Il existe une topologie sur l’espaceX
g
(voir [6]) qui en fait une G-compactification de l’espace
X, où G désigne le groupe des isométries de X. Elle est appelée compactification géodésique,
compactification conique ou compactification par le bord visuel.
Exemple. Dans le cas du plan hyperbolique réel H2R = SL(2,R)/ SO(2,R), dans le modèle
du disque ouvert, la compactification géodésique est SL(2,R)-isomorphe à la compactification
usuelle où l’on ajoute le cercle à l’infini pour obtenir le disque fermé.
Reprenons les notations de la partie 1, où K désigne le stabilisateur dans G d’un point base
fixé x0 de l’espace symétrique de type non compact X. Cet espace métrique X est un espace
CAT (0), et on sait décrire la convergence d’une suite de points de X dans la compactification
géodésique.
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Proposition 3.3. Soit (Hn)n∈N une suite de a
+ tendant vers l’infini, et soit I = {α ∈ ∆ :
α(Hn) → +∞}. Alors la suite (exp(Hn) · x0)n∈N de X converge dans X
g
vers un point de
∂∞X, dont le stabilisateur dans G est le sous-groupe parabolique P
I = KIMAN . (Voir [15,
Proposition 3.9, p. 27].)
La définition de la compactification
Soit X un espace symétrique de type non compact, et soit G un groupe de Lie connexe
muni d’une action continue isométrique sur X. On suppose que G se surjecte sur la composante
neutre Isom0(X) du groupe des isométries de X, avec noyau fini. Alors le groupe de Lie G est
semi-simple, de centre fini et sans facteur compact. Nous verrons en fin de paragraphe que la
construction qui suit est indépendante du choix d’un tel groupe G, ce qui permet de travailler
avec des groupes de Lie ayant un centre fini non trivial, comme par exemple SL(n,R) pour
n > 2 pair.
Nous allons définir une compactification de X en plongeant X dans l’espace S(G) des sous-
groupes fermés de G, via l’application φ qui à un point x de l’espace symétrique associe son
stabilisateur Gx dans G (lequel est fermé car l’action de G sur X est continue) :
φ : X → S(G)
x 7→ Gx = {g ∈ G : g · x = x}.
Remarquons que l’image de φ est exactement l’ensemble des sous-groupes compacts maxi-
maux de G, d’après le fait que tout sous-groupe compact de G fixe un point de l’espace métrique
CAT(0) X (voir par exemple [6, Proposition 2.7, p. 179]).
Proposition 3.4. L’application φ est un plongement.
Démonstration. (Voir [15, Proposition 9.3, p. 133].)
Choisissons un point base x0 de l’espace symétrique X, et notons K = φ(x0) = Gx0 le stabi-
lisateur de x0 dans G : c’est un sous-groupe compact maximal. Choisissons une décomposition
de Cartan g = k⊕p, où k est l’algèbre de Lie de K, une sous-algèbre de Lie abélienne maximale
diagonalisable a ⊂ p ainsi qu’une chambre de Weyl positive a+.
Montrons que φ est injective : soit g ∈ G tel que gKg−1 = K. Écrivons g = k1ak2 dans
la décomposition de Cartan KA+K, alors aKa−1 = K, donc si k ∈ K nous avons kak−1 =
k(aka−1)a ∈ Ka. Or kak−1 ∈ P et a ∈ P , donc par unicité de la décomposition polaire
G = KP , nous avons kak−1 = a, et ce pour tout k ∈ K. Montrons que a = e.
L’exponentielle réalise un homéomorphisme de a sur A : soit donc H ∈ a tel que expH = a.
Pour tout k ∈ K nous avons aka−1 = k, donc pour tout U ∈ k nous avons Ad a(U) = eadHU =
U . Or pour toute racine α ∈ Σ il existe Uα ∈ gα non nul, posons alors U = Uα+ θ(Uα). Puisque
θ(U) = U , on en déduit que U ∈ k. Par ailleurs eadHU = eα(H)Uα + e−α(H)θ(Uα). On ne peut
donc avoir eadHU = U que si α(H) = 0, et ce pour tout α ∈ Σ : ainsi H = 0. Finalement a = e
donc g ∈ K.
Ceci montre que φ est injective : supposons φ(x) = φ(x′). L’action de G sur X est transitive,
soient donc g, g′ ∈ G tels que x = g · x0 et x′ = g′ · x0. Alors φ(x) = gKg−1 = g′Kg′−1 = φ(x′),
donc (g′−1g)K(g′−1g)−1 = K, ainsi d’après ce qui précède g′−1g ∈ K, ce qui implique x = x′.
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Montrons que φ est continue. Comme toute variété topologique, le groupe de Lie G est
métrisable : on peut utiliser le critère séquentiel (voir la proposition 2.4) pour montrer la
continuité de φ. Soit g · x0 ∈ X, et soit (gn · x0)n∈N une suite de X convergeant vers g · x0.
D’après la décomposition d’Iwasawa, on peut supposer que g et les gn appartiennent à AN .
Puisque (gn · x0)n∈N converge vers g · x0, il existe une suite (kn)n∈N dans K telle que (gnkn)n∈N
converge vers g. D’après la continuité de la décomposition d’Iwasawa, on déduit que (kn)n∈N
converge vers e et que (gn)n∈N converge vers g. Ainsi la suite (g−1n )n∈N converge vers g
−1. On
conclut que (φ(gn · x0))n∈N = (gnKg−1n )n∈N converge vers gKg
−1 = φ(g · x0) : φ est continue.
Montrons que l’application φ est propre : soit (gnKg−1n )n∈N une suite de S(G) convergeant
vers gKg−1, montrons que la suite (gn · x0)n∈N de X converge à extraction près.
Remarquons que, si d est une distance G-invariante sur X, alors pour h ∈ G et k ∈ K
d(hkh−1 · x0, h · x0) = d(kh
−1 · x0, x0) = d(h
−1 · x0, x0) = d(h · x0, x0).
Ainsi l’orbite hKh−1 · x0 de x0 sous hKh−1 est incluse dans la sphère de centre h · x0, de rayon
d(h · x0, x0). Donc le diamètre de hKh−1 · x0 est inférieur ou égal à 2d(h · x0, x0). Soit g ∈ G la
symétrie géodésique par rapport au point h · x0, alors g ∈ hKh−1. Or la distance de x0 à g · x0
est égale à 2d(h ·x0, x0), et ces deux points sont dans l’orbite hKh−1 ·x0. Par conséquent, pour
tout h ∈ G, le diamètre de l’orbite hKh−1 · x0 de x0 sous hKh−1 est égal à 2d(h · x0, x0).
Puisque la suite (gnKg−1n )n∈N converge vers gKg
−1 dans S(G) et que l’évaluation en x0 est
continue, la suite (gnKg−1n ·x0)n∈N converge vers gKg
−1 ·x0 dans l’espace F(M) des fermés deX,
muni de la topologie de Chabauty. Cette suite appartient à partir d’un certain rang à l’ouvert
OF , où F est le compact de X défini par F = B(h ·x0, 3d(h ·x0, x0))\B(h ·x0, 2d(h ·x0, x0)). De
plus, le complémentaire de F dans X a deux composantes connexes, M\B(h · x0, 3d(h · x0, x0))
et B(h · x0, 2d(h · x0, x0)). Or à partir d’un certain rang, l’ensemble gnKg−1n · x0 intersecte
B(h·x0, 2d(h·x0, x0)), donc par connexité de gnKg−1n ·x0 (carK est connexe), l’orbite gnKg
−1
n ·x0
est incluse dans B(h·x0, 2d(h·x0, x0)) à partir d’un certain rang. Ainsi le diamètre de gnKg−1n ·x0,
qui est égal à 2d(gn · x0, x0), est borné. Donc la suite (gnK)n∈N est bornée : elle converge, à
extraction près.
L’application φ, continue, injective et propre, est donc un homéomorphisme sur son image.
Notons X
S
l’adhérence de φ(X) dans S(G) : l’espace X
S
est compact. Le couple (X
S
, φ) est
appelé la compactification de Chabauty de l’espace symétrique X. Le groupe G agit sur S(G)
par conjugaison, et l’application φ est G-équivariante : si g ∈ G et x ∈ X, le stabilisateur de
g · x dans X est Gg·x = gGxg−1 = g · Gx. Ainsi, la compactification de Chabauty X
S
est une
G-compactification de X.
Notons G0 = Isom0(X) la composante neutre du groupe des isométries de X. Nous allons
montrer que la compactification de Chabauty de X dans S(G) ne dépend pas, à isomorphisme
près, du choix du groupe de Lie connexe G agissant continûment isométriquement sur X, et se
surjectant avec noyau fini sur G0.
13
Notons pi : G → G0 la projection définie par l’action de G sur X. Par hypothèse, pi est
un morphisme de groupes de Lie surjectif de noyau fini. En particulier, pi est un difféomor-
phisme local. Soit K0 un sous-groupe compact maximal de G0, et K le sous-groupe compact
maximal K = pi−1(K0) de G. Choisissons une métrique riemannienne G0-invariante à gauche,
K0-invariante à droite sur G0. Alors la métrique riemannienne tirée en arrière sur G par pi est
G-invariante à gauche et K-invariante à droite.
Notons φ : X → S(G) (resp. φ0 : X → S(G0)) l’application qui à un point x ∈ X associe
son stabilisateur dans G (resp. dans G0) : ce sont deux plongements de l’espace symétrique X.
Notons X
S
(resp. X
S,0
) la compactification associée.
D’après la proposition 2.6, la projection pi : G→ G0 induit un plongement S∗(pi) : S(G0)→
S(G).
Proposition 3.5. L’application S∗(pi) : S(G0) → S(G) est un homéomorphisme de X
S,0
sur
X
S
qui entrelace pi, i.e. pour tous g ∈ G et x ∈ X
S,0
nous avons S∗(pi)(pi(g) ·x) = g · S∗(pi)(x).
Démonstration. On constate que φ = S∗(pi) ◦ φ0, donc ceci montre que S∗(pi)(X
S,0
) = X
S
.
Or l’application S∗(pi) est un plongement, donc c’est un homéomorphisme de X
S,0
sur X
S
.
De plus, pour tous g ∈ G et x ∈ X
S,0
⊂ S(G0) nous avons pi(g) · x = pi(g)xpi(g)−1 =
pi(gxg−1) = pi(g · x). Ainsi g · x = S∗(pi)(pi(g) · x).
Ceci montre par exemple que, pour étudier la compactification de Chabauty de l’espace
symétrique associé à SL(n,R), on peut travailler dans l’espace S(SL(n,R)), plus maniable que
S(PSL(n,R)).
La distalité
Si X est un espace métrique et G est un groupe d’homéomorphismes de X, on dit que
l’action de G sur X est distale si pour tous x, y ∈ X distincts il existe ε > 0 tel que pour tout
g ∈ G nous ayons d(g · x, g · y) > ε. Si g est un homéomorphisme de X, on dit que son action
sur X est distale si l’action du groupe {gn : n ∈ Z} engendré par g est distale.
Si V est un espace vectoriel réel de dimension finie, on dit qu’un élément h ∈ GL(V ) est
distal si son action linéaire sur V est distale, ce qui équivaut à demander que le spectre de h
soit inclus dans le cercle unité S1. D’après le théorème 1 de [11], l’action linéaire d’un groupe
H sur V est distale si et seulement si tout élément de H est distal.
Un sous-groupe H d’un groupe de Lie G est appelé un sous-groupe distal de G si son action
adjointe sur l’algèbre de Lie de G est distale, ce qui équivaut à demander que pour tout h ∈ H
le spectre de Ad h agissant sur l’algèbre de Lie de G soit inclus dans S1.
Cette notion, introduite par Furstenberg, provient des systèmes dynamiques (voir par exem-
ple [15, Proposition 9.5, p. 135]). L’intérêt d’introduire ici la distalité réside dans la proposition
suivante.
Proposition 3.6. Soit G un sous-groupe de GL(V ), où V est un espace vectoriel réel de di-
mension finie. Le sous-espace Sdistal(G) de S(G), constitué des sous-groupes fermés de G dont
l’action sur V est distale, est fermé.
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Démonstration. Soit H un sous-groupe fermé de G adhérent à Sdistal(G), et soit h ∈ H .
Soit (hn)n∈N une suite d’éléments de G ayant une action distale sur V , convergeant vers h.
On peut voir le spectre comme application de GL(V ) à valeurs dans l’ensemble des n-uplets de
nombres complexes, à permutation près. On munit cet espace, naturellement identifié à Cn/Sn,
de la topologie quotient de Cn par l’action du groupe symétrique Sn par permutation. Alors
le spectre est continu. Puisque le cercle unité S1 est fermé, le spectre de h est lui aussi inclus
dans S1. Ainsi, H est un sous-groupe de G ayant une action distale sur V .
Proposition 3.7. Tout sous-groupe de Lie compact d’un groupe de Lie est distal.
Démonstration. Soit H un sous-groupe de Lie compact d’un groupe de Lie G. Soit g ∈ H ,
alors la suite (gn)n∈N admet une valeur d’adhérence h ; et si λ est une valeur propre de Ad g,
alors λn converge à extraction près vers une valeur propre de Ad h. Or Adh est inversible, ce
qui implique que |λ| = 1. Donc, pour tout g ∈ H , le spectre de Ad g est inclus dans le cercle
unité S1 : ainsi, H est un sous-groupe distal de G.
Proposition 3.8. La compactification de Chabauty X
S
⊂ S(G) de X est constituée de sous-
groupes distaux de G.
Démonstration. Par définition de la compactification de Chabauty, l’espace X
S
est l’adhé-
rence des sous-groupes compacts maximaux de G, donc d’après les propositions 3.6 et 3.7,
l’espace X
S
est constitué de sous-groupes distaux de G.
Concernant l’étude des actions distales de groupes, on pourra se référer à [1], [2] et [11].
Détermination des groupes limites
Fixons I une partie propre de la base ∆ du système de racines Σ. L’ensemble a+I = aI ∩ a+
est muni d’un structure de cône simplicial fermé :
a+I =
(⋂
α∈I
Kerα
)
∩
 ⋂
α∈∆\I
{H ∈ a : α(H) > 0}
 .
Les facettes du cône a+I sont constituées des(⋂
α∈J
Kerα
)
∩
 ⋂
α∈∆\J
{H ∈ a : α(H) > 0}
 ,
où J est une partie de ∆ contenant strictement I.
Notons a+I l’intérieur de a
+
I dans l’espace vectoriel aI : c’est le cône simplicial ouvert
a+I =
(⋂
α∈I
Kerα
)
∩
 ⋂
α∈∆\I
{H ∈ a : α(H) > 0}
 .
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On dit qu’une suite (Hn)n∈N d’éléments de a
+
I tend vers +∞ dans a
+
I si, pour toute racine
α ∈ ∆\I, nous avons α(Hn) −→
n→+∞
+∞, c’est-à-dire que la suite (Hn)n∈N s’éloigne de chacun
des murs du cône a+I . L’exponentielle réalisant un difféomorphisme de a
+
I sur A
+
I = AI ∩A
+, on
dit qu’une suite (an)n∈N d’éléments de A
+
I tend vers +∞ dans A
+
I si la suite (log an)n∈N tend
vers +∞ dans a+I .
Notons de plus DI = KIMNI .
Exemple. Pour G = SL(n,R), K = SO(n,R) et I = {αi,i+1, αj,j+1}, où 1 6 i < j 6 n− 1 :
DI =

 Ui ∗ ∗0 Uj−i ∗
0 0 Un−j
 ∈ G : Uk ∈ O(k,R)
 .
Proposition 3.9. Le sous-groupe M normalise KI , donc KIM est un sous-groupe de Lie de
G. Le sous-groupe KIM normalise NI , donc D
I = KIMNI est un sous-groupe de Lie de G,
d’algèbre de Lie notée dI = (kI +m)⊕ nI .
Démonstration. Montrons que le sous-groupe M normalise l’algèbre de Lie zg(aI) : soient
m ∈ M , X ∈ zg(aI) et H ∈ aI . Puisque M centralise a, nous avons
ad(Adm(X))H = [Adm(X), H ] = Adm([X,Adm−1(H)]) = Adm([X,H ]) = 0.
Ainsi Adm(X) ∈ zg(aI) donc M normalise zg(aI). On en déduit que M normalise également
son algèbre dérivée D(zg(aI)) = gI , puis que M normalise le sous-groupe de Lie connexe GI
d’algèbre de Lie gI . Or M est un sous-groupe de K, donc M normalise GI ∩K = KI . Ainsi,
KIM est un sous-groupe compact de G.
Montrons que le groupe M normalise l’algèbre de Lie nI : soient m ∈M , α ∈ Σ, Y ∈ gα et
H ∈ a. Alors
ad(Adm(Y ))H = Adm([Y,Adm−1(H)]) = Adm([Y,H ]) = α(H) Adm(Y ).
Donc le groupe M normalise tous les espaces de racines gα, donc en particulier M normalise
l’algèbre de Lie nI .
Montrons que le groupe KI normalise l’algèbre de Lie nI : soit Y ∈ k
I , écrivons la décom-
position de Y en espaces de racines Y = Y0 + Σα∈ΣIYα, où Y0 ∈ g0 et Yα ∈ gα pour toute
racine α ∈ ΣI . Soit Z ∈ nI , écrivons sa décomposition en espaces de racines Z = Σβ∈Σ+
I
Zβ, où
Zβ ∈ gβ pour toute racine β ∈ Σ
+
I . Soient α ∈ Σ
I et β ∈ Σ+I . Si α + β est une racine, celle-ci
doit appartenir à Σ+I , car dans l’écriture de α + β sur la base ∆, l’une des coordonnées des
racines de ∆\I est strictement positive. Donc [Y, Z] ∈ nI . Ainsi l’algèbre de Lie k
I normalise
nI , puis le groupe connexe KI normalise nI .
En conclusion, le groupe KIM normalise l’algèbre de Lie nI et également le groupe de Lie
NI . Par conséquent DI = KIMNI est un sous-groupe de Lie de G (le groupe DI est fermé car
KIM est compact et NI est fermé).
Nous allons maintenant étudier les groupes limites, c’est-à-dire les éléments de X
S
\φ(X).
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Proposition 3.10. Soit (an)n∈N une suite de A
+
I tendant vers +∞ dans A
+
I . Alors la suite de
sous-groupes fermés (anKa
−1
n )n∈N converge vers D
I dans S(G).
Exemple. Pour G = SL(3,R), K = SO(3,R) et I = {α1,2}, soit
an =
 λn 0 00 λn 0
0 0 1
λ2n
 ∈ A+I ,
où λn −→
n→+∞
+∞. Alors on peut vérifier dans ce cas particulier que la suite de sous-groupes
fermés an SO(3,R)a−1n converge vers le sous-groupe fermé
DI =
(
O(2) ∗
0 ±1
)
⊂ SO(3,R).
Fixons (an)n∈N comme dans cet énoncé. Puisque S(G) est compact, pour montrer cette
proposition, il suffit de montrer que toute valeur d’adhérence de la suite (anKa−1n )n∈N est égale
à DI : soit D une valeur d’adhérence. Supposons, quitte à extraire une sous-suite, que la suite
(anKa
−1
n )n∈N converge vers D. La preuve de cette proposition, que nous donnerons plus loin,
découle immédiatement des lemmes suivants.
Lemme 3.11. Nous avons l’inclusion DI ⊂ D.
Démonstration. Montrons que NI ⊂ D : soit y ∈ NI . Notons Hn ∈ aI et Y ∈ nI tels que
expHn = an et expY = y. Écrivons de plus Y = Σα∈Σ+
I
Yα, où Yα ∈ gα pour tout α ∈ Σ
+
I . Alors
a−1n yan = exp(Ad a
−1
n (Y )) = exp(Σα∈Σ+
I
e− adHnYα) = exp(Σα∈Σ+
I
e−α(Hn)Yα).
Or l’hypothèse que an tend vers +∞ dans A
+
I signifie que α(Hn) −→
n→+∞
+∞ pour tout α ∈ Σ+I .
Donc a−1n yan −→
n→+∞
e. Or, d’après la décomposition d’Iwasawa G = KAN−, soient kn ∈ K,
a′n ∈ A et y
′
n ∈ N
− tels que a−1n yan = kna
′
ny
′
n. Par continuité de la décomposition d’Iwasawa,
nous avons kn −→
n→+∞
e, a′n −→
n→+∞
e et y′n −→
n→+∞
e. Puisque N− est égal au produit semi-direct
N− = N−I ⋊N
I,−, écrivons y′n = y
′I
n y
′
n,I , où y
′I
n ∈ N
I,− et y′n,I ∈ N
−
I : on a alors y
′I
n −→
n→+∞
e et
y′n,I −→
n→+∞
e.
Ainsi, puisque N I,− et AI commutent, nous avons any′na
−1
n = y
′I
n any
′
n,Ia
−1
n . Soit Y
′
n,I ∈ n
−
I tel
que exp Y ′n,I = y
′
n,I , alors on peut écrire Y
′
n,I = Σα∈Σ−
I
Y ′n,α, où Y
′
n,α ∈ gα pour tout α ∈ Σ
−
I . Ainsi,
any
′
n,Ia
−1
n = exp(Σα∈Σ−
I
eα(Hn)Y ′n,α). Comme α ∈ Σ
−
I et Hn ∈ aI , nous avons α(Hn) −→
n→+∞
−∞,
donc any′na
−1
n −→
n→+∞
e. Puisque a′n −→
n→+∞
e, on en déduit que y = (ankna−1n )a
′
n(any
′
na
−1
n ) =
lim
n→+∞
ankna
−1
n ∈ D.
Montrons que KIM ⊂ D. Puisque M = ZK(a), on en déduit que M commute à AI . Par
ailleurs, puisque KI ⊂ GI ⊂ ZG(aI), le groupe KI commute à AI . Soit k ∈ KIM ⊂ K, alors
k = anka
−1
n pour tout entier n ∈ N, donc k ∈ D.
Finalement DI = KIMNI ⊂ D.
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Lemme 3.12. Nous avons l’inclusion D ⊂ P I .
Démonstration. Plaçons-nous dans la compactification géodésique X
g
de X. Puisque la suite
(an)n∈N tend vers l’infini dans A
+
I , d’après la proposition 3.3, la suite (xn = an ·x0)n∈N converge
vers un point x ∈ ∂∞X, dont le stabilisateur dans G est P I . Soit d ∈ D, et soit (kn)n∈N
une suite de K telle que la suite (ankna−1n )n∈N converge vers d. Puisque l’action de G sur la
compactification X
g
est continue, on en déduit que la suite (ankna−1n ·xn)n∈N = (xn)n∈N converge
vers d · x = x. Par conséquent, l’élément d ∈ D fixe le point à l’infini x, donc appartient au
sous-groupe P I .
Lemme 3.13. Nous avons l’inclusion D ⊂ DI .
Démonstration. Soit d ∈ D, montrons que d ∈ DI . Puisque d ∈ P I = KIMAN et que
N = N INI , on peut supposer que d ∈ AN I . D’après la proposition 3.8, l’élément d est distal.
Or cet élément s’écrit d = au, où a ∈ A et u ∈ N I . Soit H ∈ a tel que expH = a : alors, pour
toute racine α ∈ Σ, le réel exp(α(H)) est une valeur propre de Ad d. Par distalité, on en déduit
que pour tout α ∈ Σ nous avons α(H) = 0 : ainsi H = 0 et d = u ∈ N I . Puisque l’exponentielle
du groupe de Lie N est un difféomorphisme, soit Y ∈ nI tel que exp Y = d.
Soit (kn)n∈N une suite de K telle que
ankna
−1
n −→
n→+∞
expY.
Soit Hn ∈ aI tel que expHn = an. Puisque le spectre de adY ∈ gl(g) est égal à {0}, d’après [20,
Theorem 1.7, p. 105], l’exponentielle est un difféomorphisme local en Y . Donc il existe une suite
(Yn)n∈N de g convergeant vers Y telle que exp Yn = ankna−1n pour tout entier n ∈ N. Posons
Un = Ad(a
−1
n )(Yn) ∈ g, de sorte que expUn = kn ∈ K. Notons Y
′
n = Ad an θ(Un), de sorte que
exp Y ′n = exp Yn : nous allons montrer que Y
′
n = Yn.
On remarque que pour tout α ∈ ΣI,+ nous avons α(Hn) = 0 donc
Y ′n,α = θ(Un)α = θ(Un,−α) = θ(Yn,−α) −→
n→+∞
θ(Y−α) = 0.
Et pour tout α ∈ Σ−I nous avons α(Hn) −→
n→+∞
−∞ et
e−α(Hn)θ(Un,−α) = θ(Yn,−α) −→
n→+∞
θ(Y−α) = 0,
donc Y ′n,α = e
α(Hn)θ(Un,−α) −→
n→+∞
0.
Enfin, la composante Y ′n,0 de Y
′
n sur g0 vérifie
Y ′n,0 = θ(Un,0) = θ(Yn,0) −→
n→+∞
θ(Y0) = 0.
Ainsi la distance de Y ′n à la sous-algèbre nilpotente n
I,− ⊕ nI tend vers 0, donc le spectre
de la suite d’endomorphismes (adY ′n)n∈N converge vers {0}. Si on appelle E = {Z ∈ g :
| ImSp(adZ)| < pi}, cela signifie que pour n assez grand nous avons Y ′n ∈ E . Par ailleurs Y ∈ n
I
18
donc Yn ∈ E pour n assez grand. Or d’après [23, Théorème 3.8.4, p. 83], l’exponentielle de G
est un difféomorphisme de E sur son image, donc comme nous avons expYn = expY ′n, on en
déduit que Yn = Y ′n si n est assez grand.
Or les valeurs d’adhérence de la suite (Y ′n)n∈N appartiennent à n
I,− ⊕ nI , donc Y ∈ (nI,− ⊕
nI) ∩ n
I = {0}. On a donc montré l’inclusion D ⊂ DI .
Notons, pour tous I ⊂ ∆, a ∈ A et k ∈ K,
DIa,k = kaD
Ia−1k−1 = kaKIMNIa
−1k−1.
Théorème 3.14. Soit D ∈ X
S
\X un groupe limite. Alors il existe I une partie propre de ∆,
a ∈ AI,+ et k ∈ K tels que D = DIa,k.
Démonstration. Soit (gn)n∈N une suite de G telle que D = lim
n→+∞
gnKg
−1
n . Soit gn = knank
′
n
l’écriture de gn dans la décomposition KA+K de G : ainsi, kn, k′n ∈ K et an ∈ A+. Soit I ⊂ ∆
l’ensemble des α ∈ ∆ tels que la suite (α(log an))n∈N soit bornée. On ne peut avoir I = ∆ car
sinon la suite (gn)n∈N serait bornée, donc convergerait à extraction près vers un élément g ∈ G,
or D = gKg−1 n’est pas un groupe limite.
Quitte à extraire une sous-suite, on peut supposer que la suite (kn)n∈N converge vers k ∈ K
et que :
∀α ∈ I, la suite (α(log an))n∈N converge
et ∀α ∈ ∆\I, la suite (α(log an))n∈N tend vers +∞.
Alors, si l’on écrit la décomposition an = aInan,I , où a
I
n ∈ A
I et an,I ∈ AI , ceci revient à dire
que (aIn)n∈N converge vers a ∈ A
I ∩A+ = AI,+ et que (an,I)n∈N tend vers +∞ dans AI . D’après
la proposition 3.10, la suite an,IKa
−1
n,I converge dans S(G) vers D
I . Donc
D = lim
n→+∞
gnKg
−1
n = lim
n→+∞
kna
I
n(an,IK(an,I)
−1)aIn
−1
k−1n = kaD
Ia−1k−1 = DIa,k.
Nous démontrons ensuite la fin du théorème annoncé dans l’introduction.
Théorème 3.15. Cette écriture est unique au sens suivant : soient I1, I2 deux parties propres
de ∆, a1 ∈ AI1,+, a2 ∈ AI2,+ et k1, k2 ∈ K. Alors nous avons D
I1
a1,k1
= DI2a2,k2 si et seulement si
I1 = I2 = I, a1 = a2 = a et k
−1
2 k1 ∈ (K
I ∩ aKIa−1)M.
Lemme 3.16. L’ensemble des vecteurs X de dI tels que adgX soit un endomorphisme nilpotent
de g est la sous-algèbre de Lie nI .
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Démonstration. Pour tout X ∈ nI ⊂ n, d’après la décomposition de g en espaces de racines,
on sait que l’endomorphisme adgX est nilpotent. Réciproquement, soit X ∈ dI tel que adgX
soit nilpotent : écrivons X = U + Y , où U ∈ kI + m et Y ∈ nI . Puisque [k
I + m, nI ] ⊂ nI ,
pour tout entier n ∈ N nous avons (adgX)n = (adg U)n + adg Yn, où Yn ∈ nI . Or il existe
un entier n ∈ N tel que (adgX)n = 0, donc tel que (adg U)n = − adg Yn soit nilpotent : ainsi
l’endomorphisme adg U est nilpotent, et antisymétrique pour le produit scalaire Bθ puisque
U ∈ k. Donc adg U = 0, puis U ∈ z(g) = {0} car l’algèbre de Lie g est semi-simple. Ainsi
X ∈ nI .
Lemme 3.17. Le normalisateur de l’algèbre de Lie nI dans G est P
I = KIMAN .
Démonstration. L’algèbre de Lie nI est normalisée par le sous-groupe AN .
Soit k ∈ K, et soit U ∈ k tel que expU = k. Écrivons la décomposition U = U0 + Σα∈ΣUα
de U en espaces de racines.
Si k ∈ KIM , alors U ∈ g0 + gI . Pour toutes les racines α ∈ ΣI et β ∈ Σ
+
I , si α + β est
une racine, nous avons α + β ∈ Σ+I , donc [Uα, gβ] ⊂ nI . Par ailleurs [U0, gβ] ⊂ gβ ⊂ nI . Par
conséquent, nous avons [U, nI ] ⊂ nI . Ainsi k normalise l’algèbre de Lie nI .
Si k 6∈ KIM , puisque Lie(KIM) = (m + gI) ∩ k =
(
g0 ⊕
⊕
α∈ΣI gα
)
, il existe une racine
α ∈ Σ+I telle que Uα 6= 0. Alors Uα ∈ nI , et la composante sur g0 de [U, Uα] dans la décomposition
en espaces de racines est [U−α, Uα] = [θ(Uα), Uα] car U ∈ k. Soit H ∈ a tel que α(H) 6= 0. Alors
B([θ(Uα), Uα], H) = B([Uα, H ], θ(Uα))
= B(−α(H)Uα, θ(Uα))
= α(H)Bθ(Uα, Uα) 6= 0
Ainsi, [θ(Uα), Uα] 6= 0 : par conséquent, le vecteur [U, Uα] n’appartient pas à nI , donc U n’ap-
partient pas au normalisateur de nI , et par conséquent k ne normalise pas l’algèbre de Lie
nI .
En résumé, le normalisateur de l’algèbre de Lie nI dans G est KIMAN .
Lemme 3.18. Le normalisateur du sous-groupe DI dans G est KIMAINI .
Démonstration. Notons L le normalisateur du sous-groupe DI dans G. Alors L normalise
également la sous-algèbre nI des éléments adg-nilpotents de son algèbre de Lie dI . Ainsi L est
inclus dans le normalisateur P I = KIMAN de l’algèbre de Lie nI . Soit x ∈ AIN I∩L, alors pour
tout k ∈ KI , nous avons xkx−1 ∈ DI ∩GI d’après la décomposition d’Iwasawa GI = KIAIN I .
Or DI ∩ GI = KI , donc xkx−1 ∈ KI . Ceci étant vrai pour tout k ∈ KI , on en déduit que
xKIx−1 = KI . D’après la proposition 3.4 appliquée au groupe GI , on en déduit que x ∈ KI .
Par conséquent, le normalisateur du sous-groupe DI dans G est KIMAINI .
Preuve du théorème 3.15. (voir [15, Proposition 9.116, p. 139])
Si les groupes k1a1D
I1a1
−1k−11 et k2a2D
I2a2
−1k−12 sont égaux, on en déduit que les sous-
algèbres constituées d’éléments adg-nilpotents de leurs algèbres de Lie sont égales, donc d’après
le lemme 3.16 nous avons Ad(k1a1)nI1 = Ad(k2a2)nI2. Or A normalise nI1 et nI2, donc si l’on
pose k = k−11 k2 nous avons nI1 = Ad(k)nI2. Par conséquent, nous avons également NI1 =
kNI2k
−1, donc d’après le lemme 3.17 leurs normalisateurs P I1 = kP I2k−1 sont égaux.
20
Or, d’après le paragraphe [31, 1.2.3, pp. 55-70], la paire (G,MAN) forme un système
de Tits, donc d’après le théorème [31, Theorem 1.2.1.1, p. 46], les sous-groupes paraboliques
(P I)I⊂∆ sont deux à deux non conjugués, et chacun est égal à son propre normalisateur. Ainsi,
I1 = I2 = I et k ∈ P
I . Or k ∈ K, donc k ∈ P I ∩K = KIM .
Enfin DI = (a−11 ka2)D
I(a−11 ka2)
−1, donc d’après le lemme 3.18, nous avons a−11 ka2 ∈
KIMAINI . Or a
−1
1 ka2 ∈ A
IKIMAI ⊂ GIM = KIMAIN I , donc a−11 ka2 ∈ K
IM . Par unicité
du facteur A+ dans la décomposition de Cartan G = KA+K, on en déduit que a1 = a2 = a. Et
l’élément k appartient à KIM ∩ aKIMa−1 = (KI ∩ aKIa−1)M .
Pour montrer la réciproque, soient I ( ∆ une partie propre de ∆, a ∈ AI,+ et k1, k2 ∈ K
tels que k−11 k2 ∈ (K
I ∩ aKIa−1)M . Alors a−1k−11 k2a ∈ K
IM ⊂ DI, donc
k1aD
Ia−1k−11 = k2aD
Ia−1k−12 .
Caractérisation des groupes limites
Nous commençons par retrouver la classification des sous-groupes moyennables maximaux
de G effectuée par Moore [24, Theorem 3.2, p. 133]. Notons que l’hypothèse technique de
connexité isotropique n’est plus nécessaire.
Théorème 3.19 (Moore). Les sous-groupes moyennables fermés maximaux de G sont les sta-
bilisateurs des points de X
S
. Ils forment donc 2r classes de conjugaison (où r = rang(G) =
Card∆), dont des représentants sont les groupes NG(D
I) = KIMAINI , pour I une partie de
∆.
Pour démontrer ceci, nous allons nous servir du résultat suivant. Rappelons qu’un plat
d’un espace métrique géodésique est un sous-espace fermé, complet, totalement géodésique et
isométrique à un espace euclidien Rd, où d > 1.
Théorème 3.20. Soit X une variété de Hadamard (par exemple un espace symétrique de type
non compact) et L un groupe d’isométries moyennable de X. Alors au moins l’une des deux
assertions suivantes est vraie.
1. Le groupe L fixe un point de la compactification géométrique X
g
de X.
2. L’espace X contient un plat L-invariant.
(Voir [8, Theorem 2, p. 506], ou [3, Theorem, p. 184].)
Corollaire 3.21. Si L est un sous-groupe moyennable fermé de G non compact, alors il existe
une partie propre I de ∆ telle qu’un conjugué de L soit inclus dans P I = KIMAN .
Démonstration. D’après le théorème 3.20, ou bien L fixe un point ξ de la compactification
géométrique X
g
de X, ou bien L stabilise un plat F de X.
Si L fixe le point ξ, alors le groupe L est inclus dans le stabilisateur Gξ de ξ dans G, qui
est égal à un conjugué de P I , où I est une partie de ∆ (propre car L n’est pas compact).
Si L stabilise le plat F , alors quitte à conjuguer on peut supposer qu’il s’agit du plat
F = AI ·x0, où I est une partie de ∆ (propre car L n’est pas compact). Ainsi L est inclus dans
le stabilisateur KIMAI ⊂ KIMAN du plat F .
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Donnons maintenant la preuve du théorème 3.19.
Démonstration. Soit L un sous-groupe moyennable fermé de G, non compact. D’après le
corollaire 3.21, considérons I une partie propre minimale de ∆ telle que L ⊂ KIMAN .
Faisons agir L sur le sous-espace XI = GI · x0 de X : il s’identifie à l’espace symétrique de
type non compact associé à GI . Puisque le sous-groupe AINI est distingué dans KIMAN , le
quotient LAINI/AINI s’identifie à un sous-groupe moyennable fermé LI de KIMAN/AINI =
KIMAIN I = GIM . Puisque le groupeM ⊂ K normalise GI , le groupeGIM agit par isométries
sur le sous-espace symétrique de type non compact XI = GI · x0 ⊂ X.
Rappelons qu’on peut choisir dans gI pour sous-algèbre de Cartan aI , pour système de
racines Σ|aI et pour base I|aI . Supposons que LI ne soit pas compact, auquel cas d’après le
corollaire 3.21 il existe une partie propre J de I telle que LI ⊂ KJMAIN I , quitte à conjuguer
par un élément de GI . Cela implique que L est inclus dans KJMAN , ce qui contredit la
minimalité de I. Ainsi LI est compact, donc quitte à conjuguer par un élément de GI on peut
supposer que LI est inclus dans KIM . Ainsi le groupe L est inclus dans KIMAINI .
Par ailleurs le groupe KIMAINI , extension d’un groupe compact par un groupe résoluble,
est moyennable. Ceci achève donc la preuve.
Le théorème suivant retrouve la classification des sous-groupes distaux maximaux de G
(voir [15, Theorem 9.27, p. 144]), qui permet de caractériser intrinsèquement les éléments de la
compactification de Chabauty.
Théorème 3.22. Les éléments de X
S
sont les sous-groupes distaux maximaux de G. Ils forment
donc 2r classes de conjugaison (où r = rang(G) = Card∆), dont des représentants sont les
groupes DI = KIMNI , pour I une partie de ∆.
Pour démontrer ce résultat, nous utiliserons sur le théorème suivant.
Théorème 3.23 (Conze, Guivarc’h). Si V est un espace vectoriel réel et si G est un sous-groupe
fermé distal de GL(V ), alors G est moyennable.
Démonstration. D’après le théorème [11, Théorème 1, p. 1083], on sait qu’il existe un drapeau
V0 = {0} ⊂ V1 ⊂ . . . ⊂ Vn = V
stable par G, et tel que pour tout i ∈ [[0, n − 1]] le groupe G opère de façon isométrique sur
Vi+1/Vi (pour un produit scalaire convenable).
Or le groupe des isométries linéaires d’un espace vectoriel euclidien est compact, donc le
sous-groupe distingué N de G constitué des éléments qui agissent trivialement sur chacun
des quotients Vi+1/Vi est cocompact. Or, dans une base adaptée au drapeau, le groupe N
est représenté par des matrices triangulaires supérieures avec des 1 sur la diagonale, donc est
nilpotent, puis moyennable. Ainsi le groupe G, extension de deux groupes moyennables, est
moyennable.
Donnons maintenant la preuve du théorème 3.22.
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Démonstration. D’après la proposition 3.8, on sait que les éléments de X
S
sont des sous-
groupes distaux.
Réciproquement, soit L un sous-groupe distal maximal de G. Puisque l’ensemble des élé-
ments distaux de G est fermé dans G, le sous-groupe L est fermé par maximalité, donc est un
sous-groupe de Lie de G. Les éléments de AdL agissant sur g ont des valeurs propres de module
1, donc ceci reste vrai lorsqu’on restreint leur action à l’algèbre de Lie de L. Ainsi le groupe de
Lie L est distal.
D’après le théorème 3.23, on sait que le groupe L est moyennable. Puis d’après le théo-
rème 3.19, on sait quitte à conjuguer qu’il existe une partie I de ∆ telle que L ⊂ KIMAINI .
Fixons l ∈ L, notons sa décomposition l = kan, où k ∈ KIM , a ∈ AI et n ∈ NI . Puisque KIM
centralise AI , normalise NI et que AI normalise NI , on en déduit que pour tout entier p ∈ N
nous avons lp = kpapnp, où np ∈ NI . Puisque le groupe KIM est compact et que L est distal,
on en déduit que le spectre de la suite (Ad apnp)p∈N doit être borné. Or ce spectre est le même
que le spectre de (Ad ap)p∈N, donc il ne peut être borné que si a = 1. En conclusion, on en
déduit que L est inclus dans le sous-groupe distal KIMNI = DI , donc L = DI par maximalité.
Remarquons que tout sous-groupe fermé distal de G est à croissance polynomiale, mais que
la réciproque n’est pas vraie. Par exemple le sous-groupe abélien A est à croissance polynomiale,
mais n’est pas distal en tant que sous-groupe de G : il est distal en tant que groupe de Lie.
4 Lien avec la compactification polyédrale
Compactification polyédrale d’un espace vectoriel
Deux références pour la compactification polyédrale sont [22, § I.2, p. 21] et [29].
Soit V un espace vectoriel réel de dimension finie r. Soit Σ un ensemble fini non vide de
formes linéaires non nulles sur V , stable par α 7→ −α, tel qu’on obtienne une partition de V \{0}
indexée par les partitions Σ = Σ0 ⊔ Σ+ ⊔ Σ− de Σ en trois parties de Σ, en cônes simpliciaux
ouverts (facettes) définis par
FΣ0,Σ+,Σ− = {x ∈ V \{0} : ∀α ∈ Σ0, α(x) = 0, ∀α ∈ Σ+, α(x) > 0 et ∀α ∈ Σ−, α(x) < 0}.
Notons F l’ensemble des facettes, et F0 l’ensemble des chambres (facettes de dimension
maximale). Si F est une facette de cette décomposition, on note 〈F 〉 le sous-espace vectoriel
de V engendré par F . On définit la compactification polyédrale de V relativement à Σ comme
l’ensemble union disjointe
V
p
=
⊔
F∈F
V/〈F 〉,
muni de la topologie que nous allons définir.
23
Si F0 ∈ F0 est une chambre, on appelle coin associé à F0 le sous-ensemble de V
p
:
CF0 =
⊔
F∈F , F⊂F0
V/〈F 〉,
où F0 désigne l’adhérence de F0 dans V . Remarquons que le coin CF0 contient une copie de V ,
pour la facette {0}.
Soient α1, ..., αr ∈ Σ tels que F0 = {x ∈ V : ∀i ∈ [[1, r]], αi(x) > 0}. Ceci permet de
considérer l’application :
β : CF0 → ]−∞,+∞]
r
x ∈ V/〈F 〉 7→ (β(x)i)i∈[[1,r]]
où β(x)i =
{
αi(x) si αi|F = 0
+∞ si αi|F > 0
.
L’application β est une bijection : munissons CF0 ⊂ V
p
de la topologie qui fait de la bijection
β un homéomorphisme de CF0 sur ]−∞,+∞]
r, muni de la topologie usuelle.
On munit V
p
de la topologie faible définie par la famille (CF0)F∈F0 : une partie U ⊂ V
p
est
ouverte si et seulement si, pour toute chambre F0 ∈ F0, la partie U ∩CF0 est ouverte dans CF0 :
ceci fait de V
p
un espace compact. Si l’on note W le groupe des automorphismes linéaires de
V qui préservent l’ensemble F des facettes, alors l’espace V
p
est une W -compactification de V
(voir [22, § I.2, p. 21]).
Compactification polyédrale d’un espace symétrique
Soit X un espace symétrique de type non compact, et x0 ∈ X un point base. Soit G un
groupe de Lie connexe agissant continûment isométriquement sur X, se surjectant sur Isom0(X)
avec noyau fini. Soit K = Gx0 le stabilisateur du point x0. Soit g = k⊕a⊕n une décomposition
d’Iwasawa de l’algèbre de Lie g de G. Le système de racines Σ associé à une sous-algèbre de
Lie a de g abélienne diagonalisable maximale donne une décomposition de a\{0} en cônes
simpliciaux.
D’après ce qui précède, on peut définir la compactification polyédrale ap de a. Si on choisit
une chambre de Weyl (ouverte) positive a+, notons alors a+
p
l’adhérence de a+ dans ap. Notons
∆ la base du système de racines Σ associée à la chambre de Weyl positive a+. Les facettes de
la chambre de Weyl a+ sont alors exactement les a+I , où I parcourt les parties propres de ∆.
Ainsi les facettes ajoutées pour obtenir la compactification polyédrale de a+ sont les a/aI , où
I parcourt les parties propres de ∆.
Remarquons que l’application :
K × a+ → X
(k,H) 7→ k exp(H) · x0
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est continue et surjective. Montrons qu’elle est propre : soit (kn exp(Hn) · x0)n∈N une suite
dans l’image de cette application convergeant vers k exp(H) · x0. Par compacité de K, on
peut supposer quitte à extraire que la suite (kn)n∈N converge vers k′ ∈ K. Alors la suite
(exp(Hn) · x0)n∈N converge vers k′−1k exp(H) · x0 dans X. Ainsi, il existe une suite (k′n)n∈N
d’éléments de K telle que la suite (exp(Hn)k′n)n∈N converge vers k
′−1k exp(H) dans G. Par
continuité de la composante dans A+ dans le décomposition de Cartan G = KA+K, on en
déduit que la suite (exp(Hn))n∈N converge vers exp(H) dans A+, et donc que la suite (Hn)n∈N
converge vers H dans a+. En conclusion, la suite (kn, Hn)n∈N converge vers (k′, H) dans K×a+.
On a donc montré que l’application K × a+ → X est propre.
Ainsi cette application, par passage au quotient, fournit un homéomorphisme dont on notera
l’inverse
ψ : X → (K × a+)/ ∼,
où (k,H) ∼ (k′, H ′) si k exp(H) · x0 = k′ exp(H ′) · x0.
Ceci suggère d’étendre la relation d’équivalence à G×a+
p
, en posant, si H ∈ a+ et H ′ ∈ a+ :
(g,H) ∼ (g′, H ′)⇐⇒ g exp(H)K exp(−H)g−1 = g′ exp(H ′)K exp(−H ′)g′−1.
Et, si I et I ′ sont des parties propres de ∆ et si H + aI ∈ a/aI et H ′ + aI′ ∈ a/aI′ :
(g,H + aI) ∼ (g
′, H ′ + aI′)⇐⇒ g exp(H)D
I exp(−H)g−1 = g′ exp(H ′)DI
′
exp(−H ′)g′−1.
Cette définition a bien un sens car, pour toute partie propre I de ∆, le groupe AI normalise
DI . En effet, le groupe A normalise le groupe NI et centralise le groupe M . De plus, le groupe
AI centralise le groupe GI , donc en particulier centralise le groupe KI .
Si I = ∆, alors a∆ = {0} donc on peut identifier H + a∆ et H ∈ a+. De plus, si l’on
note D∆ = K, ceci permet d’écrire la relation d’équivalence sous la même forme pour tous les
éléments de G× a+
p
:
(g,H + aI) ∼ (g
′, H ′ + aI′)⇐⇒ g exp(H)D
I exp(−H)g−1 = g′ exp(H ′)DI
′
exp(−H ′)g′−1,
où I et I ′ sont des parties quelconques de ∆.
Proposition 4.1. L’application f : a+
p
→ S(G) définie par H + aI 7→ exp(H)D
I exp(−H) est
continue.
Démonstration. Les espaces a+
p
et S(G) étant métrisables, nous allons montrer que f est
séquentiellement continue : soit (Hn + aIn)n∈N une suite de a+
p
convergeant vers H∞ + aJ , où
Hn ∈ a
In et H∞ ∈ aJ . Le nombre de facettes étant fini, on peut supposer quitte à extraire
que la partie In ⊂ ∆ est constante, égale à I. D’après la topologie sur a+
p
, nous avons néces-
sairement J ⊂ I. Or, par continuité de l’exponentielle et de l’action de G par conjugaison sur
S(G), l’application f restreinte à la facette aJ est continue : ainsi, on peut supposer que J est
strictement inclus dans I. Quitte à translater par H∞, on peut supposer que H∞ + aJ = aJ .
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Soit U un voisinage fermé deDJ dans S(G) : montrons que exp(Hn)DI exp(−Hn) appartient
à U si n est assez grand, ce qui montrera la continuité de f . D’après la proposition 3.10, il existe
des constantes ε > 0 et N > 0 telles que pour tout H appartenant à
Vε,N = {H ∈ a
+ : ∀α ∈ ∆\J, α(H) > N et α ∈ J, |α(H)| 6 ε},
nous ayons exp(H)K exp(−H) ∈ U .
Puisqu’on peut choisir les Hn modulo aI , on peut supposer que pour tout α ∈ ∆\I nous
ayons α(Hn) = 0. Puisque la suite (Hn+aI)n∈N converge vers aJ dans a+
p
, on en déduit que pour
tout α ∈ I\J nous avons α(Hn) −→
n→+∞
+∞, et que pour tout α ∈ J nous avons α(Hn) −→
n→+∞
0.
Ainsi il existe un entier n0 ∈ N tel que pour tout n > n0 nous ayons Hn ∈ Vε,N .
Soit (H ′m)m∈N une suite de a
+
I telle que pour tout α ∈ ∆\I nous ayons α(H
′
m) −→
n→+∞
+∞.
Ainsi pour tout m ∈ N et tout n > n0 nous avons les deux propriétés suivantes :
∀α ∈ ∆\J, α(Hn +H
′
m) > α(Hn) > N
∀α ∈ J, |α(Hn +H
′
m)| = |α(Hn)| 6 ε.
C’est-à-dire que Hn +H ′m ∈ Vε,N , donc exp(Hn +H
′
m)K exp(−Hn −H
′
m) ∈ U . Or lorsque l’on
fait tendre m vers +∞, on en déduit d’après la proposition 3.10 que, pour tout n > n0 nous
avons
lim
m→+∞
exp(Hn +H
′
m)K exp(−Hn −H
′
m) = exp(Hn)D
I exp(−Hn) ∈ U.
Ceci montre la continuité de f .
Remarquons que dans [15, Remark 7.34, p. 115], la continuité de l’action de G sur la com-
pactification polyédrale est démontrée via la compactification de Martin.
Définissons la compactification polyédrale de X par
X
p
= (G× a+
p
)/ ∼,
où l’espace X
p
est muni de la topologie quotient, et où l’inclusion X → X
p
est la composition
de l’homéomorphisme ψ : X → (K × a+)/ ∼ et de l’inclusion (K × a+)/∼ → (G× a+
p
)/∼.
L’espace X
p
est naturellement muni d’une G-action à gauche, quotient de l’action de G à
gauche sur le premier facteur de G× a+
p
.
Si G0 désigne la composante neutre du groupe des isométries de X, alors le morphisme
pi : G → G0 fourni par l’action de G sur X est, par hypothèse, surjectif et de noyau fini. Les
compactifications polyédrales de X obtenues pour G et G0 sont naturellement isomorphes, par
l’homéomorphisme pi-équivariant
(G× a+
p
)/∼ → (G0 × a+
p
)/∼
[(g,H)] 7→ [(pi(g), H)] .
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Proposition 4.2. L’espace X
p
est une G-compactification de X.
Démonstration. Puisque l’application f est continue, l’application G × a+
p
→ S(G) qui à
(g,H + aI) associe g exp(H)DI exp(−H)g−1 est continue et passe au quotient. Ainsi, l’espace
quotient X
p
est séparé. La projection K × a+
p
→ X
p
est surjective (tout élément de G × a+
p
est équivalent à un élément de K × a+
p
) et continue (par passage au quotient de l’inclusion
K × a+
p
→ G × a+
p
), or l’espace X
p
est séparé et l’espace K × a+
p
est compact, on conclut
donc que X
p
est compact.
Montrons que l’espace X, identifié par l’homéomorphisme ψ : X → (K × a+)/ ∼ à un
sous-espace de X
p
, est dense dans X
p
. Soit (g,H + aI) un point de G× a+
p
tel que son image
x dans X
p
n’appartienne pas à ψ(X), c’est-à-dire tel que I soit une partie propre de ∆. Tout
voisinage de (g,H + aI) dans G× a+
p
intersecte G× a+, car par définition a+
p
est l’adhérence
de a+ dans ap. Ainsi, tout voisinage de x dans X
p
intersecte ψ(X). Par conséquent, l’espace
X
p
est bien une compactification de l’espace symétrique X.
L’homéomorphisme X → G × a+/ ∼ est G-équivariant, donc l’espace X
p
est une G-
compactification de X.
Proposition 4.3. Les G-compactifications de Chabauty X
S
et polyédrale X
p
de l’espace symé-
trique de type non compact X sont G-isomorphes, via le G-homéomorphisme ϕ : X
p
→ X
S
qui
à la classe de (g,H + aI) associe g exp(H)D
I exp(−H)g−1.
Démonstration. D’après la définition de la relation d’équivalence ∼, l’application ϕ est bien
définie et injective. D’après le début de la preuve de la proposition 4.2, l’application ϕ est
continue. D’après le théorème 3.14, l’application ϕ est surjective. Or l’espace X
p
est compact
et X
S
est compact donc séparé : ainsi ϕ est un homéomorphisme, G-équivariant.
Proposition 4.4. La compactification polyédrale X
p
est G-isomorphe à la compactification
cellulaire duale X ∪∆∗(X), telle qu’elle est définie dans [15, Definition 3.40, p. 45].
Démonstration. Nous allons vérifier que la compactification polyédrale X
p
satisfait les hy-
pothèses du théorème [15, Theorem 3.38, p. 43], qui caractérise la compactification cellulaire
duale.
Soit (kn, Hn)n∈N une suite fondamentale au sens de [15, Definition 3.35, p. 41], c’est-à-
dire qu’il existe une partie propre I de ∆ telle que la suite (kn)n∈N de K converge vers k,
et si Hn = Hn,I + HIn est la décomposition de Hn ∈ a selon a = aI ⊕ a
I , alors la suite
(Hn,I)n∈N tend vers +∞ dans a
+
I et la suite (H
I
n)n∈N converge vers H ∈ aI,+. Alors, d’après les
propositions 3.10 et 4.3, la suite (kn expHn)n∈N converge, dans la compactification polyédrale,
vers la classe d’équivalence de (k,H + aI).
Soient (kn, Hn)n∈N et (k′n, H
′
n)n∈N deux suites fondamentales. Leurs limites formelles au
sens de [15, Definition 3.35, p. 41] sont (Ad k(a+I ), k exp(H) · x0) et (Ad k
′(a+I′), k
′ exp(H ′) · x0)
respectivement. Leurs limites dans la compactification polyédrale sont les classes d’équivalence
de (k,H + aI) et (k′, H ′ + aI′) respectivement. Notons a = exp(H) et a′ = exp(H ′).
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Supposons que les limites formelles soient égales. Alors, d’après la proposition [15, Proposi-
tion 3.4, p. 25], nous avons I = I ′ et k−1k appartient au normalisateur ZK(aI) = KIM de aI
dans K. De plus ka · x0 = k′a′ · x0 ∈ M , donc a−1k−1k′a′ ∈ K. Or a et a′ appartiennent à A+,
donc par unicité de la décomposition de Cartan G = KA+K, nous avons a = a′. Par ailleurs
a−1k−1k′a ∈ AIKIMAI ∩K ⊂ GIM ∩K = KIM . Par conséquent k−1k′ ∈ aKIMa−1 ∩KIM .
Donc, d’après la réciproque du théorème 3.15, on en déduit que
kaDIa−1k−1 = k′a′DI
′
a′−1k′−1.
Donc les limites dans la compactification polyédrale des classes d’équivalence de (k,H + aI) et
(k′, H + aI) sont égales.
Réciproquement, supposons que les limites dans la compactification polyédrale soient égales.
Alors, d’après le théorème 3.15, on en déduit que I = I ′, a = a′ et k−1k′ ∈ (KI ∩ aKIa−1)M .
Alors k−1k′ appartient au stabilisateur aKa−1 du point a · x0, donc
k′ exp(H ′) · x0 = k
′a · x0 = ka · x0 = k exp(H) · x0.
De plus k−1k′ ∈ KIM = ZK(aI), donc d’après la proposition [15, Proposition 3.4, p. 25], nous
avons Ad k(a+I ) = Ad k
′(a+I ). Ainsi, les limites formelles sont égales.
Ainsi, la compactification polyédrale X
p
satisfait les hypothèses du théorème [15, Theo-
rem 3.38, p. 43], donc est isomorphe à la compactification cellulaire duale. Ces compactifications
étant des G-compactifications de X (voir [15, Theorem 3.43, p. 46]), ce sont des compactifica-
tions G-isomorphes de X.
Théorème 4.5. Les compactifications de Chabauty, polyédrale, cellulaire duale ([15, Defini-
tion 3.40, p. 45]), de Satake-Furstenberg maximale ([15, Proposition 4.53, p. 73]) et de Martin
([15, Chapter VII, pp. 103–115]) sont G-isomorphes.
Démonstration. D’après les résultats [15, Theorem 4.43, p.66], [15, Proposition 4.53, p. 73]
et [15, Theorem 7.33, p. 115], les compactifications cellulaire duale, de Satake-Furstenberg
maximale et de Martin sont G-isomorphes. D’après les propositions 4.3 et 4.4, celles-ci sont
également G-isomorphes aux compactifications de Chabauty et polyédrale.
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