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Humans are capable of a remarkable feat. As children we acquire language at fast speed and 
with minimal effort considering the complexity of the underlying language system. Moreover, 
not only can we communicate in this first language; we can learn second and more languages 
at any point later in life. It was previously thought that high, native-like competency in a second 
language could only be achieved up to a certain critical age, and that different learning mecha-
nisms are in place for second (L2) compared to first (L1) language acquisition (Bley-Vroman, 
1990; Clahsen & Felser, 2006a; DeKeyser, 2000). However, more recently a more positive view 
of language learning has become prominent as well. This view emphasizes the high levels of 
fluency and competence in a second language that learners can achieve (Birdsong, 2006; Flege, 
1987; Friederici, Steinhauer, & Pfeifer, 2002; Rodríguez-Fornells, Cunillera, Mestres-Missé, & de 
Diego-Balaguer, 2009). Moreover, it postulates that the same learning mechanisms that were 
used to acquire the L1 are still in place for learning an L2 (Christiansen & Chater, 2008; Ellis & 
Cadierno, 2009; Robinson, 1997). Furthermore, even after minimal exposure on the scale of 
minutes, participants have been shown to be able to extract relevant linguistic information from 
continuous language input. This gives evidence of the power that our language learning mecha-
nisms have and that these are still available in adulthood (Gullberg, Roberts, Dimroth, Veroude, 
& Indefrey, 2010; Veroude, Norris, Shumskaya, Gullberg, & Indefrey, 2010).
 In this thesis I will explore how we learn second languages right from the start (chapters 
2, 3), as well as how second languages are processed and organized in relation to the native 
language (chapters 4, 5). Next to behavioural experiments that are tapping into the learning 
performance and language output, I will look at the underlying systems and processes in the 
brain, using a neuroimaging technique called fMRI. In this general introduction I will first in-
troduce some background on learning a new grammar, learning new words, as well as how 
the two languages relate to each other in established bilinguals; more extensive reviews and 
introductions into second language learning and bilingualism can be found here (Hulstijn, 2002; 
Indefrey, 2006; Indefrey & Gullberg, 2010; Kroll & Tokowicz, 2005; Segalowitz & Hulstijn, 2005). 
I will then explain the different experimental paradigms and techniques that we are using to 
investigate second language processing both behaviourally and with fMRI.
Learning a second language
New words
When we learn words in a second language, we learn a new lexical word form that is mapped 
onto meaning, and linked to syntactic information, for example, whether it is a verb or a noun. 
In a classroom setting we learn direct form-to-meaning mappings along with explicit informa-
tion like “this is a verb”. On the other hand, in more informal learning environments, e.g., when 
we are immersed in a new language, we need to extract and map the forms and meanings and 
their mappings from speech in context. To take a very simplified example, imagine that you are 
a second language learner of German and you might know some basic nouns like “Junge” (boy) 
and “Mädchen” (girl). If someone you are talking to is then pointing at a kissing couple saying 
“Der Junge küsst das Mädchen”, you might infer from the pointing that the speaker is referring 
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to the scene and that “küsst” means ‘kissing’. Obviously, this is an example in which a lot of help 
is given to the learner (e.g. the pointing to a limited choice of referents). However, it comes 
close to how we might be able to learn new words from context implicitly. In the learning ex-
periments (chapters 2 and 3) we therefore tried to keep the learning as close to such a real-life 
situation as possible. Words were not presented in isolation, but in a sentence context and the 
meaning was given in an accompanying picture. 
Brain regions involved in learning new words
New words, whether they are new words in the native language or in a second language, are 
added to the mental lexicon. A region of the brain often linked to the mental lexicon is the 
left posterior middle temporal gyrus (Hagoort, 2005; Menenti, Gierhan, Segaert, & Hagoort, 
in press; Snijders et al., 2009; Thompson-Schill, 2003), see Figure 1.1 for its location, and this 
region is active for newly learned words as well (Mestres-Missé, Càmara, Rodriguez-Fornells, 
Rotte, & Münte, 2008). The neural activation of words extends further into parietal cortex re-
gions like the supramarginal gyrus and the angular gyrus. Activations in these areas have been 
reported during word learning (Breitenstein et al., 2005) or semantic aspects of word process-
ing (Binder, Desai, Graves, & Conant, 2009; Lau, Phillips, & Poeppel, 2008). During the initial 
stages of word learning medial temporal structures like the hippocampus play an important role 
in word learning, while the neocortex (e.g. the posterior middle temporal gyrus) shows activa-
tion after consolidation (Davis, Di Betta, MacDonald, & Gaskell, 2008; Davis & Gaskell, 2009; 
Mestres-Missé, et al., 2008). This was formalised in the complementary learning systems ac-
count (CLS) of word learning (Davis & Gaskell, 2009) that proposed a two-tier learning process. 
The first rapid familiarisation process is linked to learning processes in the hippocampus while 
the second slower lexical consolidation process is linked to neocortical areas.
 Chapter 2 and chapter 3 include experimental manipulations that will allow us to inves-
tigate word learning. The processing of known words in a second language is something that 
we will only discuss in passing, as the chapters on established bilinguals (chapter 4, 5) focus on 
syntactic processing. However, chapter 5 does include a verb repetition manipulation as well, 
which allows us to look at interactions between lexical and syntactic processing.
Learning a new grammar
Beyond learning new words and their meaning, learning a new language means learning about 
the structure of the language as well. A language learner has to acquire sensitivity to the regu-
larities and patterns that make up the structure of sentences in the new language. Moreover, 
the learner will have to comprehend how the new grammar maps its structural forms onto 
meaning: ‘who did what to whom’; or more specifically, how the grammatical roles (the gram-
matical relations between entities in the sentence, e.g. ‘subject’) are mapped onto thematic 
roles (the semantic relations between entities in the sentence, .e.g. ‘agent’, the doer of an 
action). This forms the interface between the grammatical and the semantic interpretation of 
Chapter 1
12
the sentence. The learner thus has to map the subject, object, verb etc. of the sentence struc-
ture onto the agent, patient, and action etc. that is being described. A learner of, for example, 
English would have to understand that in a sentence like “The girl kisses the boy”, ‘the girl’ and 
‘the boy’ are words of the grammatical class noun and that ‘kisses’ is a word of the grammatical 
class verb. Moreover, they would have to learn that ‘the girl’ is the subject as well as the agent 
of the action and ‘the boy’ the object as well as the patient. There are several ways in which a 
learner could acquire the knowledge of how to interpret this sentence. In a class room setting 
the teacher might give the pupils an explicit rule, ‘the first noun is the subject, the second one 
the object’. However, learners that are immersed in a new language environment can acquire 
this knowledge as well. It involves becoming sensitive to the regularities of the language, for 
example, which types of items co-occur together in which order, and how these map onto their 
meaning. 
 Most of us have the experience of being taught the grammar of a second language with 
specific rules like “A noun phrase in German can take a genitive attribute to describe posses-
sion. The nouns within this attribute have to be case-marked by an ‘s’, e.g. “Das Kleid des jungen 
Mädchens” (The dress of the young girl)“, that at least in the early stages of learning are then ex-
plicitly applied in language production by the learner. I catch myself explicitly swapping around 
the “German word-order” to the “Dutch word-order” as I have learned the rule that in most 
cases verbs cluster the opposite way in Dutch. This, however, does not mean that later on we 
cannot achieve automatic processing of an L2 . Furthermore, it is possible to learn grammatical 
rules and dependencies implicitly as is shown in the vast literature on artificial grammar learn-
ing (Petersson, Folia, & Hagoort, in press; Uddén et al., 2009) and artificial language learning 
(Newman-Norlund, Frey, Petitto, & Grafton, 2006; B. Opitz & A. Friederici, 2003; Opitz & Fried-
erici, 2004, 2007). These paradigms are described in more detail in the section on experimental 
paradigms. 
Brain regions involved in learning a new grammar
Across the studies described in the previous section, the left inferior frontal gyrus (LIFG), Brocas’ 
region, sticks out as the region that is consistently linked to the acquisition of a novel grammar 
(see Figure 1.1 for its location). This observation links well to studies of native language syn-
tactic processing that see the LIFG as a centre for unifying the building blocks of language (Ha-
goort, 2005). Both implicit as well as explicit learning of a new language engages Broca’s region 
(Musso et al., 2003; Newman-Norlund, et al., 2006). Additionally, the application of rules might 
engage the basal ganglia, as they guide controlled behaviour like non-automatic rule application 
(De Diego-Balaguer et al., 2008; Rodríguez-Fornells, et al., 2009; Yin & Knowlton, 2006). Poste-
rior middle temporal regions might contain the store of lexical information. This lexical informa-
tion with some additional grammatical representation is then unified into coherent sentences 
in LIFG (Hagoort, 2005; Snijders, et al., 2009).
 In the experiments described in chapters 2 and chapter 3, we will investigate how new 
grammars are learned. We will look at behavioural measures (chapter 2) as well as the underly-
ing neural infrastructure using fMRI (chapter 3).
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Figure 1.1. A) Activations for reading experimental sentences in the three fMRI experiments 
of this thesis showing activation of the ‘classical’ language areas in the left hemisphere for 
second language processing. All activations are thresholded at FWE p<0.05, k(number of vox-
els)=50. In yellow are the activations for reading sentences in the novel language “Alienese” 
over the first days of learning this language (Chapter 3) compared to a common baseline. In 
red are the activations for reading all types of sentences in the crossed-dependency study 
(Chapter 5) compared to a baseline of consonant strings; and in blue are the activations from 
the cross-linguistic priming study (Chapter 4) again compared to a baseline of consonant 
strings. B) The memory, unification and control (MUC) model of language processing with the 
core areas relevant for language processing in L1; LIFG in blue, and left temporal cortex in yel-
low (picture taken from (Hagoort, 2005)1).
Bilingual language processing
While chapters 2 and 3 focus on the first days of second language learning, in chapters 4 and 
5 we move to the organisation of L2 processing once the L2 has been learned to a good pro-
ficiency level. When we compare artificial grammar learning studies to studies on syntactic 
processing in an L1, we notice that the same neural networks seem to be active (Petersson, 
et al., in press). This suggests that the same regions might be involved in language processing 
in the initial stages of learning as well as in later stages when the syntactic knowledge is more 
advanced. This is illustrated in Figure 1.1. However, even if the regions look very similar on the 
surface, there are still several logical possibilities regarding how the second language is organ-
ized in relation to the first.  On the one hand, the first and the second language could be both 
functionally and “brain-anatomically” separate, although on a small spatial scale, below the 
standard resolution of fMRI. On the other hand, the second language could entirely overlap in 
1 Reprinted from Trends in Cognitive Science, Vol.9, No.9, Hagoort, P., On Broca, brain and binding: a new framework, 
p. 421, Copyright (2011), with permission from Elsevier.
A) B)
left posterior middle temporal gyrus
left inferior frontal gyrus - Broca’s complex
left temporal cortex
left inferior frontal gyrus - Broca’s complex
(dorsolateral prefrontal cortex)
supramarginal and angular gyrus 
(parietal cortex)
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its processing system with the first, or only some representation could differ. Moreover, overlap 
and separation might be dependent on variables such as age of acquisition, proficiency in the 
second language, mode of learning (e.g. explicit, implicit) and type of information (phonologi-
cal, syntactic, semantic, lexical) (Abutalebi, 2008; Abutalebi, Cappa, & Perani, 2001; Indefrey, 
2006; Morgan-Short, Steinhauer, Sanz, & Ullman, 2011; Wartenburger et al., 2003). Standard 
neuroimaging techniques like fMRI do not have the spatial resolution to distinguish the differ-
ent possibilities of how the two languages are organised. However, using novel experimental 
techniques like fMRI adaptation (described further in the section experimental techniques), we 
can investigate very specific functional neural networks with below voxel-level spatial resolu-
tion. We make use of this technique in all fMRI experiments described in this thesis (chapters 
3, 4 and 5). Chapters 4 and 5 use it to investigate the neural organisation of bilingual syntactic 
processing in particular.
Experimental paradigms
In this section I will introduce the experimental paradigms that allow us to investigate sec-
ond language learning. The first one is syntactic priming, which is used to investigate syntactic 
processing in language learners as well as established bilinguals. The second are miniature lan-
guages, which allow investigating the first stages of language learning while having full experi-
mental control over the input that the learner receives. 
Syntactic priming
Syntactic priming reflects the facilitation of syntactic processing after the repetition of a syn-
tactic structure (see  Ferreira and Bock (2006) and Pickering and Ferreira (2008) for reviews), 
see Figure 1.2. In a seminal paper Bock (1986) showed that participants were more likely to 
describe a picture with a syntactic structure if they had just used this structure in the preceding 
sentence. In language comprehension, syntactic priming can be seen in faster reading times for 
repeated sentences (Tooley & Traxler, 2010; Traxler & Tooley, 2008), or in a bias towards a cer-
tain interpretation of the target sentence (Branigan, Pickering, & McLean, 2005). 
 There are different theories on the functions of syntactic priming that are most prob-
ably not mutually exclusive. Syntactic priming is linked to promoting fluency, implicit learning, 
language learning more generally and alignment. The idea that priming promotes fluency was 
already proposed in one of the first studies of syntactic priming (Levelt & Kelter, 1982). In this 
experiment, participants had to answer questions and were shown to repeat the structure of 
the question in their answer. This was interpreted as an effect of fluency as it might be more 
economical to repeat the structure than regenerate a new utterance from scratch. This function 
of syntactic repetition was confirmed by more recent studies showing that if the same structure 
is used on prime and target, participants are faster in starting to produce the target sentence 
(Segaert, Menenti, Weber, & Hagoort, 2011; Smith & Wheeldon, 2001; Wheeldon & Smith, 
2003).
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Moreover, syntactic priming might have a more social function as well. Syntactic priming might 
assist the alignment between speakers in a dialogue. Through priming on all kinds of levels, e.g. 
lexical, syntactic, the alignment of representations between speakers is enabled and facilitated 
(Pickering & Garrod, 2004).
 
Figure 1.2. Types of trials in our experiments, syntactic priming trials on the left (as a passive 
structure is presented on prime and target) and no syntactic priming trials on the right (as an 
active structure is presented on the prime and a passive structure on the target); A) in case of 
no additional verb repetition, B) with verb repetition.
 Yet another idea, particularly relevant for this thesis, states that syntactic priming might 
be linked to language learning. The repetition of a syntactic structure might strengthen the 
representations for this structure and stabilise its memory trace. An influential theory of syntac-
tic priming proposes that syntactic priming might be an implicit language learning mechanism 
A game was played by the girl.
The rabbit was eaten by the tiger.
Prime
Target
No prime
Target
The rabbit was eaten by the tiger.
The girl played a game.
An apple was eaten by the girl.
The rabbit was eaten by the tiger.
Prime
Target
No prime
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The rabbit was eaten by the tiger.
The girl ate an apple.
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Verb Repetition
No Verb Repetition
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B)
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(Bock & Griffin, 2000; Chang, Dell, Bock, & Griffin, 2000). The implicit nature of syntactic prim-
ing is substantiated by findings that patients with amnesia can show syntactic priming effects 
(V. Ferreira, Bock, Wilson, & Cohen, 2008). This means that at least some part of the syntactic 
priming effect cannot be due to explicit memory of the prime item but is due to procedural 
memory. Furthermore, according to this view, syntactic knowledge is abstract, independent 
from lexical knowledge or the wider discourse context. The learning component of the theory 
was put forward after it was discovered that syntactic priming effects are long-lasting. Even if 
up to 10 items intervened between the prime and the target, substantial priming effects were 
found (Bock & Griffin, 2000). These long-lasting effects of syntactic repetition might reflect the 
tuning of the syntactic processing system by experience with the syntactic structure. Syntactic 
priming might help in establishing a new mapping between a structural form of a sentence, e.g. 
a word order, and its meaning, e.g. ‘who did what to whom’. Computationally, this has been 
implemented as an implicit learning mechanism in which the prediction error in the system is 
reduced due to priming (Chang, et al., 2000). Once a structure has been learned, syntactic rep-
etition tunes the parser to compute the same linking between structure and form again (Bock, 
Dell, Chang, & Onishi, 2007; Bock & Griffin, 2000). Additionally, another prediction follows from 
the implicit learning theory, the inverse preference account (V. Ferreira & Bock, 2006). Priming 
effects should be stronger for infrequent structures as here the learning effect should be larger. 
 Although purely structural syntactic priming effects can be found, verb repetition boosts 
the syntactic priming effect (Pickering & Branigan, 1998). However, there is some evidence that 
this lexical influence might be a short-lived boost to the syntactic priming effect driven by ex-
plicit rather than procedural memory (Hartsuiker, Bernolet, Schoonbaert, Speybroeck, & Van-
derelst, 2008; Konopka & Bock, 2005). Nonetheless, an important theory of syntactic priming 
proposes a lexicalist syntactic processing system (Pickering & Branigan, 1998). According to this 
model, lexical items, for example verbs, link to combinatorial nodes (encoding, for example, a 
passive structure). These combinatorial nodes link to other verbs that can form this structure. 
Thus, every time a sentence is processed a combinatorial node is activated via a specific verb. 
This leaves traces of activation, residual activation, both on the lexical as well as the combina-
torial node and their link. This residual activation results in the structural priming effect if the 
same combinatorial node is activated on the target sentence. Moreover, if the verb is repeated 
as well, both the combinatorial and lexical nodes as well as their link are activated again, result-
ing in a syntactic priming effect with an additional lexical boost.
 The idea that syntactic priming promotes language learning (Bock & Griffin, 2000; 
Chang, et al., 2000; V. Ferreira & Bock, 2006), is especially important for this thesis. While the 
results in this thesis might be informative on theories of syntactic priming, the main purpose 
of syntactic priming will be as a paradigm to study L2 processing.  We use syntactic priming 
as an online measure of syntactic processing. The finding of syntactic priming in bilinguals or 
second language learners shows that these participants are sensitive to the syntactic structures 
presented to them (chapters 2 and 3). Furthermore, it allows us to specify for which types of 
syntactic structures L1 and L2 processing is the same (chapter 4) and for which it is not (chapter 
5). As such, we have a window into syntactic processing during language learning.
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 Furthermore, as syntactic priming effects are influenced by the repetition of the main 
verb (Pickering & Branigan, 1998), we are going to investigate how this lexical effect maps out in 
our studies. In chapters 2, 3 and 5 we will use verb repetition as an additional factor to investi-
gate the interactions between structural and lexical processing during second language learning 
and second language processing.
Miniature languages
Miniature or artificial languages are a way to study language learning in a controlled manner. 
These are made-up languages or miniature versions of existing languages, with a limited vo-
cabulary and a subset of syntactic structures. Commonly in these studies, lexical items are first 
learned by heart in a training phase (Friederici, et al., 2002; Musso, et al., 2003; Newman-
Norlund, et al., 2006) followed by a phase in which the grammatical rules are either explicitly 
given (Musso, et al., 2003) or implicitly acquired from sentence input (Friederici, et al., 2002; 
Newman-Norlund, et al., 2006). In the experiments described in chapters 2 and 3 participants 
learned a new artificial language ‘Alienese’ with new words and new word orders. 
Experimental techniques
In this thesis both behavioural as well as neural measures are used to investigate second lan-
guage processing. In this section I will describe the behavioural and neuroimaging techniques 
we used.
Behavioural
In the behavioural experiments we looked at several different types of measures. In the learn-
ing experiment (chapter 2), we recorded voice-onset times relative to the visual presentation of 
the sentence. This measure tells us how quickly participants start reading sentences presented 
to them out loud. Moreover, we used a picture-choice paradigm (chapters 2 and 3), in which 
participants had to choose between two pictures, giving us a measure of how correct they were 
in making this decision.
 In the bilingual experiments we used self-paced reading times as a behavioural meas-
ure (chapters 4 and 5). Participants were visually presented with words or sentence segments 
and had to press a button to continue to the next word or segment, thereby giving us an indica-
tion of how quick they were in reading these sentences.
FMRI
Functional magnetic resonance imaging (fMRI) is a neuroimaging technique that is used to lo-
calize areas activated by specific cognitive processes over time (Huettel, Song, & McCarthy, 
2004). A magnetic resonance scanner uses high-strength magnetic fields (usually in the range 
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between 1.5 and 7 Tesla) to acquire images of different tissue types; in our case of the human 
brain. This gives us structural images showing the brain’s anatomy. In case of fMRI, Blood Oxy-
gen Level Dependent (BOLD) signal is measured. BOLD measures neural activity indirectly via 
hemodynamic changes in the brain. Neural activation will lead to an increase in blood flow to 
and blood volume in the activated region. This changes the blood oxygenation level in these 
regions, which in turn changes the magnetic properties of the tissue. This can then be used to 
localise brain activity on the scale of millimetres with a temporal accuracy of several seconds.
FMRI adaptation paradigms
In the studies presented in this thesis we made use of a special type of fMRI experimental de-
signs, fMRI adaptation paradigms. Instead of comparing the activation of a certain condition 
versus a baseline, with this technique one can get at the activity related to more functionally 
specific brain activation patterns. Repetition of the stimulus features of interest will lead to rep-
etition suppression, a reduction in neural activity. Repetition suppression is often thought of as 
the neural correlate of behavioural priming (Henson, 2003). The basic assumption is that if we 
find a behavioural facilitation effect (e.g. in reaction times), to the repetition of a feature, we 
would also expect a reduction in neural activity in areas processing these stimulus features. The 
advantage of repetition paradigms is that the repetition of different features of language (e.g. 
words or structures) allows the identification of the neural networks related to these stimulus 
features.
 The appeal of repetition suppression paradigms lies in its superiority over standard 
fMRI paradigms with regard to tapping into functional specificity of neuronal populations at 
below voxel level spatial resolution (Grill-Spector & Malach, 2001; Krekelberg, Boynton, & van 
Wezel, 2006), as well as being able to identify the neuronal substrates of a very specific neu-
ronal representation or process. Consequently it is regarded as an invaluable tool in cognitive 
research from visual (Grill-Spector et al., 1999) to language processing (Gagnepain et al., 2008). 
 Let us consider a fictional example to work out the logic behind this paradigm (see 
Figure 1.3). Assume we discovered the “animal area” in the brain and now we are looking for 
neuronal populations coding for elephants versus lions. Using a traditional event-related fMRI 
paradigm we would randomly present pictures of elephants and lions with the result of find-
ing the very same “animal area” active. If instead we introduce a repetition paradigm, in which 
we have trials during which two elephants or two lions follow each other (versus trials during 
which different animals follow each other) we can see whether any neuronal populations show 
an adaptation effect, i.e. repetition suppression, to the repeated presentation of elephants or 
lions. If we indeed found such repetition suppression responses we would be able to conclude 
that there are neuronal populations coding specifically for elephants that do not respond to 
lions and vice versa although the neurons lie in the same “animal area”. And more specifically 
we would be able to conclude that within one voxel, within the “animal area”, there are at least 
two different neuronal populations coding for elephants and lions respectively. In chapters 3, 4 
and 5 of this thesis I will make use of this logic to investigate the functional neural networks un-
derlying the learning of grammatical structures (chapter 3) and how these syntactic structures 
are processed and organised once learned (chapter 4,5).
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Figure 1.3 Depiction of the basic principles underlying standard and repetition suppression 
paradigms. 
 
Repetition enhancement
While repetition suppression is thought of as the standard response in priming and repetition 
paradigms, several variables can bias these effects to repetition enhancement; increased neural 
activation after stimulus repetition. These are variables like stimulus novelty, visibility, timing, 
explicit memory processes, expectation, and attention. 
 As of yet, there is no agreement of what the underlying mechanisms for repetition 
suppression and enhancement are (Grill-Spector, Henson, & Martin, 2006; Segaert, Weber, de 
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Lange, Petersson, & Hagoort, in revision). However, we will discuss our findings in light of the 
different possible mechanisms in chapter 6.
Outline
In this thesis I will explore second language learning and processing at different time points dur-
ing learning. Beginning with the very first hours and days of learning a new language I will then 
turn to proficient second language speakers.
 Chapter 2 will describe learning processes during the first days. Here, we will use a syn-
tactic priming paradigm coupled with an artificial language to investigate these processes.
 In Chapter 3, we use the same kind of syntactic priming and artificial language learning 
paradigm. However, this time we look at the underlying neural correlates of learning syntax us-
ing fMRI. 
 Chapter 4 jumps from the first days to proficient bilinguals that have had many years 
of experience with their second language; in this case German native speakers who learned 
English in high-school. This chapter will show that the syntax of a first and a second language is 
processed by the same underlying syntactic processing system in the brain, again using fMRI.
 Chapter 5 slightly complicates the findings from chapter 4. For the simple sentences in 
chapter 4, second language and first language processing seemed to be very similar. However, if 
we turn to very complex sentence structures, second language speakers seem to process these 
in a different way from native speakers.
 In chapter 6, I will summarise the main findings of chapters 2 to 5 and discuss these in 
the context of the literature in the field. Moreover, I will outline shortcomings of the experi-
ments and sketch some ideas for future experiments.
 


Primed from the start: 
Syntactic priming during the first days of language 
learning
This is a slightly modified version of:
 Weber, K., Christiansen, M.H., Indefrey, P. & Hagoort, P. (in revision). Primed from the start: 
Syntactic priming during the first days of language learning.
Chapter 2
24
Abstract
How quickly are new grammatical regularities integrated into the language system? In this 
study, we approach this question by embedding a syntactic priming paradigm within an artificial 
language learning task. The results point to native-like syntactic processing effects within the 
first days of learning: syntactic and lexical priming effects reveal participants’ sensitivity to both 
novel word-orders and new words. These findings show that novel syntactic structures and 
their meaning can be acquired. More generally, our study indicates that the same mechanisms 
are involved in learning both artificial and natural languages, with implications for the relation-
ship between first and second language learning.
Introduction
Unless you sit in a class room being taught a second language, a new language doesn't come at 
you in bits and pieces. Being immersed in a new language environment means handling various 
aspects of the new language, including new words and new grammatical regularities, all at the 
same time. Not only do language learners have to learn the meaning of the individual words, 
they also have to learn how the structure of the sentences maps onto meaning, i.e. “who did 
what to whom”.  Some theories claim that second language processing is different from first 
language processing and that different learning mechanisms are involved after puberty (Bley-
Vroman, 1990; Chomsky, 1965; Clahsen & Felser, 2006a; DeKeyser, 2000). However, other ac-
counts sketch a more integrated view of learning, where the same mechanisms are in place 
for first and second language acquisition (Christiansen & Chater, 2008; Ellis & Cadierno, 2009; 
Robinson, 1997). This is underlined by findings that the same brain regions are recruited for first 
and second language processing (Indefrey, 2006) and that native-like brain signatures of syntac-
tic processing, even in miniature languages, are found very quickly (Christiansen, Conway, & On-
nis, in press; Friederici, et al., 2002; Morgan-Short, et al., 2011). Miniature artificial languages 
(Newman-Norlund, et al., 2006; B. Opitz & A. Friederici, 2003; Opitz & Friederici, 2004, 2007) 
are an ideal test bed to investigate learning, as the input that the learner receives can be fully 
controlled. To date, most of these studies have separated the learning and the test phase. Here, 
we combine an artificial language learning paradigm with a syntactic priming paradigm to study 
syntactic processing online during language learning. We hypothesized that native like syntactic 
priming effects would occur after minimal exposure to novel syntactic structures.
 Syntactic priming reflects the facilitation of syntactic processing upon the repetition of 
syntactic structures (see Ferreira & Bock (2006)  and Pickering & Ferreira (2008) for reviews). 
Because syntactic priming provides evidence that participants are sensitive to specific syntactic 
constructions, it can be used as a tool to investigate syntactic processing. Moreover, syntactic 
priming effects have been found to known structures in first and second language processing 
(Hartsuiker, Pickering, & Veltkamp, 2004; Weber & Indefrey, 2009). However, only one study 
(Kaschak & Glenberg, 2004) showed that novel constructions (form-meaning pairs) like “this 
table needs cleaned” are primeable. 
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During learning, syntactic priming provides an indication of when the processing system has 
accommodated novel structures. Theories of syntactic priming, like the implicit learning theory, 
have proposed that syntactic priming might even be a mechanism for language learning (Bock 
& Griffin, 2000; Chang, Dell, Bock, & Griffin, 2000), as the repetition of syntactic structures 
might help in mapping meaning onto form (Ferreira & Bock, 2006). Therefore, syntactic priming 
effects might be particularly strong during learning. From this follows an additional prediction, 
the inverse preference account. Priming effects should be stronger for infrequent structures as 
these might still benefit from repetition (V. Ferreira & Bock, 2006). 
 The implicit learning theory is a purely structural account, independent of lexical rep-
resentations or the wider discourse context. Other theories, like the residual activation account 
(Pickering & Branigan, 1998), link syntactic priming to the activation of syntactic frames which 
are tied to lexical representations. This implies that syntactic processing is lexically guided (Jack-
endoff, 2002) and that consequently verb repetition will boost syntactic priming effects (Picker-
ing & Branigan, 1998). Priming due to verb repetition might be helpful to language acquisition 
because of the additional fboosting of the mapping process between form and meaning. This 
could be because of a strong lexical mediation or even lexical-specificity at the beginning of 
learning (Savage, Lieven, Theakston, & Tomasello, 2003; Tomasello, 2000).
 In this study, participants were exposed to a novel language, which they learned in 4 
sessions over the course of 9 days. They read sentences with novel lexical items occurring in 
novel transitive word-orders. Participants could infer the meaning of these sentences from the 
accompanying pictures. This allowed them to map the subject, object and verb of the transitive 
sentences onto the agent, patient and action that they saw in the pictures. The experimental 
manipulation consisted of both sentence structure and lexical repetition. To test the inverse 
preference account, we added a frequency manipulation.
Methods
Participants
In this study we tested 27 Dutch native speakers (21 female, 6 male). Three subjects (2 female, 
1 male) were subsequently excluded from the analysis due to technical problems with the voice 
key. All participants had normal or corrected to normal vision. The participants received course 
credits or money for their participation. All participants gave informed consent prior to partici-
pating.
Materials
The artificial language consisted of 36 transitive verbs, 10 intransitive verbs, and 4 nouns (see 
Appendix A). There were 4 different types of sentence structures in this language (see Appendix 
A). Two were novel transitive word-orders that are not permissible for Dutch transitive sentenc-
es. These word-orders were verb-object-subject (VOS) and object-subject-verb (OSV). A third 
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transitive word-order was subject-verb-object (SVO), the ‘active’ word-order in Dutch and thus 
known to the participants. The fourth sentence structure was an intransitive subject-verb (SV) 
word-order, also present in Dutch, which was used in filler sentences. All subjects and objects 
were animate (man, woman, girl, boy). 
 Lexical items were novel with an easy to produce syllabic structure, words consisted of 
V- or CV- syllables (see Appendix A, Table 1). A list of lexical items was rated by 6 Dutch native 
speakers and those that resembled Dutch or otherwise meaningful words were removed. The 
assignment of meaning to the different words was counterbalanced across subjects. There were 
8 different word-referent assignment lists with two different VOS and OSV frequency distribu-
tions, resulting in 16 experimental lists per day. The lists for day 2 contained 20 trials (prime-
target pairs) for the frequent word-order condition and 10 for the infrequent and known word-
orders. The lists for day 3 and day 9 contained 20 trials per condition.
 The sentences described events depicted in black and white photographs. There were 
8 possible depictions of each event. These were realised using two sets of actor pairs (girl/boy 
and woman/man), where the agent was either the male or the female actor and where the 
agent was either located to the left or to the right in the picture. 
Procedure
Participants took part in the experiment on four different days, day 1, 2, 3 and 9 (the latter could 
vary between day 7 and 10 due to scheduling difficulties). They were told that they were go-
ing to learn a new language, “Alienese”.  The experiment was run using Presentation software 
(Neurobehavioral Systems, www.neuro-bs.com). Participants sat in front of a desktop compu-
ter. Words and sentences were presented in white “Arial” font of size 22 on a black background.
 On day 1, participants learned the four nouns, the words for man, woman, boy and girl 
by means of a picture-word matching paradigm. First, each word was given with a matching pic-
ture 6 times, all nouns intermixed. To verify the learning, the pictures were then given with the 
4 possible nouns. Participants had to choose the matching noun by a button press. Participants 
had learned all four nouns by the end of the experiment (after 6 more repetitions of each noun). 
For one subject the whole procedure was repeated again, as she was not a 100% correct after 
the first round of exposure.
 On day 2, participants took part in a sentence training session. 80% of the sentences 
were experimental items and 20% were filler sentences (intransitives). In total, including filler 
sentences, word-order 1 (counterbalanced across participants between VOS and OSV) occurred 
40% of the time and the other three word-orders (word-order 2, known word-order and intran-
sitive word-order) 20% of the time. Participants were asked to read the sentences out loud. Pic-
tures and sentences were displayed simultaneously (the picture was presented in the middle of 
the screen and the sentence was presented in the middle of the bottom half of the screen over-
lapping the picture). A picture-sentence trial would start with a fixation cross being displayed 
for 2 seconds followed by the sentence and picture which were displayed simultaneously for 4 
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seconds. To mirror the manipulations of the next days we included lexical and syntactic priming 
manipulations. Both verbs and word-orders were repeated in half of the cases, orthogonally to 
each other. The nouns were never repeated in subsequent sentences. Sentences containing the 
woman and the man alternated with those containing the boy and the girl.
 On day 3 and day 9, participants took part in the experimental sessions. Here, all word-
orders occurred equally often. On these days, the picture was displayed after the sentence. The 
sentence-picture trial structure is described in Figure 2.1. In addition to reading the subjects 
now had to perform a comprehension task. After a target sentence, the participants were pre-
sented with two pictures (see Figure 2.1). Both pictures depicted the same action with the same 
actors, but the roles of the actors (agent and patient) were reversed. Participants were asked to 
decide which picture matched the preceding sentence by pressing one of two buttons with their 
left and right index fingers. 
 At the end of the sessions on day 2, 3 and 9, participants received a pen and paper 
questionnaire with all 46 Alienese verbs. They were asked to translate these verbs into Dutch. 
 
Figure 2.1 Trial structure on day 3 and day 9. A sentence-picture started with a fixation cross 
jittered between 400 and 3000 ms followed by the sentence which was presented for 2 sec-
onds. After a black blank image jittered between 100 and 2100 ms, the picture was presented 
for 3 seconds (4 seconds if two pictures were presented).
Sako miru ona.
Josa komi sawe.
+
Syntactic Repetition
  
 
 
time
+
+
Sako simera.
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Results
Verb translation
A linear contrast in an ANOVA on arcsine transformed proportions of verbs translated over the 
different days showed significant learning improvement over the days, F(1,22)=72.237, p<0.001, 
partial η2=0.77  (see Figure 2.2)1. 
 
Figure 2.2 Participants quickly learned the verbs, from day 2 (mean: 27.98 %, range: 4.35%-
71.74% ) they improved on day 3 (mean: 48.96 %, range: 19.57%-95.65% )  and  day 9 (mean: 
64.76 %, range: 21.74%-97.83%).
Syntactic Priming
Two repeated measures ANOVAs were performed. The first investigated the effects on the pic-
ture choice task, the second the effects on the reading onset times. Both ANOVAs contained the 
factors Day (Day 3,9), Type of Sentence (Frequent, Infrequent, Known),  Verb (Verb Repeated, 
Not Repeated) and Syntax (Syntax Repeated, Not Repeated). 
Picture Choices
To investigate effects of word-order and verb repetition on the picture choices we analysed the 
correct choices. The analysis was performed on arcsine transformed proportions (effect sizes 
2 One participant did not fill in the verb translation questionnaire on the first day and was thus excluded from this 
analysis
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Figure 2.3 Behavioural effects on Picture Choices
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are reported in percentage correct). The participants improved in making the correct picture 
choices from day 3 (mean=84%) to day 9 (mean=93%), F(1,23)=45.15, p<0.001, partial η2=0.66 
(see Figure 2.3). Moreover, the repetition of the word-order improved the correct picture choice 
by 3.5%, F(1,23)=20.20, p<0.001, partial η2=0.47. This syntactic repetition effect was stronger 
on day 3 than on day 9, F(1,23)=24.80, p<0.001, partial η2=0.52. On day 3 the simple effect of 
syntactic repetition was significant, F(1,23)=43.51, p<0.001, partial η2=0.65, while on day 9 it 
was not F<1. Overall there was a significant 3-way interaction between day, verb repetition and 
syntactic repetition, F(1,23)=9.04, p<0.01, partial η2=0.28. On day 3 the syntactic repetition 
effect was modulated by verb repetition, F(1,23)=6.64, p<0.05, partial η2=0.22. The improve-
ment for syntactic repetition in case of verb repetition was stronger than if the verb was not 
repeated (9% and 4% respectively). However, the main effect of syntactic repetition was signifi-
cant in both cases, F(1,23)=30.76, p<0.001, partial η2=0.57 and F(1,23)=15.82, p<0.001, partial 
η2=0.41, respectively. On day 9 only verb repetition itself helped in making the correct picture 
choices, F(1,23)=5.87, p<0.05, partial η2=0.20. There was no main effect of syntactic repetition 
or interaction between syntactic repetition and verb repetition. There were no main effects or 
interactions with the type of sentence structure.
Reading Onset Times
To look at repetition effects during the processing of the sentences themselves, we analysed 
reading onset times (RTs) measured by a voice key. To exclude outliers, we first removed reading 
onset times >5000 ms or <60 ms. Subsequently, we computed the mean RTs for transitive sen-
tences per day and subject and removed RTs that were more than 3 standard deviations below 
or above the mean. On average, 0.5 (standard error=0.074) trials per condition were removed. 
There were no significant differences in the number of trials removed from the different condi-
tions.
 Verb repetition lead to faster reading onset times, F(1,23)=18.68, p<0.001, partial η2=-
.45, as did the repetition of syntactic structure, F(1,23)=21.15, p<0.001, partial η2=0.48 (see 
Figure 2.4). These two effects interacted, F(1,23)=4.56, p<0.05, partial η2=0.17, as the syntactic 
repetition effect was stronger if the verb was repeated, F(1,23)=18.53, p<0.001, partial η2=0.45 
than if it was not, F(1,23)=3.27, p=0.84, partial η2=0.13. There were no significant interactions 
with the factors day or type of structure.
Discussion
In this study, we have shown that language learners can acquire new lexical items and novel 
word-orders very quickly. Although the meaning was only provided in the form of pictures, par-
ticipants were able to extract this information from the novel language. Both the meaning of 
the verbs and the syntactic structures were learned to a high proficiency level as shown in the 
65% correct verb translations and the performance of 93% correct on the picture choice task 
on day 9. 
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Figure 2.4 Behavioural effects on reading onset tim
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 The results of our study are also informative about the learning and processing of syn-
tactic structures. Firstly, the syntactic priming effects we observed on novel syntactic struc-
tures indicate that syntactic priming can be used as a tool to tap into syntactic processes during 
language learning. Strikingly, our results show that language learners become sensitive to the 
underlying syntactic structures very quickly, even if those structures are not given to the learner 
explicitly. Moreover, similar to syntactic priming effects for native-language structures (Picker-
ing & Branigan, 1998), the syntactic priming effects for unknown structures were also boosted 
by verb repetition. Nonetheless, significant syntactic priming effects were found even in the 
absence of verb repetition, at least on the picture choices. This suggests that already in the 
first days of experience with a new structure, this structure may not be entirely lexically-bound. 
Rather, it seems that some amount of generalization to other verbs occurs. This in turn suggests 
that sensitivity to more general distributional regularities relating to the different word-orders 
is established early in learning2. These results show that the syntactic priming effects for novel 
structures very early on display similar patterns to those obtained for established structures. 
Thus, novel structures seem to be quickly incorporated into the processing system. This is in 
line with observations showing that brain responses to syntactic violations like the P600 may 
occur after minimal exposure to a miniature language (Christiansen, et al., in press; Friederici, 
et al., 2002; Morgan-Short, et al., 2011). This indicates that similar mechanisms are involved in 
learning both natural language and artificial languages. This makes artificial languages an ideal 
test bed for studying syntactic processes during learning.
 Moreover, our results support the idea that syntactic priming is a language learning 
mechanism (Bock & Griffin, 2000; Chang, Dell, Bock, & Griffin, 2000; Ferreira & Bock, 2006) in 
one aspect: As the implicit learning theory predicts, we find syntactic priming effects to nov-
el syntactic structures at the very beginning of language learning. However, this account also 
predicts that the infrequent structure should have shown a stronger syntactic priming effect 
(Ferreira & Bock, 2006). We did not observe such an effect here3. Conceivably, participants 
treated all word-orders as infrequent, as they were implemented with novel lexical items. The 
experience that participants have during the experiment with the word-orders is rather limited 
compared to the experience with an infrequent structure in the native language. Therefore, the 
small modulation of word-order frequency on day 2 might not have had a sufficiently strong in-
fluence on the already large behavioural syntactic priming effect to novel structures to increase 
the priming effect even further. That the frequency effect disappears in the context of a new 
language with novel lexical items indirectly shows the presence of lexical influences on syntactic 
priming.
3 However, this abstract representation might not immediately link from the Alienese ‘SVO’ representation to the 
‘SVO’ representation in Dutch, as we do not find different effects for this known structure compared to the novel 
ones. Another possibility is that the morpho-syntax of the Dutch word-order (e.g. the verb-agreement) is a funda-
mental part of this syntactic structure and that it is thus not directly mapped onto the morpho-syntax free ‘Alienese’ 
word-order. That at least at some point during L2 learning learned structures are mapped onto L1 structures is shown 
in previous research showing syntactic priming effects across languages (Hartsuiker, Pickering & Veltkamp, 2004; 
Weber & Indefrey, 2009)
4 However, we observed some stronger syntactic priming effects for the infrequent structure on the neural level in 
an fMRI version of the experiment
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 The behavioural measure of the picture choices is related to the outcome of the syn-
tactic processing, as the picture choice is made after an interpretation is established. Lexical 
and/or syntactic repetitions seem to facilitate the mapping of form onto meaning, leading to an 
improved interpretation. Here, the syntactic priming effects appear to level off on day 9. This 
is most likely due to a ceiling effect as participants make very few mistakes, leaving little room 
for improvement due to priming. The reading onset times on the other hand might reflect the 
online efficiency of the syntactic processing system. This is supported by studies in language 
production where response latencies are reduced after syntactic priming due to reductions in 
planning and execution times (Segaert, Menenti, Weber, & Hagoort, 2011; Smith & Wheeldon, 
2001). How quickly participants start to read a novel sentence might be linked to how well they 
can predict what will come up. Participants might be faster in starting to read a sentence that 
matches their expectations. Expectations are built up both at the lexical level (which verb will 
be repeated) as well as at the syntactic level (which word-order will occur). The best predictions 
can be made if both are repeated, leading to the strongest effects.  
 In sum, syntactic priming effects right at the start of learning novel syntactic structures 
reveal an early sensitivity to these structures. Thus, a syntactic structure does not have to be 
known already in L1 to be primed. The speed at which novel word-orders can be extracted from 
the input suggests a general sensitivity to sequence structure that is not fixed for life by the 
long-term experience with the dominant native language. Moreover, it suggests that similar 
mechanisms are in place for L1 and L2 acquisition and that artificial language learning para-
digms can be used to study both kinds of language learning.

Learning Alienese: 
How do we pick up new grammatical structures? 
An fMRI study
This is a slightly modified version of:
 Weber, K., Christiansen, M.H., Petersson, K., Indefrey, P. & Hagoort, P.. (in preparation). 
Learning Aliense: How do we pick up new grammatical structures? An fMRI study
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Abstract 
In this study we looked at the neural effects on the repetition of novel words and novel word 
orders while participants were in the first stages of learning a novel language, “Alienese”. By 
combining this miniature language with a syntactic priming paradigm we were able to look at 
the neural correlates of language learning online using fMRI. Syntactic repetition led to repeti-
tion enhancement in regions of interest of the language network. In left and right inferior fron-
tal regions of interest, regions linked to syntactic processing in the native language, this repeti-
tion enhancement effect was strongest if the novel word order was infrequent. The repetition 
enhancement effect might reflect the learning process, where repetition enables additional 
syntactic processing steps on the target. An additional manipulation of verb repetition allowed 
us to look at the processing of the novel words as well as the interaction of lexical and syntac-
tic information. Verb repetition enhancement effects were found in right posterior temporal 
regions, while the size of the Alienese lexicon correlated with activity in left posterior temporal 
regions. These regions are therefore crucially involved in the processing of novel lexical infor-
mation and the building of novel lexical (and semantic) representations. Moreover, interactions 
between lexical and syntactic processing were found in the right posterior temporal gyrus hint-
ing at its role in building a novel thematic role structure. Our findings show that novel syntactic 
structures as well as novel words and their meanings can be acquired even without explicit 
instructions and that this novel information is integrated into areas of the language network.
Introduction
As children we acquired our native language(s) automatically, implicitly and seemingly without 
effort. However, if we learn a language later in life, we have the impression that it takes much 
more effort to internalize the words and syntactic regularities of the non-native language. Parts 
of the literature on second language learning appear to agree with this view, giving a ‘deficit 
model’ of second language learning. According to this view different learning mechanisms are 
in place for second (L2) compared to first language (L1) learning (Bley-Vroman, 1990; Clahsen 
& Felser, 2006a; DeKeyser, 2000). After a critical or sensitive period, usually ending in adoles-
cence, it is thought that native like language competency is not achievable (Abrahamsson & 
Hyltenstam, 2009; Harley & Wang, 1997; Lenneberg, 1967). However, this might be a misrepre-
sentation of the learning that our brains are capable of, even after adolescence. Consequently, 
others suggest that the same processes (Christiansen, et al., in press; Friederici, Bahlmann, 
Heim, Schubotz, & Anwander, 2006) and neural networks (Indefrey, 2006) are in place for first 
and second language processing. The claim is, that second language learning in adulthood is not 
qualitatively different from L1 processing as the learning mechanisms are domain-general and 
in place throughout life (Christiansen & Chater, 2008; Ellis & Cadierno, 2009; Robinson, 1997). 
Even after the critical period, the language learner can thus become sensitive to the syntactic 
regularities that she is exposed to. Differences in speed of acquisition and quality depend on 
external factors, for example, less time of exposure and motivation (Birdsong, 2006).
 Going from theory to practice, it is rather challenging to address questions of second 
language acquisition in the lab. If we take second language learners of a natural language, it 
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is difficult to control the different variables like time of exposure, age of acquisition and pro-
ficiency level that are known to influence language processing. Therefore, miniature, artificial 
languages are complementary test beds to investigate second language acquisition because 
we have full control over the input that the learner receives. In this study we investigated the 
acquisition of novel syntactic structures in the context of an artificial language, “Alienese”. This 
is a miniature language with 50 words and 4 word orders. Meaning is attached both to the in-
dividual lexical items as well as the sentence structures as whole. For example, in the sentence 
“Sako miru oku”, “sako” means “boy”, “miru” means “girl” and “oku” means “photograph”. The 
meaning of the sentence as a whole is “the girl photographs the boy” with the underlying syn-
tactic structure “Object Subject Verb”. The learning process and the syntactic and lexical proc-
esses during language learning are tracked with both behavioural measures and fMRI over the 
course of 9 days.
Learning syntax
Artificial language learning paradigms are a novel and innovative way to investigate language 
learning and language processing in the brain. Very few studies have used such paradigms in 
combination with neuroimaging so far. In some of these studies, the participants were exposed 
to the grammatical structures of the new language only after the words were acquired (Musso, 
et al., 2003; Newman-Norlund, et al., 2006). These types of learning resemble class-room set-
tings, where different parts of the language are taught separately. 
 In one of these studies (Musso, et al., 2003) participants were taught a small subset of 
the rules of a natural language, either Italian or Japanese, in an explicit way. Increases in left 
inferior frontal gyrus (LIFG) were related to the outcome of acquiring these rules (while the 
learning of ‘linguistically illegal’ rules showed no correlated activity in LIFG). In another study 
(Newman-Norlund, et al., 2006) the grammatical rules were learned implicitly. This was done 
either in the context of a novel auditory or sign language. In both cases activation in LIFG cor-
related positively with improving L2 proficiency.
 Some evidence that native-like, real-time patterns of brain activation can be found as a 
response to the processing of a newly learned miniature language was provided by Friederici, 
Steinhauer and Pfeifer (2002) in an ERP study. Like native speakers, language learners trained on 
the miniature language showed an early frontal negativity and a late posterior positivity to the 
processing of grammatical violations. These patterns might partly depend on whether the train-
ing was implicit or explicit with native-like patterns surfacing more quickly after implicit training 
(Morgan-Short, et al., 2011). Moreover, in another study the P600 component was native-like 
after learning a miniature version of Japanese, but other ERP components like the N400 and 
early anterior negativities were absent in the learners showing that not all aspects of processing 
necessarily become native-like after a short exposure (Mueller, Hahne, Fujii, & Friederici, 2005).
 Next to these neuroimaging studies of miniature or artificial language learning, there 
is a vast literature on artificial grammar learning, which taps into the acquisition of grammati-
cal patterns. These are usually patterns of pseudo-words, letters or sounds, the ‘lexical items’ 
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do thus not have any meaning attached to them. However, in some cases like for the artificial 
language ‘Brocanto’ (Opitz & Friederici, 2003; Opitz & Friederici, 2004), syntactic categories 
like “noun” and “verb” are present. In these studies participants were told explicitly to search 
for the underlying grammatical rules that were governing the sentences they were given. In 
more traditional artificial grammar studies, participants are exposed to letter strings but are not 
aware that they are learning a grammar. The acquisition is therefore implicit. In these studies, 
the processing of an artificial grammar activates the same LIFG region as syntactic processing in 
a natural language (Opitz & Friederici, 2004; B. Opitz & A. D. Friederici, 2003; Petersson, et al., 
in press). Moreover, the activation in LIFG is correlated to the performance on the language or 
grammar. Furthermore, in a TMS study, participants were shown to become better in learning 
an artificial grammar after stimulation of Broca’s regions, thus providing evidence for a causal 
link between Broca’s region and grammatical learning (Uddén et al., 2008). 
 In sum, several studies on artificial language and grammar learning show involvement 
of the LIFG in grammatical processing and that the activity in this region correlates with the 
proficiency level. This suggests that the LIFG might have the same grammatical processing func-
tion of syntactic unification (Hagoort, 2005) or integration (REF) in first and second language 
processing.
Learning novel words
The focus of our study is on the learning of syntax. Nonetheless, when learning a completely 
new language, new words are of course acquired as well. Consequently, in our study we can 
also look at the acquisition of the words within the sentences and how meaning gets mapped 
onto the lexical form. Many fMRI studies have been conducted to investigate the acquisition of 
novel words. These studies range from the learning of pseudowords, words that adhere to the 
orthographic rules of the native language of the learner but have no meaning attached to them, 
to the learning of novel words with meaning. The processing of pseudowords leads to effects 
in occipital and temporal regions of the brain (Fiebach, Gruber, & Supp, 2005; Gagnepain, et 
al., 2008). Moreover, the hippocampus is thought to be involved in the learning on the first day 
(Breitenstein, et al., 2005), while the memory traces are then consolidated to cortical regions 
overnight (Davis, et al., 2008). In studies in which meaning is attached to the novel words via 
sentence context, the LIFG and the middle temporal gyrus, the parahippocampal gyrus as well 
as subcortical structures were activated (Mestres-Missé, et al., 2008). 
 In the native language, lexical-semantic processing is taking place in posterior temporal 
and parietal regions, i.e. angular gyrus and supramarginal gyrus (Hagoort, 2005; Menenti, et al., 
in press; Richardson, Thomas, Filippi, Harth, & Price, in press).
Behavioural syntactic priming effect and neural repetition effects
As a tool we use syntactic and lexical priming to tap into syntactic and lexical processing on-
line. Syntactic priming reflects the facilitation of syntactic processing due to the repetition of a 
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syntactic structure (see Ferreira & Bock (2006) and Pickering & Ferreira (2008) for reviews). In 
language production (Bock, 1986), giving participants a certain prime structure increases the 
likelihood that this structure is used on the target. In language comprehension, processing of 
a repeated structure becomes faster, as shown in faster reading times (Traxler & Tooley, 2008; 
Weber & Indefrey, 2009) and sentence interpretation can be facilitated or biased towards one 
of two interpretations (Branigan, et al., 2005). That structural repetition leads to changes in par-
ticipants’ behaviour implies that speakers are sensitive to the underlying syntactic structures. 
Therefore, syntactic priming can be used as a tool to investigate syntactic processing in language 
learning. Previous studies have shown syntactic priming effects for established second language 
syntactic structures (Hartsuiker, et al., 2004; Loebell & Bock, 2003; Weber & Indefrey, 2009). 
But only one study so far (Kaschak & Glenberg, 2004) showed that novel constructions (form-
meaning pairs) like “this table needs cleaned” can be primed as well. 
 There are several theories on syntactic priming effects. The implicit learning theory of 
syntactic priming claims that syntactic priming might be a mechanism for language learning 
(Bock & Griffin, 2000; Chang, Dell, Bock, & Griffin, 2000), as the repetition of syntactic struc-
tures might help in mapping meaning onto form (Ferreira & Bock, 2006). Consequently, we 
should be able to find syntactic priming effects within the first hours of language learning. An-
other prediction which follows from the implicit learning theory is the inverse preference ac-
count. According to this account, infrequent structures should benefit most from the repetition 
of structures, as their representations can still be strengthened (V. Ferreira & Bock, 2006). The 
implicit learning theory assumes that syntactic processing is an independent structural com-
ponent of language processing. It is thus not directly influenced by lexical or wider discourse 
processing. However, there is evidence for at least a lexical boost to syntactic priming (Pickering 
& Branigan, 1998). Consequently other theories, like the residual activation account (Pickering 
& Branigan, 1998), link syntactic processing to the activation of syntactic frames in the mental 
lexicon. This is in line with lexicalist theories of syntactic processing (Jackendoff, 2002; Vosse 
& Kempen, 2000). Considering this relationship between the mental lexicon and syntax, verb 
repetition during language acquisition might help in boosting the mapping between form and 
meaning. Lexical-specificity of grammatical learning during first language acquisition is well es-
tablished (Tomasello, 2000). 
 During language learning, behavioural syntactic priming effects might tell us when par-
ticipants become sensitive to the underlying structures of the new language. However, they 
might not answer the question when the representations of these structures become native-
like. In a previous syntactic priming experiment in bilinguals on complex sentence structures, 
we showed that behavioural syntactic priming effects might look native-like in L2 speakers but 
that their underlying neural processes still differ (Weber, Luther, Indefrey, Petersson, & Hagoort, 
under review). Consequently, looking at the underlying neural effects adds another explanatory 
level. The complementary neural effects to behavioural priming effects are repetition suppres-
sion and repetition enhancement (Henson & Rugg, 2003; Henson, et al., 2000; Segaert, et al., in 
revision). For the case of syntax, repetition suppression effects have been found to the syntactic 
repetition of transitive structures in the first and established second language (Menenti, et al., 
in press; Weber & Indefrey, 2009). Repetition enhancement effects on the other hand might 
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be especially relevant to the case of language learning. These effects are found in a number of 
cases (Segaert, et al., in revision) but of special relevance are repetition enhancement effects 
to the repetition of novel items, e.g. novel words (Fiebach, et al., 2005; Gagnepain, et al., 2008; 
Henson, et al., 2000). These effects are thought to reflect the building of a novel network repre-
sentation, and are related to the learning of these words. As repetition enhancement effects are 
a response to the repetition of novel words, this logic could very well extend to the repetition 
of novel syntactic structures. This is closely related to another claim that repetition enhance-
ment might reflect additional processes on a target (Henson, 2003), which did not occur on the 
prime. Therefore, repetition enhancement might, reflect more in-depth processing (Weber, et 
al., under review) of the target sentence.
Aims
In this study we want to see which neural processes are in place for syntactic and lexical learn-
ing in the first hours and days of second language learning. To this aim, we introduce a novel 
artificial language learning paradigm to tap into these processes online. In this paradigm, syn-
tactic structures are not taught explicitly but the regularities of the structure and how these 
map onto meaning have to be learned from the language input and the accompanying context. 
As measures we use behavioural priming and fMRI repetition effects to the repetition of syn-
tactic structures (the word orders) and lexical items. We predict that if syntactic processing is 
effortful and non-automatic, structural repetition will lead to repetition enhancement, as a new 
neural network for processing these structures has to be built up. This is analogous to findings 
of repetition enhancement to the repetition of pseudowords (Fiebach, et al., 2005; Gagnepain, 
et al., 2008; Henson, et al., 2000; Henson, Shallice, Gorno-Tempini, & Dolan, 2002). Moreover, 
we expect that once a structure is more established, with a more stable memory trace, that 
syntactic processing will become more fluent. In this case, the repetition response will be rep-
etition suppression. This might reflect facilitation in processing or a sharpening of the underly-
ing representations (Grill-Spector, et al., 2006). Verb repetition might help syntactic processing. 
Especially in the case of verb repetition full and in-depth syntactic processing might be achieved 
early on. Another prediction is a stronger syntactic repetition effect for infrequent syntactic 
structures, as these can benefit more from the repetition of syntactic structure (e.g. greater 
prediction error in the context of the implicit learning theory of syntactic priming) (Chang, et al., 
2000). Moreover, we expect parts of the language network, i.e. left inferior frontal gyrus, parts 
of parietal cortex and the posterior temporal lobes to be engaged in the processing of syntactic, 
lexical and semantic aspects of the language very quickly. 
Materials and Methods
Participants
20 right-handed Dutch native speakers of Dutch (16 female, 4 male) participated in this study, 
all with normal or corrected to normal vision and no known history of neurological or language 
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impairments (5 additional participants were tested but excluded from the analysis as they did 
not complete the full experiment). The participants received course credits or money for their 
participation in the experiment. All participants gave informed consent prior to participating in 
the study.
Materials
The artificial language consisted of 36 transitive verbs, 10 intransitive verbs, and 4 nouns (see 
Appendix A). There were 4 different types of sentence structures in this language (see Appendix 
A). Two were novel transitive word-orders that are not permissible for Dutch transitive sentenc-
es. These word-orders were verb-object-subject (VOS) and object-subject-verb (OSV). A third 
transitive word-order was subject-verb-object (SVO), the ‘active’ word-order in Dutch and con-
sequently known to the participants. The fourth sentence structure was an intransitive subject-
verb (SV) word-order, also present in Dutch, which was used in filler sentences. All subjects and 
objects were animate (man, woman, girl, boy). 
 Lexical items were novel with an easy to produce syllabic structure. A list of lexical items 
was rated by 6 Dutch native speakers and those that resembled Dutch or otherwise meaningful 
words were removed. The assignment of meaning to the different words was counterbalanced 
across subjects. There were 8 different word-referent assignment lists with two different VOS 
and OSV frequency distributions, resulting in 16 experimental lists per day. The lists for day 2 
contained 20 trials (prime-target pairs) for the frequent word-order condition and 10 for the in-
frequent and known word-orders. The lists for day 3 and day 9 contained 20 trials per condition.
 The sentences described events depicted in black and white photographs. There were 
8 possible depictions of each event. These were realised using two sets of actor pairs (girl/boy 
and woman/man), where the agent was either the male or the female actor and where the 
agent was either located to the left or to the right in the picture. 
Experimental Procedure
Participants took part in the experiment on four different days, day 1, 2, 3 and 9 (the latter could 
vary between day 7 and 10). They were told that they were going to learn a new language, “Al-
ienese”. 
 On day 1, participants learned the four nouns, the words for man, woman, boy and girl 
by means of a picture-word matching paradigm. First, each word was given with a matching pic-
ture 6 times, all nouns intermixed. To verify the learning, the pictures were then given with the 
4 possible nouns. Participants had to choose the matching noun by a button press. Participants 
had learned all four nouns by the end of the experiment (after 6 more repetitions of each noun). 
 The procedures on day 2, 3 and 9 were very similar to the behavioural experiment (see 
Chapter 2), see Figure 3.1. On day 2, participants took part in a sentence training session. 80% 
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of the sentences were experimental items and 20% were filler sentences (intransitives). In total, 
including filler sentences, word order 1 (counterbalanced across participants between VOS and 
OSV) occurred 40% of the time and the other three word-orders (word-order 2, known word-
order and intransitive word-order) 20% of the time.  
Figure 3.1 Example conditions and trial structure. A) Prime trials for the different possible 
syntactic and verb repetition conditions (between prime and target). B) Target trial on Day 2, 
Target Trial Day2
Possible Prime Trials
Syntax RepeatedS yntax Not Repeated
Verb RepeatedV erb Repeated
Syntax RepeatedS yntax Not Repeated
Verb Not RepeatedV erb Not Repeated
Josa komi oku
Sako miru oku
Oku josa komi
Woman man photograph.
Object Subject Verb
Boy girl photograph.
Object Subject Verb
Photograph woman man.
Verb Object Subject
Woman man draw.
Object Subject Verb
Draw woman man.
Verb Object Subject
Josa komi nagabi Nagabi josa komi
Sako miru ona.
Josa komi sawe.
+
  
time
+
+
Sako simera.
Target Trial Day3 or 9
Sako miru oku
Boy girl photograph.
Object Subject Verb
a)
b)
c)
d)
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C) Target trial on Day 3 and 9, D) Experimental trial structure on Day 3 and 9.
 Participants were asked to read the sentences silently. After each sentence a picture 
was displayed illustrating its meaning. We included both lexical and syntactic priming manipula-
tions, both verbs and word-orders were repeated in half of the cases, orthogonally to each oth-
er. The nouns were never repeated in subsequent sentences. Sentences containing the woman 
and the man alternated with those containing the boy and the girl. 
 The procedure on day 3 and 9 was very similar to the one on day 2. However, all word-
orders occurred equally often. In addition to reading the subjects now had to perform a com-
prehension task. After a target sentence, the participants were presented with two pictures 
(see Figure 3.1). Both pictures depicted the same action with the same actors, but the roles of 
the actors (agent and patient) were reversed. Participants were asked to decide which picture 
matched the preceding sentence by pressing one of two buttons with their left and right index 
fingers. 
 After the reading sessions on day 2, 3 and 9 participants received a pen and paper ques-
tionnaire with all 46 Alienese verbs in a random order. They were asked to translate these verbs 
into Dutch. 
FMRI Experiment Procedure
The experiments were run using Presentation software (Neurobehavioral Systems, www.neuro-
bs.com). Participants lay in the scanner and looked at a screen via a mirror. A trial consisted of 
a white fixation cross on black background being displayed jittered between 400 – 3000 ms, fol-
lowed by a sentence for 2 seconds. Sentences were presented in white “Arial” font of size 22 on 
a black background. This was followed by a black blank screen jittered between 100 – 2100 ms 
and a picture for 3 seconds. On day 3 and day 9 trials could contain a task as well. This means 
that during the last part, two pictures instead of one were presented for 4 seconds and the 
subject made a button press with his or her left or right index finger to choose between the left 
and the right picture (see Figure 3.1).
FMRI data acquisition and pre-processing
Participants were scanned on a Siemens 3T Tim-Trio MRI-scanner, using a 32-channel coil. To 
acquire functional data we used parallel-acquired inhomogeneity-desensitized fMRI (Poser BA 
et al. 2006). This is a multi-echo EPI sequence, in which images are acquired at multiple TE’s 
following a single excitation (TR = 2.398s; each volume consisted of 31 slices of 3 mm thick-
ness with slice-gap of 17 %; isotropic voxel size = 3.5x3.5x3 mm3; field of view = 224 mm). The 
functional images were acquired at the following TE’s: TE1 at 9.4 ms, TE2 at 21.2 ms, TE3 at 33 
ms, TE4 at 45 ms, and TE5 at 56 ms, with echo spacing of 0.5 ms. This entails a broadened T2* 
coverage, because T2* mixes into the five echoes in a different way, and the estimate of T2* is 
improved. The slices were acquired in an ascending order. In some subjects parts of the top of 
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the brain were outside the field of view. However, we made sure that most of the brain espe-
cially inferior parts of the frontal and temporal cortex were included. The anatomical images 
were acquired using a T1 weighted sequence.
 The pre-processing as well as the first and second level analyses of the fMRI data were 
done using SPM8 (http://www.fil.ion.ucl.ac.uk/spm/). The first five images were discarded to 
ensure that transient non-saturation effects did not affect the analysis. The functional images 
(for each echo separately) were checked for spikes and if any were detected these images were 
removed and a replacement image was created based on the surrounding images. In 7 subjects 
spikes were detected. In 6 of these less than 10 spikes were found over all runs and echoes (in 
less than 0.1% of the images). In one subject 67 images contained spikes (in 0.26% of the im-
ages). All functional images were realigned to the subject-specific mean functional image. The 
participants’ anatomical T1 images were coregistered to a standard EPI template. Moreover, 
the mean functional image was coregistered to the subjects’ anatomical T1 image. The ana-
tomical T1 images were then segmented into grey and white matter and the spatial normalisa-
tion parameters were taken to normalise the functional images. Finally, functional images were 
smoothed with an 8mm FWHM Gaussian kernel. For the fMRI analysis we first defined the con-
trasts of interest. These were then taken to the second level for a random effects group analysis.
First-level single-subject model
The experiment consisted of one session on day 2 (2 subjects had 2 sessions, however they re-
ceived the same amount of input) and two sessions each on day 3 and 9 (One subject took only 
part in 1 session on day 3. another in only 1 session on day 91. Moreover, 2 subjects took part 
in 3 sessions on day 3 as they wanted to get out for an additional break). Within each session, 
the model for each individual subject included regressors that modelled the target sentences in 
the case of syntax and verb repetition and no repetition. The sentences were modelled from the 
start of their presentation. Further, we modelled a regressor for all prime sentences together, as 
well as regressors for all intransitive sentences, all pictures and the fixation crosses. The actual 
presentation time of an event was taken as its duration. The regressors were convolved with a 
hemodynamic response function with temporal derivatives added to the model. The realign-
ment parameters for movement artefact correction were included in the model.
Second-level group analysis
For the whole brain analysis of the repetition effects we modelled a full-factorial design on the 
target regressors against a common baseline with the factors ‘day’ (day 2,3 & 9), ‘type of struc-
ture’ (frequent, infrequent, known), ‘verb’ (verb repetition or no verb repetition) and ‘syntax’ 
5 As these two subjects thus received less language input we also recalculated all analyses using only 18 subjects. The 
same effects were found. The results were thus qualitatively the same, only the F-values were slightly smaller due to 
the lower power. Moreover, these subjects showed a high proficiency level in Alienese thus showing that even after 
less exposure to the language they had become proficient in it. These two participants could translate 96% and 91% 
of the verbs on day 9 and performed at 86% and 76% correct on the picture choice task on day 9.
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(syntax repetition or no syntax repetition). Moreover, we added 3 covariates to the design; one 
covariate per day, each describing how many verbs were translated by each participant on that 
day.
 Moreover, a different second level model was built to investigate the reading network 
and define the regions of interest. Regressors modelled the frequent, infrequent and known 
sentences against a common baseline. The Regions Of Interest were defined based on a con-
junction (Nichols, Brett, Andersson, Wager, & Poline, 2005)  of the frequent, infrequent and 
known regressors (see Table 3.1). We used a FWE p<0.001 voxel threshold level and extracted 
the significant clusters of activations as our regions of interest. We then extracted the contrast 
values based on the mean for each subject for all priming conditions versus a common baseline 
using MarsBaR (http://marsbar.sourceforge.net/). These contrast values were then entered into 
a repeated measures ANOVA with the factors ‘region’, ‘day’ (day 2, 3 & 9), ‘type of structure’ 
(frequent, infrequent, and known), ‘verb’ (verb repetition or no verb repetition) and ‘syntax’ 
(syntax repetition or no syntax repetition). Moreover, we added a covariate ‘proficiency’, which 
was based on the performance on the picture choice task on day 9. Huynh-Feldt corrected p-
values are reported. All reported coordinates are in MNI space.
Behavioural Analysis
For the behavioural results we analysed the proportion of correct choices on the picture choice 
task. We performed a repeated measures ANOVA with the factors ‘Day’ (Day 3, 9), ‘Type of 
Structure (Frequent, Infrequent, Known), ‘Verb’ (Verb Repeated, Not Repeated) and ‘Syntax’ 
(Syntax Repeated, Not Repeated). Huynh-Feldt corrected p-values are reported.
Results
Picture Choices
The analysis of the picture choices was done on arcsine transformed proportions of correct 
picture choices. There was a main effect of day, with better performance on day 9 (83.2% cor-
rect) compared to day 3 (71.0%), F(1,19)=12.79, p<0.01. Moreover, verb repetition (verb re-
peated: 78.2% correct; verb not repeated: 76.0% correct) as well as syntactic repetition (syntax 
repeated: 78.1% correct, syntax not repeated: 76.1% correct) helped the subjects in making the 
correct decision, F(1,19)=6.3, p<0.05 and F(1,19)=57.72, p<0.05, respectively. 
Verb translation
There was a linear increase in the number of verbs that could be translated from ‘Alienese’ into 
Dutch from Day 2 to Day 9, F(1,19)=41.44, p<0.001. On day 2, on average 17.17% of the verbs 
were translated (range 0-65%), on day 3 this increased to 44.13% (range 2%-91%) and further 
to 57.28% on day 9 (range 4%-100%).
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FMRI Whole Brain Results
Reading Network 
Reading experimental sentences compared to a common baseline activated a widespread bi-
lateral fronto-temporal-parietal network (see Figure 3.2). The reading network did not differ 
between the types of transitive structures. Next to a core set of areas in inferior frontal gyrus, 
inferior and superior parietal and occipital regions that were active on all days (see Appendix B, 
Table 1), there were other areas where the activation changed over the days. The exact regions 
and visualizations are given in Figure 3.2 and Appendix B, Table 1.
 
Figure 3.2 The middle panel shows whole brain activations for reading sentences (versus a 
common baseline). The panels on the left and right show activation differences to the read-
ing of sentences between days. p<0.05, FWE corrected, k=20. The bar in the top right corner 
indicates the activation level.
Syntactic Repetition Effects
There were no whole-brain syntactic repetition effects.
DAY 2>3
DAY 2
DAY 3
DAY 9
DAY 3>9
DAY 3>2
DAY 9>3
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Verb Repetition Effects
The repetition of verbs resulted in repetition enhancement effects. These were located in a 
region between the right middle posterior temporal gyrus and the angular gyrus, as well as in 
the precuneus (see Figure 3.3 b, Table 3.2). There were no verb repetition suppression effects.  
Table 3.1 Table of activations for the contrast that was used to define the regions of interest. 
The ROIs were defined based on a conjunction of all frequent, infrequent and known sentenc-
es (versus a common baseline) at a threshold of k=20). We used a more stringent threshold of 
FWE p<0.001 to define the ROIs on the most active parts of the reading network2.
2 The clusters of activations are reported as follows: In the first row, all the areas that make up the activation 
cluster are summarized. In the subsequent rows the main peaks of activation are reported.
Region Brodman 
Area 
x Y Z T Cluster 
size 
P (cluster-
level 
uncorrected 
p-value) 
Sentences versus Common Baseline 
1 
Right calcarine gyrus 17 12 -92 6 12.8 4121 <0.001 
 17 -14 -90 4 11.54   
 19 -32 -74 20 9.16   
 
 37 -42 -62 -12 11.75 470 <0.001 
 21 -48 -48 12 7.64   
 37 -40 -56 -2 7.4   
Right inferior frontal gyrus (extending into right precentral gyrus) 
Right inferior frontal gyrus 44 40 14 24 10.10 827 <0.001 
Right angular gyrus extending into inferior and superior parietal gyrus and occipital gyrus 
Right angular gyrus 39/4 30 -64 46 8.25 1182 <0.001 
Right middle occipital gyrus 19 34 -74 28 7.77   
Right cuneus 18/19 24 -62 26 7.49   
 
 6 -40 4 36 7.08 549 <0.001 
 45 -42 22 20 6.92   
 44 -38 12 28 6.68   
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Table 3.2 Whole brain. Verb repetition effects (cluster threshold k=10)
Verb Repetition Suppression
There were no verb repetition suppression effects.
Effect of the covariate verbs translated
There were two regions where the size of the participant’s mental lexicon in ‘Alienese’ corre-
 32 -2 1 6 48 6 .84 40  0 .014 
Right middle and superior middle temporal gyrus 
Right superior temporal gyrus 22  54 -44 14  6.79 30  0 .03 
Left fusiform gyrus 
 37 -38 -42 -20 6.69  33 0.024 
Right precentral gyrus 
Right precentral gyrus 6 40  4 5 2 6.26  26 0.041 
 
Region  Brodman 
Area 
X Y Z T Cluster 
size 
P (FWE c orr 
p<0.05, 
cluster 
level) 
 
 
  -2  -54  4 0 5.16  78 0.001 
Border between right angular and middle and superior temporal gyrus 
Right angular gyrus 21/22/39  54 -52 26  4.59 10  0.019 
Ver  
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lated with the activity for reading sentences in this language. These were a left posterior tempo-
ral region extending into the angular gyrus and a posterior cingulate region extending into the 
precuneus, as shown in a conjunction (Nichols, et al., 2005) of the effect of the covariates of all 
three days (see Table 3.3, Figure 3.3 a).
 The effects in the left posterior temporal gyrus for the covariate verbs translated and in 
right posterior temporal gyrus to verb repetition were located in similar regions with reversed 
hemispheric dominance. Moreover, at a lower threshold of p<0.005 uncorrected (see Figure 3.3 
c) it becomes evident that the regions involved in the two contrasts are largely overlapping.
Table 3.3 Covariate verbs (cluster threshold k=10)
 
Figure 3.3 a) Conjunction of covariates ‘verbs translated’ on day 2, 3 and 9, p<0.05, FWE cor-
rected, k=20; b) Verb repetition enhancement effects in the whole brain analysis, p<0.05, 
FWE corrected, k=20c) Overlapping effects of a) and b) shown on one brain at a threshold of 
Region  Brodman 
Area 
X Y Z T Cluster 
size 
P (FWE corr, 
p<0.05, 
cluster 
level) 
 
 
 23 -6  - 48  32 5.08  56 0.002 
 
 21/22/39  -52  -52  2 8 5.04  30 0.007 
 
a) b) c)
LR L RLR LR
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p<0.005 uncorrected, k=100 for visualisation purposes. The blue and yellow bars indicate the 
activation scale.
Repetition effects in Regions of Interest
In our region of interest analysis we looked for syntactic and verb repetition effects. The regions 
of interest were defined on the reading network, based on a conjunction of the activations 
of the frequent, infrequent and known sentences at a FWE p<0.001 threshold. This resulted 
in 9 regions of interest (see Table 3.1) in left fusiform gyrus (LFUSI),  left and right occipital 
gyrus extending into left parietal cortex (OCC), left inferior and middle temporal gyrus extending 
into the fusiform gyrus (LTEMP), left inferior frontal gyrus extending into left precentral (LIFG), 
right angular gyrus extending into right inferior and superior parietal lobe (RANG), right infe-
rior frontal gyrus extending into right precentral gyrus (RIFG), right middle/superior temporal 
gyrus (RMTG), right precentral gyrus (RPREC) and left supplementary motor cortex (SMA). To 
investigate the effects of syntactic and verb repetition and their interaction with other factors, 
we performed an ANOVA with the factors ‘region’ (9), ‘day’ (3), ‘type of structure’ (3), ‘verb 
repetition’ (2) and ‘syntax repetition’ (2). Moreover, as we were interested in how the repetition 
effects correlated with the performance of the subjects, i.e. how much they had learned, we 
also added the covariate ‘proficiency’. This covariate was the performance on the picture choice 
task on day 9 (correct choices). As we were looking for repetition effects, there were two pos-
sible types of effects we are looking for. The first is repetition suppression, which is a decrease 
in activation after repetition and the other is repetition enhancement, an increase in activation 
after repetition.
 The exact results of this ANOVA are reported in Table 2 in Appendix B. The main find-
ings are explained in the following section. Firstly, the average activations were different on the 
different days, following an inverted U-shape. The activation was low on day 2 (mean=0.47), 
increased on day 3 (mean=1.76), and decreased again on day 9 (mean=1.46). Moreover, this 
effects was different in different regions, see Figure 3.7, as the inverted U-shape pattern was 
present in all ROIs except for the LFUSI ROI.
  Moreover, looking at the syntactic repetition effects we see that syntactic repetition 
led to repetition enhancement, as the activation was higher if the word order was repeated 
(mean=1.27), than if it was not (mean=1.19). This effect did not differ significantly across re-
gions. The verb repetition effect on the other hand differed across regions (see Figure 3.4). 
Some regions, especially on the right showed repetition enhancement (more specifically in 
RMTG and marginally in RPREC) and some regions on the left showed repetition suppression 
(more specifically in LTEMP, LFUSI and LIFG). Moreover, the verb repetition enhancement effect 
in RMTG was only present on day 3 and 9 but not on day 2 and in RPREC the verb repetition 
enhancement effect only appeared on day 9.
 In SMA the verb repetition effect differed with the proficiency level for the frequent 
sentence structure but not for the other types of structures. For the frequent structure, the 
worse participants were on the task, the more repetition enhancement to verb repetition they 
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Figure 3.4 (previous page). Syntactic repetition by verb repetition effects in the 9 regions of 
interest. For each ROI, the locations of the ROI as well as the activations for the different 
conditions are shown. These are in a) left inferior frontal gyrus (extending into left precen-
tral gyrus), b) right inferior frontal gyrus (extending into precentral gyrus, c) right precentral 
gyrus, d) right middle/superior temporal gyrus, e) left inferior and middle temporal gyrus ex-
tending into left fusiform, f) left fusiform gyrus, g) right angular gyrus extending into inferior 
and superior parietal cortex, and superior occipital cortex, h) left and right occipital regions 
extending into left inferior and superior parietal cortex, i) left supplementary motor area. The 
locations of the ROIs as well as the activations for the different conditions are shown. The 
bars show standard errors of the mean.
showed. Conversely, the more proficient participants were the more repetition suppression 
they showed.
 A verb repetition by syntactic repetition interaction was mainly found in right middle 
temporal gyrus (see Figure 3.4). Syntactic repetition led to repetition enhancement if the verb 
was repeated but not if the verb was not repeated. Moreover, if the verb was not repeated 
there was a significant interaction between the performance on the picture choice task and the 
syntactic repetition effect. In LIFG, LFUSI and RPREC, verb repetition, syntactic repetition and 
the performance on the picture choice task interacted as well (see Figure 3.5).
 Furthermore, a region by day by type of structure by verb repetition by syntactic repeti-
tion by proficiency interaction was found. This interaction was significant in RMTG.
 Moreover, we had a specific prediction that in regions that process syntax (we chose 
left and right IFG), a larger syntactic repetition effect for the infrequent than for the frequent 
structure would be found. Therefore, we specifically tested for a type of structure (frequent; 
infrequent) by syntactic repetition (syntactic repetition; no syntactic repetition) interaction 
in these two regions (see Figure 3.6). In LIFG there was a trend towards such an interaction 
(F(1,19)=3.29, p=0.086, eta squared=0.15). If we look at the effect of syntactic repetition for 
the frequent structure, we see that there is no repetition effect (F<1), while syntactic repeti-
tion lead to an increase in activation for the infrequent structure (F(1,19)=6.56, p<0.05, eta 
squared=0.26. In RIFG there was a significant interaction between type of structure and syn-
tactic repetition (F(1,19)=8.93, p<0.01, eta squared=0.32. For the frequent structure, there was 
no syntactic repetition effect (F<1), while there was a repetition enhancement effect for the 
infrequent structure (F(1,19)=4.83, p<0.05, eta squared=0.20).
Figure 3.5 (next page) Influences of the proficiency level in Alienese (as measured by the per-
formance on the picture choice task on day 9) on the syntactic repetition by verb repetition 
interaction in 4 regions of interest a) left fusiform gyrus, b) left inferior frontal gyrus (extend-
ing into left precentral gyrus), c) right precentral gyrus, d) right middle/superior temporal 
gyrus. The graphs show, per region, the correlations between the neural syntactic repetition 
effect and the proficiency level in case of verb repetition (left) and no verb repetition (right).
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Figure 3.6 Type of structure (frequent; infrequent) by syntactic repetition interaction in a) 
LIFG and b) RIFG
 
Figure 3.7 Inverted U-shape pattern of the mean activation over the three experimen-
tal days. The inverted u-shape pattern over days was found in eight of the nine regions of 
interest, in  LTEMP (F(1,18)=12.75,p<0.01, η p 2=0.42), LIFG (F(1,18)=15.37,p<0.001, η p 
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2=0.46), RANG (F(1,18)=14.57,p<0.001, η p 2=0.45), RIFG (F(1,18)=11.55,p<0.01 η p 2=0.39), 
RMTG (F(1,18)=9.35,p<0.01, η p 2=0.34), OCC (F(1,18)=14.93,p<0.001, η p 2=0.45), RPREC 
(F(1,18)=8.88,p<0.01, η p 2=0.33) and SMA , (F(1,18)=27.97,p<0.001, η p 2=0.61), but not in 
LFUSI (F<1).
Discussion
Learning a novel language
Participants readily learned ‘Alienese’. They showed a high performance on the picture choice 
task, demonstrating that they learned to interpret the word orders correctly. Moreover, on the 
last day they could translate 57% of the verbs on average, indicating that substantial lexical 
learning had taken place. Our miniature language paradigm appears to be an ideal test bed for 
language learning. Participants could quickly extract the different types of information they had 
to learn; different word orders, different words, and map them onto semantic structure. Moreo-
ver, this online learning paradigm allowed us to track the learning process in the brain. From 
the first day of experience with the novel language “Alienese”, a widespread bilateral network 
of inferior frontal, temporal, parietal and occipital regions was active to the reading of sen-
tences. These are regions that are commonly involved in first and second language processing 
(Abutalebi, 2008; Indefrey, 2006). While this core set of regions is present right from the start, 
this does not mean that there were no dynamic changes in brain activation during language 
learning. Within these core regions we saw an inverted u-shape activation pattern from day 2 to 
day 3 and day 9 (see Figure 3.7). This is in line with ideas that cortical activation increases dur-
ing initial stages of language learning and that this activation decreases again once processing 
the new language becomes more established (Sakai, 2005). Interestingly, in the present study 
we find this kind of pattern on a timescale of only 9 days. Related to this is the role the basal 
ganglia in language processing and language learning. Activation in the basal ganglia seems to 
be strongest on day 3 (compared to both day 9 and 2). This could also reflect a change from 
non-automatic language processing with e.g. goal-directed rule application (De Diego-Balaguer, 
et al., 2008; Yin & Knowlton, 2006) to more fluent language processing.
The learning of verbs in context
One part of learning Alienese was the learning of new words, more specifically of the 46 verbs 
that were presented to the participants over the course of the experiment. On the behavioural 
level, next to the high performance on verb translation, we found an improvement on the pic-
ture choice task after verb repetition. Thus, verb repetition helped in interpreting the target 
sentences. Moreover, on the neural level, we discovered several effects that relate to the learn-
ing and processing of novel words. The effects of the lexical learning, in the sense of sensitivity 
to the size of the novel “Alienese” lexicon, were found in left posterior temporal and angular 
regions as well as the precuneus. Contrary to this, the whole brain effect to verb repetition, a 
verb repetition enhancement effect, was right-lateralised but present in posterior temporal and 
angular regions as well. However, at a lower threshold we see that the activations largely over-
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lap. Therefore, like for the native language, the “mental lexicon” (the storage of lexical forms) 
for a new language seems to be located in posterior temporal and parietal regions (Menenti, 
et al., in press; Richardson, et al., in press). Moreover, in the region of interest analysis, further 
verb repetition effects were found. While areas in the left hemisphere, like the left fusiform 
gyrus and the left inferior frontal gyrus showed repetition suppression effects to verb repeti-
tion, right hemispheric regions, like the middle temporal gyrus and the right precentral gyrus, 
showed repetition enhancement. 
 The repetition enhancement effects in the whole-brain as well as in the region of inter-
est analysis could reflect the building of a novel network representation for these new words. 
In previous studies it was shown that the repetition of pseudowords led to repetition enhance-
ment (Gagnepain, et al., 2008; Henson, et al., 2000). These findings initiated the idea that rep-
etition enhancement might be caused by more neurons being engaged in processing a repeated 
stimulus as a neural network representation, a memory trace, for this new stimulus is being 
built up. We find repetition enhancement effects in the right hemisphere and in temporal and 
frontal regions. Moreover, these effects seem to appear only after some time, on day 3 for the 
RMTG and on day 9 for the RPREC. These repetition effects might reflect the building of a new 
lexico-semantic representation or the assignment of new thematic role structure to the repre-
sentation of a verb (Menenti, et al., in press). These activations reflect higher-level language 
processes. The repetition suppression effect in left fusiform gyrus on the other hand is probably 
an effect related to the facilitation of the processing of the visual word form. The LTEMP ROI 
contains the ‘visual word form area’ (McCandliss, Cohen, & Dehaene, 2003) and the repetition 
suppression effect in this area probably reflects the facilitation in the processing of the visual 
form. Also a more anterior ROI in the left fusiform, LFUSI, showed a repetition suppression ef-
fect to verb repetition. This might reflect the facilitation in processing of larger chunks of the 
visual word form. Previous research has shown a hierarchy in the fusiform gyrus, with more 
anterior parts processing larger chunks of the visual word form that are closer to real words in 
the native language (Vinckier et al., 2007).
The learning of new structures/word-orders
Next to novel words, the participants in our study also learned new transitive word orders that 
were not present in their native language. Both on the behavioural as well as on the neural 
level we saw syntactic repetition effects over all days. This suggests that the participants estab-
lish a new memory trace and process the syntactic structure of these sentences very quickly. 
While for simple transitive structures in L1 and established ones in L2, the syntactic repetition 
response in LIFG is generally repetition suppression (Menenti, et al., in press; Segaert, Menenti, 
Weber, Petersson, & Hagoort, 2011; Weber & Indefrey, 2009), we find repetition enhancement 
to word order repetition. Repetition enhancement effects can be found due to a diverse set of 
variables biasing towards such an effect (Segaert, et al., in revision). Repetition enhancement 
might reflect the building of a novel neural network representation for the new structures that 
are being learned. This might especially be the case for the effects in temporal regions, where 
lexical-syntactic representations are stored (see next section). 
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The left inferior frontal gyrus on the other hand has been less linked to the actual linguistic 
representations but rather reflects online processing. It is thought to unify the syntactic build-
ing blocks (Hagoort, 2005). Therefore, repetition enhancement effects here might be less linked 
to the building of a novel representation. The repetition enhancement effect might reflect a 
learning process, as the repetition might enable additional unification operations on the target. 
Alternatively, the finding that more resources are needed to process a target if the structure is 
less expected may be explained in terms of a larger prediction error, linking the implicit learning 
theory on the behavioural level (Bock & Griffin, 2000; Chang, Dell, & Bock, 2006) to the predic-
tive coding model on the neural level (Friston, 2005). It seems evident that these two theories 
show some overlap. Both the implicit learning theory of syntactic priming (Bock & Griffin, 2000; 
Chang, et al., 2000) and the predictive coding theory of neural processes (Friston, 2005) work 
on the assumption that we predict input and that repetition of stimulus features, in this case 
the grammatical structure, reduces the prediction error. On the neural level it has been shown 
that when stimulus repetition is expected the repetition suppression effect is larger, than if the 
repetition is unexpected. Repetition suppression therefore reflects a reduction in the predic-
tion error (Summerfield, Trittschuh, Monti, Mesulam, & Egner, 2008). Conversely, it is possible 
that the repetition of novel and infrequent syntactic structures is so unexpected that repetition 
enhancement occurs. Moreover, a large prediction error might be used to tune the system, in 
which case the repetition enhancement would reflect syntactic learning. This interpretation is 
in line with the finding in this study that the repetition enhancement effect was stronger for 
the infrequent than for the frequent structure in LIFG and RIFG, two regions related to syntactic 
processing (Snijders, et al., 2009). It also explain why the predicted inverse preference effect (V. 
Ferreira & Bock, 2006), in the sense of a stronger syntactic repetition effect for the infrequent 
structure mapped out as a stronger repetition enhancement rather than a stronger repetition 
suppression effect. 
 Furthermore, the syntactic repetition effect differed according to the proficiency level 
of the participants. This was the case in ROIs in LIFG and RMTG. When the verb was repeated, 
more repetition enhancement was found for less proficient participants. Conversely, when the 
verb was not repeated, more repetition enhancement was found when the participants were 
more proficient. This pattern of results can be explained if we take repetition enhancement as 
an indicator of language learning then this explains these results. In the case of no verb repeti-
tion less proficient participants did not show a syntactic repetition effect, implying that they 
were not yet sensitive to the abstract syntactic structure. However, if less proficient partici-
pants were helped by additional information, namely verb repetition, they became sensitive 
to the syntactic structure as reflected in the repetition enhancement effect. By contrast, more 
proficient participants were already learning the abstract syntactic structure as they showed a 
syntactic repetition enhancement effect when the verb was not repeated. When the verb was 
repeated, these participants showed a weak trend towards a repetition suppression effect in 
LIFG. With some caution, this might be seen as an indicator for a more advanced stage of syn-
tactic knowledge. 
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The interaction of lexical and syntactic processing
In native language processing syntactic priming is known to be boosted by verb repetition (Pick-
ering & Branigan, 1998) or sometimes even depend on it in language comprehension (Pickering 
& Ferreira, 2008; Tooley & Traxler, 2010). However, even in the case of language comprehension 
pure structural priming effects have been found (Thothathiri & Snedeker, 2008a). In a separate 
behavioural-only version of this experiment, verb repetition boosted the syntactic priming ef-
fects both on reaction time as well as picture choice measures (see Chapter 2). However, for 
the picture choices in the present experiment, only main effects of syntactic and verb repetition 
were found, but no interactions. This is possibly due to a lower number of participants. Moreo-
ver, in RMTG, a syntactic repetition enhancement effect was only found if the verb was repeated 
as well. Temporal regions are often linked to lexical-syntactic representations (Snijders, et al., 
2009), and a verb-specific syntactic repetition effect is to be expected in these areas. Further-
more, as this effect was in the right hemisphere, there could be an additional link to the process-
ing of thematic role structure. In an fMRI adaptation study which  manipulated different levels 
of sentence processing, the repetition of thematic role structure resulted in adaptation effects 
in right posterior middle temporal gyrus (Menenti, et al., in press). Moreover, thematic role 
structure priming was found in behavioural studies as well (Chang, Bock, & Goldberg, 2003). 
If the verb as well as the syntactic structure is repeated, this might enable the learning of the 
mapping between the grammatical roles (e.g. subject, object) and thematic roles (e.g. agent, 
patient), which results in repetition enhancement.  However, we cannot technically distinguish 
between different types of information (i.e. grammatical role structure, thematic role structure) 
here, as these co-vary together in our syntactic structures.
  
Conclusion
In sum, we show a quick recruitment of the language network for the processing of a novel, 
miniature language. Verb as well as syntactic repetition led to repetition suppression and rep-
etition enhancement effects. Firstly, this shows an early sensitivity to these lexical and syntactic 
structures. Secondly, repetition suppression effects in left fusiform areas reflect facilitation in 
the processing of the visual word form, while repetition enhancement effects in posterior tem-
poral regions might indicate the building of novel lexico-semantic representations. Thirdly, the 
repetition enhancement effect to syntactic repetition, especially for an infrequent structure in 
inferior frontal regions reflects the learning process. The enhancement effects to the repetition 
of word order show that participants are becoming sensitive to these structures and that this 
effect can be used to investigate the syntactic learning process.
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Abstract
A longstanding question in bilingualism is whether syntactic information is shared between the 
two language processing systems. We used an fMRI repetition suppression paradigm to investi-
gate syntactic priming in reading comprehension in German-English late-acquisition bilinguals. 
In comparison to conventional subtraction analyses in bilingual experiments, repetition sup-
pression has the advantage of being able to detect neuronal populations that are sensitive to 
properties that are shared by consecutive stimuli. In this study, we manipulated the syntactic 
structure between prime and target sentences. A sentence with a passive sentence structure 
in English was preceded either by a passive or by an active sentence in English or German. We 
looked for repetition suppression effects in left inferior frontal, left precentral and left middle 
temporal regions of interest. These regions were defined by a contrast of all non-target sen-
tences in German and English versus the baseline of sentence-format consonant strings. We 
found decreases in activity (repetition suppression effects) in these regions of interest following 
the repetition of syntactic structure from the first to the second language and within the second 
language. 
 Moreover, a separate behavioural experiment using a word-by-word reading paradigm 
similar to the fMRI experiment showed faster reading times for primed compared to unprimed 
English target sentences regardless of whether they were preceded by an English or a German 
sentence of the same structure.
 We conclude that there is interaction between the language processing systems and 
that at least some syntactic information is shared between a bilingual’s languages with similar 
syntactic structures.
 
Introduction
To communicate in two languages, we have to acquire the grammar of the first language (L1) 
as well as the grammar of the second language (L2). It is still unclear how these two syntactic 
systems are organised in bilinguals. Syntactic processing in the L2 could either be largely inde-
pendent of the L1 syntactic system (de Bot, 1992; Ullman, 2001), or L2 processing might involve 
the existing L1 grammatical processing system in the form of a co-activation or in the form of 
shared grammatical representations (Hartsuiker & Pickering, 2008). In the latter case the de-
gree of recruitment of the L1 syntactic processing system might depend on the syntactic overlap 
between the two languages. 
 One way to test for co-activated or shared syntactic representations is syntactic prim-
ing. Syntactic priming is a well studied psycholinguistic paradigm in monolingual language pro-
duction (Bock, 1986; Branigan, Pickering, Liversedge, Stewart, & Urbach, 1995) and compre-
hension (Branigan, et al., 2005; Frazier, Taft, Roeper, Clifton, & Ehrlich, 1984; Luka & Barsalou, 
2005). In language production, syntactic priming is found as an increased likelihood to produce 
a target sentence with a grammatical structure that was encountered in a preceding sentence. 
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Priming is found even if there is no lexical or semantic overlap between the prime and the target 
sentence, giving evidence for a purely structural effect (Bock, 1986; Bock & Griffin, 2000; Picker-
ing & Branigan, 1999). A so-called ‘lexical boost’ is found in the case of verb repetition (Hart-
suiker, et al., 2008; Pickering & Branigan, 1998), meaning that the priming effect is enhanced by 
verb repetition between prime and target, indicating some lexical influence. However, this lexi-
cal influence seems to be short-lived and an independent long-term structural priming effect 
seems to persist. The majority of syntactic production priming studies (Bock, 1986; Pickering & 
Branigan, 1998, 1999) used grammatical alternations, such as the active/passive alternation, in 
which the semantics of the sentences roughly stays the same, while the grammatical structure 
changes (e.g. The woman opened the door., The door was opened by the woman.) To date, 
most studies have been conducted in English or other Germanic languages, such as Dutch (Hart-
suiker & Kolk, 1998) and German (Scheepers, 2003).
 In comprehension, syntactic priming occurs when target sentences are preceded by 
sentences of the same grammatical structure in comparison to sentences of a different struc-
ture. Syntactic priming may induce faster reaction times or interpretation preferences for 
primed structures. Branigan et al. (2005) used a picture matching paradigm and found prim-
ing effects for relative clause-attachment ambiguities. The participants were more likely to opt 
for a picture of a scene compatible with a high-attachment interpretation after a prime with 
a high-attachment interpretation. For example, when presented with the ambiguous phrase 
“The waitress prodding the clown with the umbrella”, subjects were more likely to choose the 
picture of the scenario where a waitress uses an umbrella to prod a clown (compared to a scene 
where the clown has the umbrella in his hand) after the prime “The policeman prodding the 
doctor with the gun” presented with a picture where a policeman has a gun and prods a doctor. 
These priming effects were restricted to the condition with verb repetition. Similarly, in an eye-
tracking study (Arai, van Gompel, & Scheepers, 2007), syntactic priming effects in a visual world 
paradigm were only found in case of verb repetition. The important role of verb repetition is 
supported by recent event-related potential (ERP) studies on syntactic priming in comprehen-
sion (Ledoux, Traxler, & Swaab, 2007; Tooley, Traxler, & Swaab, 2009). Tooley et al. (2009) found 
a syntactic priming effect in the form of a reduced P600 only in case of true verb repetition but 
not when the verbs in prime and target sentences were synonyms and thus closely related in 
meaning.
 In contrast, a recent eye-movement study (Thothathiri & Snedeker, 2008a) found syn-
tactic comprehension priming effects in case of different verbs between prime and target. In 
this study two primes were presented before the target, suggesting that structural priming in 
comprehension may be a relatively weak effect that needs to be boosted by repeated presen-
tation of a particular structure. A structural effect independent of lexical repetition was also 
found by Noppeney and Price (2004), in the form of faster mean reading times for primed target 
sentences. They used four types of structures (late and early closure clause boundary ambiguity 
sentences as well as simple active and reduced relative clause sentences). Like in the previous 
study, multiple primes were used. Priming effects were calculated over blocks of five sentences 
of a similar structure compared to blocks with sentences of dissimilar structures, potentially 
boosting weak effects. Therefore, while the role of verb repetition has been shown to be im-
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portant, the exact degree of influence on syntactic priming in comprehension remains to be 
addressed.
 Several sentence production studies have suggested that between-language syntactic 
priming can reveal syntactic interaction between L1 and L2. In these studies the prime sentence 
was in a different language than the target sentence. Loebell and Bock (2003) showed that 
German-English bilinguals were more likely to produce an English double-object dative sen-
tence (e.g. The little boy wrote his pen pal a letter.) to describe a picture after having produced a 
sentence of the same structure in German (e.g. Der reiche Bauer kaufte seinem Sohn ein Pferd. 
‘The rich farmer bought his son a horse.’) as compared to the alternate prepositional dative 
construction (Der reiche Bauer kaufte ein Pferd für seinen Sohn.’The rich farmer bought a horse 
for his son.’). Priming effects appeared in both directions from German to English and from Eng-
lish to German, as well as within German. In this study, priming of passive sentences failed to 
produce reliable effects. However, another study (Hartsuiker, et al., 2004) with Spanish-English 
bilinguals showed a priming effect for passive sentences. The differential results of Hartsuiker 
et al. (2004) and Loebell & Bock (2003) might be explained by assuming that not only structural 
overlap between languages but also surface word order overlap is required for priming to occur 
(German but not Spanish passives differ from English passives in this respect.). This possibility 
is supported by a recent study (Bernolet, Hartsuiker, & Pickering, 2007) on word-order effects 
in syntactic priming. In this study, the priming of simple relative clauses between languages 
was investigated. In the case of Dutch and German which have the same word order in rela-
tive clauses, priming did occur, while no priming effect was found between Dutch and English, 
where the word order differs. By contrast, in a study of relative clause attachments (Desmet & 
Declercq, 2006), priming effects despite of differences in word order were found. 
 A study on between-language priming of the two structures in the dative alternation in 
Dutch-English bilinguals (Schoonbaert, Hartsuiker, & Pickering, 2007) found equally strong syn-
tactic priming effects within-languages (L1->L1, L2->L2) and between languages (L1->L2, L2->L1) 
when there was no lexical overlap, suggesting shared rather than merely co-activated syntactic 
representations for L1 and L2. The introduction of a verb repetition condition (within languages) 
or translation equivalent repetition condition (between languages) resulted in a verb boost ef-
fect of within-language priming and a slightly weaker boost from L1 to L2. From L2 to L1 the 
translation equivalent condition did not boost the effect. 
 In sum, there is considerable behavioural evidence for syntactic priming between L1 
and L2 in sentence production. These data suggest at least links between the L1 and L2 syntac-
tic representations and, in the case of equally strong between- and within-language priming 
effects, even shared representations. Some evidence for shared syntactic representations also 
comes from functional neuroimaging studies which will be discussed in the following section.
 In the brain, syntactic processing in the L1 activates parts of the general language 
processing system that are located in the middle and superior temporal lobes as well as infe-
rior frontal regions around Broca’s area (Friederici, 2002; Indefrey, 2004, 2010; Kaan & Swaab, 
2002). Some evidence for a shared syntactic system between L1 and L2 comes from a number 
of hemodynamic studies comparing L1 and L2 sentence comprehension. In most studies, L2 
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sentence processing has been found to activate the same brain areas as L1 processing (Chee et 
al., 1999; Luke, Liu, Wai, Wan, & Tan, 2002; Perani et al., 1998; Suh et al., 2007); for reviews see 
(Abutalebi, 2008; Abutalebi, et al., 2001; Indefrey, 2006). Due to the limited spatial resolution 
of hemodynamic methods, however, even identical L1 and L2 activation compared to a control 
condition cannot demonstrate that identical neuronal populations subserve L1 and L2 process-
ing, because the smallest resolvable spatial units (voxels) still contain large numbers of neurons. 
It is therefore important to use new methods and paradigms to investigate whether L1 and L2 
syntactic processing interact. In our experiment we used the repetition suppression paradigm 
to directly investigate the degree to which syntactic processes are shared between the L1 and 
L2.
 A number of functional magnetic resonance imaging (fMRI) studies have found de-
creases in brain activation as a result of priming (Henson & Rugg, 2003; Schacter & Buckner, 
1998), usually called repetition suppression or fMRI adaptation. In this article we will refer to 
the behavioural effects as syntactic priming and to the fMRI effects as repetition suppression. 
It is generally assumed that these neural and behavioural effects are closely related. (Henson & 
Rugg (2003), however see (Ganel et al., 2006) for a different opinion).
  Only a few studies investigated sentence or syntactic priming at the neural level and 
found repetition suppression effects in monolingual sentence comprehension (Dehaene-Lam-
bertz et al., 2006; Hasson, Nusbaum, & Small, 2006; Noppeney & Penny, 2006; Noppeney & 
Price, 2004). Repetition suppression effects for the repetition of identical sentences have been 
found in the superior temporal gyrus and left middle temporal gyrus (Dehaene-Lambertz et al, 
2006) and a bilateral frontotemporal network including the left middle temporal gyrus (Nop-
peney & Penny, 2006). Hasson et al. (2006) found sentence repetition suppression effects in the 
left and right superior and middle temporal gyri and an additional effect in left inferior frontal 
regions when subjects performed a semantic judgement task. Noppeney and Price (2004) ob-
served a genuine structural repetition suppression effect in the left temporal pole. In their study 
primes and targets were not identical and suppression due to repeated lexical content can thus 
be excluded.
 While it has been shown that behavioural between-language syntactic priming effects 
exist in language production (Hartsuiker, et al., 2004; Loebell & Bock, 2003; Schoonbaert, et al., 
2007), there are to date no such studies on comprehension. We investigated syntactic priming 
of passive sentences between L1 and L2 and within L2 in a reading time experiment as well as in 
an fMRI study in German-English bilinguals. In the behavioural experiment we used self-paced 
reading time, a measure that has been used previously to find reliable priming effects in Eng-
lish for passives (Frazier, et al., 1984). In the fMRI experiment we tested whether syntactically 
primed sentences showed a reduced blood-oxygen-level dependent (BOLD) response (repeti-
tion suppression). To maximize our chances to detect a priming effect, we investigated syntactic 
priming with verb repetition, as previous studies (Arai, et al., 2007; Ledoux, et al., 2007; Tooley, 
et al., 2009) had demonstrated the important role of verb repetition for syntactic priming in 
comprehension. Moreover, because previous behavioural studies on between-language prim-
ing in production (Schoonbaert, et al., 2007) had shown the strongest effect for between-lan-
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guage priming from L1 to L2, we chose to investigate between- and within-language priming 
of L2 target sentences. Furthermore, as this is the first study to look for repetition suppression 
effects to syntactic priming in cross-linguistic sentence comprehension, we tried to increase the 
possibility of finding effects by choosing two closely related and well-studied languages as well 
as a well-studied syntactic structure.
 We predicted between-language syntactic priming effects as well as priming effects 
within L2, both at the behavioural and at the neural level. We expected to see repetition sup-
pression effects in left frontal and temporal areas involved in sentence level processing.
 Behavioural effects of cross-linguistic syntactic priming would give evidence for an in-
teraction between the two syntactic processing systems. The corresponding neuroimaging ef-
fect, however, would lead us even one step further. The finding of repetition suppression effects 
for syntactic priming across languages would be a clear indication of a shared syntactic system 
in the sense of shared structural representations. It would mean that the very same neurons, 
and not only roughly similar areas, are activated for the processing of syntactic structures in 
both languages.
Methods
Participants Behavioural Experiment
In the behavioural experiment we tested 16 German-English bilinguals (10 female) of medium 
English proficiency. They all had a similar language background (see Table 4.1) and had acquired 
English at school as their first foreign language at on average 10.63 years (SD =0.96) and had 
formal English lessons for on average 8.19 years (SD =0.98). Thus, they were all late acquisition 
bilinguals. Their proficiency was tested with the Oxford Placement test (http://www.lang.ox.ac.
uk/courses/tst_english_placement.html), a multiple-choice cloze test of grammatical knowl-
edge; mean number of mistakes=10.64 (out of 50), SD =4.41.
 The participants received course credits or money for their participation in the experi-
ments. All participants gave informed consent prior to participating in the study. The study was 
approved by the local ethics committee.
Participants fMRI experiment
In the fMRI experiment, 19 German-English bilinguals (14 female) of medium English proficien-
cy were tested (three of these subjects were later discarded due to head movements exceeding 
the threshold). 
 They all had a similar language background (see Table 4.2) and had acquired English at 
school as their first foreign language at on average 10.88 (SD =0.96) years of age and had on 
average 8.3 years of formal instruction (SD =1.01). Their proficiency was tested with the Oxford 
Crosslinguistic syntactic priming
67
Placement test on which they made 12.5 mistakes on average (SD =6.73).  None of the partici-
pants had any known neurological impairment.
 The participants received course credits or money for their participation in the experi-
ments. All participants gave informed consent prior to participating in the study. The study was 
approved by the local ethics committee.
Table 4.1 Behavioural Subject Information
amistakes out of 50: 0-9 mistakes: advanced, 10-19 mistakes: good, 20-29 mistakes: satisfactory
bage of acquisition
Subject Age Gender Oxford Placement 
Scorea AoA English
b Years of formal 
English lessons 
1 21  Male 18  10 9 
2 21  Female 17  11 9 
3 20  Male 7 10  9 
4 20  Female 11  10 9 
5 21  Female 7 10  9  
6 20  Male 13  9  8  
7 21  Female 4 11  8  
8 23  Female 7 13  7 
9 27  Male 15  11 7 
10 20  Male 16  11 8 
11 24  Female 5 10  9 
12 20  Female 6 11  9 
13 23  Female 12  12 6 
14 22  Female 12  10 7 
15 21  Male 9 11  8 
16 20  Female 11  10 9 
Average   10.63 10.634  8.19 
SD   4.41 0.96  0 .98 
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Table 4.2 fMRI Subject Information
amistakes out of 50: 0-9 mistakes: advanced, 10-19 mistakes: good, 20-29 mistakes: satisfactory
bage of acquisition
Stimuli/Design 
Half of the sentences were in English, the other half were their translation equivalents in Ger-
man (as we had more English than German experimental sentences the ratio was reversed in 
the fillers to balance the number of German and English sentences overall). A trial was defined 
as a combination of two sentences, a prime or no-prime and a target. Target sentences always 
Subject Age Gender Oxford Placement  
Scorea 
AoA 
Englishb 
Years of f ormal 
English lessons 
1 21  Male 7 11  8 
2 22  Male 3 10  8 
3 20  Female 8 10  9 
4 23  Female 15  10 8 
5 22  Female 15  12 9 
6 21  Female 9 11  8 
7 23  Female 26  10 9 
8 23  Female 14  11 9 
9 21  Female 12  12 9 
10 20  Female 20  10 8 
11 26  Female 6 13  5 
12 22  Female 13  10 9 
13 26  Female 7 10  8 
14 29  Female 5 11  9 
15 26  Male 24  11 9 
16 27  Male 16  12 8 
Average   12.5  10.88  8.31 
SD   6.73 0.96  1.01 
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had a passive structure as this is the less preferred structure and allows for a more reliable de-
tection of syntactic priming effects (Bock, 1986; Bock & Griffin, 2000; Chang, et al., 2006). Prime 
sentences were passive sentences as well, while sentences from the no-prime condition had an 
active sentence structure (see Table 4.3 for stimulus examples). Passive sentences consisted of 
seven, active sentences of five words. 
Table 4.3 Examples of experimental trials for the same target sentence
 
 
 Instances of all the experimental conditions occurred equally often. The experimental 
design included the two factors Language combination (English-English, German-English) and 
Priming (active-passive, passive-passive). For the English-English condition, the verb between 
prime and target was the same, while between languages they were translation equivalents, 
while cognates were avoided. No verb was repeated except in the verb repetition condition.  For 
each subject we had 36 experimental trials per condition. Experimental trials were alternated 
with one to three filler sentences. The number of noun phrases in filler sentences matched the 
number of noun phrases in the experimental sentences; the structures of these fillers were 
different to those in the experimental sentences. The order of the experimental trials was ran-
domized. As a baseline condition we inserted six to ten consonant string sentences after every 
20 sentences. Eight stimulus lists were created that counterbalanced the languages and the 
structures that preceded a target stimulus. Moreover, each sentence content appeared in the 
prime as well as target position.
Behavioural Experiment Procedure
The experiment was run using Presentation software (Neurobehavioral Systems, www.neuro-
bs.com). Participants sat in front of a personal computer. Sentences were presented word by 
word in a self-paced reading paradigm, in white “Arial” font of size 22 on a black background. 
After reading each word, subjects had to press a button, thus providing a measure of reading 
time. During the inter-stimulus interval a fixation cross was displayed. The length of the interval 
was jittered between 1.5 and 4.5 s (to mirror the fMRI experiment). Following 20% of the filler 
sentences, a grammaticality decision had to be made by pressing one of two buttons. Each par-
ticipant saw only one of the stimulus lists. 
 Prime/No-prime Target 
1. English-English 
 
The moon was painted by the girls. 
 
2. German-English 
Der Baum wurde von dem Künstler gemalt. 
The moon was painted by the girls. 
Der Künstler malte den Baum. 
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Behavioural Experiment Data Analysis
To test the hypothesis that reading times are faster for primed compared to un-primed sen-
tences we conducted a reading time analysis on the reading times from the third word on-
wards, where the syntactic sentence structure became apparent. A 2x2x5 ANOVA with the fac-
tors Priming (primed; not primed), Language combination (English-English; German-English) 
and Word (word 3 to 7) was conducted on the word-by-word reading time data. Moreover, to 
make sure that there are no effects before the 3rd word we did a separate analysis on the first 
two words, with the factors Priming (primed; not primed) and Language combination (English-
English; German-English). Outliers (reading times lower than: mean-2*SD or 90ms; and higher 
than: mean+2* SD per word), were calculated separately for each subject and language over all 
experimental and filler sentences and were removed. 
 We conducted a separate analysis on the same data in which any effects of word length 
were removed by a linear regression for each subject. This was done by computing a linear re-
gression with string length of each word as the independent variable and reading time as the 
dependent variable for each subject and language separately. The regression was computed 
over all materials (for a more detailed description of the procedure see (F. Ferreira & Clifton, 
1986; Trueswell, Tanenhaus, & Garnsey, 1994)). The expected reading times depending on word 
length were then subtracted from the original reading times leading to residual reading times. 
These residual reading times are either positive or negative depending on whether the word 
was read slower or faster than the expected word reading time for a word of that length. How-
ever, as the results of this analysis on the residual reading times were similar to the normal 
reading time results, only the first analysis is reported. Huynh-Feldt-corrected p-values are re-
ported.
fMRI data acquisition
The fMRI data were acquired on a 3 Tesla Siemens Trio scanner. A functional T2* weighted EPI-
BOLD fMRI scan was performed (TR = 3 sec, TE = 35 ms), with a flip angle of 90°. We acquired 35 
slices with a voxel size of 3.5*3.5*3.5 mm. The field of view was 224*224 mm for each slice. The 
slices were acquired in an interleaved manner in ascending order. The anatomical images were 
acquired using a T1 weighted GRAPPA sequence with a 1*1*1 mm resolution. 
fMRI Procedure
The stimuli were presented using Presentation software (Neurobehavioral Systems, www.
neuro-bs.com). The general procedure was identical to the one in the behavioural experiment. 
Participants were lying the scanner and saw the stimuli via mirrors just above their head. In 
contrast to the behavioural experiment, the stimulus sentences were presented at a fixed pres-
entation time of 350 ms per word. The length of the inter-stimulus interval between sentences 
during which a fixation cross was displayed was jittered between 1.5 and 4.5 s. Following 20% 
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of the filler sentences a grammaticality decision had to be made by pressing one of two buttons.
 Each participant saw only one of the eight stimulus lists. Each stimulus list was divided 
into four fMRI runs of 16 minutes. There was a short break between every run and the anatomi-
cal T1 images were acquired after half of the experiment.
fMRI Data analysis
The fMRI data were preprocessed and analysed using SPM5 (Wellcome Neuroimaging Labora-
tory, London, UK). The first five image volumes were discarded to ensure that transient non-sat-
uration effects did not affect the analysis. All volumes were slice-time corrected and realigned. 
The subjects’ mean functional images were co-registered to the subjects’ anatomical T1 images. 
The structural and functional images were anatomically normalized to a T1 template image. 
Finally, functional volumes were smoothed with an 8mm FWHM Gaussian kernel.
 The fMRI analysis was conducted in two steps. At the first level a single subject analysis 
was conducted. The contrasts from the first level were then taken to the second level for a ran-
dom effects group analysis.
 The design matrix for each individual subject included regressors that modelled the 
sentence conditions from the third word onwards, the point in time where the sentence struc-
ture became apparent, to the final word in the sentence. There were four regressors modelling 
the experimental conditions of interest, English targets that were preceded by a German prime 
(GEP), English targets that were preceded by an English prime (EEP), English targets preceded 
by a German non-prime (GEU) and English targets preceded by an English non-prime (EEU). 
Moreover, we had sentence regressors that modelled the four types of primes and non-primes 
(GP, EP, GU, and EU) and the filler sentences in German and English (FILG, FILE). The first two 
words of all experimental and filler sentences were modelled together as a separate regressor 
(Wo). The consonant string sentences were modelled by a regressor from the third string as well 
(Con) and the first two strings were modelled as a separate regressor (WCon). Regressors were 
convolved with a hemodynamic response function with time derivatives. Furthermore, the rea-
lignment parameters for movement artefact correction were included in the design matrix. 
 Whole brain analysis. For this conventional whole brain analysis we generated single-
subject contrast images for filler (FILE, FILG) and prime sentences (EP, GP, EU, GU) combined 
relative to the consonant string sentences baseline (Con) in both English and German. This full 
factorial design allowed us to look at the factor Language with the two level German and Eng-
lish; as well as at the processing of sentences versus the baseline, a factor we will call Sentences.
 Region of Interest analysis. Repetition suppression effects were investigated in a more 
sensitive region of interest analysis (ROI). To detect repetition suppression effects in areas that 
are involved in sentence processing, we took the activation results from the main effect of 
Sentences of the whole brain analysis as the functional region of interest. A region of interest 
analysis was then performed using the Marsbar toolbox for SPM ((Brett, Anton, Valbregue, & 
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Poline, 2002), http://marsbar.sourceforge.net), looking for the priming effects within the ROI 
with a 2x2x3 ANOVA (Priming (primed; not primed) x Language combination (English-English; 
German-English) x Region (left middle temporal gyrus; left inferior frontal gyrus; left precentral 
gyrus). This ANOVA was based on the contrast values (effects sizes for each region of interest), 
which were obtained from the single-subject contrast images for the priming conditions (GEP, 
EEP, GEU, EEU) with consonant string sentences (Con) as a baseline in the three regions. 
Results
Behavioural Experiment
Reading Times
The information on which syntactic structure is presented becomes available from the third 
word onwards (see Figure 4.1). As expected, the first two words of primed sentences were 
not read faster than those of unprimed ones, F(1,15)=0.028, p=0.87, η p 2=0.00 (see Table 4.4 
a). From the third word onwards primed English sentences were read faster than unprimed 
sentences, F(1,15)=13.86; p=0.002, η p 2=0.48, irrespective of the language of the preceding 
sentence, thus there was no interaction with Language combination (see Table 4.4 b). There 
were no interactions with the factor Word either showing a sustained priming effect from the 
third to the last word.
Table 4.4 Average Sentence Reading Times and confidence intervals (in brackets) in ms a) of 
the first 2 words b) from word 3
Grammaticality Judgement Task
The participants failed to respond to only 0.01% of the task stimuli (SD =0.02). The hit rate, 
subjects correctly judging a sentence as being correct, was 88.62%. The false alarm rate was 
23.1%. Therefore, one can assume that the participants generally attended to and processed 
the experimental stimuli.
a)  English-English German-English 
Primed 382 (343-421) 384 (348-420) 
Unprimed 382 (343-421) 385 (349-421) 
b)   
Primed 318 (278-357) 318 (277-360) 
Unprimed 329 (288-369) 328 (285-371) 
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fMRI Experiment
Whole brain analysis
For this analysis we used a voxel-level threshold of 0.05 with family-wise error correction for 
multiple comparisons at a cluster threshold of 50. A main effect of Sentences (the effect of 
reading sentences versus consonant string sentences) revealed increased activation in the left 
middle temporal gyrus, t=10.22, p<0.001, the left inferior frontal gyrus, t=8.29, p<0.001 and the 
left precentral gyrus, t=8.09, p<0.001 (see Table 4.5 and Figure 4.2 for the exact activation loca-
tions). These regions were taken as the regions of interest in the subsequent Region of Interest 
analysis. The main effect of Language did not reveal any activations, at a 0.001 uncorrected 
threshold level, indicating that there were no regions more active for English than for German 
and vice versa.
Table 4.5 Filler and Prime Sentences versus consonant string sentences
Note: significant activation peaks>8mm apart (p<0.05 FWE corrected, k=50). BA=Broodman 
Area (according to the SPM Anatomy Toolbox, (Eickhoff et al., 2005)), x, y, z-coordinates are 
given in MNI space.
Region of interest analysis
The contrast values of the different conditions of the ROI analysis can be seen in Figure 4.2. For 
all language combinations (German-English and English-English) and regions (left middle tem-
poral gyrus; left inferior frontal gyrus; left precentral gyrus), the contrast value for the primed 
sentences was lower than for the unprimed ones. The analysis revealed a significant main effect 
of prime, F(1,15)=7.91, p<0.05, η p 2=0.35. The mean contrast value for the primed condition 
was 8.53 (CI: 6.41-10.65), the one of the unprimed condition 10.31 (CI: 7.18-13.43). There was 
also a main effect of region, F(2,30)=8.33, p<0.05, η p 2=0.36 (mean contrast values lIFG: 12.43
Region  BA Cluster size 
Voxel T29 
value x y z 
 22 267 10.22 -56 -42 2 
 21/22  6.78  -68  -30  6 
 
(pars triangularis) 
44/45  101  8.29 -56 18  24 
 6  96 8.09  -52  2 4 8 
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Figure 4.1 Behavioural priming effects. Reading times (in ms) of target sentences per word. 
(GEP: English targets preceded by a German prime; GEU: English targets preceded by a Ger-
man non-prime; EEP: English targets preceded by an English prime; EEU: English targets pre-
ceded by an English non-prime). Primed target sentences are read faster from the third word 
onwards 
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Figure 4.2 (previous page) FMRI repetition suppression effects. Regions of Interests were 
defined by the contrast of Filler and Prime Sentences (in English and German) > Consonant 
string sentences at a FWE threshold level of p<0.05 and a cluster threshold of 50 voxels. The 
graphs show the contrast estimates for the three ROIs (lIFG: left inferior frontal gyrus; lMTG: 
left middle temporal gyrus; lPrec: left precentral gyrus) for the different syntactic repetition 
conditions. The contrasts estimates for primed target sentences are lower than unprimed 
target sentences across all conditions in all three regions thus showing repetition suppression 
effects.
(CI: 8.96-15.90), lMTG: 6.57 (CI: 4.64-8.51), lPrec: 9.25 (CI: 6.10-12.39)). None of the interactions 
reached significance. Thus, we find a general fMRI repetition effect for primed sentences that is 
statistically indistinguishable for the three regions and the two language combinations. 
 A whole brain analysis into the priming effect did not reveal a repetition effect or a sig-
nificant interaction between the factors priming and language combination.
 To exclude a possible contamination of the repetition suppression effect by the he-
modynamic response to the preceding prime and no-prime sentences, we also conducted an 
analysis of the passive and active prime sentences in the three ROIs. An ANOVA with the factors 
sentence type (passive, active), language (English, German) and region (left middle temporal 
gyrus; left inferior frontal gyrus; left precentral gyrus) revealed a significant interaction between 
sentence type and region, F(2,30)=10.19, p=0.001, η p 2=0.40 (see Table 4.6). Further analyses 
of the three different ROIs individually revealed no significant effects in the left inferior frontal 
gyrus and left middle temporal ROIs. Within the left precentral ROI passive sentences showed a 
higher level of activation than active sentences, F(1,15)=6.56, p<0.05, η p 2=0.30. Consequently, 
we can exclude that the repetition suppression effect we found above is due to a higher level of 
activation of the active no-primes compared to the passive primes carrying over to the target 
sentence.
Table 4.6 Mean contrast values and confidence intervals (in brackets) of the prime sentences 
in the three ROIs.
Sentence Type ROI  
Passive Sentences lIFG 9.73 (6.23-13.23) 
 lMTG 5.77 (3.89-7.65) 
 lPrec  9.08 (5.84-12.33) 
 lIFG 9.57 (5.46-13.69) 
 lMTG 6.46 (4.22-8.70) 
 lPrec  6.49 (3.04-9.93) 
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Grammaticality Judgement Task
The participants failed to respond to only 0.005% of the task stimuli (SD =0.7). The hit rate, 
subject correctly judging a sentence as being correct, was 91.26%. The false alarm rate was 
29.1%. Therefore, one can assume that the participants generally attended to and processed 
the experimental stimuli.
Discussion
In this study we aimed at investigating the interaction between the first and second language 
syntactic systems. In a behavioural and an fMRI experiment we looked at priming and repeti-
tion suppression effects of syntactic repetition between the L1 and the L2 and within the L2. In 
both cases we included lexical overlap of the verbs, either in the form of translation equivalent 
verbs or actual verb repetition between prime and target. The behavioural experiment looked 
at modulations of reading times due to syntactic structure repetition. We found decreases in 
reading time for primed target sentences from the third word onwards. Depending on the syn-
tactic structure, the third word was either the main verb (active sentences) or an auxiliary verb 
(passive sentences) in both German and English. In the neuroimaging experiment, the approach 
was to first identify the areas active for processing sentences versus the baseline of sentence 
format consonant strings in a conventional whole brain analysis and then to look for repetition 
suppression effects within these areas. We found repetition suppression effects in three regions 
of interest in left inferior frontal, precentral and middle temporal cortex. In both experiments 
we did not find any interactions with the type of language combination, either L1 into L2 or 
within L2. These findings provide us with clear evidence for shared syntactic systems between 
German (L1) and English (L2) on both the cognitive as well as the neural level.
Syntactic priming
Whereas syntactic priming is a well-replicated effect both in native language production and 
comprehension, evidence for syntactic priming within a second language is still scarce. As to our 
knowledge there are no previous data on cross-linguistic syntactic priming in comprehension, 
looking at the priming of two similar structures from two closely related Germanic languages 
is a first step. It complements recent findings in language production, e.g. a recent study into 
syntactic priming in L2 production for the dative alternation (Schoonbaert, et al., 2007). Prelimi-
nary data on behavioural syntactic production priming between more distant languages (Eng-
lish and Korean) mentioned by Hartsuiker and Pickering (2008) suggests that our results might 
hold beyond typologically close languages. Our data complement the cross-linguistic syntactic 
priming in production findings by demonstrating that passive structures can not only be primed 
in sentence comprehension for native speakers of English (Frazier, et al., 1984) but also for 
learners of English. Although this result suggests that, at least in advanced L2 learners, first and 
second language syntactic processing may not rely on fundamentally different processing sys-
tems (Ullman, 2001) the crucial evidence for shared L1 and L2 syntactic processing systems can 
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only be provided by demonstrating syntactic priming from one language to the other. Here we 
show that indeed the processing of English passive structures is primed by preceding German 
passive sentences even though the surface word order of passive sentences differs between the 
two languages. A study by Loebell and Bock (2003) in language production failed to find effects 
between these two languages. It is possible that the differences in word-order in German and 
English passive structures might have had a stronger influence on a syntactic priming effect in 
production than in comprehension. In comprehension the target structure to be processed is 
fixed, while in production the participant can choose the structure to be produced. It is possible 
to prime surface word-order alone (Bernolet, et al., 2007; Hartsuiker, Kolk, & Huiskamp, 1999; 
Hartsuiker & Westenberg, 2000). However, cross-linguistic syntactic priming effects can persist 
even with word-order differences (Desmet & Declercq, 2006). The results of the present study 
indicate that at least in comprehension a syntactic priming effect arises despite of word-order 
differences between the L1 and L2. This shows that in this case it is not merely the surface word-
order that is being primed (and thus shared between the L1 and L2) but some more abstract 
syntactic structure.
 This behavioural cross-linguistic syntactic priming effect provides evidence for an inter-
action between the two syntactic processing systems. Accordingly, we can rule out that the two 
systems are completely separate. Moreover, we did not find an interaction of the priming effect 
with language combination that is the priming effect was statistically indistinguishable with and 
between languages. Following Hartsuiker and Pickering (2008), who argue that for separate 
but interacting processing systems between-language priming should be reduced compared 
to within-language priming, we interpret our finding of comparable within- and between-lan-
guage syntactic priming effects as evidence for real overlap between the two syntactic systems. 
 In sum, our behavioural data are in accordance with the model by Hartsuiker and Pick-
ering (2008) which predicts overlap between the first and second language syntactic systems. 
Correspondingly, neural substrates supporting syntactic processes should also be shared.
L1 and L2 sentence processing in the brain
At a general level, the results of our neuroimaging study are compatible with shared L1/L2 syn-
tactic processing systems, because German (L1) and English (L2) sentences processing activated 
the same neural areas of left frontal and temporal regions with no differential activation for L1 
or L2. These findings are in accordance with other neuroimaging studies on second language 
processing, which claim that essentially the same areas are used in processing the first and the 
second language (Chee, et al., 1999; Luke, et al., 2002; Perani, et al., 1998; Suh, et al., 2007); for 
reviews see (Abutalebi, 2008; Abutalebi, et al., 2001; Indefrey, 2006).  Within this study we can-
not exclude different results for different language pairs and we did not set out to look at distant 
language pairs. However, other results from e.g. Chee (1999) on distant language pairs suggest 
that even in this case there are common neural substrates for L1 and L2 processing.
 Note, however, that this finding per se does not constitute strong evidence for shared 
syntactic processing systems as we used a relatively low-level baseline condition (sentence for-
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mat consonant strings). This was done to define a set of regions-of-interest that are sensitive to 
sentence-level processes as well as to processes below the sentence level to capture lexically 
mediated as well as purely structural repetition suppression effects. As a consequence, our de-
sign does not provide an intrinsic constraint with respect to the functional interpretation of the 
resulting areas. Note however, that two of the three areas (left posterior middle temporal gyrus, 
left inferior frontal gyrus) have been linked to native language syntactic processing in several 
meta-analyses (Indefrey, 2006, 2010; Kaan & Swaab, 2002). We can, therefore, assume these 
ROIs to be appropriate for the detection of syntactic repetition suppression effects.
Repetition Suppression Effects
The observed repetition suppression effects suggest that left inferior frontal, precentral and 
middle temporal regions are involved in some aspect of syntactic processing as primed and 
unprimed target sentences differed with respect to the repetition of syntactic structure but not 
with respect to verb repetition. This finding confirms an earlier study reporting the existence of 
neural correlates of syntactic priming in comprehension (Noppeney & Price, 2004) but differs 
with respect to the anatomical location of the effects. Noppeney and Price (2004) found repeti-
tion suppression effects in the left anterior temporal pole, an area that has been connected to 
syntactic processing (Friederici, 2002) but was not among the regions of interest in our study 
because it did not show a significant activation increase for sentences versus sentence-format 
consonant strings. The syntactic structures of the sentences used in Noppeney and Price (2004) 
and in the present study were different and it is conceivable that the reduced relative clause 
sentences used in their study activate anterior temporal regions more strongly. One reason may 
be that anterior temporal regions are connected to processing the syntactic as well as the pro-
sodic structure of a sentence (Humphries, Love, Swinney, & Hickok, 2005; Mazoyer et al., 1993). 
The local ambiguity of reduced relative clause versus main clause readings might be resolved 
by prosodic means because in the case of reduced relative clause sentences a prosodic break is 
present after the verb that is not present in the main clause sentences. Alternatively, it is pos-
sible that the syntactically simpler active, passive and filler sentences used in the present study 
did not engage all neural substrates of syntactic processing and hence we do not claim that our 
set of ROIs was all encompassing.
 The focus of our study was the question of shared or different neural correlates of 
L1 and L2 syntactic processing. The observed between-language repetition suppression effects 
constitute strong neural evidence for shared syntactic systems. This finding confirms previous 
evidence on overlapping brain activation for L1 and L2 sentence processing obtained with the 
subtraction paradigm. However, while shared activation of brain regions or even single voxels 
cannot exclude different neuronal populations being activated within these regions, the current 
finding shows that the same neuronal populations are responding to the processing of syntactic 
structures in either of the two languages.
 In sum, the repetition suppression effect between languages confirms the behavioural 
findings and leads us to conclude that there is real overlap between the two syntactic systems 
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of the first and second language. Moreover, the repetition suppression effect did not inter-
act with the factor language combination. Thus, as the effect was statistically indistinguishable 
within and between languages, it is likely that the neuronal substrate involved in processing 
passive sentences is not only partially but fully shared.  If the grammatical processing systems 
were only partially shared, within language priming would show a greater repetition suppres-
sion effect than priming between languages. In this case between-language priming would have 
only a subpopulation of neurons reacting to the processing of passive structures in both lan-
guages and thus a comparatively weaker effect. A different interpretation of such an interaction 
would be that there are actually two different grammatical representations, which are however 
linked closely and are thus interacting. However, our findings of no interaction with language 
combination indicate equal effects and thus shared representations. Another possible outcome 
would have been no priming or repetition suppression effects in the cross-linguistic condition. 
This would have either meant that we did not use a good paradigm to test for interactions be-
tween L1 and L2 or that there is no interaction between the two grammatical systems
 In sum, our finding of cross-linguistic syntactic priming and repetition suppression indi-
cates that functional and neural representations of similar syntactic structures, like the passive 
can be shared by L1 and L2. One consequence of this result may be that learning a L2 syntactic 
structure for which an existing L1 representation can be used should be facilitated and place 
fewer demands on the brain regions involved. 
Structural versus lexically mediated priming
Behaviourally, the syntactic priming effect appears to be present even before the verb. Conse-
quently, we can assume a structural component to the effect. From the verb onwards, however, 
we cannot distinguish between a purely structural and a lexically mediated effect. In produc-
tion, Pickering and Hartsuiker (Hartsuiker, et al., 2004; Schoonbaert, et al., 2007) extended the 
verb-subcategorisation frame hypothesis by Pickering and Branigan (1998) into a theory on bi-
lingual language processing. In this model the lexicon is shared between L1 and L2 and combi-
natorial nodes which code, for example, for passive or active structures are linked to all L1 and 
L2 verbs that can build sentences with these structures. The priming effect is then due to the 
preactivation of a combinatorial node by the processing of the prime sentence. Thus, this model 
can account for structural priming effects as well as the lexical boost in cross-linguistic produc-
tion studies. Based on our data it seems feasible to extend this model to sentence compre-
hension. However, we are not yet able to decide altogether whether structural priming effects 
entirely independent of verb repetition are possible in sentence comprehension as all our trials 
contained verb repetition. Previous studies (Arai, et al., 2007; Branigan, et al., 2005; Ledoux, et 
al., 2007; Tooley, et al., 2009) made a strong case for verb repetition being essential in syntactic 
priming in comprehension, whereas only a few studies found syntactic priming in comprehen-
sion without verb repetition (Noppeney & Price, 2004; Thothathiri & Snedeker, 2008a). Our 
data showed no statistical difference between the priming and repetition suppression effects 
for sentences with repeated identical verbs (within-language) and repeated translation-equiva-
lent verbs (between-languages). Future studies will have to look into the role of verb repetition 
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in comprehension more closely to elucidate the nature of syntactic priming in sentence com-
prehension.
Conclusion
The results of the present experiment indicate that syntactic priming effects in comprehension 
for passive structures can be detected within the L2 and from L1 to L2. Both the behavioural and 
the neuroimaging results favour the idea of an overlapping syntactic system as comparable syn-
tactic priming and repetition suppression effects were observed within and between languages. 
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Abstract
Even later in life second language learners can acquire the grammar of a new language to a 
high standard. But what are the building blocks of this new grammar? Do we rely on the estab-
lished first language system or do we build it from scratch? While there is evidence that simple 
grammatical structures in a second language share a processing/representation system with 
the native language system, the story becomes more complex for structures that do not exist in 
the first language. In this study we investigated how complex crossed-dependency structures in 
Dutch (that do not exist in German) are processed by German native speakers with a high pro-
ficiency level of Dutch, and how their processing of these structures differs from native Dutch 
speakers. While there were no significant differences between the syntactic priming effects on 
reading times between the German and the Dutch group, the fMRI experiment revealed signifi-
cant differences between groups. The Dutch group showed a repetition enhancement effect in 
left inferior frontal gyrus. In contrast, no such effect was found in the German group. Moreover, 
in the German group we saw significant interactions between the syntactic repetition effect 
and language ability, as measured by their familiarity with the crossed-dependency structure or 
their proficiency level in Dutch. These effects were found in regions of interest in the left inferior 
frontal gyrus and the middle temporal cortex. These results indicate that a greater proficiency 
in Dutch and familiarity with the crossed-dependency structure, led to greater repetition en-
hancement in these regions. On the opposite end of the scale, for participants who were less 
proficient in Dutch or less familiar with the structure, repetition suppression took place instead. 
Thus, important processing differences between first and second language speakers for com-
plex sentence structures were found.
Introduction
When we learn a second language later in life, we already have an entire first language in place. 
There is an established system, a brain network, for processing sounds, words and sentences 
in this language. As we start learning a second language, it is intuitively plausible that we re-
cruit parts of the same brain network that is already established for the first language. There 
is experimental evidence that this is the case, for example for lexical (Klein et al., 2006) as well 
as syntactic processing (Weber & Indefrey, 2009). However, the study on syntactic processing 
focussed on syntactic structures that exist both in the first language (L1) and the second lan-
guage (L2), like the passive in German and English. The study showed that the same neuronal 
network is recruited in the processing of L1 and L2 structures. However, a structure that does 
not exist in the first language cannot be tested across languages in the same subjects. In this 
study we therefore investigated the processing of crossed-dependency structures using a group 
comparison. We looked at the processing of these Dutch structures in Dutch native speakers 
and German speakers with Dutch as L2.
 Crossed-dependencies are a type of sentence structure that does not have an equiva-
lent in German. In fact, a crossed-dependency sentence like “Hans heeft Anna de paarden leren 
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Figure 5.1. The structure of Dutch crossed-dependencies (A), German nested dependencies 
(B) and Dutch right-branching sentences (C).
Dutch: Crossed-DependencyA.
B.
C.
N1 N2V1 V2
.
*Jan has Anna taught the horses to feed.
Jan heeft Anna geleerd de paarden te voeren.
English paraphrase: “Jan taught Anna to feed the horses.”
N1 N2 V1V2
*Jan has Anna the horses feed taught.
Jan hat Anna die Pferde füttern gelehrt.
N1 N2 V1 V2
*Jan has Anna the horses teach feed.
Jan heeft Anna de paarden leren voeren.
German: Nested-Dependency
Dutch: Right-Branching
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voeren.” (*Hans has Anna the horses help feed.”; approximate meaning: Hans taught Anna to 
feed the horses) has a meaning equivalent in a nested dependency structure (see Figure 5.1 
A,B for examples) in German “Hans hat Anna die Pferde füttern gelehrt.” (*Hans has Anna the 
horses feed taught”; approximate meaning: Hans helped Anna to feed the horses).  These sen-
tences look very similar: both are complex syntactic structures with non-local dependencies 
and only the final verbs appear to be swapped. Nonetheless, linguistically they belong to dif-
ferent types of sentence classes (Nowak, Komarova, & Niyogi, 2002). The Dutch structure is 
a crossed-dependency structure which is generated by context-sensitive grammars, while the 
German structure is a nested-dependency structure which is generated by the lower class of 
context-free grammars. Psycholinguists have discovered differences in the processing of these 
structures (Bach, Brown, & Marslen-Wilson, 1986; Kaan & Vasić, 2004). However, contrary to 
the linguistic hierarchy, the crossed-dependencies appear to be easier to process than the nest-
ed dependency structures. 
 Therefore, both from a linguistic and a psycholinguistic perspective, crossed-depend-
ency structures are different from nested-dependency structures. The processing of crossed-
dependencies in second language speakers is thus an interesting test bed to investigate how 
later learned complex structures are processed in the brain. In this study we are conducting a 
behavioural and an fMRI experiment to investigate the processing of crossed-dependencies in 
second language speakers compared to L1 speakers of Dutch.
Processing a second language
Crossed-dependency structures are not grammatical in standard German (while certain varie-
ties like Swiss German allow it (Schmid and Vogel, 2004). Consequently, any German native 
speaker learning Dutch has to learn them as new sentence structures. German native speakers 
can indeed acquire these structures rapidly in adulthood (Davidson & Indefrey, 2009), which 
was evident in behavioural as well as electrophysiological measures. Moreover, a recent arti-
ficial grammar learning study showed that participants can acquire both crossed and nested 
dependency structures implicitly (Uddén, et al., 2009). 
 According to some theories, later learned syntactic structures should at least initially be 
processed by a different brain network. Ullman (2001) proposed that L2 speakers rely more on a 
declarative system to process the second language while L1 processing is more procedural. Two 
different neural networks, i.e. a left fronto-temporal and a fronto-striatal network are proposed 
to underlie these processes, respectively. However, both are claimed to involve Broca’s area (Ul-
lman, 2006). Others propose that while the overall network for grammatical processing is very 
similar for the first and second language, there are activation differences. Namely, L2 speakers 
engage more regions if the L2 was acquired later in life (Abutalebi, 2008). Other accounts sug-
gest differences in the processing of local and non-local dependencies (Clahsen & Felser, 2006b; 
Dallas & Kaan, 2008). In case of local dependencies, L2 grammatical processing can become 
native-like. However, the processing of complex syntax, like non-local dependencies, might dif-
fer (Clahsen & Felser, 2006b).
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 Yet others claim that the same brain network processes both the first and the second 
language (Indefrey, 2006; Luke, et al., 2002; Perani, et al., 1998; Suh, et al., 2007). Stronger 
evidence for a shared syntactic system between L1 and L2 comes from a repetition suppression 
study in German-English late bilinguals (Weber & Indefrey, 2009). The study showed that an 
English passive can be primed by a German passive on both the neural as well as the behav-
ioural level. Therefore, the same neuronal populations were recruited in the processing of the 
L1 and the L2 passive. Similar behavioural effects in language production have been found in 
Spanish-English and Dutch-English bilinguals (Hartsuiker, et al., 2004; Schoonbaert, et al., 2007). 
Most of these studies focused on sentences with simple, local dependencies. In a study by Dav-
idson and Indefrey (2009) beginning learners of Dutch rated crossed-dependency sentences 
after 3 months as as acceptable as native speakers. However, they still had problems under-
standing them. In a sentence-scene matching task they performed worse on the Dutch crossed-
dependency word-order than on the German nested word order. It remains to be seen whether 
more advanced L2 speakers process these structures like native Dutch speakers or whether 
they rely on different processes and representations. In this study we therefore investigated the 
processing of complex crossed-dependency structures in relatively proficient L2 speakers.
 Behavioural syntactic priming and neural repetition effects
Taking a syntactic processing phenomenon like syntactic priming (Bock, 1986) one can test how 
second language speakers process a particular sentence structure compared to native speakers. 
In syntactic priming structure repetition leads to facilitated processing in the form of speeded 
reaction times (Tooley & Traxler, 2010; Traxler & Tooley, 2008), increased likelihood to select the 
same structure again (Bock, 1986) or in repetition effects in the brain as measured by BOLD-
fMRI (Menenti, et al., in press; Noppeney & Price, 2004; Weber & Indefrey, 2009). 
 Repetition suppression is the reduction of neural responses to the repetition of stimu-
lus features (Grill-Spector, et al., 2006; Henson, 2003; Miller, et al., 1991) and is considered to 
be the neural correlate of behavioral priming. The advantage of a repetition paradigm is that 
it is assumed to tap into the neural populations that code and process these stimulus features 
specifically. In this study the repeated features are the repeated syntactic structures. However, 
repetition effects are modulated by several variables; attention, expectation as well as explicit 
memory can influence the size and sign of repetition effects. Thus, quite often repetition en-
hancement, an increase in neural responses, instead of suppression is found (Segaert, et al., in 
revision). Repetition enhancement is, for example, found if the processing of the target stimulus 
engages more neural processes than the processing of the prime (Henson, 2003). Therefore, 
repetition enhancement might reflect more in depth processing of the target compared to the 
prime.
 If second language speakers show the same syntactic priming effects as native speakers, 
then one can assume that second language speakers process these learned structures the same 
way that native speakers do. On the other hand, differences in the structural repetition effects, 
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especially on the neural level, would suggest differences in how these structures are processed 
in the two groups. 
 Moreover, if we can show that L2 speakers can be primed on a later learned structure, 
then this would provide evidence for the implicit learning theory of syntactic priming (Bock & 
Griffin, 2000; Chang, et al., 2006). This theory posits that syntactic priming reflects implicit, 
error-based learning. Being repeatedly exposed to a certain structure strengthens the build-up 
of a phrasal configuration. If syntactic priming is an implicit learning mechanism to learn syn-
tactic structures, then structures that are in the process of being acquired should be primeable. 
Therefore, we should be able to find syntactic priming effects on later learned sentence struc-
tures. Furthermore, if syntactic priming is related to learning a new sentence structure, then 
the priming effect might change depending on the stage of the acquisition. Thus, the syntactic 
priming effect might correlate with language proficiency or with the familiarity with the newly 
learned structure.
 In this study we investigate processing differences and similarities to syntactically 
primed crossed-dependency structures in L1 and L2 speakers of Dutch by means of a reading 
time experiment and an fMRI experiment.
Verb effects
Another question is how the repetition of lexical items, for example verbs, interacts with syntac-
tic priming. Some studies have claimed that in language comprehension verb repetition is cru-
cial for these effects, as the syntactic priming effect  is argued to be mediated by the verb (Arai, 
et al., 2007; Branigan, et al., 2005; Ledoux, et al., 2007). Other studies have found structural 
syntactic priming effects without verb repetition (Thothathiri & Snedeker, 2008a, 2008b). In this 
experiment we add verb repetition to the design, to be able to investigate the contribution of 
verb repetition to syntactic priming effects.
Summary of research questions
In sum we are using syntactic priming in L2 as a tool to tap into the processing of crossed-
dependency structures that do not exist in L1. In this way we want to elucidate whether there 
are any processing differences for complex sentence structures that were learned later in life 
compared to structures in a native language. To this end we will compare behavioural syntactic 
priming effects for Dutch crossed-dependency structures in L1 and L2 speakers. Moreover, in an 
fMRI study we will look at the neural correlates of syntactic priming, repetition effects, to see 
whether these effects differ in L1 and L2 speakers and how these interact with the factor verb 
repetition.
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Methods
Behavioural Experiment
Participants 
In the behavioural experiment we tested 40 Dutch native speakers (32 female) and 38 German 
native speakers (31 female). The German native speakers all went to university in the Nether-
lands and had started learning Dutch after the age of 18. They had all passed the Dutch NT2 
“staatsexamen”, a language test that allows university entry, and shows a high proficiency level 
in Dutch. All participants were right-handed and had no history of neurological impairments. 
They all had normal or corrected-to-normal vision. The participants received course credits or 
money for their participation in the experiment. All participants gave informed consent to par-
ticipating in the study.
Stimuli and experimental design 
The experimental stimuli consisted of crossed-dependency sentences and right-branching 
structures with similar semantic content. A trial was defined as a combination of two sentenc-
es, a prime or no-prime and a target. Target sentences had a crossed-dependency structure. 
Prime sentences were crossed-dependency sentences as well, while sentences from the no-
prime condition had a right-branching structure (see Table 5.1 for example stimuli and Figure 
5.1 A, C for the structure of these sentences.). Right-branching sentences are thought to be 
less difficult to process than crossed-dependency sentences, as there are no nested or crossed-
dependencies to resolve. They were used as no-prime sentences in this study, as they can be 
used as paraphrases of crossed-dependency sentences. 
 All experimental conditions occurred equally often and the experimental design includ-
ed the following factors: syntactic repetition (repeated or not), verb repetition (repeated or not) 
and group (Dutch native speakers or German native speakers with L2 Dutch). 
 To ensure that it was not the overlap in sentence length between prime and target 
sentences that caused priming effects, the sentence length was varied between prime and tar-
get. Consequently, the crossed-dependency sentences contained nine (prime sentence) or ten 
(target sentence) words, and the right-branching structure sentences eleven words. Sentences 
were lengthened by adding adjectives to the second noun phrase in the crossed-dependency 
and right-branching sentences. Thus, target sentences always contained ten words, while the 
primes and no-primes contained nine and eleven words respectively. Overall, there were 30 tri-
als in each condition. Moreover, filler sentences were added to the experiment. These sentenc-
es consisted of right-branching structures as well as passive and active sentences. Right-branch-
ing structures were used as filler sentences (as well as as no-prime sentences) to ensure that 
participants did not come to expect a crossed-dependency sentence after each right-branching 
structure. To hide the experimental manipulation, the presentation of the passive and active 
sentences followed a similar scheme as the experimental items. There were as many active and 
passive sentences as crossed-dependency and right-branching sentences. Some of the filler 
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PRIME TARGET 
VERB REPETITION (V+) 
SYNTACTIC REPETITION (P+) 
Crossed-dependency: 
leren/spelen. 
(*The musician has the teenage teach 
play.) 
Crossed-dependency: 
De mannen/hebben/de jonge meisjes/ de 
paarden/leren/voeren. 
(*The men have the young girls the horses teach 
feed.) 
NO SYNTACTIC REPETITION (P-) 
Right-Branching: 
geleerd/  
spelen. 
(*The musician has the teenager taught 
play.) 
Crossed-dependency: 
De mannen/hebben/de jonge meisjes/ de 
paarden/leren/voeren. 
(*The men have the young girls the horses teach 
feed.) 
NO VERB REPETITION (V-) 
SYNTACTIC REPETITION (P+) 
Crossed-dependency: 
De vrienden/hebben/de echtgenoot/ de 
kleren/helpen/wassen. 
(*The friends have the husband the clothes help 
wash.) 
Crossed-dependency: 
De mannen/hebben/de jonge meisjes/ de 
paarden/leren/voeren. 
(*The men have the young girls the horses teach 
feed.) 
NO SYNTACTIC REPETITION (P-) 
Right-branching: 
De vrienden/hebben/de echtgenoot/geholpen/de 
kleren/te wassen. 
(*The friends have the husband helped the clothes 
to wash.) 
Crossed-dependency: 
De m annen/hebben/de jonge m eisjes/ de 
paarden/leren/voeren. 
(*The men have t he y oung g irls the horses teach 
feed.) 
FILLERS 
Passive: 
De tafel / wordt / gereinigt / door / de hulp. 
(The table was cleaned by the help.) 
 
 
(The neighbour digs a pond.) 
Right-Branching: 
 
(*The student has the researcher helped the data to collect.) 
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Table 5.1 (next page) Stimulus examples. Example sentences for the different conditions 
are illustrated using the same target sentences with different possible prime sentences. The 
slashes indicate the segments. The main verbs are indicated in italics. The bold faced seg-
ments on the target sentences are the segments of interest
items contained adjectives, to resemble the experimental items. The order of the experimental 
trials was randomized. Two to three filler items were presented between experimental trials. 
The number of filler items was varied to ensure that subjects would not learn to expect a certain 
prime-target pattern (see Figure 5.2). 
 For the crossed-dependency sentences and the right-branching sentences, the main 
verbs “leren” and “helpen” were used. In the verb repetition condition this main verb was the 
same between prime and target while in the other condition the prime contained the one verb 
and the target contained the other one. The verb within the embedded clause was never re-
peated between prime and target. 
 As a baseline condition we inserted blocks of sentence-format consonant strings after 
every 20 sentences. Four stimulus lists were created. Across these stimulus lists each target 
occurred in a prime and a no-prime trial and each sentence-content appeared in the prime as 
well as target position. Each participant was presented with only one of the stimulus lists. The 
experiment consisted of three experimental sessions; participants had a short break between 
sessions.
 
Post-experimental questionnaires
Participants in both groups were given a questionnaire after the main experiment. This ques-
tionnaire contained a list of 40 sentences. Half of the sentences had appeared in the experi-
ment and were comprised of crossed-dependency, right branching, passive and active sentence 
structures. The other half was comprised of the same structures but had not appeared in the 
experiment. For each sentence, participants had to rate on a nine-point scale whether they 
had seen it before in the experiment and whether they found the sentence normal. The scale 
ranged from ‘1’ (‘very normal’) to ‘9’ (‘not normal at all’). From this questionnaire we calculated 
a covariate (‘familiarity’) which consisted of the average rating of the normality of crossed-
dependency structures for each participant. We take the ratings on this questionnaire to reflect 
the participants’ familiarity with the crossed-dependency structure; the more normal they find 
the structure the more familiar they are with the structure.
 Moreover, the German group filled in a questionnaire on their language background 
(Gullberg & Indefrey, 2003) and a Dutch reading comprehension test. The test consisted of two 
stories and 12 accompanying questions taken from a modified version of the Dutch NT2-staat-
sexamen (www.ib-groep.nl/particulieren/examens/NT2/s10_nederlands_als_tweede_taal.
asp). The score on this test led to the covariate ‘proficiency’ for each participant. We take the 
score on this test to reflect the participants’ general proficiency level in Dutch, the fewer mis-
takes they make, the more proficient they are.
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Figure 5.2  Example of trial structure with experimental and filler stimuli.
Experimental procedure
The experiments were run using Presentation software (Neurobehavioral Systems, www.neuro-
bs.com). Participants sat in front of a personal computer. Participants were told to read the 
sentences for comprehension and as quickly as possible. They were told that they would have 
to fill in a questionnaire on these sentences afterwards.
 Sentences were presented sentence fragment by sentence fragment (to see how sen-
tences were divided up in parts, see Table 5.1) in a self-paced reading paradigm. The sentences 
were displayed in white “Arial” font of size 22 on a black background. After reading each sen-
tence fragment subjects had to press a button, providing an estimate of reading time. During 
the inter-stimulus interval a fixation cross was displayed. The length of the interval was jittered 
between 1.1 and 3 seconds (to mirror the fMRI experiment). In 13.3% of the non-target ex-
perimental sentences and in one third of the filler sentences, a word appeared in a larger, 30 
Passive
Right-Branching
Crossed-Dependency
Active
Right-Branching
Active
Passive
Crossed-Dependency
Crossed-Dependency
Passive
No Syntactic Repetition
Syntactic Repetition
  
 
 
time
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font size. Subjects had to respond to this change by pressing a button. This low-level task was 
included to make sure that subject were paying attention throughout the experiment.
Data analysis
To test the hypothesis that reading times are faster for syntactically repeated compared to un-
repeated sentences we conducted an analysis of the reading times on the last three segments, 
where the structure becomes apparent. This also allowed us to look at the effect of verb rep-
etition. A 2x2x2x2 ANOVA with the factors syntactic repetition (repeated or not), verb repeti-
tion (repeated or not), group (Dutch, German) and segment (segment 4 to 6 of the crossed-
dependency sentences) was conducted on the segment-by-segment reading time data. Outliers 
(reading times: ＜90ms or <＜mean+3* SD per segment), were determined for all sentences of 
the same category (excluding those sentences with words in larger font size), separately for 
each subject and segment. The outliers were then removed. Huynh-Feldt-corrected p-values 
are reported.
 FMRI Experiment
 Participants
In the fMRI experiment we tested 24 Dutch native speakers (15 female) and 28 German native 
speakers (18 female). Four of the German participants (3 female) were subsequently excluded 
as they did not meet our criteria concerning their language background or due to technical 
malfunction during scanning.  Both groups fulfilled the same criteria as the groups in the behav-
ioural experiment (see 2.1.1).
Stimuli and experimental design 
The stimuli and design were the same as in the behavioural experiment (see 2.1.2).
 Post-experimental questionnaires
The same post-experimental questionnaires were given to the participants in the fMRI experi-
ment after the main experiment (see 2.1.3).
FMRI experimental procedure
The experiments were run using Presentation software (Neurobehavioral Systems, www.
neuro-bs.com). Participants lay in the scanner and looked at a screen via a mirror. Sentences 
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were presented sentence fragment by sentence fragment, in white “Arial” font of size 22 on a 
black background. Sentence fragments were presented one-by-one at a fixed presentation rate 
that depended on the length of the fragment. The fragment duration in ms was computed as 
((number of letters in the fragment × 30ms) + 190ms), a method based on Nieuwland and Van 
Berkum (2006). During the inter-stimulus interval a fixation cross was displayed. The length of 
the interval was jittered between 1.1 and 3.3 s. In 13.3% of the non-target experimental sen-
tences and one third of the filler sentences, a word appeared in a larger 30 font size. Subjects 
had to respond to this change by pressing a button.
FMRI data acquisition and analysis
The fMRI data was acquired on a 1.5 Tesla Siemens Avanto scanner. A functional T2* weighted 
EPI-BOLD fMRI scan was performed (TR = 2.35 sec, TE = 40 ms), with a flip angle of 90°. We ac-
quired 33 slices with a voxel size of 3.5*3.5*3 mm. The field of view was 224*224 mm for each 
slice. The slices were acquired in an ascending order. It was made sure that the field-of-view 
included inferior parts of frontal and temporal cortex. In some subjects parts of the top of the 
brain were outside the field of view. The anatomical images were acquired using a T1 weighted 
sequence.
 The fMRI data were preprocessed and analysed using SPM5 (http://www.fil.ion.ucl.
ac.uk/spm/). The first five images were discarded to ensure that transient non-saturation ef-
fects did not affect the analysis. The functional images were checked for spikes and if any were 
detected these images were removed and a replacement image was created based on the sur-
rounding images. All functional images were realigned and slice-time corrected. The partici-
pants’ anatomical T1 images were coregistered to a standard EPI template and the subjects’ 
anatomical T1 images were then coregistered to the mean functional image. The anatomical T1 
images were then segmented into grey and white matter and the spatial normalisation param-
eters were taken to normalise the functional images. Finally, functional images were smoothed 
with an 8mm FWHM Gaussian kernel. For the fMRI analysis we first defined the contrasts of 
interest for each subject. These were then taken to the second level for a random effects group 
analysis. 
First level single-subject model
The experiment consisted of three different sessions. Within each session, the model for each 
individual subject included regressors that modelled the target sentences crossed-dependency 
structures in the case of syntax and verb repetition and no repetition (CrossP+V+; CrossP-V+; 
CrossP+V-; CrossP-V-). As we were interested in the effects from the point that crossed-depend-
ency sentences are different from other sentences, only the last three segments were mod-
elled in these regressors. The first fragments of these four conditions were modelled in a sepa-
rate regressor (FirstFrag). Further, we modelled a regressor for the fixation cross (Fix) and one 
for the sentence-format consonant strings (Cons). Moreover, we modelled all filler and prime 
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sentences in different regressors for crossed-dependency sentences (CROSS), right-branching 
structures (RIGHT), passives (PASS) and actives (ACT). Finally, we included a regressor modelling 
all those sentences on which the task occurred. The actual presentation time of an event was 
taken as its duration. The regressors were convolved with a hemodynamic response function. 
The realignment parameters for movement artefact correction were included in the model.
Second level group analysis
For the whole brain analysis of the repetition effects we modelled a full-factorial design on 
the priming regressors (CrossP+V+; CrossP-V+; CrossP+V-; CrossP-V-) against a baseline of the 
sentence format consonant strings (similar to Weber and Indefrey (2009)) with the factors verb 
(verb repetition or no verb repetition), syntax (syntax repetition or no syntax repetition) and 
group (German; Dutch).
 A whole brain analysis of the reading network is used to define the regions of interest. 
These are defined based on the activations (see Appendix C, Table 2 for the exact coordinates) 
for the prime and filler structures (including the crossed-dependency, right branching, passive 
and active sentences) we used a pFWE<0.05 cluster level threshold and a cluster level uncor-
rected threshold at p<0.001. We then extracted the contrast values based on the mean activa-
tion for each subject for all priming conditions versus the sentence format consonant string 
baseline using MarsBaR (http://marsbar.sourceforge.net/). These contrast values were then 
entered into a repeated measures ANOVA with the factors region, verb (V+; V-) and syntactic 
repetition (P+;P-) as well as a covariate ‘familiarity’. Moreover, in a separate analysis of the Ger-
man group alone, we also added the covariate ‘proficiency’. All reported coordinates are in MNI 
space.
Results
Reading times (see Figure 5.3) of crossed-dependency structures. 
We performed an ANOVA with the factors segment (3), verb repetition (2), syntactic repeti-
tion (2) and group (2). Over the three segments, there was a main effect of syntactic repeti-
tion (F(1,76)=6.83, p=0.01, partial η2=0.08). Participants were faster if the syntactic structure 
was repeated (mean syntactic priming effect German group: 4.74 ms; Dutch group: 8.64 ms). 
Moreover, if the verb was repeated subjects read the three segments faster (mean verb priming 
effect German group: 4.31 ms; Dutch group: 11.81 ms) than if it was not, (F(1,76)=9.63, p<0.01, 
partial η2=0.11). There was no interaction between verb repetition and syntactic repetition. 
Moreover, the effects did not differ significantly over segments. Furthermore, the effects did 
not differ between groups. Thus, the German and the Dutch group showed similar syntactic 
priming and verb priming effects. Moreover, adding the covariates ‘familiarity’ and ‘proficiency’ 
did not reveal any interactions with the priming effects.
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Figure 5.3 Syntactic priming effects (syntax repeated – syntax not repeated) on reading times 
(in ms) for the last three segments of crossed-dependency target sentences. The bars show 
the standard error of the mean. 
fMRI results
Whole brain results – reading network. Reading the prime and filler crossed-dependency, right-
branching, passive and active sentences compared to a consonant string baseline activated a 
wide-spread network of left frontal, left temporal and right temporal regions (see Appendix C, 
Table 2 for the exact coordinates as well as Figures 5.4 and 5.5). We took the four main activa-
tions as our regions of interest. 
 Whole brain results – syntactic repetition. There were no whole brain effects of syntac-
tic repetition. Reading the last three segments of the crossed-dependency sentences activated 
a network in left and right frontal and temporal regions (see Appendix C, Table 1) which did not 
differ significantly in its activation pattern across groups.
 Region of interest results. We performed ANOVAs with the factors ‘region’ (4) ‘verb 
repetition’ (2), ‘syntactic repetition’ (2) and ‘group’ (2) (see Appendix C, Table 2 for the exact co-
ordinates of the ROIs, which were based on the activations for prime and filler sentences) with 
an added covariate ‘familiarity’. The covariate values did not differ between the two groups, 
F(1,46)<1.0. Therefore, differences in correlations with the covariate between the two groups 
are unlikely to result from a difference in range of the covariate between the groups.
 There was an interaction of region by verb repetition by group, (F(3,132)=3.11, p<0.05, 
partial η2=0.07).  The factors region, verb repetition, syntactic repetition and group showed a 
4-way interaction, (F(3,123)=3.82, p<0.05, partial η2=0.08). Since this indicates that the differ-
ent factors behave differently in the different regions, we then tested the effects within each 
region separately.
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Left inferior frontal gyrus (see Figure 5.4)
In left inferior frontal gyrus, we found a 3-way interaction of verb repetition, syntactic repetition 
and group, (F(1,44)=5.33, p<0.05, partial η2=0.11). If the verb was repeated no significant ef-
fects were found (F<1). If the verb was not repeated, syntactic repetition and group interacted, 
(F(1,44)=5.31, p<0.05, partial η2=0.11), with the Dutch group showing a repetition enhance-
ment effect to syntactic repetition if the verb was not repeated, (F(1,22)=8.71, p<0.01, partial 
η2=0.28). In contrast, no significant effects were obtained within the German group (F=1.2). 
However, if we added the ‘proficiency’ covariate, a significant interaction of this covariate with 
syntactic repetition was obtained, (F(1,21)=6.55, p<0.05, partial η2=0.24). The participants 
with a better score on the test showed repetition enhancement while those with a lower score 
showed repetition suppression.
Left middle temporal gyrus (see Figure 5.4)
There was a three way interaction of syntactic repetition with group and with the covariate 
‘familiarity’, (F(1,44)=6.5, p<0.05, partial η2=0.13). In the Dutch group the syntactic repetition 
effect was not modulated by the familiarity with the structure (F<1), while in the German group 
a modulation was found, (F(1,22)=9.73, p=0.005, partial η2=0.31). The participants who rated 
the sentences as more familiar showed more repetition enhancement while those rating them 
as less familiar showed more repetition suppression.
Right middle temporal gyrus (see Figure 5.5)
In right middle temporal gyrus, there was a marginally significant interaction between verb 
repetition and syntactic repetition, (F(1,44)=3.6, p=0.064, partial η2=0.08). However, the simple 
effects of syntactic repetition were not significant,  p>0.1.
Right hippocampus
There were no significant effects in this region of interest.
Figure 5.4 (next page). Illustration of Region of Interest results. (a) The four ROIs in left inferior 
frontal gyrus (LIFG), left middle temporal gyrus (LMTG), right middle temporal gyrus (RMTG) 
and right hippocampus. b) ROI in LIFG, where the German group shows an interaction be-
tween the syntactic repetition effect and the covariate ‘proficiency’. C) Interaction between 
syntactic repetition, verb repetition and group. The Dutch group showed a significant repeti-
tion enhancement effect to syntactic repetition if the verb was not repeated. D) ROI in LMTG, 
where the German group shows an interaction between the syntactic repetition effect and 
the covariate ‘familiarity’. The bars show the standard error of the mean.
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Figure 5.5 (previous page) Region of Interest in right middle temporal gyrus showing a mar-
ginally significant verb repetition by syntactic repetition interaction. The bars show the stand-
ard error of the mean.
Discussion
Summary of the results
In this study we investigated the processing of crossed-dependency structures by means of 
both a behavioural and an fMRI experiment in a group of Dutch native speakers and a group of 
German native speakers with Dutch as L2. The experiments revealed the following:
1. Syntactic processing in a second language
In both the behavioural and the fMRI experiment we saw syntactic repetition effects to crossed-
dependency sentences in second language speakers. In the behavioural experiment primed 
target sentences were read faster. In the fMRI experiment the BOLD-fMRI syntactic repetition 
effect was dependent on the familiarity with the sentence structure (assessed in a post experi-
mental questionnaire) and the proficiency level in Dutch (which was quantified using a Dutch 
language comprehension test). In a left middle temporal region of interest the syntactic repeti-
tion effect was dependent on the familiarity with crossed-dependency sentences. In left inferior 
frontal gyrus the syntactic repetition effect depended on the proficiency level in Dutch. Partici-
pants with a high proficiency level and who were more familiar with the sentences showed an 
increase in activation after syntactic structure repetition, repetition enhancement, while the 
less proficient participants and those being less familiar with the structure showed a decrease 
in activation, repetition suppression.
2. Behavioural priming and fMRI repetition effects
Behaviourally, both the L1 and the L2 speakers of Dutch showed syntactic priming effects in the 
form of faster reading times. In the fMRI experiment, the structural repetition of the crossed-
dependency sentences led to a repetition enhancement effect in left inferior frontal gyrus in 
the Dutch native speaker group. In the L2 speaker group both repetition suppression as well as 
repetition enhancement effects were found depending on different levels of L2 proficiency (see 
previous paragraph).
3. Interactions with verb repetition
An interaction between the syntactic repetition and the verb repetition effect was found in the 
Dutch native speaker group in the fMRI experiment. This effect was localised in a left inferior 
frontal region of interest. 
Chapter 5
100
Syntactic processing in a second language
In our experiment we show that L2 speakers are sensitive to the repetition of complex syntactic 
structures that were learned in adulthood. This implies that the L2 speakers learned to parse 
these structures. At first glance, it might even look as if native and L2 speakers process these 
structures in a similar way. Reading crossed-dependency sentences yielded the same overall 
brain activations in the two groups. Additionally, the behavioural syntactic priming effect did 
not differ between the two groups. Nevertheless, when we looked more closely at the fMRI 
syntactic repetition effects within regions of interest in the reading network, we found process-
ing differences. 
 In left inferior frontal gyrus the syntactic repetition effects differed between the two 
groups. This is a region crucially involved in syntactic unification (Hagoort, 2005) and linked to 
the integration of syntactic building blocks retrieved from memory. In the native speaker group 
a repetition enhancement effect was found only in case of no additional verb repetition. In 
the German group the syntactic repetition effect differed depending on the proficiency level in 
Dutch. This effect did not interact further with verb repetition. One possible interpretation is, 
that L2 speakers were not yet processing or representing the crossed-dependency structures 
in left inferior frontal gyrus in the same way that native speakers did (this might especially be 
the case for the lower proficiency participants, as will be discussed below). This supports the 
claim by Clahsen and Felser (2006b) that while L2 speakers can become native-like in process-
ing local dependencies (Weber & Indefrey, 2009), non-local dependencies are more problem-
atic for L2 speakers. The observation that the syntactic processing in left inferior frontal gyrus 
in the L2 group differed depending on the proficiency level in the L2 is contrary to the results 
by Wartenburger and colleagues (2003). In their study activity in left inferior frontal gyrus to 
syntactic violations (number, gender and case violations) in simple sentences correlated with 
age of acquisition but not with proficiency. However, the processing of syntactic violations in 
short simple sentences might be quite different from repetition effects to syntactically complex 
sentences. Furthermore, a study on syntactic processing during language production showed 
proficiency dependent differences in left inferior frontal gyrus (Golestani et al., 2006). The syn-
tactic repetition effect in left inferior frontal gyrus changes with the proficiency level in Dutch 
but not with the familiarity with the syntactic structure. This indicates that syntactic unification 
changes with higher proficiency levels. Familiarity on the other hand might be more important 
for the retrieval of representations from memory than for the unification process in left inferior 
frontal gyrus. 
 In left middle temporal gyrus, the syntactic repetition effect varied depending on the 
German participants’ familiarity with crossed-dependency structures, while no such effect was 
found in the Dutch native speakers. This effect was not simply due to more variation in covari-
ate values in the German group, as the covariate values did not differ between the two groups. 
Those non-native speakers that were more familiar with crossed-dependency sentences proc-
essed these differently compared to those that had less experience with this structure. This 
implies that their structural representations differed depending on how much experience there 
was with the structure in the past and consequently how strong the representation already 
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was. This is in line with the idea that the temporal lobe is an area for the storage and retrieval 
of linguistic representations, e.g. syntactic frames (Hagoort, 2005).
 The presence of syntactic repetition effects in the temporal lobe indicates that in the L2 
speakers these regions were engaged in the syntactic processing of these structures. In native 
speakers however, the syntactic repetition effect was confined to the left inferior frontal gyrus. 
This is evidence for the idea that more areas are active for L2 grammatical processing if the L2 
is learned later in life (Abutalebi, 2008). 
 Taking the results from the interactions with both covariates, it appears that the syntac-
tic repetition effects differed depending on the acquired level of competence in the L2 and with 
L2 specific syntactic structures. There is thus a functional differentiation in the fMRI activations 
between the effects in subjects showing repetition enhancement and those showing suppres-
sion. Less proficient L2 speakers, who showed repetition suppression, might not have been able 
to fully parse the sentence, as even in native speakers this is not always the case (F. Ferreira, Bai-
ley, & Ferraro, 2002; Patson, Darowski, Moon, & Ferreira, 2009). In low-proficient L2 speakers 
the same shallow parse might have been built up on both prime and target. Consequently, the 
same process occured on prime and target. The repetition of this process, due to the syntactic 
repetition manipulation, led to the facilitation of the process, which resulted in repetition sup-
pression. In the case of repetition enhancement, the processing on the prime itself might have 
been shallow, ‘good-enough’. However, the prime enabled an additional unification operation 
to build a full phrasal configuration of the target, which is reflected in the enhanced activation. 
 The results that we obtained are consistent with the implicit learning theory of syntactic 
priming (Bock & Griffin, 2000; Chang, et al., 2006). According to this theory, syntactic priming is 
a mechanism to acquire syntactic structures. During initial learning, syntactic priming effects are 
expected to be stronger. This implies that the repetition suppression effect should be strongest 
in the initial phase of learning. Such an effect was found in the L2 speaker group, where the 
less proficient participants showed repetition suppression whereas the more proficient did not. 
However, the reading time analysis did not reveal any differences in effects between the L1 and 
the L2 group or within the L2 group.
Behavioural syntactic priming and fMRI repetition effects
One of the rather puzzling effects in this study was that the syntactic structure repetition effect 
in native speakers appeared to be a repetition enhancement effect, as evident in left inferior 
frontal gyrus. While it is not unusual to find repetition enhancement instead of suppression 
effects (Segaert, et al., in revision) the effect is usually modulated by some variable. We will 
outline one possible interpretation for these repetition enhancement effects. If the syntactic 
structure is easy, as in the case of active or passive sentences, then the same syntactic processes 
are engaged on prime and target. These processes are facilitated on the target and hence lead 
to repetition suppression (Noppeney & Price, 2004; Weber & Indefrey, 2009). If the syntactic 
structure that is being processed is more complex, the parsing of the prime might be shallow, 
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‘good enough’. Consequently, on the prime the native speakers might not have arrived at a com-
plete phrasal configuration. However, the retrieval and partial unification of the building blocks 
on the prime enabled an additional unification step on the target whereby a more complete 
phrasal configuration was built. This resulted in an increase in activation compared to a crossed-
dependency sentence that was preceded by a right-branching or a filler structure. That native 
speakers do not always arrive at a complete and correct interpretation of a sentence is in line 
with findings that comprehension is often done in a partial manner, mostly good enough for the 
context in which comprehension takes place (Christianson, Luke, & Ferreira, 2010; F. Ferreira, et 
al., 2002; Patson, et al., 2009).
 While we did not find whole brain repetition effects, it is encouraging that within our 
regions of interest, only those that have previously been related to syntactic processing show 
syntactic effects. These include left inferior frontal and left middle temporal regions (Hagoort, 
2005; Indefrey, 2010; Meyer et al., 2005; Petersson, et al., in press; Snijders, et al., 2009). 
Interactions with verb repetition 
Previous behavioural studies showed syntactic priming effects during language comprehension 
(Thothathiri & Snedeker, 2008a, 2008b). The stimuli that were used did not contain verb rep-
etition; nevertheless, they observed an effect of syntactic repetition. They showed for the first 
time that syntactic priming effects in a language comprehension task can be found independ-
ently from verb repetition. This finding is replicated by our behavioural data, as we observed 
a decrease in reading times due to both verb repetition and syntactic repetition, but no inter-
action. However, this finding is in disagreement with other previous research, claiming that 
syntactic priming effects in language comprehension can be observed exclusively if the verb is 
repeated (Arai, et al., 2007; Branigan, et al., 2005; Ledoux, et al., 2007). 
 In the fMRI experiment, interactions between syntactic repetition and verb repetition 
effects became evident in left inferior frontal gyrus in the Dutch native speakers. The repetition 
enhancement effect was only present in case of no verb repetition. In case of verb repetition no 
effect appeared to be present. Other areas did not show any effects of verb repetition, in main 
effects or interactions. These findings are at odds with our behavioural findings, where partici-
pants read target sentences faster if the verb was repeated. However, this behavioural effect 
might be purely due to the word form repetition and not related to lexical and structural aspects 
of the verb. The regions of interests we chose in this study did not encompass areas linked to 
the processing of the visual word-form, i.e. the fusiform gyrus (McCandliss, et al., 2003; Price & 
Devlin, 2003), and we therefore did not see the effect in the neuroimaging experiment.
 The interaction of the syntactic repetition effect with verb repetition in left inferior fron-
tal gyrus seems to be rather odd in light of no verb effects in left middle temporal gyrus. Accord-
ing to some models the lexical representations are stored in this latter area (Hagoort, 2005) and 
a verb repetition effect might therefore be expected. One possible reason is that throughout 
the experiment the main verbs building the crossed-dependency sentences were “leren’ and 
“helpen”. It can therefore be assumed that the lexical representations of these two verbs were 
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very highly activated during the course of the experiment. This might have led to no additional 
modulation of the lexical processing, in the form of repetition suppression, by immediate rep-
etition in left middle temporal gyrus. 
 This on the other hand brings us back to the effect in left inferior frontal gyrus. If for 
both ‘helpen’ and ‘leren’ the syntactic frames are highly active during the course of the experi-
ment, then we might expect less of an effect of verb repetition. The reason for this effect could 
be that the representations for crossed-dependency structures are not entirely abstract but 
verb-specific. This might be the case because crossed-dependency structures in Dutch are lexi-
cally restricted. Crossed-dependency structures can only be built with modal, perception and 
causative verbs. Secondly, these structures are infrequent. The combination of these factors 
might have led to verb-specific representations. Thus, if on the prime participants encountered 
a crossed-dependency structure with for instance the verb “leren” and the same verb occurred 
again on the target, then parts of the building blocks for syntactic unification, more specifically 
the verb structure frames were the same.  This led to a facilitation of the partial unification of 
the building blocks (with consequently less activation for this part of the process compared 
to the processing of unprimed target or prime sentences). However, the additional syntactic 
unification operation towards a complete syntactic parse added activation. These two proc-
esses together led to no visible modulation of the BOLD activity in left inferior frontal gyrus. In 
comparison if the verb in the target sentence was “helpen” more neural resources were used 
for both processes. The partial unification of a new verb structure frame and the additional uni-
fication step to build a more complete parse of the sentence added up to more activity on the 
target sentence. In total these processes on the target led to enhanced activity compared to an 
unprimed target, repetition enhancement. 
 The German group on the other hand might not have had a lexically-specific represen-
tation (due to even less experience with the structure). Therefore, the syntactic repetition effect 
in this group did not interact with verb repetition. 
Conclusions
In sum, we show that we can use syntactic repetition paradigms to investigate commonalities 
and differences in syntactic processing between native and second language speakers. While 
on the behavioural level the syntactic priming effects were similar, we show that the neural 
processes nonetheless differ. Therefore, second language speakers do not process crossed-de-
pendency structures the same way native speakers do. Moreover, the processing of complex 
syntactic structure in L2 speakers depends on both the familiarity with the type of complex 
structure as well as on the overall proficiency level in the second language.
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Summary and Discussion
In this thesis I have investigated language learning and bilingual syntactic processing using both 
behavioural and neural measures. In chapters 2 and 3 we looked at the initial stages of language 
learning. I provided evidence for fast learning of a new grammar and new words and a fast 
recruitment of the “language network” in the brain. In chapter 4, I showed that for simple sen-
tences the same cortical network was recruited for syntactic processing in L1 and in L2, while 
differences were found when I looked at more complex structures, as seen in chapter 5.
 Very similar brain regions are involved in language learning and (bi)lingual language 
processing (see Figure 1.1 in the Introduction). Areas that are traditionally thought of as the 
‘core language network’, the left inferior frontal gyrus and the left posterior temporal gyrus, 
were recruited for language processing in all our studies. The left inferior frontal gyrus espe-
cially is related to syntactic processing. This is the case right from the start of language learning 
and up to an established second language as well as in L1 syntactic processing. In the studies de-
scribed in chapters 2 to 5 we used syntactic priming paradigms to investigate syntactic process-
ing in second languages online. Behaviourally, we collected both reaction time measures, more 
specifically reading time and reading onset time, as well as outcome measures like the perform-
ance on a picture choice task. The latter shows how well the participants can interpret the sen-
tences (see Figure 6.1). We found syntactic priming effects in all studies and on all behavioural 
measures. These findings provide strong evidence that syntactic priming can be used as a 
paradigm to investigate syntactic processing at all stages of language learning and language 
processing. In the brain, we found repetition suppression effects, which are considered to be 
the neural correlate of behavioural priming effects (Henson, 2003), as well as repetition en-
hancement effects (Segaert, et al., in revision). While these repetition enhancement effects 
are indicative of language learning and language processing, they are less straightforward 
to interpret than repetition suppression. They reflect a diverse set of processes involving novel 
network building, more attention or generally more neural resources on the primed target com-
pared to an unprimed item. Repetition effects to syntactic structure repetition are mainly found 
in the left inferior frontal gyrus (see Figure 6.2) and in the posterior middle temporal gyri (see 
Figure 6.3). This fits well with theories of syntactic processing that consider the left inferior 
frontal gyrus to be related to the unification of syntactic building blocks and the posterior tem-
poral gyrus as the store of lexico-syntactic information, more specifically the building blocks of 
syntactic structure (Hagoort, 2005; Snijders, et al., 2009).
 In the following sections I will discuss the significance of the findings in this thesis with-
in the framework of the existing literature. I will outline what the findings elucidate regarding 
the nature of language learning and bilingual language processing. Furthermore, I will describe 
the different models that account for repetition effects in the brain and how these inform us 
about theories of syntactic processing and language learning. 
Figure 6.1 (next page) Behavioural syntactic priming effects in a) chapter 2, b) chapter 3, c) 
chapter 4 and d) chapter 5. Effects on picture choices are shown on the left, effects on reading 
or reading onset times are shown on the right.
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What do the findings reveal about language learning and bilingual syntactic processing?
Here, I will discuss the similarities and differences between L1 syntactic processing and L2 syn-
tactic processing; the latter both during language learning and once a high proficiency level has 
been reached. 
 The first point that becomes clear from the experiments in chapters 2 and 3 is that 
learning grammatical regularities can be fast. Within hours, the word orders can be interpret-
ed to a high level and native-like behavioural syntactic priming effects are present. Repetition 
suppression effects in areas of the language network, e.g. LIFG, are considered to be the native-
like effect to syntactic repetition, as shown in previous studies on first language processing 
(Menenti, et al., in press; Noppeney & Price, 2004; Segaert, Menenti, Weber, Petersson, et al., 
2011). However, on the neural level (chapter 3), the main effect to syntactic repetition during 
L2 learning was repetition enhancement. Thus, during initial language learning, the neural ef-
fects to syntactic processing are not yet native-like. A more detailed account of the functional 
differences between repetition suppression and enhancement will be discussed in the follow-
ing section. For now, the important consideration is that although the neural repetition effects 
are not native-like, the learning of the syntactic structures can be fast. The behavioural results 
show that participants were able to consistently interpret the syntactic structures correctly. This 
provides evidence for the power of our language learning mechanisms (Gullberg, et al., 2010; 
Veroude, et al., 2010). These allow us to quickly pick up the regularities within the L2 language 
input even in adulthood. The same or very similar networks are engaged in processing L2 
syntax as well as L1 syntax (chapter 4) right from the start of language learning (chapter 3). 
Moreover, native-like syntactic priming effects (chapter 2, 4 and chapter 5 on the behavioural 
level) occur quickly. The simplest explanation is that, if possible, the syntactic processing sys-
tem of a novel language maps onto that of the existing L1 (chapter 4). 
  However, if it is not possible to map onto existing representations or more difficult due 
to larger differences between the grammatical structures, different processing systems and/or 
strategies are employed (chapter 5). Moreover, it is not clear whether these different process-
ing strategies in chapter 5 are specific to L2 speakers. In native language processing more and 
more focus is put on individual differences in processing (Pakulak & Neville, 2009; Snijders, 
2010). Therefore, future studies will show whether in cases like those described in chapter 5, 
the L2 processing is qualitatively different from L1 processing, or whether it rather patterns with 
a certain sub-group of native speakers.
 In chapters 2 and 3 the underlying grammatical regularities were not given explicitly. 
However, it is likely that the language learners at least partly developed explicit learning and 
processing strategies. Especially repetition enhancement could reflect the more controlled ap-
plication of explicit processing rules that subjects adopted. This could be a rule like “if the verb 
is in the middle the subject comes first, otherwise the object comes first’. Moreover, the strong 
involvement of the basal ganglia on day 3 gives further evidence for controlled, non-automatic 
processing of the new language on this day which then becomes more automatic by day 9. This 
is in line with some earlier theories (Ullman, 2001, 2006) that claim that the processing of an 
L1 is procedural and automatic and that L2 processing is at least initially more declarative and 
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non-automatic. This network of declarative processing involves the basal ganglia. However, de-
pending on how the language was acquired, automatic, procedural processing can be acquired 
early in an L2 (Morgan-Short, et al., 2011). Furthermore, in the learning experiment in chapter 
3, the core L1 language network is involved right from the start of learning on day 2. Therefore, 
automatic and non-automatic processes seem to be in place from the start and the relative 
reliance on the one or the other mechanism differs between participants, again hinting at indi-
vidual differences in language learning and or language processing.
 What are the mechanisms that allow us to pick up grammatical regularities? One mech-
anism that is in place in first language acquisition is the calculation of the frequency of co-
occurrence of certain items. This then allows the extraction of the underlying regularities, for 
example the word order (Saffran, 2003). The overall input frequency of a word order does not 
seem to have a strong supportive effect on learning the word order or how it is processed (see 
behavioural effects in chapter 2 and 3). However, experience with a structure per se obviously 
matters and considering that all structures are equally frequent after the initial training session 
any frequency effect might have been too subtle to pick up. 
 Moreover, the repetition that we introduce is probably a learning mechanism in itself, 
which is in line with previous proposals (Bock & Griffin, 2000; Chang, et al., 2000). Priming does 
not only have a facilitatory effect, but might strengthen or stabilise representations that are 
being built. According to a computational implementation of the implicit learning theory of 
syntactic priming (Chang, et al., 2006), syntactic structures are learned via error-based learning. 
The processing system compares an internally generated prediction to the externally gener-
ated input. If the input does not match the prediction, then the prediction error is large. This 
prediction error is then used to adjust the connection weights within the syntactic system and 
thus strengthens the structural representations. A larger prediction error thus leads to a bigger 
learning effect as well as a larger priming effect. Especially for infrequent or as in our case novel 
structures, the repetition of syntactic structure helps in stabilising the structural representa-
tions.
Functional significance of repetition effects
Repetition suppression is thought of as the neural correlate of priming. It is considered to re-
flect the facilitated processing of the repeated stimulus properties. Traditionally, there are three 
main models for repetition effects (see Box 6.1). These are in origin models proposed to explain 
repetition suppression effects only (see Grill-Spector, Henson, & Martin (2006) for a more ex-
tensive review of models of repetition suppression). 
 However, more and more studies find repetition enhancement effects where repetition 
suppression effects would have been expected (see (Segaert, et al., in revision) for a review) and 
show a number of these in our experiments. Several variables can influence repetition effects; 
these include stimulus novelty, visibility, timing, explicit memory processes, expectation and 
attention. Therefore, other models try to explain repetition enhancement findings or encom-
pass both (see Box 6.2). These models try to integrate some of the variables that are thought 
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to bias towards repetition enhancement. For example, the predictive coding model explains 
why a variable like expectation influences repetition effects. On the other hand, the novel net-
work formation model was conceived to explain why repetition enhancement effects are found 
to the repetition of novel items and repetition suppression effects to the repetition of known 
items (Henson, et al., 2000). In the next section we will discuss the variables and models in their 
relation to syntactic priming.
Repetition effects to syntactic repetition
Given the number of variables that influence repetition effects and the different models that 
underlie these, it becomes difficult to interpret syntactic repetition effects. The ‘native-like’ 
repetition effect to syntactic priming appears to be repetition suppression (Menenti, et al., in 
press; Noppeney & Price, 2004; Segaert, Menenti, Weber, Petersson, et al., 2011). Repetition 
suppression was observed in the study that we described in chapter 4 on bilingual syntactic 
processing. This thus supports the idea that syntactic processing in bilinguals can become na-
tive-like. However, even such a simple observation as repetition suppression could reflect the 
sharpening of the neural representation of a syntactic structure, the facilitation of the process-
ing within the neural network, or the reduction of the prediction error as the target grammati-
cal structure was expected (see Box 6.1 and 6.2). These would reflect very different parts of the 
processing system for syntax that we cannot distinguish in these experiments. Nonetheless, in 
all cases the repetition taps into the syntactic processing network and the repetition effects are 
informative in the sense that we can claim that the areas showing these effects are related to 
syntactic processing. 
Box 6.1 :  
 
 (Grill-Spector & Malach, 
2001; Miller, Li, & Desimone, 1991)
 
Sharpening model 
Sharpening models propose that fewer neurons (more 
becomes sharpened (Desimone, 1996; ) 
response goes down. 
 
(James & Gauthier, 2006), priming makes the peak 
 
to  
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Figure 6.2 (previous page top) Syntactic repetition effects in LIFG across all three fMRI studies
Figure 6.3 (previous page bottom) Syntactic repetition effects in left and right middle tempo-
ral gyrus in the three fMRI studies
 
 Similarly, repetition enhancement effects relate to syntactic processing, as the repeti-
tion of grammatical structure caused these enhancement effects to occur. However, in this case 
more peripheral processes are involved, such as explicit memory, attention and expectation. 
Depending on the mechanism underlying the effect it reflects very different processes. Rep-
etition enhancement effects could for example reflect the building of a novel neural network 
representation of the new structures that are being learned, as is the case in chapter 3. This 
is especially the case in temporal regions, where lexical-syntactic representations are stored. 
Box 6.  
 
 
(Friston, 2005; Mesulam, 2008) nput. 
neuronal resources become engaged by accurately inferred events, as it takes longer for unpredicted 
priming respon
 
 
(Henson, 
Shallice, & Dolan, 2000)
with an 
unfamiliar item, the BOLD- iar items. At this 
ed novel, while items termed ‘familiar’ have a 
well-established long- , most 
probably, -term 
memory) will a novel item eventually become familiar. 
 
(Henson, 2003), 
which did not occur on the prime. Thus, the prime enables further processes on the target that 
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The left inferior frontal gyrus on the other hand has been less linked to the actual linguistic 
representations, but rather reflects online structure building. It is thought to unify the syntactic 
building blocks (Hagoort, 2005). Therefore, repetition enhancement effects in LIFG, as reported 
in chapter 3 and chapter 5, are less linked to the building of a novel representation. Instead, 
these reflect additional unification steps on the target that were enabled by the processing of 
the prime structure (chapter 5). 
 Similarly during learning (chapter 3), the repetition enhancement effect in LIFG pos-
sibly reflects such an additional unification step. In this case, the repetition enhancement ef-
fect is a learning process as the repetition enables the syntactic building blocks to be unified 
into a fuller grammatical structure. Repetition enhancement can be found to the repetition 
of complex, novel and less predictable syntactic structures. It reflects that more resources are 
needed to process a target if the structure is less expected and the prediction error (see box 6.2) 
is larger.  This links the implicit learning theory on the behavioural level to the predictive cod-
ing model on the neural level. It seems evident that two of the theories on syntactic processing 
and neural repetition effects show some overlap. Both the implicit learning theory of syntactic 
priming (Bock & Griffin, 2000; Chang, et al., 2000) and the predictive coding theory of neural 
processes (Friston, 2005) work on the assumption that the brain predicts input and that repeti-
tion of stimulus features, in this case grammatical structure, reduces the prediction error. 
 On the neural level it has been shown that when stimulus repetition is expected, the 
repetition suppression effect is larger than if the repetition is unexpected (Summerfield, et al., 
2008). Repetition suppression thus reflects a reduction in the prediction error. However, it is 
possible that the repetition of novel and infrequent syntactic structures is so unexpected that 
repetition enhancement occurs. Moreover, the associated large prediction error can be used to 
tune the system, and it can thus be claimed that the repetition enhancement reflects syntactic 
learning. 
Repetition effects to lexical repetition
In chapter 3 we found lexical repetition effects in right middle temporal gyrus (extending into 
the angular gyrus). While the left hemispheric counterpart, the left middle temporal gyrus, is 
the region in the brain mostly connected to the mental lexicon (Snijders, et al., 2009), right 
hemisphere homologues are thought to have similar functions. According to some theories, 
the right hemisphere does coarser computations and has broader representations for lexical-
semantic information (Jung-Beeman, 2005). The repetition enhancement effect we find here is 
evidence of the building of a novel representation for the lexical items that are being learned 
(see Box 6.2 for “novel network formation”).
 Alternatively, the right middle temporal gyrus could be involved in building up a the-
matic role structure for the verb on the target, which is enabled by the prime (Menenti, 2010); 
while on the prime only the lexical item itself was processed. That the repetition effect in right 
temporal gyrus reflects more than just lexical level processing is supported by the syntactic 
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repetition enhancement effect in this region, which is only present if the verb was repeated as 
well. As in our study grammatical and thematic role structure are confounded we cannot distin-
guish between effects of grammatical or thematic role priming. However, thematic role priming 
has been shown before (Chang, et al., 2003). Moreover, the right middle temporal gyrus is not 
a traditional syntactic processing region. Therefore, we conclude that the syntactic repetition 
enhancement effect in case of verb repetition in this region reflects the building of a new func-
tional structure or thematic role order mapping.
 If repetition enhancement is related to novel network formation, then one could expect 
a switch from an enhancement to a suppression response once the representation is stable. 
However, to my knowledge, a switch from repetition enhancement to repetition suppression 
has so far not been found. Henson et al. (2000) and Conrad et al. (2007) observed continuously 
increasing versus decreasing neural activity for up to 10 repetitions of novel versus familiar 
objects, but in these studies the enhancement response did not switch to suppression after a 
certain number of repetitions. The number of repetitions might have been too few to detect 
such a switch. Furthermore, it is possible that the “novel network formation” mechanism needs 
consolidation before an object can become “familiar”, which can only be realized during sleep 
(Walker & Stickgold, 2006). Supporting this idea, Davis et al. found reduced activations to novel 
words learned on the previous day, while no such response was found for words learned on 
the same day (Davis, et al., 2008). Although there was consolidation in our experiment, as the 
experiment was conducted over several days, we only see a weak trend towards a repetition 
suppression effect in LIFG for the more proficient language learners (see Figure 6.2 a)). In future 
studies, a more extended learning period should reveal whether a stable repetition suppression 
effect to syntactic structure repetition will occur once a new syntactic structure has a stable 
representation.
Future directions and improvements
While running an experiment one usually comes up with new directions and follow-ups. Next 
to that, one is always faced with the shortcomings and little flaws of experiments that one con-
ducted and most often could not think of in the beginning. This is of course no different for the 
experiments described in this thesis. Here I will describe some improvements and future direc-
tions for studies on bilingual and second language processing.
  In follow-up studies of the Alienese experiments (chapter 2 and 3), several things could 
be improved to make sure that the learning process can be monitored and that it can be com-
pared to the ‘end-state’ of first language acquisition. It would be easier to compare the effects 
to first language processing if we had added a ‘localiser’ of first language processing. This could 
be done by adding a session in which subjects are reading simple transitive sentences in Dutch. 
This could inform us about which effects are in areas related to first language processing of 
similar transitive structures and which are in different areas.
 To get a more complete picture on the learning of the syntactic structures, we could 
include the picture choice task on day 2 as well. Initially, we thought that the picture-choice 
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would be too difficult for the subjects to perform on day 2 and that on the first day of reading 
the sentences they should get one-to-one mappings between sentence structures and mean-
ing. However, their high performance on the picture-choice task on day 3 showed that partici-
pants became very good at the task fairly quickly. Therefore, we could introduce the task on day 
2 to allow the tracking of their structural learning performance within the first hour of learning, 
which would be informative about the mechanisms of language learning at the very beginning. 
To the same end, another improvement would be to separate the sentence from the picture 
already on day 2 in the behavioural learning experiment (chapter 2). Initially, we thought that 
a simultaneous presentation on this day might be necessary to ensure that subjects could map 
the sentences and the picture in the initial stages of language learning. However, the quick 
learning progress participants made showed us that the sentences could be displayed one after 
the other from the start, as we then did in the fMRI experiment. Adding both the picture choice 
task and this manipulation would ensure that we could look at both behavioural measures of 
syntactic priming on day 2, during the first hour of language learning.
 There are a number of natural extensions for follow-up experiment on the two Alienese 
experiments that would tackle some interesting theoretical questions. For example, to investi-
gate the processes and mechanisms that enable us to produce a novel language one could think 
of a language production version of these experiments. Given that in the comprehension ver-
sions language learning is fast, it might be possible for subjects to even produce new sentence 
structures. In such an experiment, the novel structure in the prime would be helpful for learning 
to produce these novel structures. 
 Another possible follow-up experiment is a comprehension experiment with more 
complex syntactic structures, to investigate the boundaries of fast language learning. It is inter-
esting to see how quickly for example long-distance dependencies can be picked up. Moreover, 
as according to some theories complex, hierarchical, recursive structures are processed with 
a different grammar (Friederici, et al., 2006; Opitz & Friederici, 2007), it can also inform on 
whether this is correct or whether complex structures can be acquired quickly and in the same 
way  in an artificial language learning situation.
 Moreover, we could investigate the nature of the generalizations and abstractions that 
participants make. For example, in an initial learning phase, the structures are learned in con-
structions, in which a specific verb is linked to a specific structure. In a follow-up session, the 
verbs could be paired with different structures and we could then see whether participants 
are able to generalize to the abstract syntactic structure or whether they learned item-specific 
information.  
 Furthermore, to get a better understanding of the functional role of repetition suppres-
sion and repetition enhancement effects it is essential to stretch the experiment over a longer 
period of time. In this way it would be possible to see whether less proficient participants, that 
show repetition enhancement effects, will switch to repetition suppression effects once they 
reach a more adequate level of syntactic processing. 
 In the cross-linguistic syntactic priming experiment (chapter 4) we only had syntactic 
priming trials with additional verb repetition (or at least translation equivalents). However, in 
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comprehension studies syntactic priming effects have been found even in the absence of verb 
repetition. As this thus hints at a level of purely structural syntactic processing even in language 
comprehension, it will be interesting to see how this maps out cross-linguistically.
 And last but not least, in the crossed-dependency experiment (chapter 5), we did not 
include a task that tapped into the depth of syntactic processing. This would have been advan-
tageous, as the interpretation we develop strongly hinges on the depth or ‘good enough’ man-
ner of syntactic processing on the prime compared to the target. However, this was a post-hoc 
explanation and we had thus not thought of including a measure that would actually tell us how 
well participants had parsed the sentences.
Conclusions 
Language learning can be fast. Within hours and days similar areas to those active for native 
language syntactic and lexical processing are active (see chapter 3) and native-like behavioural 
syntactic processing effects are found (chapter  2). A second language can thus be acquired 
effortlessly given the right amount of information, for example by including a context that pro-
vides meaning. While for simple syntactic structures the processing of syntactic information is 
the same for both L2 and L1 speakers (see chapter 4), the picture becomes more complicated 
for complex structures (see chapter 5). Here, the experience with the structure and the overall 
proficiency in the second language determines how automatic or good-enough the processing 
will be. Overall, by devising novel ways to investigate bilingual processing, in this case by using 
syntactic priming paradigms, we investigated how the first and the second language relate to 
each other in the brain. Moreover, by combining these paradigms with a miniature language, it 
is possible to create an ideal test-bed for investigating the very first stages of language learning.
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Appendix A 
Experimental Materials for Chapter 2 and 3
Table 1. Example of one of the lists of lexical items. There were 8 such lists with different 
Alienese-to-English meaning mapping.
Alienese English  Dutch 
 
basi to dress aankleden 
dase to chase achtervolgen 
haki to dry someone afdrogen 
kisu to scare bangmaken 
momu to serve bedienen 
mose to hassle bedreigen 
nago to greet begroeten 
nosoku to pay betalen 
nuga to jostle duwen 
oku to photograph fotograferen 
omo to help helpen 
ona to interview interviewen 
sawe to hug knuffelen 
sitagu to massage masseren 
sosa to tow meetrekken 
teso to measure meten 
tomi  naroepen 
tose to make wet natmaken 
agero to shoot neerschieten 
epaki to topple omtrekken 
hakaro to pick someone up o  
hakenu  overeindhelpen 
hakoba to annoy pesten 
hipare to kick schoppen 
imera to hit slaan 
misabe to tow slepen 
mukare to stop stoppen 
nagabi to draw tekenen 
nurasi to console troosten 
odaku to wave someone uitzwaaien 
odosi  verzorgen 
osuta  vinden 
sikimo to feed voeren 
utape to send away wegsturen 
utuso to choke wurgen 
  
atoku to dry afdrogen 
mikuro to yawn gapen 
parube to bend over buigen 
simera to dance dansen 
tokasi to think denken 
mimu to jump hinkelen 
ote to cry huilen 
suki to clap klappen 
ucha to beckon zwaaien 
ugo to drink drinken 
Nouns 
josa woman vrouw 
komi man man 
sako boy jongen 
miru girl meisje 
 
Table 2. Example sentences of the same content with the three different word-orders
Word-Order Alienese  
Object  Subject Verb Josa komi oku.  * Woman man photograph. 
Verb Object Subject Oku josa komi.  * Photograph woman man.  
Subject Verb Object Komi oku josa.  * Man photograph woman. 
   
Subject Verb Miru simera.  * Girl dance. 
 
Appendix B
Table 1. Table of Activations in the whole brain analysis, reading network versus common 
baseline, cluster threshold k=10.
Region Brodm
an Area 
X Y Z T Cluster 
size 
p (FWE 
corrected
, p<0.05) 
cluster 
level p-
value 
reported 
Reading Day 2 versus Day 3 
 
 18 -24 -90 4 8.53 253 <0.001 
 17 -10 -98 10 6.34   
Right middle occipital gyrus 
right middle occipital gyrus 18 32 -84 4 7.36 166 <0.001 
 
 11 -2 56 -12 6.75 313 <0.001 
Right fusiform gyrus and parahippocampus 
Right parahippocampus (20) 30 -26 -26 6.37 40 0.003 
terior cingulated cortex extending into precuneus  
 23 -8 -54 26 6.29 181 <0.001 
 
 37 -26 -36 -16 6.06 81 <0.001 
 
 35 -16 -10 -24 6.04 54 0.001 
Right inferior temporal gyrus 
Right inferior temporal gyrus 37 50 -74 0 5.91 101 <0.001 
 
Right superior medial gyrus 10 2 60 14 5.71 133 <0.001 
 
 21 -62 -16 -10 5.67 35 0.004 
Right anterior cingulated cortex 
Right anterior cingulated cortex 25 2 30 2 5.43 15 0.011 
 
 19 -40 -76 40 5.41 33 0.004 
 
le temporal gyrus 21 -56 -2 -14 5.23 20 0.008 
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 38 -34 6 -14 5.2 14 0.012 
Right occipital cortex 
Right calcarine gyrus 17 16 -96 10 5.18 14 0.012 
 
Reading Day 3 versus Day 2 
tex extending into supplementary motor area (SMA) 
 32 -4 8  50 13.35 2896 <0.001 
Right anterior cingulate cortex 24 4 28 32 8.36   
 32 -10 26 26 7.89   
Right frontal (inferior and middle) regions extending into insula, basal ganglia and thalamus 
Right middle frontal gyrus 46 34 46 26 10.2 4305 <0.001 
Right middle frontal gyrus 46 36 -2 48 8.63   
Right inferior frontal gyrus (pars orbitalis) 47 30 22 -6 7.86   
Right caudate 25 10 12 0 6.29   
ior and middle)  regions extending into insula, basal ganglia and thalamus 
 47 -26 20 6 9.87 5241 <0.001 
 6 -42 2 38 9.51   
 6/44 -38 0 26 9.33   
or and superior parietal cortex and angular gyrus 
 17/18 -2 -88 12 9.07 11218 <0.001 
Right precuneus 19 14 -70 42 8.84   
 7 -30 -62 46 8.23   
 40 -46 -44 52 7.87   
ral gyrus 3 -48 -22 48 7.43   
 19 -24 -62 2 7.34   
Right inferior parietal cortex 40 46 -38 48 6.71   
Cingulate cortex 
 23 8 -34 26 7.26 385 <0.001 
Right middle cingulated cortex 23 6 -14 30 7.03   
 
  -4 -22 -12 6.04 136 <0.001 
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  -24 -16 34 5.92 34 0.004 
 
  -52 -18 18 5.6 22 0.007 
 
 21 -50 -48 8 5.48 58 0.001 
 
 37 -44 -62 -12 5.41 33 0.004 
Right lingual gyrus extending into cerebellum 
Right cerebellum  14 -46 -6 5.34 33 0.004 
Right middle temporal gyrus 
Right middle temporal gyrus 21/22 54 -42 10 5.01 10 0.016 
 
Reading Day 3 versus Day 9 
 
  -24 12 20 7.52 326  
  -22 26 16 5.45   
Right precuneus extending into posterior cingulated cortex 
Right precuneus  26 -54 26 7.08 392  
Right posterior cingulated cortex  14 -42 26 5.97   
Right precuneus 19 30 -54 12 5.33   
Right caudate nucleus 
Right caudate nucleus  22 12 20 6.49 255  
  30 0 24 6.35   
  14 8 30 5.49   
Right caudate nucleus 
Right caudate nucleus  16 28 -6 6.29 139  
Right caudate nucleus  22 28 4 4.92   
Right thalamus 
Right thalamus  2 -8 8 5.92 58  
 
  -16 -12 34 5.87 26  
Right thalamus 
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Right rolandic operculum extending into right superior tempora gyrus 
Right rolandic operculum  54 -34 28  4.93 25  
Right inferior frontal cortex 
Right inferior frontal gyrus (pars triangularis) 45  44 18 14 5.32  19  
Right inferior frontal gryus (pars opercularis)  42 14 18 4.76   
 
 19 -28 -66 10 5.3 18  
 
Reading Day 9 versus Day 3 
 
  -34  -12 0 5.98  300  < 0.001 
 34  -28  - 6 -10 5.83   
  -30  -16 2 5.83   
  -26  -14 2 5.61   
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Table 2. Region of Interest Analysis Results. Region (9) by Day (3) by Type of Structure (3) by 
Verb Repetition (2) by Syntax Repetition (2)
Effects df F p η p
 2
Main effects
Region ** F(8,144) 3.62 0.01 0.17
Day *** F(2,36) 25.66 0.00 0.59
Type of Structure F(2,36) 0.59 0.56 0.03
Verb Repetition F(1,18) 0.01 0.91 0.00
Syntax Repetition * (Repetition Enhancement) F(1,18) 4.72 0.04 0.21
Interactions of the main effects with the covariate
Region by Proficiency F(8,144) 0.39 0.82 0.02
Day by Proficiency F(2,36) 0.64 0.53 0.03
Type of Structure by Proficiency F(2,36) 1.41 0.26 0.07
Verb Repetition by Proficiency F(1,18) 2.67 0.12 0.13
Syntax Repetition by Proficiency F(1,18) 0.18 0.67 0.01
2-way Interactions
Region by Day (see Figure 3.7) *** F(16,288) 3.81 0.00 0.17
Region by Type of Structure ** F(16,288) 2.41 0.01 0.12
         not significant in any region     
Region by Verb Repetition (see Figure 3.4) *** F(1,144) 9.04 0.00 0.33
   Verb Repetition in LFUSI ** (Repetition  Suppression) F(1,18) 7.98 0.01 0.31
  Verb Repetition in LTEMP *** (Repetition Suppres-
sion)
F(1,18) 17.98 0.00 0.50
  Verb Repetition in LIFG * (Repetition Enhancement) F(1,18) 4.86 0.04 0.21
  Verb Repetition in RANG F(1,18) 0.09 0.77 0.00
  Verb Repetition in RIFG F(1,18) 1.43 0.25 0.07
  Verb Repetition in RMTG *** (Repetition Enhance-
ment)
F(1,18) 19.84 0.00 0.52
   Verb Repetition in OCC F(1,18) 0.65 0.43 0.03
   Verb Repetition in RPREC F(1,18) 3.66 0.07 0.17
   Verb Repetition in SMA F(1,18) 0.29 0.60 0.02
Region by Syntactic Repetition F(8,144) 1.55 0.18 0.08
Day by Type of Structure F(4,72) 1.74 0.15 0.09
Day by Verb Repetition F(2,36) 2.68 0.08 0.13
Day by Syntactic Repetition F(2,36) 1.73 0.20 0.09
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Type of Structure by Verb Repetition F(2,36) 0.95 0.40 0.05
Type of Structure by Syntactic Repetition F(2,36) 1.69 0.20 0.09
Verb Repetition by Syntactic Repetition F(1,18) 0.08 0.79 0.00
Interactions of the two-way interactions with the covariate
Region by Day by Proficiency F(16,288) 0.75 0.67 0.04
Region by Type of Structure by Proficiency F(16,288) 0.50 0.94 0.03
Region by Verb Repetition by Proficiency F(1,144) 1.52 0.21 0.08
Region by Syntactic Repetition by Proficiency F(8,144) 1.10 0.36 0.06
Day by Type of Structure by Proficiency F(4,72) 0.15 0.96 0.01
Day by Verb Repetition by Proficiency F(2,36) 1.23 0.31 0.06
Day by Syntactic Repetition by Proficiency F(2,36) 2.92 0.09 0.14
Type of Structure by Verb Repetition by Proficiency F(2,36) 1.04 0.36 0.05
Type of Structure by Syntax Repetition by Proficiency F(2,36) 0.32 0.71 0.02
Verb Repetition by Syntax Repetition by Proficiency * F(1,18) 6.40 0.02 0.26
   Syntax Repetition by Proficiency If Verb Repeated F(1,18) 2.72 0.12 0.13
   Syntax Repetition by Proficiency If Verb Not Repeat-
ed (the more proficient participants show more rep-
etition enhancement)*
F(1,18) 5.10 0.04 0.22 
3-way interactions
Region by Day by Type of Structure F(32,576) 1.03 0.42 0.05
Region by Day by Verb Repetition ** F(16,288) 2.46 0.01 0.12
    Day by Verb Repetition in LFUSI F(2,36) 2.19 0.13 0.11
    Day by Verb Repetition in LTEMP F(2,36) 1.47 0.24 0.08
    Day by Verb Repetition in LIFG F(2,36) 2.50 0.10 0.12
    Day by Verb Repetition in RANG F(2,36) 2.67 0.09 0.13
    Day by Verb Repetition in RIFG (*) F(2,36) 3.05 0.06 0.15
    Day by Verb Repetition in RMTG *** F(2,36) 11.58 0.00 0.39
      Verb Repetition on Day 2 F(1,18) 0.09 0.40 0.54
       Verb Repetition on Day 3 *** (Repetition Enhance-
ment)
F(1,18) 12.13 0.00 0.40
       Verb Repetition on Day 9 *** (Repetition Enhance-
ment)
F(1,18) 20.27 0.00 0.53
   Day by Verb Repetition in OCC F(2,36) 2.69 0.08 0.13
   Day by Verb Repetition in RPREC * F(2,36) 3.65 0.04 0.17
      Verb Repetition on Day 2 F(1,18) 0.17 0.69 0.01
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      Verb Repetition on Day 3 F(1,18) 0.65 0.43 0.04
      Verb Repetition on Day 9 *** (Repetition Enhance 
ment)
F(1,18) 10.46 0.00 0.37
  Day by Verb Repetition in SMA F(2,36) 0.10 0.90 0.01 
Region by Type of Structure by Verb Repetition F(16,288) 0.95 0.48 0.05
Region by Day by Syntactic Repetition F(16,288) 1.20 0.29 0.06
Region by Type of Structure by Syntax Repetition F(16,288) 0.69 0.73 0.04
Region by Verb Repetition by Syntax Repetition (see 
Figure 3.4) ***
F(8,144) 4.94 0.00 0.22
   Verb Repetition by Syntax Repetition in LFUSI F(1,18) 0.01 0.91 0.00
   Verb Repetition by Syntax Repetition in LTEMP F(1,18) 1.66 0.21 0.08
   Verb Repetition by Syntax Repetition in LIFG F(1,18) 0.96 0.34 0.05
   Verb Repetition by Syntax Repetition in RANG F(1,18) 1.45 0.24 0.07
   Verb Repetition by Syntax Repetition in RIFG F(1,18) 0.00 0.95 0.00
   Verb Repetition by Syntax Repetition 
in RMTG ** F(1,18) 8.18 0.01 0.31
       Syntax Repetition if Verb Repeated (Repetition 
Enhancement) ** 
F(1,18) 10.17 0.01 0.36
          Syntax Repetition if Verb Not Repeated F(1,18) 0.34 0.57 0.02
   Verb Repetition by Syntax Repetition in OCC F(1,18) 3.75 0.07 0.17
   Verb Repetition by Syntax Repetition in RPREC F(1,18) 1.19 0.29 0.06
   Verb Repetition by Syntax Repetition in SMA F(1,18) 1.10 0.31 0.06
Day by Type of Structure by Verb Repetition F(4,72) 0.49 0.72 0.03
Day by Type of Structure by Syntax Repetition F(4,72) 0.55 0.70 0.03
Day by Verb Repetition by Syntax Repetition F(2,36) 0.38 0.69 0.02
Type of Structure by Verb Repetition by Syntax Repeti-
tion
F(2,36) 0.59 0.56 0.03
3-way interactions by Proficiency
Region by Day by Type of Structure by Proficiency F(32,576) 1.20 0.25 0.06
Region by Day by Verb Repetition by Proficiency F(16,288) 1.11 0.36 0.06
Region by Type of Structure by Verb Repetition by Pro-
ficiency (see Figure 3.5) ***
F(16,288) 3.62 0.00 0.17
   Type of Structure by Verb Repetition by Proficiency 
in LFUSI
F(2,36) 1.11 0.34 0.06
  Type of Structure by Verb Repetition by Proficiency 
in LTEMP
F(2,36) 2.24 0.14 0.11
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  Type of Structure by Verb Repetition by Proficiency 
in LIFG
F(2,36) 0.23 0.80 0.01
   Type of Structure by Verb Repetition by Proficiency 
in RANG (no significant verb repetition by proficiency 
interaction for any type of structure on its own) *
F(2,36) 3.45 0.04 0.16
   Type of Structure by Verb Repetition by Proficiency 
in RIFG
F(2,36) 0.35 0.71 0.02
   Type of Structure by Verb Repetition by Proficiency 
in RMTG
F(2,36) 0.15 0.81 0.01
   Type of Structure by Verb Repetition by Proficiency 
in OCC
F(2,36) 2.59 0.09 0.13
   Type of Structure by Verb Repetition by Proficiency 
in RPREC
F(2,36) 1.93 0.16 0.10
   Type of Structure by Verb Repetition by Proficiency 
in SMA **
F(2,36) 5.31 0.01 0.23
       Verb Repetition by Proficiency if Frequent (less 
proficient participants show more repetition en-
hancement) *** 
F(1,18) 15.91 0.00 0.47
          Verb Repetition by Proficiency if Infrequent F(1,18) 0.44 0.52 0.02
          Verb Repetition by Proficiency if Known F(1,18) 0.23 0.64 0.01
Region by Day by Syntactic Repetition by Proficiency F(16,288) 1.66 0.09 0.08
Region by Type of Structure by Syntax Repetition by 
Proficiency
F(16,288) 0.95 0.49 0.05
Region by Verb Repetition by Syntax Repetition by 
Proficiency (see Figure 3.4) *
F(8,144) 2.55 0.04 0.12
  Verb Repetition by Syntax Repetition by Proficiency 
in LFUSI
F(1,18) 2.46 0.13 0.12
  Verb Repetition by Syntax Repetition by Proficiency 
in LTEMP
F(1,18) 4.37 0.05 0.20
  Verb Repetition by Syntax Repetition by Proficiency 
in LIFG **
F(1,18) 7.23 0.01 0.29
      Syntax Repetition by Proficiency if Verb Repeated 
((less proficient participants show more repetition en-
hancement, proficient participants tend towards rep-
etition suppression))
F(1,18) 2.05 0.17 0.10
      Syntax Repetition by Proficiency if Verb Not Re-
peated ** (more proficient participants show more 
repetition enhancement)
F(1,18) 7.76 0.01 0.30
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   Verb Repetition by Syntax Repetition by Proficiency 
in RANG
F(1,18) 1.26 0.28 0.07
   Verb Repetition by Syntax Repetition by Proficiency 
in RIFG
F(1,18) 2.31 0.15 0.11
    Verb Repetition by Syntax Repetition by Proficiency 
in RMTG **
F(1,18) 9.71 0.01 0.35
         Syntax Repetition by Proficiency if Verb Repeated F(1,18) 2.08 0.17 0.10
      Syntax Repetition by Proficiency if Verb Not Re-
peated (more proficient participants show more rep-
etition enhancement)***
F(1,18) 11.46 0.00 0.39
   Verb Repetition by Syntax Repetition by Proficiency 
in OCC
F(1,18) 1.79 0.20 0.09
   Verb Repetition by Syntax Repetition by Proficiency 
in RPREC (*)
F(1,18) 4.25 0.05 0.19
   Verb Repetition by Syntax Repetition by Proficiency 
in SMA
F(1,18) 3.60 0.07 0.17
Day by Type of Structure by Verb Repetition by Profi-
ciency
F(4,72) 2.41 0.06 0.12
Day by Type of Structure by Syntax Repetition by Pro-
ficiency
F(4,72) 1.31 0.27 0.07
Day by Verb Repetition by Syntax Repetition by Profi-
ciency
F(2,36) 1.02 0.37 0.05
Type of Structure by Verb Repetition by Syntax Repeti-
tion by Proficiency
F(2,36) 2.04 0.15 0.10
4-way interactions
Region by Day by Type of Structure by Verb Repetition F(32,576) 0.64 0.79 0.03
Region by Day by Type of Structure by Syntax Repeti-
tion
F(32,576) 1.44 0.15 0.07
Region by Day by Verb Repetition by Syntax Repeti-
tion *
F(16,288) 2.37 0.02 0.12
   Day by Verb Repetition by Syntax Repetition in LFUSI F(2,36) 0.37 0.67 0.02
   Day by Verb Repetition by Syntax Repetition in LTEMP F(2,36) 0.14 0.80 0.01
   Day by Verb Repetition by Syntax Repetition in LIFG F(2,36) 0.58 0.56 0.03
    Day by Verb Repetition by Syntax Repetition in RANG F(2,36) 0.37 0.68 0.02
   Day by Verb Repetition by Syntax Repetition in RIFG F(2,36) 0.10 0.90 0.01
    Day by Verb Repetition by Syntax Repetition in RMTG F(2,36) 1.03 0.37 0.05
   Day by Verb Repetition by Syntax Repetition in OCC F(2,36) 1.35 0.27 0.07
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   Day by Verb Repetition by Syntax Repetition in RPREC F(2,36) 0.33 0.72 0.02
   Day by Verb Repetition by Syntax Repetition in SMA F(2,36) 2.61 0.09 0.13
Region by Type of Structure by Verb Repetition by Syn-
tax Repetition
F(16,288) 1.19 0.30 0.06
Day by Type of Structure by Verb Repetition by Syntax 
Repetition
F(4,72) 0.39 0.79 0.02
4-way interactions by Proficiency
Region by Day by Type of Structure by Verb Repetition 
by Proficiency
F(32,576) 1.53 0.12 0.08
Region by Day by Type of Structure by Syntax Repeti-
tion by Proficiency
F(32,576) 1.41 0.16 0.07
Region by Day by Verb Repetition by Syntax Repetition 
by Proficiency
F(16,288) 1.18 0.32 0.06
Region by Type of Structure by Verb Repetition by Syn-
tax Repetition by Proficiency (*)
F(16,288) 1.80 0.05 0.09
Day by Type of Structure by Verb Repetition by Syntax 
Repetition by Proficiency
F(4,72) 1.59 0.20 0.08
5-way interaction
Region by Day by Type of Structure by Verb Repetition 
by Syntax Repetition
F(32,576) 1.48 0.13 0.08
5-way interaction by Proficiency
Region by Day by Type of Structure by Verb Repetition 
by Syntax Repetition by Proficiency *
F(32,576) 2.10 0.02 0.10
  Day by Type of Structure by Verb Repetition by Syn-
tax Repetition by Proficiency in LFUSI
F(4,72) 1.82 0.15 0.09
  Day by Type of Structure by Verb Repetition by Syn-
tax Repetition by Proficiency in LTEMP
F(4,72) 2.09 0.11 0.10
  Day by Type of Structure by Verb Repetition by Syn-
tax Repetition by Proficiency in LIFG
F(4,72) 1.86 0.15 0.09
  Day by Type of Structure by Verb Repetition by Syn-
tax Repetition by Proficiency in RANG
F(4,72) 0.64 0.63 0.03
  Day by Type of Structure by Verb Repetition by Syn-
tax Repetition by Proficiency in RIFG
F(4,72) 1.40 0.25 0.07
  Day by Type of Structure by Verb Repetition by Syn-
tax Repetition by Proficiency in RMTG **
 F(4,72) 3.53 0.01 0.16
     Day2 F(2,36) 0.71 0.50
     Day3 ** F(2,36) 5.87 0.01 0.25
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         Frequent * F(1,18) 6.14 0.02 0.25
              Syntax Repetition by Proficiency if Verb Re-
peated (the more proficient participants show repeti-
tion enhancement) **
F(1,18) 9.95 0.01 0.36
           Syntax Repetition by Proficiency if Verb Not 
Repeated
F(1,18) 1.2 0.29 0.06
         Infrequent F(1,18) 1.27 0.28 0.07
         Known * F(1,18) 7.14 0.02 0.28
            Syntax Repetition by Proficiency if Verb Re-
peated
F(1,18) 2.97 0.1 0.14
            Syntax Repetition by Proficiency if Verb Not 
Repeated
F(1,18) 2.86 0.11 0.14
    Day9 * F(2,36) 3.75 0.03 0.17
         Frequent F(1,18) 0.01 0.92 0.00
         Infrequent F(1,18) 0.32 0.58 0.02
         Known ** F(1,18) 9.43 0.01 0.34
            Syntax Repetition by Proficiency if Verb Re-
peated (less proficient participants participants show 
repetition enhancement) *
F(1,18) 6.7 0.02 0.27
            Syntax Repetition by Proficiency if Verb Not 
Repeated
F(1,18) 1.49 0.24 0.08
  Day by Type of Structure by Verb Repetition by Syn-
tax Repetition by Proficiency in OCC
F(4,72) 0.84 0.50 0.04
  Day by Type of Structure by Verb Repetition by Syn-
tax Repetition by Proficiency in RPREC
F(4,72) 1.52 0.21 0.08
  Day by Type of Structure by Verb Repetition by Syn-
tax Repetition by Proficiency in SMA
F(4,72) 2.04 0.12 0.10
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Appendix C
Tables of Activations for Chapter 5
Table 1. Activations for reading the last three segments of crossed-dependency target sen-
tences versus sentence format consonant string baseline at a pFWE=0.05 threshold level, 
k>20.
Region Brodman 
Area 
x/y/z  T Cluster 
size 
P(cluster level 
uncorrected) 
Targets versus baseline 
1.     5214 <0.001 
 39 
 
-46/-64/18 12.99   
 21 -60/-52/8 12.99   
 21 -62/-4/-14 11.84   
 38 -50/14/-26 10.99   
2.     2511 <0.001 
Right rolandic operculum 48 50/-22/22 9.79   
Right postcentral gyrus 3 64/-12/40 9.14   
Right insula lobe 48 36/8/12 8.7   
Right rolandic operculum 6 60/6/12 7.51   
3.     162 <0.001 
Right middle temporal pole 38 50/18/-28 8.62   
Right middle temporal pole 38 60/6/-16 5.30   
4.     453 <0.001 
Right cingulate cortex 24 8/8/40 8.39   
 24 -6/10/40 8.19   
ngulate cortex 24 -8/2/48 8.15   
Right supplementary motor 
area 
6 8/-2/52 6.48   
5.     496 <0.001 
  -38/-14/8 8.39   
  -50/-30/22 7.32   
6.  19 -8/-88/26  676 <0.001 
7. Right cerebellum  18/-82/-36 7.71 195 <0.001 
8.     527 <0.001 
 20 -26/-20/-16 7.61   
 18 -14/-62/-4 6.46   
9. Occipital gyrus 17 0/-80/0 7.54 97 <0.001 
10. Right precentral gyrus  6 40/-14/44 7.37 77 0.001 
11.  38 -36/4/-18 7.11 98 <0.001 
12. Right lingual gyrus 37 26/-50/2 6.58 78 <0.001 
13.    153 <0.001 
 3 -42/-20/46 6.41   
 3 -50/-20/42 6.02   
 3 -58/-18/44 5.01   
14.    78 <0.001 
Right middle temporal gyrus 21 62/-50/12 6.03   
Right middle temporal gyrus 21 62/-58/2 5.20   
15. Right calcarine gyrus 17 22/-58/18 5.7 35 0.011 
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Table 2. Activations for reading prime (right-branching and crossed-dependency) and filler 
(passive and active and right-branching) sentences versus the sentence format consonant 
string baseline at an pFWE=0.05 threshold level, k>20. Clusters with a p-value <=0.001 uncor-
rected were taken as our regions of interest (in bold).
Region (BA) Brodman 
Area 
x/y/z  T Cluster 
size 
P (cluster 
level 
uncorrect
ed) 
1. emporal gyrus    3972 <0.001 
 22 -58/-8/-10 16.10   
 22 -52/-40/4 12.74   
 38 -50/14/-22 11.46   
 20 -40/-14/-28 9.61   
 6/4 -54/-6/46 8.26 39 0.021 
3. Right temporal gyrus    347 <0.001 
Right middle temporal 
gyrus/temporal pole 
21 60/4/-12 8.16   
Right temporal pole 38 42/20/-32 6.53   
4. Right hippocampus  24/-14/-18 7.39 106 0.001 
5.     170 <0.001 
inferior frontal gyrus 47 -48/28/-4 6.75   
 45 -52/28/-2 6.70   
6. Rectal gyrus 11 -4/48/-14 6.17 75 0.003 
7.  30 -10/-52/12 6.04 54 0.008 
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Nederlandse Samenvatting
In dit proefschrift onderzoek ik het leren van talen. Twee hoofdvragen staan daarbij centraal. 
Ten eerste, hoe wordt een tweede taal geleerd? En ten tweede, hoe wordt een tweede taal 
verwerkt in vergelijking met de moedertaal?
 De eerste reeks experimenten keek naar de vroege stadia van het tweede taal leren. 
De deelnemers leerden een nieuwe kunstmatige taal genaamd “Alienese” bestaande uit nieu-
we woorden, zoals bijvoorbeeld “komi” voor meisje en “josa” voor jongen, alsook uit nieuwe 
woordvolgorden. Een van de nieuwe woordvolgorden was werkwoord-object-subject, zodat de 
zin “Usuko komi josa” – letterlijk “Omhelzen meisje jongen” – de betekenis had: “De jongen 
omhelst het meisje”. De kunstmatige taal bestond uit 4 zelfstandige naamwoorden, te weten 
man, vrouw, jongen en meisje; en een set van werkwoorden die acties beschrijven, zoals knuf-
felen, schoppen en dansen. Bovendien waren er drie verschillende transitieve woordvolgorden 
(werkwoord-object-subject, object-subject-werkwoord en subject-werkwoord-object) en een 
intransitieve woordvolgorde (subject-werkwoord). De eerste stap voor de deelnemers was het 
uit het hoofd leren van de vier zelfstandige naamwoorden. Daarna begonnen ze met het leren 
van de gehele taal, op drie dagen verspreid over negen dagen. Ze lazen zinnen in Alienese 
op een computerscherm. Deze zinnen werden begeleid door afbeeldingen van de beschreven 
gebeurtenis. Op deze manier konden proefpersonen de structuur van de zinnen, de betekenis 
van het werkwoord en daarmee ook de betekenis van de hele zin afleiden. De proefpersonen 
werden al heel snel heel goed in deze nieuwe taal. Dit bleek uit een begripstaak waarbij de 
proefpersonen de juiste afbeelding moesten kiezen bij een bepaalde zin. Bovendien bleek uit 
een vertaaltaak dat de deelnemers de betekenissen van de woordenschat snel hadden geleerd. 
Om niet alleen te kijken naar het leren, maar ook naar de aard van grammaticale en lexicale 
verwerking in deze vroege stadia hadden we een syntactische en lexicale priming manipulatie. 
Soms werden de grammaticale structuur en / of het hoofdwerkwoord van een zin herhaald. 
We weten uit experimenten met behulp van deze manipulatie in de moedertaal dat dit leidt 
tot facilitatie op het herhaalde item. Dit is precies wat we hier ook vonden. De deelnemers be-
gonnen een zin sneller te lezen wanneer de woordvolgorde of het werkwoord werd herhaald. 
Bovendien bleek uit de begripstaak dat deelnemers significant beter in het kiezen van de juiste 
afbeelding waren wanneer de woordvolgorde was herhaald. Ze werden dus geholpen in het 
begrijpen van de zin door de herhaling. Dit is vergelijkbaar met wat er gebeurt in de moeder-
taal. Dit is bewijs voor de snelheid waarmee het taalsysteem is betrokken bij het verwerken van 
deze nieuwe structuren. Bovendien is het niet nodig dat de regels van de taal expliciet worden 
gegeven; alleen maar blootstaan aan de taal is al voldoende.
 In een neuroimaging-versie van dit experiment wilden we de neurale correlaten van het 
leren van talen onderzoeken. Een nieuwe groep van deelnemers deed mee aan hetzelfde ex-
periment. Maar deze keer registreerden wij functionele magnetische resonantie beelden (fMRI) 
van hun hersenen terwijl ze de taal leerden. Ten eerste bleken gebieden in de hersenen actief 
die ook bij de verwerking van de moedertaal betrokken zijn, bijvoorbeeld inferieure frontale, 
temporale en pariëtale gebieden. Ten tweede vonden we herhalingseffecten in de hersenen 
voor zowel woordvolgorde als lexicale herhaling. Dit betekent dat de hersenen al snel gevoelig 
147
zijn voor de nieuwe structuren en lexicale items. De aard van het herhalingseffect was in dit 
geval een verhoging in activiteit (repetition enhancement). Dit kan een index zijn van de bouw 
van nieuwe representaties voor de nieuwe structuren en woorden, dat wil zeggen nieuwe sys-
temen voor de verwerking van deze nieuwe structuren en woorden in de hersenen. Ten derde, 
het aantal woorden dat was geleerd blijkens een woordvertalingstaak correleerde met activiteit 
in een gebied in de linker temporale gyrus, waar de ‘mentale lexicon’ van de moedertaal zich 
bevindt. Dit is nogmaals een aanwijzing van hoe snel een nieuw taal, in dit geval met nieuwe 
woorden, wordt geïntegreerd in bestaande taalverwerkingsstructuren.
 In een tweede reeks experimenten wilden wij verder onderzoeken hoe een tweede 
taal wordt verwerkt in vergelijking met de moedertaal, in dit geval wanneer de tweede taal 
al goed beheerst wordt. Daartoe hebben we Duitse deelnemers getest met een hoog vaar-
digheidsniveau in het Engels, zowel op zinnen in het Duits als in het Engels. Opnieuw hebben 
we gebruik gemaakt van een syntactisch priming paradigma om te kijken naar de syntactische 
verwerking. Een zin met een passieve zinsconstructie in het Engels werd voorafgegaan door een 
passieve of een actieve zin in het Engels of Duits. Onze hypothese was dat, als dezelfde mentale 
structuren betrokken zijn bij het verwerken van de eerste en de tweede taal, we dezelfde syn-
tactische priming effecten zouden vinden voor zinnen in de twee verschillende talen als voor 
zinnen in dezelfde taal. Verder verwachtten wij dat dezelfde neuronale populaties betrokken 
zouden zijn bij de verwerking van de eerste en de tweede taal. Dit betekent dat als we een 
syntactische structuur herhalen en dezelfde neuronale populaties betrokken zijn, de activiteit 
naar beneden zou moeten gaan doordat de neuronen zich aanpassen aan de herhaling. Dit alles 
was inderdaad het geval. Dit bleek zowel uit een gedragsexperiment, waar wij een versnelling in 
leestijden vonden na de herhaling van de structuur; alsmede uit een neuroimaging-experiment 
waar we inderdaad minder neurale activiteit op de target waarnamen. In het neuroimaging-
experiment vonden de repetition suppression effecten in drie regio’s plaats: de linker inferieure 
frontale, precentrale en middelste temporale gyrus. We concluderen dan ook dat hetzelfde 
neurale systeem betrokken is bij de verwerking van zinnen in de eerste en tweede taal. Een 
kanttekening daarbij is dat wij in dit onderzoek zeer eenvoudige passieve zinnen hebben onder-
zocht die een vergelijkbare structuur hebben in het Duits en het Engels.
 We wilden onze theorie verder onderzoeken en kijken wat er gebeurt als een grammati-
cale structuur in een tweede taal heel anders is dan de structuren die bekend zijn uit de moed-
ertaal. Wij nodigden opnieuw Duitse moedertaalsprekers uit om deel te nemen, maar dit keer 
testten we studenten met een zeer hoog vaardigheidsniveau in het Nederlands. Het Nederlands 
heeft een grammaticale structuur genaamd de “crossed-dependency structure” waarvan geen 
equivalent bestaat in het standaard Duits. Een voorbeeld van een dergelijke structuur is: “Hans 
heeft Anna de paarden leren voeren.” In dit experiment hebben we deze zinnen geprimed door 
het herhalen van de grammaticale structuur. We hebben gekeken naar de leestijden voor deze 
zinnen tijdens een fMRI scan. We vergeleken de gedrags- en neurale herhalingseffecten die we 
registreerden met die van moedertaalsprekers van het Nederlands. Interessant is dat beide 
groepen herhalingseffecten in het gedrag vertoonden, dat wil zeggen het lezen verliep sneller na 
een herhaling van de structuur. Toen we echter keken naar de neurale herhalingseffecten zagen 
we verschillen tussen de twee groepen. Moedertaalsprekers van het Nederlands vertoonden 
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een herhalingseffect in de linker inferieure frontale gyrus, terwijl de tweede taal sprekers her-
halingseffecten toonden die afhankelijk waren van hun vaardigheidsniveau in het Nederlands 
en hun bekendheid met de crossed-dependency structuur. Hoe hoger de vaardigheid en hoe 
bekender ze waren met de structuur, des te meer was het effect zoals in de moedertaalsprekers. 
De verwerking van een tweede taal is dus niet noodzakelijkerwijs hetzelfde als de verwerking 
van een eerste taal. In het geval van complexe en nieuwe structuren kunnen deze structuren 
iets anders in de hersenen worden verwerkt, zelfs als er geen duidelijke gedragsverschillen zijn.
 Concluderend blijkt dat we bij het leren van een tweede taal zoveel mogelijk het be-
staande taalsysteem gebruiken; verschillen in verwerking treden alleen op bij taalstructuren die 
erg verschillen van die in de moedertaal.
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