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TRANSCENDENCE TESTS FOR MAHLER FUNCTIONS
JASON P. BELL AND MICHAEL COONS
Abstract. We give two tests for transcendence of Mahler functions. For our
first, we introduce the notion of the eigenvalue λF of a Mahler function F (z),
and develop a quick test for the transcendence of F (z) over C(z), which is
determined by the value of the eigenvalue λF . While our first test is quick
and applicable for a large class of functions, our second test, while a bit slower
than our first, is universal; it depends on the rank of a certain Hankel matrix
determined by the initial coefficients of F (z). We note that these are the first
transcendence tests for Mahler functions of arbitrary degree. Several examples
and applications are given.
1. Introduction
A function F (z) ∈ C[z] is called a k-Mahler function provided there are integers
k > 2 and d > 1 such that
(1) a0(z)F (z) + a1(z)F (z
k) + · · ·+ ad(z)F (zk
d
) = 0,
for some polynomials a0(z), . . . , ad(z) ∈ C[z]. The minimal such positive integer d
is called the degree of the k-Mahler function F (z).
These functions were introduced by Mahler [18, 19, 20], who was interested in
the transcendence of several specific Mahler functions and their special values. The
classical example is the Fredholm number
∑
n>0 2
−2n , the transcendence of which
follows from the transcendence of the associated function A(z) =
∑
n>0 z
2n that
satisfies the Mahler functional equation
zA(z)− (z + 1)A(z2) +A(z4) = 0.
The function A(z) is the canonical example of a function that has the unit circle
as a natural boundary, and so it is transcendental; indeed, this example is included
in Whittaker and Watson’s classic text, A Course of Modern Analysis [24, Sec-
tion 5·501], which first appeared well-before the work of Mahler.
In a step towards classifying the diffeo-algebraic nature of Mahler functions,
Be´zivin [4] showed that a Mahler function, which satisfies a homogeneous linear
differential equation, is necessarily rational. Since algebraic functions satisfy such
differential equations, his result shows that an irrational Mahler function cannot be
algebraic. Thus in order to determine the transcendence of a Mahler function, one
need only show irrationality.
Until now, only ad hoc methods have been used to prove the transcendence of
various Mahler functions. In this short paper, we rectify this situation by providing
two tests for transcendence of Mahler functions. Our first test is formulated by
associating a characteristic polynomial to a Mahler function. If this characteristic
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polynomial has distinct nonzero roots (in C), then there is a root λF that is nat-
urally associated to F (z), which we call the eigenvalue of F (z). Our first test is
stated in Figure 1.
Eigenvalue test for transcendence of Mahler functions.
Let k > 2 and d > 1 be integers and F (z) be a k-Mahler function converging
inside the unit disc satisfying
a0(z)F (z) + a1(z)F (z
k) + · · ·+ ad(z)F (zk
d
) = 0,
for polynomials a0(z), . . . , ad(z) ∈ C[z]. Set ai := ai(1) and form the polynomial
pF (λ) := a0λ
d + a1λ
d−1 + · · ·+ ad−1λ+ ad.
If a0ad 6= 0 and pF (λ) has distinct roots, then the function F (z) is transcendental
over C(z) provided
• p(kn) 6= 0 for all n ∈ Z or
• the eigenvalue λF 6= kn for any n ∈ Z.
If λF = k
n for some n ∈ Z, the test is inconclusive.
Figure 1. Eigenvalue test for transcendence of Mahler functions.
While our first test can be completed quickly, it applies only to Mahler functions
satisfying certain conditions, such as analyticity in the unit disc. Our second test
is unconditional; it is stated in Figure 2.
Universal test for transcendence of Mahler functions.
Let k > 2 and d > 1 be integers and F (z) be a k-Mahler function satisfying
a0(z)F (z) + a1(z)F (z
k) + · · ·+ ad(z)F (zk
d
) = 0,
for polynomials a0(z), . . . , ad(z) ∈ C[z]. Set H := max{deg ai(z) : i = 0, . . . , d}
and
κ := ⌊H(k − 1)/(kd+1 − 2kd + 1)⌋+ ⌊H/kd−1(k − 1)⌋+ 1.
Step 1. Compute the coefficient, f(i), of zi of F (z) for
i = 0, 1, . . . , κ+H + κ(kd+1 − 1)/(k − 1).
Step 2. Form the
(1 + κ)× (1 +H + κ(kd+1 − 1)/(k − 1))
matrix M whose (i, j)-entry if f(i+ j − 2).
Step 3. Put this matrix in echelon form and verify whether it has full rank (i.e.,
rank equal to 1 + κ).
Step 4. If it does, then F (z) is transcendental; otherwise it is rational.
Figure 2. Universal test for transcendence of Mahler functions.
This paper contains three further sections. In Section 2, we prove the validity of
our eigenvalue transcendence test via a result on the radial asymptotics of Mahler
functions, which itself is of independent interest. In Section 3, we focus on our
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universal transcendence test. In the last section, we list a few examples and remarks
about the our two tests.
Remark 1. Our transcendence tests should be compared with two earlier results
of Coons, [7, Theorem 2.2] and [8, Theorem 3.1], which established transcendence
tests for very specific families of Mahler functions of degree one and two.
2. Eigenvalues and transcendence of Mahler functions
Suppose that F (z) is a k-Mahler function satisfying (1) that converges inside
the unit disc and for i = 0, . . . , d define ai := ai(1). Then the function f(x) :=
F (zk
d
) = F (e−k
dt), where z = e−t and t = k−x, satisfies the Poincare´ difference
equation(
a0 +O(k
−x)
)
f(x+d)+ · · ·+ (ad−1 +O(k−x)) f(x+1)+ (ad +O(k−x)) f(x) = 0,
which has limiting characteristic polynomial
(2) pF (λ) := a0λ
d + a1λ
d−1 + · · ·+ ad−1λ+ ad.
If a0ad 6= 0 and λ1, . . . , λd are distinct, a direct application of a theorem of
Evgrafov [14] (see also [13] for background) gives the existence of an eigenvalue
λF ∈ {λ1, . . . , λd} such that
f(x) = C˜λxF (1 + o(1))
as x → ∞ along x ≡ x0(mod Z) for some C˜ = C˜(x0) 6= 0. Note that C˜(x) is
a 1-periodic real-analytic function in an interval x > σ0 because of the analytic
dependence of the solution of the difference equation on the initial data.
This implies that as t→ 0+
F (e−t) =
Cˆ(t)
tlogk λF
(1 + o(1)),
and further
F (z) =
C(z)
(1− z)logk λF (1 + o(1)),
as z → 1−, where C(z) is real-analytic and satisfies C(z) = C(zk) for z ∈ (0, 1).
Here we have used logk to denote the principal value of the base-k logarithm.
In the notation of the previous paragraph, we have proved the following theorem.
Theorem 1. Let F (z) be a k-Mahler function satisfying (1) whose characteristic
polynomial pF (λ) has distinct roots. Then there is an eigenvalue λF with pF (λF ) =
0, such that as z → 1−
F (z) =
C(z)
(1− z)logk λF (1 + o(1)),
where logk denotes the principal value of the base-k logarithm and C(z) is a real-
analytic nonzero oscillatory term, which on the interval (0, 1) is bounded away from
0 and ∞, and satisfies C(z) = C(zk).
Remark 2. Questions about the asymptotic behaviour of Mahler functions are
quite classical, and some special cases of Theorem 1 are known. See, e.g., Mahler [21],
de Bruijn [9], Dumas [11], Dumas and Flajolet [12], and most recently Brent, Coons,
and Zudilin [5].
Our next result proves the validity of our eigenvalue transcendence test; it is a
near-immediate corollary of Theorem 1.
Theorem 2. Let F (z) be a k-Mahler function converging inside the unit disc. If the
eigenvalue λF exists and is not an integral power of k, then F (z) is transcendental
over C(z).
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Proof. We use Be´zivin’s result (discussed in the Introduction), so that we only need
prove the irrationality of F (z).
To this end, suppose that F (z) is a k-Mahler function converging inside the unit
disc, and that the eigenvalue λF exists and is not an integral power of k. Then
Theorem 1 implies that
0 < lim inf
z→1−
(1 − z)βF (z) 6 lim sup
z→1−
(1− z)βF (z) <∞,
where β := logk λF is not integral. This immediately implies that F (z) is irrational,
as a rational function can have only integral order zeros and poles, and cannot
exhibit strange oscillatory behaviour. 
Theorem 1 asserts the existence of an eigenvalue associated to F (z), which we
call λF , and Theorem 2 uses the value of λF to give a transcendence result. Our
next result of this section gives a way to calculate λF , so that one may apply the
above results to specific examples.
Proposition 1. Let F (z) be a k-Mahler function, converging inside the unit disc,
for which λF exists. Then
lim
z→1−
F (z)
F (zk)
= λF .
Proof. This follows directly from Theorem 1. To see this, note that using the
identity
1− zk = (1 − z)(1 + z + · · ·+ zk−1) = (1− z)k(1 + o(1)),
valid as z → 1−, applying Theorem 1 to F (zk) gives
F (zk) =
C(zk)
(1− zk)logk λF (1 + o(1)) =
1
klogk λF
· C(z)
(1− z)logk λF (1 + o(1)).
Thus
F (z)
F (zk)
= klogk λF (1 + o(1)) = λF (1 + o(1)),
which is the desired result. 
This proposition gives the following corollary.
Corollary 1. Let F (z) ∈ R[[z]] be a k-Mahler function, converging inside the unit
disc, for which λF exists. Then λF ∈ R.
Corollary 1 should be compared to Perron’s Theorem and the Perron-Frobenius
Theorem regarding the spectral radius of a real matrix with positive or nonnegative
entries; see [15, 16, 17, 22, 23].
3. Universal test for transcendence of Mahler functions
As recalled in the Introduction, a result of Be´zivin [4] allows one to determine
transcendence of a Mahler function by proving only irrationality. So let’s suppose
that we have a rational solution to (1). What can we say then? Our first result of
this section gives bounds on the degrees of the numerator and the denominator of
a rational Mahler function.
Proposition 2. Let F (z) = P (z)/Q(z) be a rational k-Mahler function satisfying
(1) with gcd(P (z), Q(z)) = 1 and set H := max{deg ai(z) : i = 0, . . . , d}. Then
degQ(z) 6 ⌊H(k − 1)/(kd+1 − 2kd + 1)⌋,
and
degP (z) 6 degQ(z) + ⌊H/kd−1(k − 1)⌋.
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Proof. Write F (z) = P (z)/Q(z) with gcd(P (z), Q(z)) = 1. Since F (z) is a power
series, Q(0) 6= 0. Then we have
d∑
i=0
ai(z)P (z
ki)/Q(zk
i
) = 0.
In particular, if we multiply both sides by
R(z) :=
d−1∏
j=0
Q(zk
j
),
we see that Q(zk
d
) must divide ad(z)P (z
kd)R(z). Since gcd(P (z), Q(z)) = 1, we
then have that Q(zk
d
) divides ad(z)R(z). Let D denote the degree of Q(z). Then
considering degrees, we have
kdD 6 deg ad(z) + degR(z) 6 H +D + kD + · · ·+ kd−1D.
In other words, (kd − kd−1 − · · · − 1)D 6 H . Since
kd − kd−1 − · · · − 1 = kd − (kd − 1)/(k − 1) > kd(k − 2)/(k − 1),
if k > 2, we have
D 6 H(k − 1)/kd(k − 2).
If k = 2, then all we get is D 6 H . In any case, setting
A(H, k, d) := ⌊H(k − 1)/(kd+1 − 2kd + 1)⌋,
we have D = degQ(z) 6 A(H, k, d).
Similarly, we can bound the degree of P (z), but this is slightly more subtle.
Suppose that F (z) = P (z)/Q(z) has a pole at z = ∞ of order M > 0 with
Mkd−1 +H < Mkd. Since F (z) satisfies (1), we have
(3) F (zk
d
)ad(z) = −
d−1∑
i=0
ai(z)F (z
ki).
Now, the right-hand side of (3) has a pole at z =∞ of order at most kd−1M +H
and the left-hand side of (3) has a pole at z = ∞ of order at least kdM . Since
the equality (3) must hold, we conclude that Mkd−1 + H > Mkd and so M 6
H/(kd − kd−1). In other words,
degP (z) 6 degQ(z) +H/kd−1(k − 1). 
While we can bound the degrees of the numerator and the denominator of a
rational Mahler function, unfortunately, deciding whether a general power series is
a rational function is still not effectively determinable. After all, one can imagine
that the function is very close to some rational function and one must go very far
out when looking at its coefficients to see that it is irrational. Fortunately, as we
now show, deciding whether a Mahler function is a rational function is effective.
Lemma 1. Let F (z) be a Mahler function satisfying (1). If P (z)/Q(z) is a rational
function with Q(0) 6= 0 and the degrees of P (z) and Q(z) are strictly less than
some positive integer κ, then F (z)− P (z)/Q(z) is either identically zero or it has
a nonzero coefficient of zi for some i 6 H + κ · kd+1/(k − 1).
Proof. Suppose not. Then F (z) − P (z)/Q(z) = zMT (z) for some nonzero power
series T (z) with T (0) nonzero and some M > H + κ · kd+1/(k − 1). Then we have
(4)
d∑
i=0
ai(z)P (z
ki)/Q(zk
i
) =
d∑
i=0
ai(z)z
MkiT (zk
i
).
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Notice the right-hand side of (4) has a zero of at least order M at z = 0. On
the other hand, we can write the left-hand side of (4) as a rational function with
denominator Q(z)Q(zk) · · ·Q(zkd) and numerator
d∑
i=0
ai(z)P (z
ki)Ri(z),
where Ri(z) :=
∏
j 6=iQ(z
kj ). Thus the numerator of the left-hand side of (4) when
written in lowest terms has degree at most H+κ(kd+· · ·+k+1). But this can occur
only if the left-hand side of (4) is identically zero sinceM > H+κ(kd+1−1)/(k−1),
a contradiction. 
We can now show that our universal transcendence test (see Figure 2 in the
Introduction) is valid.
Proof of Universal test for transcendence of Mahler functions. Let M be the ma-
trix formed in Step 2 of our universal transcendence test described in Figure 2.
Suppose that M does not have full rank. Then there is a nonzero row vector
q := [q0, q1, . . . , qκ] such that q ·M = 0. In other words,
(qκ + qκ−1z + · · ·+ q0zκ)F (z)
has the property that 0 is the coefficient of zi for i = κ, . . . , κ + H + κ(kd+1 −
1)/(k − 1); that is, there is a polynomial P (z) of degree less than κ such that
(qκ + qκ−1z + · · ·+ q0zκ)F (z)− P (z)
has a zero of order at least κ + H + κ(kd+1 − 1)/(k − 1) at z = 0. Then P (z)
must have an order of zero at z = 0 that is at least as great as the order of zero of
Q(z) := qκ+qκ−1z+· · ·+q0zκ at z = 0. This means that P (z)/Q(z) can be reduced
to be written as a ratio of polynomials of degree less than κ with the denominator
being nonzero at z = 0 and such that F (z) − P (z)/Q(z) has a zero at z = 0 of
order at least H+κ(kd+1− 1)/(k− 1). Lemma 1 gives then that F (z)−P (z)/Q(z)
is identically zero and hence F (z) is rational.
Conversely, if F (z) is rational, then we write F (z) = P (z)/Q(z) with the degree
of P (z) and Q(z) less than κ and use Q(z) to provide a nonzero row vector q as
above with q ·M = 0. 
4. Some examples and remarks
Before giving some examples using both our tests, we consider the complexity of
our universal transcendence test. Notice the functional equation (1) for F (z) allows
one to compute the coefficients of F (z) up to zn in O(n) steps. Row reduction of an
m× n matrix can certainly be done in O(mn2) steps, so in principle our universal
transcendence test can be done in O(κ3k2d) = O(H3k2d) operations, where κ and
H are as defined in Figure 2. Of course, for small Mahler degrees, our eigenvalue
test (when applicable) can be very fast, and sometimes even done by inspection
(e.g., when F (z) is a degree-2 Mahler function using the quadratic formula).
To begin our examples, we note that our eigenvalue transcendence test (via
Theorem 2) implies the following general result for degree-1 Mahler functions.
Corollary 2. Let k > 2 be a positive integer and r(z) ∈ C(z) be convergent inside
the unit disc with r(1) defined and not equal to kn for some n ∈ Z. Then the infinite
product
F (z) :=
∏
n>0
r(zk
n
)
is transcendental over C(z).
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Setting r(z) = (1 + z + z2)/z, Corollary 2 provides a new proof of the tran-
scendence of the generating function of the Stern sequence, which was first proved
in [6].
We proceed with some examples of degree-2 and degree-3 Mahler functions.
Example 1. The canonical examples of degree-2 Mahler functions are the pair
F (z) and G(z) defined by Dilcher and Stolarsky [10]. That is, let F (z) and G(z)
be the two 2-Mahler functions of degree 2 with coefficients in {0, 1} for which
F (z)− (1 + z + z2)F (z4) + z4F (z16) = 0,
and
zG(z)− (1 + z + z2)G(z4) +G(z16) = 0.
Using our eigenvalue transcendence test, we note that in both cases the character-
istic polynomial is pF (λ) = pG(λ) = λ
2 − 3λ + 1, which has roots (3 ± √5)/3. As
neither of these roots is a power of 2, both F (z) and G(z) are transcendental. This
result was previous proved by us [6] and independently by Adamczewski [1].
Repeating using our universal transcendence test for F (z) as defined in the pre-
vious paragraph, we have k = 4, d = 2, and H = 4. We get
κ = ⌊12/33⌋+ ⌊4/12⌋+ 1 = 1.
Thus we must check the rank of the 2× 26 matrix M and see whether or not it has
rank 2. Computing just first three columns we see that
M =
[
1 1 1 · · ·
1 1 0 · · ·
]
,
and so M has full rank and thus F (z) is transcendental. Our universal transcen-
dence test for the function G(z) is done similarly.
We provide two more results of degree-2 Mahler functions that are of interest
to communities in theoretical computer science and combinatorics on words. Both
examples contain 2-automatic sequences whose generating functions are 2-Mahler
functions. In both cases, transcendence is known, and can be deduced from results
of Adamczewski and Bugeaud [2], Adamczewski and Rivoal [3], or even from more
na¨ıve approaches.
Example 2. The Rudin-Shapiro sequence is given by the recurrences r0 = 1, r2n =
rn, r4n+1 = rn, and r4n+3 = −r2n+1. The sequence {rn}n>0 is 2-automatic and
as a consequence of the above relations, its generating function R(z) =
∑
n>0 rnz
n
satisfies the 2-Mahler equation
R(z)− (1 − z)R(z2)− 2zR(z4) = 0.
The function R(z) has the characteristic polynomial pR(λ) = λ
2 − 2. Since the
values of rn are ±1, we have that the root corresponding to R(z) is λR =
√
2,
which is not a power of 2. Transcendence of R(z) now follows from Theorem 2.
To apply our universal transcendence test, we see k = 2, d = 2, H = 1, and we
get κ = 2. Thus we look at the associated 3× 16 matrix and determine whether or
not it has rank 3. Looking at the first 3 columns, we have
M =

 1 1 1 · · ·1 1 −1 · · ·
1 −1 1 · · ·

 ,
which has full rank and so we have transcendence of R(z).
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Example 3. The Baum-Sweet sequence is given by the recurrences b0 = 1, b4n =
b2n+1 = bn, and b4n+2 = 0. The sequence {bn}n>0 is also 2-automatic and as
a consequence of the above relations, its generating function B(z) =
∑
n>0 bnz
n
satisfies the 2-Mahler equation
B(z)− zB(z2)−B(z4) = 0.
The function B(z) has the characteristic polynomial pB(λ) = λ
2 − λ− 1. Since the
values of bn are 0 or 1, we have that λB = (1 +
√
5)/2. Theorem 2 implies that
B(z) is transcendental.
Our universal transcendence test is completed similar to the Rudin-Shapiro ex-
ample; we leave it for the interested reader.
The following is an example concerning a Mahler function of degree 3. This
example seems to be the first transcendence result in the literature for a Mahler
function of degree larger than 2.
Example 4. Consider the following example of Dumas [11, Example 64] of a 2-
Mahler function of degree 3; that is, consider the function H(z) beginning
H(z) = z + z2 + 2z3 + z4 + 5z5 + 2z6 + 7z7 + z8 + 9z9 + 5z10 + · · · ,
which satisfies
z3H(z) + z2(2z4 − 2z2 − z − 2)H(z2)
− (4z8 + 5z6 + z4 − 2z2 − 1)H(z4)
+ (4z8 + 2z4 − 1− 6z12)H(z8) = 0.
The function H(z) has the characteristic polynomial pH(λ) = λ
3 − 3λ2 − 7λ − 1,
which has distinct roots. Moreover, we see that λH ≈ 4.577089445, which is not a
power of 2, and so H(z) is transcendental.
To apply our universal transcendence test here one has H = 12, k = 2, d = 3,
and so since κ = 15 one needs to compute a 16× 253 matrix. While, as before, one
could probably get by with many fewer columns, our eigenvalue test works much
faster in this case.
We end our paper with the canonical example of a degree-1 Mahler function,
and a function for which our eigenvalue transcendence test is not applicable.
Example 5. The Thue-Morse sequence {t(n)}n>0 is given by t(n) = (−1)s2(n),
where s2(n) is the number of ones in the binary expansion of n. The generating
function T (z) =
∑
n>0 t(n)z
n satisfies
T (z)− (1− z)T (z2) = 0.
Here pT (z) = λ + 0, so since a1 = 0, our eigenvalue transcendence test cannot be
applied.
To apply our universal test, we note that d = 1, k = 2, and H = 1. So κ = 2,
and we compute the rank of the 3× 9 matrix
M =

 −1 1 −1 1 1 −1 −1 1 11 −1 1 1 −1 −1 1 1 −1
−1 1 1 −1 −1 1 1 −1 1

 .
Here one need only consider columns 2 through 4 to see that M has full rank, and
indeed T (z) is transcendental.
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