Abstract-Buzz-net is a local network supported by a pair of unidirectional buses to which stations are connected via passive interfaces. The access protocol is a hybrid which combines random access and virtual token features.
I. INTRODUCTION B
UZZ-NET is a local area communications network supported by a pair of unidirectional buses to which stations are connected via passive interfaces. Each station is connected to each bus with two taps, a receive tap and a transmit tap (see Fig. 1 ). The access protocol is a hybrid random access/virtual token protocol. In principle, Buzznet behaves as a random access network at light load. If there is an upsurge of traffic, all stations switch from random access to controlled access mode. The synchronizing event for this transition is a special "buzz" pattern emitted on the bus (hence, the name of Buzz-net). In the controlled mode, all backlogged stations take turns in transmitting one packet. When the controlled cycle is completed, random access mode is resumed.
The main goal in the design of Buzz-net was to develop a linear bus local network that can yield high throughput efficiency, provide bounded insertion delay, operate in fiber optic environment, run under totally distributed control, survive to processor failures, and allow automatic station insertions/removals.
The fiber optics medium with passive taps practically restricts the choice to unidirectional bus structures. Within the family of unidirectional bus architectures, we may distinguish two classes: the token (or virtual token) schemes', and the random access schemes. In the first class, we mention Express-net [ 11, D-net [lo], and U-net Manuscript received February 14, 1986. [3]. Basically, all of these token schemes can provide good performance in a local fiber optics network environment. Each one of them, however, has some drawbacks. For example, the "folded" single bus topology in Expressnet and D-net causes higher attenuation than the dual independent bus topology since the signal must traverse twice as many taps. In D-net and Fasnet, the network fails if the token generator(s) fail. In all of the above schemes, a token latency proportional to the end-to-end propagation delay is suffered at packet insertion. This translates into throughput degradation if only one station has data to send and can transmit only one packet per token. This limitation can be overcome using a random access scheme.
In the random access family, the most popular scheme is CSMA-CD [8]. Although this scheme was initially developed for bidirectional buses, it can be extended to dual unidirectional buses. CSMA-CD eliminates token latency and provides high throughput to a single sending station. However, it shows throughput degradation, unbounded delays, and capture problems in heavy load, multistation situations.
Based on the above tradeoffs, the "best of all worlds" appears to be a hybrid random accedtoken architecture. One such architecture, C-Net, was proposed by Marsan [7] . That architecture eliminated the latency problem, but did not resolve the single station throughput problem. Furthermore, the folded topology still caused an undesirable extra attenuation in the signal. Buzz-net, described in this paper, appears to be a more viable hybrid architecture in that it combines many of the advantages of token and random access schemes without suffering their limitations.
11. THE CHANNEL ACCESS ALGORITHM A station can operate in either of two modes: random access and controlled access. The random access mode is typical of light load conditions, while the controlled access mode is entered during bursts of traffic when a backlog develops. Initially, a station starts in the idle state of the random access mode (see Fig., 2) . When a packet arrives, the station moves to the backlogged state. From this state, transmission of the packet is attempted in random access mode. Namely, we have the following. 1) If both buses are sensed idle, the station moves to the Random Access Transmission state. In this state, packet transmission immediately begins on both buses (it is assumed that the sender does not know the relative position of the destination on the bus).
2) If one bus is idle and the other is busy, the station moves to the Wait for EOC state. Here, the station waits for EOC (end-of-carrier) on the busy bus.
3) If both buses are sensed busy or a buzz pattern is sensed, the station moves to the Buzz-Z state, which is part of the controlled access procedure.
In the Random Access Transmission state, the station proceeds to transmit on both buses. If the transmission is successfully completed, the station moves back to the Idle state. If, on the other hand, the station, while transmitting, is interfered with by an upstream station (that is, it hears a BOT, begin-of-transmission, on one of the buses), it aborts its transmission and moves to the Buzz-I state. The upstream transmission is allowed to proceed intact.
In the Wait for EOC state, when EOC is sensed, the station moves to the Random Access Transmission state. If, while in the Wait state, the station senses a buzz pattern or it senses both buses busy, it moves to Buzz-I state.
While in the random access mode, a station with several packets ready for transmission could send them all as an uninterrupted sequence in a single train, cycling between Backlogged and Random Access Transmission states, and thus capturing the channel and locking out the other stations. To avoid capture, a minimum interpacket gap must be observed between any consecutive packet transmissions. This minimum gap, on the order of a station reaction time interval ( = delay between detection of EOC on the bus and issue of BOT by the station), allows downstream stations in the Wait for EOC state to detect EOC inside a train of packets and, upon collision, force the system to controlled access mode, thus breaking capture.
Next, we consider protocol behavior in controlled access mode.
In the Buzz-Z state, a station transmits the buzz pattern on both buses (deferring, of course, to upstream transmissions) for R seconds where R = roundtrip delay = 27 (end-to-end propagation delay). Because of deferrals, a station in the buzz state may actually buzz the buses only intermittently (or it may not buzz them at all). After R seconds, the station moves to the Buzz-ZZ state.
In the Buzz-IZ state the station buzzes only the Left-toRight bus, deferring as usual to upstream stations, until it hears no more buzzing on either bus. At this point, the station moves to the Controlled Access Transmission state. The intermediate Buzz-ZZ state guarantees that the leftmost (and only the leftmost) station starts the controlled access cycle when all the Right-to-Left buzzing has.ceased.
In the Controlled Access Transmission state, each station is allowed to transmit its backlogged packet, and to move to the Hold state thereafter. Controlled mode transmission is carried out much in the same way as in token . . networks (e.g., Express Net or U-Net), except that the Left-to-Right bus must be probed before transmission. That is, a station waits for the Left-to-Right bus to become free. Then it probes this bus by starting transmission of the preamble on it. If, while transmitting the preamble on the L-to-R bus, it does not hear upstream interference within a reaction time interval, it will then proceed to transmit the remaining portion of the preamble also on the Right-to-Left bus, followed by the data packet. If interference is sensed, the station aborts its transmission and retries when the Left-to-Right bus is free again (i.e,, after EOC is sensed). If a buzz is heard, the station moves back to the Buzz-I state.
Clearly, in the controlled access mode, a "train" of packets is formed from left to right. Backlogged stations are allowed to append their packets to the train in a left to right order. At the end, all stations end up in'the Hold state.
A time-out To from the Controlled Access Transmission state to the Zdle state is provided to prevent a new station entering the system from locking out other stations in the Controlled Access Transmission state. A time-out To is also provided for the Hold state for similar reasons. A more detailed description of the recovery procedures when a new station joins the network is given in Section IV .
Note that when a station in the idle state (i.e., 'no packet backlog) hears the buzz signal, it moves to the Idle state. . This is to prevent this station from disrupting the controlled access mode should a packet arrive to the station while the controlled access phase is under way. The time-space diagram in Fig. 3 illustrates the sequence of state transitions following a collision. In our example, we assume that station A and station B start their transmissions in the random access mode, collide, enter the buzz state, and finally complete their transmissions in the controlled phase. The vertical axis is time; the horizontal axis is the position along the bus. Reported on the sides are station A and B states as a function of time.
HI. BUZZ SIGNAL IMPLEMENTATION
The buzz signal is a signal (or event) clearly distinguishable from regular packet flow. If the preamble, pattem is uniquely distinguishable even when embedded in other data, then a simple buzz implementation consists of sending a repeated preamble pattern. Bit stuffing may be required to maintain data transparency.
In general, bit sthffing and destuffing require circuitry operating at channel speed (similar to the preamble acquisition). To reduce the complexity of the hardware, an alternative buzz implementation which does not require bit stuffing may be used. This may be done by enforcing a .minimum gap AT ,between any two consecutive data packets on the bus. AT is large enough so that a station in the buzz mode can fill the gap with a burst ,of (arbitrary) data. A station will then enter the buzz mode upon failing to hear a gap AT for more than the maximum data packet transmission time.
In general, any method which permits some f o m of out-of-band signaling is a feasible buzzing method. The method of choice will generally depend on the specific interface implementation and encoding scheme.
IV. NEW STATIONS JOINING THE NETWORK
A newly activated station may join the network at any time. In some cases, the joining process occurs transparently. In other situations, activity of the new station forces a transient phase which adds extra delay to the transmissions in process. However,, whatever the case, the new station does-not cause permanent disiuption of network dperation, and the access algorithm automatically absorbs the external interference.
If the network is operating in the iandom access mode, the new station is absorbed transparently. If, on the other hand, the network is in the controlled access mode, the new station will either move to the Buu-I state and participate' in a new buzzing phase or it will successfully transmit its packet after both buses are sensed idle; The first sithation occurs because a buzz is detected by the new station or its transmission collides with a transmission of a backlogged station. In the worst case (stations 1 and N participating in the new buzzing phase), an extia 2R seconds may be necessary before transmissions are resumed. The second situation develops when the new station senses'the right-to-left bus busy due to packet transmission by the next backlogged station situated upstream on that bus. Upon detecting end of tfansmission, the new station transmits on both buses and moves io the Idle state.
Other backlogged stations do not perceive this intrusion and behave normaliy .
There is, of course, a chance that the new entering station will. attempt to transmit several packets while in the iandom access mode. To prevent this "capture" situation, a'time out To on the Hold state was designed so that any station that has previously moved to the Hold Btate will eirentually time out and move back to Idle. Nevertheless, if these stations do not have any packet to trans: mit, they will remain in Idle. Thus, the new station will continue to transmit undisturbed, locking out stations still remaining in controlled access transmission state. The time out To in the Controlled Access Transmission state prevents this capture effect.
As shown, the new station joins the set of active stations gracefully. The extra delay added by the station insertion to controlled access mode delay is in the best case 0, between 0 and 2R in most cases, and on the order of To in very unlikely worst case situations.
V. ' PERFORMANCE EVALUATION The following performance measures are used to evaluate Buzz-net and compare it to other unidirectional bus schemes.
1) Average insertion delay ,ID, defined as the intekal between the time when the packet moves to the head;of the transmitting queue and the time when succeshful transmission begins. Note that insertion delay is equivalent to queueing delay when there is only one buffer per station. Insertion delay is evaluated as a functibn of number of active stations and offered load; The avefage is over all statiotis and over time.
2) Heavy ioad bus utilizing S ( i ), defined as the net bus utilization when i stations are active and all have infinite backlog. The above measures, albeit simple, provide us with useful criteria to decide whether a bus protocol is suitable or not for a given application. For example, interactive and real-time applications are particularly sensitive to insertion delay. For batch data transfer, on the other hand, bus throughput efficiency is the measure of interest.
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In analyzing Buzz-net performance, we can distinguish between two cases: the heavy load case (i.e., the offered load exceeds bus capacity) and the light to intermediate load case. In the first case, the system is permanently in the controlled access mode, and the analysis is fairly simple, leading to closed form solutions. In the second case, the system alternates between random access and controlled access modes. The analysis is much more difficult, and numerical solutions can be obtained only after making several simplifying assumptions.
In the following, we first present the heavy load analysis, and then introduce and analyze the intermediate load model.
A . Heavy Load Analysis
In this model, we assume that there is a finite number of stations uniformly spaced on the bus. Thus, if N stations are present, the propagation delay between two adjacent stations is a = D / ( N -1 ). where D is the end-toend delay. For simplicity (and without loss of generality), we also assume that detection time d is much smaller than the roundtrip delay R , and that the preamble is much shorter than the packet.
We begin. by evaluating' bus utilization. Under heavy load conditions, the active stations will always conflict again at the end of a controlled phase. Therefore, the activity in the network is a succession of cycles where active stations are served in a round-robin way, lowest numbered stations first. The diagram in Fig. 4 portrays the cyclic pattern when .all N stations are active. From Fig.  4 , we can see that
( 1) where T = packet transmission time, T > 2a. The inequality implies that no packets are successfully transmitted during the random mode (worst case assumption). The utilization is thus given by
When only i stations are active among N , the worst case occurs for the following set of active stations: { 1, 2, * * -,
( 3 ) If only one station is active, that is, i = 1, the station can transmit in the random access mode since no collisions occur. Thus, we have S( 1 ) = 1.
Insertion delay at heavy load is closely related to utilization S. Namely, if i is the number of active stations,
When all N stations are active, insertion delay is equal to
B. Intermediate Load Analysis
Assumptions: The following assumptions and approximations were introduced to simplify the intermediate load analysis, yet retaining the main properties of the Buzz-net protocol.
a) No carrier sense in random access mode. That is, when a station has a packet to transmit in random access mode, it transmits it immediately. This is a conservative approximation because in Buzz-net, bus sensing is used to reduce the probability of collision. b) Negligible propagation delay and reaction time. It is assumed that when the carrier is injected on the bus, all the stations can sense it immediately. Likewise, when collision occurs, all colliding stations will -abort their transmissions at the same time.
c) 1nfinite.number of stations with Poisson arrivals and total arrival rate X.
d) Exponential packet length distribution with average transmission time = 1/p. e) Single buffer for each station. It should be pointed out that assumption b) is conservative and optimistic at the same time. It is conservative in situations where packet transmission time is much smaller than end-to-end propagation delay (e.g., highspeed fiber optics channels). In this case, two or more stations properly spaced along the bus may start transmitting their packets simultaneously and may complete their transmissions without colliding with each other (packet pipelining effect). For this situation, the assumption that simultaneous transmissions immediately cause a collision is clearly a conservative assumption.
On the other hand, if the propagation delay between two transmitting stations is a , and the two stations collide, it may take up to 2a seconds for the stations to learn of each other, and thus move to the Buzz state (see Fig. 4) .
Furthermore, the transmission of N backlogged packets on the bus during the controlled access phase requires NT + 2b seconds where b is the propagation delay between the two end stations involved in the transmission. Clearly, in heavy load, 2b z R, as we can verify in Fig. 4 . The worst case situation (in terms of cycle overhead) corresponds to the case of two transmitting stations located at the extreme ends of the bus. For this case, 2 ( a + b ) = 2R. If, on the other hand, the two stations are colocated, we have the best case, i.e., 2 ( a + b ) = 0. The assumption of negligible propagation delay has the effect of setting a = b = 0. Thus, the average controlled access cycle computed by our approximate model will be shorter than the actual cycle time, leading to optimistic results. Since 2 ( a + b ) 5 2R, a worst case model could be obtained by adding the artificial delay of 2R seconds to each controlled cycle. This correction was not made in our model. However, the knowledge of this contribution will be helpful in explaining some discrepancies between analysis and simulation in Fig. 7 .
2) The Simplified Model: In our simplified model, let us assume that the system is initially in the random access mode, and all the stations are in the idle state. When a packet is present, the station transmits the packet immediately. If collision happens, the system moves immediately to the controlled access mode. The two colliding stations will then retransmit during the controlled access mode. Note that since we assume that there is no carrier sense and the propagation delay is negligible, the only possible number of colliding stations is two (i.e., the probability of multiple collisions tends to zero). At the time of collision, these two stations move to the Buzz-I state while all other stations move to the hold state. After staying in the Buzz-I state for R seconds, the two stations move to the Buzz-I1 state and, immediately after, to the controlled access transmission state.
After the two stations complete their packet transmissions in the controlled cycle, the system remains in the hold state for .R seconds and then moves back to the idle state. At this point, those stations at which packets arrived during the last controlled access mode will move to the backlogged state immediately and will transmit their packets all at the same time. If the number of stations is larger than one, then collision occurs and the system moves to controlled access mode again. Since the system did not return to the random access mode, this interval will be referred to as the second period in the controlled access mode, and the next period the third, etc. The first period is the period immediately following the random access cycle. All the periods in the controlled access mode add up to be the controlled access cycle. The controlled access cycle terminates when there are fewer than two ar- rivals in the last period. We define one system cycle to consist of one random access cycle followed by one controlled access cycle, as shown in Fig. 5. 3) Controlled Access Cycle Analysis: Using probabilistic arguments, as shown in Appendix A, it is possible to obtain a recursive expression for 5 , the average length of thejth controlled access period, as a function of known quantities. The total length of the controlled access cycle (CAL) is then given by m CAL = c Zi.
The values of Xi, j = 1, and CAL can be computed numerically, as shown in Appendix A.
4) Random Access Cycle Analysis:
The analysis of the random access cycle is carried out in Appendix B. It is shown there that the random access length (RAL) can be expressed as follows:
where P = probability that there is no arrival in the last controlled access period. P can be computed numerically using controlled access cycle results as shown in Appendix B.
5) The System Cycle: Fig. 6 portrays the average system cycle length ACL, sum of CAL and RAL, as a function of bus utilization p (where p = X / p ) . Various curves are shown, corresponding to different values of R ranging between 1 and 50 ps (i.e., bus length from 0.3 to 15 km, at 0.3 km/ps light propagation speed). The packet transmission time 1/p was chosen to be 5 ps for the solid curves and 1 ps for the dashed curve (i.e., packet length = 5000 and 1000 bits, respectively, at channel speed = 1 Gbit/s). Note that ACL tends to infinity for p --t 0, as expected, since in such conditions, the system never leaves the random access mode. ACL will also tend to infinity for p + 1, since in this case, the system will always be in the controlled access mode with larger and larger access periods. This behavior is due to the fact that we assume an infinite customer population. .With finite population, each controlled access period is bounded (see (1) in Section V-A). The accurate behavior for p + 1 is not portrayed in Fig. 6 because of convergence problems experienced in the numerical computation of CAL when p approaches 1. But again, from the practical standpoint, the finite population, heavy load results reported in Section V-A can be used in this case.
For intermediate load values, ACL . exhibits a minimum'. The value of p yielding the minimum varies with R . An approximate computation of pMIN is obtained by observing that for minimum ACL, the channel load p should be such that on the order of two packets arrive (on the average) during a controlled access period. (If only one packet arrives, the random access mode is resumed.) Thus,
Thus, PMIN decreases as R p increases, as seen in Fig. 6 . As for the minimum value of ACL, this is proportional to R + l/p and therefore increases' with R , as shown in Fig. 
. 6) Average Insertion Delay:
With the single buffer assumption, the insertion delay is the interval between the instant when the packet arrives to a station and the time when successful transmission begins. The average insertion delay ID can be computed as follows (see Appendix C) :
where W = total average time spent waiting by packets that arrived during a system cycle, and N = average number of packets served during a system cycle. Fig. 7 portrays insertion delay ID versus load p for various values of R and for transmission time = 5 ps. As expected, insertion delay tends to zero for light load, and goes to infinity for p + 1 (again, because of the infinite population assumption). We note that for small values of p , the delay increases very rapidly as the load builds up in the system. At load = 0.3, the insertion delay is approximately 2R, indicating that just 'about every packet suffers a collision and must undergo a 2R second delay. Beyond p = 0.3, the insertion delay increases fairly slowly with p , indicating that most transmissions are now carried out in the controlled access mode. It is interesting to note that for R = 50 ps, the delay remains practically constant in the range between p = 0.2 and p = 0.5, and then picks up again to become infinity for p = 1.
The dashed curve in Fig. 7 corresponds to a case with l/p = 1 ps (as a difference from the other curves for which l/p = 5 ps). Since R = 10 ps, the product R p = 10. Note that this curve is identical to the curve with R = 50 ps and 1/p = 5 ps (and therefore R p = lo), but is scaled down by a factor of 5 (the logarithmic vertical scale maps this into a simple shift in Fig, 7 ). This confirms the fact that the normalized delay IDp depends on R and p only through their product R p . .
The examination of insertion delays at intermediate loads shows no presence of ill effects due to the transition from the random access mode to the token mode. In. fact, if transmission time is much smaller than roundtrip delay (i.e., R p >> 1 ), the insertion delay tends to be constant for a broad range of loads. It is worth pointing out that the situation R p >> 1 is common in fiber optic's implementations characterized by high speed .and large geographic span.
In order to provide a partial verification of the approx-I imations made in the analytic model; we may compare the analytic results to the simulation results shown in Fig. 8: The simulator implements the Buzz-net protocol as detailed in Section 11. The following assumptions were made: finite-population, single buffer per station, uniform traffic, fixed packet length. The utilization is the. actual utilization measured on the bus. The iimulation results reported here were obtained for finite station population N = 15. Since our model. assumes infinite population and exponential packet length, we can only expect partial agreement between the two sets of results. ,The simulation curves do not extend all the way to p = ' 1 since max utilization for finite population is C 1 [as shown in ( 2 ) ] . In fact, one finds that max utilization for R p = 10 is 0.33, and for R p := 2 is 0.71. Incidentally, one may verify that simulated delays at maximum utilization are in perfect agreement with heavy load model results in (4).
ing any overhead in the transmission slot, the expressions are given by 
If we compare the delay at very light load, we see that all nets perform worse than Buzz-net. As for the insertion delays at heavy load, the ranking is the opposite of that obtained for bus utilizations. In fact, by applying Little's where i is the number of active stations.
One important advantage of Buzz-net over all token
The comparison of simulation to analysis in Fig. 8 shows that analysis overestimates delays at very light load. This can be attributed to the fact that the real system uses carrier sense to reduce collisions in the random access mode. On the other hand, in the region where the simulated system becomes saturated, the analysis underestimates delays. This can be traced to the fact that in the real system, the "dead" time in the $ontrolled access cycle at heavy load is 3R + 2a [as seen in (l) ], while in the analytic model, the dead time is 2R. This is due to the fact that the analytic model assumes zero propagation delay, as discussed in Section V-Bl). Recalling that a = R /15 in our case, we note that each packet suffers an extra delay R( 1 + 2/15). By adding this extra term to the analytic delays, we obtain an extremely good agreement with simulation.
VI. COMPARING BUZZ-NET TO OTHER SCHEMES
We now compare Buzz-net performance to that of other unidirectional bus schemes. First, we consider the tokenbased schemes, namely, Express-net, D-net, and Fasnet. For Express-net [ l ] and D-net [lo] , the throughput and delay expressions are identical for both schemes and, under the previous simplifying assumptions, are given by the following formulas:
In Fasnet, following the derivations in [6] and neglectnetworks is its very high Utilization in the case of a single, station with heavy backlog. In Buzz-net, the single station can transmit an uninterrupted sequence of packets achieving the maximum possible throughput on the buses, whereas in the other schemes, subsequent packets from a single station are spaced by at least one roundtrip delay. Finally, we may wish to compare Buzz-net to the most common random access scheme, namely, CSMA-CD. We find that their performance is similar in very light load: for both, insertion delay tends to zero. The performance is the same also for the single active station with heavy backlog where both Buzz-net and CSMA-CD achieve maximum bus utilization. As the load and number of stations increase, however, several problems arise in CSMA-CD. First, throughput degrades dramatically because of repeated collisions. Second, maximum insertion delay becomes unbounded. Third, as utilization increases, the system exhibits an unstable behavior where the performance of stations depends randomly on the traffic pattern. We have observed this unusual behavior in several simulation experiments, and have noticed that some stations may even get locked out of the network. In Buzz-net, in contrast, all stations are granted a fair access to the channel for all loads.
In order to substantiate the above comparisons with some numerical results, we consider the following example:
( 5 ) N = number of station = 15 bus length = 1 mi R = roundtrip delay = 10 ps ( @ 5 ps/mi ) bus speed = 1 Gbit/s average packet length= 5000 bits T = packet transmission time = 5 ps.
First, we evaluate heavy load bus utilizations according to (3), ( 3 , and We further find that if we increase the' packet length beyond 22 000 bits, Buzz-net throughput exceeds Fasnet throughput, yet remaining lower than D-net and Expressnet throughputs.
For light loads, we find from the simulation curve in Fig. 8 that Buzz-net delay is lower than Express-net and D-net delays when bus utilization is < 15 percent. It is lower than Fasnet delay for utilization < 20 percent.
As for channel utilization when only one station is active, we find Express-net and D-net: 0.33 Fasnet: 0.25 Buzz-net:
1.
VII. EXTENSIONS AND IMPROVEMENTS ON THE BASIC PROTOCOL In the previous section, we
found that Buzz-net throughput ,at heavy load is worse than that of other schemes. This is, because a buzz phase is required between each round of transmissions. Performance can' be .improved dramatically by using a "load-dependent" criterion to determine, after each controlled access cycle, whether to remain in the controlled mode (without buzzing) or to move to the random access mode.
Several criteria could be suggested, the more sophisticated ones requiring the monitoring of traffic over several previous cycles. The simplest criterion would be to decide to stay in the controlled mode if the previous cycle had two or more packets. This criterion can be easily tested by all stations in a distributed fashion because of the broadcast nature of the bus; thus, there is always unanimous agreement on what the next cycle should be.
If the decision is to stay in the controlled access mode, then the responsibility to start the next cycle rests on the station which was the last to transmit in the previous cycle. A station learns that it is the last station in the cycle if it does not hear any other transmissions from downstream stations in an interval R (equivalent to the silence period in the basic protocol). After the silence period, the station transmits a short "control" packet (called token) followed by a data packet (if it has any to send). All the backlogged stations other than the last station wait for the token and then transmit using the probing scheme typical of the controlled access mode. Thus, the leftmost and the rightmost active station of each round keep bouncing the token back and forth until a round has less than two packets. At this point, each station will return to the random access state.
With the above modification to the basic protocol, the utilization of Buzz-net at heavy load becomes where To is the token tranmission time.
Performance can be further improved by observing that the silence period of a station at the end of a left-to-right control cycle (say) can be reduced from R (obvious upper bound) to the roundtrip propagation delay between such station and the rightmost station on the bus. Accurate silence periods can be easily calibrated by all stations using a distributed procedure. Without elaborating on the details, we point out that silence period calibration can be carried out by means of a two-pass sweep of the bus with a "calibration" packet. Calibration is required only at system initialization, and when a new station is connected to the bus.
With accurate silence period estimation, the utilization becomes (see Fig. 8 )
Applying this result to the 15-station example presented in the previous section and assuming that the token packet length = 200 bits, we find that Buzz-net utilization at heavy load becomes S(15) = 0.93.
Thus, Buzz-net performance is superior to that of any of the other schemes.
'Clearly, 1 the performance improvement does not come for free. hamely, the protocol is more complex: new states are added to the state diagram, and new control packets mpst be introduced. This may result in a more costly implementation. The tradeoff between improved efficiency and higher implementation cost must be carefully examined.
I
VIII. CONCLUSIONS 'In this paper, we have introduced a hybrid tokenhandom access scheme and have presented analytic models for its performance evaluation. The models, albeit approximate, have proved to be fairly accurate when compared to simulation.
We have compared Buzz-net results to those of a number of unidirectional token-based protocols. We have shown that Buzz-net performs better than the other schemes at light load and in single-station heavy load since it avoids the token roundtrip latency. It does somewhat worse in multiple-station heavy load because of the extra delay involved in switching from random access mode to controlled access mode and vice versa. This problem can be alleviated by using a ''load criterion" to decide whether to switch to the random access mode or to remain in the controlled access mode. This modification, of course, introduces additional complexity in the protocol.
We have also shown that Buzz-net is superior to conventional random access schemes in that it maintains high efficiency and bounded delay even at high offered loads.
The attractive feature of Buzz-net (with respect to token-based schemes) is its architectural simplicity and robustness. In fact, the scheme does not require the definition of special stations (e.g., end stations) to support the token generation and maintenance function, as in Fasnet, U-net, and D-net. All the procedures are fully distributed. Loss of synchronization during the controlled access phase (such as caused by the loss of the token or by an erroneous silence period estimate, for example) can be easily recovered from since the system falls back automatically to the random access mode. Similarly, insertions and deletions of stations are automatically absorbed by the system.
From the topological standpoint, the structure of Buzznet is symmetric and therefore simpler than the folded (e.g., D-net) or double-folded (e.g., Express Net) topology. This simplifies installation and future extensions of the network.
APPENDIX A CONTROLLED ACCESS CYCLE ANALYSIS
Denoting by X1 the first controlled access cycle (see Fig. 4 ) and by x1 its duration, we have
where y 1 and y2 are the transmission times of the collided packets.
Taking Laplace transforms, 
Next, we evaluate the jth controlled access cycle Xj, j >
1.
Assume that there are k arrivals during X;-and that 985 the duration of X, -is xo. We need to consider the follow- .
Since the group arrival to the system is Poisson with rate X , the probability that there are k arrivals during X, -is The length of the controlled access cycle CAL is the sum of all %'s, that is,
Now if we define the useful period in the controlled access cycle to be 'the period used for successful transmissions, then we have the following.
1) The useful period in X1 is equal to 2 / /A, the time used to transmit exactly two packets.
2) The useful period in Xj, j > 1 is computed as follows.
Given that there are k arrivals during Xj -1, k > 1, and xjP1 = x, then the useful period in X, is k / p , which is the time used to serve those k packets which arrived during X,-l. 
UCAM, can be given as follows
Finally, the useful period in one controlled access cycle,
-
We can calculate the value of UCAM numerically from the values of Z k and X,*(')( X) given by (A1 1) and (A12).
APPENDIX B RANDOM ACCESS CYCLE ANALYSIS
There are three sections in one random access cycle, namely, interarrival section, successful section, and collision section. We analyze each section separately.
A. The Interarrival Section
The interarrival section is the period between the start of the random access cycle and the beginning of the first packet transmission in the cycle. We must distinguish between two cases. If there was no arrival in the previous controlled access cycle, then the interarrival section has average value 1 / X; if there is one arrival, the interrival section'is null. There cannot be more than one arrival, otherwise, the controlled access mode would continue. Thus, we need to compute the probability P that there is no arrival in the last controlled access cycle.
Let Xj be the previous controlled access period and assume that the length of Xj is x. Then, the probability that there is no arrival during X, is
e -Ax
Unconditioning on the length of X,, we have the probability of no arrival during 4, which is lom e-Axd4 ( x ) = x; ( X ) .
That is, when in X,, with probability X;( X), the controlled access cycle ends and there is an interakval section with length l / , X in the next random access cycle.
Similarly, the probability of one arrival during X, is 1" (Ax) e-xxdX, (x) = -M~( I ' ( X).
Thus, when inX,, with probability -AX?'')( X), thecontrolled access cycle ends and there is no interarrival section in the next random access cycle. Finally, with probability 1 -X? ( X) + XX;(')( X), the controlled access cycle continues. So the probability P that there is no arrival in the last controlled access period is From P , we compute the average length of the interarrival section RA1 as RA1 = P I X .
031)

B. The Successful Section
A transmission is successful if the time until the next arrival is longer than the length of the packet in transmission; otherwise, a collision occurs.
If we let x be the interarrival time and y be the packet length, then the pdf of x , f x ( x ) and the pdf of y,fy( y ) are independent, with exponential distributions:
If x > '= y, then there is no collision and the transmission is successful. So,. we first compute the pdf of x given that x > = y, that is, f x ( x 1 x > = y ) . Since x and y are independent, the joint pdf of x and y is the product of the individual pdf's, that is,
Thus,
The expected value of the interarrival time, i.e., the length of the collision section, is
The expected value of x given that x > = y can be obtained fromfx(x I x > = y). Namely,
This is the expected length of one successful transmission in random access mode. The next step is to find out the average number of successful transmissions in one random access cycle. First, we compute the probability P ( x > = y), i.e., the probability that the transmission is successful:
P ( x > = y ) = Io Xpe-XXe-py dy dx = -P X + P As the first packet in a random access cycle starts to transmit, with probability p / ( X + p ) it will succeed, and with probability X/( X + p ) it will collide. Thus, P[no successes] = X/( X + p ) .
If the first packet succeeds, the second one can be successful or not with the same probability of success as the first one, so the probability of the number of successful transmissions in one random access cycle is a geometric distribution given by P [ k success] = ( yr( G) X for all k.
X + P
The average number of successful transmissions in one random access cycle is then 
C. The Collision Section
When the interarrival time is shorter than the packet transmission time, then coliision occurs. Under these conditions, the interarrival time distribution is The length of one random access cycle, RAL, then is the sum of RAl , RA2, and RA3, that is,
There is no useful period in RA1 and RA3. In RA2, the useful period URAM is given by since the average packet length is 1 / p and there are p / X packets served in one random access cycle.
APPENDIX C AVERAGE INSERTION DELAY With the assumption that each station has only one buffer, the insertion delay is equal to the queueing delay, that is, the time elapsed from the instant when the packet arrives to the instant when a successful transmission begins. We now compute the insertion delay based on the above assumption and on previous analytic results.
First we note that the total waiting time (i.e., the sum of the individual waiting times) for the two packets transmitted during the first controlled access segment XI is 
(c1)
The first term is the length of the collision section in a random access cycle which, in effect, is to be treated as the waiting time of the packet that is collided upon at the end of. the random access cycle; the second tern comes from the fact that, upon collision, the two packets have to wait for R seconds before they are allowed to transmit; and the third term is contributed by the packet of the right side station which has to wait for the transmission of the left side station. .
The last expression is the'total waiting time of the packets when they take turns to transmit in 4. Now, unconditioning (C2) on k and then on the length of q-we obtain the total waiting time Wj of those packets transmitted in 4 (or of the first packet transmitted in random access cycle if k = 1). Thus, for j > = 2.
We note that there is no waiting time in the interarrival section and successful section of the random access cycle, so the total waiting time in one system cycle is The total number of packets transmitted in one system cycle N is given by the useful period in one system cycle divided by the average transmission time of the packet:
-
P ( C 5 )
Thus, the average insertion delay for each packet transmitted is given by (C6) Note that the.computation of W requires the second moments of Xj's which are obtained by taking the derivative of both sides of (A1 1) with respect to s and by taking the limit for s + 0. The resulting expression is
