This paper deals with resilience in all-optical networks. The main disadvantage when designing all-optical label swapping networks is the enormous dimensions an all-optical node can have. The node's size relates directly to the number of Label Switched Paths passing through the node. In this paper, we discuss how the dimensions of the alloptical node alter when introducing resilience in label swapping and stripping networks. We compare the node dimensions for different recovery strategies and different all-optical networking approaches.
INTRODUCTION
Recently introduced all-optical label swapping networks (AOLS) perform the packet-by-packet routing and forwarding functions of Multi Protocol Label Switching (MPLS) directly at the optical domain. By virtue of optical labels, the IP packets are directed through the optical network without passing them through electronics whenever a forwarding decision is necessary. Ideally, this all-optical approach has the ability to route packets/bursts independently of bit rate, packet format and packet length. Nevertheless, AOLS encounters new obstacles in forwarding the packets. Not only is an all-optical node design very complex, it is also very resource-consuming because the dimensions of the node are dependent on the number of Label Switched Paths (LSPs) passing through the node. Label swapping and label stripping [1] help to proportionally maintain the local look-up tables in growing packet routers. This paper describes how the need for hardware changes when resilience [2] is provided to the all-optical network. First it describes the AOLS-node design and how the node's dimensions are calculated. Then, it gives an introduction on the different approaches to make the network resilient. Thereafter, it discusses resilience in label swapping and label stripping networks and it concludes on those topics.
AOLS NODE ARCHITECTURE
The most important part of an all-optical node is the AOLS-block, which is depicted in Figure 1 . Everything needed to decide where to route incoming packets is found in the AOLS-block. As it enters the AOLS-module, the packet's payload (40 Gbits) and label are separated [3] . The extracted optical label is then fed to a bank of All-Optical Label XOR Gates (AOLXG) [4] , where the AOLXG compares the label with a set of local addresses. These local addresses are generated using a network of optical delay lines (ODLs). An ODL is comprised of a set of interconnected fibre delay lines, couplers and splitters, which generate a bit sequence out of one pulse. Therefore, comparing the incoming label to the local addresses implies that for each possible incoming label, a separate ODL and correlator need be installed in the AOLS-block. Following this comparison, a high-intensity pulse appears at the output of the AOLXG correlator with the matching address. This pulse feeds a control-block that drives a wavelength converter. The control-block is made up of optical flip-flops [5] . Depending on the matching address, the appropriate flip-flop emits a Continuous Wave (CW) signal at a certain internal wavelength. In the meantime, a new label is created in the appropriate ODL. This new label is inserted in front of the payload and both the payload and the new label are now converted to the wavelength that was defined by the flip-flop. The packet is then sent through an Arrayed Waveguide Grating (AWG). Two switches provide the flexibility to assign different outgoing labels and wavelengths to the same incoming label. The packets leave the Arrayed Waveguide Grating (AWG), pass through the contention resolution block to reach their respective output-port. This module provides the flexibility to overcome the problems of contention in the network. 
NODE DIMENSIONING
The AOLS-block design proves that the more incoming labels an AOLS-block has to distinguish (thus, the more different LSPs are passing through the node), the more the resources the AOLS-node will require. As a matter of fact, to recognise each possible incoming label, a different AOLXG, incoming ODL and outgoing ODL need be installed. The results of this paper enlarge the dimensioning studies in [1] and map out the dimensions of a resilient network's node.
SWITCHING STRATEGIES AND CASE STUDY
Because LSPs need be differentiated the packets, belonging to a particular LSP are labelled; what label is used and how many labels are needed depends on what routing information the switching strategy uses. This study used label stripping and label swapping as switching strategies. In this paper we refer to the four swapping strategies by the routing information they use, e.g., Label + Wavel. + Port refers to the strategy using the wavelength and fibre port as routing information. The label is swapped into an Outgoing Label and an Outgoing Port (and eventually an outgoing wavelength). The second label switching strategy ( Figure 2 ) switches a packet through the network based on an end-toend label. This label consists of multiple local labels. In each intermediate node the AOLS block strips off the first bits of the end-to-end label (this is the local label) and decides based on the local label information where to route the packet (i.e., to which output-port to forward the packet). In label stripping, the local label defines the node requirements. To illustrate the challenges all-optical label swapping introduces on the node dimensioning we investigated the impact of the labelling strategies on the Backbone European Network (Figure 4 ) and the demand proposed in [6] . Different network topologies were created by removing/adding nodes/links from/to the network to make the dimensioning calculations for several types of networks. When the number of bits of the label is compared we refer to the number of bits of the local label, unless it is mentioned otherwise.
RESILIENCE IN ALL-OPTICAL NETWORKS
On a network element level it is possible to protect against equipment outages by providing locally standby spare equipment. When equipment protection fails, then the traffic should be rerouted on a network level. In contrast to other packet switching networks, in all-optical networks recovery schemes should take into account that not only the bandwidth provided on a link defines if a LSP can be routed over that link, but also if the target node of the link is capable to receive the LSP and route it further correctly. The network recovery techniques that intend to reroute the traffic affected by failure and thus search for free spare link capacity, will also need to find spare node capacity (E.g., a free AOLXG, incoming ODL and outgoing ODL). The network recovery mechanisms are classified in several ways: on a local or end-to-end basis, by protection or restoration and pre-planned or in real time. The remainder of this section discusses those classifications.
End-to-end recovery
This way of protecting LSPs is depicted in Figure 4 . There is a working LSP from source A to destination G, over the intermediate nodes F and H. To protect this LSP from source to destination a back-up LSP can be set up from A to G, over intermediate nodes B and D. The whole path is thus protected and no matter where in the path the fault occurs (any link or any node), the packets are sent on the back-up LSP for their whole itinerary. We assumed that the back-up paths are link disjoint of the working paths. Synonymous to End-to-End protection/restoration, path protection/restoration is used.
Local recovery
LSPs can also be protected locally Figure 5 . Assume that on the LSP from source A to destination G, the link FH is broken. In stead of backing-up the whole path, only the broken link is protected. The traffic then is sent from source A to intermediate node F where it is sent on the back-up path, from node F over node E to node H. From the intermediate node H, the packet is again sent on the working path of the LSP from A to G. Faults in the network are thus intercepted locally. We also call this recovery scheme link protection/restoration. 
Protection
Providing resilience to the network by way of protection means that infrastructure is physically replaced and traffic is sent over both the working channel and the protection channel. Figure 6 shows an example. Imagine a fault occurs on the link BC and the resilience is provided by way of protection. Because all precautions are taken the traffic will reach its destination without any further signalling except that C must be informed that the traffic from B arrives on the protection channel in stead of the working channel. What is depicted is 1+1 protection. The network is provided with lots of black capacity (unused capacity) in case of error-free working. A more economical installation of back-up capacity is found in 1:1 (general 1:N) protection. There the back-up capacity that is installed to send the high-priority traffic on, can be used to send lower priority traffic on, in case of error-free working because the high priority traffic is only sent on the back-up channel when an error occurs. The general case, 1:N protection, means that one unit of back-up capacity is connected to N units of working capacity. In this scheme the back-up capacity is shared among several (N) working paths, and this scheme assumes that only one fault occurs at the time. Protection schemes are mostly used when the recovery speed is crucial. 
Restoration
Whereas in protection schemes back-up paths are available with a minimum of signalling, recovery by way of restoration just does the opposite. In restoration back-up capacity and infrastructure is shared among several paths.
Restoration of an LSP (path recovery) or part of it (link recovery) causes a lot of signalling. Indeed, new paths need be set up and because they do not have fixed capacity to use, signalling is needed to make sure all traffic will pass through the network. Back-up correlators that are provided are not assigned to particular LSPs. All LSPs that need be rerouted can use them. The restoration recovery scheme is mostly used where flexibility in where and how to reroute the affected traffic is important.
Pre-planned recovery
This means that the back-up connections are calculated in advance. Depending on using protection or restoration those connection are set up in advance or not, and also, there is capacity reserved for them in advance or not. In the case of protection, a back-up correlator is assigned to a particular LSP and the path is set-up in advance. This means that for each working LSP that is set up, a back-up LSP is also set up and the correlators and switches are assigned although they aren't used until the failure occurs. While on the contrary, in the case of restoration the back-up path is not set up in advance and even though the back-up path is known in advance because it is pre-calculated, correlators are not yet assigned to particular LSPs.
Real time recovery
This means back-up connections are calculated at the moment of the fault. This kind of recovery always goes together with restoration (i.e., a lot of signalling, providing flexibility to the network)
Depending on which mechanism is chosen, recovery can be fast or flexible. Equally to other packet switched networks, for the all-optical network a pre-planned protection recovery scheme will in increase the recovery speed, whereas realtime restoration will optimize the flexibility. However, the flexibility of the LASAGNE network is directly related to the dimensions of the back-up nodes and links and thus the costs of the back-up facilities. Reference [1] explains that the dimensions of the AOLS-blocks in the all-optical node are very dependent on the switching strategy. Actually the calculation of the dimensions begins with the calculation of the number of LSPs through the individual nodes, because each individual LSP needs its individual hardware to be recognised by the node and thus to route the packets correctly. The same principle of routing is also assumed on the back-up paths of such LSPs. Shortly said, the dimensioning of the back-up facilities not only includes the back-up capacity in terms of bandwidth but also the size of the nodes. And thus, to provide more flexibility by using the real time restoration where back-up LSPs can be sent all over the network, not only more signalling is needed, but also back-up nodes with a maximum size, in order to have the choice of labels.
RESILIENCE IN LABEL SWAPPING NETWORKS
This section proposes that recovery scheme that is most applicable to label swapping networks. As a test case, we used the traffic and network example examined in [6] . We subdivided the recovery strategies in path/link recovery and protection/restoration. We used pre-calculated back-up paths, which are in the case of protection also pre-set up. This section differentiates between those four approaches and compares them in terms of the dimensions of the AOLS-block. The results are depicted in Figure 8 and Figure 9 . Figure 7 depicts the dimension differences between restoration and protection in all-optical networks. The full lines represent the working paths while their dashed equivalents represent the back-up paths. Both the dark and light back-up paths use the same link (the AB link), whereas their working paths do not. In our study, we determined the required capacity on the AB back-up link when rerouting the LSPs in the case of all possible single link failures (either the FH link breaks, or the FE link breaks). As a final number the maximum capacity in any of the cases is kept. The same calculation is done for the protection schemes as well as restoration schemes because we assumed one single link failure at the time. Because the protection scheme uses pre-defined paths (i.e., pre-calculated and pre-set up paths), the infrastructure needed to route the dark and the light LSPs must be available and configured as if all LSPs were to pass through the AB back-up link at the same time. Due to this the total number of correlators needed in the B back-up node is the sum over all correlators needed for individual link failures. Whereas the protection scheme uses pre-defined paths, the restoration scheme sets up back-up paths at the time the failure occurs. Due to this, back-up capacity and infrastructure are shared among several paths. Figure 7 depicts the capacity needed on the AB back-up link, which is only the maximum of the capacity needed in case of one of the single link failures. Thus, we re-use the same components (i.e., correlator, incoming ODL, outgoing ODL) for different LSPs in the case of different link failures. The signalling used to set up the back-up path and configure the infrastructure is done the moment the fault occurs. Therefore, the infrastructure installed in an AOLS-block does not belong to a particular LSP. Because restoration searches for a back-up path the moment a link failure occurs, this scheme is more flexible than protection. However, the routing flexibility in all-optical networks is defined by which and how many local labels an AOLS-block can recognize. In terms of dimensions, it is not possible to provide enough resources to each back-up node so that all (back-up) LSPs can be sent through that node. Figure 8 shows that using protection and pre-calculated end-to-end back-up paths to provide resilience to the network causes the dimensions of the back-up nodes to be 1.5 times bigger than they are when restoration is used. The dimensions of the AOLS-block in link protection are 2.5 times bigger as they are in link restoration. The number of bits in a label, which is depicted in Figure 9 , represents the complexity of the correlators and ODLs to be installed (i.e., the longer the label, the more complex the components will be). The number of bits is derived from the total number of correlators that must be installed, as is clarified in [1] . In terms of AOLS-block dimensions, the protection scheme is worse than the restoration scheme because the former requires more complex components. Nevertheless, the recovery time for restoration schemes is slower and, because the flexibility of an all-optical network is defined by the components available in the node, restoration as it is now dimensioned is not as flexible as it is in the case of packet-switching networks with electronic header processing. 
Protection or Restoration

Path or link recovery
This section compares End-to-End recovery with the link recovery in Figure 8 and Figure 9 . In the restoration scheme, the dimensions of the link recovery are 1.2 times bigger than they are in the path recovery. In the protection scheme, the dimensions are twice as big. When a link breaks, both recovery schemes reroute the LSPs that were routed over that link. In path recovery, a whole new path for the LSPs is set up in the back-up network. This means that the capacity needed for all those LSPs is spread over the whole back-up network. In contrast to path recovery, link recovery reroutes all LSPs on the broken link in the same way, using the same back-up links to bypass the broken link. Thus, this means that the capacity needed is not spread out but localized on specified back-up links. This suggests that more capacity is needed for link recovery. The difference between restoration and protection has already been explained in section V. The previous comparison proves that the use of restoration (in which the back-up path is known in advance, but not set up) is preferred over the use of protection in terms of node dimensions and that path recovery is preferred over link recovery. The most suitable recovery scheme is thus path restoration. Although restoration should improve the alloptical network's flexibility, that flexibility is defined by the dimensions of the node so that small restoration wavelengths are in fact not that flexible. Therefore, we chose path protection as the recovery scheme for all-optical label swapping networks.
RESILIENCE IN ALL-OPTICAL LABEL STRIPPING NETWORKS
This section suggests which recovery scheme is the most preferable in terms of node dimensions for label stripping. For an explanation of label stripping, see [1] and our section on switching strategies. We know that the number of correlators needed is not related to the number of LSPs passing through the node, but is equal to the number of outgoing links. Here, protection and restoration need not be differentiated because it would only affect the number of LSPs passing through a node and not on the dimensions of the nodes themselves.
Path protection in label stripping
Providing the label stripping network with path recovery does not effect major changes to the all-optical label stripping blocks. The moment a fault on a link occurs, all LSPs on that link are rerouted and the packets belonging to those LSPs acquire end-to-end labels that are a concatenation of the local labels that are necessary for the correct routing on the back-up path. Routing decisions on the back-up paths are taken in the same way they were on the working path, namely, based on the value of the local label.
Link protection in label stripping
Although path protection is simple, link protection is more complex. Contrary to label swapping, label stripping uses a different local label per intermediate hop on the path of a LSP. This implicitly means that the label stripping end-to-end label is a concatenation of different local labels. Because the local label contains the port number, the packet has to be routed to that particular node. In general, the local label cannot be reused in another node on the path of the packet. The local label length is defined by the maximum number of ports in the nodes of the network and by the way these ports are numbered. By providing the ports with a simple numerical value starting at one (see Figure 10) , the smallest local label length is achieved. However, a broken link in the network causes the packets that are sent on that link to be dropped. If not dropped, incorrect routing would result. Figure 10 depicts what could happen when a link (e.g., the FH link) is broken, assuming the control plane decided to set up a back-up path based on link recovery. Because the local labels refer to a particular port in a particular node, and because the All-Optical Label Stripping node does not possess the hard-ware to rewrite the local label, the remaining local labels of the packet are no longer valuable. In Figure 10 , node F routes all packets that would normally be sent to node H on the FE back-up link. Node E sends Figure 10 's packet with the light-coloured label to the EC link, because node E treats all packets with local label 1 as if the next node on their path were C. However, the light-coloured local label 1 should be examined in node H in order to forward the packet on the HG link. In the end, the packet with the light-coloured labels reaches C as its destination node whereas it should have reached node G. This is an error in routing.
What Figure 10 depicts, shows that, because the local labels do not change, a new back-up path that will be compatible with the original labels must be found. This section describes one possible approach to providing link protection to label stripping networks. We assumed that the port number is de-fined by the node number of its neighbour node. A local label contains the node number the packet has to be routed to. Again, a problem arises when the local label is stripped off and the packet is sent on back-up link. The local labels that remain are no longer valuable because they have a local meaning. 
Fist approach to link recovery in label stripping networks
A first solution to provide link recovery to label stripping networks is proposed in Figure 11 . The ports of the nodes have no longer a straight forward numbering. Each output port now carries the name of the neighbour node it is connected to. The first local label of the light-coloured labelled packet (Figure 11 ) can be used in as well the node H as the node E. In both the nodes the packet is routed to node G. In node G on, the packet returns to its original path and the remaining local labels are valuable again. Signalling is needed to mark in node F that the FD link is broken so the node F sends the packets with local label pointing to the node behind the failure on a bypassing link. Overcoming the failures in the network in this way, is only possible if the network is properly designed. Every two-link connection between two nodes should have a two link back-up connection.
To make this approach to rerouting possible in the label stripping network we need i. A port numbering according to the neighbour nodes. ii. A network design in which each two-link connection has a two link back-up connection. The label stripping principle is not changed thus we do not need any changes to the AOLS-block architecture. In the proposed solution, the numbering of the ports is so that a node is reached by each of its neighbour nodes via a port with the same number. We can achieve this by giving each node a unique number. Notwithstanding the simplicity of the node numbering, this means that the local label length is be defined by the number of nodes in the network and no longer by the maximum number of ports in a node, which thus annuls the advantage of label stripping (short local labels). Due to this, we developed an algorithm to optimal number the nodes. We do not give the full heuristic algorithm here because this would lead us too far, but the results can be seen in Figure 14 for the example network and Table 1 for the backbone European network of [6] (28 nodes).
Table 1 Comparison of the heuristic node numbering with upper and lower limits
To design a network with two-link back-up connections we could form the network out of bidirectional rings with four nodes as in Figure 13 . In the figure we have depicted two levels. Both those levels are used for transporting working LSPs, but one working LSP only uses one level, as in the left part of the figure. When a link fault occurs, the back-up path of the working LSP is routed via the other level of the network (right part of the figure) . The other level then provides a two link back-up path to the LSP for the broken link and its predecessor. An example of the design of such a network with the nodes of the backbone European network of [6] is depicted in Figure 14 . 
Second approach to provide link protection in label stripping networks
Our second proposal posits that the local label should not immediately be stripped off when used (see Figure 11) . If there are no broken links, all packets follow their normal route (e.g., the packets with dark-coloured labels in Figure 11 ). Packets with a particular local label travel only to the node that carries the same node number. This label need be stripped off before the following local label can be discovered. This second local label tells the node to which output port the packet must be sent (e.g., at node F, the dark-coloured label F is stripped off and the next label, label E, is examined). This second local label is not stripped off.
When an error occurs (e.g., the FH link breaks), packets are sent to the nodes on back-up links and nodes that carry a particular node number receive even those packets that do not carry the corresponding local label. When a particularly numbered node receives a packet that does not carry a corresponding local label, the first label is not stripped off but examined again and sent to the appropriate output port. This output port then leads to the next node on the back-up path of the packet. Once the packet arrives at the next node of its working path, this node recognizes the local label as its own node number and strips off the local label and continues the normal routing on the working path. Because of this, the architecture of the proposed label stripping nodes must be redesigned (see Figure 15) . Figure 15a and Figure 15b form the AOLS-block. Figure 15a shows the first circuit the packet is sent through; Figure 15b depicts the initial label Numbering approach # nodes Heuristic Lower limit Label length (bits) 5 3 3 stripping nodes, which decides where to route the packets. Figure 15a depicts the circuit that allows for the stripping off of the first label if this label's value is equal to the node's particular number. The components that were used in the original AOLS-blocks are also used to build this circuit. The packet enters the node in the upper left corner. The first label (dark) is stripped of and sent to the AOLXG. If the number of the node matches the value of this first label, the AOLXG gives a match pulse and the flip-flop (AOFF) is set. Thus, via Mach Zhender Interferometer (MZI) 1, the payload is sent to the second label/payload separator and the second label (light) is stripped off. This second label is sent to the bank of correlators where the routing decision is taken. In contrast to the original label stripping proposal, the light label is now reinserted (untouched) in front of the delayed payload. Assuming the first AOLXG does not match, the first label will not correspond to the node's number. This means that the AOFF will not be set and the first label will be sent directly to the bank of correlators. The payload is delayed without any further stripping required and brought to the label insertion circuit where the first (dark) label is reinserted. 
Comparison of path protection and the two link protection approaches
This section compares the AOLS-block dimensions in terms of the number of correlators and label bit length for the proposed label stripping recovery schemes with those of the working (end-to-end recovery) scheme (see Figure 16 ). The dimensions calculated for end-to-end protection are equal to those of the working network. The dimensions of a label stripping node are only dependent on the number of ports in a node and not on the number of LSPs passing through the node. Routing back-up LSPs thus do not differ from routing working LSPs for label stripping. The dimensions for a particular AOLS-block in case of link recovery are best for approach one. In that approach, the network is built so that each node has 4 neighbours and thus we need 4 different local labels, and due to this, a label length of 2 bits. The dimensions of a particular link recovery AOLS-block in approach two are greater than those of the working AOLSblock and the AOLS-block of approach one. The number of correlators to be installed in a node cannot occur by simply counting a node's neighbours. The node numbers must fulfil certain constraints:
(I). All neighbours of a node must have a different number; (II). All nodes on a link's back-up path must have a different number and that number must be different from the link's destination node's number; (III). All neighbour nodes on the back-up path must have a different number from the back-up path's destination node's number. The latter two constraints exist because when a packet is sent on its back-up path, the label that has a value that corresponds to the destination node's number is used in each intermediate node of the back-up path to route the packet correctly. When all three constraints are present, the European network nodes receive those numbers depicted in Figure  17 . The corresponding number of correlators needed and the label length are depicted in Figure 16 . To calculate a particular node's correlators, that node's direct neighbours are counted. If a link breaks, and that link's back-up path passes through the initial node, then another correlator is added to that node. For example, in node Dublin (Figure 17 The approaches to link protection thus have no value for label stripping. Either there are very strong restraints on the topology of the network (i.e., bidirectional rings with four nodes), or there are strong constraints for the node numbering so that the local label becomes quite long (four bits) and then more correlators need be installed per AOLS-block (and thus per wavelength). Due to this, in case of label stripping it is better to choose path protection and to install enough back-up capacity (i.e., the maximum bandwidth needed by the back-up links when one link is broken). Of course, for path protection we need signalling that informs the edge nodes that a link is broken and that they should adapt the concatenation of local labels in the end-to-end label of certain packets.
Figure 17
The European network with node numbering according to approach 2
COMPARISON OF THE DIMENSONS OF THE WORKING NETWORK WITH THE DIMENSIONS OF THE BACK-UP NETWORK
This section compares the dimensions of the AOLS-blocks for wavelengths in the working network with those in the back-up network. Figure 18 depicts the ratio between the working dimensions and the back-up dimensions on the case of path protection in the basic European network of [6] . The difference between the resources needed for back-up and working wavelengths depends highly on the switching strategy used. For label stripping there is no difference as the dimensions of the AOLS-blocks do not depend on the number of LSPs passing through a node. The working AOLSblocks for the label swapping, on the other hand, are smaller than the AOLS-blocks on back-up wavelengths. This is due to the fact that in back-up the routing is not optimal (e.g., shortest path) anymore. Additionally, the resources in the back-up AOLS-blocks are calculated as the sum over all LSPs that possibly pass through the node in case any fault occurs. In such a back-up AOLS-block a correlator is assigned to a particular LSP. Although, the correlators are installed, they will not be used all at the same time because we assumed that only one link fault occurs at the time. The difference between the size of the AOLS-blocks for working and back-up wavelengths highly depends on the use of implicit routing information to distribute the labels. Especially, using the wavelength as routing information reduces the dimensions of the working AOLS-block to only 50% of those of the back-up AOLS-blocks. The reason is that in the back-up network fewer wavelengths are needed and thus less information can be extracted from them than in the working network. Indeed, in the back-up network, the Maximum over the capacity needed to route all LSPs that were on one working link is taken to dimension the back-up links. In contrast, in the working network, to accommodate all LSPs the sum over their capacity is taken. Due to this, it seems that the back-up wavelength can carry more LSPs for the same amount of bandwidth. In fact, the bandwidth in back-up is shared, i.e., 1:N protection. 
CONCLUSION
This paper calculated the dimensions of the AOLS-blocks for the back-up wavelengths when all-optical networks are provided resilience. The different recovery schemes were compared. Although it is not always the scheme with the smallest AOLS-block dimension, this paper concluded that path protection is the most appropriate technology for both label stripping and label swapping. In addition, link recovery in label stripping networks was shown to require either certain adaptations to the stripping principle and label stripping nodes or to the network's topology. Although the backup AOLS-blocks are dimensionally greater, fewer complete blocks need be installed because there are fewer back-up wavelengths than working wavelengths.
