In this paper we deal with a one machine scheduling problem to minimize the mean weighted flow·time subject to the constraint that the job tardiness is not greater than a specified value. An algorithm to obtain. a pair· wise local optimum schedule for this problem has been pres,ented by Smith [4] . We give a necessary condition under which a pairwise local optimum schedule should not coincide with the global optimum one, and give an inlproved schedule for this cas,e. On the basis of the analysis, an efflcient algorithm is developed to obtain global optimum schedules for more cases than Smith's algorithm. Computational experiment is performed to show the quality of the solution, the computational time, and core memory size required for the algorithm in comparison with the previous three algorithms: Smith's, Bums', and DP.
Introduction
This paper deals with a one machine scheduling problem to minimize thE! mean weighted flow-time subject to the constraint that the job tardiness is not greater than a specified value T* where all the jobs are available on time zero.
The majority of papers about scheduling seem to have devoted for an optimal schedule under a single performance measure selected from various kinds. In many practical situations, however, managements reasonably conceive a desire to improve another performance measure after obtaining an aspiration level of the main measure. These problems are so called dual criteria scheduling problems.
The probll~m treated in this paper was first considered by Smith [4] in the case that T* equals O. He presented an algorithm to obtain a solution in "'hich all adjacent pairs of jobs were scheduled optimally. This schedule shall be said a pairwisl~ local optimum schedule. Heck & Roberts [3] extend Smith's results to the case that T* equals the maximum job tardiness sequenced by EDD rule which can minimize the maximum job tardiness.
They considered that their algorithms could produce the global optimUUI 37 schedule for any problem. Emmons [2] and Burns [1] , later, gave counter examples independently for which Smith's algorithm could not produce the global optimum schedule. Unfortunately, neither Emmons has performed the further investigation on the data structure of the counter examples, nor has Burns. This paper presents the necessary condition under which the pairwise local optimum schedule can not coincide with the global optimum. On the basis of the analysis, an efficient algorithm is developed to obtain an improved schedule induced from the pairwise local optimum schedule. The efficiency of the proposed algorithm is tested by the numerical experiment in connection with the following three points: the quality of the solution, the computational times, and the core memory size needed.
Problem Formulation
The notation throughout this study is mainly defined as follows:
Fw mean weighted flow-time n the number of jobs to be processed Algorithm 1 (Smith).
[
Step 1] Place job J k last of n jobs where
Step 2] Eliminate J k from n jobs a.nd reduce n by 1. Return to Step 1 until all jobs have been scheduled by this me t'nod.
Smith [4] considered that this algorithm could produce a global optimum schedule for any problem. Emmons [2] The literature [LI] shows that the schedule which satisfies ineq. 
v Therefore,we can lead the following theorem which gives the necessary condition under which a pairwise local optimum schedule should not coincide with a global optimum, and gives an improved schedule for this case.
holds for at least one job J., i=l,2,"',n-1, in a pairwise local optimum sched-' Zule, we may construct an improved schedule Snt such that: (3.6) and (3.7)
Where schedule S t can be formed by the following two steps: removing the last n job of S to the first position and sequencing the remaining jobs with Algon rithm 1. Proof: Suppose that ineq. The difference between the total weighted flow-time of Sand S t is given n n by:
Where Xw is defined by:
From the assumption that ineq. (3.2) is ;atisfied by all the jobs except J ,
So that the second brace of eq. (3.8) should be less than or equal to zero.
Nevertheless the first brace may take a <)ositive or negative value.
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Hence there may exist the case: (3.9) In this case we have n n
which is equivalent to ineq. (3.6).
In the case there exlsts more than one job which satisfies ineq. (3.5), the discussion above can be legitimated by considering J E as the last of the jobs which satisfy ineq. (3.5). 
n-
The above argument shows that there may exist 8 t which satisfies ineq. n (3.6) and eq. (3.7), if (3.5) holds for at least one job belonging to s. n ( Q. E. D.)
Development of the Algorithm
On the basis of the Theorem 2, we can propose an algorithm (Algorithm 2)
for improving the pairwise local optimum schedule when it does not coincide with the global optimum schedule. The algorithm (described in detail later)
is constructed soas to search a partial schedule 8 k which contains at least one job satisfying ineq.(3.5), and to produce the improved schedule Ski'. For the preparation we shall define the terminology used in the algorithm (referring to Fig. 3 ).
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Numerical example
We illustrate the application of the proposed algorithm on a 5-job problem of which data are provided in Table 1 .
Step 0] Algorithm 1 (Smith) yields the schedule J5-Jl-J4-J2-J3 in which Fw = 707.8 as illustrated in Fig. 4 .
Step 1] Jr:; = J 1 , J~. = J 4 , then go to Step 2.
Step 2]
Step 3]
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Step 4. , and return to [ Step 7]
Step 1]
Step 7]
Step 1.
Step 1. any partial schedule Z. Then
, and return to [ Step 1] There exists no pivot job J£, so that terminate the algorithm.
We obtain J4-~'1-J5-J2-J3 in which Fw = 687.2 as shown in Fig. 5 . This schedule is the global optimum schedule.
Computational Experiance
In order to verify the efficiency of the proposed Algorithm ( Algorithm 2 ), we prepare various kinds of example problems produced by the following procedure. The job numbers of example problems are set to be 8, 10, 12, and 15.
The due-dates are assigned from the uniform distribution of which mean and range are provided by, respectively:
(5.1) and (5.2) Due-dates become mor'~ tightly as Q closes to 1, and the variation of duedates becomes larger as R increases. For the investigation of the effect of both the tightness and the variation of due-dates, we make four types of duedates shown in Table 2 . The weights are assigned from two kinds of uniform distributions of which ranges are from 1 to 10, and 1 to 40. The processing times for each problem ar,~ assigned from the common uniform distribution between 1 and 99. Ten different problems are randomly created for each combination of the three factors: the type of due-dates, the number of jobs, and the range of weights. The total number of combinations amounts 32.
These example problems (totally 320 problems) were solved through the three algorithms: Algorithm 1 (Smith), Burns' Algorithm, and Algorithm 2 (proposed), respectively. The numbers of problems of which solutions do not coin- 
Type 3 cide with the optimal ones are shown in ~Lable 3, 4, and 5, in turn. The optimal schedules were obtained through DP.
Algorithm 1 can not produce the optimal schedule for 11.9 % of the problems under the both ranges of weights. Burns' Algorithm can improve these percentages to 5 % and 7.5 %, respectively. The Algorithm 2 fails to obtain optima for only 1 and 2 example problems undE!r each range of weights, respectively. 
One Machine Scheduling with Dual Criteria
The worst case of the time complexity of Algorithm 2 is:
Where 6(i) is a function defined by: These results show that Algorithm 2 can be regarded as a more practical solution technique than the previous algorithms in connection with the thr-ee factors: the quality of the solution, th.~ computational time, and the core memory storage needed.
