Abstract. Multimedia SoCs are characterized by a main controller that directs the activity of several cores, each of which controls a stage in the processing of a media stream. Stimuli generation for such systems can be modeled as a scheduling problem that assigns data items to the processing elements of the system. Our work presents a linear programming (LP) modeling scheme for these scheduling problems. We implemented this modeling scheme as part of SoCVer, a stimuli generator for multimedia SoCs. Experimental results show that this LP-based scheme allows easier modeling and provides better performance than CSP-based engines , which are widely used for stimuli generation.
Introduction
Functional verification is widely acknowledged as one of the main challenges of the hardware design cycle [1, 2] . During the last few years, complex hardware designs have shifted from custom ASICs toward SoC (system on a chip)-based designs, which include ready-made components (cores). SoC-based designs are dominant in multimedia applications. Many consumer products of this type, such as digital cameras, web cameras, and DVD recorders and players, share a common base structure. They include several cores, such as DSPs, encoders, and decoders, which communicate through shared memory (or memories) and a main microprocessor that controls and coordinates the entire system.
The verification of SoC-based designs for multimedia applications incorporates several challenges. Foremost is the need to verify the integration of several previously designed cores in a relatively short time period. Typically, the system's embedded software is not fully written until fairly late in the development cycle. Although several cores can work concurrently in such systems, the system's functionality enforces temporal constraints on the order in which the cores carries out their tasks. This serves to compound the challenges faced.
Simulation is the main functional verification vehicle for large and complex designs, such as multimedia SoCs [2] . Therefore, test case generation plays a central role in this field. In recent years, technology has shifted towards constraintbased modeling of the generation task and generation schemes driven by solving Constraint Satisfaction Problems (CSP) [3] . In fact, leading verification environments, such as Specman [4] and Vera [5] , and stimuli generation tools use CSP solvers as the base for the generation engine.
Stimuli generation for multimedia SoCs often involves determining the time at which various cores in the system process input items and transfer these items from the system's inputs to its outputs [6] . These scheduling problems can be modeled as constraint satisfaction problems and solved using CSP solvers. In [6] we presented a modeling scheme that does this and a tool named SoCVer, which implements the scheme to generate high-quality stimuli for multimedia SoCs.
Scheduling problems appear in many places, such as scheduling jobs in a computer system to maximize CPU utilization, and scheduling machine operation in a factory to minimize operation costs. These types of problems also receive a lot of attention in the research community [7] . While CSP can be used to model and solve scheduling problems, other techniques such as linear programming (LP) are considered more efficient in solving these problems [7] . With LP, the scheduling problem is modeled as a set of linear inequalities whose solution provides the required scheduling information.
In this paper, we provide a scheme for modeling the scheduling problem for multimedia SoCs as a mixed integer program. While this modeling scheme borrows ideas from traditional linear programming modeling techniques for scheduling problems, it provides a new modeling framework. This new modeling framework is designed to address the specific characteristics that are unique to stimuli generation [3] . These characteristics include soft constraints that improve the quality of the generated stimuli and the need to provide random solutions. These two unique characteristics are handled in our modeling scheme via the LP objective function.
We implemented the proposed scheme as an alternative modeling scheme in SoCVer and combined it with a commercial solver to create an LP-based generation engine. We used a DVD Player SoC to compare this LP-based generation engine to the CSP-based engine described in [6] . The comparison shows that the LP-based engine has several advantages over the CSP-based engine. First, LPbased modeling is more natural and more expressive than CSP-based modeling. Second, the optimizations used by the LP solver enabled the LP-based engine to generate stimuli faster and with a higher success rate.
The rest of the paper is organized as follows: Section 2 describes a DVD Player SoC that is used as a running example. Section 3 presents the main challenges in stimuli generation for the DVD Player SoC. In Section 4, we provide a brief introduction to mixed integer programming and its main applications. In Section 5, we describe our LP-based modeling framework. In Section 6, we compare the LP-based and CSP-based solution schemes. Conclusions and directions for future work are presented in Section 7.
The DVD Player SoC Example
We used a DVD Player SoC to demonstrate our LP modeling technique. Our example focuses on the 'Play' operation for an MPEG-2 video stream. To clarify the system's complexity, we provide a brief description of the MPEG-2 format, as well as the DVD Player SoC's internal blocks and functions. The details provided here set the background required to properly understand the examples given in Section 5. We omitted many additional details about the DVD player's functionality for the sake of simplicity.
MPEG-2 Format
MPEG-2 is a standard for the coding of moving pictures and associated audio [8] .
One of the main goals of this standard is to define the way data is compressed to minimize the storage space required to hold the pictures. For this purpose, the standard defines three possible ways to encode a single picture (frame):
-Intraframe (denoted 'I') -contains complete information that enables the decoding of the frame independently of other frames. This encoding method provides the lowest compression. -Predicted frame (denoted 'P') -tells the DVD player how to decode the frame based on the most recently decoded intraframe or predicted frame. Using this method, the frame contains only the data that relates to how the picture has changed from the previous intraframe. -Bidirectional frame (denoted 'B') -to decode this type of frame, the player must have information from the surrounding intraframes or predicted frames. Using data from the closest surrounding frames, it uses interpolation to calculate the position and color of each pixel.
An MPEG-2 video stream is a sequence of 'I', 'P', and 'B' frames. Usually, the sequence of encoded frames appears as follows: 'IPBB-PBB-PBB-IPBB'. (The hyphens are only inserted for clarity -they are not part of the standard.) This kind of sequence is displayed in the following order: 'IBBP-BBP-BBP-IBBP'. Figure 1 clarifies the MPEG-2 encoding standard: the three images in the top row show a scene in which a car travels from left to right, revealing and hiding the background view as it moves. The frames below each image show how the image is encoded in MPEG-2. The leftmost frame is an 'I' frame and shows the entire image. The rightmost frame is a 'P' frame, which includes motion vectors that describe the motion of the car and some background details required to fill in the space created by the car's movement. The frame in the middle is a 'B' frame, based on the two adjacent frames. Using additional data provided within the 'B' frame, the middle image on the top row can be recreated.
DVD Player SoC
The DVD player's main tasks are to read the data from storage (DVD drive, hard drive), decode the MPEG-2 encoded movie, and turn it into a standard composite video signal. In addition to decoding the movie, the DVD player decodes the movie's soundtrack and subtitles (if requested). The DVD Player SoC is depicted in Figure 2 .
In our example, the DVD player's actions are coordinated by a central controller. This controller takes user actions delivered through the remote control The DVD player is composed of several internal modules (or cores):
-Input Stream Reader (ISR) -one of the DVD player's peripheral modules, which reads the data stream from the DVD drive or hard drive. -Demultiplexer (DeMux) -receives the stream read by the ISR and converts it into video images, audio track, and subtitles. -MPEG Decoder Unit (MDU) -decodes the video images.
-Video Display Unit (VDU) -the DVD's output unit. The VDU converts the images created by the MDU into the display format (termed fields). Each decoded image is converted into two fields. Whenever the VDU has no new fields to display, the controller instructs the VDU to display the last two fields again, causing the image in the viewer's screen to freeze.
In addition to the main cores described above, the DVD Player SoC contains several other sub-units. For example, the VDU contains a sub-unit called VDUNext, which assists the VDU in improving image quality. VDU-Next processes the field that will be processed by the VDU at the following time-tick, unless this field belongs to a different scene. Note that VDU-Next is idle whenever the VDU is idle, but this only occurs at the beginning of operation. Figure 3 shows an example of two scenes handled by the VDU and VDU-Next, where F i j denotes the j'th field of the i'th scene.
Each of the processed items (frames or fields) is stored in a main memory module. To have one of the modules process an item, the controller first sets the 
Stimuli Generation for the DVD Player SoC
One of the main challenges in the verification of multimedia SoCs, such as the DVD Player SoC presented in the previous section, is the generation of interesting scenarios that verify the interactions between the various cores in the design. Controlling the various cores in the SoC and synchronizing their operation is done via the SoC's main controller. Therefore, generating stimuli in the form of "software" to the main controller is the best method for achieving high quality stimuli [6] . With this generation scheme, the role of the stimuli generator is to convert a set of operations in the test template file (e.g., "play -stop -play" for a DVD Player SoC) into commands given by the main controller to the various cores in the SoC. These commands are, in fact, the driving element of the test, as opposed to traditional verification environments where the test is primarily driven by the system's input.
To perform the operations requested by the user, the main controller needs to activate the various cores in a specific order, with many constraints defining when each core should start and finish its operation. In addition, the main controller must manage the shared workspaces through which the cores communicate and ensure that each work space is used properly (e.g., a data item is not over-written before being consumed).
All of this can be translated into a scheduling problem that organizes the operation of the various cores in the system and allocates areas in the shared workspaces for the storage of data items. A solution for the scheduling problem must adhere to many constraints. Some of these constraints are general and typical to many scheduling problems. Examples are:
-The processing start-time of a data item in a specific core is constrained to be greater than the processing end-time of this data item in the previous core, as determined by the operation flow. In addition, in the time between the end of processing in the previous core and beginning of processing in the current core, the data item is stored in an entry in the shared workspace. -The duration required to process a data item in a given core is expressed as constraints relating the processing end-time and start-time of the data item within the core. In contrast, no constraint is placed on the duration of time a data item remains in a shared workspace, other than requiring that its end-time be greater than its start-time.
Other constraints are imposed by the specific settings or behavior of the Design Under Verification (DUV). The most prominent constraint of this kind is mutual exclusion. This constraint indicates that each core can process only a single data item at a time, and similarly, a shared workspace entry can hold only one data item at a time. Other such behaviors can include the VDU's unique behavior of repeating old fields when no new fields are available, and the dependency of VDU-Next on the VDU.
In addition to the constraints imposed by the specification of the system, users can specify additional constraints as part of the test template. For example, users can add a constraint requiring at least three time-ticks between the entrytime of an input item to the MDU and its entry-time to the VDU.
To increase the quality of the generated test cases, expert knowledge of the DUV can be incorporated in the form of non-mandatory ('soft') constraints. Examples of such constraints include: requiring that the operation complete within a minimum number of time-ticks, or giving priority to an odd number of time-ticks between the entry-time of an item to the MDU and its entry-time to the VDU. Figure 5 depicts a solution to the 'Play MPEG-2' over an 'IPBB' stream scheduling problem. On top of the basic operation, the test template contains a directive that emulates a slow down in the rate at which frames arrive at the ISR. This could represent a problem in the DVD reader. The input stream flows from the ISR, through the DeMux to the MDU, where each unit processes the frames whenever they become available. The handling by the VDU is more complex. In addition to the VDU's processing of fileds, there are other elements that affect the processing by the VDU. First, the VDU starts handling the data at the eighth time-tick because of a start-at-an-even-tick testing knowledge directive. Second, the order in which the VDU processes the fields is different from their arrival order because of the MPEG-2 reordering rule. Finally, the VDU is required to repeat some of the fields because of the slow rate of data arrival. When formulated as a CSP, such a scheduling problem consists of about 500 variables and over 3000 constraints, and takes the solver about one minute to solve. (More detailed results are presented in Section 6.) In previous work [6] , we described SoCVer, a stimuli generator for multimedia SoCs. SoCVer uses a CSP modeling scheme and a CSP solver to generate highquality stimuli for such systems. In this paper, we present a new modeling scheme based on mixed integer programming. Before describing this modeling scheme, we briefly introduce mixed integer programming.
A Linear Program (LP) is an optimization problem, that seeks the minimization (or maximization) of a linear function, subject to linear constraints. The development of linear programming has been ranked among the most important scientific advances of the 20 th century [7] . Today, linear programming is a standard tool in the use of many applications in the industry. Mixed Integer Programming (MIP), an extension of LP, requires that some of the variables are assigned integer values. In this section, we provide a brief introduction to MIP. In addition, we describe some of the applications of LP and MIP, along with the basic algorithms for solving them.
Formal Representation
As noted above, MIP requires that some of the variables be assigned integer values. In addition to the linear constraints, there may be additional restrictions requiring that some of the variables be assigned with integer values as part of the solution. Solving MIPs is an NP-Complete problem [9] , hence, no known algorithm is guaranteed to solve it efficiently (i.e., in polynomial time). In its most general form, a MIP problem can be represented as:
The function being minimized is called the objective function. The restrictions are referred to as constraints. The size of a MIP problem is measured by three parameters: the number of constraints, the number of variables, and the number of non-zero a ij coefficients in the constraints (termed non-zeros).
Common Uses
Linear programming, as well as its MIP extension, is commonly used in a great number of applications. Examples include:
-Scheduling of shift workers -used to enforce business rules, minimize the size of the workforce, plan the shifts (length and start hours), and maximize worker satisfaction. -Flow problems -assists in the design of all kinds of transportation and communication networks. -Packaging problems -used to determine the location of containers on ships.
-Time tabling -for example, used to construct a timetable for high school students. -Resource allocation -optimally assigns resources to tasks, for example, lecture halls in a college, operating rooms in hospitals, and so forth. -Finance -used to optimize stock portfolios, control risks, regulate markets, and so forth.
And many, many more...
Relevant Algorithms
Simplex Method The Simplex method [10] is an algorithm used to solve continuous linear problems (i.e., all the variables can be assigned fractional values). Even though it does not adhere to integrality constraints, the Simplex method is used as an internal procedure by all IP (and MIP) solvers, and is executed thousands of times for each MIP instance. IP solvers use Simplex to test solutions for feasibility and find bounds for the objective function value. The Simplex method is an iterative procedure that begins at an arbitrary vertex of the feasible solution polytope. This vertex is the intersection of several constraints (hyperplanes). At each iteration, the Simplex method tries to improve the value of the objective function by looking at the values of all adjacent vertices, where an adjacent vertex is obtained by replacing a single constraint with another one. If one or more such vertices are found, Simplex moves to the one that offers the best improvement. In addition, the Simplex method can determine if no solution actually exists.
Branch and Bound Branch and bound [11] is the 'classic' method for solving IPs and MIPs. This method begins by finding the optimal solution to the problem without the integrality requirements, known as the 'relaxed' problem, via standard linear optimization methods (such as the Simplex method). If the 'should-be integer' variables all have integer values, the algorithm completes. If one or more integer variables have non-integer values, the branch and bound method picks one such variable and 'branches' on it, creating two new subproblems. If the branching variable X received the value of 7.3, for example, the original problem is enriched with two new constraints: X ≥ 8 and X ≤ 7. Obviously, they cannot both be added to the original problem as they contradict each other. In fact, each of the two new subproblems consists of the original constraints plus one of the above new constraints. The next step is to decide which of the subproblems to solve first; this is referred as 'choosing the direction'. After deciding, the algorithm solves the subproblem and continues by choosing the next variable to branch on and the subproblem to solve (or 'which direction to go'). The entire process of roaming the space of many subproblems (all of which contain the original constraints), picking the next variable to branch, and choosing the direction to go, can be viewed as traversing a giant search tree.
Even if an all-integer solution is found, the typical branch and bound algorithm continues seeking a better integer solution (in terms of objective function value). Most branch and bound computations do not achieve a global optimum, or do not know when they have achieved it. They terminate because of time or value limits, or when the gap between the current solution and the lower bound on the best possible solution is narrow enough.
Branch and Cut
The gap between the current solution and the lower bound on the best possible solution can be narrowed in two ways: by improving the objective function and by lifting the lower bound. The initial lower bound is the value of the relaxed (continuous) problem. There are, however, methods to lift the lower bound strictly above the relaxed solution value by introducing 'cuts'. A cut is an additional constraint that can decrease the space of the polytope of feasible solutions without ruling out any integer solutions. There are several techniques for obtaining such cuts. In the branch and cut algorithm [12] , branching and cutting are done alternately according to a certain strategy. Usually the MIP algorithm contains many parameters that control this strategy, including the cutting method, the pivoting method (selecting the node to branch on), the branching direction method, and the termination rule. Other parameters control some other heuristics that are involved in the search for optimal solutions. All in all, when moving from LP to MIP, we move from mathematics to the mathematically assisted art of search.
The MIP Model
We propose a novel technique to model scheduling problems. At the heart of this technique lies the concept of processing functions. We decided to use processing functions instead of traditional LP modeling schemes for scheduling problems because they significantly simplify the representation of the constraints that are unique to our scheduling problems, as presented in Section 3. In this section, we provide a detailed description of this modeling scheme. We start by describing our modeling framework, then show how this framework can be used to model temporal constraints and address the specific characteristics of stimuli generation.
Modeling Framework
To explain the concept of a processing function, we must first provide several related definitions. We use the term 'job' when referring to the processing of an input item by one of the DUV's cores or the storing of an input item in a shared work space [6] . Note that in Operations Research (OR) vocabulary, jobs are sometimes referred to as processes. For each job, we want to describe the time-ticks at which this job is active. For example, in Figure 5 , the job in which the ISR processes the first I-frame is active at the first two time-ticks of the test. To achieve the above, we allocate a vector of variables, each representing the processing state of the job at a different time-tick. That is, P rocess[i] denotes a variable that indicates if a job is active at time-tick i. We term such a vector the P rocess function of the job.
To ease the modeling of the scheduling problem and assist the solver in efficiently finding a solution, in addition to the processing function, we use three more functions: Start, End, and Spike.
The Start function and End function are monotonically non-decreasing functions. Both functions start at 0. The Start function changes to 1 when the job begins processing and the End function changes to 1 immediately after the job ends. Both functions maintain the value 1 from the point of change through the remainder of time. Note that the P rocess function is defined as the difference between the Start function and the End function. The Spike function is only active at the first time-tick of the job's processing and can be expressed by the formula:
All variables defined so far, as well as the variables that will be defined later, are indicator variables, and thus can only be assigned a value of 0 or 1. To enhance solver performance, we relax some of these requirements and allow the solver to assign some of the variables values in the range [0, 1] . This relaxation does not affect the solution because relations among the variables implicitly force the solver to assign them with integer values. Figure 6 depicts an example of the four indicator functions of a single job. The processing time of the job is between time-ticks three and five. The Start function changes its value to 1 at time-tick three, and the End function changes its value at time-tick six; both functions remain high thereafter. In contrast, the Spike function is high only at time-tick three. 
Temporal Scheduling Constraints
Based on the framework defined in the previous subsection, we can formulate various temporal relations between different jobs. In [13] [14] [15] , thirteen fundamental relationships between jobs are defined. All of these relationships can be easily expressed as linear constraints within our framework. For example:
-Job A equals Job B -means Job A is active at the same time as Job B. This relationship is expressed within our framework using the constraint:
where P rocess A and P rocess B denote the P rocess function of jobs A and B, respectively. -Job A meets Job B -means Job B starts immediately after Job A completes.
The constraint for this relationship is:
-Job A overlaps Job B means that during at least one time-tick, both jobs are active. To express this relationship, we define an auxiliary function in the following manner:
where the minimum operator is implemented using a set of constraints. The relationship itself is expressed using:
On top of the relative temporal relationships, absolute constraints can also be expressed within our framework. For example, "the MDU starts processing the I-frame at time-tick five" is simply expressed by the constraint:
These constraints, which are related to the state of a single job, can be easily extended to constraints related to the state of a resource. For example, "ISR is busy at time-tick three" can be expressed by the constraint:
where j ∈ ISR denotes that job j is processed by the ISR.
Domain Specific Constraints
In addition to the generic temporal constraints presented above, scheduling problems for multimedia SoCs contain numerous other constraints that are specific for this domain. These constraints can also be easily handled by our modeling framework. The mutual exclusion constraint requiring that each agent processes at most a single data item at any given time-tick can be simply expressed as the set of equations:
∀Agent A, ∀t,
In a similar fashion, constraints for managing the shared workspaces are expressed as the set of equations:
where Size(j) denotes the size of the input item handled by job j and Alloc(S) denotes the amount of memory allocated for shared workspace S. Note that both Size(j) and Alloc(S) are known prior to the MIP formulation.
Optional jobs are another unique characteristic of our scheduling problems. Optional jobs are jobs that could potentially be performed during the execution of the test case, but we cannot determine whether they'll be performed at the stage of problem formulation [6] . To handle the optional jobs, we add an additional indicator variable for each optional job. This variable serves as an existence indicator. That is, if the job executes, the solver sets the variable to 1, otherwise to 0. In addition, we replace the following equation used to constrain the job processing time for mandatory jobs:
with this equation:
where P j is the processing time of job j and E j is the existence indicator. Therefore, if the solver determines that the optional job exists, the equation is essentially the same as the equation for mandatory jobs. If the job doesn't exist, the job receives no processing time.
Stimuli Generation Requirements
The goal of constraint problem solvers is to find a solution that satisfies the constraints or, more commonly, to find a solution that minimizes an objective function. The requirements from a constraint solver for random stimuli generation are somewhat different [3] . Stimuli generators are required to generate many different solutions from the same test specification. Therefore, they are required to generate random solutions. In addition, instead of the traditional objective function that indicates the quality of a solution, stimuli generators use soft constraints that represent testing knowledge. Adding these soft constraints to the constraint problem improves the quality of the solution and thus the quality of the generated test.
Traditional MIP solution techniques are not designed to address randomness and soft constraints, and commercial MIP solvers do not have such capabilities. We developed two novel techniques that utilize the objective function to add the required capabilities to our framework. [·] to 1 at the time ticks where the original constrint fails, the soft constraint equations still hold. These soft constraint indicator variables are also added to the objective function with a penalty factor. That is, the objective function will be of the form:
where P j is the penalty factor of soft constraint j. The higher the penalty factor, the bigger the incentive of the solver to fulfill the soft constraint.
To add randomness, we randomly select a set of variables from the MIP and add these variables to the objective function. When the MIP solver tries to minimize the objective function, it tries to set the value of these variables to 0. A specific selection of the variables that are added to the objective function direct the solver into a different area in the solution space. Because the variables that are added to the objective function are selected randomly, each activation of the solver generates a different random solution. Our experimental results show that this technique indeed provides solutions that are significantly different from each other. We are currently investigating how this technique compares with techniques that are used to add randomness to CSP solvers.
Experimental Results
We implemented the framework described in Section 5 for the DVD Player SoC described in Section 2 as an alternative generation engine in SoCVer [6] . We compared this new generation engine with the CSP-based generation engine described in [6] . The results of this comparison are presented in this section and show that the MIP-based framework is better than the CSP-based framework. Note that the results are not limited to performance, but include other criteria such as expressiveness and scalability.
Expressiveness
In general, CSP is not limited to linear constraints, making it more flexible. On the other hand, the ability to use a large number of variables and constraints in the MIP formulation provides a better means to express temporal relationships.
For example, consider the temporal rule stating that the VDU must remain active after its initial activation. In the CSP framework, this rule requires the addition of CSP variables related to the VDU's state over time, and complex constraints linking the start and end variables with the new state variables. In the MIP framework, the rule is simply expressed as:
A more complicated example is the relationship between the VDU and its sub-unit VDU-Next. Recall that VDU-Next assists the VDU by processing the field that will be processed by the VDU at the following time-tick, unless the field belongs to a different scene (as illustrated in Figure 3 ). In the CSP framework, this rule requires the addition of multiple constraints over both state and startend variables. In addition, specially tailored constraints guarantee that the jobs executed concurrently by the VDU and VDU-Next are of the same scene. In the MIP framework, we model this relationship using a set of constraints:
Additional constraints determining the correct placement of jobs are based on the temporal relationships described in Section 5.2.
Performance
We compared several characteristics of the CSP and MIP constraint problems related to the same user request. The comparison was based on four different tests, of varying levels of difficulty. Table 1 summarizes this comparison. For each user request and each framework, the table shows the size of the constraint problem in terms of the number of variables and constraints, the density factor, the average time needed to solve the problem, and the success rate of each solver. The density factor, an additional parameter for the complexity of the constraint problem, is defined as the ratio between the sum of constraint degrees and the product of the number of variables with the number of constraints.
The four user requests used for testing involve playing a short scene of four frames (the first two test cases) and seven frames (the last two test cases). The number of simulation time-ticks allocated for each test case is indicated by the second parameter of the test name. For example, the first test case is allocated 18 time-ticks. Note that DUV-related rules require the use of all time-ticks.
The experiments were conducted on a Linux platform running on an Intel Pentium 4, 3.6 GHz processor, with 2 GB memory. For the CSP framework, we used an in-house solver designed for stimuli generation. This solver is used by several other stimuli generation tools [16, 17] . For the MIP framework, we used ILOG's CPLEX 10.0 solver [18] .
The table shows that the number of variables in the MIP framework is much larger than the number of variables in the CSP framework. In fact, it is roughly the same as the number of variables in the CSP framework multiplied by the number of time-ticks allocated for the solution. The number of MIP constraints is also much larger than that of the CSP framework, by a factor of five to seven. In spite of the big difference in problem sizes, the table clearly shows that the average time needed to obtain a successful solution in the MIP framework is much smaller, ranging from a factor of 20 for small problems, to about five for the larger problems.
There are several reasons for the big difference in performance. First, MIP solvers are based on highly efficient algorithms designed to deal with linear constraints, while CSP solvers rely on more general, and less efficient, algorithms because of the general nature of the constraints they need to handle. Second, MIP solvers tend to fail (i.e., not find a solution in a bounded time) less often than CSP solvers, as indicated by the sixth column in Table 1 .
Scalability
The size of the problem, expressed by the number of variables and constraints, grows fast in both frameworks with the number of jobs and time-ticks allocated for the test case. In the CSP framework, the number of variables is O(jobs + time) and the number of constraints is O(jobs 2 ), while in the MIP framework, there are O(jobs · time) variables and constraints. While the MIP problem grows quickly, its density decreases, as can be seen in the fifth column of Table 1 and Figure 7 . For the CSP framework, the density decreases with the number of jobs, but increases slightly with the allocation of additional time-ticks. Overall, in both frameworks, increasing problem size in terms of jobs and time-ticks has a significant effect on solver performance. This increase in problem size also has a significant effect on the ability of the CSP solver to find a solution within a bounded time. 
Conclusions
We present a novel modeling scheme based on linear programming techniques for scheduling problems. This new modeling scheme is designed to fit the unique characteristics of stimuli generation, by providing random solutions and handling soft constraints. Combining this modeling scheme with a commercial LP solver provides a generation engine that is more expressive and outperforms generation engines based on traditional CSP modeling.
We are looking into several interesting issues regarding the use of linear programming techniques for stimuli generation. First, we are investigating the amount of randomness provided by the LP solvers using the proposed modeling scheme and the effects of the solver's parameters on randomness. Another intriguing issue is the combination of LP techniques and CSP techniques in the same generation engine and solver. We consider this a research topic that can significantly improve generation capabilities, and more generally, enhance the ability to solve more complex constraint problems.
