Abstract. We prove the title, establishing the existence of a quasitrace on a (unital, simple) C * -algebra (of real rank zero and stable rank one), which is not a tracial state.
Introduction
Huaxin Lin recently proved the following wonderful theorem.
Theorem. [11, Theorem 4.6 ] Assume A is a unital, separable, simple C * -algebra which has real rank zero, unique tracial state and contains a nested sequence of residually finite dimensional (RFD) subalgebras whose union is dense. If A also satisfies Blackadar's fundamental comparison property with tracial states 1 (not just quasitraces) then A must be tracially AF.
Let us formulate, as a corollary, how this will be used in the present note. (And thank Huaxin for pointing out to us the potential application of his theorem.)
Corollary. If there exists a unital, separable, simple, real rank zero C * -algebra A with unique tracial state, a dense nest of RFD subalgebras, which tensorially absorbs a UHF algebrabut is not tracially AF -then A must have a quasitrace which isn't a trace.
Proof. Rørdam showed that absorbing a UHF algebra will ensure Blackadar's fundamental comparison property -the original one, using quasitraces (cf. [1] , [12] ). Thus, if all quasitraces on A were traces, it would follow that A satisfies comparison with honest traces; at which point Huaxin's theorem would kick in, implying A is tracially AF. Contradiction.
For over 20 years, experts have wondered whether every quasitrace is a trace (cf. [2, Section II.4]). Haagerup answered this affirmatively in the exact case (cf. [8] , [10] ); we show the general case to be negative by constructing a C * -algebra satisfying the hypotheses above. The techniques are very similar to those used in [5] -indeed, Huaxin asked us whether or not they could be adapted to this purpose -and hence are heavily influenced by Dadarlat's seminal work on nonnuclear tracially AF algebras (cf. [7] ).
Being rather technical, we don't feel that traditional exposition is the best way to convey the proof. The next section outlines the main ingredients, highlighting crucial points without worrying about truth: i.e. we describe what we would like to do, but don't explain why it's possible to do it. Even in Section 3 we don't prove that it's possible, we prove it works. (That is if one could carry out the procedure in Section 2 then a C * -algebra satisfying the hypotheses of the corollary above exists.) In the final section we tidy up, explaining why Section 2 is not a big hypothetical heap of rubbish. The central projections in E (coming from M kn ) will play an important role, so let's give them a name: 1 kn will denote the unit of 0 ⊕ · · ·⊕ 0 ⊕ M kn ⊕ 0 · · · (but keep in mind that this is just a central projection in E, not a unit). We also need the infinite rank complements. That is, let
We then define E s = P s E and our picture becomes
General structure and properties. With the data in hand, we will then define natural numbers l(s) and projections r s ∈ M l(s) such that (4) lim s→∞ tr(r s ⊗ r s−1 ⊗ · · · ⊗ r 1 ) > 0, where tr is the unique tracial state on a matrix algebra.
Finally, we will construct an inductive system
by defining * -homomorphisms
with all of the following properties: (5) Each ϕ i is unital and injective;
is the identity map on the matrices tensored with the projection map E i → E j , x → P j x.
2 M kn will denote the k n × k n complex matrices and n∈N M kn is the von Neuman algebra of bounded sequences.
3
M kn is the ideal of sequences tending to zero in norm.
Why it works
Let A denote the inductive limit of our hypothetical sequence
Since each E i is residually finite dimensional and has real rank zero, it follows immediately from properties (1) and (5) that A is a unital, separable C * -algebra with real rank zero and containing a nested sequence of residually finite dimensional subalgebras with dense union. That leaves four properties to check.
Simplicity. This argument is well known and follows from (6) 
Unique trace. This is the meat. It boils down to (2), which is the key to the following lemma.
Lemma 3.1. Let τ be any tracial state on A and π τ : A → B(H) the corresponding GNS representation. For each i ∈ N there exists a projection R i ∈ π τ (A)
′′ such that
Proof. For each i we define R i to be the weak limit of the decreasing sequence of projections
as j → ∞. (Decreasing is not automatic, it follows from condition (8).) These projections tend to 1 in trace because condition (4) -and uniqueness of traces on matrix algebras -ensures that
By continuity and relation (8) we have
has a unique trace -namely tr ⊗ τ ∞ , thanks to (2) -it follows that
and thus the limit of the product is the product of the limits, as desired. be the projections from the previous lemma. Then for every x ∈ M l(i) ⊗ · · · ⊗ M l(1) ⊗ E i of norm one, we use the fact that τ (a) = τ (aP ) + τ (aP ⊥ ) (P a projection) to deduce
i )). Evidently this implies τ 1 = τ 2 . Not tracially AF. Let τ denote the unique trace on A. Lemma 3.1 implies that the von Neuman algebra generated by the subalgebra (cf. (7))
Since the latter is not hyperfinite (condition (3)), we deduce that A can't be tracially AF (since tracial GNS representations of tracially AF algebras always yield hyperfinite von Neumann algebras -see [5, Remark 4.5.6 and Theorem 3.2.2] -and subalgebras of finite, hyperfinite von Neumann algebras must also be hyperfinite, thanks to Connes' remarkable theorem [6] ).
Absorbs a UHF algebra tensorially. Oops! This (probably) isn't true. It is true, however, that A is approximately divisible and this is all we really need to ensure comparison (cf. [3, Theorem 1.4(d)]). If this isn't obvious to you, just replace A with A ⊗ U, where U is the CAR algebra, say, and note that A ⊗ U satisfies all the desired properties.
Why it's possible and how to do it
Now comes the fun part. Let's start with the data.
Existence of data. Our requisite algebra exists because of the following theorem.
Theorem 4.1. There exists a separable, unital MF algebra 4 B with real rank zero, unique tracial state τ ∞ and such that π τ∞ (B)
′′ is not hyperfinite.
This result is an immediate consequence of [5, Theorem 6.2.7], or one can deduce it from the main theorem of [9] (which implies that C we can simply define E ⊂ M kn to be the corresponding extension of B by M kn . Real rank zero of E follows from the fact that M kn has real rank zero: every projection in B lifts to a projection in M kn , which necessarily falls in E since M kn ⊳ E (cf. [4] ). This shows that our initial data exists.
Defining l(n), r n and ϕ n . Now we need some integers, projections and connecting maps. First let's take natural numbers m(n) which grow so fast that
At this point, we have taken care of condition (4), so we only have to define the maps ϕ n and prove that items (5) - (8) are satisfied.
To ease notation, set
We define
by the formula
Yes, a bit of explanation is in order.
As you probably guessed, r ⊥ n+1 = 1 m(n+1) − r n+1 . Recall that P n+1 is the central projection in E n corresponding to the unit of E n+1 . Hence x → P n+1 x is a well defined unital * -homomorphism from E n to E n+1 . The kernel of this morphism is precisely M k n+1 ⊕ 0 ⊕ 0 · · ·⊳ E n . Thus, letting 1 k n+1 denote the central projection in E n corresponding to its unit, we have a well defined * -homomorphism x → 1 k n+1 x, sending E n to M k n+1 .
At this point, condition (5) should be obvious. The remaining three items require an observation and a rather unpleasant calculation.
The observation is simply that the map ϕ n :
is the canonical inclusion when restricted to M t(n) ⊗ 1 En . (That is, ϕ n (T ⊗ 1) = 1 ⊗ T ⊗ 1.) This greatly simplifies the computation of the compositions ϕ j,n . Indeed, for T ⊗ x ∈ M t(n) ⊗ E n we have that ϕ n+2,n (T ⊗ x) = (r n+2 ⊗ 1 k n+2 ) ⊗ (r n+1 ⊗ 1 k n+1 ) ⊗ (T ⊗ P n+2 x)
If a TeXnical miracle occurs, the following calculation is without error:
If you believe this then conditions (7) and (8) are immediate (thanks to the perpendicular projections appearing in all the "scalar" terms). The last thing to check is (6), but this is also easy because being nonzero means 1 k n+j x = 0 for some j. This completes the proof.
