In this paper we consider two processes driven by diffusions and jumps. We consider both finite activity and infinite activity jump components. Given discrete observations we disentangle the covariation between the two diffusion parts from the co-jumps. A commonly used approach to estimate the diffusion covariation part is to take the sum of the cross products of the two processes increments; however this estimator can be highly biased in the presence of jump components, since it approaches the quadratic covariation containing also the co-jumps. Our estimator is based on a threshold principle allowing to isolate the jumps. As a consequence we find an estimator which is consistent. In the case of finite activity jump components the estimator is also asymptotically Gaussian. We assess the performance of our estimator for finite samples on four different simulated models.
Introduction
We consider two state variables evolving as follows dX (1) t = a (1) t dt + σ (1) t dW
(1) t + dJ (1) t , dX (2) t = a (2) t dt + σ (2) t dW (2) t + dJ (2) t , * Dipartimento di Statistica "G. Parenti (1) and J (2) are possibly correlated pure jump processes. We are interested in the identification both of the covariation T 0 ρ t σ (1) t σ (2) t dt between the two diffusion parts and of the co-jumps ∆J (1) t ∆J (2) t , the simultaneous jumps of X (1) and X (2) . Given discrete equally spaced observations X (1) t j , X (2) t j , j = 1..n, in the interval [0, T ] (with t j = j T n ), a commonly used approach to estimate T 0 ρ t σ (1) t σ (2) t dt is to take the sum of cross products ); however, this estimate can be highly biased when the processes X (q) contain jumps; in fact, such a sum approaches the global quadratic covariation [X (1) , X (2) ] T = T 0 ρ t σ (1) t σ (2) t dt + 0≤t≤T ∆J (1) t ∆J (2) t containing also the co-jumps. It is crucial to single out the time intervals where the jumps have not occurred. Our estimator is based on a threshold criterion (Mancini, [19] ) allowing to isolate the jump part. In particular, we asymptotically identify whether each process has jumped or not in a given time interval ]t j−1 , t j ], depending on whether the increment |X t j − X t j−1 | is too big with respect to a proper function (threshold) of the length h . = t j − t j−1 of the time interval. We derive an asymptotically unbiased estimator of the continuous part of the covariation process as well as of the co-jumps. More precisely, the following threshold estimator
is a truncated version of the realized quadratic covariation and it is shown to be consistent to T 0 ρ t σ (1) t σ (2) t dt, as the number n of observations tends to infinity. We use results of Barndorff-Nielsen and Shephard [4] and Barndorff-Nielsen et al. [7] who analyzed a related problem in absence of jumps. Moreover, in the case where each J (q) is a finite activity jump process (i.e. only a finite number of jumps can occur, along each path, in each finite time interval) we show that our estimator is asymptotically Gaussian and converges with speed √ h. We consider deterministic equally spaced observation times t j , however our results hold even when the observations are not equally spaced ( [19] ). The threshold criterion originated in Mancini ([17] ) to separate the diffusion and the jump parts within a univariate parametric Poisson-Gaussian model. The criterion was shown to work even in nonparametric frameworks in [18] , [19] and [13] .
In the literature of non parametric inference for stochastic processes driven by diffusions plus jumps, some other approaches have been proposed to separate the diffusion part and the jump part given discrete observations. However each one of such approaches have been applied to univariate processes, so to our knowledge no one dealt with the problem of disentangling the diffusion correlations from the co-jumps. Berman ([8]) introduces a power variation estimator of the sum of given powers of the jumps in diffusion processes plus jumps. This is developed also in [12] , [15] , [5] , [20] and [13] . Barndorff-Nielsen and Shephard define and develop (for instance in [5] ) multipower variation estimators of integrals
These are developed also in [20] and [13] . Bandi and Nguyen ([3]) give pointwise estimators of the diffusion coefficients a (1) (x), σ (1) (x), assuming a
and of infinitesimal moments of the jump process J (1) , assumed to have finite activity of jump. Such estimators are based on the Nadaraya-Watson kernel method. We adopt the threshold method here since it is a more effective way to identify (asymtoptically) each interval ]t j−1 , t j ] where J has jumped. In fact in the univariate parametric case the threshold estimator of
s ) 2 ds is more efficient (in the Cramer-Rao inequality lower bound sense) than the multipower variations estimators.
Applications of the theory we present here is of strong interest in finance, in particular in financial econometrics (see e.g. [2] ) and in the framework of portfolio risk management ( [10] ).
An outline of the paper is as follows. In section 2 we illustrate the framework; in section 3 we deal with the case where each component J (q) of X (q) has finite activity of jump. We show that the threshold estimator we define is asymptotically Gaussian, so that it is also consistent. In section 4 we deal with the more complex case where each J (q) can have an infinite activity jump componentJ (q) 2 (which makes an infinite number of jumps in each finite time interval). We assume that such componentJ
2 is a Lévy process and we show that our estimator is still consistent. Our theory asserts that we can identify the quantities of our interest only as the number n of obervations tends to infinity, however in section 5 we show that in fact the finite sample perfomance of the threshold estimator of the diffusion covariation is good for reasonable values of n, at least for models which are popular in the financial literature.
The framework
Given a filtered probability space (Ω, F, (
where
where W (1) and W (3) are independent Wiener processes.
, and ρ = (ρ t ) t∈[0,T ] are adapted càdlàg; a (q) are locally bounded.
where J
1 are finite activity jump processes
T } denote the instants of jump of J k . We assume
Denote, for each q = 1, 2,
Each ν (q) has the property that ν (q) (R − {0}) = ∞, which characterizes the fact that the path ofJ 2 is a compensated sum of jumps, each of which is bounded in absolute value by 1, so that substantially
accounts for the "big" (bigger in absolute value than γ (q) ) and rare jumps of X (q) , whileJ T , and satisfy condition (2) . If J (q) is a pure jump Lévy process, it is always possible to decompose it as
( [10] ) where J 1 is a compound Poisson process accounting for the jumps bigger in absolute value than 1, andJ 2 is as in (3).
Let, for each n, π
In this paper we assume equally spaced subdivisions, i.e. h n := t j,n − t j−1,n = T n for every n = 1, 2, ..... Hence h n → 0 as n → ∞. Let ∆ j,n X be the increment X t j,n − X t j−1,n . To
2 are infinite activity Lévy pure jump processes of small jumps,
where µ (q) is the Poisson random measure of the jumps ofJ
ds is its compensated measure, where ν (q) is the Lévy measure ofJ (q) 2 (see [10] ).
A5.
We choose a deterministic function, h → r(h), satisfying the following properties
simplify notations we will write h in place of h n and ∆ j X in place of ∆ j,n X.
We denote r(h) by r h . Denote also, for each q = 1, 2,
As a consequence of the Lévy result ( [14] ) about the modulus of continuity of the Brownian motion paths, we can control how quickly the increments of the diffusion part of each ∆ j X (q) tend to zero. This will be the key point to understand when an increment ∆ j X (q) is likely to contain some jumps. In fact we have the following
where K q are finite random variables.
Finite activity jumps: consistency and central limit theorem
In this section we assume that eachJ 
Now we construct our threshold estimators.
and their analogous threshold versions
to estimate the covariation in the case of diffusion processes.ṽ (2) ) T are modified versions for the case of jump diffusion processes where, by remark 3.1, we exclude from the sums the terms containing some jumps.
Remark 3.3. (Consistency) As a consequence of theorem 3.6 below we will have that in factṽ
t dt in the presence of finite activity jumps within the processes X (q) .
For any semimartingale Z, let us denote
the size of the jump of Z at time s.
Remark 3.4. Clearly we have an estimate of the sum of the co-jumps simply subtracting the diffusion covariation from the quadratic covariation estimators:
as n → ∞. Therefore an estimate of each ∆J
is obtained using
s .
In view of the practical application of our estimator we are now interested in the speed of convergence ofṽ
The main result of this section is to show that a central limit theorem holds with speed √ h. We need some preliminary results.
Proposition 3.5. IfJ (q) 2 ≡ 0, under the assumptions A1-A3, and choosing r h as in A5, we haveṽ
Proof. We will write Plim to indicate the limit in probability. We will prove that
By theorem 3.1 we can write
and since each 1
t ) 2 dt, whereas the other terms are all zero. Indeed e.g.
which coincides with the sum of Plim n w (n) (D (1) , D (2) ) T and a finite number of negligible terms. By theorem 2.1 in Barndorff-Nielsen et al.
t ) 2 dt, while the the other terms are given by the product of
multiplied by at least one of the indicators 1 {∆ j N (q) =0} . The limit in probability of such terms is zero, since its absolute value is bounded by
We now are ready to present our central limit theorem relative to the threshold estimator v 
where Z has law N (0, 1).
Proof. dlim will indicate the limit in distribution. Remark that, by proposition 3.5, we have dlim nṽ
The first term has law N (0, 1) by [6] , whereas the other ones are all zero since, e.g., we have
Infinite activity jumps: consistency
In this section we deal with the case in which the jump components have possibly infinite activity:J
2 can be non zero. However the infinite activity of jump can be mild, as e.g. for the Variance Gamma process ( [10] ), or wild, as e.g. for a pure jump α-stable process with α around 2. A way to measure the wildness of activity of a Lévy process is to check the integrability of powers of |x| with respect to its Lévy measure. |x|≤1 x 2 ν(dx) < ∞ for any Lévy process having Lévy measure ν. For smaller powers of |x| in general the integral can be infinite. The smaller is the power δ > 0 for which |x|≤1 |x| δ ν(dx) < ∞ the milder is the activity of jump. It is defined the following Blumenthal-Gatoor index If J has Blumenthal-Gatoor index α < 1 then it has finite variation, whereas if α > 1 it has infinite variation. The CGMY process ([9]) has α = Y . In the following we will need an additional assumption A6. We assume that each ν (q) has density f (q) such that for x → 0
for some function L (q) having finite nonzero limit as |x| → 0, where α q is the Blumenthal-Gatoor index of J (q) .
The models most used in practice in the financial literature, e.g. the Variance Gamma process, the Normal Inverse Gaussian process, the α-stable processes, the CGMY models, the Generalized Hyperbolic Lévy motion, satisfy A6.
Under assumption A6, we can control the asymptotic behaviour (for ε → 0) of integrals of kind |x|≤ε |x| k ν (q) (dx), k = 1, 2, which we will need in the following. In fact, we have,
To prove the consistency of our threshold estimator we need some notations. Recall that
and denote 
The following remark will be often used within the proof of theorem 4.2.
Remark 4.3.
a.s., for small
h, 1 {(∆ j D (q) ) 2 >r h } = 0, uniformly in j; 2. ∀ n ∈ IN, ∀ j = 1..n we have ∆ jJ (q) 2 1 {|∆ jJ (q) 2 |≤2 √ r h } = t j t j−1 |x|≤2 √ r h xμ (q) (dx, dt) − t j t j−1 2 √ r h <|x|≤1 x ν (q) (dx)dt;
as a consequence of point 2,
∆ jJ (q) 2 1 {|∆ jJ (q) 2 |>2 √ r h } = t j t j−1 2 √ r h ≤|x|≤1 x µ (q) (dx, dt);
a.s., for small
Proof . Statement 1 is a consequence of the fact that a.s. the increment ∆ j D (q) , for each j and for each q, tends to zero at a speed given by the modulus of continuity of the Brownian motion paths ( [19] ). Statement 2 is shown in [19] , remark 4.2. In particular, a.s., for small h, uniformly in j, all jumps ofJ
2 ) 2 ≤ 4r h } are bounded in absolute value by 2 √ r h .
Statement 3 is a trivial consequence of Statement 2. Statement 4. As a consequence of statement 3, on {(∆ jJ (q)
2 ) 2 > r h }, we have
and denote
Note that
On the other hand
By the Doob inequality
−→ 0 so that, passing to a subsequence, a.s. = 0, for small h, uniformly in j.
Denote by Z (q)
h the pure jump plus drift processes j:j
Proof of theorem 4.2. We decomposeṽ
t dt into the sum of five terms and we show that each term tends a.s. to zero, as n → ∞.
(4) The first term tends to zero in probability by remark 3.3. The second term coincides with
2 ) 2 > r h 4 }, q = 1, 2; however, by remark 4.3, a.s., for small h
We now show that the third and fourth terms of (4), which are similar, tend to zero in probability. We have
Last three terms of (6), a.s., for small h, vanish by remark 4.3. Thus, it is sufficient to show that the first term is asymptotically negligible. Notice that on
By the Schwartz inequality last term is dominated by
2 ) 2 1 {|∆ jJ
It remains to consider last term of (4) whose limit in probability, analogously as in (6) and by remark 4.3, coincides with
which is bounded in absolute value by
Remark 4.4. (Esimate of the co-jumps).
In this framework of infinite activity jumps, note that
contains both the finite activity co-jumps and the small infinite activity co-jumps. However the contribution of the latter terms decreases as n → ∞.
Simulations

Finite Activity case: each J (q) is a Compound Poisson process
We show the performance of the threshold estimatorṽ
) T of the covariation between the two diffusion parts on simulated processes which are commonly used in the financial literature for modeling e.g. the time evolution of the price of a stock. In this section we simulate jump diffusion processes with jump components given by compound Poisson processes, with Gaussian sizes of jump, and constant diffusion coefficients
where Z . These values are similar to those exhibited in Aït-Sahalia [1] . The intensities of the Poisson processes N (1) and N (2) are realistically set to λ (1) = 3 and λ (2) = 3. The other constant parameters are realistically set to σ (1) = 0.3, σ (2) = 0.25 and ρ = −0.7. To generate 5000 trajectories of each X (q) we fix T = 1 and we take n equally spaced observations X (q) j n , j = 1, 2, ...., n. The evaluation of the performance of our estimator in small samples is obtained computing the descriptive statistics of the distribution ofṽ (n) 1,1 (X (1) , X (2) ) T with n assuming increasing values. T = 1 represents one year, thus the choices n = 250, 500, 1000, 2000 reproduce the situations where we have daily observations (in one year the market is open during 252 days), two observations per day and so on. Finally, we choose r h = h 0.9 . In particular, we are interested in the values assumed by the quantitỹ
which we call normalized bias. Table 1 contains the descriptive statistics (mean, median, standard deviation (SD), kurtosis and skewness) relative to 5000 simulated paths of (X (1) , X (2) ). We observe a moderate bias which rapidly tends to decrease as n increases. Additionally, figures 1 and 2 show the corresponding empirical density and QQ-plot of (9) for model (8).
Infinite Activity case: each J (q) contains a Variance Gamma process
We now include a Variance Gamma (VG) component within the jump parts J (q) of X (q) . A VG process is a pure jump process with infinite activity and finite variation on finite time intervals. It is characterized by three parameters κ, θ and ς ( [10] ). It is obtained by evaluating a Brownian motion with drift θt + ςB t at a random time Γ t given by a Gamma process, that is a Lévy process whose increments Γ t+h − Γ t are distributed as Gamma r.v.s with mean h and variance hκ. We consider is the sum of a Compound Poisson process and a VG process; 3)
1 is a Compound Poisson process while J (2) ≡J (2) 2 is a VG process. Tables 2, 3 and 4 show the descriptive statistics of 5000 values of the normalized threshold estimator (9) in the three cases, with r h = h 0.9 .
Figures 3 and 5 show the empirical density relative to 5000 values assumed by (9) in models 2) and 3), with n = 1000. Figures 4 and 6 show the corresponding QQ-plots.
These figures tell us not only that even in presence of an infinite activity jump component our estimator is consistent but also that, at lest in the case of VG components, a central limit theorem has to hold. 1,1 (X (1) , X (2) )T for which, when n = 1000, the mean value relative to 5000 simulated paths is -0.0526. Table 2 : Descriptive statistics of the normalized bias (9) when each jump part J 1,1 (X (1) , X (2) )T for which, when n = 1000, the mean value relative to 5000 simulated paths is -0.0527. 1,1 (X (1) , X (2) )T for which, when n = 1000, the mean value relative to 5000 simulated paths is -0.0523. is a VG process. The true diffusion covariation part value 1,1 (X (1) , X (2) )T for which, when n = 1000, the mean value relative to 5000 simulated paths is -0.0520.
IDENTIFYING THE DIFFUSION COVARIATION AND THE CO-JUMPS GIVEN DISCRETE OBSERVATIONS
NORMALIZED BIAS
