Although supply chains disruptions rarely occur, their negative effects are prolonged and severe. In this paper, we propose a reliable capacitated supply chain network design (RSCND) model by considering random disruptions in both distribution centers and suppliers. The proposed model determines the optimal location of distribution centers (DC) with the highest reliability, the best plan to assign customers to opened DCs and assigns opened DCs to suitable suppliers with lowest transportation cost. In this study, random disruption occurs at the location, capacity of the distribution centers (DCs) and suppliers. It is assumed that a disrupted DC and a disrupted supplier may lose a portion of their capacities, and the rest of the disrupted DC's demand can be supplied by other DCs. In addition, we consider shortage in DCs, which can occur in either normal or disruption conditions and DCs, can support each other in such circumstances. Unlike other studies in the extent of literature, we use new approach to model the reliability of DCs; we consider a range of reliability instead of using binary variables. In order to solve the proposed model for real-world instances, a Non-dominated Sorting Genetic Algorithm-II (NSGA-II) is applied. Preliminary results of testing the proposed model of this paper on several problems with different sizes provide seem to be promising.
Introduction
In a modern society, engineers and technical managers are responsible for planning, designing, manufacturing and operating from a simple product to the most complex systems. Failure of a system could cause disruption at its various levels, which can be considered a threat to society and environment. When a series of facilities are built and deployed, one or a number of them could probably fail at any time. For example, due to bad weather conditions, labor strikes, economic crises, sabotage or terrorist attacks and changes in ownership of the system, it is possible that the entire set of facilities or services fail to perform, properly. For this reason, the reliability in network design of the supply chain has been proposed and, in the recent years, there has been special attention for creating reliable systems. According to Snyder (2003) , a system is called reliable if, "in the event of failure of a part or parts of the system, it is still able to perform its duties, effectively". states four main reasons to consider supply chain disruptions in recent years. First, several events with undesirable impacts, including the terrorist attacks of September 11, 2001 , the westcoast port lockout in 2002 and Hurricane Katrina in 2005 set disruptions into the center of public attention. Second, in recent decades, the popular just-in-time (JIT) philosophy increases supply chains' vulnerability. The system operates effectively when all factors function exactly as expected, but when a disruption happens, system may encounter serious problems in operation. Third, companies are less vertically integrated than in the foretime, and their supply chains are increasingly global; suppliers are placed around the world, some areas that are politically or economically mutable.
These failures and interruptions in production and distribution facilities may lead to additional transportation costs due to existing distance from customers. Therefore, while the goal is to minimize the cost of deployment, facility placement and transport costs, with the possibility of disruptions, convenient and efficient mathematical models can be provided to simultaneously increase the system's reliability. In other words, modeling this class of problems by considering potential disruptions in the system has been considered and the purpose of this problem is that the systems' performance in all conditions, both normal and disrupted occurrence, should be acceptable (Cui, 2010) . In this class of problems, studies directly associated with reliable locating of facilities are considered and there is a focus on the modeling or providing solution for it. In addition, in most of these studies, the "reliability issue" on the classic of P-Median Problem and Uncapacitated Fixed charge Location Problem are implemented; for the brevity from now on, they are called UFLP and PMP and reliable locating issues associated with them are respectively called RPMP and RUFLP. Drezner (1987) investigated the facility location under random disruption risks and proposed two models. In the first one, a reliable PMP was investigated, which considers a given probability for the failure of facilities. The objective was to minimize the expected demand-weighted travel distance. The second model called the (p, q)-center problem considers p facilities, which must be located considering a minimax objective cost function where at most q facilities may fail. In both problems, customers are selected from the nearest non-disrupted facility based on a neighborhood search heuristic approach in both problems. Lee (2001) proposed an efficient method based on space filling curves to solve the reliable RPMP. This model is a continuous locating model, in which the probability of failure of facilities cannot be independent. Snyder (2003) investigated the issues of RUFLP and RPMP based on the expected and maximum failure costs. Here, locating facilities were performed so that the total system's cost is minimized under the normal operating conditions. Depending on whether a facility fails to work, the system's cost after reallocation of customers does not exceed a predetermined limit of (V*). Snyder and Daskin (2005) studied RPMP and RUFLP, in which a distribution center (DC) may fail since a disruption can occur with some probability. They assumed that when a DC fails, it cannot operate and serve customers and present customer must be reassigned to a non-disrupted DC. The objective function is the minimization of a weighted sum of nominal costs by overlooking disruptions and the expected expenditures of disruption circumstances where there is an additional transportation cost for disrupted DCs. In their model, customers are assigned to several DCs, one of which is the "original" DC, which serves it under regular situation (without disruption), the others serve it when the primary DC fails and so on. For the sake of simplicity, Snyder and Daskin (2005) assumed that all DCs have the same disruption probability, which allows the expected transportation expenditure to be declared as a linear function of the decision variables. They solve the model by applying Lagrangian relaxation algorithm. Snyder and Daskin (2006) , in another assignment, implemented the scenario planning approach to formulate their previous problem one more time and introduced the concept of stochastic p-robustness where the relative regret was always less than p for any possible scenario. One obvious problem occurs when the size of the problem increases since the scenario approach considers all disruption scenarios and complexity of the resulted problem creates trouble. Berman et al. (2007) proposed a PMP, in which the objective function was to minimize the demandweighted transportation expenditure. They considered site dependent disruption probabilities in various DCs. The resulted problem formulation called the median problem with unreliable facilities uses nonlinear terms to compute the expected transportation expenditure when disruption happens and the resulted problem was solved using a greedy heuristic. Berman et al. (2009) , in other work, assumed that customers do not know which DCs are disrupted and must travel from a DC to another until they find a non-disrupted one and implement a heuristic method to solve the resulted problem. Cui et al. (2010) proposed another problem formulation for site-dependent disruption probabilities. Unlike the model proposed by Berman et al. (2007) , which involves compound multiplied decision variables, the only non-linear term of their model is a product of a single continuous and a single discrete decision variable and continuum approximation (CA) was implemented to formulate the resulted model. Using such approximation, customers are distributed uniformly throughout some geographical areas, and the parameters are presented as a function of the location. Replacing explicit disruption probabilities with probabilities depending on the location, helps to calculate the expected transportation expenditure or distance without using any assignment decision. Lagrangian relaxation was also implemented to solve the model. Qi et al. (2010) studied the SCND under random disruptions with inventory control decisions. They assumed that when a retailer is disrupted, any inventory on hand at the retailer is unusable and the resulted customers' unmet demands assigned to a retailer are backlogged under a penalty cost. The resulting model was a concave minimization problem and the Lagrangian relaxation algorithm was implemented as a solution strategy. Li and Ouyang (2010) studied the SCND under random disruption risks, in which the disruption probabilities are given to be site-dependent and correlated, geographically. They applied CA to formulate the resulted model. Lim et al. (2010) proposed the SCND under random disruptions by considering reinforcing selected DCs where disruption probabilities are also site-dependent. They categorized DCs into two groups of unreliable and reliable and implemented the reliable backup DCs assumption to formulate their proposed model. The disruption happens in unreliable DCs and reliable DCs are those, which are improved against disruptions by considering an additional investment and disruptions does not have any impact on them called hardening strategy. Similar to previous works, when a disruption occurs, an unreliable DC totally fails. In their model the customers in disruption situation are assigned to the closest reliable DCs. like many studies in the literature, the Lagrangian relaxation was implemented to solve the resulted problem formulation. Peng et al. (2011) developed a capacitated version of SCND under random disruptions with stochastic p-robustness criteria and site dependent disruption probabilities. They adopted similar approach developed originally by Snyder and Daskin (2006) and used the scenario approach to model the problem. A hybrid metaheuristic algorithm based on genetics algorithm, local improvement search, and the shortest augmenting path method was proposed to solve the resulted model. After investigating studies in the fields of this research, now, in this section, the problem of planning models will be presented and discussed.
The proposed study
In this model, a three level supply chain including customers, distributors and suppliers are considered in which the goal is to minimize costs and maximize reliability.
In this model, there is a potential location for all distributors, which are not assigned to any location. These points are also considered to have potential reliability.
Once a failure occurs in a distribution center, the center would lose part of its capacity; i.e. it would not completely fail and would be able to answer part of the customer's needs. This failure in capability for meeting customer demand has to be supplied by other DC that can respond. It is also possible that some DCs are still compensated by others, in case of no disruption (Support). To express different states of the disruption, various scenarios are considered. Each scenario includes the possibility of a disruption in each supplier and distribution center, which follows a normal distribution. These disorders in each scenario could be different incidents. For example, in the first scenario, it is possible that distributors 1 and 3 and supplier 2 would be disrupted; this disruption could be an earthquake for the first distributor, a flood for the second distributor and a labor strike for the second supplier. Fig. 1 shows the framework of the proposed study. 
Assumptions
-Demand is normal and distribution is indeterminate.
-Demands of customers are independent from each other and, as a result, the covariance among retailers with each distributor is zero. -Current policy is (Q, r).
-The issue is a monoculture model. -The model is considered for a limited period of time.
-The customer does not keep inventory so there is no need to control the inventory for the customer. -Customer has no capacity constraints.
-If customer's demand is not fulfilled, there will be a shortage.
-A certain number of places have been considered for setting up distribution centers, in which the decision on opening or closing the facilities would be performed. -Lack of reliability would be considered in the occurrence of disruption and other factors would not affect reliability. -Probability of disruption is different and independent for various facilities' locations and for suppliers. -Suppliers and customers have their own specific places and the DC is just required to be located (discrete locating). -Distribution and supply centers of suppliers have a limited capacity.
In case of the ordering policy of distribution centers, to calculate the economic order quantity and reorder according to the ordering policy (r, Q), asymptotically approach of the EOQ, which was introduced by Axaster (1996) , is used. In the worst scenario, its disruption would be equivalent to 11.8% (Axaster 2006). Zheng (1992) also examined various examples; this approach had high quality approximate responses with the average error of less than 1%.
For this reason, here like many other models with integrate locating (e.g. Daskin et al. 2002 , Shen et al. 2003 , Miranda & Gridu 2004 , Xu et al. 2005 , Schneider et al., 2007 , Ozsn et al. 2008 , Yu & Grossman, 2008 Park et al., 2010) , the approximation for the EOQ ordering policy (r, Q) was used.
Innovation
Random disruptions in the location and capacity of distribution centers and the location and capacity of suppliers have been considered. Due to a disruption, distribution centers would not lose all their capacity and only a fraction of their capacity would be impaired. In the distribution centers, in case of shortage, either in disruption or normal condition, they can typically carry goods to each other (support cover). Capacity percentage of distribution centers affected by disruption is random and follows a normal distribution. The metaheuristic and exact solution algorithm NSGA-2 was used due to being biobjective. There are two objective functions where the one first is the expected total cost, which includes the fix cost of locating, shipping costs from the supplier to the distribution center, deficiency cost and disruption costs. In addition, the second objective function maximizes the reliability average. Every customer can be assigned to multiple distribution centers according to the distance and costs to supply its needs. Reliability is considered for potential locations in which DC would be located. Demand is uncertain and follows the normal distribution. The proposed model also consider different scenarios. It uses a scenario for entering the possibility of disruption and modeling the problem and it uses the possibility limitation for entering the random variable. The proposed model of this paper determines location for distribution centers and allocates customers to distribution centers. The problem formulation also determines the content of each product to each customer from the each distribution center, the amount of goods sent by the sponsors. Finally, we determine how to allocate the distribution centers to the suppliers and the amount of products received from any of the suppliers to each distribution center are determined. 
Supplier capacity
The percent of capacity of supplier i under scenario s which is eliminated due to disruption. The total annual demand which will be allocated to j distribution centers
Decision Variables

Continuous variables
The number of orders in j distribution centers Percentage of j distribution center's demand which will be sent to t supplier i 0 ≤ y ≤ 1
The amount of products that supplier i will send to j distribution center
V ́
The amount of products that will send to under scenario s due to disruption or deficiency
Zero -One variable
= 1 0 ℎ
Cost
Fixed cost of locating= x
Running Inventory Costs
The cost of ordering= Shipping costs from suppliers to DCs = ∑ ( + )
Shipping cost from located DCs to the customers = Shortage costs = ∑ Finally, the model will be as follows:
subject to:
≤ * ∀ ∈ (15) Eq. (3) says that p is the number of distribution centers, which should be potentially located.
Eq. (4) states that any customer could order as much as it wants in order not to be faced with any shortage (it is somehow the client balance equation).
Eq. (5) emphasizes that at least a distribution center should be open to have customer allocation.
Eq. (6) is the capacity limitation of distributer.
Eq. (7) calculates the annul number of orders in each distribution center.
Eq. (8) calculates the total annual demands of j distributer centers (due to fluctuations of customer demands, ≥ is considered).
Eq. (9) is the limitation of supplier's capacity.
Eq. (10) shows the amount of product submissions from each supplier to each distribution center.
Eq. (11) is the limitation of the equilibrium in j distribution center and expresses the difference between incoming goods to and the outputs from it in case of either disruption/shortage or normal situation.
Eq. (12) states that the amount of sent products to the healthy distribution center (backup) for the disrupted distribution center can be at the same level that suppliers sent to them.
Eq. (13) shows that each distribution center could request products in maximum as much as its needs (because they may be faced with a shortage).
Eq. (14) stresses on the point that each distribution center should be open to be allocated to the suppliers.
Eq. (15) defines that a distribution center should be open to allow the suppliers send goods to them.
Eq. (16) shows that the reliability of each distributer center is in maximum at the level of no disruption in that center.
Eqs. (17) (18) (19) (20) (21) (22) are limitations of the signs.
Chance Constraint
Note that constrains given by Eq. (6) and Eq. (8) are probability. When we consider normal distribution for demand and using conversion Probability Constraint, we can replace demand with average and this limitation can be rewritten as follows:
Constrains 6:
Constrains 8:
Applying linearization, the probability constraint are rewritten as follows,
(9-22)
Solution Approach
According to the existing literature on the issue of locating, the facility, particularly those mentioned by Meggido and Supowit (1984) , the proposed model in the simplest case is in the form of locatingallocating without limitation of capacity, which is an NP-hard. Therefore, this model, which is a basis for the development, is an NP-hard. Consequently, using metaheuristic methods to find an approximate solution for large size problems is necessary.
To solve the model, an initial step is to solve the resulted problem using a simple optimization technique such as generalized reduced gradient used in several commercial software packages such as Lingo, GAMS, etc. The proposed model of this paper is solved using Lingo11 to find some optimal solutions. Since the problem formulation is a bi-objective one, we use epsilon constraint method. But, because the current version of this software is capable of solving problems with maximum 50 integer variables, this software cannot be used for medium and large-scale problems and also the current version of this application had other limitations in using continuous variables and limited numbers for calculating the problem. The proposed algorithm is for this multi-objective genetic algorithm with undesirable sorting (NSGA-II) and the following briefly discusses the procedure.
3.1.ε-constraint method
Epsilon constraint method is known as one of the popular techniques for handling multi-objective problems, in which by transferring all but one of the objective functions in each step into constraints, we solve a traditional single objective problem and Pareto frontier can be generated by constraint ε.
ε -constraint method has the following steps:
1. It selects one of the objective functions as the main function. 2. It solves the problem each time by considering one of the objective functions and getting the optimal amounts of each objective function. 3. It divides the optimum interval between the sub-objective functions into pre-defined values and gaining a values table for ε ... ε
Non-dominated Sorting Genetic Algorithm
Fig. 2. Non-dominated Sorting Genetic Algorithm
As can be observed, the implementation of this bi-objective optimization model is as follows:
1. Random generation of parent ( ) to the number of N 2. Arrangement of the initial parent generation based on a non-dominated solution 3. Considering the ranking in proportion to rating of non-domination for each non-dominated response (1 for the best level, 2 for the best level after 1, ...) 4. Generation of ( ) to the number of N with using select, coupling and mutation operators 5. According to the first generation produced that contains the chromosomes of the parent and child, the new generation will be produced as follows: • Combine chromosomes of parent ( ) and children ( ) and generating ( ) to the number of 2N.
• Arrange generations ( ) categories based on non-domination and identifying non-dominated fronts , , … , • Produce parent generation for the next iteration using the produced non-dominated fronts with total number of N. In this stage, considering the number of needed chromosomes for parent generation (N), initially, the number of chromosomes of parent generation will be selected; if this number is not sufficient, the total number of required parent generation, the fronts 2, 3 … will be used, in this order, to achieve the total amount • The coupling and mutation operations on the new produced parent generation ( ) and generation of children ( ) with the total amount of N • Repetition of step 5 to obtain the total number of required iterations
Computational result
To illustrate the applicability of the model, 6 numerical examples have been presented, all data are provided in the appendix. It should be noted that the related calculations were done using Lingo 11 and MATLAB 2012 software (metaheuristic algorithm was coded using MATLAB software) in a personal computer with Intel core2 and 2 GB RAM. Metaheuristic parameter are optimized using trial and error. Numerical values are given for each variable. It all costs are to ten thousand Rials. Capacity and demand are given in tons. Uniform (100-250) Fixed cost per shipment from supplier to distribution center(g ) Uniform(0,1) fraction of total capacity of which has been ruined in scenario s ( ) Uniform(0,1) Fraction of capacity of supplier i under scenario s which is eliminated due to disruption ( ) The results showed that the Lingo software gives better solutions (except in one case) and is more reliable because of its exact solutions. However, for the large-scale problems (instance 5 and instance 6), the optimal solution is not available and the proposed metaheuristic provides near optimal solution. As we can observe from the results of Table 4 and as expected, the time spent for solving the metaheuristic algorithm was much shorter than the Lingo software. In the first four problems, in which Lingo reached the local optimal solution, the algorithm NSGA-II reached the optimal solution in much less time. For the last two problems in which Lingo could not find the response after 30 and 39 h, NSGA-II algorithm found the response in a reasonable amount of time. As shown by the objective function values given in Table 4 and Fig. 3 and Fig. 4 , the solutions of Lingo software, except for one case in numerical example 3 and in case of the first objective function, provided a better response because Lingo is based on an exact solution method. The comparison between the first and second objective functions for both exact and metaheuristic methods are shown below in the form of figures for the two above mentioned numerical examples. For future research, we suggest five directions as follows:
• Elaborating more effective solution methods to solve the model, • Considering correlated disruption probabilities for the model, • Taking into account the disruption parameters based on fuzzy logic,
• Formulating a robust model in the cases of having imperfect data on the disruption probability in SCND, • Contemplating other cost factors such as reconstruction cost of ruined facilities or destroyed inventory, etc.
