This paper deals with the some oscillation criteria for the two dimensional difference system of the form: 0 ,
Introduction
Consider a nonlinear two dimensional difference system of the form In the last few decades there has been an increasing interest in obtaining necessary and sufficient conditions for the oscillation and nonoscillation of two dimensional difference equation. See for example [1] - [10] [11] and the references cited therein.
Further it will be assumed that { } (1.2) studied in [12] . Therefore in this paper we consider the other case that is 0 s s n a ∞ = < ∞ ∑ (1.3) and investigated the oscillatory behaviour of solutions of the system (1.1). Hence the results obtained in this paper complement to that of in [12] .
We may introduce the function n A defined by ( ) Throughout this paper condition (1.2) is tacitly assumed; n A always denotes the function defined by (1.3).
In Section 2, we establish necessary and sufficient conditions for the system (1.1) to have solutions which behave asymptotically like nonzero constants or linear functions and in Section 3, we present criteria for the oscillation of all solutions of the system (1.1). Examples are inserted to illustrate some of the results in Section 4.
Existence of Bounded/Unbounded Solutions
In this section first we obtain necessary and sufficient conditions for the system (1.1) to have solutions which behave asymptotically like nonzero constants. Proof. We may assume without loss of generality that 0 c > . Let 
Finally define : 
where conditions (2.5), (2.7) and (2.10) have been used. Thus
n n
x y x y X Y = ∈ × and for each
Then a straight forward argument
Finally, in order to apply Schauder-Tychonoff fixed point theorem, we need to
In view of recent result of cheng and patula [8] it suffices to show that ( )
× . To prove this, it is enough to show that as n → ∞ . The proof is left to the reader.
Before stating and proving our next results, we give a lemma which is concerned with the nonoscillatory solution of (1.1). This lemma has been proved by Graef and Thandapani [3] and is very useful in the following theorems. In our next theorem, we establish a necessary condition for the system (1. , . From the second inequality of (2.21) and the following inequality ( ) ( ) ( )
n n n n n n n n n n n n n n n n n n n n n
where "d" being the constant, we see that 
The inequalities (2.24) and (2.25) clearly imply (2.20) . This completes the proof.
we conclude this section with the following theorem which gives a necessary condition for the system (1. follows. This completes the proof of the theorem.
Oscillation Results
In this section we establish criteria for all solutions of the system (1.1) to be oscillatory. First, we consider the case where the composition of functions is storngly superlinear in the sense that ( ) Hence all solutions of the system (4.2) are oscillatory.
Examples
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