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ABSTRACT 
We present a description of al] systems of linear differential equations which do 
not admit any rational first integral. 
I. INTRODUCTION 
Let k[X] = k[x 1 . . . . .  x,,] be the polynomial ring in n variables over a 
field k of characteristic zero, and let k (X)  = k(x l . . . . .  x,,) be the quotient 
field of k[X]. Assume that f=  (f~ . . . . .  f,,) ~ k[x]" ,  and consider a system 
of polynomial ordinary, differential equations 
&,(t) 
dt - f i (x l ( t )  . . . . .  x,,(t)),  (1.1) 
where i = 1 . . . . .  n. 
This system has a clear meaning if k is a subfield of the field C of 
complex numbers. When k is arbitrary, there also e~sts a meaning. It is well 
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known and easy to prove that there exists a solution of (1.1) in k[[t]], the ring 
of formal power series over k in the variable t. 
An element q~ of k[X] - k [of k(X) - k] is said to be a polynomial 
[rational] first integral of the system (1.1) if the following identity holds: 
n 
E f, = o. (1.2) 
i=1  OXi 
We would like to describe all the sequences f~  k[X] n such that the 
system (1.1) does not have any polynomial (or rational) first integral. The 
problem is known to be difficult even for n = 2. In this paper we study the 
above problem in the case when f l  . . . . .  f ,  are homogeneous linear polyno- 
mials. 
Let us assume that 
f i=  ~ai jx j ,  i = 1 . . . . .  n, (1.3) 
j= l  
where each a~ belongs to k. Denote bv /~1 . . . .  A n the n eigenvalues of the 
matrix [ai, ] in an algebraic losure of k. Moreover, let 2z and 7] + denote 
respectively the ring of integers and the set of nonnegative integers. 
The following two theorems are the main results of the paper. 
THEOREM 1.1. Letf  = (f l  . . . . .  f . )  E k[X] n, wherefl . . . . .  f~ are linear 
polynomials of the form (1.3). The following conditions are equivalent: 
(1) The system (1.1) does not admit any polynomial first integral. 
(2) The eigenvalues A1 . . . . .  A n of the matrix [a~j] are 7/+-independent. 
THEOREM 1.2. Let f=  ( f l . . . . .  f ,)  ~ k[ X ]", where fl . . . . .  f~ are linear 
polynomials of the form (1.3). The following conditions are equivalent: 
(1) The system (1.1) does not admit any rational first integral. 
(2) The Jordan matrix of the matrix [%] has one of the following two 
f O~'ITlS : 
(a) 
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where the eigenvalues A1 . . . . .  A,, are 7/-independent; or 
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(b) 
A 1 0 
[ A i 1 ] 0 A~+ 1 
Ai+2 
0 A n 
for  some i ~ {1 . . . . .  n - 1} where a i = Ai+I and the eigenvah,es 
al . . . . .  ai, ai + 2 . . . . .  A~ are Z-independent. 
2. DERIVATIONS AND RINGS OF CONSTANTS 
Throughout he paper we use the vocabulary, of differential algebra (see 
for example [3] or [4]). 
Let us assume that R is a commutative ring containing the field k, and d 
is a k-derivation of R, that is, d: R --+ R is a k-linear mapping such that 
d(ab)=ad(b)+d(a)b  for all a, b ~R.  We denote by R d the ring of 
constants of d, i.e., R d = {a ~ R; d(a) = 0}. 
Let k c k'  be a field extension, and let R ~ k' be the tensor product of 
R and k'  over k. Let us consider the k'-linear mapping d ® 1 : R % k'  
R % k'  such that (d® 1)(a ® a)=d(a)® a for a l la  ~R and a~k ' . I t  
is obvious that R ~ k' is a commutative ring containing k',  and d ® 1 is a 
k '-derivation of R % k '. 
PROPOSITION 2.1. The k'-vector spaces R d ~ k ' and (R  ~ k ' )  d®l are  
isomgrphic. 
i 
--+ R R of vector over Proof. The exact sequence 0 --+ R d ~ spaces k 
(where i (x )  = x for x ~ R d) induces the exact sequence 
0--+Rd ~ k'  i® l, R ~ k'  d® ~, R ~ k'  
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of vector spaces over k' .  Thus, (R ~ k')d~l = Ker(d ® 1) = Im(i ® 1) 
Rd ~k k'. • 
I f  ~r : R ~ R is a k-automorphism of R and d is a k-derivation of R, 
then the mapping o'do --1 is also a k-derivation of R. Two k-derivations d
and 3 of R are said to be equivalent if there exists a k-automorphism o" of 
R such that d = cr3o" 1. 
Recall that when R is without zero divisors, the derivation d can be 
extended in a unique way to its quotient field by setting d(a /b )= 
b-2(d(a)b - ad(b)]. 
It is easy to check the following. 
PROPOSITION 2.2. Let d and 8 be equivalent k-derivations of R. Then 
R d = k if and only i fR 8 = k. Moreover, i fR is without zero divisors and R o 
is the quotient field of R, then Rdo = k if and only if RSo = k. • 
We shall use the above notation for the ring k[ X ] and its quotient field 
k(X).  Let us note that a k-derivation of k[X] is completely defined by its 
values on the variables x 1 . . . . .  x n. I f  f=  (f~ . . . . .  f,,) ~ k[X]", then there 
exists a unique k-derivation d of k[X] such that d(x i) =f/  for all i = 
1 . . . . .  n. This derivation is defined by 
d(9)  = E f, ~  , (2.1) 
i = 1 uX i  
for any ~p ~ k[ X ]. 
Thus, the set of all polynomial first integrals of (1.1) coincides with the set 
k[ X ]d _ k, where 
k[X]"  = {~ ~ k[X];  d (~)  = O} 
and d is the k-derivation defined by (2.1). Moreover, the set of all rational 
first integrals of (1.1) coincides with the set k(X)  d - k, where 
k(X)  ~' = {~ ~ k(X) ;  d (~)  = O} 
and d is the unique extension of the k-derivation (2.1) to k(X).  
The rings of constants k[ X] d and k(X)  d have been intensively studied 
from a long time; see for example [7], [6], and [1], where many references on 
this subject can be found. 
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Every k-derivation d of k[ X] determines two subfields of k(X); namely, 
the subfield k(X>d and the subfield (k[ Xl”),, the quotient field of k[ Xl”. 
The following example shows that these subfields can be different. 
EXAMPLE 2.3. Assume that n = 2 and k[X] = k[x, y]. Let d = s J/ax 
+ y d/ay. Then (k[X]“), # k(X)“. 
Proof. It is clear that k[X]” = k. Thus (k[X]“),, = k. However k(X)” 
z k, since x/y E k(X)“. Indeed. 
= 44~ -4~) xy - xy 0 
Y2 
=-=--co 
Y2 y2 . 
n 
Let us note the following proposition, which is easy to prove. 
PH~POSITION 2.4. Let d be a k-derivation of k[ X]. Iff and g are nonzero 
relatively prime polynomials from k[X], then d(f/g> = 0 if and only if 
d(f > = pf and d(g) = pg for some p E k[X]. 
Note also an immediate consequence of Proposition 2.1. 
PROPOSITION 2.5. Let d be a kderivation of k[ Xl, and let k ’ be an 
overfield of k. Denote by d’ the k’-derivation of k’[ X] such that d’(xi) = 
d(x,) for i = 1,. . . , n. Then k[X]” = k ifand only if k’[X]“’ = k’. 
The next proposition shows that the field k(X)” has a similar property. 
PROPOSITION 2.6. Let d be a k-derivation of k[X], and let k’ be an 
overfield of k. Denote by cl’ the k’-derivation of k’[X] such that d’(x,> = 
d(r,) fi~r i = I,. . . , n. Then k(X)” = k if and only if k’(X)“’ = k’. 
For the proof of this proposition we need three lemmas. 
LEMMA 2.7. Assume that L(t) is the field of rational functions in one 
oan’able t over a field L containing k. Let d be a k-derivation of L such that 
L1 = k, and let 6 be the k-derivation of L(t) such that 61 L = d and 
8(t) = 0. Then L(t)’ = k(t). 
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Proof. It is obvious that k(t )  c L( t )  ~. Let w =f /g  E L( t )  ~ with f ,  
g ~ L[t], and put p = deg g. I f  p = 0, then it is clear that w ~ k[t] c k(t). 
Let p >~ 1. We may assume that g is monic and that p is minimal. Set 
g = t p + bl tP-1 + "" +bp, where b l , . . . ,b  p ~ L. Then we have 6(g)  = 
d(b l ) tp -1  + ... +d(bp). 
Observe that 6(g)  = 0, Indeed, if 6 (g)  4: 0, then w = 6( f ) /6 (g)  and 
we have a contradiction with the minimality of p. 
Thus, d(b 1) . . . . .  d(bp) = 0 and hence, g ~ k[X] (because L a = k). 
Consequently, 6( f )  = 6(g)w = 0 .w = 0, that is, f~  k[X]. Therefore, 
w =f /g  ~ k(t). • 
LEMMA 2.8. Let L be a field containing k and let S be a set of 
algebraically independent elements over L. Let d be a k-derivation of L such 
that L a = k. I f  6 is the k-derivation of L (S)  such that 61L = d and 
6(s) = 0, for every s ~ S, then L(S)  ~ = k(S). 
Proof. It is obvious that k(S)  G L(S)  ~. Let w ~ L(S)  ~. Since w ~ L(S), 
there exists a finite subset S' of S such that w ~ L(S').  Denote by 3 '  the 
restriction of  the derivation 6 to L(S').  Then w ~ L(S ' )  ~" and hence, by 
Lemma 2.7 and by induction, w ~ k( S') G k(S). • 
LEMMA 2.9. Let F be a field containing k, and let F G k'  be an 
algebraic field extension. Assume that 6 is an F-derivation of F[ X ], and let 
d' be the k '-derivation of k ' IX]  such that d'( x,) = 6( x i) for i = 1 . . . . .  n. I f  
F (X)  ~ = F then k ' (X )  ~' = k'. 
Proof. Suppose that k ' (X)a '  4 ~ k', and let w ~ k ' (X)a ' \  k '. Since 
k ' (X)  is algebraic over F(X) ,  there exist a 1 . . . . .  ap ~ F (X)  such that 
w p + a~wP- l+ "" +ap = 0. I~t  us assume that p is minimal. Then 
6(a l )wp-1  + ."  +6(ap)  = d ' (w p + a lwp-1 + ".  +ap) = d'(0) = 0 and 
hence, by the minimality of p, 6(a 1) . . . . .  6(ap) = 0, that is, a 1 . . . . .  ap 
F [because F(X)  ~ = F]. Thus, w is algebraic over F. This implies that w 
is algebraic over k '. But k '  is algebraically closed in k '(X). Hence, w ~ k'  
and we have a contradiction. • 
Proof of Proposition 2.6. I f  k ' (X)d'  = k ', then it is clear that k (X)a = k. 
Assume now that k(X)  d = k. Let S be a subset of  k '  such that the extension 
k c k(S)  is purely transcendental nd the extension k(S)  c k'  is algebraic. 
Put L = k(X) ,  F = k(S). Then, by Lemma 2.8, F(X)  ~ = L(S) ~ = k(S)  = 
F, where 6 is the F-derivation of F[X] such that 6 (x~)= d(x i) for all 
i = 1 . . . . .  n. Now Lemma 2.9 implies that k ' (X)  a' = k'. • 
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3. LINEAR DERIVATIONS 
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In the present section we recall from [5] some useful facts on linear 
derivations. 
Let us make some notions precise. Assume that d is a k-derivation of 
k[ X ] such that 
d( x~) = ~j, aijx j 
j= l  
for i = 1 , . . . ,n ,  
where each aq belongs to k. Let A 1 . . . . .  A, be the n eigenvalues (belonging 
to an algebraic losure ~: of k) of the matrix [a~j]. Moreover, let the Jordan 
matrix (in k) of the matrix [aij] be of the form 
[ Jml(~l) 0 
L,,(p,,) 
(3.2) 
where s >t 1, m I +. . "  +m, =n,  {Pl . . . . .  p,} ={)t I . . . . .  An}, and each 
Jm,( Pi) is the m i x m i block 
[ p~ 1 ] J,n, = 1 . (3.3) 
oi 
The homogeneity of polynomials d(x 1) . . . . .  d(x,)  together with the fact 
that they are of the same degree 1 has the following consequences. 
PROPOSITION 3.1 [5]. Let d be the k-derivation defined by (3.1). 
(1) I f  f ~ k[ X] d, then all homogeneous components of f belong also to 
k[ X ] a. 
(2) Let f ,  p ~ k[X], and assume that f -¢ 0 and d( f )  = pf. Then p ~ k 
and d(g) = pg for all homogeneous components" g off.  
The following proposition will play an important role in our considera- 
tions. 
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PaOPOSmON 3.2 [5, Lemma 2.3]. Let d be the k-derivation of k[ X ] 
defined by (3.1). Assume that f is a nonzero homogeneous polynomial from 
k[ X ] satisfying the equality d( f ) = pf for some p ~ k. Then there exist 
nonnegative integers i 1 . . . . .  i, such that 
ilAl + "'" + i~An = P' (3.4) 
il + "'" + i,, = degf .  
Using the above propositions, one can deduce the following. 
COROLLARY 3.3. Let d be a k-derivation of k[ X ] defined by (3.1) with 
the Jordan matrix (3.2). Assume that the elements Pl . . . . .  Ps are 7/-indepen- 
dent. Then the following three properties hold: 
(1) I f  f and g are nonzero homogeneous polynomials from k[ X] such that 
d ( f )  = pf and d(g) = pgfor some p ~ k, then degf= deg g. 
(2) I f  f is a polynomial from k[X] such that d ( f )  = pf for some p ~ k, 
then f is homogeneous. 
(3) I f  d( f /g )  = O, where f and g are nonzero relatively prime polynomi- 
als from k[ X ], then f and g are homogeneous of the same degree. 
Proof. (1): We know that { Pl . . . . .  Ps} = {/~1 . . . . .  /~n}. Hence, by Propo- 
sition 3.2, there exist nonnegative integers i 1 . . . . .  i~ and j l  . . . . .  js such that 
il Pl + "'" +is Ps = P, il + ".. +i s = degf ,  
J~ Pl + "'" +js Ps = P, j~ + "'" +is = deg g. 
Then (i 1 - j l )P l  + "'" +(is -J~)Ps = 0, and hence, i1 = j l  . . . . .  i s =j, ,  be- 
cause the elements Pl . . . . .  p, are 71-independent. Therefore, degf= i 1 
+ "'" +is =Jl + "'" +Js = deg g. 
(2): Suppose that f contains two nonzero homogeneous components f l
and f2 with degf l  ~ deg f2, Then d(f~) = pf~, d(f2) = Pf2 (by Proposition 
3.1) and so, using (1), we obtain a contradiction: degf l  = deg f2. 
(3): It is a consequence of (1), (2), and Proposition 2.4. • 
4. PROOF OF THEOREM 1.1 
In view of Section 2, we must prove that if k is an arbitrary field of 
characteristic zero and d is the k-derivation of k[X] defined by (3.1), then 
the following two conditions are equivalent: 
(1) k[X] d = k; 
(2) The n eigenvalues A 1 . . . . .  A n of the matrix [aij] are 7/+-independent. 
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(2) ~ (1): Suppose that there exists f c k [X]  such that d( f )= 0 and 
f ¢ k. We may assume (by Proposition 3.1) that f is homogeneous. Then 
d( f )  = Of  and hence, by Proposition 3.2, there exist i 1 . . . . .  i,, ~ 77 + satisfy- 
ing (3.4). Since il)t I + " -  +in) t  n = 0 and A i . . . . .  A, are 2~+-independent, 
we have i~ . . . . .  i,, = 0. Theretbre, degf  = i I + "- + i ,  = 0, which con- 
tradicts the fact that f ~ k. 
(1) ~ (2): Assume now that k[X]  d = k. Let k'  be an algebraically closed 
field containing k, and let d '  be the k'-derivation of k ' [X]  such that 
d ' (x  i) = d(x  i) for all i = 1 . . . . .  n. Then (by Proposition 2.5) k ' [X]  d' = k ' ,  
so we may assume that the field k is algebraically closed. Moreover, using 
Proposition 2.2, we may assume that [aij] is the Jordan matrix (3.2). 
Therefore, there exists a subset {y~ . . . . .  y,~} contained in {x, . . . . .  x,,} 
such that d(y~) = p~ Yi for all i = 1 . . . . .  s. 
Suppose now that the eigenvalues A l . . . . .  A,, are not 77+-independent. 
Then there exists a nonzero seqnence (Jl . . . . .  j , )  of nonnegative integers 
such that j~ p~ + .." +j~p~ = 0. Put f= y{ . . . .  jtJ,~. Then .f~ k[X]  - k and 
d( f )  = (j~ p~ + ... js P.,)f = Of = O. 
But that is a contradiction. This completes the proof of Theorem 1.1. 
5. PROOF OF THEOREM 1.2 
In view of Proposition 2.6, we may assume that k is an algebraically 
closed field of characteristic zero. Let d be a k-derivation of k[ X] defined by 
(3.1) with the Jordan matrix (3.2). We must show that the following two 
conditions are equivalent: 
(1) k(X /  = k; 
(2) The elements Pl . . . . .  p~ are 7/- independent and s >~ n - 1. 
In view of Proposition 2.2, without loss of generality we may assume that 
the matrix [a~j] of the derivation d coincides with the Jordan matrix (3.2). 
Therefore, there exists a subset {Yl . . . . .  Ys} contained in {x 1 . . . . .  x,,} snell 
that d(Y i )  = P~ Y~ for all i = 1 . . . . .  s. 
( I)  ~ (2): Let us assume that k(X)  d = k. 
First we shall show that 01, • • -, P, are Z-independent. Suppose that there 
exists a nonzero sequence (j l  . . . . .  j~) of integers such that j l  Pl + "'" + 
j ,  p~ = 0. Put q~ = y{ . . . .  y~'. Then we have a contradiction: q~ ~ k(X)  - k 
and d(q~) = (Jl Pl + "'" j~ Ps)q ~ = 0q~ = 0. 
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Now we shall prove that s >/n - 1. Let us suppose that s < n - 1 and 
consider the numbers m 1 . . . . .  m s defined in (3.2). We know that m 1 
+ ... +m s = n. Therefore, we must consider only two the following cases: 
Case I: There exists j ~ {1 . . . . .  s} such that mj > 3. In this case there 
exist three variables x, y, z ~ {x I . . . . .  x n} such that d(x)  = ax, d (y )  = 
ay + x, and d(z )  = az + y, where a = pj. Put q~ = f /g ,  where f = x 2 and 
g = y2 _ 2xz .  Then d( f )  = 2af ,  d (g )  = 2ag,  and hence d(q~) = 0 and 
~0 ~ k. This is a contradiction with the fact that k(X)  d = k. 
Case II: There exist i, j E {1 . . . . .  s} such that i 4: j ,  m i >~ 2, and m, >~ 2. 
In this case there exist four variables x, y, z, t ~ {x 1 . . . . .  x n} suc~ that 
d(x)  = ax, d (y )  = ay + x, d (z )  = bz, and d( t )  = bt + z, where a =p i  
and b = pj. Then (x t  - yz ) /xz  ~ k (X)  ~ - k. 
This completes the proof of the implication (1) =~ (2). 
For  the proof of the implication (2) ~ (1) we need two lemmas. Let us 
recall that if 6 is a k-derivation of a ring R, then 6 is called locally ni lpotent 
if for each r E R there exists a natural number m such that 8m(r )  = O. 
LEMMa 5.1 [8]. Let  R be a commutat ive  ring wi thout  zero divisors 
containing k, and let 6 be a locally ni lpotent k-derivation o f  R. I f  6(a)  = ua 
fo r  some u, a ~ R, then 6(a)  = O. 
Proof. I f  r ~ R, then we define deg8 r as follows: 
deg~ r = 1 if r ~ O, 6 l ( r )  4: O, and 6 t+l = O, 
deg~r= -w if r=O.  
The function deg~ behaves like the usual function degree over a polynomial 
ring (see [2]). In particular, if a, b ~ R then deg~ ab = deg 8 a + deg~ b. 
Assume now that 6(a)  = ua, and suppose that 6(a)  ~ O. Then a 4: 0, 
u 4= 0, deg~ 6(a)  = deg 8 a - 1, and we have a contradiction: 
deg 8 a - 1 = deg~ 6(a)  = deg~ ua = deg~ a + deg 8 u ~> deg 8 a. • 
LEMMh 5.2. Let  6 be a k-derivation o f  k[ xt ,  x2] such that 
8( ~,) = axl, 
8(x~)  = ax2 + xl, 
where a ~ k. I f  a 4 :0  then k(xx ,  x2) 8 = k. 
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Proof. Let 6,, and 60 be the k-derivations of k[x  1, x 2] such that 
8,,(x 1 )=ax  1, aa(x 2 )=ax  e , 6o(X 1) =0,  and 60(x 2 )=x 1. Then ~= a(, + 
60, a 0 is locally nilpotent, and k[x  1, x o] a° = k[xl].  
Suppose that f and g are nonzero relatively pr ime polynomials from 
k[x 1, x 2] such that 6( f /g )  = 0. It follows from Corollary 3.3 that f and g 
are homogeneous of the same degree; set m = deg f = deg g. Moreover (by 
Proposition 2.4), 6 ( f )  = pf  and 6(g)  = pg fbr some p e k. Observe that 
a(,(f) = maf. Indeed, if f = Ei+j .... u,jxlx~ with u~2 ~ k, then 
~ j ~ j 
8 . ( f )=  E u i j6a(x lx ,2 )= X u~;max lx2=maf"  
i+j=m i+j=r 
Hence, 
ao( f )  = a ( f )  - a~( f )  = p f  - maf  = ( p - ma) f ,  
and hence Lemma 5.1 implies that 8o( f )  = 0. This means that f ~ k[xl],  
that is, f = uxi" for some u ~ k - {0}. Using the same argument, we see 
that g -- vx [" with v ~ k - {0}. Therefore, f /g  = u /v  ~ k. • 
Now we may continue our proof of Theorem 1.2. 
(2) ~ (1): Assume that Pl . . . . .  O, are Z- independent  and s >~ n - 1. We 
nmst consider two cases: s = n and s = n - 1. 
Case (a): s = n. In this case the derivation d is diagonal; d(x  i) = pixi 
for all i = 1 . . . .  , n. Let f and g be nonzero relatively pr ime polynomials 
from k[X]  such that d( f /g )  = 0. We know from Corollary 3.3 that f and g 
are homogeneous of the same degree. Moreover, d( f )  = p f  and d(g)  = pg 
for some p ~ k (Proposition 2.4). Since Pl . . . . .  p,, are Z- independent,  
it is easy to see that f and g are monomials. Put f = ax I . . . .  xi," and g = 
bx i  I "'" x~", with a, b ~ k - {0}. Then we have 
it  Pl  + "'" + i , ,  p~ = p =J l  P~ + "'" +J,, P,, 
and hence (i 1 - j l )P l  + "'" +(i,, - j , , )&  = 0. Thus, i 1 = j l  . . . . .  i,, =.j~, that 
is, f ig  ~ k. 
Case (b): s = n -  1. Using an induction on n, we shall show that 
k(X)  d --- k. It is obvious that n >~ 2. I f  n = 2 then our assertion follows from 
Lemma 5.2. 
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Let n > 2. Without loss of generality we may assume that the matrix [aij] 
of d is of the form 
[o 
bl 
0 b r 
(5.1) 
where a, b l , . . . ,  b r a re  2~-independent elements of k and where r = n - 2. 
Thus, the derivation d is of  the form 
d(x1)  = ax1, 
d(x2)  = axz + xl ,  
d(x3)  = blX3, 
d( x 4) = b 2 x 4 , 
d(x . )  = brXn. 
Observe that d(k[x l , . . . ,  Xn_l]) ~ k[x 1 . . . . .  x,_ l] .  
Put R = k[x  1 . . . . .  Xn_ l ]  , and let 8 be the restriction of d to R. Then 8 
is a linear k-derivation of R. I f  n = 3, then 8 is the derivation as in Lemma 
5.2. I f  n > 3 then the matrix of 8 is of the form (5.1) with r = n - 1. Thus, 
by an induction, R ~ = k. 
Assume now that f and g are nonzero relatively prime polynomials from 
k[ X] such that d( f /g )  = 0. Then (by Proposition 2.4) d( f )  = pf, d (g )  = pg 
for some p ~ k, and (by Corollary 3.3) f ,  g are homogeneous of the same 
degree; set m = degf  = deg g. Denote by y the variable x,,, and put 
f = Fy" + F~ y"-1 + "",  
G t;--I g Gy ~ + ~y + ..., 
where u >~ 0, v >~ 0, and where F, G are nonzero homogeneous polynomials 
from R w i thdegF=m-u anddegG =m-v .  
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Comparing the coefficients of y~ in the equality d( f )  = pf,  we see that 
d(F)  = (p  - ubr)F ,  that is, 8(F)  = (p  - ubr)F .  Comparing the coeffi- 
cients of y~ in the equality d(g)  = pg, we have 8(G)  = (p  - vbr)G. 
Now, let us use Proposition 3.2 (for the derivation 8 and the polynomials 
F and G). By this proposition there exist nonnegative integers j l , . J2, 
i 1, i,_ l and . . . . . .  . "' such that . . . .  J1,J2, ll . . . .  ~,- l  
j l a  +j,2 a + i lb  1 +. . .  + i , _ lb  ~ ~ =p - ub, ,  
j'~a + j'2a + i'~b~ + "" + i',_ ,b~ _ ~ = p - vb~. 
Then 
[(j~ + j2) -  (j ' l  + j ; ) ]a+ ( i ,  - i l )b  ~ + ' "+( i t  , - i "  ~)b,_ ,  
+ ( , ,  - v )b ,  = 0, 
and hence u = v (because the elements a, b 1 . . . . .  b r are Z-independent). 
Thus, 8 (F )  = qF and 8(G) = qG where q = p - ub,  = p - vb r. This 
implies that 8 (F /G)  = 0. Since R a = k, F = cG for some nonzero c ~ k. 
Let us now consider the homogeneous polynomial h ~ k [X]  equal to 
f -  cg. It is obvious that d(h)  = ph. We shall show that h = 0. 
Suppose that h =~ 0. Since f and g are nonzero relatively prime, the 
polynomials f and h are also nonzero and relatively prime. Repeating the 
above procedure for the polynomials f and h we see that they have the same 
degree with respect o !/- But degy h < deg~ f = u because the coefficient 
of y" in h is equal to F - cG = 0. It is a contradiction. Therefore h = 0. 
that is, f /g= c ~ k. This completes the proof of Theorem 1.2. 
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