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We propose a mathematical limit of L1-stable weak asymptotic methods. A family of
L1-stable approximate solutions is transformed into a normal family of holomorphic
functions defined in a complex domain having the real space on its boundary. This provides
a holomorphic function which is the same mathematical object as the solutions from
explicit calculations. The weak limit of the approximate solutions from weak asymptotic
methods in the space of bounded Radon measures is recovered as a boundary value of this
holomorphic function.
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1. Introduction
Weak asymptotic methods construct approximate solutions which obey equations in the sense of distributions up to
a small discrepancy that tends to zero. First defined by Danilov et al. [1], they have been used in explicit calculations
by numerous authors [1–8] to study wave interactions inside the solutions of Riemann or Cauchy problems when these
solutions involve nonclassical products of Heaviside functions, δ-Dirac distributions and even their derivatives. The weak
limit of these weak asymptotic solutions gives the known or accepted solutions, or is validated for instance by the vanishing
viscosity method, see [7], even when singular superpositions of distributions are needed.
Attempts to prove some kind of convergence of the step functions from a numerical scheme have put in evidence that
these step functions satisfy the equations in the sense of distributions modulo a small discrepancy of order one in the
space step (3-D pressureless fluids and 1-D self-gravitating pressureless fluids in [9,10], and Korchinski system in [11]).
Therefore, these numerical schemes are weak asymptotic methods. Further, at the price of computer aided verifications, the
approximation proofs extend to different systems such as the 3-D system of self-gravitating isothermal fluid dynamics [10],
the 3-D system of ideal gases [12], and the 1-D Keyfitz–Kranzer system [11]. These weak asymptotic methods permit to
consider cases in which explicit calculations and reduction to ODEs are impossible or unknown. In particular they are
appropriate to describe the dynamics of propagation, interaction, and formation of various singularities in solutions of 3-D
quasilinear systems.
As a standard in physics one can use regularizations to give a mathematical sense to explicit calculations in equations of
physicswhichdonotmake sensewithin the distributions. Indeed, in the presence of discontinuous solutions, somenonlinear
products do not allow the transfer of partial derivatives on test functions, which forbids theweak formulation in the sense of
distributions, such as for systems that model radiation dominated universes [13–16], and systems that model a mixture of a
liquid and a gas in tubes for offshore petroleum extraction and for cooling in nuclear power stations [17,18], among others.
One observes that one can choose regularizationswhich are analytic in the space–time variable and in the small regularizing
variable [16],which permits to use the properties of analytic functions: uniqueness of analytic continuation permits to define
germs that can be identified with holomorphic functions and also ensures uniqueness of solution of the Cauchy problem
when the equations and initial conditions are satisfied in the sense of equality of the regularized functions. Therefore, when
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explicit calculations are not available such as in weak asymptotic methods stemming from numerical schemes, it is natural
to seek limits of the approximate solutions in the same mathematical context as the one which fits in the case of explicit
calculations. This context was used in [16] for explicit calculations on some classical equations of cosmology. However, as
explained in the beginning of Section 2, it is not original since it is only a mathematical enrichment, using the theory of
holomorphic functions, of the context widely used by physicists for explicit calculations. It is also some analytic version of
the Egorov context [19].
If (x, t) ∈ Rn × R, the mathematical context in use is a context of real analytic functions of variables (x, t, ϵ), which
extend holomorphically on suitable strips in Cn × C × C having the real space Rn × R on their boundary when the small
parameter ϵ tends to 0. The mathematical objects proposed as solutions of equations are holomorphic functions. It has been
checked in [12] that, modulo a natural extrapolation when the space step tends to 0, the well-known numerical results
observed by authors in numerical tests [20–28] are boundary values of these holomorphic functions on the real (x, t)-space,
called here their ‘‘real interpretation’’.
The idea to consider holomorphic functions on a nonphysical complex domain in Cn having Rn on its boundary and to
interpret them by means of their boundary values (in some sense to be made precise) on the real physical space Rn is a
classic in mathematics and mathematical physics which has been developed in different ways. We give two examples.
Hyperfunctions on Rn are defined as difference of boundary values of holomorphic functions on Rn + iΓ ⊂ Cn where
Γ is some open cone in Rn [29, Chapter 3]. They are locally equivalent to analytic functionals, i.e. continuous linear forms
on spaces of entire functions [30, Chapter 9]. Hyperfunctions permit to find solutions to linear PDEs without distribution
solution. The context of hyperfunctions is different from the context in this paper: we use holomorphic functions of two
complex variables f (z, ζ ), where z ∈ C ranges in a neighborhood of the real axis depending on the small regularization
parameter ζ chosen also in C, and we consider boundary values on the real axis in the variable z when the regularization
parameter ζ tends to 0.
Another holomorphic regularization procedure is developed in [31]: the equation is regularized by an exponential
dissipationµDu in the place of the usual viscosity, whereµ > 0 andD a suitable dissipation operator in the place of the usual
Laplacian, u stands for the solution. Then the solutions u(z, t, µ) are entire functions in the space variable z instead of germs
in z, t around the real space in the context used in this paper. This last context is more elementary since one does not solve a
regularized equation. First we observe explicit solutions in the form of simple shock waves (without viscosity); see [16]. We
observe that we can choose them to be holomorphic functions of the space–time variables z, t in complex strips along the
real space and of the small regularization parameter ζ , which therefore will fix our functional space of holomorphic germs.
Then we interpret with the same mathematical objects the approximate solutions from a suitable numerical scheme which
is an L1-stable weak asymptotic method. This permits to pass to the limit by compactness in this functional space: a limit
(of a subsequence) so obtained satisfies the equation in a weak but natural sense.
2. Mathematical context
This context originated in the introduction of a regularizing small parameter for calculations on equations of special
relativistic cosmology [13–15], see [16], and for an interpretation of singular shocks in the Keyfitz–Kranzer system (see the
Appendix). At first, as a standard in physics, a function f = f (x) is regularized as a function f (x, ϵ), where ϵ is a regularizing
parameter, such that f (x, ϵ)→ f (x) in the sense of distributions when ϵ → 0. Then, in order to benefit from the uniqueness
of analytic continuation and from the compactness of the normal families of holomorphic functions [32], we intend to use
the property that the functions (x, ϵ) −→ f (x, ϵ) are analytic in (x, ϵ), which amounts, using their extension to the complex
domain, to transform them into f (z, ζ ), z = x+iy ∈ Cn, ζ = ϵ+iη ∈ C. To summarizewe follow the classical regularization
procedure used by physicists for their explicit nonlinear calculations by introducing a small regularization parameter to
permit the calculations; then this parameter is removedwhen the calculations are completed, [16]. The difference lies simply
in that, in this paper, we include into this procedure the classical mathematical tool provided by the theory of holomorphic
functions since we need more mathematics to treat a passage to the limit in a sequence of functions.
Since ϵ, η, y are arbitrarily small our functional space is a classical space of germs of holomorphic functions located on
the space Rn, i.e. these functions are defined in variable open sets in Cn × C having the real space Rn = Rn × {0} on their
boundary. The theory of normal families of holomorphic functions provides the needed compactness property even in case
of shock waves, which appear as boundary values of these holomorphic functions. The choice (2) of suitable domains in z, ζ
follows from attempts from which it appeared to be the most adequate.
The letters r, θ, µwill always denote real numbers such that
0 < r < 1, 0 < θ <
π
6
, 0 < µ <
1
2
. (1)
The strictly positive values r, θ, µwill be as small as needed. One considers the open strip inR2n+2 parallel to the real space
Rn of variable x defined by
S(r, θ, µ) = {(z, ζ ) ∈ Cn × C/x ∈ Rn, 0 < |ζ | < r, − θ < arg ζ < θ, |yi| < µϵ ∀i = 1, . . . , n}. (2)
In the sequel S(r, θ, µ) is denoted by S.
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The real space Rn lies on the boundary of S(r, θ, µ) by letting ζ = ϵ + iη tend to 0 (therefore from (2) y → 0). Let F be
the set of all strips S(r, θ, µ), when r, θ, µ→ 0. The set F is a net for the inclusion. We set
HS := {holomorphic functions F : S −→ C}.
If S ′ ⊂ S the restriction map HS −→ HS′ , F −→ F |S′ , is injective from the uniqueness of analytic continuation. In the
reunion of the setsHS one considers the equivalence relation
(F1, S1) ≡ (F2, S2)⇔ ∃S3 ⊂ S1 ∩ S2/F1|S3 = F2|S3 . (3)
The set of all equivalence classes is by definition our space of germs of holomorphic functions on Rn in the x-variable, that
we denote byH(Rn). This space is the inductive limit (in the category of vector spaces) of the vector spacesHS directed by
inclusions, when r, θ, µ→ 0.
Now let us check thatH(Rn) contains many objects that can represent the usual irregular functions of physics. To this
end notice that to any function f ∈ L1(Rn), we can associate several elements F ∈ H(Rn) from which we recover f on Rn
considered on the boundary of S(r, θ, µ) in the following way:
∀ψ ∈ C∞c (Rn) lim
ϵ→0

F(x, ϵ)ψ(x)dx =

f (x)ψ(x)dx. (4)
When (4) holds we say that f is the real interpretation of F . A passage from f to F is done in a standard way by convolution
with some suitable form of the Dirac delta function, as this is done for classical embeddings of L1(Rn) into spaces of analytic
functions known in the literature, for instance hyperfunction spaces [29, Chapter 3, Section 5]. We simply obtain a version
of the standard results on this embedding. Set
ρ(z) = const 1
((z1)2 + 1)s · · · ((zn)2 + 1)s , s ∈ N, s ≥ 1 (5)
and define
F(z, ζ ) :=

Rn
f (λ)
1
ζ n
ρ

λ− z
ζ

dλ. (6)
Lemma 1. ∀f ∈ L1(Rn), the function F defined in (6) is inH(Rn) and has f as real interpretation. Further, if f is continuous at
a point x0 then F(x, ϵ)→ f (x0) when ϵ → 0 and x → x0.
Proof. For simplicity the proof is given in the 1-dimensional case n = 1. It extends to n space dimension provided s to be
large enough. Let r, θ, µ satisfying (1) be given. From (5) and (6)
F(z, ζ ) = const · ζ 2s−1

R
f (λ)
[(λ− z)2 + ζ 2]s dλ. (7)
Assume (z, ζ ) ∈ S(r, θ, µ) and λ real. Then |(λ − z)2 + ζ 2| ≥ |Real((λ − z)2 + ζ 2)| = (λ − x)2 + ϵ2 − y2 − η2 ≥
(λ− x)2+ ϵ2(1−µ2− tan2 θ) > (λ− x)2+ ϵ23 from (1) and (2). Therefore, the denominator in (7) does not take the value 0
when (z, ζ ) ∈ S(r, θ, µ) and, since it tends to∞ fast enough when λ→ 0, the function F is holomorphic in (z, ζ ). Further,
one obtains
|F(z, ζ )| ≤ const|ζ |−1∥f ∥L1 . (8)
The last assertion is classical from the formula F(x, ϵ) =  f (x+ kϵ)ρ(k)dk and the decrease of ρ at∞. 
The choice of definitions (1) and (2) has been done so that the above holds, as well as from an examination of explicit
candidates for Heaviside functions such as 1
π
(arctan( z
ζ
)+ π2 ). These results can be easily extended toRn×]0, T [ considering
f null out of Rn×]0, T [, as well as the definitions below of strong and weak holomorphic germ solution.
A Heaviside function H is an element ofH(R)whose real interpretation is the classical Heaviside function; it suffices to
take as f in (6) the Heaviside function. A Dirac function δ is an element ofH(R)whose real interpretation is the Dirac delta
distribution. To obtain a Dirac function it suffices to take the derivative of a Heaviside function H ∈ H(R).
The concept of solution of equations in the sense of equality in H(R×]0, T [), i.e. equality of holomorphic
germs, is referred to as a strong holomorphic germ solution. The analytic solutions in the classical (even nonlinear)
Cauchy–Kovalevskaya theorem provide examples of the strong holomorphic germs solution. Examples of solutions of linear
PDEs in settings of analytic functions – which therefore are strong solutions in the above sense – are given in exercises of
Section 17 of [33]. On the other hand distributional solutions, i.e. solutions that make sense through the use of test functions
to which the partial derivatives are transferred, appear quite different: they are weak solutions similar to those defined
below.
Solutions in a weak sense can be defined (in the 1-D case for simplification) as follows. LetΦ = (Φ j)1≤j≤m : Rm −→ Rm
be a set ofm polynomialsΦ j inm variables; j is an index.
590 M. Colombeau / J. Math. Anal. Appl. 395 (2012) 587–595
Weak holomorphic germs solution. By definition U = (U j)j=1,...,m, where each U j ∈ H(R×]0, T [), is a weak holomorphic
germ solution of the systemUt+ ∂∂xΦ(U) = 0 ofm scalar equations iff each component of Ut+ ∂∂xΦ(U) has the null function
as real interpretation i.e.
∀j = 1, . . . ,m,∀ψ ∈ C∞c (R×]0, T [),

R×]0,T [

(U j)t + ∂
∂x
(Φ j(U))

(x, t, ϵ)ψ(x, t)dxdt → 0 (9)
when ϵ → 0+ (that can be stated as usual by transferring the derivatives on the test function; note that both the strong and
the weak holomorphic germs solution make sense in the case of systems in nonconservative form such as those in [13–15]
used in relativistic cosmology and those in [17,18] used in petroleum industry and nuclear power stations).
As the usual concept of a weak solution this concept suffers from nonuniqueness and classical examples show that it
does not allow free manipulation of equations.
Even when the set of approximate solutions (uh) is uniformly bounded in L1, a weak limit u of a subsequence of (uh) in
the space of bounded Radon measures (Mb(R×R+))m (from the classical weak or *-weak compactness methods in Banach
spaces [34]) does not necessarily satisfy the equations even in the sense of distributions; see an example in Appendix. To
exhibit an object that could be proposed as a solution, we follow the guide provided by the explicit solutions when they
exist: we construct as limit of a subsequence of the uh’s a suitable holomorphic germ U in the sense defined in this section
that will satisfy (9) and that will admit u as real interpretation, thus justifying the fact that, although not a solution, u carries
some main information on the solution U . To this end we associate to (uh) a corresponding family (Uh) of holomorphic
germs by a suitable convolution procedure. By compactness in the space of holomorphic germs the family (Uh) produces
the holomorphic germ U satisfying (9).
3. Limits of weak asymptotic methods
One assumes the existence of sequences (un)n, (vn)n of step functions: R×]0, T [−→ R, constant on the rectangles
](i − 12 )hn, (i + 12 )hn[×](j − 12 )kn, (j + 12 )kn[, i ∈ Z, j ∈ N, where hn → 0, kn → 0 when n → ∞. We assume that
the sequences (un)n, (vn)n satisfy the following properties:
(i)Weak asymptotic method. For a system ut + f (u, v)x = 0, vt + g(u, v)x = 0 one assumes that: ∀ψ ∈ C∞c (R×]0, T [)
[unψt + f (un, vn)ψx]dxdt → 0, (10)
[vnψt + g(un, vn)ψx]dxdt → 0, (11)
when n →+∞. We assume that f , g are polynomials in u, v, which covers the applications considered so far.
(ii) Stability. There exists a real number const > 0, independent on n and t , such that
R
|un(x, t)|dx ≤ const,

R
|vn(x, t)|dx ≤ const (12)
for almost all t ∈]0, T [. Of course this implies
R×]0,T [
|un(x, t)|dxdt ≤ const,

R×]0,T [
|vn(x, t)|dxdt ≤ const (13)
and
∥un∥∞ ≤ consthn , ∥vn∥∞ ≤
const
hn
(14)
in the interior of the rectangles of sides hn, kn where these functions are constant (consider the extreme case in which these
functions are null except in one rectangle only, and apply (12)).
It follows from (13) that the sequences (un)n, (vn)n are bounded in L1(R×]0, T [). Therefore by *weak compactness, see for
instance [34], one can extract subsequences that converge *weakly in the spaceMb(R×]0, T [) of bounded Radon measures
to some elements u, v ∈ Mb(R×]0, T [). Without loss of generality we can consider that the whole sequences (un)n, (vn)n
are convergent. The theorem below overcomes the fact that u, v do not satisfy the equations in general; see the Appendix.
It extends at once to general systems and to several space dimension.
Theorem. Under the above assumption (ii) of stability, the weak asymptotic method (i) converges in the sense:
there exist a subsequence of the sequence (un, vn)n, still denoted (un, vn)n without loss of generality, two sequences (Un)n, (Vn)n
of elements of H(R×]0, T [) and a pair U, V of elements of H(R×]0, T [) such that
(i) weak holomorphic germ solution of the equations: the pair (U, V ) satisfies (9) for the equations ut + f (u, v)x = 0, vt +
g(u, v)x = 0,
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(ii) connection with the weak limit of approximate solutions: U, V have the real interpretation u, v respectively.
Further U, V appear as a limit from the approximate solutions (un, vn).
From their construction in the proof below, Un, Vn have to be close enough to the real functions un, vn by taking suitable
convolutions (s and α in (15) and (16) large enough). Therefore Un, Vn are approximate extensions of the L1 functions un, vn
to the complex domain. In particular∀n,Un, Vn have the real interpretations un, vn respectively. The convergence is intended
in the sense: Un → U, Vn → V uniformly on any compact set of a strip S(r, θ, µ).
Proof. We use standard mollifiers
ρ(z, t) := const
(1+ z2)s(1+ t2)s , (15)
where z = x+ iy, t = τ+ iτ ′ ∈ C, x, y, τ , τ ′ ∈ R. The real value const is such that  ρ(x, τ )dxdτ = 1. The value s ∈ N, s > 1
will be fixed later. We set ρξ1,ξ2(z, t) := 1ξ1·ξ2 ρ( zξ1 , tξ2 )where ξ1, ξ2 ∈ C.
We set
Un(z, t, ζ ) := [un ∗ ρξ1,ξ2 ](z, t), ξ1 = ζ · (hn)α, ξ2 = ζ · (kn)α, (16)
for some α > 0 to be fixed later. We use the same formula for Vn, replacing un by vn.
It follows from (13) and Lemma 1, that Un, Vn are defined on a strip S(r, θ, µ), in which (x, t) ranges in
R×]0, T [,∀(r, θ, µ) satisfying (1), and that they admit un, vn as real interpretations (4) respectively. The families {Un}, {Vn}
are uniformly bounded on compact subsets of S(r, θ, µ) from (8) and (13), which permits to apply the theory of normal
families of holomorphic functions [32]. We denote again by (Un)n, (Vn)n the convergent subsequences thus obtained and by
U, V their respective uniform limits on compact subsets of S(r, θ, µ). The main part of the proof consists in proving that for
s and α large enough (independent on ψ) one has
[Un(x, t, ϵ)ψt(x, t)+ f (Un, Vn)(x, t, ϵ)ψx(x, t)]dxdt →

[unψt + f (un, vn)ψx]dxdt (17)
uniformly in nwhen ϵ → 0. This will be proved in the next section. Assume (17) holds. Then consider the following diagram
[Unψt + f (Un, Vn)ψx]dxdt ϵ→0,fixed n−→

[unψt + f (un, vn)ψx]dxdt
n →∞ ↓ fixed ϵ n →∞ ↓
[Uψt + f (U, V )ψx]dxdt ϵ→0−→ 0.
From (17) the limit in the top horizontal arrow is uniform in n. The left vertical arrow is a simple limit for fixed ϵ from
the definition of U as limit of the Un’s uniformly on compact subsets of S(r, θ, µ). The right vertical arrow is the limit (10).
Therefore, since the top horizontal arrow is uniform in n then the bottom horizontal arrow holds as a limit when ϵ → 0,
the double limit holds and the diagram is commutative. 
4. Proof of the uniform convergence
In this section,we prove the uniform convergence in the top horizontal line of the diagram, i.e. (17). In the proofwewould
like to use compactness of the support of the mollifier, which is impossible since the mollifier ρ is analytic. Therefore, the
proof is based on a cut-off of the (positive for real variables) mollifier into a ‘‘main part of integral close to 1’’ which is
compactly supported in a large interval [−ϵ−βh−1, ϵ−βh−1] and a ‘‘minor part’’, of integral close to 0, supported in the
complement of this interval.
To simplify the formulation and avoid a notation hn the functions un, vn are denoted uh, vh and the quantity
f (uh, vh)ψxdxdt is replaced by a quantity

f (uh)ψdxwhere f is a function of one variable and where we assume (12) on
uh. For simplification, the detailed proof is given in the x-variable instead of the x, t-variable. The proof in the x, t-variable
obviously does not involve a significative change in arguments (decomposition of the integrals fromUn, Vn in (17), stemming
from the convolution (16), in order to follow a cut-off of themollifier (15) similar to the cut-off (22) below, and samemethod
of bounds).
We want to prove that
f (Uh(x, ϵ))ψ(x)dx →

f (uh(x))ψ(x)dx (18)
uniformly in hwhen ϵ → 0 as a simplified version of (17) to shorten the notation. Setting
ρ(z) = const
(1+ z2)s , ρζ (z) =
1
ζ
ρ

z
ζ

, (19)
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s ∈ N to be chosen later, and setting
Uh(z, ζ ) = (uh ∗ ρζhα )(z), (20)
α > 0 to be chosen later, then, it follows from (7) and (13) that Uh ∈ HS for any r, θ, µ satisfying (1). From the assumption
that f , g are polynomials there exists N such that
|f (u)| ≤ const · |u|N , |f ′(u)| ≤ const · |u|N−1, (21)
for |u| large enough. We recall that β ∈]0, 1[ is given. As explained above the function ρ is cut-off into
ρ = ρχϵ−βh−1 + (ρ − ρχϵ−βh−1) (22)
where χµ denotes the characteristic function of the interval ]−µ,+µ[, µ > 0, to be replaced by the characteristic function
of a rectangle in x, t-space for the 2-D extension of the proof. For large µ we will use the following bound from (19): +∞
µ
ρ(x)dx ≤ const  +∞
µ
dx
x2s
= const · µ−2s+1, with const independent on s since s ≥ 1. Therefore +∞
ϵ−βh−1
ρ(x)dx ≤ const · ϵβ(2s−1)h2s−1. (23)
In this simplified one dimensional context the claimed result (17) will be ensured by the following proposition.
Proposition. If s ≥ 1+N2 and α ≥ 2+ N, then |
 [f (Uh(x, ϵ))− f (uh(x))]ψ(x)dx| → 0 uniformly in h when ϵ → 0.
Proof. First decompose
 [f (Uh(x, ϵ))− f (uh(x))]ψ(x)dx = I + I1 + I2 + I3 where
I =

{f [uh ∗ (ρχϵ−βh−1)ϵhα ] − f (uh) ∗ (ρχϵ−βh−1)ϵhα }(x)ψ(x)dx, (24)
I1 = −

[f (uh) ∗ (ρ − ρχϵ−βh−1)ϵhα ](x)ψ(x)dx, (25)
I2 =

{f [uh ∗ (ρχϵ−βh−1)ϵhα + uh ∗ (ρ − ρχϵ−βh−1)ϵhα ] − f [uh ∗ (ρχϵ−βh−1)ϵhα ]}(x)ψ(x)dx, (26)
I3 =

[(f (uh) ∗ ρϵhα )(x)− f (uh)(x)]ψ(x)dx. (27)
f (Uh(x, ξ)) and f (uh(x)) appear respectively in the first term in I2, see (20) and (22), and the second term in I3. Simplifications
occur between the first term in I and the second term in I2, the second term in I and the second term issued from the
development of the parenthesis in I1, the first term from the parenthesis in I1 and the first term in I3. We will give separate
bounds for I, I1, I2 and I3.
• Bound of I . The uh’s are step functions constant on the intervals Ii :=](i− 12 )h, (i+ 12 )h[. Let us state
l :=

ρχϵ−βh−1dx =
 ϵ−βh−1
−ϵ−βh−1
ρ(x)dx. (28)
From (23) and

ρ(x)dx = 1,
l = 1− const · ϵβ(2s−1)h(2s−1). (29)
Since ϵ and h are small and since−β+1 > 0, if α−1 > 0, the support of (ρχϵ−βh−1)ϵhα , namely [−ϵ−β+1hα−1, ϵ−β+1hα−1],
is small for ϵ, h small, so it is contained in [− h4 , h4 ].
In the central parts
i− 1
2

h+ ϵ−β+1hα−1,

i+ 1
2

h− ϵ−β+1hα−1

(30)
of the intervals Ii the functions
f [uh ∗ (ρχϵ−βh−1)ϵhα ] (31)
and
f (uh) ∗ (ρχϵ−βh−1)ϵhα (32)
are respectively equal to f (luh) and lf (uh), since uh is constant on the intervals Ii and from the small size of the support
[−ϵ−β+1hα−1, ϵ−β+1hα−1] of the mollifier in (31) and (32).
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In the intervals Ji := [(i+ 12 )h− ϵ−β+1hα−1, (i+ 12 )h+ ϵ−β+1hα−1] centered at the interfaces of the intervals Ii the two
functions uh ∗ (ρχϵ−βh−1)ϵhα and (32) both present a monotonous junction due to the convolution by the positive function
(ρχϵ−βh−1)ϵhα , between their constant values uh and lf (uh) respectively considered above in the central parts of the intervals
Ii and Ii+1. Therefore, from (14) and (21), each of the two functions (31) and (32) has absolute values less than const · h−N on
these intervals Ji.
Taking into account these two kinds of intervals, formula (24) gives
|I| ≤

|f (luh(x))− lf (uh(x))| |ψ(x)|dx+


Ji
const · h−N |ψ(x)|dx. (33)
From (29) setting ϵ1 = const · ϵβ·(2s−1)h2s−1, then l = 1− ϵ1. Therefore, f (l · uh(x))− lf (uh(x)) = f [(1− ϵ1)uh(x)]− (1−
ϵ1)f (uh(x)) = −ϵ1f ′(· · ·)uh(x)+ ϵ1f (uh(x)). From (14) and (21) this bound gives
|f (luh(x))− lf (uh(x))| ≤ const · ϵ1 · h−(N−1)h−1 + const · ϵ1h−N ≤ const · ϵβ·(2s−1)h2s−1h−N .
The number of intervals Ji is less than consth from the compactness of the support ofψ , and each one has length 2ϵ
−β+1hα−1.
Therefore, the whole length of the domain of integration

Ji is less than consth · 2ϵ−β+1hα−1. Therefore, the second integral
in (33) is less than consth ϵ
−β+1hα−1h−N .
From (33) one obtains
|I| ≤ const · ϵβ(2s−1)h2s−1−N + const
h
ϵ−β+1hα−1h−N ,
which implies
|I| ≤ const ·max(ϵβ(2s−1), ϵ1−β) ·max(h2s−1−N , hα−2−N). (34)
Since β has been chosen in ]0, 1[, 0 < ϵ < 1, 0 < h < 1, the choices
s ≥ 1+ N
2
, α ≥ 2+ N (35)
imply that I → 0 uniformly in hwhen ϵ → 0.
• Bound of I1. From (25) I1 = −

(f (uh))(x) · (ρ − ρχϵ−βh−1)ϵhα (y) · ψ(x+ y)dxdy, which, from (19) and (21), implies
|I1| ≤ const(1+ ∥uh∥∞)N 1
ϵhα

|(ρ − ρχϵ−βh−1)
 y
ϵhα

|dy.
From (14) and (23),
|I1| ≤ const · h−N

(ρ − ρχϵ−βh−1)(λ)dλ ≤ const · h−Nϵβ(2s−1)h2s−1 (36)
i.e. |I1| ≤ const · h2s−1−Nϵβ(2s−1). Therefore, in order that I1 → 0 uniformly in hwhen ϵ → 0 we choose
s ≥ 1+ N
2
. (37)
• Bound of I2. From (26), the mean value theorem gives
|I2| ≤

|f ′(· · ·)| · |uh ∗ (ρ − ρχϵ−βh−1)ϵhα (x)ψ(x)|dx.
From (14) and (21),
|I2| ≤ const · h−(N−1)

|uh(x)(ρ − ρχϵ−βh−1)ϵhα (y)ψ(x+ y)|dxdy.
Therefore, using the bound (36) with uh instead of f (uh), i.e. with a bound h−1 instead of h−N , we obtain
|I2| ≤ h−(N−1)const · h−1ϵβ(2s−1)h2s−1, (38)
which is same as (37). Finally, I2 → 0 uniformly in hwhen ϵ → 0, provided s ≥ N+12 .• Bound of I3.
 [(f (uh) ∗ ρϵhα )(x)]ψ(x)dx =  f (uh)(x)ρ(λ)ψ(x+ ϵhαλ)dxdλ. Therefore, since  ρ(λ)dλ = 1, it follows
from (27) that
I3 =

f (uh(x))ρ(λ)[ψ(x+ ϵhαλ)− ψ(x)]dxdλ ≤ const · h−Nϵhα

|λ|ρ(λ)dλ
from (14) and (21). Then I3 ≤ const · ϵ · hα−N . It suffices to have α ≥ N . 
The theorem extends to systems of arbitrary number of equations in several space dimensions.
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5. Conclusion
The theorem applies for the newweak asymptotic methods provided by approximations of systems for 3-D pressureless
fluid dynamics [9,10], 1-D self-gravitating pressureless fluid dynamics [10], and 1-D Korchinski system [11]. It has been
always observed that the boundary values of the holomorphic germs constructed in the theorem are the known solutions.
The problem of selection of the weak holomorphic germs solution remains unsolved. From some easy computer aided
verifications to instanceswhere values of the space step h are as small as possible, whose extrapolationwhen h → 0 appears
natural, the theorem presumably applies in much more general situations, such as the 3-D system of ideal gases and other
3-D systems of fluid dynamics [10,12]. Indeed computer aided verifications [12], if completed by their extrapolation when
h → 0, show that the theorem could be applied, in the case of all classical tests that were attempted, so that the well known
accepted numerical solutions [28,26,27,21–23,20,25] would be boundary values of the weak holomorphic germs solution.
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Appendix. An example showing the difference between holomorphic germs solution and classical weak limits which
are their boundary values
In a singular shock (u, v), solution of the Keyfitz–Kranzer equations [35]
ut + (u2 − v)x = 0, (39)
vt +

1
3
u3 − u

x
= 0, (40)
the approximate function uh presents two small peaks on the discontinuity and the function vh presents a large peak which
is observed to be a delta wave [24]. Each of the two peaks in the function uh tends to disappear when the space step tends
to zero (more precisely, the area delimited by each of them tends to zero). This puts in evidence a contradiction which is
resolved by distinguishing the weak holomorphic germ constructed in the theorem from its boundary value when ϵ → 0.
Indeed the singularity which is observed on the discontinuity of uh is insignificant from the point of view of distribution
theory when h → 0 since the area under each peak tends to 0 when h → 0 [24], even not taking into account that the two
peaks tend to compensate each other in the integral

uh(x, t)ψ(x)dx. Therefore, the classical weak limit of the uh’s appears
to be a simple traveling discontinuity.
But the two peaks in uh are a basic ingredient in the solution of the equations. If the function u in Eq. (39) was a
simple discontinuity then ut , therefore from (39) (u2 − v)x, would be in the form of a Dirac delta function located on the
discontinuity (i.e. a delta wave). Then u2 − v would have the form of a Heaviside function. But it is impossible for u2 (= a
simple discontinuity) to compensate the delta peak in v. Therefore, u cannot be a simple discontinuity. The small peaks in
the function u, which are insignificant in the sense of distributions, do play a basic role in the solution of the equation. The
same reasoning holds in Eq. (40): vt shows a derivative δ′ of the Dirac δ function which, if u were a simple discontinuity,
could not be compensated by ( u
3
3 − u)x that would be in the form of a Dirac delta function.
In this paper, the contradiction is resolved by distinguishing the holomorphic germ, denoted by U : (z, t, ζ ) −→
U(z, t, ζ )which carries the small, but basically important, singularities observed in the uh’s, and the boundary value u of U
obtained by letting the regularization parameter tend to 0: a simple discontinuity.
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