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ABSTRACT 
The technique of laminography is used to image different planes of interest in an 
object. A laminograph is obtained by shifting and aligning several radiographs. For 
aircrafts the problem of corrosion within two layers of metal is a serious one. The ability 
of a laminograph to image multiple adjacent focal planes within a three dimensional object 
makes the technique of laminography ideal for locating corrosion in metal parts. Ideally 
the features in other focal planes should not be visible in the laminograph of a particular 
focal plane but in an actual laminograph these undesirable features, known as artifacts, are 
visible, and they confuse the perception of the viewer. It is desirable to remove these 
artifacts or at least reduce their effect. For simple objects like a printed circuit board 
(PCB), the artifacts are in the same focal plane. Therefore locating and removing these 
artifacts is done after the alignment of the radiographs. All the artifacts can be removed at 
the same time by making a laminograph of the artifacts and setting the intensity of these 
artifacts to the average background intensity. For aircraft parts the most undesirable 
artifacts are the rivet heads that are always visible in the final laminograph. These rivet 
heads make a cloud-like artifact that conceals the corrosion around the rivet. Due to the 
complex geometric structure of the aircraft parts, the process of artifact reduction is not as 
simple as it is for a PCB. Since the rivets do not exist in a single focal plane therefore 
removing the artifacts due to these rivets has to be done prior to the alignment of 
radiographs. Removal of artifacts from the final laminograph makes it more informative 
vu 
and a clearer picture of the corrosion can be seen.· Once we know the shift required in each 
radiograph for alignment, this knowledge can be used to calculate the depth of corrosion. 
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CHAPTER 1. INTRODUCTION 
Nondestructive evaluation (NDE) is the branch of engineering concerned with the 
examination of an object in a way that does not effect its future usefulness. Nondestructive 
evaluation is field of study concerned with the development of analysis techniques for the 
quantitative characterization of materials and structures by noninvasive means. NDE 
encompasses such activities as material characterization, real time monitoring during 
manufacturing, flaw or damage detection in components, inspection of assemblies for 
tolerances, alignment and periodic monitoring of flaw or damage growth in order to 
determine the maintenance requirements and to assure the safe operation of the part. NDE 
also has numerous applications in noninvasive medical diagnosis. With the ever-
. increasing costs of material and labor, the best use ofNDE occurs early in the design and 
fabrication process. Another reason to tum to NDE is that components usually are too 
costly to destructively test a number of them to demonstrate their design goals. 
Environmental concerns are also a reason for the increasing use of nondestructive 
evaluation. 
Nondestructive evaluations may be based on ultrasonic, radiographic, 
thermographic, electromagnetic and optic methods, which are employed to probe interior 
microstructure and characterize subsurface features. Radiography has been used in medical 
imaging and other inspection areas for decades now and in the recent years it has become 
more popular because of its ability to reconstruct a three dimensional picture of an object 
from two dimensional projections. A radiograph provides an instant picture of the test 
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object for inspection, unlike other techniques like ultrasonic where the signals require 
some kind processing before they can be meaningfully interpreted for evaluation and 
testing purposes. Due to the advancement in image processing techniques, it has become 
quite easy to manipulate X-"ray images in such a way as to get more in-depth results. New 
x-ray imaging systems are available that provide digital radiographs with a high signal to 
noise ratio. All these qualities make radiography a highly desirable technique for NDE. 
Computed x-ray tomography is the most significant application of image 
reconstruction from projections. It is a process that can produce a three-dimensional image 
of the test object from multiplex-ray projections without any invasive examination. 
However, computationally, it is very expensive and an alternate method exists for getting 
information at particular depths in an object along the line-of-sight. 
The technique of laminography is used to image different planes of interest in an 
object. A laminograph is obtained by shifting, aligning and averaging several radiographs. 
Since this technique is not perfect, while imaging a certain plane, features from other focal 
planes are also apparent. These shadow-like features are known as artifacts, and they 
confuse the perception of the viewer. It is desirable to remove these artifacts or at least 
reduce their effects. A scheme for laminography has been developed (Hsieh, 1999), that 
reduces the effects of these artifacts. This scheme has been tested on real radiographs of a 
grid-line flat object and a printed circuit board, and proved to be very efficient in the 
reduction of the artifacts. --· 
· While making a laminograph, identification of features at different focal planes is 
necessary since these features are used for aligning the radiographs. At the same time the 
3 
features responsible for producing artifacts have to be identified too since they have to be 
removed from the final laminograph to get rid of the artifacts. The edge images of the 
unwanted features are used for their identification and removal. Hence, the better quality 
of a laminograph depends on better edge or boundary detection of unwanted features. 
1.1 Literature Review 
X-ray laminography is a tomographic technique that can examine different planes 
of focus within a three dimensional structure (Macovski, 1983). Laminography is not as 
computationally intensive as computed tomography (Halmshaw, 1995). Even though 
laminography is as old a technique as tomography, very.few research papers related to this 
topic can be found. Physical standards have been specified for the evaluation and 
qualification of an x-ray laminography system (Siewert et al., 1992). The basic principal 
· of a conventional laminography system is to move the x-ray source and detector around on 
opposite sides of the object. X-ray beams penetrate through the object and are projected on 
to a two-dimensional x-ray detector. In the plane of focus, the geometric relationship 
keeps the image in the focal plane at the same position on the detector plane and produces 
a sharp image. However, points from an out of focus plane show blurred images in the 
detection plane (Rooks et al., 1995). Commercial laminography systems for the inspection 
of printed circuit boards are available. These systems can examine any focal plane within 
a circuit board by moving the board until the region of interest is at the plane of focus of 
the system. For such laminography systems the contribution of out of plane material, also 
. . 
known as artifacts, is quite significant and has been studied in detail (Siewert, 1993). 
Another transnational laminographic system for PCB inspection has also been proposed 
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(An et al, 1998). The x-ray source and detector are kept stationary and the object table is 
moved mechanically to generate the graphic images. Another method of constructing 
laminographs is to take several radio graphs, obtained by moving the source in a plane 
parallel to the plane of focus and shifting and aligning these radio graphs using image 
processing techniques (Hsieh, 1999). For this method a new x-ray imaging technique, 
Reverse Geometry X-Ray System (RGX) was used to obtain the radiographs. RGX uses a 
scanning point source below the object and eight point detectors above. Due to the point 
detectors, the RGX system provides high signal to noise ratio and high contrast sensitivity 
(Albert, 1993). 
Since real images always have some kind of noise, therefore a noise reduction 
technique has to be applied in the preprocessing stage. The most common noise reduction 
technique of lowpass filtering results in the loss of high frequency components that contain 
most of the edge information. Hence, to form a precise laminograph a filtering technique 
is required that reduces noise while preserves edges at the same time. Nonlinear diffusion 
filtering, which is the solution of the nonlinear diffusion equation provides us with such a 
technique (Perona and Malik, 1990), (Witkin, 1983), (Alvarez et al., 1992). Other 
techniques that are less computationally intensive then nonlinear diffusion are also 
·. available. These techniques include adaptive filtering techniques for noise.reduction so 
that maximum edge information can be preserved and sophisticated edge detection method 
like Canny edge detector (Canny~ 1986). 
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CHAPTER2. LAMINOGRAPHY 
Laminography is a branch of tomography, before discussing laminography; it 
seems only natural to explain a little about tomography. The main difference between 
modem day computerized tomography (CT) and laminography is that in a CT image, a 
three-dimensional reconstruction of the test object is attempted, whereas a laminograph is 
the image of a two-dimensional plane within the test object. 
2.1 Tomography 
Tomography is a radiographic technique, often used for medical diagnosis, which 
attempts to improve the visualization of certain regions in the test object. The original 
tomographic technique, commonly referred to as conventional or geometric tomography, 
refers to the technique in which the x-ray ·source and photographic plate are moved in 
opposite directions within parallel planes. If the source and film are moved with the same 
speed, then a planer section of the object will remain in focus on the tomogram. 
Conventionally the coordinated motion of source and film is along a line. Such a 
tomogram usually provides good spatial resolution, the image contrast, however, decreases 
with increasing object thickness or increasing tomographic angle. 
The tomographic technique used today is called computerized tomography (CT). 
CT requires the understanding of the underlying theory of" Reconstruction from 
Projections". In most cases, a beam narrowed to intersect only that section samples a 
transverse planer section. The projected data is then collected by an array of detectors and 
processed by a computer according to a certain algorithm (Katz, 1978). 
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2.1.1 Meaning of a Projection · 
When a monochromatic x-ray beam of intensity I passes through an object, it is 
attenuated by a factor&, this attenuation causes fewer x-ray photons to pass through the 
object. The instantaneous ratio M / I is known as the linear x-ray attenuation coefficient, 
µ, at any point along the path of the x-ray beam. For a homogenous objectµ is a constant 
and the penetrating intensity, I, can be related to the incident intensity I 0 by the equation 
I= I 0e-µx, where xis the thickness of the object. It means that the intensity of the 
transmitted beam decreases exponentially as the thickness of the attenuator increases 
(Young, 1957). 
In real life an object is usually composed of different materials of various 
thickness. Each material has its own characteristic attenuation coefficient. Suppose an 
object consists of n materials of attenuation coefficients: µi, µ2 , ..... , µn and particular 
thickness: xi,x2 , •••••• ,xn. If the intensity of the incident beam is I 0 then the observed 
transmitted intensity would be given by: 
Computerized tomography treats the xi's as known and calculates the A's. The 
data in each projection provides the required values of ln(I0 /I). The number of 
algorithms developed for the reconstruction from the projection data is quite large but the 
basic idea behind the prominent methods is the same, known as the back-projection or the 
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summation method. This technique produces a reconstruction by overlaying a series of 
spread out or back projected images, which can be obtained from the data in each 
projection. The back-projection method has several problems, which are removed by the 
convolution or filtered back-projection method. The detail of these methods can be found 
in almost all books on image reconstruction from projections, e.g. (Katz, 1978). 
2.2 X-ray Laminography Schemes 
Larninography is a form ofx-ray imaging, which can make cross-sectional images 
of a certain plane in the test object. A larninograph is formed by obtaining multiple 
radiographs of the test object. The desired plane is imaged by properly aligning and 
averaging these radiographs. There are two types oflaminography schemes; scanned-
beam x-ray laminography and motionless or reverse geometry x-ray laminography ·. 
2.2.1 Scanned-beam X-ray Laminography 
In a scanned-beam x-ray larninography, the ability of the laminography system to 
focus on a specific slice in the test object is achieved by using an x-ray source and detector 
that rotate in synchronized motion, 180° out of phase with one another, while the target 
remains stationary (Rooks et al., 1995). Images are collected throughout the rotation. 
Finally all the images that are gathered are averaged together to make one final image. 
The averaging process causes object features that are in the focal plane to become 
· prominent in the final image; object features that are not in the focal plane are blurred out 
of the image by the averaging, so these features appear only faintly. By shifting the object 
up and down in the vertical direction, a number oflarninographs of adjacent focal planes 
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can be obtained. Figure 2.1 shows the schematic view of a scanned-beam x-ray 
, 
laminography system. 
Rotation of the detector in the horizontal plane is coordinated with the movement 
of the x-ray beam. This synchronized movement maintains a fixed geometric relationship 
x-ray point source path 
focal plane 
Figure 2.1 Schematic representation of scanned-beam x-ray laminography system 
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between the focal and detector planes. As can be seen from Figure 2.1, the rotating x-ray 
beam, which traces a pattern with the shape of a cone, is oriented at some angle from the 
vertical. The angle of the x-ray beam from the vertical determines the amount of blurring 
for the out-of-plane material (Siewart et al., 1992). 
2.2.2 Motionless X-ray Laminography 
The scanned-beam laminography system depends on the synchronized motion of 
the point source and the imaging plane to maintain a particular plane in focus. When the 
final laminograph constructed from such a system is observed, the edges of the material in 
the plane-of-focus are less distinct then an radiograph obtained from a conventional x-ray 
imaging system. This is partly due to the material above and below the plane-of-focus and 
partly due to the vibrations or slight mechanical inaccuracies in the system when the source 
and imaging plane are rotating (Siewart et al., 1994). A better resolution image can be 
obtained if a way of keeping the point source and the imaging plane stationary can be 
found. 
The reverse geometry x-ray (RGX) system provides a solution to the above 
problem. An RGX system, by reversing the geometry of the conventional x-ray imaging 
system obtains high contrast sensitivity due to minimum scatter detection. 
2.2.2.1 Working of the RGX system 
When the x-ray photons are transmitted through the imaged object. They interact 
with the object's atoms in two modes. Attenuation produces the radiograph "signal" and 
scatter produces "noise". Scatter sometimes overwhelms the signal and reduces the 
contrast-sensitivity of the radio graph especially for a large scanning area the signal to noise 
ratio becomes very poor (Macovski et al., 1979). A conventional x-ray system uses a point 
source and a detector array. The RGX system reverses the geometry of the conventional 
radiography system by using a scanning source, somewhat similar to a TV's cathode ray 
tube, to sweep in a raster pattern across the test object. The detector used is a point detector 
directly connected to the CPU. The object is placed right next to the scanning source. 
This assembly produces a high contrast-sensitivity radiograph with high signal to noise 
ratio. Figure 2.2 shows a conventional x-ray system and a RGX system. 
If the number of point detectors is increased, then simultaneously multiple 
point source 
scannmg source 
detected scatter 
object 
imaging film 
(a) Conventional x-ray imaging system 
object 
·····  
··················· 
···················· 
····· ..•........ 
undetected scatter 
(b) Reverse geometry x-ray imaging system 
Figure 2.2. X-ray imaging systems 
to CPU 
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radiographic projections of the test object can be obtained. These radiographs have better 
contrast sensitivity and maintain the geometric relationship between the test object and the 
radiographic images to make a laminograph. Hence, a laminography scheme is possible in 
which the source, the detector and the test object are all kept stationary. The loss in 
resolution due to the mechanical movement of either source or detector can be avoided, 
while at the same time the scatter detection is also kept at minimum. 
2.3 Formation of a Laminograph 
To understand how a laminograph can be constructed from multiple radiographs of 
the test object, we refer to Figures 2.3, 2.4 and 2.5. 
1 2 3 0-------------------~o-----------------se / . , 
40/ 5 $:{point detectors , , , , , , , , 60 ·-----------------7~~ _______________ -8,0 
object 
top plane 
c=:========::::::::::::=- source plane 
Figure 2.3. RGX System with multiple point detectors 
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2 3 
4 5 
6 7 8 
Figure 2.4. Radiographs acquired from each point source 
(1 +2+3+4+5+6+7+8)/8 
Figure 2.5. Laminograph obtained after averaging the radiographs 
Figure 2.3 shows an object being imaged using reverse geometry x-ray system. 
The object, which has been placed right next to the scanning source, has a rectangle on the 
top plane and a circle on the bottom plane. There are eight point detectors in a plane 
parallel to the scanning plane of the source. Due to the different geometrical relationship 
of each detector with the object, a different radiographic projection is obtained from each 
detector. Figure 2.4 shows the eight radiographs obtained from their respective detectors. 
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The bottom plane is the plane of focus because when we look at each individual 
radiograph, we can see that the circle remains in the same position in each image while the 
rectangle changes its position. Figure 2.5 shows the laminograph of the bottom plane. In 
this figure we can see that the circle becomes prominent, while the rectangle almost 
vanishes. The reason for this behavior is that when the eight images are averaged the circle 
retains its intensity because in each image its position is unchanged and the individual 
intensities are just added together. The rectangle on the other hand changes its position 
and in the averaging process the individual intensities in each image are reduced by a 
factor of eight. As a result of this the rectangle images are reduced to faint shadows in the 
final laminograph .. These shadows are called ghost images or artifacts. In a good 
laminograph these artifacts should be invisible or near invisible so that a clear image of the 
. plane of interest is obtained without any confusing interruptions from other planes. 
While looking at these figures, one thing should be kept in mind, which is that 
these images are simulations and describe the basic theory behind a laminography system. 
In real images the problem of noise and contrast sensitivity make the process of 
laminography quite complicated. 
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CHAPTER 3. GEOMETRIC CONCEPTS FOR LAMINOGRAPHY 
So far we have only explained about the existing schemes for laminography and 
how they work. In this chapter we will explain the basic geometric and trigonometric 
concepts that govern the formation of a laminograph. 
3.1 Relationship Between the Actual and Projected Size of an Object 
Considering Figure 3.1, suppose that A is the position of the point x-ray source, 
BC is the object and DE is its projection. For MBC, let the angle LACB = 01 and for 
MDE the angle LAED = 02 • 
B 
E 
Figure. 3 .1. Projection of an object 
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AB 
tan01 == 
BC 
AD 
tan02 == 
DE 
and 
We know that 01 = 02 tan01 = tan02 
Comparing equations (3.1) and (3.2); 
AB AD 
-==--===-
BC DE 
- AD-
DE=-=BC 
AB 
(3.1) 
(3.2) 
(3.3) 
(3.4) 
Now consider Figure 3.2. Suppose that the source has been shifted to another 
· position A' in the horizontal direction. The object is the same i.e. BC and its projection is 
D'E' . Since the source has not been shifted in the vertical direction the distance A' H is 
the same as AB in Figure 3.1, similarly A'H' =AD. 
Consider the two triangles A'BH and A'D'H'. 
L.A'BH = L.A'D'H' = 0 3 
. A'H A'H' 
tan03 =-=-=--
BH D'H' 
(3.5) 
Now let's look at M'HC and M'H'E' 
LA' CH= LA'E'H' = 04 
16 
H' 
Figure 3.2. Second projection of the same object 
A'H A'H' tan04 = == 
HC H'E' 
Add equations (3.5) and(3.6) 
D'H' + H'E' = A'H' (BH + HC) 
A'H 
If we look at Figure 3 .2 , we can see that ; 
D'H' + H'E' = D'E' 
E' . 
(3.6) 
(3.7) 
17 
and BH +HC=BC 
Replacing the above two values in equation (3.7) and keeping in mind that 
A'H' =AD and A'H = AB we get 
(3.8) 
Comparing equations (3.4) and (3.8) we can see that; 
DE=D'E' (3.9) 
The result we obtain here is that if the point source is moved in the same plane then 
the image size for a particular plane remains the same no matter where in the source plane 
the point source is located. BC represents a particular plane in the test object at a 
particular depth from the point source A. This concept can be extended to a two 
dimensional plane where the third dimension is the vertical distance of the two 
dimensional plane from. the point source. One thing that should be mentioned here is that 
all the concepts explained here and the results derived deal with a point source and an. 
imaging plane whereas the images used for our research were obtained from a reverse 
geometry x-ray (RGX) system. The reverse geometry system, as explained in the previous 
chapter has a two dimensional source plane and various point detectors. The whole 
concept of reverse geometry is that the basic geometry of a conventional x-ray system has 
been reversed and the source and detector positions have interchanged but the basic 
geometric relationships remain the same. Therefore for the sake of simplicity a 
conventional x-ray imaging system is considered to explain the.basic concepts. 
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3.2 Focal Plane and Alignment 
The plane-of-focus or the focal plane is the two dimensional plane that we want to 
image without any interruptions from the adjacent planes above and below. In the existing 
laminography systems, the plane of focus is the two dimensional plane within the test 
object whose relative position remains stationary when multiple radiographs obtained from 
the system are compared and averaged. The main drawback is that new multiple 
· radiographic images have to be taken each time a new focal plane is imaged. There should 
be a way in which the same radiographs can be used to image different focal planes within 
a test object. The geometric relationship derived in the previous section can be used to 
achieve this goal. To explain the concept of a focal plane consider Figure 3 .3. 
The shaded gray area represents a test object; two planes at different depths·are 
shown by lines AB and CD, respectively. Pl and P2 are two different positions of a point . 
source. The projection of the two planes from two different point sources on.the image 
plane is shown. From the previous section we know that the size of the projected image of 
each plane will be the same in both images. Suppose we want to align a focal plane in the 
two available projections. To align plane 1 we only have to align a point in that plane in 
both images. Figure 3.4 shows the two projections due to the two point sources separately. 
We can say that these are two different projections of the same test object that we have and 
want to use them to make a laminograph of a particular focal plane. The focal plane or the 
plane that we want to enhance here is plane 1. To enhance plane 1 we align the projection 
of point A in both images, in other words we align points Al and A2, points Bl and B2 
will be automatically aligned because AlBl = A2B2. On the other hand the projections of 
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plane 2 will not be aligned as is shown in Figure 3.4. The points Cl and C2 are not 
aligned, neither are points DI and D2. 
To make a laminograph we have to shift different projections of the test object in 
such a way that the plane we want to enhance is aligned in all the projected images. Once 
Pl P2 
A2 C2 Cl Al D2 B2 Dl Bl 
Figure 3.3. Projections from different angles 
42 C2 D2 B2 
Cl Al DI Bl 
Figure 3 .4. Alignment of a focal plane 
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proper alignment is done, the next step is to add the intensities of the aligned images and 
average them. To make a laminograph of plane 1 we do proper alignment as shown in 
Figure 3.4 and then average the intensity of the aligned images. The resulting intensity for 
plane 1 will be unchanged. The reason for the unchanged intensity is that when the two 
projections were added after alignment the intensity of the plane that was aligned in both 
images was doubled. Dividing this doubled intensity by two results in an unchanged 
intensity value. On the other hand plane 2 is not aligned. For proper alignment of plane 2 
Cl should be aligned with C2 and Dl should be aligned with D2. It is impossible to align 
the projections of two different focal planes in a test object at the same time. Only one· 
plane can be aligned at one time. As a result the intensity of plane 2 will be decreased in 
half after averaging in the regions where the images of the two planes are not aligned. The 
· gray shaded area in Figure 3 .4 shows these regions. This shaded region is the shift that is 
necessary to bring plane 2 in focus. If more projections from different positions of the 
point source are taken and plane 1 is aligned, and the intensity is averaged, then after some 
time the image of plane 2 will be completely smeared and the image of plane 1 will be 
sharp and clear. Here we say that the plane 1 is our focal plane. Plane 2 is responsible for 
introducing artifacts because no amount of averaging can reduce the intensity of plane 2 to 
zero. Theoretically, we need an infinite number of projections to make the laminograph of 
a particular focal plane free from artifacts due to other planes. Since it is practically 
impossible to obtain an infinite number of projections, therefore some artifacts due to other 
planes are always present in a laminograph and some method of getting rid of them has to 
be developed. 
21 
From. the above discussion we can arrive at a method of using the same radiographs 
to image different focal planes in a test object. This goal can be achieved by properly 
shifting and aligning the radiographs. For proper alignment the only requirement is that 
we should be able to identify the projection of a feature in our desired focal plane in all the 
available x-ray images we can call this feature the focal feature. By aligning the focal 
feature desired plane can be brought into focus. 
In this chapter we have discussed the two basic concepts of the relationship 
between an object and its projected image and the shifting and aligning process to enhance 
a focal plane. These two concepts are the basis for any lam.inography scheme. The two 
concepts re described in one dimension only. More details about the geometric 
relationships related to lam.inography schemes and their extension to two dimensions can 
be found in (Hsieh, 1999). 
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CHAPTER 4. EDGE DETECTION AND NOISE REDUCTION 
Before going into the details of artifact reduction scheme for objects with complex 
geometry, it is appropriate to discuss the concepts of noise reduction and edge detection. 
An edge detection scheme is the most important step in our procedure, as explained in 
detail in later chapters. The edge detection procedure is used both to identify focal features 
and artifacts. Focal features are used for proper alignment ofradiographs (Hsieh, 1999) 
which is necessary to make a laminograph. While dealing with objects that do not have 
simple planer geometry, some prior knowledge about the desired focal plane is required so 
that the features, which are eventually responsible for distorting the final laminograph, can 
be identified. These features, we refer to as artifacts in our work, are also identified by 
their edge information. As far as noise reduction is concerned, it is he most important 
preprocessing step in almost all the image processing schemes. The results can be very 
confusing if an edge detection algorithm is applied to a noisy image because in that case 
each and every speck of noise will appear as an edge, therefore it is desirable to make the 
image as noise free as possible. The most common technique for the removal of white 
noise is lowpass filtering. This technique has been applied quite successfully as a 
preprocessing step in the artifact reduction scheme for flat objects like a printed circuit 
board (PCB) or a gridline object (Hsieh, 1999). The main drawback oflowpass filtering as 
a noise reduction technique is that it blurs the edges because many high frequency 
components are filtered out. High frequency components of an image contain most of the 
edge information. For some cases this loss of edge information does not matter, as a 
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matter of fact it is something desirable because it increases error tolerance. Such a case 
can be found in laminography scheme for flat objects (Hsieh, 1998). 
The loss of edge information can be very important in case of complex test objects. 
For such objects the features of interest do not lie in a single focal plane. The edge 
information is used to identify the focal features as well as the features responsible for 
artifacts. Therefore it is very desirable to apply some kind of noise reduction method that 
does not blur the edges. We shall discuss an edge detection and noise reduction scheme in 
detail in this chapter along with its drawbacks. Some results will also be shown. 
4.1 Scale-Space and Edge Detection 
The first noise reduction and edge detection scheme that we are going to discuss is 
the scale-space and edge detection method. 
One way to deal with the problem of noise is image smoothing. Smoothing can be 
done by convolving the original image with a Gaussian kernel. The original image can then 
be represented by a set of derived images (Witkin et al., J 986) obtained by convolving the 
original image with a Gaussian kernel of increasing variance. Each of these derived images 
corresponds to the original image at coarser scales. Suppose I O (x, y) is the original image 
convolved with a Gaussian kernelG(x,y;t) of variance r; the resulting image obtained is 
I(x,y,t) = I 0 (x,y) * G(x,y;t) (4.1) 
Larger values oft correspond to images at coarser resolutions as is shown in 
Figure 4.1. Figure 4.1 shows an original image and its smoothed versions. The original 
image is at the bottom and as we move towards the top, smoothed versions of the original 
image are shown at each step with increasing variance, t, of the Gaussian filter. 
t 
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Figure 4.1. A set of derived 1-D signals obtained by convolving 
original signal (bottom) with Gaussian Kernels whose variance 
increases from bottom to top (adapted from Witkin, 1983) 
This figure can also be considered as a representation of conduction with t as the 
time. Hence we say that t is a pseudovariable. Such a set of derived images can also be 
viewed as the solution of the heat conduction equation or the diffusion-equation 
(Koenderink, 1984). That is, 
(4.2) 
2 a21 
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The initial condition for equation (4.2) is that at t = 0; l(x,y) = l 0 (x,y), where 
IO ( x, y) is the original image. The time "t" is a scale parameter; increasing t leads to 
simpler image representations. The embedding of an image into such a one-parameter 
family of simplified images is called scale-space. 
25 
In the multiscale or scale-space representation of an image it is impossible to find 
the true location of a boundary at the coarse scale image. The only way to obtain the true 
location of the edges that have been detected at a coarser scale is by tracking across the 
scale space to their position in the original image, which is a very complicated· and 
computationally expensive technique. The reason for the loss of edge information is 
because Gaussian blurring does not preserve the natural boundaries of objects. To give a 
. meaningful description of images at multiple scales the following criteria must be satisfied 
(Perona and Malik, 1990). 
1. "Causality: No extra detail should be generated in the scale-space representation when 
passing from finer to coarser scales". 
2. "Immediate Localization: The region boundaries should be sharp at each resolution and 
they should· coincide with the semantically· meaningful boundaries. at that resolution." 
3. "Piecewise Smoothing: At all scales, intraregion smoothing should occur over 
interregion smoothing." 
4.2 Anisotropic Diffusion 
When we look at the diffusion equation framework of the linear scale-space 
paradigm, we can see that equation (4.2) does not satisfy the three criteria stated above. To 
· meet these objectives some modification in equation ( 4.2) is in order. So far the diffusion 
coefficient or conduction coefficient c is assumed to be a constant independent of the space 
location. There is no reason why it should be so. A suitable choice of c can satisfy all the 
three criteria stated above. Consider the anisotropic diffusion equation 
I, = div(c(x,y,t)VI) = c(x,y,t)M +Ve· VI (4.3) 
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In equation (4.3), div indicates the divergence operator, V and represent the 
gradient and Laplacian operators with respect to the space variables, and t is the time 
(scale). Equation (4.3) reduces to equation (4.2), the isotropic heat diffusion equation, if 
c(x,y,t) is a constant. We want to choose a value of c that encourages smoothing within a 
region in preference to smoothing across the boundaries. This goal can be achieved by . 
setting the diffusion coefficient to be "one" in the interior of a region, and "zero" across 
the boundaries. The diffusion will take place within a region and there will be no diffusion 
across the boundaries, as a result the region boundaries will remain sharp. 
The problem is that the region boundaries at each scale are not known. At best an 
estimate of the location of boundaries can be computed. Suppose E(x,y,t) is such an 
estimate. Ideally this estimate should have two properties: 
(i) E(x,y,t) = 0 in the interior of each region. 
(ii) E(x,y,t) = Ke(x,y,t) at each edge point, where e is a unit vector normal to the 
edge at that point and K is the local contrast at that point. 
If an estimate E(x,y,t) is available then the conduction constant c can be chosen to 
be a function c = g~IEII) of the magnitude ofE. The functiong(·) has to be a nonnegative 
monotonically decreasing function with g(O) = 1. This way the diffusion will take place in 
the interior of the region and will not effect the region boundaries where the magnitude of 
E is large. · The level to which nonlinear diffusion equation is successful in satisfying the 
three scale-space criteria previously defined, depends on the degree of accuracy in 
estimating E. Fortunately, the gradient of the brightness function gives an excellent 
estimate, i.e. E(x,y,t) = Vl(x,y,t). Hence, choosing the diffusion coefficient c as a 
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function of the gradient magnitude of the image satisfies the scale-space criteria (Perona 
and Malik, 1990). 
4.3 Numerical Implementation of Nonlinear Diffusion on Images 
The nonlinear diffusion equation can be written as: 
(4.4) 
where I = I ( x, y, t) , VI a is the gradient of a smoothed version of j obtained by convolving 
I with a Gaussian of standard deviation a and g(·) is the diffusion coefficient. The initial 
condition is I O which is the original image. 
Different choices of diffusivities are available in the literature (Perona and Malik, 
1990), (Weickert et al., 1998). The diffusivity we have chosen is a rapidly decreasing 
function of the gradient magnitude where smoothing on both sides of an edge is much 
larger than smoothing across the edge. As a result the gradient at the edges is even 
enhanced. The diffusion coefficient or diffusivity we have used is given by the following 
equation (Weickert et al., 1998): 
1 (s ~o) 
g(s) = 
[ -3.315] 1-exp (s/ ,1,)4 
(4.5) 
(s >0) 
here s = IV J a I, which means that the diffusivity is a function of the magnitude of the 
gradient of a smoothed version of I. g(s) is a monotonically decreasing function of the 
gradient magnitude, and such rapidly decreasing diffusivities make sure that the smoothing 
on both sides of an edge is much stronger then smoothing across it. 
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;i in equation ( 4.5) is a contrast parameter, structures with IV/ er I > ;i are regarded 
as edges because the diffusion coefficient here is nearly zero. Structures with IV/ er I < ;i 
are the interiors of a region because of the high value of diffusivity (Weickert et al., 1998). 
Two numerical schemes will now be described in some detail. 
4.3 .1 Explicit Scheme 
We vectorize the image so that the two-dimensional image can now be represented 
as a one-dimensional vector. Now instead of solving a two-dimensional nonlinear diffusion 
equation we have to find the solution of a one-dimensional equation given as: 
(4.6) 
The one-dimensional equation can be regarded as a vector f e Ill N, whose 
components J; , i E J = {l, .... , N} , display the gray values at ea~h pixel. Pixel i represents 
some location X;, and his the grid size. For discrete images h is taken to be one. We shall 
consider discrete time tk = k-r; kis a positive integer and 1: is the time step size. I;k 
represents an approximation to l(x;,tk). Using reflecting boundary conditions (Ortega, 
1981) the simplest discretization of equation ( 4.6) is given by: 
(4.7) 
where g is given by equation (4.5), N(i) is the set of two neighbors of pixel i with 
boundary pixels having only one neighbor. Next step is to approximate the diffusivities, 
g{ approximates g~V I(x;, t k f). Obtaining the gradient approximation by central 
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difference we get the following expression for the approximated diffusivities for some 
pixel i: 
·k_ .1" Ip-Iq . r [ k k J2 ] gi -g - L. 
2 p,qeN(i) 2h 
(4.8) 
The above expression is also valid for the boundary pixels. The explicit scheme 
can also be written in the matrix-vector notation as (Ortega, 1987). 
(4.9) 
j E N(i) 
j = i (4.10) 
else 
0 
The explicit scheme can be written as the iteration scheme 
(4.11) 
Iden is the identity matrix. The main advantage of this scheme is that it is 
computationally very cheap as Ik+t can be directly calculated from Ik and no matrix 
inversion is required. This numerical scheme successfully creates a discrete scale-space 
but the restrictions on the time step-size are very rigid. To ensure stability of this scheme 
we have to· ensure that r < l / 2 ., which is a very severe time step-size restriction (W eickert 
et al., 1998). Therefore we have to explore other schemes that have better stability 
properties. 
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4.3.2 Semi-Implicit Scheme 
Another way to descritize (4.6) is 
This leads to the semi-implicit scheme given as: 
[Iden - i-A(Jk) ]z-k+i = Ik 
(4.12) 
(4.13) 
Iden is the identity matrix, this scheme does not give the solution directly. We 
have to solve a linear system to obtain the solution. The main advantage of this scheme is 
that it creates a discrete scale space and there are no restrictions on the time step-size for 
the sake of stability (W eickert et al., 1998). The system matrix is tridiagonal and 
diagonally dominant. The algorithm used to solve such a system of equations is the 
Thomas algorithm, this algorithm can be found in numerical analysis textbooks e.g., 
(Ortega, 1987). 
We have studied the application of the nonlinear diffusion equation on images in 
quite some detail. The reason for this effort was that this method deals with the problem of 
edge enhancement and noise reduction at the same time. If somehow the anisotropic heat 
equation can be applied on images then we will be able to combine edge enhancement and 
· . noise reduction in the same preprocessing step. In the next section we shall present some 
results which are obtained by the application of nonlinear diffusion equation on simulated 
images. 
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4.4 Results and Discussion 
Figure 4.2 shows two simulated noisy images. Figure 4.3 and Figure 4.4 show 
results of the application of anisotropic heat equation to Figure 4.2. The image size is 50 
pixels by 50 pixels with white Gaussian noise introduced to a binary image of a white disk 
against a black background. Signal to noise ratio for an image of size MxN is calculated 
by the following formula (Gonzalez/Woods, 1992); 
M-1 N-1 IIJcx,y)2 
SNR (dB)= 10 log 10 Il I [J ( X' y) - f ( X' y) ]2 (4.14) 
x=O y=O 
where f(x,y) is the image without noise added and f(x,y) is the noisy image. The SNR 
for Figure 4.2 (a) is 2.5 dB and for Figure 4.2 (b) it is 5.0 dB. Figure 4.3 (a) and (b) show 
the edge images of Figure 4.2 (a) and (b), respectively, obtained by common gradient 
magnitude method. We see that the noise specks show up as edges especially in Figure 4.2 
(a), which is the noisier image. Figure 4.4 is the result of the application of the nonlinear 
diffusion equation on the images in Figure 4.2. The numerical scheme used is the semi-
implicit scheme given in equation (4.13). The grid h = l, which is the accepted value for 
digital image processing. The time step size i , which is restricted to a value less then ½ 
for the explicit scheme, has no restrictions for the semi-implicit scheme. For our purpose 
we have taken r = 2 . 
To look at the effectiveness of nonlinear diffusion we have to compare Figure 4.3 
(a) with Figure 4.4 (a) and Figure 4.3 (b) with Figure 4.4 (b). We can see that nonlinear 
diffusion gives far better results then the gradient method, especially for the noisier image. 
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(a) (b) 
Figure 4.2. Simulated noisy images 
(a) (b) 
Figure 4.3 . Edge detection by common gradient method 
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(a) (b) 
Figure 4.4. Application of nonlinear diffusion equation 
The results were encouraging but there was one huge drawback. The semi-implicit 
scheme is computationally very intensive and a lot of time is required for a single iteration. 
For a Pentium II, 450 MHz WindowsNT workstation the time required for a single 
iteration of nonlinear diffusion scheme on an image size of 50 x 50 pixels is approximately 
28 minutes. The reason is very simple, even for an image of size 50 x 50 pixels we have a 
vector of size 2500 x 1 after vectorization of the image. Now the system matrix is of the 
size 2500 by 2500. It means that for an image of size M X N we shall have a system 
matrix of size MN x MN. The industrial images that we have are quite large in size. The 
image size of the digital radio graphs used in this laminography project is 1000 x 1000 
pixels. We can see that the size of the system matrix will be huge. The number of 
iterations will also have to be larger because real images have a lot of noise. Also the total 
number of radio graphs is eight. So when we look at the time for a single iteration 
multiplied by the total number iterations required multiplied by the number of images, we 
end up with a processing time which is totally unacceptable. To conclude this discussion 
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we can say that the application of nonlinear diffusion equation on noisy images, for the 
purpose of noise reduction and edge detection, gives good results but the process is 
computationally so intensive and time consuming that it is just not practical at this time. If 
somehow a more efficient application scheme can be proposed then this method has great 
potential. 
4.5 Adaptive Noise Filtering 
Adaptive filtering is applied to an image when it is degraded by additive random 
noise and we want to reduce background noise without any significant image blurring. A 
lot of adaptive image restoration schemes for reduction of background noise can be found 
in the literature. For our research we have used the adaptive Wiener filter (Lim, 1990). 
In most adaptive algorithms some measure of the local details of the noise-free 
image are determined from the degraded image and some prior knowledge. A space 
variant filter h(x,y) is then determined from the local image details and the available prior 
knowledge. The space variant filter is then applied to the image in the local region from 
which it was designed. In the regions where noise is more visible, for example the low 
detail uniform intensity regions of the image, a large amount oflowpass filtering is 
performed to reduce as much noise as possible. Since the signal variation is very small in 
low detail regions, even a large amount oflowpass filtering (low cutoff frequency) does 
not effect the signal component significantly. On the other hand a very small amount of 
lowpass filtering is performed in the high detail image regions. These are the regions that 
contain most of the signal component like the edges. As a result of high cutoff frequency 
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of the filter not a lot of noise is reduced, but the same noise is less visible in the high detail 
regions than in the low detail regions. 
The model of an image degraded by additive random noise is given by (Lim, 1990); 
g(x,y) f(x,y)+v(x,y) (4.15) 
where f(x,y) is the noise-free image and v(x,y) is signal-independent additive random 
n01se. If we· assume f ( x, y) and v( x, y) are linearly independent of each other, both are 
samples of zero-mean stationary processes and their power spectra are lmown, then the 
optimal minimum mean square error estimate of f(x,y) is obtained by filtering 
g( x, y) with a Wiener filter whose frequency response is given by; 
(4.16) 
respectively. 
Figure 4.5 represents the noncausal Wiener filter for linear minimum mean square 
error estimation of f(x,y)from g(x,y)=f(x,y)+v(x,y). Here p(x,y) is the processed 
image, m f and m; are the signal and noise means, respectively. We can see from Figure 
4.5 that for the design of a Wiener filter we require the knowledge of Pf ( m1 , m2 ), 
Instead of assuming fixed Pf ( lV1 , lV2 ) , Pv ( m1 , m2 ) , m f and mv for the entire image, 
these values can be estimated focally and as a result we shall obtain a space-variant Wiener 
filter. Many variations are possible in the design of an adaptive Wiener filter are possible 
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g(x,y) 
. p(x,y) 
Figure 4.5. Noncausal Wiener filter (adapted from Lim, 1990) 
depending on how P1 ( m1, m2 ), Pv ( m1, m2 ) , m I and mv are estimated locally. The method 
used for our research will be described in the following pages . 
. We assume that the additive noise v(x,y) is zero mean and white with variance 
a-;. The power spectrum Pv(m1,m2 ) is then given by 
(4.17) 
Next we take a small region in which we assume the signal f(x,y) to be stationary. 
Within that local region the signal is modeled by 
( 4.18) 
where m I and a-1 are the local mean and standard deviation of f(x,y). w(x,y) is zero 
mean white noise with unit variance. In equation (4.18) the signal f(x,y) is modeled by a 
sum of a space-variant local mean m I and white noise with a space-variant local variance 
a-} . The space variant Wiener filter within the local region is given by 
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The scaled impulse response h(x,y) is given by 
(J'2 
h(x,y) = 2 1 2 8(x,y) 
af+av 
(4.19) 
(4.20) 
The processed image within the local area can be expressed by the help of equation 
(4.20) and Figure 4.5. Thus, 
( 4.21) 
(4.22) 
The local mean and variance around each pixel are given by 
(4.23) 
and 
(4.24) 
r; is the N x M local neighborhood of each pixel. The average of all local estimated 
variances over the whole image is used as the noise variance, a; . Equation ( 4.22) 
represents a two-channel process. The image we want to process is divided into two 
components, the local mean m I and the local contrast g(x, y) - m 1 . The local mean 
remains the same while the local contrast depends on a} and a;. If a} >>a;, then in 
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equation (4.19), H(mpm2 ) ,:;J 1 and the local contrast is considered to be mainly due to 
f(x,y). In that case p(x,y) is the same as g(x,y). (see equation (4.22)) and very little 
processing is done in such regions. If a; is much larger than a}, the local contrast is 
considered to be mainly due to v(x,y). In such regions g(x,y) is smoothed significantly 
. and p(x, y) is approximately equal to m I since we can neglect the second term in equation 
( 4.22). The adaptive Wiener filter does a good job of preserving the edges while removing 
most of the noise. The main advantage of this scheme is that it is very fast and can be• 
easily applied in MATLAB. The results of application of adaptive Wiener filtering on 
industrial x-ray images are very good and will be shown in the last chapter. 
4.6 Canny Edge Detector 
The edge detection process simplifies the analysis of an image. An image that 
consists of only edges is highly intelligible. The significance of an intensity change in 
image depends on the application. For some applications an intensity change might 
represent an edge while it may not be considered an edge for other cases. It is difficult to 
define an edge outside the context of an application. There is a great deal of diversity in 
the application of edge detection but mo_st of the applications share a common set of 
requirements. These requirements yield the following performance criteria for a good edge 
detector (Canny, 1986): 
1. Good detection: The probability of failing to detect real edge points and falsely 
marking nonedge points should be low. This criterion corresponds to maximizing 
signal-to-noise ratio. 
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2. Good localization: The points marked as edges should be as close as possible to the 
center of the true edge 
3. One response to a single edge: There should be only one r~sponse to a single edge, if 
there are two responses one of them should be considered false. 
The Canny edge detection scheme describes a computational approach to edge 
detection. A mathematical form for the three performance criteria given above is 
· developed which can be used to design a filter which gives the best performance with 
respect to these criteria (Canny, 1986). Canny found that a kind of uncertainty principle 
applies when considering location and detection problems. A limit is reached beyond 
which improved detectability can be achieved only at the expense of poor localization and 
vice versa. A comparison, however, can be reached and a detector can be evolved .. The 
derivation of the operator is mathematically very.complicated. Fortunately we only have 
to use the result. 
The Canny detector basically works by convolving the image with a Gaussian and 
then taking its directional derivatives. Local maxima in resulting image are taken as the 
edge points. As a matter of fact, Canny uses the zero values in the second derivative as the 
edge points. The condition for an edge point can be expressed as 
(4.25) 
I is the image being processed and G is the two-dimensional Gaussian function 
(4.26) 
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a determines the cutoff frequency with larger a corresponding to low cutoff frequency. 
In equation ( 4.25), the derivative is directional. The term 8\ is the second derivative in a 
. 8n 
particular direction defined by vector n . The idea is to determine the derivatives at right 
angles to the edge that we are trying to detect. Vector n is said to be normal to the edge. 
The main problem in applying equation ( 4.25) is that we do not know the direction n. We 
need to calculate it for each pixel in the image. It is not a very complicated procedure 
because n can be derived from the two dimensional gradient. The gradient operator yields 
two components, one along the x axis and one along the y axis. Canny has used the 
gradient operator to define n directly 
(4.27) 
V is the standard gradient operator. 
The steps in computing the basic Canny operator can be summarized as follows 
1. Convolve the image with a Gaussian to smooth the signal, and then look for maxima of 
( G *I). Many implementations of the Canny edge detector actually approximate 
8n 
this process by first partial derivatives of the resulting signal (using masks similar to 
the Sobel masks). Thus we can convolve the image with 4 masks, looking for 
horizontal, vertical and diagonal edges. The direction producing the largest result at 
each pixel point is marked. Record the convolution result and the direction of the edge 
at each pixel. 
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2. Perform non-maximal suppression. Any gradient value that is not a local peak is set to 
zero. The edge direction is used in this process .. 
3. Find connected sets of edge points and form into lists. 
4. Threshold these edges to eliminate 'insignificant' edges. Canny introduced the idea of 
thresholding hysteresis. This involves having two different threshold values, usually 
the higher threshold being two to three times the lower. Any pixel in an edge list that 
has a gradient greater than the higher threshold value is classed as a valid edge point. 
Any pixels connected to these valid edge points that have a gradient value above the 
lower threshold value are also classed as edge points. That is, once you have started an 
I 
edge you don't stop it until the.gradient on the edge has dropped considerably. 
Application ofCanny_edge detector in MATLAB is very fast and easy since only a 
single command is required to implement .the detector. The parameters that have to be 
specified are the upper threshold and the standard deviation a . The lower threshold is 0.4 
times the upper threshold. Choosing the upper threshold value was done by trial.and error 
and the standard deviation of the Gaussian filter was 1.0. This value was also chosen after 
observing the results of application of Gaussian filters of different standard deviations: 
Figure 4.6 shows the application of Adaptive Wiener filtering followed by Canny Edge 
. detector on the simulated noisy image shown in Figure 4.2( a). The results are very good 
and both adaptive Wiener filtering and Canny edge detection can be applied by only a 
single command in MATLAB. The reason that the Canny edge detector gives such good 
results is because it calculates both the strong edges and the weak edges and the weak 
edges are included in the final edge map if they are connected to the strong edges. In this 
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way this detector is more immune to noise. A~aptive filtering followed by the Canny edge 
detector is the noise reduction and edge detector scheme that we have used for our 
research. The results of application of both methods on industrial x-ray images will be 
shown in Chapter 6. 
Figure 4.6. Image smoothing and edge detection by 
adaptive filtering followed by Canny edge detector 
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CHAPTER 5. ARTIFACT REDUCTION 
While dealing with objects with complex geometric structures, artifact reduction 
comes before the alignment of radiographs to make a laminograph. At first this method 
seems to be nothing like an artifact reduction method. The first question that comes to 
mind is how can you identify artifacts before making a laminograph? Artifacts are the 
shadows that appear in a laminograph and are responsible for confusing the viewer 
perception. So unless we have a laminograph and can see the extent to which objects from 
adjacent planes effect the laminograph of a particular focal plane, we cannot identify the 
features responsible for strong artifacts. The reasons due to which artifacts appear in a 
laminograph are explained in Chapter 3. While dealing with a flat test objects (Hsieh, 
1999) it is practical to make a laminograph and then remove the artifacts. As a matter of 
fact the laminography technique itself is used for artifact reduction. The approach is very 
simple, instead of making a laminograph of the desired focal plane we make the 
laminograph of the focal plane which contains the features responsible for artifacts. The 
laminograph enhances these features and using the laminograph the intensity of these 
features is set to the average background intensity hence making them disappear. Once the 
undesired features are absent from each radiograph another laminograph of the desired 
focal plane is made, which is free from artifacts (Hsieh, 1999). At first glance we think 
that this approach makes use of the knowledge gained from a laminograph for artifact 
reduction, but ifwe look closely we see that even for this approach the undesirable features 
are identified before the laminograph formation. Before making a laminograph the user 
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has to identify the focal plane which contains the artifacts so that the features in that plane 
can be aligned to make a laminograph. Therefore apriori khowledge of the test object is 
required for artifact reduction. 
While dealing with objects that have complex geometry the approach of making a 
laminograph of the artifacts to reduce their intensify' to background cannot be used. The 
reason is very simple; this approach can only be used where all the unwanted features are 
in the same focal plane. An example of such a test object is a two sided printed circuit 
board (PCB). A two-sided PCB is a flat object with copper conductors rilhning on its two 
sides namely the top surface and the bottom surface of the board. When a PCB is placed 
flat on the x-ray imaging table both of the sides are parallel to the imaging table. As a 
result both sides represent two independent focal planes in the :final laminograph. There 
are only two possible laminographs of such a test object. One of the top surface and one of 
the bottom surface (Hsieh, 1999). While we try to make the laminograph of one side the 
copper lines on the other side .act as the artifacts and vice versa. So instead of making a 
laminograph of the side of the board that we want to image we make a laminograph of the 
side thatwe don't want to appear in our final laminograph. While doing so we capture all 
the unwanted features in the same laminograph because there are no other features in any 
other focal plane. 
Suppose we are working with a test object that is not as simple as tlie PCB such as 
the test obJect shown in Figure 5.1. The image shown is of an aircraft skin part. It is very 
similar to the test object whose radiographs have been used for this research. We can see 
45 
Figure 5.1. A complex test object 
just by looking at the image that defining the concept of focal plane containing the 
unwanted features is very difficult for such a test object. 
While making a laminograph of a particular focal plane we shall have interference 
from numerous other focal planes, making a laminograph of all these unwanted focal 
planes is simply not feasible. Therefore the approach we have decided to approach is to 
decide beforehand which features we want and which we don't. Unfortunately, we were 
not able to get a picture of the actual test object that we are processing for our research but 
it is an aircraft skin part and very similar to the one shown in Figure 5 .1. The objective of 
making a laminograph from the eight industrial radiographs given to us was to enhance the 
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corrosion that occurs in aircraft skin parts especially between two metal surfaces riveted 
together and around the rivets passing through the metal. The rivet heads can be seen as 
the circular bolt-like objects in the picture shown in Figure 5.1. The rivet heads conceal 
most of the corrosion around them so for our research we have decided to reduce the 
images of these rivet heads from the final laminographs. This strategy works very well as 
will be shown in the results in the next chapter. Since all else is homogenous metal, only 
the rivets are responsible for introducing the most unwanted artifacts. Hence the images of 
the rivets will be reduced in the radiographs and as a result the final laminograph will be 
clear of artifacts. In the next sections we shall describe the artifact reduction scheme 
completely, it includes the preprocessing steps, the actual rivet removal scheme and then 
the final alignment scheme for laminograph formation. 
5.1 Image Cropping 
To understand the reason why we have decided to choose a region of interest in a 
radiograph and then to process only this region to make a laminograph refer to Figure 5 .2. 
Figure 5.2 shows an approximate side view of the test object shown in Figure 5.1. 
Figure 5.2. Side view of a complex test object 
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We are interested in the areas around the rivets especially under the rivet heads 
since we are looking for corrosion. Line AB represents a focal plane, we can see that only 
two rivet heads are included in this focal plane and most of the focal plane passes through 
air; So instead of processing the whole image, we subdivide the whole image into 
subimages and as a result we get more meaningful laminographs with less artifacts from 
the planes that are adjacent to the portion ofline AB passing through air. 
This technique has two advantages, first we remove most of the strong artifacts and 
second, by reducing the image size of each radiograph, we considerably reduce our 
processing time. For the test object that we have used for our research, the images of rivet 
heads are very strong. Also the radio graphs are such that just by looking at them one can 
identify the relatively planer regions. Using ·the radiographs and our prior knowledge of 
the test object we subdivide each of the original radiographs into smaller images and each 
of the smaller images corresponds to a plane area in the radiograph. The eight subimages 
taken from the eight given radio graphs corresponding to approximately the same· area are 
then used for further processing to make a laminograph of that particular region. 
5.2 Image Enhancement 
While trying to make the laminograph of corrosion, the main problem is that the 
· image of corrosion in a radio graph is the weakest. While the image of the unwanted 
features, namely rivets, is the strongest. As a matter of fact when we look at the raw 
radiographs it is hard to identify the corrosion. So we have to apply some kind of image 
enhancement technique to make the corrosion easier to detect. The only prol::>lem is that by 
doing this we further enhance the rivet images. Fortunately, the better rivet images work 
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to our advantage because increasing the image contrast makes the rivets easier to detect 
and remove, as we shall explain later in our rivet removal scheme. 
The image enhancement technique that we have employed for our research is 
histogram equalization. It is one of the most common image enhancement techniques used 
and details of this method can be found inmost image processing books (Gonzalez and 
Woods, 1992). We shall describe this technique briefly here. 
Suppose we have a digital image with L gray levels i.e. the range of gray levels is 
[O,L -1]. The histogram of an image is the discrete function 
(5.1) 
where rk is the kth gray level, nk is the number of pixels in the image with that gray level, 
n is the total number of pixels in the image and k = 0, l, 2, ..... , L - l 
A plot of the function p(rk) for all values of k is the histogram of an image; it 
shows a very comprehensive description of the image and, loosely speaking looks like a 
probability density function. Just by looking at the histogram of an image we can see the 
degree of contrast in it. If a histogram has a narrow shape, then it means that it has little 
dynamic range and hence it is a low contrast image. On the other hand if a histogram of an 
image has significant spread then the image has a large dynamic range and is a high 
contrast image. 
The histogram shape of an image gives the information about the possibility of 
contrast enhancement. The technique used for obtaining a uniform histogram is called 
histogram equalization. 
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The probability of occurrence ofkth gray level in the image is given by 
0 :s; rk :s; 1 and k = 0,1,- · ·, L -1 (5.2) 
where nk is the number oftimes the gray level k appears in the image and n is the total 
number of pixels in the image. 
Histogram equalization is the transformation of the form 
(5.3) 
k 
sk = LPr(r) (5.4) 
j=O 
The function T(rk) has to satisfy two conditions 
(i) T(rk) is single-valued and monotonically increasing in the interval O :s; rk :s; 1 
The image after histogram equalization has good contrast but somehow looks 
unnatural. Since we are trying to enhance the corrosion image, and the naturalness of the 
image is not the issue for our research, therefore, this technique works very well for us. It 
is both fast and very easy to implement in MATLAB. 
5.3 Noise Reduction and Edge Detection 
After histogram equalization a noise reduction technique is applied to the image 
while at the same time preserving maximum edge information. The technique used is 
adaptive Wiener filtering and has been explained in great detail in Chapter 4. 
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The edge detection technique used for this research is the Canny edge detector, it's 
a computational approach to edge detection where edge maps of the image from fine to 
coarser scales are obtained and an edge is considered to be valid only if it appears in more 
than one edge map. The filter used for obtaining images at different scales is Gaussian in 
shape and the reasons for choosing it are explained in detail in Chapter 4. Since the Canny 
edge detector works with edge maps of both strong and weak edges, and a weak edge is 
accepted only if it is connected to a strong edge, therefore, it is more immune to edges 
appearing due to noise specks. 
The edge detection step is most important in our artifact reduction scheme because 
the whole process of identifying and erasing rivets from x-ray images depends on good 
edge images of the rivets. The Canny detector works well and serves its purpose. 
5.4 Rivet Removal 
Once we get the edge images we can use them to remove artifacts. The method for 
artifact reduction described in this section is not only good for rivet removal it can be used 
for artifact reduction for radiographic images in which the desirable features are so weak 
that they do not appear in the edge map while on the other hand the unwanted features 
have strong edges. For our case we have the radiographic images of an aircraft skin part. 
We are looking for corrosion in our test object and we want to get rid of the cloud-like 
artifact, which is a result of the rivet head images. The corrosion that we are looking for 
has such a weak image that it cannot be seen without image enhancement. On the other 
hand the rivet heads have a strong image which can be easily identified from their edge 
map. At first it looks very frustrating since there is no way that we can make the corrosion 
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image strong without making the rivet head images even stronger. We can make this 
property work to our advantage ifwe can use the edge images to obtain a map of the 
unwanted features, namely rivets. We shall now explain step-by-step how we use the edge 
images to erase the rivet images from the radiographs that are further used to make a 
laminograph. 
5 .4.1 Mathematical Morphology 
We want to use the binary edge images and manipulate them in such a way that we 
get a binary image in which the white pixels show the positions of the pixels in the rivet 
head. The edge images of the rivet heads are circular ring-like objects with the white 
pixels showing the perimeter of the circle. We want to fill the interior of the circle with 
white pixels. This idea can be moredearly explained by using Figure 5.3, Figure SA and 
Figure 5.5. Here we should clarify that none of these figures are actual images, these are 
just drawings that are used to explain our method. Suppose Figure 5.4 shows a binary 
image obtained by applying an edge detector to a disk-like image quite similar to a rivet 
head image. 
To fill the interior of the circle shown in Figure 5.4 we have to first of all fill up the 
breaks in the white line that represents the perimeter of the circle. Once we do that we can 
· fill up the interior of the circle with white pixels. Both of these objectives, i.e. patching up 
the break in the circle and then filling it's interior with white pixels, can be done by using 
mathematic;al morphology. 
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Figure 5.4. Edge image of a circular test object 
Mathematical morphology is vastly used for the representation and description of 
region shape such as boundaries, skeletons, etc. A basic knowledge of set theory is 
required to understand mathematical morphology. Since we are using mathematical 
morphology on binary images in our research, therefore, we shall limit ourselves to binary 
images in all our discussion on mathematical morphology. In mathematical morphology, 
sets are used to represent the shape of objects in an image (Gonzalez and Woods 1992). 
For binary images these sets are the members of the two dimensional integer space Z 2 , 
each element of a set is a two dimensional vector whose coordinates are the (x,y) 
coordinates of a black pixel in the image. The set of black pixels in an image is all that is 
required to describe a binary image. The set of white pixels can describe the image as 
easily. Taking the black pixels is the convention. 
We have used three morphological operations for our task; these operations are 
dilation, erosion and region filling. We shall describe both these operations here; there are 
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many other morphological operations that can be found in most image processing books, 
e.g. Gonzalez and Woods (1992). Before discussing the morphological operations that we 
have used, some basic definitions should be given first. 
Translation 
Suppose we have two sets A and B in Z 2 , a= (ai,ai) and b = (bi,b2 ) are the 
components of sets A and B, respectively. The translation of A by x = (x1 , x2 ) is 
defined as 
(At = {clc =a+ x, for a e A } 
Reflection 
The reflection of B is defined as 
B = {xix = -b, for b e B } 
Compliment 
The complement of A is 
Difference 
The difference of two sets A and B is 
A-B = {xix e A,x ll B}= An Be 
With the help of the definitions given above we shall now describe the two 
morphological operations that we have performed on our images. 
(5.5) 
(5.6) 
(5.7) 
(5.8) 
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5. 4.1.1 Dilation and Erosion 
Suppose A and B are.two sets in Z 2 and 0 is the empty set, the dilation of A by 
B is defined as 
A EBB = {x I (B) x n A -:/= 0} (5.9a) 
From the operations described above and equation (5.9a), we say that the dilation 
process involves obtaining the reflection of B about its origin and then translating the 
reflected B by x . The dilation of A by B is then the set of all x displacements such that 
Band A overlap by at least one nonzero element (Gonzalez and Woods 1992). Bis known 
as the structuring element. The process of dilation is usually used to fill up gaps. For 
example in Figure 5.4 our objective is to fill the breaks in the white line that represents the 
outline of a disk. We use dilation process for our purpose and dilate the edge image until 
the breaks are filled up and we have a solid line defining the edge in Figure 5.4. The result 
would be something like Figure 5.5; this figure can be viewed as the "image" in Figure 5.4 
after dilation. We can see that the line defining edge is now a solid line even though it is 
somehow thicker. The dilation process is responsible for thickening the edges. 
The type of structuring element that we choose is responsible for the type of 
dilation that takes place. For a shape like the one shown above we should take a 
symmetric structuring element we are trying to fill the gaps in all directions. The line in 
Figure 5 .5 can be made thinner by using other morphological operations like erosion. We 
use the erosion operation to get rid of the noise specks that appear in the edge images. 
For sets A and B in Z 2 the erosion of A by Bis defined as 
(5.9b) 
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B is the structuring element. The erosion of set A by B is the set of all points x such that 
B, translated by x, is contained in A. By using dilation followed by erosion repeatedly we 
get rid of the noise specks and obtain a firm boundary for the circle. Once we get an 
unbroken line defining the circle we can use the next operation to fill it up. 
Figure 5.5. Image in Figure 5.4 after dilation 
5.4.1.2 Region Filling 
Region filling is not a morphological operation like dilation. It is an algorithm 
developed by using morphological operations like dilation and set operations like 
complementation and intersection (Gonzalez and Woods 1992). 
Suppose the boundary in Figure 5.5 is 8-connected and we want to fill the interior 
of this boundary. We shall start with a point p inside the boundary and starting from this 
point begin a dilation process that stops at the boundary. The structuring element used is 
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shown in Figure 5.6 (a), where each square represents one pixel and the center pixel 
defines the origin. Figure 5.6 (b) shows the result of region filling operation. 
The white pixels in the structuring element are the pixels valued '1 '. The 
procedure that fills the interior region of a close boundary with '1' is defined as 
k = l,2,3, · · · (5.10) 
Where X O = p , when we look at equation ( 5 .10) we see that the algorithm is just a 
dilation process that starts within the region and continues till it reaches the region 
boundary, the union of A and X k includes the filled region and it's boundary which will 
look like Figure 5.6(b). One thing that should be mentioned is that we have to assign a 
value '1' to p , the starting point, to start the dilation process. The algorithm terminates if 
xk =Xk-1. 
(a) Structuring element (b) Resulting image 
Figure 5.6. Region filling 
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Once we have filled up the interior of all the pixel head images in the eight 
radiographs we use these images to remove the rivet heads from the radiographs. 
5.4.2 Erasing Objects 
The binary images obtained after region filling give us a complete map of the 
pixels that are included in the rivet heads. The simple rule is that if a pixel is white in the 
binary image then it is included in the rivet head otherwise it is not a rivet head pixel. Our 
goal is to make the rivet heads fade into the background or in other words to erase them. If 
the background were uniform or even gradually changing our task would be very simple. 
All we have to do is to obtain the average background value and set the rivet head pixels to 
this value. Unfortunately for our images, the background is rapidly changing and there is 
no way that you can set all the unwanted pixels to a single value and make them disappear. 
We decided a type of local averaging, which gave good results. The scheme is very simple 
and described in the following steps 
5.4.2.1 Averaging Filter 
As a first step we applied a spatial averaging filter to the gray scale images. These 
are the original images obtained by the preprocessing steps of cropping, enhancement and 
noise reduction. Using spatial masks for image processing is called spatial filtering. An 
averaging filter is a smoothing filter and is used for blurring and noise reduction (Gonzalez 
and Woods 1992). Here it is solely used for the purpose of blurring. 
We have used a 3x3 averaging mask shown in Figure 5.7. The mask is passed over 
the whole image. The gray levels of the pixels under the mask are denoted by z1 , z 2 , • • ·, z9 
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V "" 1/9 X 1 
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1 
1 1 1 
Figure 5.7. A 3x3 averaging mask 
the response to the image under the averaging mask will be 
(5.11) 
In other words we say that by applying the averaging mask to an image the gray 
value of each pixel is replaced by the average of the neighborhood gray values. Using 
such masks is also known as neighborhood averaging. The resulting image is a slightly 
blurred version of the original image. We tried using larger averaging masks for more 
blurring but the results were not good. The best results were obtained by using a 3x3 
mask. 
Once we get the blurred image we proceed to the next step which is making sure 
that only the rivet heads are blurred while the rest of the image remains sharp. 
5.4.2.2 Pixel Replacement 
Once we have the blurred gray scale images, the binary images representing the 
rivet head pixels, and the original images, we can use them to blur only the rivet heads. 
The procedure is as follows: 
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Compare the binary image with its corresponding original and blurred gray scale 
images. For all the pixel positions corresponding to white pixels in the binary image, 
replace the pixels in the original image by the pixels from the blurred image. As a result 
only the rivet heads in the original image will be blurred while the rest of the image will· 
remain sharp. Repeat this process for all the eight images. 
Once step B is applied on all the images we shall get a new set of eight images with 
only the rivets blurred. Now we take this new set of images and replace the original 
images with these new images obtained in steps A and B. We repeat steps A and B a 
number of times, each time replacing the previous image with the new one in which the 
rivets are more blurred. After a number of iterations we get an image in which the rivet 
heads are so thoroughly blurred they are almost invisible. The user decides the extent to 
which we want to make the rivet heads invisible. 
Once satisfactory results are obtained, we get a final set of eight images in which 
the rivet heads are invisible. We use these eight radiographic images for alignment and by 
properly aligning them make the final laminograph, which is free from artifacts that are 
due to the rivet heads. 
5.5 Alignment 
The final step in our scheme is the alignment of eight radiographs to make a 
laminographs. These radiographic images are the ones obtained by applying the artifact 
reduction method and are free from the images of the rivet heads. To align the radiographs 
we have to identify the same feature from our desired focal plane in all the images. Once 
we get such a feature we align the same feature in all the radiographs. As discussed in 
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Chapter 3, aligning a single point in the same focal plane in two different radiographs 
aligns the whole focal plane, while the other focal planes remain out of focus. By aligning 
the eight radio graphs to enhance a particular focal plane, adding the intensity of the aligned 
images and averaging them will yield the laminograph of that particular focal plane. In an 
ideal system the alignment procedure should be automatic but to make it automatic the 
precise geometry of the imaging system as well as the test object is required. 
Unfortunately, these parameters are not available to us, therefore to make a laminograph 
we have to specify the particular point in each radiograph that should be used for 
alignment. 
To further clarify the alignment procedure, refer to Figure 5.7. Figure 5.7(a) and 
Figure 5.7(b) show two different projections-of a test object in which we are able to. 
identify a focal feature shown by the black dot 
Once we are able to identify the same focal feature in both images, we note its 
location and then calculate the shift required in the images to align the focal feature in both 
images as shown in Figure 5.7(c). The images are cropped so that only the regions that 
overlap are retained. The cropped images are added to make a laminograph. · 
Since we are trying to make the laminograph of the corrosion, and the image of 
corrosion is better after enhancement, it is possible to identify the boundary of corrosion in 
some of the radiographs. The corrosion boundary has some jagged edges, which are quite 
pointed. We take the radiographs in which the same corner in the corrosion boundary can 
be identified and using the comer points, align these radiographs and make the final 
laminograph. Here we should point out that the corrosion boundary is not clear in some of 
• 
(a) 
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Figure 5.8. Alignment procedure 
the radiographs therefore they are not used in the final laminograph formation. Using 
fewer radio graphs to make the laminograph reduces the error that is bound to be introduced 
when the alignment points are specified by the user. Once proper alignment and averaging 
is done, our procedure is complete and the final laminograph, which is free from artifacts, 
is available. 
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CHAPTER 6. RESULTS AND DISCUSSION 
In this chapter we shall show the results of the artifact reduction scheme described 
in Chapter 5, when it is applied to real industrial radiographs. The test object used for this 
research is an aircraft skin part as mentioned earlier. The geometry of the test object is 
quite complex. The exact photograph of the test object could not be found but the sponsors 
kindly provided us with the photograph of an object, which according to them is very 
similar in shape to the test object whose radiographs are used for our research. The 
photograph is shown in Figure 5 .1, titled 'A complex test object'. It consists of different 
metallic plates joined together at different angles by rivets. The task given to us was to try 
and find the corrosion in the test object and make a laminograph of corrosion. This 
laminograph should be as free from artifacts as possible. 
We were given eight radiographs of the test object. These radiographs were 
obtained by the Reverse Geometry X-ray (RGX) system. The working of the RGX system 
is described in Chapter 2. The advantages of this x-ray imaging system are better signal-
to-noise ratio and high contrast sensitivity, as mentioned earlier. The image of corrosion is 
so weak that it is almost impossible to.identify it at first. This problem was easily 
overcome by one of the most basic of image enhancement techniques, namely histogram 
equalization. The signal content was good but to make the edge images as free from noise 
as possible an adaptive Wiener filter was applied to the eight radiographs. The procedure 
followed was the same as described in Chapter 5. 
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6.1 Results 
The eight raw radiographs provided are shown in Figures 6.1 (a) through (h). 
These radiographs provide some insight to the geometric shape of the test object. The 
original test object is art aircraft skin part very similar to the one shown in Figure 5.1. Just 
by looking at the radiographic images we can see that the geometry of the test object is 
quite complicated. There are some rivet images that look like small circles. The different 
metallic layers can be identified by the abrupt change in image intensity. Such a 
complicated image has to be handled carefully. Ifwe try to make a laminograph of the 
whole image it is quite likely that we shall end up with something that is more confusing, 
rather than simpler, than the original radiographs. To get more meaningful results, we 
decided to take a relatively planer area out of each radiograph instead of making a 
• laminograph of the whole images. The cropped images are shown in Figure 6.2. Each of 
the cropped images is taken out from its corresponding whole radiograph in Figure 6.1. 
The dotted box in Figure 6.1 shows the approximate region that was cropped out of each 
radiograph. We have tried to take approximately the same area from each of the original 
raw radiographs. Once a set of eight cropped images is obtained, this set is used for further 
processing. 
Image enhancement is done to the eight radiographs in Figure 6.2. The image 
enhancement technique used is histogram equalization described in Chapter 5. The results 
of applying histogram equalization to the images in Figure 6.2 can be seen in Figure 6.3. 
The corrosion, which was not visible in images shown in Figure 6.2, can easily be 
identified in the images shown in Figure 6.3. Once we can identify the corrosion we can 
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take further steps to make a laminograph so that the corrosion image can be seen more 
clearly without interference from other features in the image. The next step that we have 
to take is to reduce noise content from each of the images. At the same time we want to 
save as much edge information as possible, since edges are used for feature identification. 
Adaptive Wiener filtering is applied to the images in Figure 6.3 and the results of adaptive 
filtering are shown in Figure 6.4. Figure 6.5 shows the edge images of the images in 
• Figure 6.4, these edge images are obtained by applying Canny edge detector. The circles 
in the edge images show the rivet heads. Rivet heads are the features that we want to 
eliminate from each radiograph since they introduce strong artifacts. As explained in 
Chapter 5, these edge images are used to obtain the positions of the pixels that define the 
rivet heads. Figure 6.6 shows the binary masks that define the rivet heads in each of the 
images. These masks are obtained by using mathematical morphology. The 
morphological operations used to obtain these binary masks are described in Chapter 5. 
Once we have the binary masks that can be used to obtain the coordinates of the pixels 
defining the rivet heads, these masks can be used along with the images in Figure 6.4 to 
'erase' the rivet heads from each image. Figure 6.7 shows the results of the rivet removal 
scheme applied to the images in Figure 6.4. We should point out here that it is not possible 
to remove the rivet heads completely. The rivet heads can only be completely removed 
when their intensity is exactly the same as the background. No matter how many times 
averaging is done the intensity of the pixels defining rivet heads can only be brought very 
near to the background around them but a small difference will always remain. 
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(a) (b) 
(c) (d) 
Figure 6.1. Original radiographs obtained from RGX system, 
dotted window represents the area cropped out of each image 
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(e) (f) 
(g) (h) 
Figure 6.1. Continued 
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(a) (b) 
(c) (d) 
Figure 6.2. Cropped images taken out of the original radio graphs 
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(e) (t) 
(g) (h) 
Figure 6.2. Continued 
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(a) (b) 
(c) (d) 
Figure 6.3. Enhanced images after histogram equalization 
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(e) (f) 
(g) (h) 
Figure 6.3. Continued 
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(a) (b) 
(c) (d) 
Figure 6.4. Results of application of adaptive Wiener filtering for noise reduction 
72 
(e) (f) 
(g) (h) 
Figure 6.4. Continued 
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(a) (b) 
(c) (d) 
Figure 6.5. Binary edge images (circles show rivet heads) 
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(e) (f) 
(g) (h) 
Figure 6.5. Continued 
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Figure 6.6. Binary masks specifying the positions of rivet heads 
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Figure 6.6. Continued 
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(a) (b) 
(c) (d) 
Figure 6. 7. Images with rivet heads removed 
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(e) (f) 
(g) (h) 
Figure 6. 7. Continued 
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Once eight radiographs are obtained, which are free from rivet heads, the alignment 
procedure is applied to these radiographs to make a final laminograph. This laminograph 
shown in Figure 6.8 (a) is quite free from artifacts and to prove our point that the artifacts 
are mostly due to the images of rivet heads we have also included a laminograph of the 
radiographic images in Figure 6.4 without any artifact reduction. The cloud-like artifact 
within the dotted windows can be very easily seen in Figure 6.8 (b). 
(a) Laminograph with artifact reduction (b) Laminograph without artifact reduction 
Figure 6.8. Comparison of laminographs with and without artifact reduction 
The laminograph in Figure 6.8 (a) can be used to locate the exact depth of 
corrosion. The geometric relationships explained in Chapter 3 can be used for this 
purpose. To understand how it is done, refer to Figure 6.9. S1 and S2 are two point 
h 
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Figure 6.9. Depth of the focal plane 
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sources, Al is a projection of a point A in the focal plane due to source S 1 and A2 is a 
second projection of the same point due to source S2. h is the distance between the source 
plane, containing point sources S 1 and S2, and the image plane and is already known. a 
and bare the distances of the focal plane from the source plane and the image plane 
respectively. If the shift S1S2, in the point source is known, the distances a and b can be 
calculated since the shift AlA2 in the projection is equal to the shift in the radiograph 
required to make a laminograph and is known once a laminograph is made. 
a S1S2 
=--
b AIA2 
(6.1) 
a+b=h (6.2) 
Equations (6.1) and (6.2) can be solved simultaneously to calculate the distance of 
the focal plane from either the source or the image plane. This relationship is very useful 
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when we are trying to determine the depth, at which corrosion exists in a test object, 
especially when the corrosion is between two layers of metal and cannot be seen directly. 
6.2 Another Set of Sub-images 
Even though a well-defined boundary of corrosion can be seen in the laminograph shown 
in Figure 6.8 (a), we wanted to make sure that we are not missing corrosion in other parts 
of the object. In order to ensure that the laminograph we have made shows all the 
corrosion in the test object we took another set of sub-images. These images represent 
another area in the original radiographs and are shown in Figure 6.10. The area that is 
cropped out to obtain this new set is shown by the solid outline in Figure 6.1 (g). 
Approximately the same area is cropped out of each image to obtain a new set of 
sub-images. The bright shank-like objects that can be seen in each sub-image in Figure 
. 6.10 are the rivets. In the previous section the rivet images were like circles, because the 
rivet head was parallel to the imaging plane, here we get a side view of the rivets passing 
through the metal. No image of corrosion can be seen anywhere in the new set of sub-
images. That does not indicate an absence of corrosion because there is a possibility that 
corrosion is present but the image contrast is so low that we cannot identify it. To make 
sure that no image of corrosion is left out we decided to increase image contrast. Once a 
set of eight images was obtained, we performed histogram equalization on these images in 
the hope that we will get an image of the corrosion if any present. 
The results of image enhancement are shown in Figure 6.11. Image enhancement 
is done to increase image contrast so that we can see features that are not apparently 
visible. We can see that no image of corrosion can be seen anywhere. The corrosion 
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image has uneven edges that can be easily identified but we don't see any such edges here. 
All the boundaries are due to rivet images. If rivet removal scheme was applied on these 
images, the result will be a blank image, since no identifiable feature is present except 
rivets. Therefore we can say that most of the corrosion can be located by looking at the 
laminograph in Figure 6.8 (a). 
(a) 
(b) 
Figure 6.10. Second set of sub-images 
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(c) 
(d) 
(e) 
Figure 6.10. Continued 
84 
(f) 
(g) 
(h) 
Figure 6.10. Continued 
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(a) 
(b) 
(c) 
Figure 6.11. Image enhancement results 
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(d) 
(e) 
(f) 
Figure 6.11. Continued 
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(g) 
(h) 
Figure 6.11. Continued 
6.3 Conclusions 
The proposed artifact reduction scheme does a good job for the test object under 
consideration for this research. This scheme gives a good format for artifact reduction in 
laminographs of volume test objects. Whereas a previous artifact reduction scheme for flat 
object depended on a single average gray level value for background, the scheme proposed 
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in this research depends on local background gray level around each artifact. By taking the 
average gray level locally we were able to skip the background trend removal which is an · 
essential part of most ofx-ray image processing. By avoiding trend removal most of the 
image contrast can be preserved. 
The scheme developed in this research should work equally well for other complex 
test objects, in which the main goal is to locate corrosion. The shift that is required in each 
radiograph gives useful information about the depth of corrosion. The knowledge about 
the exact shift in detector position and each radiograph is enough to calculate precise 
corrosion depth. 
Additional techniques can be applied to improve this scheme. First of all the 
process should be made completely automatic with no user interference. Currently the user 
has to specify the center of each rivet to start region filling while making a binary map for 
the positions of the pixels forming the rivet head. Also the focal feature selection for the 
alignment procedure is also user defined. The operator has to choose the focal feature in 
each radio graph by using the cursor. This kind of human intervention always introduces 
errors. As mentioned earlier a complete knowledge of the geometry of the imaging system 
can help in making the alignment procedure automatic. 
Once an image is divided into sub-images, each set of these sub-images is 
processed separately. An ideal situation would be where we can segment the image into 
smaller images, make a laminograph of each smaller area and put the final laminograph of 
each region together to make a single laminograph of the original image. It is not possible 
in the scheme proposed here because for each set of sub-images, a focal feature is defined 
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- ---- which can be identified in all images. -The focal feature can-be at different depths for -- ---- -- - ---
different sets of sub-images; in other words we can say that the focal plane enhanced in 
each laminograph is different. The smaller laminographs can only be put together when 
they show the same focal plane. Since there is no way that we can ensure this, therefore it 
is not possible to put the smaller laminographs together to make a single laminograph of 
the whole image. 
The necessity to make a single laminograph of the whole object depends on the 
kind of object that we are imaging. If the test object is a PCB and we are looking for 
breaks in copper conductor lines then it is necessary that we have one laminograph of the 
whole PCB because we don't want to miss any breaks in copper lines. While imaging 
corrosion, if smaller laminographs of different areas are formed and boundary of corrosion 
can be identified in one of these smaller laminographs then this smaller laminograph yields 
all the information that is required by the user and it is not necessary to make a single 
laminograph of the whole test object. 
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