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SYMMETRIC POWERS AND A PROBLEM OF KOLLA´R AND
LARSEN
ROBERT M. GURALNICK AND PHAM HUU TIEP
1. Introduction
Let F be an algebraically closed field of characteristic ℓ ≥ 0, V = Fd, and let
G = GL(V ), or GO(V ), resp. Sp(V ) (the full isometry group of a non-degenerate
symmetric, resp. alternating, bilinear form on V ). In various applications, including
in the classification of maximal subgroups of classical groups and in algebraic geom-
etry, it is important to know which closed subgroups G of G can act irreducibly on
Symk(V ) for some k ≥ 2. The list of such subgroups G, under the assumption that
G is connected and positive dimensional, has been determined by Dynkin [Dyn] in
characteristic 0 and by Seitz [Se1] and Testerman [Tes] in positive characteristic. A
conjecture of Kolla´r and Larsen [KL] asserts that if k is not too small, say k ≥ 4, the
complete list of such subgroups G remains essentially the same when G is assumed to
be closed. This conjecture has interesting implications, in particular on the holonomy
group of a stable vector bundle on a smooth projective variety, cf. the very recent
work of Balaji and Kolla´r [BK]. The main result of the paper proves this conjecture
in the affirmative.
Theorem 1.1. Let F be an algebraically closed field of characteristic ℓ ≥ 0 and
V = Fd with d > 4. Assume that a Zariski closed subgroup G of G := GL(V ) acts
irreducibly on Symk(V ) for some k ≥ 4. Then either ℓ = 0 or ℓ > k. Moreover, one
of the following holds.
(i) H✁G ≤ NG(H) with H ∈ {SL(V ), Sp(V )}.
(ii) ℓ > 0, L✁G ≤ NG(L), where L is a quotient of SLd(q), SUd(q), or Spd(q) for
some power q = ℓa.
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(iii) k = 4, 5. Furthermore, L ✁ G ≤ NG(L) with (d, L) = (6, 2J2), (12, 2G2(4)),
(12, 6Suz).
(iv) k = 4, 5, ℓ = 5, 7, 8900000 > d ≥ 196882, and M ✁ G ≤ NG(M), where M is
the Monster sporadic finite simple group.
Conversely, the cases listed in (i) – (iii) give rise to examples.
Observe that there are infinite series of examples of finite subgroups of GL(V ), not
satisfying conclusions (ii)–(iv) of Theorem 1.1 and such that Sym2(V ) and Sym3(V )
are irreducible over G, cf. [MT2]. Another curious example is that the subgroup
G2(C) of G = SO7(C) is irreducible on all G-composition factors of Symk(V ) for all
k, cf. [Se1].
The small dimensional case is handled by the following:
Theorem 1.2. Let F be an algebraically closed field of characteristic ℓ ≥ 0 and
V = Fd with d ≤ 4. Assume that a Zariski closed subgroup G of G := GL(V ) acts
irreducibly on Symk(V ) for some k ≥ 4. Then either ℓ = 0 or ℓ > k or d ≤ 2.
Furthermore, one of the following holds.
(i) H✁G ≤ NG(H) with H ∈ {SL(V ), Sp(V )}.
(ii) ℓ > 0, L✁G ≤ NG(L), where L is a quotient of SLd(q), SUd(q), or Spd(q) for
some power q = ℓa.
(iii) ℓ 6= 2, d = 2, G = Z(G) ∗ SL2(5). Furthermore, k = 4, 5 if ℓ = 0 or ℓ > 5,
k = 4 if ℓ = 5, and k = 5 if ℓ = 3.
(iv) ℓ = 5, d = 3, G = Z(G) ∗ 3A7, and k = 4.
Conversely, all the above cases give rise to examples.
As shown in [BK], Theorems 1.1 and 1.2 imply
Corollary 1.3. [BK, Cor. 6] Let E be a stable vector bundle on a complex smooth
projective variety X of rank different from 2, 6, 12. Then the following are equivalent:
(i) Symk(E) is stable for some k ≥ 4.
(ii) Symk(E) is stable for every k ≥ 4.
(iii) The commutator subgroup of the holonomy group is either SL(Ex) or Sp(Ex).
✷
The exceptions in rank 2, 6, and 12 are related to the possibilities described in
Theorem 1.1(iii) and Theorem 1.2(iii).
The main ideas of our proofs can be outlined as follows. Suppose a subgroup G of
GL(V ) satisfies the hypotheses of Theorem 1.1, resp. Theorem 1.2. First, arguments
along the lines of Aschbacher’s Theorem [A] reduce the problem to the cases where
G normalizes either a certain p-group for a prime p dividing d, a simple algebraic
group, or a finite (quasi)simple group S, cf. Proposition 2.14. The first case can be
handled quickly using character-theoretic methods, see Theorem 5.1. In the second
case, as well as in the third case with S a finite group of Lie type defined in the
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same characteristic ℓ as of F, various tools from the (modular) representation theory
of algebraic groups (cf. Theorem 3.1) allow us to reduce to the case of connected
reductive algebraic groups and then apply the classic results of Dynkin [Dyn] and
Seitz [Se1]. The main obstacles arise in the third case and moreover when S is not
a finite group of Lie type in the same characteristic as of F. Unlike the situations
considered previously in [GT2] and [MMT], the irreducibility of Symk(V ) does not
yield (nontrivial) upper bounds on dim(V ) – such a bound was the crucial step in
the mentioned papers. The key idea here is to show that G possesses a large enough
subgroup C such that the restriction of Symk(V ) to C contains a small enough
submodule. Even though this argument does not yield an upper bound on dim(V ),
it does lead to a strong constraint on G and some of its natural subgroups which
ultimately yields a contradiction, cf. for instance Proposition 4.2. The case when
S is a sporadic finite simple group also presents considerable difficulties since for
some of them (say the Monster) there is only very scarce information about their
modular representation theory (and this is usually available only when the Sylow
ℓ-subgroups of S are cyclic). As usual, low dimensional representations such as Weil
representations of finite classical groups and basic spin representations of (double
covers of) symmetric and alternating groups also require special treatment as well.
In certain situations when ℓ is large enough, results of Serre [S] and McNinch [McN]
allow one to reduce to the complex case.
In this paper we also obtain various results concerning the reducibility of exterior
powers ∧k(V ) as well. But, as the example of Sn acting on the heart of the natural
permutation module shows, the irreducibility of ∧k(V ) is not enough to tell apart G
from its finite closed subgroups, cf. also [MMT]. In fact, as shown in Proposition
2.21 and Theorem 5.1, a Zariski closed subgroup of GL(V ) with dim(V ) ≥ 6 can be
irreducible on ∧k(V ) for some k ≥ 3 only when either G is almost quasi-simple (i.e.
soc(G/Z(G)) is a simple, algebraic or finite, group) or G stabilizes a decomposition
of V into 1-spaces. We intend to fully investigate this question in a sequel of the
paper. Here we will prove the following theorem
Theorem 1.4. Let F be an algebraically closed field of characteristic 0, V = Fd with
d > 4, and let G be a Zariski closed subgroup of GO(V ). Assume G does not contain
SO(V ). Then G is either reducible on Sym4(V )/Sym2(V ), or on ∧4(V ) for d > 7, or
on ∧2(V ) for d ≤ 7.
(In the situation of this theorem, one can identify Symk(V ) with the space of
homogeneous polynomials of degree k in d variables. The GO(V )-invariant quadratic
form on V yields a GO(V )-invariant quadratic polylomial Q, and the multiplication
by Q yields an embedding of Sym2(V ) into Sym4(V ).)
Theorem 1.4 in particular yields another proof of Larsen’s conjecture proved in
[GT2]. (Indeed, the proof in [GT2] uses the irreducibility of G on every GO(V )-
composition factor of V ⊗4 to derive the containment G ≥ SO(V ), whereas the new
4 ROBERT M. GURALNICK AND PHAM HUU TIEP
proof, see Corollary 1.5 and its proof below, uses G-irreducibility only on a few
specific composition factors.) Larsen’s conjecture has already been used by Katz, to
study the monodromy group attached to a Lefschetz pencil of smooth hypersurface
sections of a projective smooth variety X over a finite field k [Ka1], and to determine
the geometric monodromy group attached to a family of character sums over finite
fiels [Ka2]. It also has implications on the holonomy group of a stable vector bundle
on a complex smooth projective variety, cf. [BK].
Corollary 1.5. (Larsen’s conjecture) Let F be an algebraically closed field of char-
acteristic 0, V = Fd and let G = GL(V ), GO(V ), or Sp(V ). If d ≤ 4, assume in
addition that G 6= GO(V ). Let G be a Zariski closed subgroup of G such that G◦ is
reductive and G does not contain [G,G]. Then one of the following holds.
(i) dim(EndG(V
⊗4)) > dim(EndG(V
⊗4)).
(ii) d = 6, G = Sp(V ), and G = 2J2.
(iii) d = 2, G = GL(V ), and G = Z(G) ∗ SL2(5).
Notice that we do not consider orthogonal groups in dimensions ≤ 4 in Theorem
1.4 and Corollary 1.5 because SOd(F) is not simple when d = 1, 2, 4 and isomorphic
to PSL2(F) when d = 3. We also obtain the following variant of Corollary 2.19(i)
which holds in almost every characteristic:
Corollary 1.6. Let G be a closed subgroup of GL(V ), with V = Fd and d ≥ 3 if
char(F) > 0. Assume that the G-module Symk(V ) is irreducible for some k ≥ 4. If
k ≤ 5 and M ✁ G ≤ NGL(V )(M), M being the Monster, assume furthermore that
either char(F) 6= 5, 7 or dim(V ) ≥ 8900000. Then for every m, 1 ≤ m ≤ k, the
G-module Symm(V ) is also irreducible.
Corollary 1.6 cannot hold for d = 2 when char(F) > 0, cf. Remark 2.2 below.
Throughout the paper, we use the convention that ℓ > N means that either ℓ = 0
or ℓ > N . The notation for simple groups is as in [Atlas]; in particular, M is the
Monster, 6Suz is the sixth cover of the Suzuki group, and 2J2 is the double cover
of the second Janko group. Sn, resp. An is the symmetric, resp. alternating, group
on n symbols. G ∗H denotes a central product of finite groups G and H , and G(∞)
is the last term of the derived series of G. We will assume that ℓ > k whenever
we address the irreducibility of Symk(V ) with dim(V ) ≥ 3, cf. Lemma 2.1(i). If
G is a closed subgroup of GL(V ) then G◦ denotes the connected component of G,
and the irreducible G-module with highest weight ̟ is denoted by L(̟). If G is
a finite group and χ a class function of G then χˆ denotes the restriction of χ to
ℓ′-elements in G; furthermore, IBrℓ(G) denotes the set of all irreducible ℓ-modular
Brauer characters of G. A G-module (over field of characteristic 6= 2) is said to
be of type +, resp. −, if it supports a nondegenerate G-invariant symmetric, resp.
alternating form; the same for (irreducible) ordinary or Brauer characters of G. If
N ✁G, then a simple N -module V is G-invariant if V g ≃ V for all g ∈ G. If G is any
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finite group, then m(G) denotes the largest degree of complex irreducible characters
of G; clearly, m(G) ≤√|G/Z(G)|. If G is a finite group of Lie type in characteristic
p, then d(G) denotes the smallest degree of nontrivial projective representations of G
in characteristic other than p. We will freely use the Landazuri-Seitz-Zalesskii lower
bounds on d(G) and their latest improvements as recorded in [T2], and the upper
bound for m(G) as given in [Se2].
2. Preliminaries
Recall that F is an algebraically closed field of characteristic ℓ ≥ 0. Let V = Fd
and let G = GL(V ), Sp(V ), or GO(V ) throughout this section. We consider V as
the irreducible G-module with highest weight ̟1.
2.1. Basic reductions. To get some basic reductions for our problem, one might
apply the fundamental result of Aschbacher [A]. But in our case one can give a direct
argument (which in fact goes along the lines of the proof of Aschbacher’s Theorem,
and which also gives us some further information that will be needed later). The first
step is to reduce to the case where the subgroup G ≤ GL(V ) satisfies the following
hypothesis:
(S) :
The G-module V is irreducible, primitive,
tensor indecomposable, and not tensor induced.
(Recall that the G-representation Φ of G on V is tensor induced, if there is a decom-
position V = V1⊗ . . .⊗Vm into m > 1 vector spaces Vi of equal dimension, such that
Φ(G) ≤ (⊗mi=1GL(Vi)) · Sm, with Sm naturally permuting the spaces Vi.)
Lemma 2.1. Assume G ≤ GL(V ), dim(V ) ≥ 2, and Symk(V ) is irreducible over G
for some k ≥ 2.
(i) If dim(V ) ≥ 3 then char(F) > k.
(ii) G satisfies the hypothesis (S).
Proof. (i) Assume that d := dim(V ) ≥ 3 but 0 < ℓ = char(F) ≤ k. We will show that
Symk(V ) is reducible over SL(V ). Let 0 ≤ a ≤ ℓ − 1 and b, i > 0 be any integers.
Then notice that (a+ bℓ+ i)/i ≥ (a+ i)(b+ i)/i2 and in fact the inequality is strict
if i ≥ 2. Taking i = 1, . . . , d− 1, we see that
(1) dim(Syma+bℓ(V )) > dim(Syma(V )) · dim(Symb(V )).
Write k = a0 + a1ℓ + . . . + asℓ
s for some integers 0 ≤ a0, . . . , as ≤ ℓ− 1 and as > 0.
Using induction on s ≥ 1 with (1) as induction base, one can show that
(2) dim(Symk(V )) > dim(Syma0(V )) · dim(Syma1(V )) · . . . · dim(Symas(V )).
Now if the SL(V )-module V has highest weight ̟1, then Sym
k(V ) has highest
weight k̟1, whence it has a quotient isomorphic to Sym
a0(V ) ⊗ (Syma1(V ))(ℓ) ⊗
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. . . ⊗ (Symas(V ))(ℓs) by Steinberg’s tensor product theorem. Hence (2) implies that
Symk(V ) is reducible.
(ii) Assume that G is reducible on V and A 6= 0 is a proper G-submodule of V .
Then Symk(A) 6= 0 is a proper G-submodule of Symk(V ), a contradiction. Next as-
sume that G is imprimitive on V . Then V = ⊕ni=1Vi with G permuting the subspaces
Vi’s transitively. It follows that ⊕ni=1Symk(Vi) is a proper G-submodule of Symk(V ),
a contradiction.
Now assume that the G-module V is tensor decomposable. Then V = A ⊗ B
as a G-module, with dimA, dimB > 1. In particular d ≥ 4 and so in view of
(i) we may assume that ℓ > k. Under this assumption on ℓ, Symk(V ) is just the
fixed point subspace for Sk with Sk naturally permuting the k factors of V
⊗k. Since
Symk(A)⊗Symk(B) is fixed by Sk pointwise, it is a proper G-submodule of Symk(V ),
again a contradiction.
Finally, assume that the G-module V is tensor induced. In this case, V = ⊗ni=1Vi
with G permuting the subspaces Vi transitively. Again d ≥ 4 and so we may as-
sume ℓ > k. Hence, Symk(V ) contains the proper G-submodule ⊗ni=1Symk(Vi), a
contradiction. 
Remark 2.2. Notice that Lemma 2.1(i) and Corollary 1.6 fail if dim(V ) ≤ 2. In
fact, if dim(V ) = 2 then for any integers j ≥ 1 and 1 ≤ b < ℓ = char(F),
Sym(b+1)ℓ
j−1(V ) = Symℓ−1(V )⊗ Symℓ−1(V )(ℓ)⊗ . . .⊗ Symℓ−1(V )(ℓj−1) ⊗ Symb(V )(ℓj)
is irreducible over SL(V ) (as well as over any SL2(ℓ
n) with n > j). In particular,
Symℓ
j
(V ) is reducible but Sym2ℓ
j−1(V ) is irreducible over SL(V ). Another example
is G = SL2(5) in SL(V ) with ℓ = 3 and d = 2: here Sym
5(V ) is irreducible but
Sym4(V ) is reducible.
Remark 2.3. (i) Notice that Symk(V ∗) ≃ (Symk(V ))∗ if char(F) > k and ∧k(V ∗) ≃
(∧k(V ))∗ if 1 ≤ k ≤ dim(V )− 1, as modules over GL(V ). Indeed, all these modules
are irreducible over SL(V ), and we can see the isomorphism by comparing their
highest weights.
(ii) Assume V and W are FG-spaces and char(F) > k. Then
Symk(V ⊕W ) ≃
⊕
i+j=k
Symi(V )⊗ Symj(W ), ∧k(V ⊕W ) ≃
⊕
i+j=k
∧i(V )⊗ ∧j(W ),
and
Symk(V ⊕W ) ≃
⊕
(SλV ⊗ SλW ), ∧k(V ⊕W ) ≃
⊕
(SλV ⊗ Sλ′W ),
where the first sum runs over all partitions λ of k with at most dim(V ) or dim(W )
rows, and the second sum runs over all partitions λ of k with at most dim(V ) rows
and at most dim(W ) columns, cf. [FH, p. 80]. Here λ′ is the partition conjugate to
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λ and Sλ is the Schur functor corresponding to the partition λ. Indeed, the proof of
these formulas in [FH, p. 521] uses only the semisimplicity of the group algebra FSk.
Lemma 2.4. Assume d ≥ 3, char(F) > 3, G ≤ GL(V ) and ∧2(V ) is irreducible over
G. Then one of the following holds.
(i) G satisfies the hypothesis (S).
(ii) V = ⊕di=1Vi is a sum of 1-spaces and G acts 2-homogeneously on {V1, . . . , Vd}.
(iii) V = V1 ⊗ V2 with G permuting V1 and V2 transitively, and Sym2(Vi) and
∧2(Vi) are irreducible over G1 := StabG(V1)∩StabG(V2) for i = 1, 2. Furthermore, G
is reducible on ∧3(V ) if d ≥ 5.
Proof. Assume that G is reducible on V and A 6= 0 is a proper G-submodule of V .
Replacing V by V ∗ if necessary, we may assume that dim(A) ≥ 2. Then ∧2(A) 6= 0 is a
proper G-submodule of ∧2(V ), a contradiction. Next assume that G is imprimitive on
V . Then V = ⊕ni=1Vi with G permuting the subspaces Vi’s transitively. If dim(Vi) ≥
2, then⊕ni=1∧2(Vi) is a proper G-submodule of ∧2(V ), a contradiction. If dim(Vi) = 1,
then the irreducibility of ∧2(V ) implies that the T -module Vi’s are all nonisomorphic
T -modules for T := ∩di=1StabG(Vi), and the permutation action of G on {V1, . . . , Vd}
is 2-homogeneous.
Now assume that the G-module V is tensor decomposable. Then V = A⊗B as a G-
module, with dimA, dimB > 1. Clearly, Sym2(A)⊗∧2(B) is a proper G-submodule
of ∧2(V ), again a contradiction.
Finally, assume that the G-module V is tensor induced. In this case, V = ⊗ni=1Vi
with G permuting the subspaces Vi’s transitively, and dim(Vi) ≥ 2. Hence, ∧2(V )
contains the proper G-submodule
n∑
i=1
(
Sym2(V1)⊗ . . .⊗ Sym2(Vi−1)⊗ ∧2(Vi)⊗ Sym2(Vi+1)⊗ . . .⊗ Sym2(Vn)
)
,
a contradiction, unless n = 2. Consider the case n = 2. Since
∧2(V1 ⊗ V2) ≃ (Sym2(V1)⊗ ∧2(V2))⊕ (∧2(V1)⊗ Sym2(V2))
as G1-modules and (G : G1) = 2, Sym
2(Vi) and ∧2(Vi) must be irreducible over G1.
Finally, assume d ≥ 5. Then dim(V1) = dim(V2) ≥ 3, and
∧3(V1 ⊗ V2) ≃ (Sym3(V1)⊗ ∧3(V2))⊕ (∧3(V1)⊗ Sym3(V2))⊕ (S(2,1)(V1)⊗ S(2,1)(V2))
as G1-modules, whence ∧3(V ) is reducible over G. 
Note that both exceptions listed in Lemma 2.4(ii), (iii) do occur.
Lemma 2.5. Assume G ≤ GL(V ) is an irreducible, primitive and tensor indecom-
posable subgroup, and H ✁G. Then H is either central in G or irreducible on V .
Proof. By Clifford theory, the H-module V has only one isotypic component, i.e.
V |H = eW with W an irreducible H-module. If f := dim(W ) = 1 then H ≤ Z(G).
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So assume e, f > 1. Let Φ, resp. Ψ, denote the representation of G on V , resp.
of H on W . In a suitable basis of V , Φ(g) = (gij)1≤i,j≤e with gij ∈ Matf(F) and
Φ(h) = diag(Ψ(h), . . . ,Ψ(h)) for g ∈ G and h ∈ H . Since Ψg ≃ Ψ, Ψ(ghg−1) =
Θ(g)Ψ(h)Θ(g)−1 for some Θ(g) ∈ GLf (F). The identity Φ(g)Φ(h)Φ(g)−1 = Φ(ghg−1)
now implies that Θ(g)−1gij commutes with Ψ(h) for all h ∈ H . By Schur’s Lemma,
gij = Λij(g)Θ(g) for some Λij(g) ∈ F×. Thus Φ(g) = Λ(g)⊗ Θ(g) if we set Λ(g) :=
(Λij(g))1≤i,j≤e ∈ Mate(F). In particular, Λ(g) ∈ GLe(F). We have shown that
Φ(G) ≤ GLe(F)⊗GLf(F). In other words, G is contained in GL(A)⊗GL(B) for some
decomposition V = A⊗ B with e = dim(A) and f = dim(B), a contradiction. 
Lemma 2.6. Let S be a group, and let V1, . . . , Vm be FS-modules such that the
resulting representation Φ of S on V := V1 ⊗ . . .⊗ Vm is irreducible. Let g ∈ GL(V )
be an element that normalizes Φ(S).
(i) If V gi ≃ Vi for all i, then g ∈ K := ⊗mi=1GL(Vi).
(ii) Assume dim(Vi) = f for all i, and that for every i there is some j such that
V gi ≃ Vj. Then g ∈ H := (⊗mi=1GL(Vi)) · Sm.
Proof. (i) Let Φi denote the representation of S on Vi. By assumption, there is
hi ∈ GL(Vi) such that hi and g induce the same automorphism on Φi(S). It follows
that h := ⊗mi=1hi ∈ K and g induce the same automorphism on Φ(S). Thus h−1g
centralizes Φ(S) and so it is scalar by irreducibility, whence is in K, and so is g.
(ii) Let Φi denote the matrix representation of S relative to a fixed basis of Vi.
Without loss we may replace S by Φ(S), and denote the matrix representation of
〈S, g〉 on V also by Φ. By assumption, there is an element τ ∈ Sm and hi ∈ GLf(F)
such that Φi(gsg
−1) = hiΦτ(i)(s)h
−1
i for all s ∈ S. We may find an element σ of
the subgroup Sm of H such that σΦ(s)σ
−1 = σ(⊗mi=1Φi(s))σ−1 = ⊗mi=1Φτ(i)(s) for all
s ∈ S. Setting h := ⊗mi=1hi ∈ H , we see that
Φ(g)Φ(s)Φ(g)−1 = Φ(gsg−1) = ⊗mi=1hiΦτ(i)(s)h−1i
= h(⊗mi=1Φτ(i)(s))h−1 = hσΦ(s)σ−1h−1,
whence σ−1h−1Φ(g) centralizes Φ(s) for all s ∈ S. It follows again by irreducibility
that σ−1h−1Φ(g) is scalar, and so Φ(g) ∈ H . 
Slightly abusing the language, in the situations (i) or (ii) of Lemma 2.6 we will say
that g permutes the spaces V1, . . . , Vm.
Lemma 2.6(i) is not true without the assumption that G permutes the set of
isomorphism classes of FS-modules V1, . . . , Vm. Indeed, the group G = Sp2n(5) · 2
has an irreducible complex representation V such that V |S = A⊗B = A′ ⊗ B′ with
S = Sp2n(5), A,A
′ distinct irreducible (Weil) S-modules of dimension (5n − 1)/2
permuted by G, and B,B′ distinct irreducible (Weil) S-modules of dimension (5n +
1)/2 permuted by G, cf. [MT1]. However, see [Ra1] for an important case where
tensor decomposition of a complex module is uniquely determined.
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Corollary 2.7. Assume G ≤ GL(V ) and a normal subgroup S of G is a central
product of subgroups H1, . . . , Hm, which are permuted by G via conjugation. Assume
furthermore that V |S = V1 ⊗ . . . ⊗ Vm is irreducible with each Hi acting on Vi and
trivially on Vj for j 6= i. Then G also permutes the spaces V1, . . . , Vm.
Proof. Notice that V |Hi is a direct sum of some copies of Vi. Viewing the Vi as
S-modules, we see that G permutes the set of isomorphism classes of FS-modules
V1, . . . , Vm. Hence we are done by Lemma 2.6. 
Now we prove a version of Aschbacher’s Theorem [A] which we need in the sequel
and which may be applied to other situations as well:
Proposition 2.8. Assume V = Fd, ℓ := char(F), and G ∈ {GL(V ), Sp(V ), GO(V )}.
Let G ≤ G be a Zariski closed subgroup that satisfies the hypothesis (S). Then there
is a subgroup H ≤ G such that Z(G)G = Z(G)H , Z(H) is finite, and moreover, one
of the following statements holds.
(i) H◦ is a simple algebraic group. Furthermore, V |H◦ is a Frobenius twist of a
restricted irreducible module if ℓ > 0.
(ii) H is finite, S is nonabelian simple, and S ✁ H/Z(H) ≤ Aut(S) for some
nonabelian simple group S.
(iii) H is finite, and H ≤ NG(P ), with P = Z(P )E and E an extraspecial p-group
for some p 6= ℓ; furthermore, dim(V ) =√|E/Z(E)|.
Proof. In the case G = Sp(V ) or GO(V ), we take H = G. If G = GL(V ), then we
choose H = 〈det(g)−1/dg | g ∈ G〉, which implies H ≤ SL(V ) and so Z(H) is finite,
and Z(G)G = Z(G)H .
1) Assume H◦ 6= 1. Since Z(H) is finite, H◦ 6≤ Z(H), whence V |H◦ is irreducible
(and faithful) by Lemma 2.5. In particular, H◦ is reductive. Clearly, Z(H◦) ≤ Z(H)
by Schur’s Lemma, whence it is finite and so H◦ is semisimple. Since H acts on the
set {H1, . . . , Hn} of simple components of H◦, Corollary 2.7 and (S) imply that n = 1
and so H◦ is simple. Finally, if ℓ > 0 then H acts on the set of isomorphism classes
of Steinberg factors of V |H◦ , whence the latter must be restricted (up to a Frobenius
twist) by Lemma 2.6 and (S).
2) Now we may assume that H is finite. Let L¯ be a minimal normal subgroup
of H/Z(H). Here we consider the case L¯ is nonabelian; in particular L¯ is perfect.
Assume that M¯ is another minimal normal subgroup of H/Z(H). Consider the
complete inverse images M and L of M¯ and L¯ in G and set K := L(∞). Notice that
M,K ✁ H , M,K 6≤ Z(H), [M,K] ≤ M ∩ K ≤ Z(K), and [K,K] = K. Hence
[[M,K], K] = 1 and so [M,K] = 1 by the Three-Subgroup Lemma. By Lemma 2.5,
V |K is irreducible. But then by Schur’s Lemma, M ≤ Z(H), a contradiction.
Next we show that L¯ is simple. Write L¯ = S¯1 × . . .× S¯n, where S¯1 ≃ . . . ≃ S¯n are
simple. Let Si be the complete inverse image of S¯i in H and let Ri := S
(∞)
i . Since
Ri is perfect and [Ri, Rj ] ≤ Z(G) for i 6= j, as above we can check that [Ri, Rj] = 1
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for i 6= j. Again by Lemma 2.5, V |K is irreducible; furthermore, K = R1 ∗ . . . ∗ Rn.
Hence V |K = V1 ⊗ . . . ⊗ Vn, where Vi is an irreducible Ri-module. Notice that
H permutes the subgroups Ri’s transitively, whence H permutes the spaces Vi’s
transitively by Corollary 2.7. Thus the H-module V is tensor induced if n > 1.
By Lemma 2.1, n = 1 and so L¯ =: S is simple. Clearly, H/Z(H) acts on L¯, and
CH/Z(H)(L¯) intersects L¯ trivially. But L¯ is a unique minimal normal subgroup of
H/Z(H), hence CH/Z(H)(L¯) = 1. We conclude that L¯✁H/Z(H) ≤ Aut(L¯).
3) Now we may assume that H/Z(H) has an elementary abelian, minimal normal
p-subgroup L¯ for some prime p. Let R denote the complete inverse image of L¯ in H .
Then R′ ≤ Z(H), whence R is nilpotent. In particular, R = Op(E) × Op′(E) and
Op′(E) ≤ Z(H), and so p 6= ℓ. Let P be the subgroup generated by all elements of
R of order p if p > 2 and of order 2 or 4 if p = 2. Then P ✁ H and P 6≤ Z(H).
Moreover, by Lemma 2.5 any characteristic abelian subgroup of P is cyclic. It follows
that P = Z(P )E for some extraspecial p-group (and either P = E, or |Z(P )| = 4).
By Lemma 2.5, V |P is irreducible, whence dim(V ) =
√|E/Z(E)|. 
In what follows, the subgroup H described in Proposition 2.8 will be referred to
as the normalized version of G and denoted by G
n
. Notice that det(g) = ±1 for all
g ∈ G
n
.
To deal with self-dual modules, we will need the following two statements.
Lemma 2.9. Let V be an FG-module, and let M,N ≤ G be such that V |M∩N is
irreducible, V |M and V |N are self-dual. Then V |〈M,N〉 is also self-dual.
Proof. By the assumptions, V affords a non-degenerate bilinear form BM , resp. BN ,
which is M-invariant, resp. N -invariant. By irreducibility, M ∩ N admits a unique
(up to scalar) non-degenerate invariant bilinear form on V . Hence after a suitable
rescaling we have BM = BN and so BM is 〈M,N〉-invariant. 
Lemma 2.10. Let G ≤ G := GL(V ), and let N ✁ G such that V |N is irreducible
and self-dual. Then there is G∗ ≤ GL(V ) such that N ✁G∗, Z(G)G = Z(G)G∗, and
V |G∗ is also self-dual.
Proof. By the assumptions, V affords a (unique up to scalar) non-degenerate N -
invariant bilinear form BN . Since N ✁G, each g changes BN by a scalar λg ∈ F×, in
which case define g∗ = λ
−1/2
g g. Now just take G := 〈g∗ | g ∈ G〉. 
Lemma 2.11. Let G be a finite group, ϕ ∈ IBrℓ(G), and let N ✁ G be such that
ϕ|N is irreducible and lifts to a complex character ρ of N . Assume that ρ extends to
G. Then ϕ also lifts to a complex character of G.
Proof. By assumption, ρ = µ|N for some µ ∈ Irr(G). Hence µˆ is an extension of ϕ|N
to G. By Clifford theory, in this case ϕ = α ⊗ µˆ, where α ∈ IBrℓ(G) and α(1) = 1.
In particular, α is a Brauer character of A := Oℓ′(G/G
′). Now we can view α as a
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complex character β of A ≃ (G/G′)/Oℓ(G/G′) and then of G/G′. Setting χ = β⊗µ,
we see that ϕ = β̂ ⊗ µ, as stated. 
Lemma 2.12. Let N ✁G, V an FG-module, and A a submodule of V |N .
(i) If |G/N | is a prime and A extends to G, then V contains a simple G-module of
dimension ≤ dim(A).
(ii) If A is simple and G-invariant, then V contains a simple G-module of dimension
at most m dim(A), where m is the largest degree of projective irreducible F(G/N)-
representations.
Proof. Consider a simple N -submodule B of A. By assumption, 0 6= HomN (B, V |N).
By Frobenius reciprocity, HomN(B, V |N) ≃ HomG(IndGN(B), V ).
Consider the case of (i). If B is G-invariant, then B extends to G and all composi-
tion factors of IndGN(B) are of dimension equal to dim(B) ≤ dim(A); in particular a
simple submodule of G has this dimension. Otherwise IndGN(B) is simple, and embeds
in both V and A1, an extension of A to G.
In the case of (ii), B = A. By Clifford theory, any composition factor of IndGN(B)
is of the form A2⊗X for some projective FG-representation A2 of degree dim(A) and
some irreducible projectice F(G/N)-representation X , whence the claim follows. 
We will discard the groups G with a normal subgroup contained in GO(V ) as
follows:
Lemma 2.13. Assume G ≤ GL(V ) has a normal subgroup N ≤ GO(V ).
(i) Then the N -module Symk(V ) contains a submodule isomorphic to 1N if k is
even, and V |N if k is odd.
(ii) Assume |N | > 2 and dim(V ) ≥ 2. Then Symk(V ) cannot be irreducible over
G for any k ≥ 2.
Proof. (i) We realize Symk(V ) as the space Pk of homogeneous polynomials of degree
k in variables x1, . . . , xd, with V = 〈x1, . . . , xd〉F as a GO(V )-module (and equipped
with the standard scalar product). Notice that h :=
∑d
i=1 x
2
i is GO(V )-invariant,
and so the map f 7→ hf yields an injective GO(V )-homomorphism Pk−2 →֒ Pk (as
F[x1, . . . , xd] is an integral domain). Hence the claim follows.
(ii) Assume the contrary: Symk(V ) is irreducible for some k ≥ 2. By Lemmas
2.1 and 2.5, ℓ > 2 and N acts either scalarly or irreducibly on V . In the former
case, |N | ≤ 2 as N ≤ GO(V ), a contradiction. Hence N is irreducible on V . By
(i) applied to the subgroup G∗ constructed in Lemma 2.10, Symk(V ) has an G∗-
submodule A of dimension 1 if k is even and dimension dim(V ) if k is odd. Since F×
acts scalarly on Symk(V ) and dim(V ) ≥ 2, A is a proper G-submodule in Symk(V ),
a contradiction. 
The main reduction is provided by the following:
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Proposition 2.14. Assume G := GL(V ), Sp(V ) or GO(V ), d := dim(V ) ≥ 2,
G ≤ G is Zariski closed, and that Symk(V ) is irreducible over G for some k ≥ 2.
Then G 6≤ GO(V ) and Symk(V ) is irreducible over H := G
n
. Moreover, G
n
satisfies
one of the conclusions (i) – (iii) of Proposition 2.8.
Proof. The claim G 6≤ GO(V ) follows from Lemma 2.13. By Lemma 2.1, G satisfies
(S). Now one just applies Proposition 2.8. 
The following simple argument is useful in various situations:
Lemma 2.15. Let H be a subgroup of a finite group G, and V an irreducible FG-
module of dimension d.
(i) Assume that any irreducible ℓ-modular Brauer character of H of degree ≤ d is of
type +. If Symk(V ) is irreducible for some k ≥ 2, then dim(Symk(V )) ≤ (G : Z(G)H)
if k is even, and dim(Symk(V )) ≤ d(G : Z(G)H) if k is odd.
(ii) Assume V |H contains the submodule B ⊕B∗ for some H-module B. If ∧k(V )
is irreducible for some even k ≤ 2 dim(B), then dim(∧k(V )) ≤ (G : Z(G)H).
Proof. (i) Consider a simple submodule U of V |H . By assumption, U is of type +.
Hence by Lemma 2.13, Symk(V )|H contains a submodule A, where A = 1H if k is even
and A ≃ U if k is odd. By Lemma 2.1, Z(G) acts scalarly on V and on Symk(V ), so
we may view A as a Z(G)H-module. Now the claim follows by Frobenius’ reciprocity.
(ii) Clearly, ∧k(V )|H ⊃ ∧k/2(B)⊗∧k/2(B∗) ≃ ∧k/2(B)⊗(∧k/2(B))∗ ⊃ 1H . Thus the
H-fixed point subspace on ∧k(V ) is nonzero, and Z(G) certainly has a 1-dimensional
submodule in it, whence the claim again follows by Frobenius’ reciprocity. 
If V is a self-dual simple CG-module, then the type of V can be determined using
the Frobenius-Schur indicator. In the modular case, the following result of Thompson
is very useful:
Lemma 2.16. [Th] Let G be a finite group and let χ ∈ Irr(G) be a real-valued
character. For an odd prime ℓ, assume that ϕ ∈ IBrℓ(G) is a real-valued constituent
of odd multiplicity in χˆ. Then ϕ has the same type as of χ. ✷
2.2. Reduction to lower symmetric/exterior powers.
Lemma 2.17. Assume k, l ≥ 1 and that either char(F) = 0, or G ∈ {GL(V ), Sp(V )}
and char(F) ≥ max{k, l} + 2. Then L(k̟1) ⊗ L(l̟1)∗ embeds in L((k + 1)̟1) ⊗
L((l + 1)̟1)
∗ as a G-submodule.
Proof. First we assume G = GL(V ). Let Pl,k be the subspace of F[x1, . . . , xd, y1, . . . , yd]
consisting of homogeneous polynomials of degree l in x1, . . . , xd and of degree k in
y1, . . . , yd. Furthermore, let GL(V ) act naturally on F
d and let it act on Pl,k via
g ·f(x, y) = f(tgx, g−1y). The condition on char(F) ensures that L(k̟1)⊗L(l̟1)∗ ≃
Pl,k and L((k + 1)̟1) ⊗ L((l + 1)̟1)∗ ≃ Pl+1,k+1. Observe that h :=
∑d
i=1 xiyi is
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GL(V )-invariant. Also, F[x1, . . . , xd, y1, . . . , yd] is an integral domain. So the mul-
tiplication by h yields an injective G-homomorphism Pl,k →֒ Pl+1,k+1. Notice that,
under the given assumptions, the modules L(m̟1) of GL(V ) and of Sp(V ), with
m ∈ {k, l, k + 1, l + 1}, are the same, so we are also done with Sp(V ).
Next we consider the case G = GO(V ) and char(F) = 0. It is proved in [DW] that
L(k̟1)⊗ L(l̟1)∗ ≃ Pl,k ∩ H, where
H :=
{
f(x, y) ∈ F[x1, . . . , xd, y1, . . . , yd] |
d∑
i=1
∂2f
∂x2i
=
d∑
i=1
∂2f
∂y2i
= 0
}
,
and that the operator
∑d
i=1
∂2
∂xi∂yi
yields a surjective SO(V )-homomorphism from
(Pl+1,k+1∩H) to (Pl,k∩H). In fact this homomorphism is also aGO(V )-homomorphism.

The following is a theorem of Serre:
Lemma 2.18. [S] Assume V1, . . . , Vm are semisimple FG-modules and char(F) >∑m
i=1(dim(Vi)− 1). Then the G-module V1 ⊗ . . .⊗ Vm is also semisimple. ✷
Corollary 2.19. (i) Let G be a subgroup of GL(V ). Assume that the G-module
Symk(V ) is reducible for some k ≥ 1. Assume furthermore that either ℓ := char(F) =
0 or ℓ > k(dim(V ) − 1). Then for every m ≥ k, the G-module Symm(V ) is also
reducible.
(ii) Let char(F) = 0 and let G be any subgroup of G := GO(V ). Assume that the
G-module L(k̟1) is irreducible over G for some k ≥ 1. Then for every m, 1 ≤ m ≤ k,
the G-module L(m̟1) is also irreducible over G.
Proof. Clearly, we may assume dim(V ) > 1.
(i) Consider any m ≥ k. By Lemma 2.1 we may assume that G is irreducible (and
faithful) on V and that ℓ > m. In particular, Symm(V ) = L(m̟1). Furthermore,
the condition on ℓ implies that the G-module Symk(V ) is semisimple by Lemma 2.18.
Since Symk(V ) is reducible over G, the semisimplicity implies that the fixed point
subspace MGk has dimension ≥ 2, where we set
Mn := Sym
n(V )⊗ (Symn(V ))∗ ≃ Symn(V )⊗ Symn(V ∗).
But Mk embeds in Mm as a G-module by Lemma 2.17. It follows that dim(M
G
m) ≥ 2,
and so the G-module Symm(V ) is reducible by Schur’s Lemma.
(ii) Recall that L(k̟1) is a G-submodule of V ⊗k. First we consider the case the
G-module V is semisimple. By Lemma 2.18, the G-module V ⊗k is semisimple, and
so is L(k̟1). Now we can apply Lemma 2.17 and argue as above.
Next we consider the general case. If every simple G-submodule of V is non-
degenerate (w.r.t. the bilinear form on V ), then clearly the G-module V is semisimple
and so we are done. Otherwise G preserves a nonzero (and proper) totally singular
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subspace W of V . It suffices to show that H := StabG(W ) is reducible on L(m̟1).
Let U be the unipotent radical of H. The kernel of the action of G on L(m̟1) is
obviously normal in G and therefore has order ≤ 2. It follows that U acts nontrivially
on L(m̟1) and so its fixed point subspace F on L(m̟1) gives a nonzero proper
H-submodule. 
Similarly, the following statement holds for exterior powers:
Lemma 2.20. Assume that (d + 1)/2 ≥ k ≥ 1 and that either ℓ := char(F) = 0 or
ℓ > 2k(d− k).
(i) Then ∧k−1(V )⊗∧k−1(V )∗ embeds in ∧k(V )⊗∧k(V )∗ as an SL(V )-submodule.
(ii) Assume that G ≤ GL(V ) and that ∧k(V ) is irreducible over G. Then for every
m with 1 ≤ m ≤ k, the G-module ∧m(V ) is also irreducible.
Proof. If d is odd and k = (d + 1)/2 then ∧k−1(V ) ≃ ∧k(V )∗. So we may assume
that k ≤ d/2.
(i) First we consider the case ℓ = 0. Let ̟1, . . . , ̟d−1 denote the fundamental
weights of SL(V ). Using [FH, Prop. 15.25] one can show that
∧k(V )⊗ ∧k(V )∗ =
⊕
0≤i≤k
L(̟i +̟d−i)
as an SL(V )-module. Hence the claim follows.
Now we assume that ℓ > 2k(d − k). According to [McN], ∧m(V ) ⊗ ∧m(V ∗) is
semisimple over G := SL(V ) for 1 ≤ m ≤ k. Consider the complex Lie group
GC = SLd(C) and its natural module VC = Cd, and label the fundamental weights
of GC in the same way as we did for G. Notice that, for a given highest weight
̟, the Weyl module V (̟) of G can be obtained by a reduction modulo ℓ of the
irreducible module LC(̟) of GC, and LC(̟m) = ∧m(VC). So the above claim applied
to the GC-module VC now implies that the multiplicity of each G-composition factor in
∧k−1(V )⊗∧k−1(V )∗ is at most that of the same composition factor in ∧k(V )⊗∧k(V )∗.
Hence our claim follows by semisimplicity.
(ii) As in the proof of Proposition 2.14 we may assume that G ≤ SL(V ). If G is
reducible on V then it is easy to see that G is also reducible on ∧m(V ). So we may
assume G is irreducible on V , whence ∧m(V ) is semisimple by [McN]. Now argue as
in the proof of Corollary 2.19(i). 
Now we provide analogues of Proposition 2.14 and Lemma 2.13 for exterior powers:
Proposition 2.21. Assume G := GL(V ), Sp(V ) or GO(V ), d := dim(V ) ≥ 4, G ≤ G
is Zariski closed, and that ∧k(V ) is irreducible over G for some k, 2 ≤ k ≤ d/2. Then
G 6≤ Sp(V ) and ∧k(V ) is irreducible over H := G
n
. Moreover, one of the following
statements holds.
(a) G satisfies (S), and H satisfies one of the conclusions (i) – (iii) of Proposition
2.8.
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(b) Either V = ⊕di=1Vi is a sum of 1-spaces and G acts k-homogeneously on
{V1, . . . , Vd}, or k = 2 and V = V1 ⊗ V2 with G permuting V1 and V2 transitively.
Proof. It is well known, cf. [Se1] that G 6≤ Sp(V ). By Lemmas 2.4 and 2.20 we
may assume that ℓ = char(F) > 0 and that G fails (a). Then G fails the condition
(S). Arguing as in the proof of Lemma 2.4 we see that G is irreducible on V .
Now G stabilizes an imprimitive decomposition, a tensor decomposition, or a tensor
induced decomposition of V . Fix a basis (e1, . . . , ed) for V that is compatible with
this G-invariant decomposition. Then we use this basis to define the space VQ¯ :=
〈e1, . . . , ed〉Q¯ and the R-module VR := 〈e1, . . . , ed〉R, where R is the ring of all algebraic
integers in Q¯. Notice that if π is a maximal ideal of R that contains ℓ, then R/π ≃ Fℓ
can be embedded in F. Moreover, V1 := 〈e1, . . . , ed〉R/π and ∧m(V1) can be obtained
by reducing VR and ∧m(VR) modulo π. Now let H, resp. HQ¯, HR, H1, denote the
stabilizer of the aforementioned G-invariant decomposition in G, resp. in GL(VQ¯),
GL(VR), GL(V1). Then the action of H1 on ∧k(V1) can be obtained by reducing
modulo π the action of HR on ∧k(VR). Since ∧k(V ) is irreducible over G ≤ H and
H1 is Zariski dense in H, ∧k(V1) is irreducible over H1.
On the other hand, the statement in the characteristic zero case applied to Q¯
implies that ∧k(VQ¯) is reducible over HQ¯. Let U 6= 0 be a proper HQ¯-submodule
in ∧k(VQ¯). Notice that L = ∧k(VR) is the free R-module spanned by wj of the
form ei1 ∧ . . . ∧ eik , 1 ≤ i1 < . . . < ik ≤ d. Claim that the R-module L/M is
torsion free, where M := U ∩ L. (Indeed, assume 0 6= r ∈ R, v ∈ L and rv ∈ M .
Then v = r−1rv ∈ U and v ∈ L, whence v ∈ M .) Observe that R is a Bezout
domain of dimension 1, i.e. every finitely generated ideal of R is principal and every
finitely generated torsion free R-module is free. Since L/M is finitely generated, it
follows that L/M has an R-basis (f1 +M, . . . , fs +M) for some fi ∈ L, 1 ≤ i ≤ s.
Notice that s > 0 as otherwise U ⊇ L and so U would not be proper in ∧k(VQ¯).
Setting J := 〈f1, . . . , fs〉R, we see that L = M ⊕ J . Reducing modulo π, we get
L/πL = (M +πL)/πL⊕ (J +πL)/πL as R/π-spaces. Claim that (M +πL)/πL 6= 0.
(Indeed, since U 6= 0 and Q¯ = Quot(R), we can find 0 6= u = ∑j ajwj ∈ U for
some aj ∈ R. Now the ideal of R generated by the aj is finitely generated and so a
principal ideal, say bR with 0 6= b ∈ R. In this case, b−1u = ∑j b−1ajwj ∈ M , and
not all b−1aj can belong to π, whence b
−1u /∈ πL.) Consequently, (M + πL)/πL is a
nonzero proper H1-invariant subspace in L/πL = ∧k(V1), a contradiction. 
Lemma 2.22. Assume G ≤ GL(V ) has a normal subgroup N ≤ Sp(V ).
(i) Then the N -module ∧k(V ), where 1 ≤ k ≤ dim(V )− 1, contains a submodule
isomorphic to 1N if k is even, and V |N if k is odd.
(ii) Assume N is finite and that Oℓ(N) is not abelian. Then ∧k(V ) cannot be
irreducible over G for any k, 2 ≤ k ≤ dim(V )− 2.
Proof. (i) We fix a symplectic basis (e1, . . . , ed) for V with d := dim(V ) and use it to
define a complex space VC and the corresponding symplectic group Sp(VC), as well
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as the R-module VR := 〈e1, . . . , ed〉R and the symplectic group Sp(VR), where R is
the ring of all algebraic integers in C. Then the contraction map [FH, p. 260]
∂ : v1∧ . . .∧vm 7→
∑
i<j
(vi, vj)(−1)i+j−1v1∧ . . .∧vi−1∧vi+1∧ . . .∧vj−1∧vj+1∧ . . .∧vm
is an Sp(VC)-homomorphism ∧k(VC) → ∧k−2(VC). In particular, if s = ⌊k/2⌋ and
r = k − 2s, then ∂k : ∧k(VC) → ∧r(VC) is surjective, where ∧0(VC) is defined to
be the trivial module C, and we are done if char(F) = 0. Assume ℓ = char(F) > 0.
Observe that {ei1 ∧ . . . ∧ eim | 1 ≤ i1 < . . . < im ≤ d} is a basis for ∧m(VC) for
each m, and relative to these bases, ∂ has an integer matrix. Let ℓc be the highest
power of ℓ that divides all the coefficients of the matrix of ∂s and let σ = ℓ−c∂s.
Then σ commutes with Sp(VR). Since the matrix of σ has integer entries, we can
use this matrix to define a map σ1 : ∧k(V1)→ ∧r(V1) that commutes with Sp(V1),
where V1 := 〈e1, . . . , ed〉R/π and π is a maximal ideal of R containing ℓ. Since Sp(V1)
is Zariski dense in Sp(V ), σ1 is an Sp(V )-homomorphism ∧k(V ) → ∧r(V ). Since
∧m(V ) is a self-dual module over Sp(V ), we are done.
(ii) We may assume k ≤ d/2. As mentioned in (i), N has an 1-dimensional trivial
submodule but does not act trivially on ∧2(V ) (otherwise Oℓ(N) ≤ Z(G) as shown
in the proof of [GT2, Lem. 3.6]), so G is reducible on ∧2(V ). If k ≥ 3, we can argue
as in the proof of Lemma 2.13(ii), using Proposition 2.21. The only exception that
may arise here is that N preserves every component of a decomposition of V into a
direct sum of 1-spaces; but in this case N = Oℓ(N) is abelian. 
3. The defining characteristic case
Theorem 3.1. Assume G ≤ G := GL(V ) is Zariski closed and Symk(V ) is irreducible
over G for some k ≥ 2.
(i) Assume that G◦
n
is a simple algebraic group. Then G◦
n
= SL(V ) or Sp(V ).
(ii) Assume that ℓ > 0 and that L¯✁G
n
/Z(G
n
) ≤ Aut(L¯) for a nonabelian simple
group L¯ ∈ Lie(ℓ). Then S ✁ G
n
≤ NG(S) with S = SLd(q), SUd(q), or Spd(q), for
some power q = ℓa and d = dim(V ).
Proof. (i) By Proposition 2.14 (and Proposition 2.8(i)), we know that V |H = L(̟),
an irreducible module with (restricted if ℓ > 0) highest weight ̟, where H := G◦
n
and we fix a maximal torus T of H. Then k̟ is the highest weight in Symk(V ), and
moreover there is a unique (up to scalar) vector v corresponding to the weight k̟
of T . As usual, we may assume ℓ > k. Then L(k̟) is a composition factor of the
H-module Symk(V ). Since G
n
normalizes H, ̟ is G
n
-invariant, and so is k̟. By
Clifford’s Theorem, it follows that every composition factor of theH-module Symk(V )
is isomorphic to L(k̟). But then the uniqueness of v implies that Symk(V )|H ≃
L(k̟) and so Symk(V ) is irreducible over H. Now we can apply the fundamental
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result of Dynkin [Dyn] (in the case ℓ = 0) and of Seitz [Se1] (in the case ℓ > 0, see
also [Su]), to H and conclude that H = SL(V ) or Sp(V ).
(ii) Let M be the complete inverse image of L¯ in H and let S := M (∞). Then
S is quasisimple. Since V |S is irreducible by Lemma 2.5, Oℓ(Z(S)) = 1. It follows
that there is a simple simply connected algebraic group S in characteristic ℓ and a
Frobenius map F on S such that S is a quotient of SF . Without loss we may assume
that S = SF . Since G
n
preserves the set of isomorphism classes of Steinberg factors of
V |S, Lemmas 2.6 and 2.1 imply that V |S is a Frobenius twist of a restricted module.
So without loss we may assume that V |S = L(̟)|S for some irreducible S-module
L(̟) with restricted highest weight ̟. Let Φ : S → GL(V ) be the representation
afforded by L(̟) (where we identify the spaces L(̟) and V ) and let L := Φ(S).
Also let q = ℓa be the absolute value of eigenvalues of F .
Recall that ℓ > k ≥ 2. Notice that (S, ℓ) 6= (G2, 3). (For otherwise V |S is self-dual
and furthermore it has odd dimension by [JLPW], whence Φ(S) ≤ SO(V )). Since
k = 2 in this case, we get a contradiction by Lemma 2.13.)
Consider an arbitrary (rational) representation of S on V that extends Φ|S, say
yielding an irreducible module L(γ) with highest weight γ. Claim that this represen-
tation has image equal to L.
As shown in [MT1], [Se1, (1.6)] (and the assumption on ℓ) implies that L(̟)|S
is tensor indecomposable. Observe that γ = pmβ for some restricted weight β.
Otherwise using Steinberg’s tensor product theorem we would see that L(̟)|S =
L(γ)|S is tensor decomposable. Now if F is untwisted, then the equality L(̟)|S =
L(γ)|S implies by the classification of irreducible S-modules that γ = qb̟ for some
integer b ≥ 0, whence L(γ) can be obtained from L(̟) by twisting it using the
Frobenius twist (xij) 7→ (xqij) and so the claim follows. If F is twisted, then F = qρ
and ρ induces an automorphism σ of S. In this case, L(qβ)|S = L(ρ−1(β))|S, whence
by the classification of irreducible S-modules we obtain γ = qbρc̟ for some integers
b, c ≥ 0. Thus L(γ) can be obtained from L(̟) by twisting it using the Frobenius
twist (xij) 7→ (xqij) and the automorphism σ, whence our claim follows.
Next we show that G
n
≤ NGL(V )(L). Indeed, for any g ∈ Gn the representation
x 7→ gΦ(x)g−1 of S on V extends (Φ|S)g ≃ Φ|S and so has image equal to L by
our claim. Thus gLg−1 = L. Since NGL(V )(L) = Z(G) · NSL(V )(L), it now follows
that NSL(V )(L) is also irreducible on Symk(V ). Notice that the irreducibility of V |S
and the simplicity of S implies that L is a quotient of S by a finite subgroup, and
that L has finite index in NSL(V )(L); in particular, NSL(V )(L)◦ = L. Applying (i)
to NSL(V )(L), we see that L = SL(V ) or Sp(V ). As S is simply connected, we get
S = SL(V ) or Sp(V ). Taking the F -fixed points, we obtain S = SLd(q), SUd(q), or
Spd(q). 
Now we provide an analogue of Theorem 3.1 for exterior powers:
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Proposition 3.2. Assume G ≤ G := GL(V ) is Zariski closed, and that ∧k(V ) is
irreducible over G for some k, where d/2 ≥ k ≥ 2. Assume furthermore that either
ℓ = 0, or ℓ > 2k(d − k), or k = 2. Assume in addition that G◦
n
is a simple algebraic
group. Then one of the following holds.
(i) G◦
n
= SL(V ) or SO(V ).
(ii) k = 2 and (G◦
n
,G) has type (An, An(n+3)/2) or (An, A(n−1)(n+2)/2).
(iii) k ≤ 3 and (G◦
n
,G) has type (D5, A15).
(iv) k ≤ 4 and (G◦
n
,G) has type (E6, A26).
In particular, if G 6≥ SL(V ) then Sym2(V ) is reducible over G.
Proof. Set H := G◦
n
. Since V |H is irreducible, CG(H) = Z(G). If Gn ≤ Z(G)H, then
∧k(V ) is irreducible over H and we can apply the results of [Se1] (see also [Su]) and
arrive at (i) – (iv). Assume G
n
6≤ Z(G)H and G◦
n
6= SO(V ). We claim that V |H is
self-dual in this case. (For, in the case H is of type D2m the claim follows from [KlL,
Prop. 5.4.3]. In all the remaining cases, G
n
induces an outer automorphism ϕ of
H which stabilizes V |H. Moreover, modulo inner automorphisms of H, ϕ is just an
involutive graph automorphism ofH, and ϕ sends any (finite dimensional) irreducible
FH-module to its dual. It follows that V |H is self-dual in this case as well.) We will
replace G by G∗
n
using the construction in Lemma 2.10. Notice that now H = G◦
and G ≤ Sp(V ) or G ≤ GO(V ). The former case is impossible, as otherwise G
is reducible on ∧k(V ). In the latter case, ∧2(V ) can be identified with the adjoint
module Lie(SO(V )), which contains Lie(H) as a G-submodule. By our assumptions,
dim(H) < dim(SO(V )) and so G is reducible on ∧2(V ); in particular, k > 2. But
this contradicts Lemma 2.20(ii). The final statement follows from Theorem 3.1. 
Remark 3.3. An extension of Seitz’s results [Se1] to the disconnected (simple)
case has been made in [Fo]. However, we cannot apply results of [Fo] to deter-
mine the disconnected subgroups G of GL(V ) such that G◦ is simple and some
W ∈ {Symk(V ),∧k(V )} is irreducible over G, as [Fo] imposes the condition that all
G◦-composition factors of W have restricted highest weights.
4. The cross characteristic case
The aim of this section is to prove the following theorem:
Theorem 4.1. Theorem 1.1 holds true in the case whereG is finite, S := soc(G/Z(G))
is a finite simple group of Lie type in characteristic p, and char(F) = ℓ 6= p.
Let L = G(∞) be the perfect inverse image of S in G.
4.1. Generalities. Usually, G contains a p-subgroup of special type, that is, [Q,Q] =
Z(Q) = Φ(Q) has exponent p and [x,Q] = Z(Q) for all x ∈ Q \ Z(Q). In particular,
|Q/Z(Q)| ≥ 4. Moreover, Z(Q) is a long-root subgroup of G, and P := NG(Q) =
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NG(Z(Q)) is a parabolic subgroup of G. Let
Ω(V ) := {λ ∈ IBrℓ(Z(Q)) | λ occurs in V |Z(Q)}, Ω∗(V ) := Ω(V ) \ {1Z(Q)}.
For any λ ∈ Ω(V ), let Vλ be the λ-eigenspace for Z(Q) on V . Also let dλ(V ) :=
dim(Vλ)/
√|Q/Z(Q)| for λ ∈ Ω∗(V ). Given any nontrivial λ ∈ IBrℓ(Z(Q)), there is
a unique irreducible FQ-module Qλ on which each z ∈ Z(Q) acts as the scalar λ(z)
and in fact Qλ affords the Z(Q)-character
√|Q/Z(Q)|λ, cf. [LS, Lem. 2.3]. We will
consider the following condition imposed on CG(Z(Q)):
(⋆) : Qλ extends to an FCG(Z(Q))-module Eλ.
The key ingredient of our treatment of the cross characteristic case is the following:
Proposition 4.2. Let G be a finite group with a p-subgroup Q of special type and
char(F) 6= p. Assume C := CG(Z(Q)) satisfies the condition (⋆). Let V be an
FG-module such that there is a λ ∈ IBrℓ(Z(Q)) with λ, λ−1 ∈ Ω∗(V ) and λ−1 6= λ.
(i) Then Sym2k(V ) has a C-submodule F of dimension(
dλ(V ) + k − 1
k
)
·
(
dλ−1(V ) + k − 1
k
)
.
(ii) Assume that Symn(V ) is irreducible over G for some n ≥ 4, and in addition
that |Ω(V )| ≥ 3 if n is odd. Then |Q/Z(Q)|2 < (3/2) · (G : C).
Proof. Since char(F) 6= p, we can write V =
(⊕
µ∈Ω(V ) Vµ
)
⊕ V1, where 1 stands for
1Z(Q) for short. Clearly, Vλ|Q is the direct sum of dλ(V ) copies of Qλ. Hence the
condition (⋆) implies that Vλ = Eλ ⊗ A for some C/Q-module A. Without loss we
may choose Eλ−1 to be E
∗
λ, the dual of Eλ. Then, again by (⋆), Vλ−1 = E
∗
λ ⊗ B for
some C/Q-module B. Denote E := dim(Eλ) =
√|Q/Z(Q)| ≥ 2, a := dim(A) ≥ 1,
b := dim(B) ≥ 1, c := a + b, and v := dim(Vν) if there exists ν ∈ Ω(V ) \ {λ, λ−1}.
Clearly, dim(V ) ≥ Ec+ v and ab(a + 1)(b+ 1) ≤ c4/4.
(i) Observe that Sym2k(V )|C contains the submodules
Symk(Eλ ⊗A)⊗ Symk(E∗λ ⊗B) ⊃ Symk(Eλ)⊗ Symk(E∗λ)⊗ Symk(A)⊗ Symk(B).
Since Symk(E∗λ) ≃ Symk(Eλ)∗, Sym2k(V )|C contains the submodule F := Symk(A)⊗
Symk(B) which obviously has the indicated dimension.
(ii) Now assume that Symn(V ) is irreducible over G for some n ≥ 4. First consider
the case n = 2k is even. Then by (i) and by Frobenius’ reciprocity, dim(Sym2k(V )) ≤
dim(F ) · (G : C). Furthermore,
dim(Sym2k(V ))
dim(F )
≥
(
Ec+ 2k − 1
2k
)
(
a+ k − 1
k
)
·
(
b+ k − 1
k
) ≥
(
Ec+ 3
4
)
(
a+ 1
2
)
·
(
b+ 1
2
) >
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>
(Ec)4/24
c4/16
=
2E4
3
,
proving the claim.
Next we consider the case n = 2k + 1 is odd. Then Sym2k+1(V )|C contains the
submodules
Symk(Eλ⊗A)⊗Symk(E∗λ⊗B)⊗Vν ⊃ Symk(Eλ)⊗Symk(E∗λ)⊗Symk(A)⊗Symk(B)⊗Vν .
It follows that Sym2k+1(V )|C contains the submodule F ′ := Symk(A)⊗Symk(B)⊗Vν .
By Frobenius’ reciprocity, dim(Sym2k+1(V )) ≤ dim(F ′) · (G : C). Furthermore,
dim(Sym2k+1(V ))
dim(F ′)
≥
(
Ec+ v + 2k
2k + 1
)
(
a+ k − 1
k
)
·
(
b+ k − 1
k
)
· v
≥
(
Ec+ v + 4
5
)
(
a+ 1
2
)
·
(
b+ 1
2
)
· v
>
>
(Ec+ v)5/120
c4v/16
= E4 · 16
120
· (1 + v/Ec)
5
v/Ec
>
8E4
5
,
since (1 + v/Ec)5 > 12v/Ec (indeed, on (0,+∞) the function (1 + t)5/t attains its
minimum at t = 1/4). 
Of course, if p = 2 then any λ ∈ Ω(V ) is self-dual. In this case we need the
following analogue of Proposition 4.2:
Proposition 4.3. Let G be a finite group with a 2-subgroup Q of special type and
char(F) 6= 2. Let V be an FG-module such that Ω∗(V ) 6= ∅. Choose λ ∈ Ω∗(V ) such
that dim(Vλ) = min{dim(Vµ) | µ ∈ Ω∗(V )}. Assume that C := CG(Z(Q)) satisfies
the condition (⋆) for λ, and that Eλ is of type +.
(i) Then Sym2k(V ) has a C-submodule F of dimension
(
dλ(V ) + 2k − 1
2k
)
.
(ii) Assume that Symn(V ) is irreducible over G for some n ≥ 4 and in addition that
|Ω(V )| ≥ 2 if n is odd. Then |Q/Z(Q)|2 < (15/2) · (G : C) if dim(V ) ≥ 2 dim(Eλ),
and |Q/Z(Q)|2 < 24 · (G : C) otherwise.
Proof. As in the proof of Proposition 4.2, we can write V =
(⊕
µ∈Ω(V ) Vµ
)
⊕ V1, and
Vλ = Eλ ⊗ A for some C/Q-module A. By Lemma 2.13(i), Sym2k(Eλ) contains the
submodule 1C as Eλ is of type +. Hence Sym
2k(V )|C contains the submodules
Sym2k(Eλ ⊗A) ⊃ Sym2k(Eλ)⊗ Sym2k(A) ⊃ F := Sym2k(A),
proving (i). Denote E := dim(Eλ) =
√|Q/Z(Q)| ≥ 2, a := dim(A) ≥ 1, and
v := dim(Vν) if there exists ν ∈ Ω(V ) \ {λ}, and d := dim(V ) as usual. Then
d ≥ Ea+ v.
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Now assume that Symn(V ) is irreducible over G for some n ≥ 4. First consider the
case n = 2k is even. Then by (i) and by Frobenius’ reciprocity, dim(Sym2k(V )) ≤
dim(F ) · (G : C). Furthermore,
dim(Sym2k(V ))
dim(F )
=
(
d+ 2k − 1
2k
)
(
a + 2k − 1
2k
) ≥
(
d+ 3
4
)
(
a + 3
4
) > (Ea)4 · (d/Ea)4
a(a + 1)(a+ 2)(a+ 3)
,
which is at least 2E4/15 if a ≥ 2 or if a = 1 and d ≥ 2E, and at least E4/24 if a = 1
and d < 2E. Hence (ii) follows. In fact we can replace the constant 2/15 in (ii) by
2/9 if d ≥ 5E/2, and we will need this remark later.
Next we consider the case n = 2k + 1 is odd. Then Sym2k+1(V )|C contains the
submodules
Sym2k(Eλ ⊗A)⊗ Vν ⊃ Sym2k(Eλ)⊗ Sym2k(A)⊗ Vν .
It follows that Sym2k+1(V )|C contains the submodule F ′ := Sym2k(A) ⊗ Vν . By
Frobenius’ reciprocity, dim(Sym2k+1(V )) ≤ dim(F ′) · (G : C). Furthermore,
dim(Sym2k+1(V ))
dim(F ′)
=
(
d+ 2k
2k + 1
)
(
a+ 2k − 1
2k
)
· v
≥
(
d+ 4
5
)
(
a+ 3
4
)
· v
,
which is at least
(Ea + v)5/120
(15/2) · a4v/24 = E
4 · 4
150
· (1 + v/Ea)
5
v/Ea
>
16E4
50
if a ≥ 2 (since (a + 1)(a + 2)(a + 3) ≤ (15/2) · a3 and (1 + v/Ea)5 > 12v/Ea). If
a = 1, then
dim(Sym2k+1(V ))
dim(F ′)
>
d5
120v
> E4 · (d/E)
4 · (d/v)
120
,
which is at least 2E4/15 if d ≥ 2E (in fact at least 2E4/9 if d ≥ 5E/2), and at least
(E + v)5
120v
= E4 · 1
120
· (1 + v/E)
5
v/E
>
E4
10
,
if d < 2E. 
Next we will verify various conditions set in Propositions 4.2 and 4.3. Weil rep-
resentations of symplectic groups will account for most exceptions where not all the
conditions are met; we refer to [GMST] for necessary information about them.
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Lemma 4.4. Let G be a finite (quasi-simple) Lie-type group of simply connected
type defined over Fq, q = p
f for a prime p, Z a long-root subgroup of G, and let V
be any nontrivial irreducible FG-representation. Then one of the following holds.
(i) p > 2, Ω∗(V ) = IBrℓ(Z) \ {1Z}, |Ω(V )| ≥ 3, and there are λ, λ−1 ∈ Ω∗(V ) with
λ 6= λ−1.
(ii) p = 2, Ω∗(V ) = IBrℓ(Z) \ {1Z}, |Ω(V )| ≥ 2, and Ω∗(V ) 6= ∅.
(iii) p > 2, q ≡ 1(mod 4), G = Sp2n(q), V is a Weil representation of G, |Ω(V )| ≥
3, and there are λ, λ−1 ∈ Ω∗(V ) with λ 6= λ−1.
(iv) p > 2, q ≡ 3(mod 4), G = Sp2n(q), and V is a Weil representation of G.
(v) G ∈ {SL2(5), SU3(3), Sp4(3)}.
Proof. Let Ω∗ := IBrℓ(Z)\{1Z}. First we consider the case p = 2. Then Ω∗(V ) = Ω∗
and |Ω(V )| ≥ 2 by [MMT, Lem. 2.9], and we arrive at (ii). Assume p > 2. Clearly
(i) holds if Ω(V ) = IBrℓ(Z). Otherwise by [MMT, Lem. 2.9] and [GMST], one of the
following cases hold.
Case 1: q > p and Ω(V ) = Ω∗. In this case (i) holds.
Case 2: G = SU3(p) and Ω(V ) = Ω
∗. Then either (i) holds or G = SU3(3).
Case 3: G = Sp2n(q), n ≥ 1, and either V is a Weil representation and |Ω(V )| =
(q + 1)/2, or n ≤ 2 and Ω(V ) = Ω∗, or n = 1 and |Ω(V )| = (q − 1)/2. In fact the
possibilities for Ω(V ) were described in [MMT, p. 386].
Assume q ≡ 1(mod 4). If n ≥ 2, or if n = 1 but q ≥ 9, then either (i) or (iii) holds.
Otherwise G = SL2(5).
Assume q ≡ 3(mod 4), but (iv) does not hold. If n = 2, then either (i) holds, or
G = Sp4(3). The case n = 1 is now impossible as G 6= SL2(3). 
Proposition 4.5. Let G be a finite (quasi-simple) Lie-type group of simply connected
type in characteristic p, Z a long-root subgroup of G, C := CG(Z), and Q := Op(C).
Assume that G /∈ {SL2(pf), SU3(3), Sp4(3)}. If p = 2, assume that G is not of types
2B2, Bn, Cn, F4, or
2F4. If p = 3, assume that G is not of types G2 and
2G2. Let V
be any nontrivial irreducible FG-representation.
(i) Then C satisfies (⋆) for any λ ∈ Ω∗(V ).
(ii) Assume p = 2 and λ ∈ Ω∗(V ). If G is not of type 2A2n, then Eλ can be chosen
to have type +. Otherwise Eλ can be chosen of type −.
Proof. The assumption on G implies that Q is of special type. We will frequently aim
to show that there is a character χ ∈ Irr(G) afforded by a QG-module W such that
for any nontrivial λ ∈ Irr(Z) the λ-eigenspace Wλ of Q on W has dimension equal to
E :=
√|Q/Z|. Since Wλ is clearly C-invariant, it then follows that Eλ can be taken
to be the reduction modulo ℓ of the C-module Wλ. Moreover, if p = 2 then, since
λ = λ−1 and W is rational, Wλ is of type + and so is Eλ. Denote Ω
∗ := Irr(Z) \ {1Z}
and P := NG(Z).
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1) Here we consider the symplectic groups G = Sp2n(q) with q = p
f . Then p > 2,
n ≥ 2, and G has two irreducible Weil characters η1, η2 of degree (qn − 1)/2 which
together afford all irreducible characters of Z. Restricting them to C, we obtain (i).
Next let G = SUn(q) with n ≥ 3. Then G has a rational-valued irreducible Weil
character ζ0n,q of degree (q
n−(−1)nq)/(q+1), cf. [TZ2]. Since (ζ0n,q|Z , λ)Z = qn−2 = E
for all λ ∈ Ω∗, we arrive at (i). Assume in addition that p = 2. We will show that ζ0n,q
has Schur index 1 over R if n is even, and 2 if n is odd. The claim is clear when n = 2
as ζ02,q is the Steinberg character and when n = 3 as ζ
0
3,q is the cuspidal unipotent
character, see [Ge]. When n ≥ 4, one can check that C ≥ C ′ := Q : SUn−2(q) and
ζ0n,q|C′ contains ζ0n−2,q (inflated from SUn−2(q) to C ′) with multiplicity 1, so we are
done by induction hypothesis.
Assume G = SLn(q) with n ≥ 3. Then the doubly transitive action of G on 1-
spaces of its natural module affords the character 1 + τ with τ(1) = (qn− q)/(q− 1),
and τ(t) = (qn−1 − q)/(q − 1) for 1 6= t ∈ Z. It follows that (τ |Z , λ)Z = qn−2 = E for
all λ ∈ Ω∗, and so we are done.
For the remaining Lie-type groups, any nontrivial irreducible (cross characteristic)
character of G affords all λ ∈ Ω∗ with equal multiplicity, since P acts transitively
on Ω∗. Assume G = Spin2n+1(q) with p > 2. Then G has a nontrivial irreducible
character µ of degree (q2n − 1)/(q2 − 1), cf. [TZ1]. Since µ(1) < 2q2n−3(q − 1) =
2E · |Ω∗|, we are done. Next, assume G = Spinǫ2n(q) with n ≥ 4. Then we choose χ
to be an irreducible constituent of degree (qn − ǫ)(qn−1 + ǫq)/(q2 − 1) of the rank 3
permutation character ρ of G acting on the singular 1-spaces of its natural module, cf.
[ST]. Since (ρ, χ)G = 1, χ is rational. Notice that if q > 2 then χ(1) < 2q
2n−4(q−1) =
2E · |Ω∗| and so we are done. Now assume that q = 2. Then ρ(1) = (2n− ǫ)(2n−1+ ǫ)
and ρ(t) = 3 + 4(2n−2 − ǫ)(2n−3 + ǫ) for 1 6= t ∈ Z. It follows that (ρ|Z , λ)Z =
3 · 22n−4 = 3E. Hence either χ or the other nontrivial constituent ψ of ρ affords Eλ,
and so we are done again.
2) Now we handle the exceptional groups of Lie type. Consider the case G = E7(q).
Then we choose χ to be the irreducible character of smallest degree qΦ7Φ12Φ14,
cf. [Lu], where Φn is the value of the n
th cyclotomic polynomial at q. Claim that
(χ|Z , λ)Z = E for all λ ∈ Ω∗. (Indeed, if q > 2 then χ(1) < 2q16(q − 1) = 2E · |Ω∗|,
whence the claim. Assume q = 2 but the claim is false. Since χ(1) < 3q16(q −
1) = 3E · |Ω∗|, we see that Wλ|Q is the sum of two copies of the unique irreducible
representation of degree q16 of Q. Notice that 1 6= t ∈ Z is G-conjugate to some
element t′ ∈ Q \Z. Since χ(t) = χ(t′), it follows that χ has to afford some nontrivial
linear characters of Q. The lengths of P -orbits on Irr(Q/Z) are given in [Hof]. It
follows that 141, 986 = χ(1) ≥ 217 + (23 + 1)(25 + 1)(28 − 1), a contradiction.) It
remains to prove (ii) for even q. Arguing as above using χ(t) = χ(t′), one sees that
χ affords exactly one P -orbit, of length (q3 + 1)(q5 + 1)(q8 − 1), on nontrivial linear
characters of Q. It was shown in [Hof] that the subgroup L′ = Ω+12(q) of the Levi
subgroup L in P cannot act trivially on CW (Q). Let µ be an irreducible character
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of degree > 1 afforded by L on CW (Q). Then χ is contained in the Harish-Chandra
induction RGL (µ). Since χ is unipotent and the Harish-Chandra induction respects
Lusztig series, µ is unipotent. Notice that
χ(1) = q16(q − 1) + (q3 + 1)(q5 + 1)(q8 − 1) + (q6 − 1)(q5 + q)/(q2 − 1) + 1
and either µ(1) = (q6 − 1)(q5 + q)/(q2 − 1) or µ(1) > q10 by [TZ1, Prop. 7.2]. Hence
µ(1) = (q6 − 1)(q5 + q)/(q2 − 1) and (χ|C, 1C)C = 1. We have shown that χ enters
the permutation character ρ = 1GC with multiplicity 1, whence χ is rational and (ii)
follows.
Next we consider the case G = E8(q). Then we choose χ to be the irreducible
character of smallest degree qΦ24Φ8Φ12Φ20Φ24, cf. [Lu]. Arguing as in the case of E7,
we see that (χ|Z , λ)Z = E for all λ ∈ Ω∗, whence (i) is proved. The assertion (ii)
follows from a remark on [KlL, p. 203].
Now assume that G = Eǫ6(q), with ǫ = + for E6(q) and ǫ = − for 2E6(q). Then we
choose χ to be the irreducible character of smallest degree q(q4+1)(q6+ ǫq3+1), cf.
[Lu]. Arguing as in the case of E7, we see that (χ|Z , λ)Z = E for all λ ∈ Ω∗, whence (i)
is proved. Also, χ is an irreducible constituent of multiplicity 1 of the permutation
character ρ = 1GP1, where P1 is the parabolic subgroup of G corresponding to the
A5-subdiagram of E6 (before twisting if ǫ = −). It follows that χ is rational.
Assume G = F4(q). Then p > 2, and we choose χ to be the irreducible character
of smallest degree q8 + q4 + 1, cf. [Lu]. Since χ(1) < 2q7(q − 1) = 2E · |Ω∗|, we are
done.
Assume G = 3D4(q). Then we choose χ to be the irreducible character of smallest
degree q(q4 − q2 + 1), cf. [Lu]. Since χ(1) < 2q4(q − 1) = 2E · |Ω∗|, (i) follows.
Assume in addition that q is even. Then the proof of [MMT, Thm. 4.1] shows that
(χ|C , 1C)C = 1. Thus χ enters the permutation character ρ = 1GC with multiplicity 1,
whence χ is rational.
Finally, assume G = G2(q) with q ≡ ǫ = ±1(mod 3) and q ≥ 4. Then we choose
χ to be the irreducible character of smallest degree q3 + ǫ, cf. [Lu]. Since χ(1) <
2q2(q−1) = 2E · |Ω∗|, (i) follows. Assume in addition that q is even. The uniqueness
of χ shows that χ is rational-valued. Also, since χ(1) is odd, χ has Schur index 1
over Q, and so we are done. 
4.2. Non-generic cases. Since the unitary groups SU2n+1(q) with q even fall out
from the general scheme of arguments, we handle them separately first.
Proposition 4.6. Let S ≤ G/Z(G) ≤ Aut(S) for the simple group S = PSUn(q),
where either 2 ≤ n ≤ 5, or q is even and n is odd. Let V be a faithful irreducible
FG-representation in characteristic ℓ coprime to q of dimension > 4. Then Symk(V )
is reducible for every k ≥ 4.
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Proof. Assume the contrary: Symm(V ) is irreducible for some m ≥ 4. Then it is
clear that
(3) dim(V )4 < 24m(G) .
We will also use the estimates d := dim(V ) ≥ d(S), m(G) ≤ m(Sˆ) · |Out(S)|, and
|Out(S)| ≤ q(q + 1), where Sˆ is the universal cover of S. If
(n, q) ∈ {(2, 4), (2, 5), (2, 7), (2, 9), (2, 11), (3, 3), (3, 4), (4, 2), (4, 3), (5, 2)},
then using [Atlas] and [JLPW] it is straightforward to check that either (3) cannot
hold, or else Symk(V ) is reducible for all k ≥ 4. The same applies to (n, q) = (5, 3),
where we use the bound m(S) ≤ m(GU5(q)) = q(q + 1)(q4 − 1)(q5 + 1) that follows
from [Noz]. Henceforth we will assume that (n, q) is none of the above pairs.
1) First let S = PSL2(q). If 2|q, then d = dim(V ) ≥ q− 1 and m(G) ≤ q(q+1)/2,
violating (3) as q ≥ 8. If q is odd, then d = dim(V ) ≥ (q − 1)/2 and m(G) ≤
2q(q + 1)/9, violating (3) as q ≥ 13. If S = PSU3(q), then d ≥ q(q − 1) and m(G) ≤
3q(q + 1)(q2 − 1), violating (3) as q ≥ 5. If S = PSU4(q), then d ≥ (q2 + 1)(q − 1)
and m(G) ≤ 4q(q + 1)(q2 + 1)(q3 + 1), violating (3) as q ≥ 4. If S = PSU5(q), then
d ≥ q(q2 +1)(q− 1) and m(G) ≤ 5q(q+1)(q4− 1)(q5 +1), violating (3) as q ≥ 4. So
we may assume n ≥ 7 and q is even.
2) Next we consider the case n ≥ 9 and m ≥ 6. Without loss we may assume L =
SUn(q). Consider a long-root subgroup Z1 ofM = SUn−1(q), and its centralizer C1 :=
CM(Z1) = Q1.(SUn−3(q).Zq+1) inM , of index q
n−1(qn+1)(qn−1−1)(qn−2+1)/(q+1)
in L. By Proposition 4.5, the condition (⋆) and the assumptions of Proposition 4.3
hold for C1 as n − 1 is even. Now we will argue as in the proof of Proposition 4.3,
and denote Vλ = Eλ ⊗ A1, E1 := dim(Eλ) =
√|Q1/Z1| = qn−3, a1 := dim(A1),
v1 := dim(Vν) for some ν ∈ Ω(V ) \ {λ}.
First assume that m = 2k. Then Sym2k(V ) has a C1-submodule F of dimension(
dλ(V ) + 2k − 1
2k
)
. A simple submodule of F will certainly extend to Z(G)C1. So
by Frobenius’ reciprocity, dim(Sym2k(V )) ≤ dim(F ) · (G : Z(G)C1). Notice that if
a1 ≥ 21 then
(
a1 + 5
6
)
< a61/360 and so
dim(Sym2k(V ))
dim(F )
=
(
d+ 2k − 1
2k
)
(
a1 + 2k − 1
2k
) ≥
(
d+ 5
6
)
(
a1 + 5
6
) > (E1a1)6 · (d/E1a1)6
2a61
> E61/2.
Next we consider the case n = 2k + 1 is odd. Then Sym2k+1(V )|C1 contains the
submodule F ′ := Sym2k(A1) ⊗ Vν . By Frobenius’ reciprocity, dim(Sym2k+1(V )) ≤
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dim(F ′) · (G : Z(G)C1). Again,
dim(Sym2k+1(V ))
dim(F ′)
=
(
d+ 2k
2k + 1
)
(
a1 + 2k − 1
2k
)
· v1
≥
(
d+ 6
7
)
(
a1 + 5
6
)
· v1
,
which is at least
(Ea1 + v1)
7/5040
a61v1/360
= E61 ·
1
14
· (1 + v1/E1a1)
7
v1/E1a1
> E61/2
if a1 ≥ 21 (since (1 + v1/E1a1)7 > 7v1/E1a1). We have shown that if a1 ≥ 21, then
q6n−18 = E61 < 2(G : Z(G)C1) ≤
2qn(qn + 1)(qn−1 − 1)(qn−2 + 1)(n, q + 1)
q + 1
which is impossible as n ≥ 9. Thus a1 ≤ 20, which means that dim(Vλ) ≤ 20E1 for
all λ ∈ Ω∗(V ). In this case, the (−1)-eigenspace for 1 6= t ∈ Z on V has dimension
a1(q/2)E1 ≤ 10qn−2. Notice that n conjugates of t generates L by [GS]. Hence
d ≤ 10nqn−2 by [GT3, Lem. 3.2]. This in turn implies by [GMST, Thm. 2.7] that
every composition factor of V |L is trivial or a Weil module. Since V is primitive, we
conclude that V |L is in fact a Weil module.
3) Here we consider the case n ≥ 9 and m ≤ 5 and return to the notation Vλ =
Eλ ⊗ A, E := dim(Eλ) =
√|Q/Z| = qn−2, a := dim(A), v := dim(Vν) for some
ν ∈ Ω(V ) \ {λ}, where Z is a long-root subgroup in L, C := CL(Z) and Q := O2(C).
First assume that a ≥ 4. Then Sym4(V )|C contains the submodules
Sym4(Eλ ⊗ A) ⊃ ∧4(Eλ)⊗ ∧4(A) ⊃ ∧4(A)
as Eλ is of type − by Proposition 4.3. Hence if m = 4, then by Frobenius’ reciprocity,
dim(Sym4(V )) ≤ dim(∧4(A)) · (G : Z(G)C). Furthermore,
dim(Sym4(V ))
dim(∧4(A)) =
(
d+ 3
4
)
/
(
a
4
)
> E4.
Next we consider the case m = 5. Then Sym5(V )|C contains the submodules
Sym4(Eλ ⊗ A) ⊗ Vν ⊃ ∧4(A) ⊗ Vν . By Frobenius’ reciprocity, dim(Sym5(V )) ≤
dim(∧4(A)⊗ Vν) · (G : Z(G)C). Furthermore,
dim(Sym5(V ))
dim(∧4(A)⊗ Vν) =
(
d+ 4
5
)
/
((
a
4
)
· v
)
>
(Ea + v)5/120
a4v/24
= E4·(1 + v/Ea)
5
5v/Ea
> E4.
It follows that in both cases,
q4n−8 = E4 < (G : Z(G)C) ≤ q(qn + 1)(qn−1 − 1),
a contradiction since n ≥ 9.
Thus 1 ≤ a ≤ 3. Arguing as in 2), we conclude that V |L is in fact a Weil module.
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4) Assume that n = 7 and V |L contains a non-Weil irreducible constituent. Then
by [GMST, Thm. 2.7], d ≥ (q7 + 1)(q6 − q2)/(q2 − 1)(q + 1)− 1 > (5/3)q9, whereas
m(G) ≤ 7q28, contradicting (3). As in 3), we can conclude that V |L is again a Weil
module.
5) We have shown that n ≥ 7 and V |L is a Weil module. Hence VL lifts to a
complex Weil module of L, with character ζ := ζ in,q for some i, 0 ≤ i ≤ q. These
characters, together with their branching to M = SUn−1(q), are described in [TZ2].
If i = 0, then ζ0n,q|M contains α+ α¯, with α := ζ1n−1,q, whence
Sym2k(ζ)|M ⊃ Symk(α)⊗ Symk(α¯) ⊃ 1M .
If in addition q > 2, then in fact ζ0n,q|M contains α+ α¯+ β, with β := ζ2n−1,q, whence
Sym2k+1(ζ)|M ⊃ Symk(α)⊗ Symk(α¯)⊗ β ⊃ β.
If i 6= 0, then ζ in,q|M contains β+γ, with β := ζjn−1,q for some j 6= i, 0, and γ := ζ0n−1,q
is of type +, whence
Sym2k(ζ)|M ⊃ Sym2k(γ) ⊃ 1M , Sym2k+1(ζ)|M ⊃ Sym2k(γ)⊗ β ⊃ β.
It follows that Sym2k(V ) has a composition factor of dimension ≤ (G : Z(G)M) ≤
qn(qn + 1)(q + 1). If k ≥ 2, then the latter is less than dim(Sym2k(V )) as d ≥
(qn − q)/(q + 1), whence Sym2k(V ) is reducible. So m = 2k + 1 ≥ 5. In this case,
if (q, i) 6= (2, 0) then Sym2k+1(V ) has a composition factor of dimension ≤ (G :
Z(G)M)β(1) ≤ q2n−1(qn + 1) which is again less than dim(Sym2k+1(V )), whence
Sym2k+1(V ) is reducible.
Finally, assume that (q, i) = (2, 0). We aim to show that V lifts to a complex
module, in which case Symm(V ) is reducible for every m ≥ 4 by Corollary 2.19 as we
have already shown that Sym4(V ) is reducible. Since V |L affords the character ζˆ, by
Lemma 2.11 it suffices to show that ζ extends to G. Here L = S = PSUn(2) as ζ
0
n,q
is trivial at Z(SUn(q)); also Z(G)S = Z(G) × S. Next, ζ is the unique irreducible
character of L of degree (2n − 2)/3, so it is invariant under Aut(S) = PGUn(2) · 2.
Since ζ is real-valued and L has odd index in H := PGUn(2), by [NT, Lem. 2.1],
it has a unique real-valued extension ζ˜ to H . Now ζ˜ is the unique irreducible, real-
valued, character of degree (2n−2)/3 of H , hence it is invariant under H ·2. Observe
that if |G/(Z(G)× S)| ≤ 2, then ζ ⊗ 1Z(G) is G-invariant and so it extends to G as
required. In particular we are done if (n, 3) = 1 as in this case H = S. Assume 3|n
and |G/Z(G)S| > 2; in particular ζ(1) = d is coprime to 3. By Proposition 2.14 we
may replace G by its normalized version G
n
and assume that det(Φ(g)) = ±1 for all
g ∈ G, if Φ denotes the representation of G on V . But (d, 3) = 1 and Φ is faithful, so
O3(Z(G)) = 1. Let K be the complete inverse image of H = S : 3 in G; in particular,
|G/K| ≤ 2. Since O3(Z(G)) = 1, we see that K ≃ Z(G) ×H . Now ζ˜ ⊗ 1Z(G) is an
extension of ζ to K which is G-invariant, and so it extends to G as required. 
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Proposition 4.7. Let S ≤ G/Z(G) ≤ Aut(S) for the simple group S = PSp2n(q),
with n ≥ 2 and q ≡ 3(mod 4) is odd. Let V be a faithful irreducible FG-module in
characteristic ℓ coprime to q and assume that an irreducible constituent of V |L is a
Weil module. Then Xk(V ) is reducible for every k ≥ 4 and X ∈ {Sym,∧}, except
for (n, q,X) = (2, 3,∧).
Proof. Assume the contrary. The case (n, q) = (2, 3) can be checked directly, so we
will assume that (n, q) 6= (2, 3). Now V is primitive, hence V |L is a Weil module of
dimension (qn ± 1)/2. In particular, V |L lifts to a complex Weil module W . Notice
that, since q ≡ 3(mod4), any field automorphism of L has odd order, and so it
stabilizes each of the two complex Weil modules of dimension d. Since the character
of V takes different values at the two L-classes of transvections, cf. [TZ2], and they
are fused under the outer diagonal automorphism γ of L, we see that G/Z(G) cannot
induce γ. Thus G/Z(G)S is cyclic and induces only field automorphisms of S. We
conclude thatW extends to a complex module of G. It follows by Lemma 2.11 that V
lifts to a complex module which without loss we will denote also by V . So by Corollary
2.19 and Lemma 2.20, X4(V ) must be irreducible. Consider a long-root subgroup
Z in L and let P := NL(Z), C := [P, P ], Q := Op(P ). Write dim(V ) = (q
n + ǫ)/2
for some ǫ = ±1. As we have shown, (G : Z(G)L) ≤ f if q = pf for a prime p.
Notice that V |L = V1 ⊕
∑
λ∈Ω∗(V )Eλ and V1 is actually a P/Q-module of dimension
(qn−1 + ǫ)/2.
1) First we consider the case (q, 3) = 1. We may identify Ω∗(V ) with the subset
A := {x2 | x ∈ F×q }. Claim that there are a, b ∈ A such that a + b + 1 = 0 and
(a, b) 6= (1, 1). Indeed, the two subsets {1 + x2 | x ∈ Fq} and {−y2 | y ∈ Fq} of
Fq both have cardinality (q + 1)/2, hence they intersect, i.e. 1 + x
2 + y2 = 0 for
some x, y ∈ Fq. Since q ≡ 3(mod 4), xy 6= 0, so a := x2 ∈ A, b := y2 ∈ B. Also,
(a, b) 6= (1, 1) as (q, 3) = 1. In the character language, this means that there are
α, β, γ ∈ Ω∗(V ) such that αβγ = 1Z and α 6= β.
Assume γ /∈ {α, β}. Then Eα ⊗ Eβ ⊗ Eγ affords the Q-character qn−1ρQ/Z , where
ρY denotes the regular character of a finite group Y . In particular, the subspace F of
Q-fixed points on Eα ⊗Eβ ⊗Eγ has dimension qn−1, and it is stabilized by C. Next
assume that γ = β. Then Eα⊗X2(Eβ) affords the Q-character (qn−1±1)/2 ·ρQ/Z . In
particular, the subspace F of Q-fixed points on Eα ⊗X2(Eβ) has dimension (qn−1 +
1)/2, and it is stabilized by C. Notice that X4(V )|C contains Eα⊗Eβ⊗Eγ⊗V1, resp.
Eα ⊗ X2(Eβ) ⊗ V1. Thus we have shown that X4(V )|C has a submodule F ⊗ V1 of
dimension ≤ qn−1(qn−1+ǫ)/2. In fact, F⊗V1 is a C/Q-module, so a simple submodule
of it extends to P , as P/Q = (C/Q)× Zq−1. Hence by Frobenius’ reciprocity,
dim(X4(V )) ≤ dim(F ⊗ V1) · (G : Z(G)P ) ≤ q
n−1(qn−1 + ǫ)(q2n − 1)f
2(q − 1) ,
which is a contradiction since n ≥ 2 and p ≥ 7.
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2) Next we consider the case q = 3f > 3. Fix λ ∈ Ω∗(V ). Since Q/Ker(λ) has
exponent 3, direct calculation shows that the subspace F of Q-fixed points on X3(Eλ)
has dimension (qn−1 ± 1)/2, and it is stabilized by C. As above, X4(V )|C contains
X3(Eλ)⊗ V1 and so it has a C-submodule F ⊗ V1, some simple submodule of which
extends to P . Hence by Frobenius’ reciprocity,
dim(X4(V )) ≤ dim(F ⊗ V1) · (G : Z(G)P ) ≤ (q
n−1 + 1)(qn−1 + ǫ)(q2n − 1)f
4(q − 1) ,
which is a contradiction since n ≥ 2 and q ≥ 27.
3) Now we may assume that q = 3 and G = Sp2n(3). Recall that G has four Weil
characters, ξ, ξ¯ of degree (3n + 1)/2, and η, η¯ of degree (3n − 1)/2. By [MT1, Prop.
5.4], Sym2(ξ) = Sym2(ξ¯), ∧2(η) = ∧2(η¯), Sym2(η), Sym2(η¯), ∧2(ξ), ∧2(ξ¯), ξη = ξ¯η¯,
ξη¯ 6= ξ¯η are all irreducible. Next,
1 = (ξη, ξ¯η¯) = (ξ2, η¯2) = (Sym2(ξ) + ∧2(ξ), Sym2(η¯) + ∧2(η¯)),
whence ∧2(ξ) = Sym2(η¯). On the other hand, 0 = (ξη¯, ξ¯η) = (ξ2, η2), so
Sym2(η¯) = ∧2(ξ) 6= Sym2(η) = ∧2(ξ¯).
It follows that
(Sym2(ξ)⊗ ξ, ξ¯) = (Sym2(ξ), Sym2(ξ¯) + ∧2(ξ¯)) = 1,
(∧2(ξ)⊗ ξ, ξ¯) = (∧2(ξ), Sym2(ξ¯) + ∧2(ξ¯)) = 0.
Notice that
Sym2(ξ)⊗ ξ = Sym3(ξ) + S2,1(ξ), ∧2(ξ)⊗ ξ = ∧3(ξ) + S2,1(ξ),
where S2,1 is a Schur functor, cf. [FH]. Consequently, Sym
3(ξ) contains ξ¯ with
multiplicity 1 and so it is reducible. Similarly,
(∧2(η)⊗ η, η¯) = (∧2(η),∧2(η¯) + Sym2(η¯)) = 1,
(Sym2(η)⊗ η, η¯) = (Sym2(η),∧2(η¯) + Sym2(η¯)) = 0,
whence ∧3(η) contains η¯ with multiplicity 1 and so it is reducible.
4) Finally, we will use the Deligne-Lusztig theory, cf. [DM], to show that Sym4(η)
and ∧4(ξ) are reducible. If n = 3 then this can be verified using [Atlas]. Notice that
D1 := dim(Sym
4(η)) = (32n − 1)(3n−1 + 1)(3n + 5)/128,
D2 := dim(∧4(ξ)) = (32n − 1)(3n−1 − 1)(3n − 5)/128
are both coprime to 3, so it suffices to show that they are not equal to the degree of
any semisimple character of G. If n = 4, then 43|D1 and 19|D2 but (|G|, 43 · 19) = 1.
If n = 5, then 31|D1 and 17|D2 but (|G|, 31 · 17) = 1. If n = 6, then 367|D1 and
181|D2 but (|G|, 367 · 181) = 1. So we may assume that n ≥ 7.
Consider the dual group G∗ = SO2n+1(3) and its natural module N = F
2n+1
3 . We
need to show that there is no semisimple element s ∈ G∗ such that E := (G∗ :
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CG∗(s))3′ equals to D1 or D2. Assume the contrary. For each m ≥ 3, by [Zs] there is
a prime ℓm that divides 3
m − 1 but not ∏m−1i=1 (3i − 1).
Claim that if C := CG∗(s) preserves any orthogonal decomposition N = N
1 ⊥ N2
with dim(N1) ≥ dim(N2) ≥ 1 then dim(N2) ≤ 3. Otherwise ℓn−1ℓ2n−2 divides E,
but (ℓn−1, D1) = (ℓ2n−2, D2) = 1, a contradiction. Furthermore, if dim(N
2) = 3, then
E is divisible by (32n − 1)(3n−1 ± 1)/16, whence E 6= D2 as 3n 6≡ 5(mod 8).
5) Observe that the eigenspaces of s on N ⊗F3 F3 gives rise to a C-invariant or-
thogonal decomposition N = N+ ⊥ N1 . . . ⊥ Nt, where N+ := Ker(s − 1) has odd
dimension. Furthermore, if 1 ≤ i ≤ t then no eigenvalues of s on Ni are equal to 1,
and CGO(Ni)(s) = GLa(3
b) or GUa(3
b) with dim(Ni) = 2ab if s+ 1 is non-degenerate
on Ni. We label Ker(s+ 1) by Nt if it is nonzero. The above claim implies that one
of the following two cases must occur.
Case 1: t = 2, dim(N+) = 1, {dim(N1), dim(N2)} = {2, 2n − 2}. Notice that
dim(Ker(s + 1)) ≤ 2n − 4 as otherwise C ≥ SO±2n−2(3) and so E divides (32n −
1)(3n−1 ± 1), a contradiction. Hence if we label N1 to have dimension 2n − 2 then
s|N1 is a semisimple element s1 with no eigenvalue equal to ±1. Also by our claim
in 4) (taking N2 = N+ ⊕ N2), we see that E = D1, N1 is of type +, and E1 divides
(3n + 5)/8 and is at least (3n + 5)/128 > 2, where E1 := (SO(N1) : CSO(N1)(s1))3′ .
Since SO(N1) = SO
+
2n−2(3) is self-dual, it follows that it has an irreducible character
of degree E1, contradicting [TZ1].
Case 2: t = 1, and dim(N+) = 1, 3, 2n− 1. If dim(N+) = 3 then we can argue as
in Case 1 to get a contradiction. If dim(N+) = 2n− 1, then C ≥ SO2n−1(3) and so
E divides 32n − 1, a contradiction. Thus dim(N+) = 1, dim(N1) = 2n, C = GUa(3b)
or GLa(3
b) with n = ab. In the former case E is coprime to ℓ2n, but ℓ2n divides both
D1 and D2, a contradiction. In the latter case E > 3
n(n+1)/2 ≥ 34n > max{D1, D2},
again a contradiction. 
Remark 4.8. The identities Sym2(ξ) = Sym2(ξ¯) and ∧2(η) = ∧2(η¯) mentioned
in the proof of Proposition 4.7 (there are similar examples with Sp2n(5) as well, cf.
[MT1]), show that (irreducible) representations of finite quasisimple groups cannot be
recovered from their symmetric square, resp. exterior square, as opposed to complex
simple Lie groups, see [Ra2].
Lemma 4.9. Let S ≤ G/Z(G) ≤ Aut(S), where either S = PSp2n(q) with n ≥ 2
and q is even, or S ∈ {F4(q), 2F4(q)′} with q = 2f , or S = 2B2(q) with q = 2f ≥ 8, or
S ∈ {G2(q), 2G2(q)′} with q = 3f . Let V be a faithful irreducible FG-representation
in characteristic ℓ coprime to q. Then Symk(V ) is reducible for every k ≥ 4.
Proof. Assume the contrary. Then we can apply (3) to G and V .
1) First we consider the case S = PSp2n(q). Notice that d := dim(V ) ≥ d(S) =
(qn−1)(qn−q)/2(q+1), cf. [GT1], and m(G) ≤ q∏ni=1(q2i−1)/(q−1)n as |Out(S)| ≤
q. Hence (3) cannot hold for 2 ≤ n ≤ 5 and q ≥ 4. The cases (n, q) = (2, 2), (3, 2),
or (4, 2) can be checked directly.
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Assume (n, q) = (5, 2); in particular Aut(S) = S and so we may assume G = S.
Then (3) implies that d ≤ 365. By [GT1, Thm. 1.1], V is a unitary-Weil module.
We restrict V to P1 = Q1.Sp8(2), the stabilizer of a 1-space in the natural module
of G. Notice that any complex unitary-Weil character of G is real-valued, and by
[GT1, Prop. 7.4] its restriction to P1 contains some complex unitary-Weil character of
Sp8(2) (which is of type + by [Atlas]) with multiplicity 1. It follows that any complex
unitary-Weil module of G is of type +. But V is a composition factor of multiplicity
1 in a complex unitary-Weil module, hence V is of type +, a contradiction by Lemma
2.13(i).
Thus we may assume n ≥ 6. Since Mult(S) = 1, S ✁ G. Consider the subgroup
M = SO−2n(q) in S, its long-root subgroup Z and C := CM(Z) = Q.(SL2(q) ×
SO−2n−4(q)). Then the assumptions of Proposition 4.3 hold for C, and moreover
dim(V ) > (5/2) dim(Eλ) and |Out(S)| ≤ q/2. Hence the proof of Proposition 4.3
implies that
q8n−16 < (9/2) · (G : Z(G)C) ≤ (9/8) · qn+1(q2n − 1)(q2n−2 − 1)(qn−2 − 1)/(q2 − 1),
a contradiction as n ≥ 6.
2) Assume S = F4(q). If q ≥ 4, then d ≥ d(S) = q2(q3 − 1)(q6 − q3 + q2 − 1)/2 by
[T2], and m(G) ≤ q27 as |Out(S)| ≤ q, contradicting (3). If q = 2, then (3) implies
d ≤ 162, whence d = 52 and V |L is of type + by [HM], and so Symk(V ) is reducible.
Assume S = 2F4(q) and q ≥ 8. Then d ≥ d(S) = (q4 + q3 + q)(q − 1)
√
q/2 by
[T2], and m(G) ≤ q14/2 as |Out(S)| ≤ q/2, contradicting (3). Assume S = G2(q)
and q ≥ 9. Then d ≥ d(S) = q4 + q2, cf. [T2], and m(G) < q8 as |Out(S)| < q,
contrary to (3). Assume S = 2G2(q) and q ≥ 27. Then d ≥ d(S) = q(q − 1) and
m(G) ≤ q9/2/9 as |Out(S)| ≤ q/9, contrary to (3). Assume S = 2B2(q) and q ≥ 32.
Then d ≥ d(S) = (q − 1)√q/2 and m(G) ≤ q7/2/2 as |Out(S)| < q/2, contrary to
(3). The cases S = 2F4(2)
′, G2(3),
2G2(3)
′, or 2B2(8) can be checked directly. 
4.3. Generic cases. In view of the results of §4.2, we may now assume that CL(Z)
satisfies the assumptions of Propositions 4.2 and 4.3 for a long-root subgroup Z of
G. Assume that Symk(V ) is irreducible for some k ≥ 4 and d := dim(V ) > 4. We
will then apply (3) and Propositions 4.2 and 4.3 to G and V to get a contradiction.
Suppose that S = PSLn(q), n ≥ 3. If (n, q) = (3, 2), (3, 3), (4, 2), (4, 3), or (5, 2),
then it is easy to check that Symk(V ) is reducible for k ≥ 4. Assume (n, q) = (3, 4).
Then again it is easy to check that Symk(V ) is reducible for k ≥ 4, except possibly
when d = 6 and L = 6·S. In this case V lifts to a complex module VC, and Sym4(VC)|L
contains irreducible constituents of dimensions 21 and 84, so Symk(V ) is reducible
for k ≥ 4. In all other cases, d ≥ d(S) ≥ (qn − q)/(q − 1)− 1, and m(G) ≤ q(n2+3)/2
as |Out(S)| ≤ q(q − 1). Hence (3) cannot hold for n ≤ 5. Assume n ≥ 6. In the
notation of Proposition 4.3 we have dim(Eλ) = q
n−2 < d/2. Hence Propositions 4.2
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and 4.3 imply
q4n−8 = (Q : Z)2 < (15/2) · (G : Z(G)C) ≤ (15/2) · (qn − 1)(qn − q),
a contradiction.
Suppose that S = PSUn(q), n ≥ 6, (n, q) 6= (6, 2), and q is odd if n is odd. Then
q4n−8 = (Q : Z)2 < 24 · (G : Z(G)C) ≤ 24 · (qn − (−1)n)(qn + (−1)nq),
a contradiction.
Suppose that S = PSp2n(q), n ≥ 2, q is odd, (n, q) 6= (2, 3), (2, 5) (and q ≡
1(mod 4) if V |L involves a Weil module). Then
q4n−4 = (Q : Z)2 < (3/2) · (G : Z(G)C) ≤ (3/4) · (q2n − 1)q,
a contradiction if n ≥ 3. If n = 2, then q ≥ 7, d ≥ d(S) ≥ (q2 − 1)/2, and
m(G) ≤ 4q(q2 − 1)(q4 − 1)/9(q − 1)2 as |Out(S)| ≤ 4q/9, whence (3) cannot hold.
Suppose that S = Ω2n+1(q), n ≥ 3, q is odd, (n, q) 6= (3, 3). Then
q8n−12 = (Q : Z)2 < (3/2) · (G : Z(G)C) ≤ (3/2) · (q2n − 1)(q2n−2 − 1)q/(q2 − 1),
a contradiction.
Suppose that S = PΩǫ2n(q), n ≥ 4, (n, q) 6= (4, 2). Then d ≥ (qn − 1)(qn−1 −
q)/(q2 − 1) > 2 dim(Eλ) and |Out(S)| ≤ 12q, whence
q8n−16 = (Q : Z)2 < (15/2)·(G : Z(G)C) ≤ (15/2)·(q
n − 1)(q2n−2 − 1)(qn−2 + 1)
q2 − 1 ·12q,
a contradiction.
Suppose that S = E8(q). Then
q112 = (Q : Z)2 < 24 · (G : Z(G)C) ≤ 12q · (q
20 − 1)(q24 − 1)(q30 − 1)
(q6 − 1)(q10 − 1) ,
a contradiction. If S = E7(q), then
q64 = (Q : Z)2 < 24 · (G : Z(G)C) ≤ 24q · (q
12 − 1)(q14 − 1)(q18 − 1)
(q4 − 1)(q6 − 1) ,
a contradiction. If S = E6(q), then
q40 = (Q : Z)2 < 24 · (G : Z(G)C) ≤ 72q · (q
8 − 1)(q9 − 1)(q12 − 1)
(q3 − 1)(q4 − 1) ,
a contradiction. If S = 2E6(q) and q > 2, then
q40 = (Q : Z)2 < 24 · (G : Z(G)C) ≤ 72q · (q
8 − 1)(q9 + 1)(q12 − 1)
(q3 + 1)(q4 − 1) ,
a contradiction. If S = F4(q) with q odd, then
q28 = (Q : Z)2 < (3/2) · (G : Z(G)C) ≤ (3q/4) · (q4 + 1)(q12 − 1),
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a contradiction. If S = 3D4(q) and q > 2, then
q16 = (Q : Z)2 < 24 · (G : Z(G)C) ≤ 36q · (q8 + q4 + 1)(q2 − 1),
a contradiction. Assume S = G2(q) with (q, 3) = 1 and q ≥ 5, then d ≥ q3 − 1 >
2 dim(Eλ), whence
q8 = (Q : Z)2 < (15/2) · (G : Z(G)C) ≤ (15/4) · q(q6 − 1),
again a contradiction.
The cases S = PSp4(3), PSp4(5), Ω7(3), Ω
±
8 (2),
3D4(2) can be handled easily using
[Atlas] and [JLPW]. The case S = G2(4) leads to the example d = 12, L = 2 · S;
furthermore, if ℓ = 0 then Symk(V ) is irreducible over L for k ≤ 4 and Sym5(V ) is
irreducible over L · 2. Finally, assume S = 2E6(2). Since m(G) ≤ (1.66) · 1012 and
d ≥ 1536, Symk(V ) is reducible for k ≥ 5; also Sym4(V ) is reducible if d ≥ 2513.
Assume d ≤ 2512. Observe that G contains a subgroup H ∈ {F4(2), 2 · F4(2)}. The
irreducible ℓ-modular Brauer characters of 2·F4(2) are known [ModAt]. In particular,
any such a character of degree ≤ 2512 is of type +. It follows by Lemma 2.15(i) that
d ≤ 458, a contradiction. This completes the proof of Theorem 4.1.
5. Normalizers of Extraspecial Groups
The aim of this section is to prove the following
Theorem 5.1. Assume G := GL(V ), Sp(V ) or GO(V ), G ≤ G is Zariski closed,
dim(V ) > 4, and that the conclusion (iii) of Proposition 2.14 holds. Then, for
X ∈ {Sym,∧}, Xk(V ) is reducible, if k > 2 and p > 2, or if k > 3 and p = 2, unless
(dim(V ), X) = (5,∧).
Proof. Assume the contrary. Without loss we may replace G by G
n
. Recall that
either P = E, or p = 2 and P = Z4 ∗ E; furthermore, d := dim(V ) =
√|E/Z(E)| =
pn. It is well known that the ℓ-modular representation V |P is liftable to a complex
representation which extends to G. Hence by Lemma 2.11 we may assume that ℓ = 0.
1) First we consider the case p > 2. Then we may assume G = p1+2n+ ·Sp2n(p) which
is a split extension. Assume p = 3. Direct computation shows that the fixed point
subspace Sym3(V )P , resp. ∧3(V )P , has dimension (d+1)/2, resp. (d− 1)/2, whence
Sym3(V ) and ∧3(V ) are reducible. Now we may assume that p ≥ 5 and consider the
central involution j of Sp2n(p). It is well known that V = V+⊕V−, where j acts on Vδ
as the scalar δ1 for δ = ±, and {dim(V+), dim(V−)} = {a, a+ 1} with a = (d− 1)/2.
Set ǫ := 1 if X = Sym and ǫ := −1 if X = ∧. By Corollary 2.19 and Lemma 2.20,
X3(V ) is irreducible, and it affords the Z(P )-character d(d + ǫ)(d + 2ǫ)/6 · λ3, if
V |Z(P ) affords the character dλ. Let V3 denote the unique complex P -representation
with Z(P )-character dλ3. Notice that V3 extends to G and, by Clifford theory,
X3(V ) = V3⊗A for some (irreducible) G/P -module A of dimension (d+ ǫ)(d+2ǫ)/6.
If n = 1 and (d,X) 6= (5,∧), (7,∧), then d = p ≥ 5 and dim(C) > p+ 1 = m(G/P ),
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whence X3(V ) is reducible. If (d,X) = (7,∧), then dim(C) = 5 does not divide |G|
and so X3(V ) is again reducible. So we may assume n ≥ 2. Now j acts scalarly
on A, whence the difference D between the dimensions of the 1-eigenspace and the
(−1)-eigenspace of j on X3(V ) must be divisible by dim(A). On the other hand,
since the 1-eigenspace of j on X3(V ) is just X3(V+) ⊕ V+ ⊗ X2(V−), we see that
|D| = a + 1 if X = Sym and |D| = a if X = ∧, a contradiction. Observe that
(V ⊗ V ∗)/1G is irreducible, therefore both Sym2(V ) and ∧2(V ) are irreducible over
G = p1+2n+ · Sp2n(p), cf. [GT2].
2) Now we consider the case p = 2. Then E = 21+2nǫ ≤ P ≤ Z4 ∗E for some ǫ = ±.
Direct computation shows that the fixed point subspace Sym4(V )P , resp. ∧4(V )P ,
has dimension (d+ 1)(d+ 2)/6, resp. (d− 1)(d− 2)/6, whence Sym4(V ) and ∧4(V )
are reducible. Observe however that Sym3(V ) and ∧3(V ) are irreducible over NG(E)
by [GT2]. 
6. Alternating groups, symmetric groups, and their covers
This section is devoted to the proof of the following theorem
Theorem 6.1. Theorem 1.1 holds true in the case G is finite and S := soc(G/Z(G))
is the alternating group An for some n ≥ 5.
We begin with considering the case n ≥ 8. Then the representation Φ of G
on V yields a projective representation of G/Z(G) = An or Sn. It follows that
Z(GL(V ))G = Z(GL(V ))Ψ(H), where H = Aˆn, resp. S˜n (the double cover of
Sn in which transpositions lift to elements of order 4), and Ψ : H → GL(V ) is
an irreducible representation. Ignoring the faithfulness of G acting on V , we may
therefore assume that G ∈ {Aˆn, S˜n}. In view of Lemma 2.1 we will assume that
char(F) = ℓ > 3. Whenever we consider a subgroup Aˆm or S˜m of Aˆn or S˜n, we will
mean a standard one, that is the one fixing 1, 2, . . . , n−m in the natural permuta-
tion representation of Sn. Also by a sum of simple modules we mean the sum in the
Grothendieck group. We will also fix a preimage t of order 3 in Aˆn of a 3-cycle.
We begin with the following observations:
Lemma 6.2. (i) Every element of Aˆn is rational in S˜n.
(ii) Assume ϕ ∈ IBrℓ(S˜n) and ϕ|Aˆn is reducible. Then ϕ is rational-valued.
(iii) Assume ϕ ∈ IBrℓ(Aˆn) and ϕ extends to S˜n. Then ϕ is rational-valued.
Proof. (i) Let π : S˜n → Sn be the natural projection and g ∈ Aˆn. Clearly, g is
rational in S˜n if π
−1(π(g)Sn) is a single S˜n-conjugacy class. Otherwise by [HH, Thm.
3.8] π(g) is a product of disjoint cycles of odd lengths. In particular, π(g) has odd
order k. It follows that gk = zi and (zg)k = z1+i for some i ∈ Z and Z(An) = 〈z〉.
Replacing g by zg if necessary, we may assume that i = 0 and so |g| = k, |zg| = 2k.
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In this case, π−1(π(g)Sn) = gS˜n ∪ (zg)S˜n . Hence, all generators of 〈g〉 belong to gS˜n
and so g is rational, in which case zg is also rational.
(ii) By assumptions, ϕ = IndS˜n
Aˆn
(ψ) for some ψ ∈ IBrℓ(Aˆn), whence ϕ = 0 on S˜n\Aˆn.
On the other hand, ϕ|
Aˆn
is rational by (i).
(iii) follows from (i). 
Among all the irreducible representations of G, the basic spin and second basic spin
representations, cf. [Wa] and [KT], will require special attention. For a fixed ℓ, define
κn to be 1 if 0 < ℓ|n and 0 otherwise. Then the (ℓ-modular) basic spin modules of
Aˆn, resp. of S˜n, have dimension D
1
n := 2
⌊(n−2−κn)/2⌋, resp. D2n := 2
⌊(n−1−κn)/2⌋. The
second basic spin modules of S˜n have dimension at least 2
(n−3)/2(n − 4) unless 2|n
and ℓ|(n− 1) in which case they have dimension 2(n−4)/2(n− 4). Let D3n denote the
smallest one among the dimensions of second basic spin representations of S˜n and
S˜n−1. Then
(4) D3n ≥ max{(n− 5) ·D1n−2, (n− 5)/2 ·D2n−2}.
Basic spin modules are distinguished by the following property:
Lemma 6.3. [Wa, Thm. 8.1] Let V be an irreducible F-representation of G ∈
{Aˆn, S˜n} such that the action of t (a 3rd order preimage in G of a 3-cycle) on V has
a quadratic minimal polynomial. Then V is a basic spin module. ✷
Lemma 6.4. Let G ∈ {Aˆn, S˜n} and let V be an irreducible FG-module which is not
a basic spin module.
(i) Assume G = Aˆn and soc(V |Aˆn−2) contains a basic spin module of Aˆn−2. Then
dim(V ) ≥ D3n/2 ≥ D1n−2 · (n− 5)/2.
(ii) Assume G = S˜n and soc(V |S˜n−2) contains a basic spin module of S˜n−2. Then
dim(V ) ≥ D3n ≥ D2n−2 · (n− 5)/2.
Proof. (i) LetW ∈ IBrℓ(S˜n) such that V is a submodule ofW |Aˆn. Then we can choose
x ∈ C
S˜n
(Aˆn−2) such that W |Aˆn = V or W |Aˆn = V ⊕ xV . By assumptions, W |Aˆn−2
contains a basic spin module U , whenceW is a quotient of IndS˜n
S˜n−2
(Ind
S˜n−2
Aˆn−2
(U)). Since
Ind
S˜n−2
Aˆn−2
(U) is a sum of basic spin modules of S˜n−2, there is a basic spin module Yn−2
of S˜n−2 such that W is a quotient of Ind
S˜n
S˜n−2
(Yn−2). Next, by [Wa] Ind
S˜n−1
S˜n−2
(Yn−2) is a
sum of basic and second basic spin modules of S˜n−1. It follows that W is a quotient
of IndS˜n
S˜n−1
(X), where either X is a basic spin module Yn−1 of S˜n−1, or a second basic
spin module Tn−1 of S˜n−1. In the former case, W must be a second basic spin module
of S˜n (as V is not basic), whence dim(W ) ≥ D3n. In the latter case, soc(W |S˜n−1)
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contains a second basic spin module of S˜n−1, hence dim(W ) ≥ D3n again. So we are
done by (4).
(ii) can be proved similarly. 
Corollary 6.5. Let G ∈ {Aˆn, S˜n} and let V be an irreducible FG-module which is
not a basic spin module. Assume soc(V |
Aˆn−2
) contains a basic spin module of Aˆn−2.
Then Symk(V ) is reducible for any k ≥ 3 if n ≥ 20, and for any k ≥ 4 if n ≥ 13.
Proof. Assume the contrary. Define H := Aˆn−2 if G = Aˆn, and H := S˜n−2 if
G = S˜n. By assumptions, soc(V |H) contains a basic spin module U of H , whence
soc(Symk(V )|H) contains Symk(U). By Frobenius’ reciprocity, dim(Symk(V )) ≤
dim(Symk(U)) · (G : H). Since (G : H) = n(n− 1) and dim(V ) ≥ e(n− 5)/2 for e :=
dim(U) by Lemma 6.4, this implies n(n−1) ≥
(
e(n− 5)/2 + k − 1
k
)
/
(
e+ k − 1
k
)
.
The last inequality cannot hold if n ≥ 20 and k ≥ 3, or if n ≥ 13 and k ≥ 4, since
e ≥ D1n−2 = 2⌊(n−5)/2⌋. 
Proposition 6.6. Let G ∈ {Aˆn, S˜n} and let V be an irreducible FG-module of
dimension d > 1. If m is odd or if (G, ℓ) = (Aˆ14, 7), assume in addition that V is not
a basic spin module. Then Symm(V ) is reducible, if m ≥ 3 and n ≥ 23, or if m ≥ 4
and n ≥ 14.
Proof. 1) Assume the contrary. Write V = V0 ⊕ V1 ⊕ V2, where t acts on Vj as the
scalar ωj, ω a primitive cubic root of unity in F, and V1, V2 6= 0. By Lemma 6.3,
V0 6= 0 if V is not basic. We give the proof for the case of m ≥ 4, the case with m = 3
is proceeded similarly.
Case 1: Assume G = S˜n and V |Aˆn is reducible. Then V is self-dual by Lemma
6.2. Setting C := CG(t), we see that V2 ≃ V ∗1 as C-modules. Clearly, Sym2k(V )|C ⊃
Symk(V1)⊗Symk(V2) ⊃ 1C , and Sym2k+1(V )|C ⊃ V0⊗Symk(V1)⊗Symk(V2) ⊃ V0. By
Frobenius’ reciprocity, if m = 2k ≥ 4 then dim(Sym4(V )) ≤ dim(Symm(V )) ≤ (G :
C). If m = 2k+1 ≥ 5 then dim(Sym5(V )) ≤ dim(Symm(V )) ≤ (G : C) · dim(V0). In
either case we obtain (d+ 1)(d+ 2)(d+ 3)(d+ 4) ≤ 120(G : C) = 40n(n− 1)(n− 2).
Case 2: Assume that either G = S˜n and V |Aˆn is irreducible, or G = Aˆn and V
extends to S˜n. In either case, V |Aˆn is irreducible and self-dual by Lemma 6.2. So we
can set C := C
Aˆn
(t) and repeat the above argument to get (d+1)(d+2)(d+3)(d+4)≤
120(G : C) ≤ 80n(n− 1)(n− 2).
Case 3: Assume that G = Aˆn and V does not extend to S˜n. In this case, we
can embed H := S˜n−2 in G (as the inverse image in G of a subgroup of index 2 in
Sn−2 × S2 that contains t). Consider a simple submodule U of smallest dimension of
V |H .
Assume dim(U) = 1. Setting C := H ′ = Aˆn−2, we see that U |C = 1C , whence
Symm(V )|C ⊃ Symm(1C) = 1C , and so d(d+1)(d+2)(d+3) ≤ 2(G : C) = 2n(n−1).
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Now we may assume that dim(U) > 1. Again write U = U0⊕U1⊕U2, where t acts
on Uj as the scalar ω
j, and U1, U2 6= 0. If U |H′ is reducible, then U is self-dual by
Lemma 6.2, whence U2 ≃ U∗1 as modules over C := CH(t); set N := NH(〈t〉) in this
case. If U |H′ is irreducible, then U |H′ is self-dual by Lemma 6.2, whence U2 ≃ U∗1
as modules over C := CH′(t); set N := NH′(〈t〉) in this case. Now if m = 2k ≥ 4,
then as in Case 1 we see that Symm(V )|C contains 1C . The proof of Lemma 2.12
shows that Symm(V )|N contains a submodule of dimension 1, so dim(Sym4(V )) ≤
(G : N). Assume m = 2k+1 ≥ 5. By Corollary 6.5 we may assume that soc(V |
Aˆn−2
)
does not contain a basic spin module of Aˆn−2, so U0 6= 0 by Lemma 6.3. Now
Sym2k+1(V )|C contains a submodule F ≃ U0 inside U0⊗Symk(U1)⊗Symk(U2). Since
U0 is N -invariant, by Lemma 2.12 Sym
2k+1(V )|C contains a submodule of dimension
≤ dim(U0). It follows that dim(Sym5(V )) ≤ (G : N) · dim(U0). In either case, we
obtain (d+ 1)(d+ 2)(d+ 3)(d+ 4) ≤ 120(G : N) ≤ 20n(n− 1)(n− 2)(n− 3)(n− 4).
2) We have shown that in all cases
(d+ 1)(d+ 2)(d+ 3)(d+ 4) ≤ 20n(n− 1)(n− 2)(n− 3)(n− 4).
Assume that V is faithful. Then d ≥ 2⌊(n−2−κn)/2⌋ by [KT], so we get a contradiction if
n ≥ 15, or if n = 14 but (G, ℓ) 6= (Aˆ14, ℓ). Now assume that V is not faithful and that
V |
Aˆn
is not the heart D of the natural permutation module. Then d ≥ (n2−5n+2)/2
by [GT3, Lem. 6.1] and its proof, so we again get a contradiction when n ≥ 14. Thus
V |
Aˆn
≃ D. Since D is of type +, Symm(V ) is reducible by Lemma 2.13. 
Lemma 6.7. Let G ∈ {Aˆn, S˜n} with n ≥ 12 and let V be a complex basic spin
G-module. Then Symk(V ) is reducible for all k ≥ 2, and ∧k(V ) is reducible for all
2 ≤ k ≤ d/2.
Proof. It suffices to prove the statement for k = 2. Recall, cf. [T1], that if m is
even then Aˆm has a unique basic spin character αm which is real-valued, whereas if
m is odd then Aˆm has two basic spin characters which are real-valued if and only
if m ≡ 1(mod4). Choose m = n if 2|n or if n ≡ 1(mod4), and m = n − 1 if
n ≡ 3(mod 4), and let H := Aˆm−2. Let αm be an irreducible character afforded by
the Aˆm-module V ; in particular, αm is real-valued. All irreducible constituents of
αm|H are of degree α(1)/2 and are basic. If m is even, then the uniqueness of αm−2
implies that αm|H = 2αm−2. If m is odd, then m − 2 ≡ 3(mod 4) and so the basic
spin characters of H are not real-valued, whence αm|H = αm−2 + αm−2. We have
show that V |H contains U ⊕ U∗ for some H-module U .
Now assume that X(V ) is irreducible for some X ∈ {Sym2,∧2}. Clearly, X(V )|H
contains U ⊗ U∗ ⊃ 1H and so dim(X(V )) ≤ (G : H); in particular, d(d − 1) ≤
4n(n − 1)(n − 2). The last inequality cannot hold for n ≥ 18 as d ≥ 2⌊n/2⌋−1.
If n ∈ {12, 13, 14, 16, 17} then (G : H) ≤ 2n(n − 1) as m = n, again yielding a
contradiction. If n = 15 and G = S˜n then d = 2
7, leading to a contradiction. Finally,
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assume G = Aˆ15, so H = Aˆ12. We have shown that X(V )|H contains 1H . On the
other hand, G > K := Aˆ12×Z3. Hence X(V )|K contains a 1-dimensional submodule
and so dim(X(V )) ≤ (G : K), yielding a contradiction. 
Notice that ∧2(V ) is irreducible for a complex spin module V of Aˆ11.
Proposition 6.8. Let G ∈ {Aˆn, S˜n} and let V be an ℓ-modular basic spin G-module.
Then Symk(V ) is reducible if k ≥ 2 and n ≥ 16, or if k ≥ 4 and n ≥ 14.
Proof. Assume the contrary. By Lemma 6.7, V cannot lift to a complex module. It
follows by [KT] that ℓ|n, and either G = S˜n and n is odd, or G = Aˆn and n is even.
1) Here we assume that G = S˜n and n is odd; in particular, d = 2
(n−3)/2. Hence
V |
Aˆn
is irreducible, self-dual by Lemma 6.2, and lifts to a complex moduleW . Clearly,
Symk(V )|
Aˆn
is a sum of at most two irreducible constituents, all of the same degree.
The same must be true also for Symk(W ).
Case 1: Assume n ≡ 3(mod8). By [T1, p. 106], V |
Aˆn
is of type +, whence
Symk(V ) is reducible if n ≥ 11 by Lemma 2.13.
Case 2: Assume n ≡ 1(mod 8) and n ≥ 17. Then W is of type +, cf. [T1], and so
is V |
Aˆn
, so we can argue as in Case 1.
Case 3: Assume n ≡ 7(mod 8) and n ≥ 15. Consider a subgroup H = Aˆn−5. By
[T1], any simple submodule U of W |H is basic spin, real, and of dimension d/4. Thus
Symk(W )|H contains U if k ≥ 3 is odd, resp. 1H if k is even. Consider K = H ∗ Aˆ5
inside Aˆn. Since K/H = A5 and m(Aˆ5) = 6, by Lemma 2.12 Sym
k(W )|K has a
submodule T of dimension ≤ 6 dim(U) = 3d/2, resp. ≤ 6. Thus Symk(W ) has
a subquotient of dimension at most dim(T )(Aˆn : K) = dim(T )(G : K)/2. Since
Symk(V ) is irreducible, dim(Symk(V )) is at most dim(T )(G : K), which is 3d/2 · (G :
K), resp. 6(G : K). In particular, 2n−3 < 2n(n − 1)(n − 2)(n − 3)(n − 4)/5, a
contradiction if n ≥ 31. The upper bound on dim(Symk(V )) also gives a contradiction
if n = 15, 23 and k ≥ 4. Assume n = 23 and k = 2, 3. Then 41 divides dim(Symk(W ))
but not |Aˆn|, hence Symk(W ) cannot be a sum of 1 or 2 irreducible constituents of
the same degree.
Case 4: Assume n ≡ 5(mod 8) and n ≥ 21. Consider a subgroup H = Aˆn−3. By
[T1], any simple submodule U of W |H is basic spin, real, and of dimension d/2. Thus
Symk(W )|H contains U , resp. 1H , if k ≥ 3 is odd, resp. if k is even. Consider
K = H × Z3 inside Aˆn. By Lemma 2.12 Symk(V )|K has a submodule of dimension
≤ dim(U) = d/2, resp. ≤ 1. Thus dim(Symk(V )) is at most d/2 · (G : K), resp.
(G : K). In particular, 2n−3 < 2n(n− 1)(n− 2), a contradiction as n ≥ 21.
2) Here we assume that G = Aˆn and n is even; in particular, d = 2
(n−4)/2. Hence
V |
Aˆn−1
is irreducible and lifts to a complex module W .
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Case 5: Assume n ≡ 0(mod 8). Since 2 < ℓ|n, we may assume that n ≥ 24. First
we assume that ℓ ≥ 5; in particular n ≥ 40. Consider a subgroup H = Aˆn−6. By
[T1], any irreducible constituent of W |H is basic spin, real, irreducible modulo ℓ (as
(ℓ, n−6) = 1) and of dimension d/4. It follows that V |H contains a simple submodule
U of type + and dimension d/4. Hence Symk(V )|H contains U if k ≥ 3 is odd, resp.
1H if k is even. Consider K = H ∗ Aˆ6 inside G. Since K/H = A6 and m(6A6) = 15,
by Lemma 2.12 Symk(V )|K has a submodule of dimension ≤ 15 dim(U) = 15d/4,
resp. ≤ 15. Thus dim(Symk(V )) is at most 15d/4 · (G : K), resp. 15(G : K). In
particular, 2n−4 < n(n−1)(n−2)(n−3)(n−4)(n−5)/12, a contradiction as n ≥ 40.
Now we assume that ℓ = 3 and consider a subgroup H = Aˆn−5. Notice that Aˆn−1
contains an overgroup H1 ≃ S˜n−5 of H . If Φ denotes the representation of G on
V , set H2 := 〈Φ(x),
√−1Φ(y) | x ∈ H, y ∈ H1 \ H〉. Then H2 is a subgroup of
GL(V ) that is isomorphic to Sˆn−5. In the same way we can make H2 act on W .
By [T1], any irreducible constituent of W |H2 is basic spin, real, irreducible modulo
ℓ (as (ℓ, n − 5) = 1) and of dimension d/2. It follows that V |H2 contains a simple
submodule U2 of type + and dimension d/2. Hence, if k ≥ 3 is odd then Symk(V )|H2
contains U2, and so Sym
k(V )|H contains a basic spin module U of H of dimension
d/4. If k is even, then Symk(V )|H2 contains 1H2 , and so Symk(V )|H contains 1H .
Consider K = H ∗ Aˆ5 inside G. Since K/H = A5 and m(Aˆ5) = 10, by Lemma 2.12
Symk(V )|K has a submodule of dimension ≤ 6 dim(U) = 3d/2 if k is odd, resp. ≤ 6
if k is even. Thus dim(Symk(V )) is at most 3d/2 · (G : K), resp. 6(G : K). In
particular, 2n−4 < n(n− 1)(n− 2)(n− 3)(n− 4)/5, a contradiction as n ≥ 24.
Case 6: Assume n ≡ 6(mod 8) and n ≥ 14. Consider a subgroup H = Aˆn−4. By
[T1], any irreducible constituent of W |H is basic spin, real, irreducible modulo ℓ (as
(ℓ, n−4) = 1) and of dimension d/2. It follows that V |H contains a simple submodule
U of type + and dimension d/2. Hence Symk(V )|H contains U if k ≥ 3 is odd, resp.
1H if k is even. Consider K = H ∗ Aˆ3 inside G. By Lemma 2.12 Symk(V )|K has
a submodule of dimension ≤ dim(U) = d/2, resp. ≤ 1. Thus dim(Symk(V )) is at
most d/2 · (G : K), resp. (G : K). In particular, 2n−4 < n(n − 1)(n − 2)(n − 3), a
contradiction if n ≥ 22. If n = 14 and k ≥ 4, then the upper bound on dim(Symk(V ))
yields 22n−8 < 20n(n− 1)(n− 2)(n− 3), again a contradiction.
Case 7: Assume n ≡ 2, 4(mod 8) and n ≥ 18. Consider a subgroup H = Aˆn−2.
By [T1], W |H is basic spin, real, irreducible modulo ℓ (as (ℓ, n− 2) = 1). It follows
that V |H is of type +. Hence Symk(V )|H contains V |H if k ≥ 3 is odd, resp. 1H if
k is even. Thus dim(Symk(V )) is at most d(G : H), resp. (G : H). In particular,
2n−4 < 6n(n− 1), a contradiction as n ≥ 18. 
The proof of Theorem 6.1 is now completed by the following lemma:
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Lemma 6.9. Assume S = soc(G/Z(G)) = An with 5 ≤ n ≤ 13, G < GL(V ),
ℓ 6= 2, 3, and d > 4.
(i) If 5 ≤ n ≤ 10 then Symk(V ) is reducible for k ≥ 4.
(ii) Assume 11 ≤ n ≤ 13. Then Symk(V ) is reducible for k ≥ 4. Furthermore,
either ∧k(V ) is reducible for k ≥ 4, or G(∞) = An and V |An ≃ D, the heart of the
natural permutation module.
Proof. (i) follows by inspecting [Atlas] and [JLPW]. Assume (ii) is false. We need
to look at the modules V with dim(∧4(V )) ≤ m(S˜n). We give the details of the
computation for n = 13. Here m(S˜n) = 41600, so d ≤ 33. It follows that d = 32 and
either V lifts to a complex basic spin module, or (G, ℓ) = (S˜13, 13). In the former
case we are done by Lemma 6.7. The latter case can be checked directly using [Atlas]
and [JLPW]. 
7. Sporadic groups
In this section we prove the following theorem:
Theorem 7.1. Theorem 1.1 holds true in the case G is finite and S := soc(G/Z(G))
is a sporadic simple group.
Proof. Obviously, we need to consider only the cases where
(5) dim(∧3(V )) < m(G) .
For brevity, we take the convention that the condition k ≥ k0 for ∧k(V ) will actually
mean that k0 ≤ k ≤ d−k0. In fact, we will also work with ∧k(V ) and we assume that
ℓ > 3. The detailed results are listed in Table I (below), where in the third column
we list the values (k1, d1) such that k1 is the (known) highest possible k ≥ 3 for
which Symk(V ) is irreducible (over some extension G of L and for some G-module of
dimension d1 in some characteristic ℓ), and the fifth column we list the values (k2, d2)
such that k2 is the (known) highest possible k ≥ 3 for which ∧k(V ) is irreducible (over
some extension G of L and for some G-module of dimension d2 in some characteristic
ℓ). The cases marked by (♦) are the ones where we only look at Symk(V ) and ∧k(V )
with k ≥ 4. The cases marked by (♥) are the ones where we only look at Symk(V )
with k ≥ 4 and ∧k(V ) with k ≥ 5. The cases marked by (♠) are the ones where we
only look at Symk(V ) with k ≥ 4 and ∧k(V ) with k ≥ 6.
1) For the first 11 sporadic groups, the ℓ-modular decomposition matrix is com-
pletely known, cf. [JLPW]. In these cases, it is straightforward to verify the above
statements. Assume S =M11. Then m(G) = 55 and d ≥ 10, and so (5) cannot hold.
Assume S = M12. Then m(G) = 320 and so (5) implies d ≤ 13. Using [Atlas] and
[JLPW], we can check that Symk(V ) and ∧k(V ) are reducible for k ≥ 4, Sym3(V ) is
reducible except when d = 10, and ∧3(V ) is reducible except when d = 10, 12. The
cases S = J1, M23 are similar.
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Table I. Groups G with S := soc(G/Z(G)) being a sporadic finite simple group.
S Symk reducible when Irreducible Symk ∧k reducible when Irreducible ∧k
M11 k ≥ 3 3 ≤ k ≤ d− 3
M12 k ≥ 4 k = 3, d = 10 4 ≤ k ≤ d− 4 k = 3, d = 10, 12
J1 k ≥ 3 3 ≤ k ≤ d− 3
M22 k ≥ 3 6 ≤ k ≤ d− 6 k = 5, d = 10
J2 k ≥ 6 k = 5, d = 6 3 ≤ k ≤ d− 3
M23 k ≥ 3 3 ≤ k ≤ d− 3
HS k ≥ 3 4 ≤ k ≤ d− 4 k = 3, d = 22
J3 k ≥ 4 k = 3, d = 18 4 ≤ k ≤ d− 4 k = 3, d = 18
M24 k ≥ 3 4 ≤ k ≤ d− 4 k = 3, d = 23
McL k ≥ 3 4 ≤ k ≤ d− 4 k = 3, d = 22
He k ≥ 3 3 ≤ k ≤ d− 3
Ru (♦) k ≥ 4 6 ≤ k ≤ d− 6 k = 5, d = 28
Suz (♦) k ≥ 6 k = 5, d = 12 4 ≤ k ≤ d− 4 k = 3, d = 12
O′N (♦) k ≥ 4 4 ≤ k ≤ d− 4
Co3
(♦) k ≥ 4 4 ≤ k ≤ d− 4 k = 3, d = 23
Co2
(♦) k ≥ 4 4 ≤ k ≤ d− 4 k = 3, d = 23
Fi22
(♦) k ≥ 4 4 ≤ k ≤ d− 4
HN (♦) k ≥ 4 4 ≤ k ≤ d− 4
Fi23
(♦) k ≥ 4 4 ≤ k ≤ d− 4
J4
(♦) k ≥ 4 4 ≤ k ≤ d− 4 k = 3, d = 1333
Ly (♥) k ≥ 4 5 ≤ k ≤ d− 5
Th (♥) k ≥ 4 5 ≤ k ≤ d− 5
Co1
(♥) k ≥ 4 5 ≤ k ≤ d− 5 k = 3, d = 24
Fi′24
(♥) k ≥ 4 5 ≤ k ≤ d− 5
B (♠) k ≥ 4 6 ≤ k ≤ d− 6
M (♠)
k ≥ 4, ℓ 6= 5, 7
k ≥ 5, ℓ = 5
k ≥ 6, ℓ = 7
6 ≤ k ≤ d− 6
Assume S = M22. Then m(G) = 1120 and so d ≤ 19. It follows that either
d = 10, in which case Symk(V ) is reducible for k ≥ 3, ∧k(V ) is reducible for k ≥ 6
but irreducible (over L · 2) when ℓ = 0 and k ≤ 5, or (d, ℓ) = (16, 7), in which case
Symk(V ) is reducible for k ≥ 3, ∧k(V ) is reducible for k ≥ 4, but irreducible for
k = 3. The cases S = J2, HS, J3, M24, McL, He are similar.
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2) For the remaining 15 sporadic simple groups which are not included in [JLPW],
we will work with the stronger bound
(6) dim(∧4(V )) < m(G) .
The lower bound for d is listed in [Jan]. In some cases, the modules V satisfying (5)
are determined using [HM]. We also use the decomposition matrices available online
at [ModAt]. Assume S = Ru. Then m(G) = 250, 560 and so (6) implies d ≤ 52,
whence d = 28 by [HM]. It follows that V lifts to a complex module VC. Using [Atlas]
and [JLPW], we can check that Symk(VC) is reducible for k ≥ 4, ∧k(VC) is reducible
for k ≥ 6 and irreducible for k ≤ 5. The cases S = Suz, O′N , CO3, Co2, Fi22, HN ,
Fi23, J4 are similar.
3) For the 6 largest sporadic simple groups, there is only very scarce information
about the irreducible ℓ-modular Brauer characters of them and their covers. Even in
the case the Sylow ℓ-subgroups of L are cyclic, the shape of the Brauer tree is not
known in some cases, cf. [HL].
Assume S = Ly. Then (6) implies d ≤ 203. Hence d = 111 and V is of type + by
[HM], and so Symk(V ) is reducible for k ≥ 2 and ∧k(V ) is reducible for k ≥ 5.
Assume S = Th. Then d ≥ 248, whence dim(∧5(V )) > m(G) and so Symk(V ) and
∧k(V ) are reducible for k ≥ 5. Claim that Sym4(V ) is reducible as well. Assume the
contrary. Consider subgroups H = 3D4(2) and K = H · 3 of G. Then all irreducible
ℓ-modular Brauer characters of H are of type +. The proof of Lemma 2.15(i) implies
that Sym4(V )|H contains 1H , whence Sym4(V )|K contains a 1-dimensional submodule
by Lemma 2.12(i). By Frobenius’ reciprocity, dim(Sym4(V )) ≤ (G : Z(G)K) and so
d ≤ 242, a contradiction.
Assume S = Co1. Then (6) implies d ≤ 398. In fact if d ≥ 170 then dim(∧5(V )) >
m(G) and so Symk(V ) and ∧k(V ) are reducible for k ≥ 5. If d < 170 then d = 24
and V lifts to a complex module VC, cf. [HM], with reducible ∧5(VC) and Sym2(VC).
Claim that Sym4(V ) is reducible if 170 ≤ d ≤ 398. Assume the contrary. Consider
the subgroup H = Co2 of G. Using [ModAt], one can check that all irreducible ℓ-
modular Brauer characters of H of degree ≤ 398 are of type +. Now Lemma 2.15(i)
implies that d ≤ 39, a contradiction.
Assume S = Fi′24. Then d ≥ 781, whence dim(∧5(V )) > m(G) and so Symk(V )
and ∧k(V ) are reducible for k ≥ 5. In fact if d ≥ 2726 then dim(Sym4(V )) > m(G)
and so Sym4(V ) is reducible. Claim that Sym4(V ) is also reducible if 2 ≤ d ≤ 2725.
Assume the contrary. Consider the subgroup H = Fi23 of G. Using [ModAt], one
can check that all irreducible ℓ-modular Brauer characters of H of degree ≤ 2725
are of type + if ℓ 6= 17. In the case ℓ = 17, H has exactly 17 complex irreducible
characters of positive 17-defect and they all belong to the principal 17-block. The
shape of the Brauer tree of this block is determined in [HL]. Using this information
we can show that the irreducible Brauer characters in the block are either trivial, or
equal to χˆ− 1H , or of degree ≥ 3588, where χ is the unique character of degree 783
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in Irr(H) and χˆ denotes the restriction of χ to ℓ′-elements. Now it is easy to verify
our claim for ℓ = 17. Hence Lemma 2.15(i) implies that d < 83, a contradiction.
4) Assume S = B. Then d ≥ 4370, whence dim(∧6(V )) > m(G) and so Symk(V )
and ∧k(V ) are reducible for k ≥ 6. In fact if d ≥ 29, 130 then dim(Sym4(V )) > m(G)
and so Sym4(V ) is reducible. Claim that Sym4(V ) and Sym5(V ) are also reducible
if 2 ≤ d ≤ 29, 129 (in particular L = S) and ℓ 6= 5, 7. Assume the contrary. Consider
the subgroupH = CG(t) ≃ 2· 2E6(2) for some involution t ∈ G. Then V0 := Ker(t−1)
is actually a nonzero 2E6(2)-module. Using [Atlas] and [ModAt], one can check that
all irreducible ℓ-modular Brauer characters of 2E6(2) of degree ≤ 29, 129 are of type
+ if ℓ ≥ 11. This is also true for ℓ = 7, cf. [Mu1] and for ℓ = 5, cf. [Mu2]. Now any
simple H-submodule U of V0 is of type +. Hence Lemma 2.15(i) and its proof imply
that d < 1600, a contradiction.
5) From now on we assume S = M . Since Mult(M) = 1, L = S, G = Z(G) × S.
Without loss we may assume G = M . Now d ≥ 196, 882 and m(G) < (2.6) · 1026,
whence dim(∧6(V )) > m(G) and so Symk(V ) and ∧k(V ) are reducible for k ≥ 6. In
fact if d ≥ D := (8.9) · 106 then dim(Sym4(V )) > m(G) and so Sym4(V ) is reducible.
We will show that if 2 ≤ d < D and ℓ 6= 5, 7 then Symk(V ) is also reducible for
k = 4, 5. Assume the contrary. According to [Atlas] and [ModAt], any such a V is of
type + if ℓ = 0, 17, 19, 23, or 31. So ℓ ∈ {11, 13, 29, 41, 47, 59, 71}.
Consider the subgroup H = 2 · B = CG(t), where t is an involution of class 2A of
G. Since ℓ 6= 2, we have V = V0 ⊕ V1, where Vj = Ker(t − (−1)j) 6= 0. According
to [Jan], dim(V1) ≥ 96256. Claim that any Brauer character ψ of degree < D, in
IBrℓ(H) if ℓ 6= 47 and in IBrℓ(B) if ℓ = 47, is of type +. Using [Atlas] and [ModAt],
one readily checks the claim for ℓ ∈ {11, 29, 41, 59, 71}. Also, one needs to consider
only characters ψ belonging to ℓ-blocks of positive defect. Notice that Irr(H) have a
unique character of degree 1, resp. 4371, 96, 255, 1, 139, 374, 96, 256, all of type +,
and we denote them by χ1, resp. χ2, χ3, χ4, χ5. Assume ℓ = 13. Then H has 7 blocks
of positive defect (all with cyclic defect group), and the shapes of their Brauer trees
have been determined in [HL]. Now we can find the degrees of Brauer characters in
these blocks. It follows that such a ψ is χˆi with 1 ≤ i ≤ 5, and so the claim follows.
Assume ℓ = 47. Then the only block of positive defect of B is the principal block
(and it has cyclic defect group). There are five possible shapes for the Brauer tree
of this block, as shown in [HL]. Now we can find the degrees of Brauer characters in
all of these five cases. It follows that such a ψ is either χˆi with i = 1, 3, 4 or χˆ2− 1B,
and so the claim follows again.
6) First we handle the case ℓ 6= 47. The above claim implies that, for j = 0, 1,
Vj |H contains a simple submodule Uj of type +. Now if k = 4, then
Sym4(V )|H ⊃ Sym4(U0)⊕ Sym4(U1) ⊃ 2 · 1H .
Thus
2 ≤ dimHomH(1H , Sym4(V )|H) = dimHomG(IndGH(1H), Sym4(V ))
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and so dim(Sym4(V )) ≤ (G : H)/2 by Frobenius’ reciprocity. It follows that d ≤
186, 120, a contradiction. Assume k = 5. Then
Sym5(V )|H ⊃ Sym5(U0)⊕ Sym5(U1) ⊃ U0 ⊕ U1.
Among U0 and U1 we choose Uj of smaller dimension. Then Frobenius’ reciprocity
implies dim(Sym5(V )) ≤ (G : H)d/2, whence d ≤ 278, 315 and dim(V0) ≤ d −
96, 256 = 182, 059. Thus all composition factors of V0|H have dimension 1, 4371, or
96, 255, and all composition factors of V1|H have dimension 96, 256. Claim that V0|H
has a simple submodule or a simple quotient, call it U , of dimension ≤ 4371. (If
not, all simple submodules and simple quotients of it have dimension 96, 255. But
dim(V0) < 2 · 96, 255, so in fact dim(V0) = 96, 255. Now we have
100, 627 = 196, 882− 96, 255 ≤ dim(V1) ≤ 182, 060 = 278, 315− 96, 255,
which is impossible as all composition factors of V1|H have dimension 96, 256.) Since
V0 is a direct summand of V |H , Frobenius’ reciprocity implies dim(Sym5(V )) ≤
dim(U) · (G : H) ≤ 4371 · (G : H), and so d ≤ 139, 300, again a contradiction.
7) Finally we treat the case ℓ = 47. The claim proved in 5) implies that V0|H
contains a simple submodule U0 of type +. Let ϕ, resp. α, β, denote the Brauer
character afforded by V , resp. V0|H , V1|H. According to [Atlas], G has another
involution t′ such that t, t′, tt′ are all in the class 2A of G and t′ belongs to class 2A
in H ; in fact CG(〈t, t′〉) = 22 · 2E6(2). Observe that β(t′) = 0. Indeed, t|V0 = 1V0 and
t|V1 = −1V1 , whence α(tt′) = α(t′) and β(tt′) = −β(t′). Now
α(t′) + β(t′) = ϕ(t′) = ϕ(tt′) = α(tt′) + β(tt′) = α(t′)− β(t′),
and so β(t′) = 0.
By Lemma 2.15(i) we get d ≤ 221, 336 if k = 4 and d ≤ 330, 975 if k = 5. It
follows that all irreducible constituents of α have degree 1, 4371, or 96, 254, and we
label them as ψ1, ψ3, and ψ2, respectively. As in 6), we see that V0|H cannot have a
simple submodule or a simple quotient of dimension ≤ 4371 if k = 5, and it cannot
have two distinct simple submodules if k = 4. Observe that ψ1 and ψ2 belong to the
principal block and ψ3 has defect 0. Claim that all composition factors of V0|H belong
to the principal block. Assume the contrary. Then k 6= 5 as we noted. Now if these
composition factors involve two different blocks then V0|H has simple submodules U0
and U1 (from different blocks), a contradiction. So all composition factors of V0|H
have Brauer character ψ3 (of degree 4371) and are isomorphic to U0. Since ψ3 has
defect 0, Ext1H(U0, U0) = 0. Thus V0|H is in fact a direct sum of say a copies of U0.
As we noted, a cannot be greater than 1, so α = ψ3, in particular, α(t
′) = −493.
Now
4371− dim(V1) = ϕ(t) = ϕ(t′) = α(t′) + β(t′) = −493 + 0,
whence dim(V1) = 4864 and d = 9235, a contradiction.
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Thus we may write α = xψ1 + yψ2 for some non-negative integers x, y. Then
x+ y · 96, 254− dim(V1) = ϕ(t) = ϕ(t′) = α(t′) + β(t′) = x+ y · 4862 + 0,
and so dim(V1) = y · 91, 392. Since dim(V1) ≥ 96, 256, y ≥ 2. It follows that
d ≥ 2 · 96, 255 + 96, 256 = 288, 766 and so k = 5 (as d ≤ 221, 336 if k = 4). Clearly,
dim(U0) ≤ 96, 254 and Sym5(V )|H ⊃ Sym5(U0) ⊃ U0. By Frobenius’ reciprocity,
dim(Sym5(V )) ≤ (G : H) · 96, 254, whence d ≤ 258, 535, contradicting the bound
d ≥ 288, 766.
To complete the proof, we notice that Sym5(V ) is reducible when ℓ = 5 by Lemma
2.1. 
8. Proofs of Main Results
Proof of Theorem 1.1. It follows immediately from Proposition 2.14 and The-
orems 3.1, 4.1, 5.1, and 7.1. ✷
Proof of Theorem 1.2. Since there is nothing to prove in the case d = 1, we
may assume that d ≥ 2. Now we can apply Proposition 2.14 to G.
First we consider the case G◦
n
6= 1. If d = 2 then G and G◦
n
are both of type A1
whence G◦
n
= SL(V ). If d ≥ 3, then ℓ > k by Lemma 2.1 and we can apply Theorem
3.1 to G◦
n
.
Next we consider the case where the conclusion (iii) of Proposition 2.8 holds. As in
the proof of Theorem 5.1 we may assume ℓ = 0 and k = 4; in particular dim(Sym4(V ))
divides |G|. Now if d = 2 then P is a 2-group and G/P ≤ Sp2(2) is a {2, 3}-group,
but dim(Sym4(V )) = 5. If d = 3 then P is a 3-group and G/P ≤ Sp2(3) is a {2, 3}-
group, but dim(Sym4(V )) = 15. If d = 4 then P is a 2-group and G/P ≤ Sp4(2) is
a {2, 3, 5}-group, but dim(Sym4(V )) = 35. Thus all these possibilities cannot occur
here.
So we may assume that the conclusion (ii) of Proposition 2.8 holds. Consider L :=
G(∞) and S := L/Z(L). First suppose that ℓ > 0 and S ∈ Lie(ℓ). If d = 2 then L =
SL2(q) by [KL, Prop. 5.4.13]. If d ≥ 3, then ℓ > k and again we can apply Theorem
3.1 to G
n
. Now we may assume that S /∈ Lie(ℓ) if ℓ > 0. Existing lower bounds
on the dimension of (projective) irreducible representations of S, cf. [KL] and [LS],
and the condition d ≤ 4 imply that S ∈ {A5,A6,A7, PSL2(7), PSL3(4), PSU4(2)}.
We will analyze these possibilities case by case and apply the obvious upper bound
dim(Sym4(V )) ≤ m(G).
Assume S = A5. Since m(G) = 6, d = 2, and we arrive at (iii) by inspecting [Atlas]
and [JLPW]. Assume S = A6. Since S /∈ Lie(ℓ), ℓ 6= 2, 3. It follows that d = 3, 4 and
V lifts to a complex module VC. Now it is easy to check that Sym
4(VC) is reducible
and so is Symk(V ). A similar argument applies to the cases S = PSL2(7), PSU4(2).
Assume S = PSL3(4). Since S /∈ Lie(ℓ), ℓ 6= 2, whence d ≥ 3 by [JLPW]. This in
turn implies by Lemma 2.1 that ℓ > k ≥ 4 and so d ≥ 6 by [JLPW]. Finally, assume
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S = A7. Again, d ≥ 3 by [JLPW] and so ℓ ≥ 5 by Lemma 2.1. If d = 4 then V lifts
to a complex module VC and Sym
4(VC) is reducible. So d = 3, ℓ = 5 and we arrive
at (iv). ✷
Proof of Corollary 1.6. Clearly we need to consider only the case where ℓ > 0
and d ≥ 3. Now the statement is a consequence of Theorems 1.1 and 1.2 (and a direct
computation for the small groups listed in Theorem 1.1(iii) and Theorem 1.2(iv)). ✷
9. Larsen’s conjecture
Let F be an algebraically closed field of characteristic 0, V = Fd with d > 4,
and let G = GL(V ), GO(V ), or Sp(V ). Label the fundamental weights of G such
that V = L(̟1), the irreducible G-module with highest weight ̟1, and L(̟k) is a
subquotient of the G-module ∧k(V ) if d ≥ 2k. Then L(k̟1) is a subquotient of the
G-module Symk(V ).
Proof of Theorem 1.4. LetG be as in the theorem, G = GO(V ), and assume that
G is irreducible on L(4̟1) = Sym
4(V )/S(V ). By Corollary 2.19(ii), G is irreducible
on L(2̟1) = Sym
2(V )/1G. By [T2, Cor. 1.7], one of the following holds for S :=
soc(G/Z(G)) and L := G(∞).
a) d = 7 and G = G2(F). Here G is reducible on ∧2(V ).
b) d = 2a ≥ 8 and G ≤ NG(E) for E = 21+2a+ . By Theorem 5.1, G is reducible on
∧4(V ).
c) d = (5n + 1)/2 ≥ 13, S = PSp2n(5), and V |S is a Weil representation. We
restrict V to the subgroup C := CS(t), where t is a long-root element, and apply
Lemma 2.15(ii). It follows that G is reducible on ∧4(V ).
d) d = (32n+1 + 1)/4 ≥ 7, S = SU2n+1(3), and V |S affords the Weil character
ζ22n+1,3, cf. [TZ2]. Then for the subgroup H = SU2n(3), V |H affords the character
ζ02n,3 + ζ
1
2n,3 + ζ¯
1
2n,3. When n ≥ 2 we can apply Lemma 2.15(ii) to see that G is
reducible on ∧4(V ). When n = 1, clearly G is reducible on L(4̟1) (of dimension
182).
e) d = (22n + 2)/3 ≥ 6, S = SU2n(2), and V |S affords the Weil character ζ02n,2, cf.
[TZ2]. Then for the subgroup H = SU2n−1(2), V |H affords the character ζ12n−1,2 +
ζ¯12n−1,2. When n ≥ 4 we can apply Lemma 2.15(ii) to see that G is reducible on
∧4(V ). When n = 2, clearly G is reducible on L(4̟1) (of dimension 105).
f) (d, L) = (7, SL2(8)), (18, Sp4(4)), (7, Sp6(2)), (8, Aˆ8), (8, Aˆ9), (8, 2 · Sp6(2)),
(8,Ω+8 (2)), (14, G2(3)), (22,McL), (23, Co3), (23, Co2), (24, 2 · Co1), (52, 2 · F4(2)),
(78, F i22), (133, HN), (248, Th). In all cases but (24, 2 · Co1), G is reducible on
L(4̟1). In the case of (24, 2 · Co1), G is reducible on ∧4(V ) (but observe that G is
irreducible on L(k̟1) for k ≤ 5 !) ✷
Proof of Corollary 1.5. Notice that the reductivity of G◦ implies that the G-
module V ⊗4 is semisimple. Also, L(4̟1) and L(̟4) are composition factors of the
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G-module V ⊗4, and L(̟2) is a composition factors of the G-module V ⊗2. Hence the
statement follows from Theorem 1.4 in the case G = GO(V ) (notice that here d > 4
by the assumptions). Assume that G = GL(V ) or Sp(V ). Then L(4̟1) = Sym4(V ),
and we can apply Theorems 1.1 and 1.2. First suppose that G = GL(V ). Then
notice that Sp(V ) is reducible on the G-submodule L(̟4) = ∧4(V ) if d ≥ 8 and
on L(̟2) = ∧2(V ) if d = 4, 6; furthermore, G is reducible on ∧4(V ) in the cases
(d, L) = (12, 2G2(4)), (12, 6Suz). So we arrive at (ii). Assume G = Sp(V ). Then
G is reducible on L(̟4) (of dimension 429) in the case (d, L) = (12, 2G2(4)), so we
again arrive at (ii). ✷
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