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Abstract
We show that the celebrated Conjecture of Marcus and de Oliveira is correct in case the
unitary matrix is a Householder reflection matrix. It is also shown that the Merikoski–Virtanen
Conjecture for Householder reflections fails in dimension 5. © 1999 Elsevier Science Inc. All
rights reserved.
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1. Introduction
The celebrated Determinantal Conjecture of Marcus [8] and de Oliveira [12] can
be stated as follows.
Conjecture 1 (The OM Conjecture). Let A and B be normal n n matrices with
prescribed complex eigenvalues 1; : : : ; n and 1; : : : ; n, respectively. Then
det.A− B/ 2 co
8<:
nY
jD1
(
j − .j/
 I  2 Sn
9=; ;
where Sn denotes the group of all permutations of f1; : : : ; ng and co the convex hull
taken in the complex plane.
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The conjecture has several equivalent forms. The quantity det.A− B/ is invari-
ant under simultaneous unitary similarity of A and B, so we may assume that A D
diag.1; : : : ; n/ and B D U diag.1; : : : ; n/U. for some unitary matrix U. Then
det.A− B/ D det.diag.1; : : : ; n/− U diag.1; : : : ; n/U./
D det.diag.1; : : : ; n/U − U diag.1; : : : ; n// det.U./
D det...j − k/ujk// det.U./
D det.Z  U/
det.U/
; (1)
where Z is the matrix .j − k/jk . In fact, OMC can be restated as
det.Z  U/
det.U/
2 cofv./I  2 Sng
for Z a complex matrix of rank 2 and U a unitary matrix. The notation  denotes the
Hadamard (entrywise) product of matrices. We have denoted v./ DQnjD1 zj; .j/.
The purpose of this paper is to investigate OMC in the case that the unitary matrix
is a Householder reflection U D I − 2 ⊗  ., where  is a unit vector. In fact, our
results apply to a slightly more general situation. We denote by S0n the subset of Sn
consisting of the identity permutation , the transpositions and the three-cycles. Then
we have the following technical result.
Theorem 2. Let Z be a complex n n matrix of rank 2,  be a unit vector in Cn
and  a complex number. Then
det
(
Z  (I C  ⊗  . 2 co1C 122 v./− 142v./I  2 S0n : (2)
We remark here that a detailed examination of the arguments presented below
establishes a slightly stronger result, namely that the left-hand side of (2) lies in the
convex hull of .1C /v./, .1C 12/2v./− 142v. / as  runs over the transposi-
tions and .1C 12/2v./− 182v./− 182v.2/ as  runs over the three-cycles.
In case that  D −2 this result implies the following strong version of OMC for
Householder reflections.
Corollary 3. For U a Householder reflection and Z as above, we have
det.Z  U/
det.U/
2 co v./I  2 S0n}:
Slightly more generally we can look at the case  D −1C ! where ! D ei is a
complex number of absolute value 1.
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Corollary 4. Let U an n n unitary matrix with n− 1 of its eigenvalues equal to 1
and the remaining eigenvalue equal to ei and let Z as above. Then we have
det.Z  U/
det.U/
2 co
n
v./ cos2 12 C v./ sin2 12I  2 S0n
o
: (3)
Corollary 4 is in support of OMC since the right-hand side of (3) is contained in
cofv./I  2 S0ng. Equally interesting is the case where  D −1.
Corollary 5. Let P be an orthogonal projection of rank n− 1 and Z as above. Then
4 det.Z  P/ 2 co
n
v./− v./I  2 S0n
o
:
2. Determinantal calculus
In this section we develop the determinantal expansion required for the sequel.
We denote by jk the transposition which interchanges j and k. In the case j D k we
will understand jj D .
Proposition 6. Let Z be rank 2 and let Q be rank 1. Then
det .Z  .I CQ// D .1C tr.Q//v./C
X
j<k
(
v./− v.jk/

qjj qkk:
Proof. We expand Z  .I CQ/ D Z  I C Z Q and use the facts that Z  I is
diagonal and Z Q has rank at most 2. We find
det.Z  .I CQ//D det.Z  I C Z Q/
D
X
X
0@Y
j2X0
zjj
1A .Z Q/XX (4)
D
X
jXj62
0@Y
j2X0
zjj
1A X
2SX
sgn. /
Y
j2X
.zj; .j/qj; .j// (5)
D v./C v./
X
j
qjj C
X
j<k
(
v./qjj qkk − v.jk/qjkqkj

D .1C tr.Q// v./C
X
j<k
(
v./− v.jk/

qjjqkk (6)
as required. In (4), X runs over all subsets of f1; : : : ; ng, X0 denotes the complement
of X and .Z Q/XX denotes the minor of Z Q corresponding to the subset X. In
(5) we have used the fact that .Z Q/XX D 0 if jXj > 3. Finally, in (6) we have
used the fact qjkqkj D qjjqkk . 
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In the case that Q D  ⊗  ., we find
det.Z  .I CQ//D
0@1C C 2 X
j<k
tj tk
1A v./− 2 X
j<k
tj tkv.jk/
D

1C C 122

v./− 122
X
j;k
tj tkv.jk/; (7)
where we have used the notation tj D jj j2. Thus t D .tj / is a nonnegative n-tuple
summing to 1.
To put this result in perspective, we consider the case that  D −2 andU D I CQ
is a Householder reflection. Then we find
det.Z  U/
det.U/
D
0@−1C 2X
j
t2j
1A v./C 4X
j<k
tj tkv.jk/
and the key point to observe is that although the coefficients 4tj tk are always nonneg-
ative, the coefficient−1C 2Pj t2j can take either sign. Hence, the issue of whether− det.Z  U/ 2 cofv./I  2 Sng is far from obvious. An interesting point to ob-
serve, is that if tp D tq D 1=2 for p =D q and tj D 0 for j =D p; q , we get − det.Z 
U/ D v.pq/ since U is then essentially the permutation matrix which flips p and q.
3. The Merikoski–Virtanen Conjecture for Householder reflections
Merikoski and Virtanen [9] have formulated a very natural conjecture that would
have implied OMC. In [4] however we gave a 4 4 counterexample. In the present
section we give a 5 5 counterexample of Householder type and show that no such
example can exist for n 6 4.
For an arbitrary n n unitary matrix U, the Merikoski–Virtanen Conjecture asks
for the existence of nonnegative .s /2Sn summing to unity such that
juJK j2 D
X
2Sn
sPJK./: (8)
Here we have denoted J and K subsets of f1; 2; : : : ; ng with jJ j D jKj, uJK the
corresponding minor of U and
PJK./ D

1 if .J / D K;
0 otherwise;
the k-ply permutation matrices.
In case of any Householder reflection with tj D 1=5 for j D 1; : : : ; 5 in n D 5, a
calculation reveals that for jJ j D jKj D 2,
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juJK j2 D
8><>:
1
25 if J D K;
4
25 if jJ 4Kj D 1;
0 if jJ 4Kj D 2:
We construct a matrix .mJK/ by
mJK D
8<:
1
2 if J D K;
− 16 if jJ 4Kj D 1;
1
6 if jJ 4Kj D 2:
Then routine calculations show thatX
J;K
mJK juJK j2 D 10  12  125 C 60  .− 16 /  425 D − 75
while
P
J;K mJKPJK./ D v./, where v is given on the conjugacy classes of S5 by
v.15/ D 5, v.2  13/ D 1, v.22  1/ D 1, v.3  12/ D −1, v.3  2/ D 1, v.4  1/ D −1
and v.5/ D 0. Note that the minimum value of v is −1, strictly greater than −7=5. It
follows that (8) fails in this case.
There is no such counterexample in the case n D 4. In fact we have the following
theorem.
Theorem 7. Let n 6 4, and let U be an n n Householder reflection matrix. Then
there exist nonnegative numbers s indexed over Sn summing to unity, vanishing off
S0n and such that (8) holds for all subsets J and K of f1; : : : ; ng with jJ j D jKj.
Proof. As observed in [9] for n 6 3 the theorem follows immediately from Birk-
hoff’s Theorem [3], so we concentrate on the case n D 4. We will show first that (8)
holds for nonnegative numbers s summing to unity. It is well known [4, Section
2] or [10] that it suffices to show that (8) holds in the special case jJ j D jKj D 2.
Fortunately, the facets of the convex polytope with extreme points at the 2-ply per-
mutation matrices PJK./ have been computed [5]. It therefore suffices to check a
certain finite number of inequalities each of which takes the formX
2Sn
kU . /p./ > 0; (9)
where kU./ D sgn. /Q4jD1 uj; .j/ for a certain function p. There are 16 such func-
tions for which (9) reduces to jujkj2 > 0 for j; k D 1; : : : ; 4, 18 for which it reduces
to juJK j2 > 0, for jJ j D jKj D 2 and an additional 72 functions p described in [5,
p. 288]. In the case of 4 4 Householder reflections, these conditions (9) reduce as
follows.
 Conditions jujkj2 > 0. All these are satisfied automatically.
1(i) ju11j2 D −1C 2P4jD1 t2j C 4t2t3 C 4t2t4 C 4t3t4
D .t1 − t2 − t3 − t4/2 > 0.
1(ii) ju12j2 D 4t1t2 > 0.
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 Conditions juJK j2 > 0, jJ j D jKj D 2. All these are satisfied automatically.
2(i) juf1;2g;f1;2gj2 D −1C 2P4jD1 t2j C 4t1t2 C 4t3t4
D .t1 C t2 − t3 − t4/2 > 0.
2(ii) juf1;2g;f1;3gj2 D 4t2t3 > 0.
2(iii) juf1;2g;f3;4gj2 D 0 > 0.
 Conditions coming from the functions p described in [5, p. 288].
3(i) t1t2 C t1t3 C t2t3 > 0.
3(ii) t1t2 C t3t4 > 0.
3(iii) −1C 2P4jD1 t2j C 4t2t3 C 4t2t4 C 4t3t4 D .t1 − t2 − t3 − t4/2 > 0.
3(iv)−1C 2P4jD1 t2j C 8t1t2 C 4t1t3 C 4t2t4
D .t1 − t2 C t3 − t4/2 C 8t1t2 > 0.
3(v)−2C 4P4jD1 t2j C 4P16j<k64 tj tk D 2P4jD1 t2j > 0.
Since all these conditions are satisfied, we have the existence of the .s /. We
note that if  is either a four-cycle or a double transposition, it is possible to find a
doubleton J such that .J / is the complement J 0 of J. Since juJJ 0 j2 D 0, it follows
that necessarily s D 0 for these elements of S4. This phenomenon also accounts for
the fact that some of the conditions listed above are repeated because the constraints
s D 0 effectively lower the dimension of the polytope under consideration.
Corollary 8. Theorem 2 is true in case n 6 4.
Proof. It is required to show that
1C C 122

v./− 122
X
j;k
tj tkv.jk/
2 co

1C 12
2
v./− 142v./I  2 S0n

:
Subtracting off the term .1C /v./ and dividing by 2 we see that the statement
is essentially the same for all nonzero . Since we know it to be true for  D −2, it
must be true for all complex . 
4. The real range of a complex symmetric matrix
In analogy with the numerical range, we make the following definitions for a
complex symmetric matrix C. The real shell is defined as
rs.C/ D fx 0CxI x 2 Rm; x 0x D 1g:
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The real range is defined by rr.C/ D co.rs.C//. The real angular range of a
complex symmetricmm matrix C is defined as
rar.C/ D fx 0CxI x 2 Rmg:
Lemma 9. The set rar.C/ is a positive homogeneous convex subset of C
containing 0.
The content of this lemma is that rar.C/ is necessarily one of the following
 The whole of C.
 The singleton f0g.
 A line passing through 0.
 A ray emanating from 0.
 A wedge with apex at 0 and opening angle  in the range 0 <  6  . We make
no claims about boundary points of the wedge.
Proof. By adapting the trick in [6, Section 1.3], we see that it suffices to establish
convexity in case m D 2. Let kxk D 1. We find with x1 D cos  , x2 D sin  , that
x 0Cx D c11 cos2  C 2c12 sin  cos  C c22 sin2 
D 12 .c11 C c22/C 12 .c11 − c22/ cos 2 C c12 sin 2
describes an ellipse E in C (possibly degenerating to a line segment, or even a single
point). Hence
rar.C/ D ftzI z 2 E; t > 0g
is a convex subset of C. The other assertions are obvious. 
Lemma 10. Let C D AC iB be a complex symmetric matrix with real and imagin-
ary parts A and B. Suppose that 0 =2 rs.C/, so that
g.x/ D arg.x 0Cx/
is a smooth function g: Sm−1 −! R. Let  be a critical value of g. Then B cos  −
A sin  is a singular matrix.
Proof. Let x be the corresponding critical point. Without loss of generality, we can
assume that  D 0. Then x 0Bx D 0. Let y be an arbitrary unit vector in x?. Then
’ 7! .x cos’ C y sin ’/0B.x cos’ C y sin ’/
has a critical point at ’ D 0. Hence, y 0Bx D 0. It follows that Bx D 0 and hence B
is singular as required. 
The following lemma is the key idea of this paper.
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Lemma 11. Let C D AC iB be a singular complex symmetric 4 4 matrix. Then
det.cAC sB/ D .c2 C s2/.c2 C 2cs C s2/ for suitable real ,  and . Let D D
2 −  be the discriminant of the second factor. Then either rar.C/ D C or D D 0.
Proof. Since C D AC iB and A− iB are singular matrices, c2 C s2 is a factor
of det.cAC sB/. Hence the existence of ,  and . It is worth observing that
multiplying C by a complex number of absolute value 1 does not change D. We
argue by cases.
Case 1. Suppose that rar.C/ is a line, a ray through 0 or just f0g. Without loss of
generality, rar.C/ is contained in the real axis. Then x 0Bx D 0 for all x 2 R4 and it
follows that B D 0. Then C D A and hence A is singular. Therefore det.cAC sB/
vanishes identically and D D 0.
Case 2. Suppose that 0 =2 rr.C/ and that we are not in Case 1. Then g takes
distinct maximum and minimum values max and min. Nor do these values dif-
fer by and odd multiple of  . In fact, max < min C  . Without loss of general-
ity we can rotate to achieve max D  and min D − with 0 <  < =2. Now, if
det.cAC sB/ vanishes identically then D D 0, so we assume that this is not the
case. By Lemma 10, B cos max − A sin max is a singular matrix. So det.cAC sB/
vanishes for c D − sin max and s D cos max. It follows that c C s tan max is a linear
factor of det.cAC sB/. A similar argument applies to c C s tan min. The complete
factorization
det.cAC sB/ D 

c2 C s2

.c C s tan max/ .c C s tan min/
is now known, so we can state with certainty that det.A/ =D 0. But, clearly A is
positive semidefinite and hence A is positive definite. By a well known result of
Weierstrass, A and B can be simultaneously diagonalized by a congruence over the
reals [13, pp. 283–284] or [11, Theorem 13.4.3]. Hence, without loss of generality,
C is a diagonal matrix. But, since C is singular, at least one of the diagonal elements
of C vanishes and det.cAC sB/ vanishes identically after all.
Case 3. Suppose that 0 2 rr.C/ and rar.C/ is neither a line, nor a ray, nor the
whole of C. Then rar.C/ is a half-plane with 0 on its boundary. Applying a rotation
we can assume that it is the right half-plane. We claim that there is a real unit vector x
such that x 0Cx D 0. If not, then, certainly since 0 2 rr.C/, there are unit vectors y and
z with y 0Cy on the positive imaginary axis and z0Cz on the negative imaginary axis.
But by the proof of Lemma 9, there is an ellipse contained in rs.C/ passing through
y 0Cy and z0Cz. Since rar.C/ =D C this ellipse must degenerate to a line segment and
the claim is proved. Clearly A is positive semidefinite and using the claim, we can
diagonalize A by a real congruence in such a way that a11 D 0 and b11 D 0. But, then
both the first row and first column of cAC sB are divisible by s, so that s2 divides
det.cAC sB/ and hence D D 0.
Case 4. If rar.C/ D C, we are done. 
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5. Reduction to case n D 4
Lemma 12. Let ! 2 C with j!j D 1. Then for n > 5 the function
f V t 7! <!
X
j;k
tj tkv.jk/ (10)
mapping the simplex Rn of nonnegative n-tuples summing to 1 to R takes its minimum
value on the boundary of the simplex Rn.
One might perhaps hope that the lemma is true because f cannot have critical
points in the interior of Rn. But computer generated examples show this not to be the
case. The only viable approach we have found is through the second derivative.
Proof. First of all, it is easy to see that there is no loss in generality in taking zjk
in the form j − k . We will establish the result under the additional hypothesis that
the vector .1; : : : ; 5; 1; : : : ; 5/ is generic. We view this vector as an element of
R20, and it fails to be generic if it lies in the zero set of a certain real polynomial on
R20. Since the zero set of a nonzero polynomial has empty interior, it follows that
the set of generic vectors is dense in R20. The general result follows from the generic
one by continuity.
If the desired conclusion fails, then the function
h V s 7! <!
X
j;k
sj skv.jk/
defined on the vector subspaceNn D fsIPnjD1 sj D 0g (essentially the Hessian of f)
cannot take values both positive and negative. Effectively then, it will suffice to show
that X
j;k
sj skv.jk/ (11)
takes all complex values as s runs overNn. A fortiori, it will suffice to show that (11)
takes all complex values as s runs over the linear subspace N5 of Nn given by the
conditions s6 D s7 D    D sn D 0.
We will say that .1; : : : ; 5; 1; : : : ; 5/ is generic if
 j =D j for j D 1; : : : ; 5.
 The discriminant D of the complex quadratic form given by the matrix
.v.jk//jk restricted to the four-dimensional space N5 does not vanish.
We have that
v.jk/
v./
D .j − k/.k − j /
.j − j /.k − k/
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D

j
j − j



k
k − k

C

j
j − j



k
k − k

−

jj
j − j



1
k − k

−

1
j − j



kk
k − k

:
Since
j
j − j −
j
j − j D 1;
we see thatX
j
sj
j
j − j D
X
j
sj
j
j − j
for s 2 S5 and hence that .v.jk//jk has rank 6 3 on the four-dimensional N5. But
D =D 0 and the result follows by Lemma 11. 
Proof of Theorem 2. It remains to show that
−v./C 2
X
j;k
v.jk/tj tk 2 co
n
v./I  2 S0n
o
:
If this fails to be the case then by the separation theorem for convex sets [7,
Section 2.4] we can find a complex number ! of absolute value 1 such that
<f .t/ < 12 min
2S0n
<! .v./C v.// ; (12)
where f is the function of (10). Now, let t be the point of 6n where f attains its
minimum. Then (12) continues to hold. But, by Lemma 12, applied repeatedly, the
extremal t has tj =D 0 for at most four indices j. But this is in contradiction with
Corollary 8. 
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