INTRODUCTION
This paper deals with second order vector equations of the form For brevity's sake, such solutions will be called periodic. They are periodic in the usual sense, if f itself is a periodic function of t with period 1. The conditions given in the first section below, which are suf%cient for existence of periodic solutions, are known to be important for a different type of boundary value problem. In fact the hypotheses of our Theorem 1 are almost identical with those of a theorem of Hartman. x0 , x1 being arbitrary vectors. One finds in [5] also a result on the existence of periodic solutions (Theorem 6). This theorem, however, is proved under the assumption that f not only has all properties required in connection with boundary value problems of type (1.3) but satisfies a further and by no means trivial condition. It is required that, for every x0 , there is at most one solution of (1.1) which exists for all t > 0 and satisfies x(0) = x0 . The proofs given in the present paper now avoid the use of any assumption of this kind. They also do not depend on what is known about boundary value problems of type (1.3). Instead we proceed straightforwardly and combine the technique of a priori estimates with a statement on the existence of periodic solutions for a strongly nonlinear situation, which in certain respects is special. It is the same pattern of proof which underlies Hartman's treatment of the problems of type (1.3). Instead of the lemma of Scorza-Dragoni-which serves as existence theorem in [+--our method is based on the following analogous result for periodic solutions which was proved in [2] (Hilfssatz 1) using the method of Cesari [6] . LEMMA 1. Given a system of Jirst order dafferential equations x' = F(t, x), where x = (x1 ,..., xn) and F = (F1 ,..., Fn) are n-dimensional vectors. Assume that F is continuous, bounded, and uniformly Lipschitz-continuous with respect to x on the set {(t, x) : 0 < t < 1, x arbitrary}. Furthermore let there be numbers & , Ti with Si < Ti and a permutation i -+ j(i) of the numbers 1 ,.**, n such that the function Fjci)(t, x) is nonnegative on one of the two sets {(t, x) : xi < S,}, {(t, x) : xi > Ti} and nonpositive on the other, for i = l,..., n. Then there is a solution of the dzzerential equation x' = F(t, x) such that x(0) = x(l). This lemma will be the main tool in proving two existence theorems on periodic solutions. Though the first one is a special case of the second, it is instructive to give a separate proof beforehand. Thereby the method will be exhibited much more clearly than in the general situation, where more difficult analytic constructions are involved.
The presentation will follow closely that of Hartman in [l]; the material quoted in the following is all from Chapter XII, Section 5. We also adopt the notation used there. Thus x = (x1 ,..., x") and f = ( f1 ,.,., f ") will be ndimensional column vectors, x *f denotes the scalar product, 11 x 11 the Euclidean, and 1 x 1 the maximum norm. Finally we will always denote by v(s) a Nagumo function, that is, a continuous scalar function of s with the properties v(s) > 0 for O<s<co, m sds s -=cO-0 VP(S) (1.4)
2. THE SPECIAL CASE THEOREM 1. Given a function f (t, x, x') which is continuous on the set E(1, R) = {(t, x, x') : 0 < t < 1, II x II < R, x' arbitrary} and satis$es a local Lipschitz condition with respect to (x, x'). Let f have the following properties for all (t, x, x') E E(1, R):
x -f + II x' II2 2 0 when x.x'=0 and II x II = R, (2.1)
Here R > 0, K > 0, 01 3 0 are suitable constants and p)(s) is a Nagumo function (cf. (1.4)). Then (1 .l) has aperiodic solution x(t) such that 11 x(t)11 < R for all t E [0, 11.
Proof. The following considerations will be in part a mere repetition of the proof of Theorem 5.1 in [I, Chap. XII]. So we begin by choosing a constant M (depending on 9, 01, R, K only) such that for any function f which satisfies condition (2.2) on E( 1, R) and any solution x(t) of the corresponding differential equation (l.l), the inequality 11 x(t)11 < R for all t E [0, I] implies 11 x'(t)11 < M (cf. [l, Chap. XII, Lemma 5.21). We then proceed in two steps.
Step 1. Claim: There exists a vector function g = ( gl,..., g") defined on the set E(1, co) = {(t, x, x'): 0 < t < 1, (x, x') arbitrary} and having the following properties:
(i) g is bounded, continuous and uniformly Lipschitz continuous on W, m>.
(ii) g(t, x, x') = f (t, x, x') when 0 < t < 1, 11 x ]j < R, 11 x' 11 < M.
(iii) Ilg I/ < 4 x' II), Ilg II < 24% *g + II x' II") + K when (t, x, 4 E E(1, RI. Before we explain how such a function can be obtained, we make some remarks concerning solutions of the differential equation xv = g(t, x, x') for the case where g satisfies the conditions (i)-(v).
(2.4) 1. If x(t) is a solution such that I/ x(t)JJ < R for 0 < t < 1, then II x'(t)11 < M. This is immediately clear from (iii) and what was said about the choice of M. Because of (ii) x(t) is then a solution of the original equation (1.1). There remains only one point to be clarified, namely, the Lipschitz continuity. Since! is locally Lipschitz continuous on E(1, R) the same is true forg, as can be seen from (2.9). That the word "locally" can be omitted follows simply from the fact that g = 0 if 11 x' Ij > M + 1. It is also not difficult to show that the function g(t, x, x') is uniformly Lipschitz continuous with respect to (x, x') on the complementary set {(t, x, x') : 0 < t < 1, /I x 11 > R, x' arbitrary}.
Thus the question of uniform Lipschitz continuity with respect to x' alone is already settled. The only problem left is the estimation of I g(4 Xl 9 x') -g(t, x2 , 4
for the case ]I x1 11 < R, I/ x2 (1 > R. Now let z be such that /I z II = R, II Xl -x2 II 3 II Xl -z IL II Xl -x2 II 3 II x2 -x II (there is always such a z on the line segment with endpoints x r , x2). As we already know, it is possible to estimate [ g(t, xi , x') -g(t, x, x')l in terms of d II z -xi 11, i = 1,2, where the constant d does not depend on xi, z. This leads then to the relation
-At, x2 , 41 < 2d II x1 -x2 Il.
Step 2. Now we are going to show that the differential equation (2.4) has a periodic solution x(t), which is then also a periodic solution of the given differential equation (1.1) and satisfies I] x(t)11 < R (cf. (2.5)). Thereby the theorem is proved.
Let c, as before, be an upper bound for 1 g / on E(l, co). Consider then the system of 272 first order differential equations &ccl 21_
( 1 c ' Y = g(t, x, r>, where x = (x1 ,..., xn), y = ( yr ,..., yn) and 1 is the vector (2.7). If (x(t), y(t)) is a solution of (2.10) and if I y(t)1 < c for all t E [0, I] then y(t) = cl g) = n(t) and this means that x(t) is a solution of (2.4). On the other hand, it follows from (2.10) that I P(t)\ < c for all t E [0, I]. So if every component yf(t) vanishes somewhere in [0, l] then it is clear that I y(t)1 < c on [0, l] and that x(t) is a solution of (2.4). N ow let (x(t), y(t)) be a periodic solution of (2.10) (that is a solution satisfying x(0) = x(l), y(O) = y(l)). Since x"(O) = x"(l) one can find for every i = l,..., n a number tf E [0, I] such that
and therefore y*(tJ = 0. The periodicity of x(t) implies that this function is a periodic solution of (2.4) . So all that we have to do is to prove the existence of a periodic solution for Eq. (2.10). This, however, is easily achieved with the help of Lemma 1. To this purpose let us put x = (x,y) and regard (2.10) as a 2n-dimensional vector equation for x. That this equation satisfies the hypothesis of Lemma 1 can be seen immediately from (2.3), (2.10). One simply has to carry out that permutation of the numbers l,..., 272. which corresponds to the interchange xi +-+ yi of the components of z and then take Si = --S, Ti = S, i = l,..., 2n.
THE GENERAL CASE
In the previous part of the paper the function I] x ]I2 plays a role which is not motivated by the nature of the problem. The properties of the Euclidean norm which are actually used throughout the proof of Theorem 1 are typical for a larger class of scalar functions, which may depend on x and t, and which will be denoted by r(t, x) in the following. These functions serve as equivalent for II x II2 in the general version of our existence theorem. They are characterized by the following conditions:
(i) r(t, x) is defined and of class C2 on the set E(l, cc).
(ii) r(1, x) = r(0, x) for all x.
(iii) The set E-= {(t, x) : 0 < t < 1, r(t, x) < 0} is bounded.
(iv) The gradient vector u = (arjaxl,..., ar/axn) is different from 0 on the set (v) The partial derivatives a2r/axi axi are bounded on E( 1, co), i,j= 1 ,..., n. The symmetric matrix P(t, x) = (a2r/axi axj) is uniformly positive definite on E+, that is, the quadratic form yP(t, x) * y has a positive lower bound on the set ((t, x, Y) : (t, x) E E+, II y II = 11.
(3.1)
To give an example of such a function let us take a matrix P,(t), a vector k(t), a scalar p(t), where p, the elements of P,, , and the components of k are periodic functions of class C2 on [0, 11. A ssume that P,, is positive for every t E [0, 11. Then it is immediately clear that the function r(t, x) = p(t) + k(t) . x + $x2',(t) * x satisfies all conditions (3.1) with the possible exception of (iv). Since the matrix P(t, x) is equal to P,,(t) the Hessian of Y is in this example positive definite on the whole (t, x)-space. Hence, for fixed t, there is exactly one critical point for r(t, x), namely, where this function assumes its minimum value. So condition (iv) is certainly satisfied if there is for every t E [0, l] a vector x such that r(t, x) < 0. It should be noted that the last argument can be reversed: If (iv), (v) hold, then one cannot have r(t, x) > 0 for all x. So, for every t E [0, 11, there are x such that (t, x) E E-.
The following lemma will serve as an important tool in the proof of Theorem 2. LEMMA 2. Let r(t, x) be a function satisfying all conditions (3.1). Then there exists a function r"(t, x) which has the same property and is such that
where R is a suitable positive number.
Proof. Throughout the following consideration the same symbol /3 will be used for various positive constants independent of t, x and of the parameter p which will appear below.
We begin by writing down estimates for the function r and its gradient vector u.
II u II G B(ll x II + 11, Irl <B(ll~ll+1)2~ (3.3) They simply follow from the fact that the second order derivatives of r are bounded for all (t, x).
Let 6"(s) be a scalar function which is of class C2 for -co < s < co and satisfies6"=Oifs~O,~=1ifs~1,andO~~~1ifs~(0.1).Wethen introduce the scalar functions Y@) = (hzll x II2 + 1)P2, 4% PI = %w -P)* (3.4) Here p is a parameter which will be specified later. It is easily verified that p is of class C2 and that the partial derivatives are aP axi We now want to show that for sufficiently large p the function r" = rp(4 4 = $P@, P) II * II2 + (1 -PL(% PI) r(t, +g has the desired properties. It follows from (3.4) that 0 < p < 1, p = 0 if 4(x) < p, p = 1 if 4(x) 2 p + 1, and 4(x) + co for II x /I--+ co. Therefore (3.2) will certainly be true if p is large enough. The sets E+ and E-are then the same for the functions r and Y, . We will assume from now on that this is the case.
Next let us consider the Hessian PJt, X) of ra . It follows from the definition of this function that a+, 1 a2(ll x II"> a+ maxjTp axiaxj +U -CL) axiaxi + products of derivatives of p and Y or TV and I/ x l12. For each of the terms which we have not explicitly written down there exists a bound of the form pp-1, as can be seen from (3.3) and (3.5) . This leads to an inequality of the form
which holds for all (t, CC) E E(l, co) and ally with II y iI2 = 1. Since yP(t, x) * y has a positive lower bound on the set {(t, X, y) : r(t, x) 3 0, II y II = l} = {(t, X, y) : ~~(t, X) > 0, I/y Ij = l}, yP, *y will also be bounded away from 0 provided p is sufficiently large. More precisely: There is a number y > 0 such that
for all y, all (t, x) E E+, and all p 2 p, . That the gradient vector u, of r9 is different from 0 on the set Ef will be a consequence of (3.6) if p is large enough, as we are now going to show. Let (t, x1), (t, x,,) be a pair of points such that the whole line segment connecting them is contained in E+. The function r,(t, x0 + s(xl -x,,)) is then twice differentiable with respect to s for 0 < s < 1 and one finds easily that its second derivative is not less then y I/ X, -x0 II2 on [0, 11. Integration with respect to s from 0 to 1 yields the inequality o&, Xl) -%(C x0)) * (Xl -x0) 3 Y II Xl -30 112> which in turn, after some obvious changes, leads to the relation II %(4 x,)lI + II u,(c xo)ll 2 Y II Xl -x0 II. Now, given any (t, xi) E Ef one can always find a point (t, x0) E aE+ such that (3.7) holds. Take a straight line through (t, xi) and a point (t, 5) E E-. Such a point exists, as we have remarked before, and is not in the interior of E+. The boundary point (t, x,,) of Ef which is nearest to (t, x1) will be one for which (3.7) becomes true. Furthermore it is clear from (3.5) that /I uD(t, x)\\ is bounded on the compact set aE+ uniformly with respect to p. So one finally obtains from (3.7) an inequality of the form which holds for all (t, x) E E+ and allp 2 p, . Hence u,(t, X) f 0 if I] x 11 > rS,-1 and p > p, . On the other hand, it is clear from (3.4) and from the definition of T, that uD(t, x) = u(t, x) # 0 on the set {(t, x) E E+ : 11 x 11 < /?y-l>, provided p is sufficiently large. This settles the question of condition (iv) (cf. (3.1)) and completes the proof of the lemma.
In the remaining part of the paper r(t, x) always stands for a member of the class of functions defined by (3.1). u = u(t, x) will be the gradient vector of r, v = w(t, x) the gradient vector of &/at, in both cases taken with respect to the components of x only. The Hessian of r with respect to x is always denoted by P = P(t, x), The sets EM+, EM-are defined as EM* = {(t, x, x') : (t, x) E E*, 11 x' I/ < M} E,* = {(t, x, x') : (t, X) E E*, x' arbitrary} (3.8)
where E+, E-are the subsets of the (t, x)-space introduced in (3.1). Finally we denote by r', rn = r; the derivatives of r with respect to the differential equation holds on E,-instead of (3.11). This is actually no loss of generality, since the statement of the theorem does not depend on what q~, 01, K are, except that (1.4) must be satisfied. If necessary one simply has to replace y by 27 and K by some larger number. Finally we observe that neither the hypotheses nor the conclusion of the theorem depends on what the function r looks like outside the set E-. So, in view of Lemma 2, it is certainly sufficient to prove the theorem only for those r which satisfy the condition r(4 x) = t II x II2 if Ilxll 3R (3.12) where R is a sufficiently large number. We will assume in the sequel that R > sup II x II on the set E-.
As in the beginning of the proof of Theorem 1 we choose a number M such that for any function f which satisfies (3.11') and any solution x(t) of the corresponding differential equation (1.1) the inequality r(t, x(t)) < 0 for 0 < t < 1 implies I/ x'(t)l] < M. One can take M as in [l, Chap. XII Lemma 5.21, with R being the number we have just fixed. Since the matrix P(t, x) is positive on the compact set {(t, x) : r(t, x) = 0}-which is a subset of E+-it is clear that if a2rpt2 + 2v -x' + X'P * x' > 0 r(t, x) = 0, II x' II b M, (3.13) provided M is sufficiently large. We will assume that this is the case.
As a first step in the proof we shall show that it is sufficient to establish the theorem for a special class of functions f. We claim: For every E > 0 there exists a function f-(t, x, x') with these properties (i) Jis defined, continuous, and uniformly Lipschitz continuous with respect to (x, x') on the set E(1, R). It follows from two classical results, namely, from Tietze's extension theorem and from the theorem of Weierstrass on uniform approximation by polynomials, that there exists a functionf; which has property (i) and is such that
Ilf-.&:,I
GE on E;I;+~.
Thisf; will then satisfy conditions (3.10'), (3.11') if E is sufficiently small and if (t, x, x') is restricted to the compact set E,+, as can be seen by an elementary continuity argument. The functions on the left hand side of (3.11') have a negative maximum on E&+, , the function Y; has a positive minimum on the set {(t, X, x') E E&+, : r(t, x) = 0, ~'(t, x) = O}. These statements remain of course true if f is replaced by a function sufficiently close to it. So we may assume that the relations a2Y/at2+2v.xffx'P. where 6 is the scalar function (2.6). It is obvious that p has the properties (3.14), (i), (ii), (iv). F ur th ermore it follows from (3.15) and (3.13) that palso satisfies conditions (3.10'), (3.11') when ]I x' )I < M or I] x' /I 2 M + 1. If M < I I x' I] < M + 1 the scalar function 7 assumes values between 0 and 1. Let us regard 7 for the moment as a parameter which is independent from x'. The left hand sides of (3.15) will become linear functions of 7 iffr is replaced by ~fr . It follows from (3.13), (3.15) that these functions have the same sign for r = 0, 1 if M < )I x' j] < M + 1. Therefore they do not change sign if 7 varies arbitrarily in [0, 11, and this means that in the range M < ]I x' /I < M + 1 the inequalities (3.15) also hold with $r instead off; , when 7 now is to be understood as the function (3.16).
It follows from the preceding considerations that f can be approximated uniformly on the set EM-by a sequence of functions fv which all satisfy the hypotheses of the theorem and besides have properties (i), (ii) (cf. (3.14) ). If every differential equation x" = f"(t) X, x'), v = 1, 2,..., has a periodic solution x,(t) such that (t, x,(t), x,'(t)) E EM-for 0 < t < 1, then a certain subsequence of the X, will converge toward a periodic solution of (1.1) which also satisfies (t, x(t), x'(t)) E EIM-. So in proving Theorem 2 we may assume that f itself has properties (i), (ii), that is, f is defined, continuous, and uniformly Lipschitz continuous with respect to (x, x') on the set E(l, R). f(t, x, x') = 0 if I] x' ]I > M + 1. + '@ii I/ X Il")X ' z(X) if 11 x jj > R.
It follows from the last formula and from (2.8) that Y," > 0 if 11 x jl > R and if K is sufficiently large. Let us now consider the region Z? = {(t, X, x') E Em+ : 11 x 11 < R}. Since uf0 on E+, the scalar function u -Z(U) is positive on E+ and hence has a positive lower bound, say /3, on i?. So, in view of (3.19) and (3.9), y," > y; + '@(y(t, X)) if (t, x, x') E B.
Since f is bounded on E and since P is a positive matrix, Y; will be bounded from below on Z?' and will be positive for sufficiently large jl x' 11. The set {(t, x, x') E B : y'(t, x) = 0, Y; < O} is therefore a compact subset of E,+ = {(t, x, x') : r(t, x) 2 O}.
Because of (3.10') the function r(t, x) can assume only positive values on this set and hence has a positive minimum, say y. Let now the number K > 0 be such that Y; + ~/38(y) > 0 for all (t, x, x') E i? It is then clear that Y," > 0 if (t, x, x') E e and if r'(t, x) = 0.
To complete the proof we have to show that the result remains valid if (3.10') is replaced by the weaker condition (3.10). Let us consider the differential equation x" = fE(t, x, x'), where f& x, x') = f(t, x, 4 + eMin& ~(11 x' II)) u(t, x) and E is a positive constant. Since u2 > 0 on E+ we have u * fE > u -f if r(t, x) = 0 and therefore (3.10') is satisfied with fc instead off. It is also clear that (3.11') will be true on the set E,-with fE instead off, 29, instead of v, provided c is sufficiently small. Therefore the differential equation X" = fE(t, x, x') has a periodic solution xc(t) such that r(t, xJt)> < 0 and 1) x,'(t)/1 < M', where M' is independent from E. It follows then by the same compactness argument which we used earlier that the differential equation
x" = f (t, x, x') also has a periodic solution satisfying r(t, x(t)) < 0 on [O, 11.
Thereby the proof is completed.
Remark. We observe that in proving the theorem condition (3.10) was needed only for those (t, x, x') which belong to the compact subset E%+, of E,-.
A FURTHER EXISTENCE THEOREM
Using the results of the preceding section we are now able to prove a further result which seems more suitable for applications since it is based on inequalities for functions which are linear in x, i.e., functions of the form ~(4 4 = p(t) + k(t) * x.
(4.1)
We will always assume that the components of the vector k and the scalar p are continuous periodic functions of t of class C2. As before, derivatives p' = p'(t, x, x'), p" = p"(t, x, x') are to be understood with respect to the differential equation (1 .l) (cf. (3.9) ). THEOREM 3. Given N functions pi(t, x) which are of type (4.1) and satisfy these conditions:
is compact. For every t there is a vector x such that (t, x) E E-.
(ii) pJ(t, x, x') > 0 if p,(t, x) = 0, pi'(t, x, x') = 0 and (t, x) E E-, i = l,..., N.
Let f be continuous on E,-and let a Nagumo condition (3.11) hold. Then the dzj&rentiaZ equation (1.1) has a periodic solution x(t) such that (t, x(t)) E Efor all t.
Proof. Let c > 0 be a number such that II x /I2 -=c c when (t, x) E E-.
We introduce the N-vector where p is a positive constant to be determined later. This function is of class Cl and satisfies condition (3.1), (ii) and (iii) .That (iv) is also true follows from (4.2) and the arguments brought out at the beginning of Section 3. The first order partial derivatives of Y are Lipschitz continuous; however, they are not differentiable everywhere. Nevertheless the statement of Theorem 3 remains valid if one works with a suitable definition of Y" as we will explain now. For this purpose let us denote by w'(t, x, x'), w"(t, x, x') the vectors having as ith component pg'(t, x, x'), p;(t, X, x') respectively for the case pi(t, 3) > 0 and 0 for the case p$(t, x) < 0, i = l,..., N. We put y'(t, x, x') = 2(x * x' + p * w'), yl(t, x, x') = 2(x -x" + II x' 112 + p(w * wm + II w' II")). These are finitely many quadratic polynomials, say Q ,..., qrn, which have a positive Hessian matrix. The number m depends of course upon (to , CC,,). It is easily verified that r = qi , r' = q<', Y" < 4; for all i = l,..., m if (t, x) = (t, , x,,), and r(t, x) = qi(t, x) for at least one qi if (t, x) is in a certain neighborhood of (to , x,,). Furthermore, the numbers q;(t,, , x,, , x'), i = l,..., m, are the possible limits of the function r" at (to , x0 , x').
We are now going to show that for sufficiently large p there exists a periodic solution such that r(t, x(t)) < 0. This will be achieved in several steps. First we note that if K > 0 is small enough, the sets {(t, x) : 11 w(t, x)11 < K} are compact neighborhoods of E-= {(t, x) : w(t, x) = 0} and shrink to E-as K ---f 0. This can be seen from (4.2) by standard arguments. We fix some Kg and then determine the number M such that we have I] x'(t)11 < M for every solution x(t) which satisfies (1 w(t, x(t))11 < ~a on [0, 11. Next we introduce the set w, = ((t, $9 x') : 11 ~(4 x)11 d KS 11 x' 11 < M + 11, and make use of (4. The last relation yields an estimate for w * w", which is the main tool in our proof. We have, for a given (t, x, x'), w * w" = C pi pi, where the sum is to be extended over all i such that p,(t, x) > 0. On the other hand, if pi > 0, then 1 pi 1 < K, / pi' 1 < K follows from (1 w I] < K, 11 w' II < K. Hence w * W" 2 c, / w 1 > c,?z-1'2 11 w I/ if (t, x, x') E W, and 11 W' 11 < K. (4.8)
Now we are in a position to estimate the function r"(t, X, x') on the set {(t, x, x') : r(t, X) = 0). First we note that r(t, X) = 0 implies TV 11 w(t, It follows then by our standard compactness argument that there exists also a periodic solution x(t) such that II ~(~)112 -c + P II w(t, Wl12 B 0 for all p > 0, and this of course is possible only if w(t, x(t)) = 0, i.e., (t, x(t)) E E-. Thereby the theorem is proved.
EXAMPLES
We will apply the technique described in the preceding sections to study the existence of periodic solutions for some special types of equations. The more complicated examples of this section are not treated in full detail and the analytic procedure to be followed is merely sketched. Since the dimension 12 will now be equal to 1 or 2, vector notation does not seem appropriate any more, so X, y, x', y' will be scalars henceforth.
First let us consider a single (scalar) equation X" = f(t, X, x'). If we put P, = 4) -x, P, = x -B(t), w h ere LX, /I are periodic functions of class C2, the hypotheses of Theorem 3 amount to the following condition 01 <s, cc -f(t, a, a') > 0, B" -f(4 B, 8') < 0 (5.1) for all t E [0, I]. The conclusion is then that there exists a periodic solution x(t) with a(t) < x(t) < p(t), 0 < t < 1. This result has been proved recently by various methods (see [2] [3] [4] ). Next we consider a system
where the right hand side does not depend explicitly upon x', y'. Furthermore we take pi to be linear functions six + bi y + ca which do not depend upon t; that is, ai , bi , ci are constants. Note that the vector (ai , bd) is orthogonal to the boundary at (x, y) and points into the exterior of P. So we obtain this version of Theorem 3.
If the scalar product of the outward normal vector and the vector (f(t, x, y), g(t, x, y)) is positive for every (x, y) E aP and every t E [0, 11, then (5.2) has a periodic solution such that (x(t), y(t)) E P, 0 < t < 1.
(5.4)
Using an approximation procedure this result can be extended to the case that P is a compact convex region which has a boundary consisting of finitely many smooth arcs. Especially let P={(x,y):a~x~b,~(x)~y~~(x)l, (5 It is easy to see that the last two inequalities can be modified by using time-dependent bounds OL = a(t), j3 = /3(t), which are periodic and such that a < a(t) < /3(t) < b for all t. One has then to add to (5.6) the condition (5.6) and (5.7) imply that there exists a periodic solution (x(t), y(t)) satisfying ,+) < x(t) < B(t), 9wN G r(t) G ~(-eN* (5.8) We conclude these remarks with the discussion of a concrete example. Let K(y) be a function ofy, which is defined and sufficiently smooth on (-00, cc). provided we have yh(t, y) > 0 for all (t, y).
