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Abstract: We develop the generalized Cartan Calculus for the groups G =SL(2,R) ×
R
+, SL(5,R) and SO(5,5). They are the underlying algebraic structures of d = 9, 7, 6
exceptional field theory, respectively. These algebraic identities are needed for the “tensor
hierarchy” structure in exceptional field theory. The validity of Poincare´ lemmas in this
new differential geometry is also discussed. Finally we explore some possible extension of
the generalized Cartan calculus beyond the exceptional series.
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1 Introduction
It has long been known that maximally supersymmetric gravity in d dimensions possesses
G = E11−d,(11−d) global symmetry[1]-[5]. Based on previous works[6]-[24], a new paradigm
called “exceptional field theory” (EFT) was developed in [25]-[32], to make this hidden
symmetry manifest. In this formulation, the space is divided into d “exterior” dimensions,
and a number of “interior” dimensions. The interior part is similar to the extended space
in double field theory[33]-[38], with the dimension higher than the physical dimension. On
the extended space, there is a new version of differential geometry. The usual Lie derivative
is modified by a term related to certain group invariant tensors. This new Lie derivative is
called “generalized Lie derivative”, denoted by LΛ. Also, the usual Lie bracket is replaced
by a corrected “E-bracket” [·, ·]E .
Another crucial feature of this extended space is the need for a section condition (or
strong constraint). After one solves the section condition, the fields no longer depend on
some of the interior dimensions. In double field theory there is a similar story: a 2D-
dimensional extended space is introduced in order to formulate a manifestly T-duality
invariant theory. However one half of these dimensions are projected out upon solving the
“strong constraint”. In the exceptional field theory, after solving the section condition, the
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remaining dimensions along with the exterior dimensions exactly give a 11-dimensional M-
theory solution or a 10-dimensional IIB supergravity solution. Hence EFT can be viewed
as a unification of M-theory and IIB theory.
In EFT there is Kaluza-Klein 1-form gauge field similar to the 1-form gauge field in the
d dimensional maximally supersymmetric gravity. A direct consequence of the modification
of differential geometry is that the 2-form field strength associated to this 1-form gauge
field is no longer gauge covariant. In order to fix this problem, a 2-form gauge field needs
to be introduced and included in the field strength of the 1-form gauge field. Similarly, the
3-form field strength associated with the 2-form gauge field is not gauge covariant, and a
3-form gauge field is required to resolve this. This structure is called “tensor hierarchy”,
first developed in the context of gauged supergravity[20][21][22]. The representation of
these gauge fields under a group G in EFT is always the same as the corresponding one in
the usual maximally supersymmetric gravity.
The derivation of such tensor hierarchy in EFT involves subtle algebraic techniques,
especially for cases of large exterior dimension. In [29], a natural mathematical structure
called “generalized Cartan calculus” was developed to simplify these derivations. Analo-
gous to the usual Cartan calculus in differential geometry, the different representations of
the gauge fields in EFT are considered as vector spaces of forms. Then a series of projected
differential operators ∂̂, analogous to the exterior derivative d, were defined to map one
representation into another. Also, a series of binary operators • were constructed to com-
bine two tensor fields in some representation into a tensor field in another representation.
These operators enjoy many useful properties. A particularly important formula is called
the “magic formula”:
LΛX = Λ • ∂̂X + ∂̂(Λ •X), (1.1)
acting on some particular tensors X. This resembles the Cartan’s magic formula in the
usual Cartan calculus:
LΛ = iΛ ◦ d+ d ◦ iΛ. (1.2)
Also, the ∂̂ operators are always nil-potent: ∂̂2 = 0. Hence we can define a cohomology
structure, called “exceptional chain complex”. This is analogous to the de Rham cohomol-
ogy in differential geometry.
The power and magic of the generalized Cartan calculus is that, although it does not
contain any information about the exterior dimensions in EFT, one can derive the weight
of different tensors in a natural way. When constructing an invariant action of EFT, the
number of exterior dimensions is fixed by these weights. Also, with the tools of generalized
Cartan calculus, one can derive the tensor hierarchy of gauge fields in an index-free way.
This has been done in [29] and we summarize the related formulas of tensor hierarchy
in Section 3. The advantage of the index-free derivation is that it is applicable for EFT
with different groups. Once the tensor hierarchy is constructed, and the crucial identities
discussed in section 2 hold up to some level, the tensor hierarchy automatically holds to
that level. As an example, in this paper the generalized Cartan calculus for d = 9 theory
is explicitly written down. Then the tensor hierarchy of d = 9 EFT automatically works
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up to the level of 5-form field strength (one can write down the covariant 2,3,4,5-form field
strength, exactly in the same form as the d = 8 case, see (3.22) in Section 3).
In this paper, we discuss the relevant generalized Cartan calculus used in d = 9, 8, 7, 6
EFT. The case d = 9 is the maximal dimension where an EFT may be constructed, and
it has not been discussed in the previous literatures, not even at the level of generalized
Lie derivative and section condition. We give all the necessary formulas explicitly. We also
analyze the validity of a Poincare´ lemma (or local exactness) associated to the exceptional
chain complex. Generally a local exactness statement only holds in one particular solution
to the section condition, but not in the other solution. This is also an unusual feature of
this new differential geometry.
The rest of this paper is organized in the following way: in section 2 we discuss the
general structure of generalized Cartan Calculus that can be used in an arbitrary EFT. In
section 3 we review the basics of tensor hierarchy in EFT and how to use the generalized
Cartan Calculus in deriving it. In section 4, 5, 6, 7, the explicit formula for SL(2,R)×R+,
SL(2,R)×SL(3,R), SL(5,R) and SO(5,5) generalized Cartan calculus are presented. They
correspond to d = 9, d = 8, d = 7 and d = 6 EFTs, respectively(both of these equivalent
notations are used in different contexts). In section 8, we discuss the generalized Cartan
Calculus for other groups. For the E6(6) theory which corresponds to d = 5 EFT and
O(D,D) theory which corresponds to double field theory, the generalized Cartan calculus
is quite trivial. We also examine the extension to other groups and representations. We
conclude with an outlook in section 9.
2 General structure of generalized Cartan Calculus
2.1 Generalized Lie derivative and vectors
To construct a generalized Cartan Calculus, one first picks a symmetry group G, and a
representation R ofG in which the vector field VM lives. The dimension of the interior space
is equal to the dimension of representation dim(R). To make the theory fully covariant
under the symmetry group G, all the tensors appearing in the theory should be G-covariant
tensors.
The usual notion of d-dimensional EFT corresponds to a EFT with d exterior coordi-
nates and symmetry groupG = E11−d,(11−d) (E2(2) =SL(2,R)×R+, E3(3) =SL(2,R)×SL(3,R),
E4(4) =SL(5,R), E5(5) =SO(5,5)). The representations R of the vector fields and interior
coordinates are given in Table 1. Throughout the paper we use µ, ν, . . . to denote the
exterior directions.
The ordinary (interior) Lie derivative of a vector,
LΛV
M = ΛN∂NV
M − V N∂NΛ
M , (2.1)
is modified to a new form:
LΛV
M = ΛN∂NV
M + αPMN
K
L∂KΛ
LV N + λ∂NΛ
NV M . (2.2)
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d Lie group G rep R D
9 SL(2,R)× R+ 2+ 1 3
8 SL(3,R)×SL(2,R) (3,2) 6
7 SL(5,R) 10(antisymmetric rank-2 tensor) 10
6 SO(5, 5) 16(Majorana-Weyl spinor) 16
5 E6(6) 27 27
4 E7(7) 56 56
3 E8(8) - -
Table 1. The symmetry group G, representation of 1-form field R and its dimension D of the d-
dimensional EFT. The representation R corresponds to the representation of 1-form gauge field in
d-dimensional EFT, and D is equal to the dimension of interior spaceMi. They are exactly the same
as the global symmetry group and the representation of vector fields of maximally supersymmetric
gravity in d-dimensions.
The latter one is called “generalized Lie derivative”, PMN
K
L is the projector to the adjoint
representation of G, which is a G-invariant tensor1. The parameter λ defines the density
weight of the vector.
The usual Lie bracket of two vectors is also modified to the following E-bracket:
[U, V ]ME = U
N∂NV
M + 12Z
MN
PQ∂NU
PV Q − (U ↔ V ). (2.3)
ZMNPQ is also a G-invariant tensor. In this paper all the Z-tensors are symmetric in MN
and PQ:
ZMNPQ = Z
NM
PQ = Z
MN
QP = Z
NM
QP . (2.4)
With this Z-tensor, the generalized Lie derivative can be rewritten in the following
form:
LΛV
M = ΛN∂NV
M − V N∂NΛ
M + ZMNPQ∂NΛ
PV Q + (λ− ω)∂NΛ
NV M . (2.5)
For each EFT, there is a distinguished weight ω, such that the last term above vanishes.
From the definition we have the following identity for vectors U, V of weight ω:
[U, V ]E =
1
2 (LUV − LV U). (2.6)
In the following discussions all the gauge parameters Λ in generalized Lie derivative LΛ are
assumed to have weight ω.
A consistency requirement is the algebraic closure condition:
[LU ,LV ]W
M = L[U,V ]EW
M . (2.7)
To guarantee the closure constraint (2.7), we impose the following “section condition”:
ZMNPQ∂M ⊗ ∂N = 0. (2.8)
1For the cases in which G is not semi-simple, this projector term is a linear combination of the projectors
to the adjoint of each group factor. For example in the case d = 8, it is −2(P(8,1))
M
N
P
Q∂PΛ
Q
V
N
−
3(P(1,3))
M
N
P
Q∂PΛ
Q
V
N
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d Lie group G 1-form/A 2-form/B 3-form/C 4-form/D 5-form/E 6-form/F
9 SL(2, R)×R+ 2+ 1 2 1 1 2 2+ 1
8 SL(3, R) × SL(2, R) (3,2) (3¯,1) (1,2) (3,1) (3¯,2) -
7 SL(5, R) 10 5¯ 5 10 - -
6 SO(5, 5) 16 10 16 - - -
5 E6(6) 27 27 - - - -
Table 2. Representation of tensor objects and the corresponding n-form gauge fields in EFT for
5 ≤ d ≤ 9. For the group SL(2,R), the contragredient (dual) of a representation is itself.
Apart from that, the following condition needs to be satisfied for (2.7) to hold:
ZM(L|PQZ
P |N)
RS = Z
M(N |
RSδ
|L)
Q . (2.9)
Then the value of α in (2.2) can be fixed. For 5 ≤ d ≤ 8, α and the expression of ZMNPQ
can be found in [18].
2.2 Higher tensor representations and generalized Cartan calculus
As comprehensively discussed for the d = 8 case in [29], there are other types of tensors,
in addition to vectors VM , carrying different weights.
We denote the set of vectors with weight λ by A(λ). Then there are sets of tensors
B(λ), C(λ), D(λ), E(λ), F(λ), etc. We use the notation Xn(λ) for a general tensor with
weight λ, for instance, X2(λ) ≡ B(λ). In EFT the n-form gauge fields are elements of
Xn(nω), where ω is the distinguished weight mentioned before. Its representation should
coincide with the representation of n-form gauge field in the maximally supersymmetric
gravity in the corresponding dimension. For the dual of n-form gauge field in d dimensions,
that is, a (d− n− 2)-form gauge field, it is in the contragredient representation of n-form
gauge field. We write them down explicitly in Table 2, for 5 ≤ d ≤ 9.
There is also a set of projected differential operators denoted by ∂̂, acting differently
on different tensor spaces2. This operator is nil-potent: ∂̂2 = 0, guaranteed by the section
condition. We have the following chain complex:
A(ω)
∂̂
←− B(2ω)
∂̂
←− C(3ω)
∂̂
←− D(4ω)
∂̂
←− E(5ω) . . .
∂̂
←− Xl(lω) (2.10)
We denote the set of highest tensor objects in the theory by Xl(lω). And we define the
length of exceptional chain complex to be l. For the generalized Cartan Calculus of d
dimensional EFT, l = d− 3.
One can now define the cohomology analogous to the de Rham cohomology. But as
discussed later in specific cases, the Poincare´ lemma does not always hold, thus its geometric
meaning is not clear.
2This differential operator was first introduced in [39]. The author thanks Martin Cederwall for pointing
out that.
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The quantity ∂̂B (B ∈ B(2ω)) should always be a “trivial gauge parameter”, that is,
L
∂̂B
always gives 0. A way of realizing this condition is to write
(∂̂B)M ∝ ZMNPQ∂NB
PQ, (2.11)
then L
∂̂B
= 0 is a consequence of the identity (2.9). In general there will be an isomorphism
that transform BPQ to B(2ω), and vice versa:
IB : (R×R)sym → B(2ω) : IB(B
PQ) = B
I−1B : B(2ω)→ (R×R)sym : I
−1
B (B) = B
PQ.
(2.12)
Then (∂̂B)M acting on the tensor B can be defined as:
(∂̂B)M ∝ ZMNPQ∂N (I
−1
B B)
PQ. (2.13)
In addition to ∂̂, there is a set of binary operators
• : (Xa(ωa),Xb(ωb))→ Xa+b(ωa + ωb). (2.14)
They can be viewed as projectors to some particular representation among the represen-
tations given by tensor product. For example, for d = 8, a = 1, b = 1, the tensor product
rule is:
(3,2) × (3,2) = (3¯,1) + (3¯,3) + (6,1) + (6,3), (2.15)
and the • projector only gives the representation in (3¯,1).
Although we use this single universal notation •, the rule of • acting on different type
of tensors are actually different. If a 6= b, that is, X ∈ Xa and Y ∈ Xb are different types
of tensors, we always define that
X • Y ≡ Y •X. (2.16)
For the case a = b = 1, we can explicitly write out the rule of • using the isomorphism IB
defined in (2.12): for A1, A2 ∈ A(ω),
(A1 •A2) ∝ IB(A
P
(1A
Q
2)). (2.17)
From this, we can see that the operator • acting on A1, A2 ∈ A is commutative:
A1 •A2 = A2 • A1. (2.18)
Then from (2.5) and (2.11), there is the following identity: for A1, A2 ∈ A(ω),
LA1A2 + LA2A1 = ∂̂(A1 •A2). (2.19)
Also there is the following Jacobi identity:
[[A1, A2]E , A3]E + cycl. =
1
6([A1, A2]E • A3) + cycl., (2.20)
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or equivalently
LA[1LA2A3] =
1
3([A[1, A2]E • A3]). (2.21)
For the case a+b = l+1 = d−2, the two tensors involved are mutually contragredient,
and the • operator results in a singlet. Usually it is also a scalar with weight 1, which means
ω = 1/(d − 2), as confirmed in specific dimensions (this also corresponds to the quantity
β(11−d) in [18]). Indeed a scalar can act as Lagrangian density only if it has weight 1,
because the generalized Lie derivative acting on the action would be:
LΛ
∫
L =
∫
(ΛM∂ML+ ∂MΛ
ML) =
∫
∂M (Λ
ML) = 0, (2.22)
when the boundary term is ignored.
One can define the way how LΛ acts on different tensors. The general requirement is,
for any two tensors X, Y listed above, the distribution law holds:
LΛ(X • Y ) = X • LΛY + LΛX • Y. (2.23)
2.3 Magic formulas and other identities
There is a set of additional identities which make the gauge hierarchy of EFT work to the
level of 5-form field strength.
The first class of identities is called “magic formulas”:
For Λ ∈ A(ω),X ∈ Xn(nω), l > n > 1
LΛX = Λ • ∂̂X + ∂̂(Λ •X). (2.24)
With these identities, one can easily prove that the generalized Lie derivative always
commutes with projected differential operator ∂̂, for X ∈ Xn(nω) , 2 ≤ n < l:
LΛ(∂̂X) = ∂̂(LΛX). (2.25)
For example, let us prove this for any B ∈ B(2ω),
LΛ∂̂B = ∂̂(LΛB). (2.26)
We use the formula (2.19) with A1 = ∂̂B,A2 = Λ, and recall that ∂̂B is a trivial gauge
parameter, then the l.h.s. above gives:
LΛ∂̂B = ∂̂(Λ • ∂̂B)− L∂̂BΛ = ∂̂(Λ • ∂̂B). (2.27)
For the r.h.s., we use the magic formula (2.24) with X = B,
∂̂(LΛB) = ∂̂(Λ • ∂̂B + ∂̂(Λ •B)) = ∂̂(Λ • ∂̂B). (2.28)
Similarly for C ∈ C(3ω), use the magic formula with X = ∂̂C and X = C on l.h.s and
r.h.s. respectively,
LΛ∂̂C = Λ • ∂̂
2C + ∂̂(Λ • ∂̂C) = ∂̂(Λ • ∂̂C), (2.29)
∂̂(LΛC) = ∂̂(Λ • ∂̂C + ∂̂(Λ • C)) = ∂̂(Λ • ∂̂C). (2.30)
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Hence LΛ∂̂C = ∂̂(LΛC).
One can see that they are direct consequences of the nil-potent property of projected
differential operator ∂̂.
For n = l, one may also check that generalized Lie derivative commutes with ∂̂, so
that the following diagram commutes:
X1(ω)
∂ˆ
←− X2(2ω)
∂ˆ
←− · · ·
∂ˆ
←− Xl−1((l − 1)ω)
∂ˆ
←− Xl(lω)yLΛ yLΛ yLΛ yLΛ
X1(ω)
∂ˆ
←− X2(2ω)
∂ˆ
←− · · ·
∂ˆ
←− Xl−1((l − 1)ω)
∂ˆ
←− Xl(lω)
(2.31)
Using these identities, it is also possible to prove the gauge closure identity for higher
tensors in an index-free way. We want to prove that for X ∈ Xn(nω), l > n > 1,
LULVX − LV LUX = L[U,V ]EX. (2.32)
We write the term LULVX in two different ways:
LULVX = LU(V • ∂̂X) + LU ∂̂(V •X)
= LUV • ∂̂X + V • LU ∂̂X + ∂̂(LUV •X) + ∂̂(V • LUX),
(2.33)
where we rewrite LVX using the magic formula (2.24), the distribution property (2.23),
and the fact that LU commutes with ∂̂.
LULVX = U • ∂̂(LVX) + ∂̂(U • LVX)
= U • LV ∂̂X + ∂̂(U • LVX),
(2.34)
where we insert LVX as X in the magic formula (2.24).
Adding these two parts, we arrived at
2LULVX − (U ↔ V ) = LUV • ∂̂X + ∂̂(LUV •X)− (U ↔ V ). (2.35)
Then we write
2L[U,V ]EX = LLUV−LV UX
= LUV • ∂̂X + ∂̂(LUV •X)− (U ↔ V ),
(2.36)
where we used the antisymmetrization property (2.6) and the magic formula as well.
Comparing with (2.35) we conclude that
LULVX − LV LUX = L[U,V ]EX. (2.37)
The second class of identities involves both ∂̂ and • but no LΛ:
(1) For any B1, B2 ∈B(2ω),
∂̂B1 •B2 − ∂̂B2 •B1 = ∂̂(B1 •B2). (2.38)
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(2) For any B ∈ B(2ω), C ∈ C(3ω),
∂̂B • C +B • ∂̂C = ∂̂(B • C). (2.39)
The third class of identities only involves •:
(1) When • acts on B1, B2 ∈ B, it is anti-commutative:
B1 •B2 = −B2 •B1. (2.40)
(2) For any A1, A2, A3 ∈ A,
A1 • (A2 • A3) +A2 • (A3 • A1) +A3 • (A1 •A2) = 0. (2.41)
(3) For any A1, A2 ∈ A, B ∈ B,
A1 • (A2 •B) +A2 • (A1 •B) +B • (A1 •A2) = 0 . (2.42)
For a specific group G, these additional algebraic identities may not all hold. For the
group G that corresponds to d dimensional EFT, an identity holds if and only if all the •
operators involved result in a tensor with weight less than (l + 1)ω = 1.
These set of rules in generalized Cartan calculus exactly imply that the tensor hierarchy
of EFT holds up to (d− 3)-form field strength. One can derive the whole gauge structure
in an index-free and universal way. For example, in d = 8 EFT[29], one can explicitly
construct a series of n-form gauge fields which are tensors in Xn(n/6), respectively, and a
series of n+ 1-form gauge covariant field strengths, up to n = 4.
We classify the necessary identities used at each level of the tensor hierarchy. The
existence of n-form gauge covariant field strengths requires the existence of the lower form
gauge covariant field strengths. The notations A,B,C,D are defined in the same way as
before.
• The existence of 2-form gauge covariant field strength Fµν requires:
LA1A2 + LA2A1 = ∂̂(A1 • A2). (2.43)
• The existence of 3-form gauge covariant field strength Hµνρ requires:
LAB = A • ∂̂B + ∂̂(A •B). (2.44)
• The existence of 4-form gauge covariant field strength Jµνρσ requires:
LAC = A • ∂̂C + ∂̂(A • C).
∂̂B1 •B2 − ∂̂B2 •B1 = ∂̂(B1 •B2).
A1 • (A2 •A3) +A2 • (A3 • A1) +A3 • (A1 • A2) = 0.
(2.45)
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• The existence of 5-form gauge covariant field strength Kµνρστ requires:
LAD = A • ∂̂D + ∂̂(A •D).
∂̂B • C +B • ∂̂C = ∂̂(B • C).
A1 • (A2 •B) +A2 • (A1 •B) +B • (A1 • A2) = 0 .
B1 •B2 = −B2 •B1
(2.46)
Finally we comment briefly on the necessity of the strong form of section condition
(2.8). Analogous to the situation in double field theory, the strong form of section condition
means that all the products ZMNPQ∂MA∂NB vanish. This is equivalent to the condition
that ZMNPQ∂M∂NA vanishes for all the products of fields and gauge parameters A. The
weak form of the section condition only requires that ZMNPQ∂M∂NA vanishes, where A
is a single field or gauge parameter. The nil-potent property of ∂̂ only requires the weak
version. All the identities listed before that only involve a single derivative also holds (for
example the magic formulas), as there is no need for section condition at all. However, if
only the weak section condition holds, LΛ generally does not commutes with ∂̂, because
in the derivation (2.30) we used ∂̂2(Λ • C) = 0, which is a consequence of strong section
condition. Consequently, the closure constraint only holds subject to the strong constraint.
3 Tensor Hierarchy in EFT
In this section we briefly summarize the tensor hierarchy in EFT up to the gauge covariant
5-form field strength developed in [29].
First we have the Kaluza Klein 1-form field Aµ ∈ A(ω), and the covariant derivative
is defined as:
Dµ = ∂µ − LAµ . (3.1)
The gauge transformation of Aµ is defined as
δΛA
M
µ = DµΛ. (3.2)
Gauge covariance of a tensor X means that δΛX = LΛX. One can check that for a gauge
covariant X, DµX is also gauge covariant. Another straightforward property is that Dµ
commutes with ∂̂, because LAµ does.
Now we want to construct a gauge covariant 2-form field strength, that will appear in
the action. The naive field strength is an analogue of field strength in Yang-Mills theory,
which replaces the Lie algebra bracket by the E-bracket:
Fµν = 2∂[µAν] − [Aµ, Aν ]E . (3.3)
Now the general variation of Fµν is
δFµν = 2∂[µδAν] − 2[A[µ, δAν]]E
= 2∂[µδAν] − LA[µδAν] + LδA[νAµ]
= 2∂[µδAν] − 2LA[µδAν] + ∂̂(A[µ • δAν])
= 2D[µδAν] + ∂̂(A[µ • δAν]).
(3.4)
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From the first line to second line we used (2.6), and from the second line to third line we
used (2.19). Now insert (3.2), and use the following identity
[Dµ,Dν ]E = −LFµν , (3.5)
We find that the failure of gauge covariance is
δΛFµν − LΛFµν = ∂̂(A[µ • Dν]Λ− Λ • Fµν). (3.6)
To resolve this problem, we introduce the 2-form gauge field Bµν ∈ B(2ω), and modify
Fµν to a corrected field strength:
Fµν = Fµν + ∂̂Bµν . (3.7)
The general variation of Fµν can be rewritten as:
δFµν = 2D[µδAν] + ∂̂(δBµν +A[µ • δAν])
= 2D[µδAν] + ∂̂(∆Bµν),
(3.8)
where we defined
∆Bµν = δBµν +A[µ • δAν]. (3.9)
Then if ∆ΛBµν = Λ • Fµν , we have
δΛFµν = LΛFµν . (3.10)
The next step is to introduce the field strength for the 2-form gauge field Bµν , so that
the kinetic term for Bµν can be added into the action. We define that 3-form field strength
Hµνρ by the following Bianchi identity:
3D[µFνρ] = ∂̂Hµνρ. (3.11)
We expand
3D[µFνρ] = 3D[µ(2∂νAρ] − LAνAρ] + ∂̂Bνρ])
= − 6LA[µ∂νAρ] − 3∂[µ(LAνAρ]) + 3LA[µLAνAρ] + 3∂̂D[µBνρ]
= − 3LA[µ∂νAρ] − 3L∂[νAρAµ] + ∂̂(A[µ • [Aν , Aρ]]E) + 3∂̂D[µBνρ]
= ∂̂(3D[µBνρ] − 3A[µ • ∂νAρ] +A[µ • [Aν , Aρ]]E).
(3.12)
In the first line we rewrote the E-bracket as generalized Lie derivative using (2.6). From
the first line to second line we used the fact that ∂̂ commutes with Dµ. From the second
line to third line we used the Jacobi identity (2.21). Finally from the third line to the
fourth line we used (2.19). From this we can write out the form of “naive” 3-form field
strength:
Hµνρ = 3D[µBνρ] − 3A[µ • ∂νAρ] +A[µ • [Aν , Aρ]]E (3.13)
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This field strength Hµνρ is also not gauge covariant. The way to fix it is to add a
3-form gauge field Cµνρ ∈ C(3ω), and introduce the modified Hµνρ:
Hµνρ = Hµνρ + ∂̂Cµνρ. (3.14)
Since ∂̂2 = 0, this Hµνρ still satisfies the Bianchi identity
3D[µFνρ] = ∂̂Hµνρ. (3.15)
The general variation of Hµνρ can be collected in the following suggestive form:
δHµνρ = 3D[µδBνρ] − 3LδA[µBνρ] − 3δA[µ • ∂νAρ] − 3A[µ • ∂νδAρ]
+ δA[µ • [Aν , Aρ]]E + 2A[µ • [δAν , Aρ]]E + ∂̂δCµνρ
= 3D[µ∆Bνρ] − 3δA[µ • Fνρ] + ∂̂δCµνρ − 3∂̂(δA[µ •Bνρ])
+ δA[µ • LAνAρ] +A[µ • LδAνAρ] − 2A[µ • LAνδAρ].
(3.16)
In the above derivation we made use of the identities mentioned before. Now we rewrite
the terms in the last line above in a ∂̂-exact form, using the following lemma: for any
Aµ, Aν , C ∈ A(ω):
LA[µAν] • C +A[µ • LCAν] − 2A[µ • LAν]C = LA[µ(Aν] • C)−A[µ • LCAν] −A[µ • LAν]C
= LA[µ(Aν] • C)−A[µ • ∂̂(Aν] • C)
= ∂̂(A[µ • (Aν] • C)).
(3.17)
In the last step we made use of the magic formula (2.24), with Λ = Aµ, X = Aν •C. Then
we insert C = δAρ, and get the final answer for δHµνρ:
δHµνρ = 3D[µ∆Bνρ] − 3δA[µ • Fνρ] + ∂̂∆Cµνρ, (3.18)
where we have defined
∆Cµνρ ≡ δCµνρ − 3δA[µ •Bνρ] +A[µ • (Aν • δAρ]). (3.19)
Specify to the gauge variation δΛ, with the rules δΛAµ = DµΛ, ∆ΛBµν = Λ • Fµν , the
failure of gauge covariance is
δΛHµνρ − LΛHµνρ = 3D[µ(Λ • Fνρ])− 3D[µΛ • Fνρ] + ∂̂∆Cµνρ − LΛHµνρ
= 3Λ • D[µFνρ] + ∂̂∆Cµνρ − LΛHµνρ
= Λ • ∂̂Hµνρ − LΛHµνρ + ∂̂∆Cµνρ
= ∂̂(∆Cµνρ − Λ • Hµνρ).
(3.20)
In the last step we used the magic formula (2.24) again, with X = Hµνρ. Now if we assign
∆Cµνρ = Λ • Hµνρ, (3.21)
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then the field strength Hµνρ is gauge covariant and can be directly implemented in the
action. Note that indeed the identities grouped as (2.43) and (2.44) are repetitively used.
The tensor hierarchy will continue, and more identities, (2.45)(2.46), will naturally
play a role in the derivation. We will not present the full detail, but we collect all the
essential formulas here.
The gauge fields Aµ, Bµν , Cµνρ, Dµνρσ , Eµνρστ are elements of A(ω), B(2ω), C(3ω),
D(4ω), E(5ω). Their corresponding covariant field strengths are in the same representation
of G, and we list their form below (up to 5-form field strength):
Fµν = 2∂[µAν] − [Aµ, Aν ]E + ∂̂Bµν ,
Hµνρ = 3D[µBνρ] − 3∂[µAν •Aρ] +A[µ • [Aν , Aρ]]E + ∂̂Cµνρ,
Jµνρσ = 4D[µCνρσ] + 3∂̂B[µν •Bρσ] − 6F[µν •Bρσ] + 4A[µ • (Aν • ∂ρAσ])
−A[µ • (Aν • [Aρ, Aσ]]E) + ∂̂Dµνρσ ,
Kµνρστ = 5D[µDνρστ ] + 15B[µν • DρBστ ] − 10F[µν • Cρστ ]
+ 30B[µν • (−Aρ • ∂σAτ ] +
1
3Aρ • [Aσ, Aτ ]]E)
− 5A[µ • (Aν • (Aρ • ∂σAτ ])) +A[µ • (Aν • (Aρ • [Aσ, Aτ ]]E)) + ∂̂Eµνρστ .
(3.22)
They satisfy the following Bianchi identities:
3D[µFνρ] = ∂̂Hµνρ, (3.23)
4D[µHνρσ] + 3F[µν • Fρσ] = ∂̂Jµνρσ , (3.24)
5D[µJνρστ ] + 10F[µν • Hρστ ] = ∂̂Kµνρστ . (3.25)
The variation of the field strengths can be simplified by introducing the following
“covariant variations”:
∆Bµν = δBµν +A[µ •Aν],
∆Cµνρ = δCµνρ − 3δA[µ •Bνρ] +A[µ • (Aν • δAρ]),
∆Dµνρσ = δDµνρσ − 4δA[µ • Cνρσ] + 3B[µν • (δBρσ] + 2Aρ • δAσ]) +A[µ • (Aν • (Aρ • δAσ])),
∆Eµνρστ = δEµνρστ − 5 δA[µ •Dνρστ ] − 10 δB[µν • Cρστ ]
− 15B[µν • (δAρ •Bστ ])− 10 (A[µ • δAν) • Cρστ ]
+ 10B[µν • (Aρ • (Aσ • δAτ ])) +A[µ • (Aν • (Aρ • (Aσ • δAτ ]))).
(3.26)
The general variation of covariant field strengths, written in terms of the covariant varia-
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tions are:
δFµν = 2D[µδAν] + ∂̂∆Bµν ,
δHµνρ = 3D[µ∆Bνρ] − 3δA[µ • Fνρ] + ∂̂∆Cµνρ,
δJµνρσ = 4D[µ∆C
δ
νρσ] − 4δA[µ • Hνρσ] − 6F[µν •∆Bρσ] + ∂̂∆Dµνρσ,
δKµνρστ = 5D[µ∆Dνρστ ] − 5 δA[µ • Jνρστ ] − 10F[µν •∆Cρστ ],
− 10H[µνρ •∆Bστ ] + ∂̂(∆Eµνρστ ).
(3.27)
There are a set of gauge transformations associated to different gauge fields. We denote
them by δΛ, δΞ, δΘ, δΩ. The gauge parameters are Λ ∈ A(ω), Ξ ∈ B(2ω), Θ ∈ C(3ω),
Ω ∈ D(4ω), Υ ∈ E(5ω). The transformation rules on the gauge fields, in terms of covariant
variations are:
δAµ = DµΛ− ∂̂ Ξµ ,
∆Bµν = 2D[µΞν] + Λ • Fµν − ∂̂Θµν ,
∆Cµνρ = 3D[µΘνρ] + Λ • Hµνρ + 3F[µν • Ξρ] − ∂̂Ωµνρ
∆Dµνρσ = 4D[µΩνρσ] + Λ • Jµνρσ − 4H[µνρ • Ξσ] + 6F[µν • Θρσ] − ∂̂Υµνρσ ,
∆Eµνρστ = 5D[µΥνρστ ] + Λ • Kµνρστ − 5J[µνρσ • Ξτ ]
− 10H[µνρ •Θστ ] + 10F[µν • Ωρστ ] + · · · .
(3.28)
4 SL(2,R)× R+
Now we study the specific groups. The highest dimension where an EFT may exist is
9, with symmetry group G =SL(2,R) × R+. The representation of 1-form gauge field
corresponds to the interior directions of the EFT, given in Table 2, which suggests that the
interior dimension of d = 9 EFT is 3. We decompose the 3 interior dimensions M = 1, 2, 3
into α, β, · · · = 1, 2, which label the SL(2) doublet, and z = 3, which labels the SL(2)
singlet. The interior coordinates are denoted by YM .
The only primary invariant tensor of G =SL(2,R)×R+ is the Kronecker delta tensor
δαβ , δ
z
z . Hence in the construction we do not use tensors other than this.
Now we want to impose a section condition. As usual, the solution to the section
condition should contain the 9+2 dimensional M-theory solution and the 9+1 dimensional
IIB solution. With this observation we propose the following section condition:
∂α ⊗ ∂z = 0 (α = 1, 2). (4.1)
It is easy to observe that the solution ∂z = 0, ∂α 6= 0 corresponds to the M-theory solution,
and the solution ∂z 6= 0, ∂α = 0 corresponds to the IIB solution. This construction actually
resembles the early postulation of M/II-B duality[42][43].
The only non-vanishing components of Z-tensor are:
Zαzβz = Z
αz
zβ = Z
zα
βz = Z
zα
zβ = δ
α
β . (4.2)
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With this choice of Z-tensor and formula (2.5), the generalized Lie derivative acting
on the vector with specific weight ω is3
LΛV
α = Λβ∂βV
α + Λz∂zV
α − V β∂βΛ
α + ∂zΛ
zV α
LΛV
z = Λβ∂βV
z + Λz∂zV
z − V z∂zΛ
z + ∂αΛ
αV z.
(4.3)
The E-bracket is given by:
[U, V ]αE = U
M∂MV
α + 12∂zU
αV z + 12∂zU
zV α − (U ↔ V ),
[U, V ]zE = U
M∂MV
z + 12∂αU
zV α + 12∂αU
αV z − (U ↔ V ).
(4.4)
One can check that with these definitions, along with the section condition (4.1), the
gauge closure condition indeed holds. For the higher tensor object, a hint is to look at the
corresponding representation in 9D maximal supergravity, e.g. Table 2.4 of [41]. The next
tensor object in B(2ω) is a doublet, it is formally written as:
Bα,z ∈ B(2ω). (4.5)
The generalized Lie derivative on this object can be directly constructed by applying (4.3)
to a tensor with two indices. We write it down explicitly:
LΛB
α,z = ΛM∂MB
α,z −Bβ,z∂βΛ
α −Bα,z∂zΛ
z + ∂MΛ
MBα,z
= ΛM∂MB
α,z −Bβ,z∂βΛ
α +Bα,z∂βΛ
β.
(4.6)
The • operator on A1, A2 ∈ A is defined to be:
(A1 •A2)
α,z = Aα1A
z
2 +A
α
2A
z
1. (4.7)
The ∂̂ operator on B ∈ B(2ω) is defined to be
(∂̂B)α = ∂zB
α,z , (∂̂B)z = ∂αB
α,z. (4.8)
Since B is already written in two-index form it is unnecessary to introduce the isomorphism
IB . We can directly verify that ∂̂B is a trivial gauge parameter, using the section condition
(4.1):
L
∂̂B
Aα = ∂zB
β,z∂βA
α + ∂βB
β,z∂zA
α −Aβ∂β∂zB
α,z + ∂z∂βB
β,zAα
= 0
L
∂̂B
Az = ∂zB
β,z∂βA
z + ∂αB
α,z∂zA
z −Az∂z∂βB
β,z + ∂α∂zB
α,zAz
= 0.
(4.9)
The tensors in C(3ω) are singlets. We denote them by C [αβ]z. This notation is a bit
redundant, but it helps to simplify the pool of generalized Lie derivative rules. We do not
3
ω will be determined below, after (4.25)
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need to define any new rules apart from (4.3), which can be naturally extended to tensors
with multiple indices. The • operator on A ∈ A, B ∈ B is defined as:
(A •B)[αβ]z = (B • A)[αβ]z = 2A[αBβ]z. (4.10)
The ∂̂ operator on C ∈ C(3ω) is defined to be
(∂̂C)α,z = ∂βC
[βα]z. (4.11)
The next tensor set D(4ω) also represents singlets. The elements are denoted by
D[αβ]zz. The bullet operators on A ∈ A, B1, B2 ∈B, C ∈ C are:
(A • C)[αβ]zz = (C • A)[αβ]zz = AzC [αβ]z, (4.12)
(B1 •B2)
[αβ]zz = 2B
[α|z
1 B
|β]z
2 . (4.13)
The ∂̂ operator on D ∈ D(4ω) is
(∂̂D)[αβ]z = ∂zD
[αβ]zz. (4.14)
Note that although C(3ω) and D(4ω) are singlets, they do not transform as scalars
under LΛ. Applying the generalized Lie derivative (4.3) to tensors with multiple indices,
we obtain:
LΛC
[αβ]z = ΛM∂MC
[αβ]z + ∂zΛ
zC [αβ]z, (4.15)
LΛD
[αβ]zz = ΛM∂MD
[αβ]zz + ∂γΛ
γD[αβ]zz, (4.16)
which are not the rules for scalars. But if one solves the section condition explicitly, then
for the M-theory solution where ∂z = 0, C
[αβ]z is a scalar. For the IIB solution where
∂α = 0, D
[αβ]zz is a scalar.
The next tensor E ∈ E(5ω) is a doublet. It is denoted by Eγ[αβ]zz. The bullet operators
on A ∈ A, B ∈B, C ∈ C, D ∈ D are:
(A •D)γ[αβ]zz = (D • A)γ[αβ]zz = AγD[αβ]zz, (4.17)
(B • C)γ[αβ]zz = (C •B)γ[αβ]zz = Bγ,zC [αβ]z. (4.18)
The ∂̂ operator on E ∈ E(5ω) is
(∂̂E)[αβ]zz = ∂γE
γ[αβ]zz. (4.19)
Finally, F ∈ F(6ω) is in the same representation as A(ω), one can write its components
as
F z ≡ F [δγ][αβ]zz , F γ ≡ F zγ[αβ]zz. (4.20)
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The relevant rules of • operators and ∂̂ can be defined as:
(A • E)z = (E • A)z = A[δEγ][αβ]zz,
(A • E)γ = (E • A)γ = AzEγ[αβ]zz,
(B •D)γ = (D •B)γ = Bγ,zD[αβ]zz,
(B •D)z = (D •B)z = 0,
(C1 • C2)
z = C
[αβ]z
1 C
[γδ]z
2 ,
(C1 • C2)
γ = 0,
(∂̂F )γ[αβ]zz = ∂zF
zγ[αβ]zz = ∂zF
γ .
(4.21)
We can explicitly check that AzF z and A[αF β] are scalars with weight 1. To do this,
we first simplify the form of generalized Lie derivative acting on FM :
LΛF
z = ΛM∂MF
z − ∂τΛ
[δ|F τ |γ][αβ]zz − ∂τΛ
[γF δ]τ [αβ]zz − ∂τΛ
[α|F [δγ]τ |β]zz − ∂τΛ
[β|F [δγ]|α]τzz
+ 4∂zΛ
zF z + 2(∂τΛ
τF z − ∂zΛ
zF z)
= ΛM∂MF
z + 2∂zΛ
zF z.
(4.22)
Hence
LΛ(A
zF z) = AzLΛF
z + F zLΛA
z = AM∂M (A
zF z) + ∂MΛ
MAzF z. (4.23)
Similarly
LΛF
α = ΛM∂MF
α + Fα∂zΛ
z + 2Fα∂βΛ
β − F β∂βΛ
α, (4.24)
and then
LΛ(A
[αF β]) = A[αLΛF
β] + LΛA
[αF β] = ΛM∂M (A
[αF β]) + ∂MΛ
MA[αF β]. (4.25)
Similarly, it is not hard to check that C [αβ]zD[γδ]zz and B[α|,zE|β][γδ]zz are also scalars with
weight 1.
From this observation, we obtain that ω = 1/7 = 1/(d−2), which is consistent with the
general observation in section 2. The length of exceptional exact sequence is l = 6 = d− 3.
One can explicitly check that all the identities in section 2 hold. For example, we want
to prove the magic formula (2.24) for X = C ∈ C(3ω). We write out
LΛC
[αβ]z − (Λ • ∂̂C)[αβ]z = Λγ∂γC
[αβ]z − C [γβ]z∂γΛ
α − C [αγ]z∂γΛ
β + ∂zΛ
zC [αβ]z
+ ∂γΛ
γC [αβ]z − 2Λ[α∂γC
[γβ]]z
= ∂z(Λ
zC [αβ]z) = ∂̂(Λ • C)[αβ]z.
(4.26)
Another simple example is the identity (2.41), which is equivalent to
A
[α
1 A
(β]
2 A
z)
3 +A
[α
2 A
(β]
3 A
z)
1 +A
[α
3 A
(β]
1 A
z)
2 = A
([α
1 A
β]
2 A
z)
3 = 0. (4.27)
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M-theory solution IIB solution
∂̂B = 0→ B = ∂̂C? Yes No
∂̂C = 0→ C = ∂̂D? No Yes
∂̂D = 0→ D = ∂̂E? Yes No
∂̂E = 0→ E = ∂̂F? No Yes
Table 3. Validity of Poincare´ lemma in d = 9 EFT, here B ∈ B(2ω), C ∈ C(3ω), D ∈ D(4ω),
E ∈ E(5ω), F ∈ F(6ω), as usual.
Finally we make some comments on the Poincare´ lemma in d = 9 EFT. If for Bα ≡
Bα,z ∈ B(2ω), ∂̂B = 0, that is,
∂αB
α = ∂zB
α = 0, (4.28)
can we conclude locally Bα = ∂βC
[βα]z, where C [βα]z ∈ C(3ω)?
In the M-theory solution we already know ∂z = 0, then one simply applies the usual
Poincare´ lemma in two-dimensional space {Y 1, Y 2}. However, in the IIB solution ∂α = 0,
the logic breaks down, since apparently Bα can be a non-vanishing constant value, however,
∂̂C = ∂βC
[βα]z always vanishes, so the Poincare´ lemma does not follow.
Then we analyze if for C [αβ]z ∈ C(3ω), ∂̂C = 0, can we conclude that locally C = ∂̂D.
For the M-theory solution ∂z = 0, ∂̂D always vanishes, hence the Poincare´ lemma cannot
hold. But this works for the IIB solution, since ∂̂C always vanish and one can always
locally write C = ∂zD.
We summarize the validity of Poincare´ lemma in Table 3.
It is notable that only half of the Poincare´ lemmas work, in an alternating pattern.
The notion of Poincare´ lemma here is not directly related to the statement in usual
differential geometry, that the contractible manifold has trivial cohomology. To relate
these two version of Poincare´ lemma, one needs a Stokes’ theorem in this new differential
geometry. However, the naive replacement of the exterior derivative by ∂̂ does not work.
For this group SL(2,R)×R+ the length of exceptional chain complex is even greater than
the dimension of interior manifold. The notion of higher form cannot be interpreted in any
conventional way.
5 SL(3,R)×SL(2,R)
We review the generalized Cartan calculus in 8 dimensions[29] for completeness.
The group G =SL(3,R)×SL(2,R), and the vector and interior directions are in (3, 2)
representation, denoted by iα, where i = 1, 2, 3 and α = 1, 2 labels SL(3) and SL(2)
fundamental indices respectively. The length of exceptional chain complex is 5, and the
specific weight ω = 1/6.
The Z-tensor is
Ziα,jβkγ,lδ = ǫ
ijmǫklmǫ
αβǫγδ. (5.1)
The section condition is then
ǫijmǫαβ∂iα ⊗ ∂jβ = 0. (5.2)
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Tensor space rep. notation with index weight
A (3,2) Aiα 1/6
B (3¯,1) Bi 1/3
C (1,2) Cα 1/2
D (3,1) Di 2/3
E (3¯,2) Eiα 5/6
Table 4. The list of tensor objects in SL(3,R)×SL(2,R) EFT.
The 8+3D M-theory solution is given by the choice ∂11, ∂21, ∂31 6= 0, ∂12 = ∂22 = ∂32 = 0,
and the 8+2D IIB solution is given by ∂11, ∂12 6= 0, others= 0.
We list the tensor objects in Table 4, with their representation in SL(3)×SL(2) and
weights.
We list the generalized Lie derivatives on these tensors:
LΛA
iα = Λjβ∂jβA
iα −Ajβ∂jβΛ
iα + ǫijmǫklmǫ
αβǫγδ∂jβΛ
kγAlδ, (5.3)
LΛBi = Λ
jα∂jαBi + ∂iαΛ
jαBj , (5.4)
LΛC
α = Λiβ∂iβC
α − ǫαβǫγδ ∂iβΛ
iγ Cδ, (5.5)
LΛD
i = Λjγ∂jγD
i −Dj∂jγΛ
iγ + ∂jγΛ
jγ Di , (5.6)
LΛEiα = Λ
jβ∂jβEiα + Ejα∂iβΛ
jβ + Eiβ∂jαΛ
jβ. (5.7)
Then the operators • and ∂̂ are defined as:
(A1 •A2)m = ǫijmǫαβA
iα
1 A
jβ
2 , (5.8)
(A •B)α = BmA
mα, (5.9)
(A • C)m = ǫαβC
αAmβ , (5.10)
(A •D)mα = ǫmnkǫαβA
nβDk, (5.11)
(A • E) = AiαEiα, (5.12)
(B1 •B2)
m = ǫijmB1iB2j , (5.13)
(B • C)mα = ǫαβBmC
β, (5.14)
(B •D) = BmD
m, (5.15)
(C1 • C2) = ǫαβC
α
1 C
β
2 , (5.16)
(∂̂E)m = ǫmnkǫαβ∂nαEkβ, (5.17)
(∂̂D)α = ǫαβ∂mβD
m, (5.18)
(∂̂C)m = ∂mαC
α, (5.19)
(∂̂B)iα = ǫijkǫαβ∂jβBk. (5.20)
As usual, the tensor objects labelled by A,B,C,D,E are defined in tensor spaces A(ω),
B(2ω), C(3ω), D(4ω), E(5ω) respectively.
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M-theory solution IIB solution
∂̂B = 0→ B = ∂̂C? Yes No
∂̂C = 0→ C = ∂̂D? No Yes
∂̂D = 0→ D = ∂̂E? Yes No
Table 5. Validity of Poincare´ lemma in d = 8 EFT, here B ∈ B(2ω), C ∈ C(3ω), D ∈ D(4ω),
E ∈ E(5ω).
The isomorphism IB that transforms B
iα,jβ to Bm is
IB(B
iα,jβ)m = ǫijmǫαβB
iα,jβ,
I−1B (Bm)
iα,jβ =
1
4
ǫijmǫαβBm.
(5.21)
These projectors explicitly lead to (5.8) and (5.20).
Finally we list the validity of Poincare´ lemma (local exactness) in Table 5, in the same
manner as the d = 9 case.
6 SL(5,R)
Maximally supersymmetric gravity in 7 dimensions has G =SL(5,R) global symmetry.
The 1-form gauge field is in rank-2 antisymmetric tensor representation of SL(5), hence
the interior dimension of d = 7 EFT is 10[13]. We label them by mn, m,n = 1, . . . , 5
(m 6= n). For any vector V mn, V mn = −V nm always holds. The form of generalized
derivative which respects the gauge closure condition is given in [18][45][49]:
LΛV
mn = 12Λ
ij∂ijV
mn − 12V
ij∂ijΛ
mn + 18ǫ
mnijvǫpqrsv∂ijΛ
pqV rs
= 12(Λ
ij∂ijV
mn + 2∂ijΛ
imV nj + 2∂ijΛ
njV im + ∂ijΛ
ijV mn).
(6.1)
Notice that there is an overall 12 factor, because there are only 10 interior dimensions, and
each of them is counted twice in the summation.
The E-bracket easily follows:
[U, V ]mnE =
1
2U
ij∂ijV
mn + 116ǫ
mnijvǫpqrsv∂ijU
pqV rs − (U ↔ V ). (6.2)
The Z-tensor for d = 7 EFT is:
Zmn,ijpq,rs =
1
4ǫ
mnijvǫpqrsv, (6.3)
and the section condition is given by
ǫmnpqv∂mn ⊗ ∂pq = 0. (6.4)
The two inequivalent maximal solutions to this section condition are:
∂12, ∂13, ∂14, ∂15 6= 0, others = 0 (6.5)
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and
∂12, ∂13, ∂23 6= 0, others = 0. (6.6)
They corresponds to 7+4D M-theory solution and 7+3D IIB solution respectively[44].
The next tensor object is in (dual) vector representation of SL(5): Bv ∈ B(2ω). The
isomorphism from Bmn,pq to Bv is
(IBB
mn,pq)v =
1
4ǫmnpqvB
mn,pq
(I−1B Bv)
mn,pq = 16ǫ
mnpqvBv.
(6.7)
The • operator results in such a tensor and the ∂̂ acting on it are then defined as:
(A1 • A2)v =
1
4ǫmnpqvA
mn
1 A
pq
2 , (6.8)
(∂̂B)mn = 12ǫ
mnpqv∂pqBv. (6.9)
With these definitions, we can derive the rule of generalized Lie derivative acting on Bv ∈
B(2ω), using
LΛ(A1 • A2)v = (A1 • LΛA2)v + (1↔ 2)
= 18ǫmnpqvA
mn
1 (Λ
ij∂ijA
pq
2 − ∂ijΛ
pqAij2 +
1
4ǫ
pqijwǫrstuw∂ijΛ
rsAtu2 ) + (1↔ 2)
= 14Λ
ij∂ij(A1 • A2)v +
1
4∂vmΛ
rsAtu1 A
mn
2 ǫrstun + (1↔ 2)
(6.10)
Then using the antisymmetrization property:
∂v[mΛ
rsAtu1 A
mn
2 ǫrstun] = 0, (6.11)
one can rewrite (6.10) into
LΛ(A1 • A2)v =
1
2Λ
ij∂ij(A1 •A2)v +
1
4ǫmnrspA
mn
1 A
rs
2 ∂vqΛ
pq. (6.12)
Hence we arrive at:
(LΛB)v =
1
2Λ
pq∂pqBv +Bp∂vqΛ
pq. (6.13)
The next tensor object is vector Cv ∈ C(3ω). The relevant rules are:
(A •B)v = (B • A)v = AvwBw, (6.14)
(∂̂C)v = ∂wvC
w, (6.15)
(LΛC)
v = 12Λ
mn∂mnC
v − ∂mnΛ
mvCn + 12∂mnΛ
mnCv. (6.16)
Finally, for Dmn ∈ D(4ω), the relevant rules are:
(A • C)mn = (C •A)mn =
1
4ǫmnpqvA
pqCv, (6.17)
(B1 •B2)mn = B2[mB1n], (6.18)
(∂̂D)v = 12ǫ
vmnpq∂mnDpq, (6.19)
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M-theory solution IIB solution
∂̂B = 0→ B = ∂̂C? Yes No
∂̂C = 0→ C = ∂̂D? No Yes
Table 6. Validity of Poincare´ lemma in d = 7 EFT, here B ∈ B(2ω), C ∈ C(3ω), D ∈ D(4ω).
LΛDmn =
1
2(Λ
pq∂pqDmn +D
pq∂pqΛmn −
1
4ǫmnpqvǫ
rstuv∂rsΛ
pqDtu + ∂pqΛ
pqDmn). (6.20)
From the rules of generalized Lie derivative, it is clear that the scalars defined by index
contraction: AmnDmn and BvC
v are scalars with weight 1.
The length of exceptional chain complex is l = 4, and the weight ω = 1/5. The
additional identities listed at the end of section 2 hold only when the • operations give
tensor with weight smaller than 1.
The validity of Poincare´ lemmas is listed in Table 6.
7 SO(5,5)
For d = 6 EFT, the symmetry group G =SO(5, 5), and the interior dimensions are labelled
by the 16 components of SO(5, 5) Majorana-Weyl spinor: α, β, · · · = 1, . . . , 164. The form
of generalized Lie derivative (on vector of weight ω) is also given in [18][45][49]:
LΛV
α = Λβ∂βV
α − V β∂βΛ
α + 12γa
αβγaγδ∂βΛ
γV δ. (7.1)
Here γaαβ are 16× 16 chirally projected Gamma-matrices (off-diagonal components of 10D
32 × 32 Gamma-matrices), a = 1, . . . , 10. They are symmetric and obey relations:
γ
(a
αβγ
b),βγ = ηabδγα, (7.2)
γa(αβγa,γ)δ = 0. (7.3)
ηab is the metric with (5,5) signature.
The Z-tensor in this case is:
Zαβγδ =
1
2γa
αβγaγδ, (7.4)
and the section condition is:
γa
αβ∂α ⊗ ∂β = 0. (7.5)
The E-brackets are in the usual form:
[U, V ]αE = U
β∂βV
α + 14γa
αβγaγδ∂βU
γV δ − (U ↔ V ). (7.6)
The next tensor object is Ba ∈ B(2ω), which is in the vector representation of SO(5, 5).
The isomorphism from Bαβ to Ba is
(IBB
αβ)a =
1
2γa,αβB
αβ
(I−1B Ba)
αβ = 18γ
a,αβBa.
(7.7)
4Upon completion of this paper, the SO(5,5) EFT was constructed in[30], which has some overlap with
the discussions in this section
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The relevant formulas are:
(A1 •A2)
a = 12γ
a
αβA
α
1A
β
2 , (7.8)
(∂̂B)α = γa
αβ∂βB
a. (7.9)
Utilizing the Fierz identity (7.3), we can derive the form of generalized Lie derivative acting
on Ba:
LΛB
a = Λα∂αB
a + 12γ
a
αγγb
γβBb∂βΛ
α. (7.10)
The next one Cα ∈ C(3ω) lives in 16 representation. The relevant rules are:
(A •B)α = γ
a
αβBaA
β, (7.11)
(∂̂C)a = 12γ
a,αβ∂αCβ, (7.12)
LΛCα = Λ
β∂βCα + Cβ∂αΛ
β − 12γ
a
αβγa
γδ∂γΛ
βCδ + Cα∂βΛ
β. (7.13)
The length of exceptional chain complex is l = 3, and the specific weight ω = 1/4.
The magic formula (2.24) in d = 6 EFT only holds for X = B ∈ B(2ω):
(LΛB)
a − ∂̂(Λ •B)a − (Λ • ∂̂B)a = Λα∂αB
a + 12γ
a
αγγb
γβBb∂βΛ
α
− 12γ
a,αβ∂α(γ
b
βγBbA
γ)− 12γ
a
αβΛ
αγb
βγ∂γB
b.
(7.14)
Using the definition (7.2) and relabeling the indices, the above quantity vanishes explicitly.
Another valid identity is the (2.41), which actually means
γaαβγa,γδA
β
(1A
γ
2A
δ
3) = 0, (7.15)
and directly follows from the Fierz identity (7.3).
Now we discuss how to solve the section condition. Actually the mathematics used in
the current construction resembles the “pure spinor formalism”, which is a way to quantize
superstring in 10 dimensions[46]-[48]. In that context, if a spinor λα satisfies the condition:
λαγaαβλ
β = 0, (7.16)
then it is called “pure spinor”. One way to solve the equation is to decompose |λ〉 = λα
into GL(5) components:
|λ〉 = λ+|0〉+ λi′j′Γ
i′j′ |0〉+ λi
′
ǫi′j′k′l′m′Γ
m′l′k′j′ |0〉. (7.17)
Here i′, j′ · · · = 1, . . . , 5 labels GL(5) fundamental index. Γi
′
and Γi′ are linear combinations
of the original Γa matrices, so that the following relations hold:
{Γi′ ,Γ
j′} = δj
′
i′ , {Γi′ ,Γj′} = 0 , {Γ
i′ ,Γj
′
} = 0. (7.18)
Hence the Majorana-Weyl representation 16 of SO(5,5) is decomposed into 16 = 1+5¯+10.
Then the 5¯ component λi
′
can be written in terms of λ+ and λi′j′ , and the number of
independent components of spinor λα is 11.
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In [18], it was shown that one can pick a pure spinor λα, and impose the following
linear condition:
λα(γab)α
β∂β = 0. (7.19)
Then the section condition (7.5) can be solved, which finally gives the 6+5D M-theory
solution.
Here we use a different argument to generate the M-theory and IIB solutions, which
resembles the logic in [26][27]. First we consider the embedding of GL(5) in SO(5,5). The
branching rules of vector representation 10 and Majorana-Weyl representation 16 follows,
where the subscripts denote the GL(1) weight:
10→ 5+2 + 5¯−2
16→ 1−5 + 5¯+3 + 10−1
(7.20)
Accordingly, we can then decompose the index a = 1, . . . , 10 and α = 1, . . . , 16 into:
a→ {i}, {¯i}(i = 1, . . . , 5)
α→ {+} , {¯i} , {ij}(i, j = 1 . . . , 5)
(7.21)
Under this decomposition, the tensor γαβa is an GL(5) invariant tensor. This means that
the component of γαβa could be non-vanishing only if γ
αβ
a carry zero GL(1) weight. Hence
the non-vanishing components under the GL(5) decomposition are:
(γi)
+,j¯ , (γi)jk,lm , (γ
i¯)j¯,kl. (7.22)
Then all the (γa)
i¯,j¯ components vanish, which implies that choosing the i¯ directions solves
the section constraint (7.5).
For type IIB solution, we consider the embedding of SL(2)×GL(4) in SO(5,5). The
relevant branching rules are:
10→ (2,1)+1 + (2,1)−1 + (1,6)0
16→ (1,4)+1 + (1,4)−1 + (2, 4¯)0
(7.23)
Accordingly, we can decompose the index a = 1, . . . , 10 and α = 1, . . . , 16 into:
a→ {α′}, {α¯′}, {ij} (α′ = 1, 2 ; i, j = 1, . . . , 4)
α→ {i}, {i′}, {¯iα′} (α′ = 1, 2 ; i, i′, i¯ = 1 . . . , 4)
(7.24)
By the same arguments above, the non-vanishing components of the Gamma matrices are:
(γα′)
i′,
j¯β′ , (γα¯′)
i,
j¯β′ , (γij)
k,l′ , (γij)k¯α′,l¯β′ . (7.25)
This indicates that all the (γa)
i,j and (γa)
i′,j′ components vanish. Hence one can either
choose i or i′ to be the 4 interior directions giving the 6+4D IIB solution. These two
choices are equivalent.
– 24 –
8 Other groups and representations
First we recollect the other existing symmetry groups in the literature.
For d = 5 EFT with group G = E6(6)[26], the vector A
M is in the fundamental 27
representation. The length of exceptional chain complex is 2, and the other tensor object
is BM ∈ B(2ω), in the contragredient representation 27. The invariant tensors of E6(6)
includes rank-3 symmetric tensor dMNK and dMNK . They are normalized by the following
identity
dMKLdNKL = δ
M
N . (8.1)
The Z-tensor is
ZMNKL = 10dKLP d
MNP , (8.2)
and the section condition is
dMNK∂M ⊗ ∂N = 0. (8.3)
The identities involving AM ∈ A(ω) and BM ∈ B(2ω) are:
LΛA
M = ΛN∂NA
M −AN∂NΛ
M + 10dNLP d
MKP∂KΛ
NAL, (8.4)
LΛBM = Λ
N∂NBM +BN∂MΛ
N − 10dMLP d
NKP∂KΛ
LAN , (8.5)
(A1 • A2)M = dMNKA
N
1 A
K
2 , (8.6)
(∂̂B)M = dMNK∂NBK . (8.7)
In this case none of the magic formulas in (2.24) holds, so the generalized Cartan calculus
is not very interesting.
For the case of d < 5, when G = E7(7) or E8(8), the expected length of exceptional
exact sequence is l = d − 3 < 2. Fewer nice properties hold in these cases, hence we do
not look into these cases. Nevertheless for the cases of G = E6(6), E7(7) or E8(8), because
the exterior dimension is low, the higher-form fields (3-form gauge field or higher) do not
appear in the construction of EFT. The generalized Cartan calculus is not relevant for
these cases.
Another well-known example is the double field theory in Kaluza-Klein formalism[24].
In that case the group is SO(D,D), with AM always in the vector representation (note
this is different from SO(5,5) EFT, where the 1-form gauge field is in Majorana-Weyl
representation). The invariant tensor of SO(D,D) are rank-2 symmetric tensor ηMN ,
ηMN , with relation
ηMKηKN = δ
M
N . (8.8)
The Z-tensor for double field theory is
ZMNPQ = η
MNηPQ, (8.9)
and the section condition is the usual “strong constraint” in double field theory:
ηMN∂M ⊗ ∂N = 0. (8.10)
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One can make a scalar using two vectors: AMAM = ηMNA
MAN , and there are no other
tensor objects in the theory. Hence this case is also trivial.
Apart from these trivial cases, one may wonder if there could be more possibilities.
What happens when one just picks a group G and some representation, and tries to con-
struct a generalized Cartan calculus?
One possibility is to generalize the SL(3)×SL(2) theory to group SL(M)×SL(N), (M ≥
N). The vector is in (M,N) representation, and we label the SL(M) and SL(N) indices
by i, j . . . and i¯, j¯, . . . respectively. The Z-tensor for these theory are all in the same form,
and it is not necessary to check the closure condition:
Z i¯i,jj¯kk¯,ll¯ = 4δ
[i
k δ
j]
l δ
[¯i
k¯
δ
j¯]
l¯
. (8.11)
The section condition is:
∂[i[¯i ⊗ ∂j]j¯] = 0. (8.12)
Apparently the two maximal solutions correspond to ∂i1 6= 0(1 ≤ i ≤M) and ∂1j 6= 0(1 ≤
j ≤ N).
The other tensors can be written as contractions of multi-index tensors Xi1 i¯1,i2i¯2,...in i¯n
with invariant tensors ǫi1i2...iM and ǫ¯i1 i¯2...¯iN . When the least common multiple of M and
N divides n, this tensor is a scalar (also a singlet). One can explicitly compute its weight5,
which is
nω =
n(MN −M −N)
MN
. (8.13)
To get a scalar with weight 1, the only possible triplets (M,N,n) are:
(M,N,n) = (3, 2, 6) , (3, 3, 3) , (4, 2, 4). (8.14)
Hence we conclude that the only possible EFTs of this particular type carry group
SL(3)×SL(2) or SL(3)×SL(3) or SL(4)×SL(2). From the computation of weight, one can
obtain the dimension of these theories. SL(3)×SL(2) is the usual d = 8 EFT, in 8+6D, and
the two solutions to the section condtion give 8+3D and 8+2D theories. The SL(3)×SL(3)
EFT lives in 5+9D, and the two solutions both result in 5+3D theories. The SL(4)×SL(2)
EFT lives in 6+8D, and the two solutions give 6+4D and 6+2D theories.
Actually SL(3)×SL(3) and SL(4)×SL(2) are the subalgebra of E6 and SO(10) respec-
tively. Hence they may be treated as some truncated version of d = 5 and d = 6 EFT.
Another possible extension is to consider group G =SL(M), and the vector fields
are in the rank-2 anti-symmetric tensor representation(similar construction is discussed in
[52][53]). The interior directions are labelled by mn, and there are in total M(M − 1)/2 of
them. The form of Z-tensor and section condition are similar to the SL(5) case:
Zij,klpq,rs =
1
4
1
(M−4)! ǫ
ijklm1...mM−4ǫpqrsm1...mM−4 , (8.15)
5There is an alternative way to compute this weight, which is to write the Z-tensor in terms of projectors:
Z
i¯i,jj¯
kk¯,ll¯ = δ
i
kδ
j
l δ
i¯
k¯
δ
j¯
l¯
− (NP(M2−1),1 + MP1,(N2−1))
i¯i
ll¯
jj¯
kk¯ +
MN−M−N
MN
δ
i
lδ
j
kδ
i¯
l¯
δ
j¯
k¯
, and then read off ω =
MN−M−N
MN
. This is consistent with the method which computes the transformation rule of a multiple-index
tensor.
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ǫijklm1...mM−4∂ij ⊗ ∂kl = 0. (8.16)
The other tensor objects are obtained by contracting multi-index tensors with ǫi1i2...iM .
The singlet in this theory is given by
ǫi1i2...iM ǫj1j2...jMX
i1j1,i2j2,...,iM jM . (8.17)
Its weight turns out to be always 1, so that any value of M is acceptable. The theory lives
in M +2 exterior dimensions and M(M − 1)/2 interior dimensions. The distinct solutions
to section condition are
∂12, ∂13, . . . , ∂1M 6= 0 (8.18)
and
∂12, ∂13, ∂23 6= 0. (8.19)
Hence the theory after solving section condition is in 2M + 1 or M + 5 dimensions.
The physical meaning of these new possiblities is not clear. It is also unknown whether
full EFTs with these groups exist. If they do exist, then it is also not clear whether these
theories admit supersymmetric extensions. Also, we do not give a systematic classfication
of all the allowed groups and representations. We leave these questions to future research.
9 Conclusion
In this paper we explicitly constructed the generalized Cartan calculus for d = 9, d = 7 and
d = 6 EFT. The nice properties guarantee that in d = 7 and d = 6 EFT, one can construct
a gauge covariant 4-form field strength and a 3-form field strength respectively. In d = 9
EFT, one can at least construct a gauge covariant 5-form field strength, which should is
useful for constructing the EFT action. With the tensor hierarchy, one is able to construct
the action following the logic in [26][29]. Demanding that the action is invariant under both
interior gauge transformations (δΛ , δΞ etc.) and exterior diffeomorphisms will fix the form
of each term and their relative coefficient in the action. In even dimensions (d = 4, 6, 8),
one should impose some duality conditions on field strengths, which is reminiscent of the
self-duality condition in IIB supergravity, hence the action is a pseudo-action. One should
also be able to write down the supersymmetric extension of these EFTs, following the
procedure in [31][32].
Also, if one explicitly writes out all the indices for a specific dimension, say d = 6, then
the relevant formulas of the tensor hierarchy in Section 3 resemble the corresponding ones
in gauged supergravity[50]. One can use a generalized Scherk-Schwarz ansatz in the duality
manifest theory to reproduce gauged supergravity[54], and the formalism developed here
may help to simplify some computations in gauged supergravity context.
We also found here that the group used in generalized Cartan calculus is not restricted
to the exceptional series. It would be interesting if a full theory with exterior diffeomor-
phism invariance could be constructed. For example, it may be also possible to incorporate
other theories into this framework, for example, half-maximal gauged supergravity.
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