ABSTRACT Objective: To mitigate damage from falls, it is essential to provide medical attention expeditiously. Many previous studies have focused on detecting falls and have shown that falls can be accurately detected at least in a laboratory setting. However, a very few studies have classified the different types of falls. To this end, in this paper, a novel energy-efficient algorithm that can discriminate the five most common fall types was developed for wearable systems. Methods: A wearable system with an inertial measurement unit sensor was first developed. Then, our novel algorithm, temporal signal angle measurement (TSAM), was used to classify the different types of falls at various sampling frequencies, and the results were compared with those from three different machine learning algorithms. Results: The overall performance of the TSAM and that of the machine learning algorithms were similar. However, the TSAM outperformed the machine learning algorithms at frequencies in the range of 10-20 Hz. As the sampling frequency dropped from 200 to 10Hz, the accuracy of the TSAM ranged from 93.3% to 91.8%. The sensitivity and specificity ranges from 93.3% to 91.8%, and 98.3% to 97.9%, respectively for the same frequency range. Conclusion: Our algorithm can be utilized with energy-efficient wearable devices at low sampling frequencies to classify different types of falls. Significance: Our system can expedite medical assistance in emergency situations caused by falls by providing the necessary information to medical doctors or clinicians.
I. INTRODUCTION
Falls constitute a major problem owing to aging populations worldwide. It is known that one-third of the elderly population aged 65 or above experience falls at least once per year [1] . Additionally, falls are a crucial issue with people who are in specialized professions such as firefighters or construction workers [2] , [3] . For these groups of people, falls could lead to serious injuries, such as bone fractures or head traumas or secondary damage. To reduce damage, it is important to detect and rescue these people in a timely manner as individuals left unattended after a fall are exposed
The associate editor coordinating the review of this manuscript and approving it for publication was Gang Mei.
to high risks. Thus, it is important to develop a system capable of automatically detecting falls.
Previous studies have developed a variety of fall detection systems based on optical sensors [4] - [12] , accelerometers [13] - [18] , and inertial measurement units (IMUs) [2] , [19] - [21] . Fall detection based on optical sensors, including traditional cameras and depth image sensors, is the most commonly used technique at present. In this fall detection technique, humans are distinguished from the images acquired by the optical sensor, and a classification algorithm is then applied to detect the fall. Yu et al. developed a fall detection system using a traditional camera [9] . They extracted ellipses and shape-structure features from the image captured and applied an one-class support vector machine to classify the fall. Rougier et al. also used images captured using a camera to detect falls [6] . Their method utilizes shape analysis to calculate the deformation of the silhouettes, and a Gaussian mixture model to detect the fall. A frequently used depth image sensor to detect falls is Microsoft Kinect. Stone et al. characterized the in-depth image of an individual's vertical state captured using Kinect and classified the fall based on an ensemble of the decision tree [7] . Mastorakis et al. also used data collected using Kinect to detect falls [22] . However, even though fall detection systems based on optical sensors provide accurate results, they have a limited and fixed range of detection. Additionally, there are privacy concerns when using such visual methods.
A wearable sensor based on accelerometers or IMU sensors does not have any privacy issues and also is not limited to a fixed environment. Wearable sensors use a single sensor or multiple sensors to collect acceleration and angular velocity data. Appropriate features are selected from these data, and the fall is classified using a specific algorithm. Bourke et al. used a triaxial accelerometer attached to a designed vest worn under clothing. They first detected the impact of the fall and concluded that a fall had occurred if the individual was lying down after the impact. Lai et al. [14] used a total of six triaxial accelerometers, respectively at the neck, hands, waist, and feet, to detect the fall and the injured areas. To improve the accuracy of fall detection, accelerometers with a gyroscope or a magnetometer are also utilized. Mao et al. developed a portable monitoring system using a cell phone and a triaxial accelerometer with a triaxial gyroscope and triaxial magnetometer [19] . In their system, once the fall was detected, the system would automatically connect to an emergency contact. Nari et al. used a triaxial accelerometer with a triaxial gyroscope and detected falls based on the threshold method [20] . Yang et al. have identified the fall hazard using a wearable IMU attached to the individual's ankle with gait abnormality score to identify the risk of fall [23] .
Threshold algorithms and machine learning techniques are commonly used to detect falls with the collected data. In this method, a specific threshold value is set for acceleration and angular velocity. The algorithm then determines that a fall had occurred when the data collected from the sensor exceed the threshold. In machine learning methods, relevant features are extracted from the data collected as a first step. The features are then used as inputs for the machine learning algorithms. Although many threshold methods are efficient and popular algorithms, it is difficult to set threshold values, particularly for different fall types [24] . Aziz et al. [25] compared several established threshold methods with five different machine learning algorithms (logistic regression, decision tree, naïve Bayes, K-nearest neighbor, and support vector machine (SVM)). They reported that machine learning techniques showed better overall performance than threshold methods. However, machine learning techniques may not be suitable for energy-efficient wearable fall detection systems as such systems typically require high-performance computer processing units for fall detection in real time [26] .
An energy-efficient fall detection algorithm with high accuracy is still to be developed for such wearable systems.
Recently, camera-based fall detection methods have been applied to classify the different types of falls as delivering information on the fall type to medical doctors or clinicians can expedite medical assistance [27] . These previous studies have shown that falls can be reliably and accurately detected using camera-based systems. However, few studies have focused on classifying the different types of falls with a wearable system. Aziz et al. [15] classified the different types of falls using single and multiple triaxial accelerometers with linear discriminant analysis. However, the overall performance in terms of classification was low even with multiple sensors.
In this study, we developed an energy-efficient temporal vector angle method to classify different types of falls with a wearable fall detection system that includes a lowperformance microcontroller. Dony and Wesolkowski [28] showed that the RGB vector angle from an image can be used for edge detection instead of the Euclidean-distance-based method. We applied this method to temporal signals collected from the IMU sensor in our algorithm called the temporal signal angle measurement (TSAM) algorithm. This study was conducted with following objectives: 1) to discriminate the five most common types of fall using TSAM with a single wearable device, 2) to validate the algorithm at a lower sampling frequency to make our system more suitable for an energy-efficient fall detection wearable system, and 3) to compare the performance of TSAM with that of machine learning algorithms in classifying the types of fall.
II. MATERIALS AND METHODS

A. PARTICIPANTS
A total of seven volunteers were recruited for this study. The present study protocol was reviewed and approved by the Institutional Review Board of Seoul National University Hospital (IRB No. 1504-056-664). Written informed consent was submitted by all the volunteers. The body mass and height of each volunteer were measured using a body composition analyzer (InBody 520; InBody, Seoul, South Korea). The body mass was measured to the nearest 0.1 kg, and height was measured to the nearest 0.1 cm.
B. DATA COLLECTION
A wearable sensor was developed with a microcontroller (ATmega 168; Atmel, California, USA) and an IMU (MPU-6000; InvenSense, California, USA). MPU-6000 provided the triaxial acceleration and triaxial angular velocity. An image of the developed sensor is shown in Fig.1(A) . The device was worn on the left chest of the subjects as shown in Fig.1(B) , where the x-axis of acceleration is toward the superior direction, y-axis is toward the lateral direction, and z-axis is toward the posterior direction. Fig.1(C) represents the block diagram of the system. The width, height and weight of the system were 3.5cm, 2.5cm and 4.83g respectively. The 3.7 V with 470 mAh battery was used. The sampling frequency was set at 200Hz. The fall experiment was designed based on the five most common types of falls with respect to elderly adults in daily life; namely, incorrect weight shifting, trip or stumble, hit or bump, loss of support, and collapse [29] . Robinovitch et al. [29] have reported these fall types by observing 227 falls from 130 individuals at the long-term care facilities. The participants from this study watched the supplementary video of the previous studied for few times. After watching the video, the participants practiced each fall type for several times to get familiar with the protocol. Each fall type was performed nine times for each subject with three different falling speeds, fast, medium, and slow, for each type of fall.
C. TEMPORAL SIGNAL ANGLE MEASUREMENTS
The TSAM algorithm classifies measured signals into different types of falls by vectorizing temporal signals, both test and reference signals, and calculating the angle between the two different vectors. The calculated angle is referred to as an error, and the class with the smallest error between the test and reference signal is regarded as the answer. Before calculating the angle between the test and predefined reference signals, the test and reference signals were aligned using the following equations. After finding the time points that show the maximum changes in the test and reference signals using (1), the difference between the time points is calculated to obtain the shift index using (2) .
where f is the test signal, r is the reference signal, j indicates the different types of signals collected from the IMU sensor (i.e. x-axis acceleration), i is the n th reference signal, and k represents the different fall types.
where S is the shift index used to align the test and the reference signals. With the shift index and rectangular window, the test and reference signals are shifted and segmented to align the signals using (3).
where f j is shifted the test signal, and r k ij is the shifted reference signal.
Following signal alignments, the test and the references signal were vectorized using (4).
and
The angles between the vectorized test signals and reference signals are then calculated using (5) .
where θ is the absolute value of the angle between the test and reference signals.
The total error for each fall type is then obtained using (6), followed by fall classification using (7) .
where E is the error for a specific fall type. The fall type is determined by finding the fall type with the smallest error using (7).
where y is the final classified fall type. The block diagram and visualized process of the algorithm is shown in Fig 2 . 
D. SIGNAL PROCESSING AND STATISTICAL ANALYSIS
All data analyses and classification were performed using MATLAB 2017a (MathWorks, Massachusetts). For the machine-learning-based classification, a total of 12 features were extracted from the data collected from the IMU sensor. Five features were obtained from the angular velocity, whereas two features were obtained from the acceleration data. The representative data of the angular velocity and acceleration are shown in Fig.3 . Ten features were selected from the x-and y-axes of the angular velocity representing the differences between the first and last, first and maximum, first and minimum, last and maximum, and last and minimum values of the angular velocity. The feature selected from the acceleration data was decided based on the order of the last value of the acceleration on the x-, y-and z-axes. If the acceleration along the x-axis had the highest value followed by the y and z axes, the value of the feature was 1. The last feature was decided based on the order of the minimum value of the acceleration along the x-, y-, and z-axes. For example, if the x-axis had the smallest minimum value, the value of the feature was ''1''. The detailed definition of the two features is given in (8) and (9) . After selecting the features, they were validated with the one-way analysis of variance (ANOVA) and t-test with the Bonferroni correction. The significance level of the p-value was 0.01 for the one-way ANOVA test and 0.005 for the t-test.
To classify the different types of falls, TSAM and three different machine learning algorithms, SVM, K-nearest neighbors (KNN), and random forest were used in this study, and their performance were compared. The three machine learning algorithms were selected because have been widely used and validated in various field [30] - [32] . A 10-fold cross-validation method was used to validate the model. For the machine learning algorithms, each class was randomly divided into 10 different subsamples: nine subsamples were used to train the model, and the remaining subsample was used for the validation. This process was repeated ten times, excluding a different subsample on each occasion. On the other hand, for the TSAM algorithm, each of the nine subsamples was used as the reference signal, and the remaining subsample was used as the test signal. The errors between the test signal and each reference signal were calculated using (1)-(7). The mean value of the errors for each type of fall was then compared, and the fall type with the least error was determined as the fall type for the test signal. This process was repeated ten times for all test signals, excluding a different subsample each time. The cross-validated result was examined by comparing the accuracy, sensitivity, and specificity. The accuracy represents the proportion of true results, sensitivity represents the proportion of true positives from predicted positives, and specificity represents the proportion of true negatives from predicted negatives. The parameters were calculated using the (10), (11) and (12) , as shown at the bottom of this page.
After classifying the different types of fall, the original data collected from the IMU sensor were downsampled into 100, 66.7, 50, 40, 30.3, 20, and 10 Hz signals. The alignment between the test and reference signals was performed using TSAM through the aforementioned process. Additionally, the features were extracted from the downsampled data for machine learning algorithms. The TSAM, SVM, KNN, and random forest methods were applied to classify the different types of falls, and their performances were compared.
III. RESULTS
All participants were male, and the mean age was 27.9 years. The mean weight was 74.5 kg, and the mean height was 174.7 cm. The mean and standard deviation of all the features are given in Table 1 . The result of the one-way ANOVA test showed that all independent variables were significantly different among groups (p < 0.01). The result of the t-test with Bonferroni correction is given in Table 1 . Where the features are significantly different (p < 0.005) between the fall types, it is also indicated in the table with a superscript. Among the 60 features for all five different types of falls, 26 features significantly differed for all four different fall types. In contrast, 16 features differed for three other fall types. Moreover, two features differed for two different fall types, and two features differed for one different fall type.
The confusion matrixes of all three machine learning algorithms and that for the TSAM algorithm are shown in Fig. 4 . Fig. 5 shows the accuracy, sensitivity, and specificity of the cross-validated result of all four models at all frequencies ranging from 10 to 200 Hz. The accuracy for SVM ranged from 88.6% to 93.0%, whereas the accuracy for KNN ranged from 89.8% to 92.4%, and that for the random forest ranged from 90.5% to 92.8%. The accuracy for TSAM ranged from 91.8% to 93.3%. The sensitivity ranges for SVM, KNN, random forest, and TSAM were 88.6% to 93.7%, 85.7% to 92.4%, 90.5% to 92.7%, and 91.8% to 93.3%, respectively. The specificity for SVM ranged from 96.3% to 98.3%. The specificity for KNN ranged from 97.0% to 98.1%, and that for the random forest ranged from 97.6% to 98.2%. In contrast, the specificity for TSAM ranged from 97.9% to 98.3%.
IV. DISCUSSION
In this study, the five most common types of fall were successfully classified using a single wearable device with the TSAM and machine learning algorithms. Most of the previous studies focused solely on the detection of falls. Li et al. [2] developed a fall detection system using two accelerometers with a gyroscope located at the chest and right thigh to detect falls. Karantonis et al. [33] also detected falls using a triaxial accelerometer. In contrast, we classified the five most common fall types reported in previous studies [26] . Moreover, the algorithms were validated while downsampling the signals and still have shown an excellent performance. It has been reported that lower sampling frequency allows to scale down CPU speed, thus, reducing the power consumption [34] . As shown in Table 2 , our study has performed at lowest sampling frequency among studies that used accelerometers or IMU sensors. All the classification models, in terms of accuracy, sensitivity, and specificity, showed excellent performance in discriminating the types of fall. Ghasemzadeh et al. [26] reported the five most common types of fall associated with the elderly through an observational study between April 2007 through June 2010. However, as summarized in Table 2 , there are only a few studies related to the discrimination of common fall types. Aziz et al. compared the classification results of seven different fall types using a single to four accelerometers. They concluded that the combination of three sensors at the left ankle + right ankle + sternum provided the best performance [15] . However, it may be uncomfortable to wear multiple sensors at different parts of the body. We used only one sensor device in this study for classifying the types of fall. Also, their sensitivity was 83% and specificity was 89%, whereas our sensitivity and specificity were 93 and 98%.
Accuracy
In this study, we placed the sensor on the left side of the chest of the individuals instead of using a wrist-type device or a smart watch. The sensor position resulted in an improvement in the accuracy of the classification as the center of the body is located close to the chest. Additionally, the signal collected from the wrist varies widely depending on the type of fall and orientation of the arm [35] . Kangas et al. [13] compared different fall detection algorithms with acceleration signals acquired from the waist, head, and wrist. They concluded that the wrist is not an appropriate site for fall 31326 VOLUME 7, 2019 detection. Even though it might be possible to detect falls from the wrist, such as using the Apple Watch Series 4, we believe that the wrist may not be suitable for wearing devices used for detection of different fall types owing to its high dependency on the orientation of the arm.
There are limitations in this study. First of all, the number of subjects participated in the study was relatively small. Also, all experiments were performed in the laboratory setting. To further validate our algorithm, it needs to be tested with real fall data obtained from elderly with the larger sample number.
V. CONCLUSION
In summary, we successfully classified the most common fall types based on machine learning and TSAM algorithms. The four algorithms showed equivalent performances between 200 to 30.3 Hz. However, TSAM outperformed the machine learning algorithms between 20 to 10 Hz. All algorithms also showed satisfactory results even when they were downsampled to lower sampling frequencies. Thus, these results have demonstrated that our methodology could be applied to the energy-efficient wearable device with a low sampling frequency to classify different types of fall. We believe that VOLUME 7, 2019 our system could expedite medical assistance in emergency situations caused by falls by providing the necessary information to medical doctors or clinicians. For future study, it would be appropriate to validate the algorithm with actual fall data in real-time from elderly subjects. Also, the system could be improved by implementing the algorithm in the device and give an emergency alarm when it detects the fall in real-time. The temperature drift of a MEMS gyroscope may become a potential error source for long-term monitoring of elderly falls. Calibration for temperature drift errors may be needed for the long-term monitoring. The related work here remains as future studies.
