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We examine statics and dynamics of phase-separated states of dilute binary mixtures using density
functional theory. In our systems, the difference in the solvation chemical potential ∆µs between
liquid and gas is considerably larger than the thermal energy kBT for each solute particle and the
attractive interaction among the solute particles is weaker than that among the solvent particles. In
these conditions, the saturated vapor pressure increases by an amount equal to the solute density in
liquid multiplied by the large factor kBT exp(∆µs/kBT ). As a result, phase separation is induced at
low solute densities in liquid and the new phase remains in gaseous states, while the liquid pressure
is outside the coexistence curve of the solvent. This explains the widely observed formation of stable
nanobubbles in ambient water with a dissolved gas. We calculate the density and stress profiles across
planar and spherical interfaces, where the surface tension decreases with increasing the interfacial
solute adsorption. We realize stable solute-rich bubbles with radius about 30 nm, which minimize
the free energy functional. We then study dynamics around such a bubble after a decompression of
the surrounding liquid, where the bubble undergoes a damped oscillation. In addition, we present
some exact and approximate expressions for the surface tension and the interfacial stress tensor.
I. INTRODUCTION
Much attention has been paid to complex interactions
among dissolved particles and solvent molecules [1–3]. In
liquid water, hydrophobic particles deform the surround-
ing hydrogen bond structure[4–6], resulting in a solva-
tion chemical potential µs much larger than the thermal
energy kBT (per particle). As a result, they tend to ag-
gregate in liquid water at ambient conditions (room tem-
perature and 1 atm pressure). In simulations of a hard-
sphere particle with radius a in ambient water, µs is of
order 4πa2σ for a > 1 nm, where σ is the gas-liquid sur-
face tension [4–6]. Such large particles are thus strongly
hydrophobic (µs ∼ 180kBT for a ∼ 1 nm). Another no-
table example is the solvent-mediated interaction among
colloidal particles in near-critical mixture solvents [7–14],
where one fluid component is preferentially adsorbed on
the colloidal surfaces, largely deforming the surrounding
critical fluctuations and often leading to local phase sep-
aration (bridging).
Recently, we have presented a theory on the forma-
tion of small bubbles in ambient water containing a small
amount of a dissolved gas [15]. As a typical example,
O2 is mildly hydrophobic with µs = 3.44kBT in liquid
water at T = 300 K. As a unique feature of ambient
liquid water, it has pressures only slightly higher than
the saturated vapor pressure or is immediately outside
the coexistence curve (CX) in the phase diagram. More-
over, the van der Waals interaction among O2 molecules
is relatively weak as compared to the hydrogen bond in-
teraction. In fact, the critical temperature of water is
considerably higher than that of O2 (647.3 K for water
and 154.6 K for O2). In this situation, O2 molecules tend
to be expelled from liquid water in the form of oxygen-
rich bubbles (or films) above a very low threshold con-
centration outside CX. In many experiments, small bub-
bles, often called nanobubbles, have been observed in the
bulk and on hydrophobic walls in ambient water [16, 17].
Their radius is typically of order 10− 100 nm and their
life time is very long. In our theory[15], they are thermo-
dynamically stable, minimizing the free energy including
the surface tension. As a similar phenomenon, long-lived
heterogeneities have been observed in one-phase states of
aqueous mixtures with addition of a small amount of a
salt or a hydrophobic solute[18–20]. These phenomena
emerge as examples of selective solvation effects[18].
In this paper, we investigate two-phase states of di-
lute binary mixtures at T = 300 K using the density
functional theory (DFT) [3, 21–24] on the basis of the
Carnahan-Starling model for binary mixtures [25, 26].
As in the case of O2 in water, we determine the model
parameters in Ref.[26] such that µs is 3.44kBT in liquid
and the solute-solute attractive interaction is weaker than
that among the solvent particles. In these conditions, we
consider gas-liquid coexistence separated by planar and
spherical interfaces, where we calculate the density and
stress profiles and the solute-induced deviations of ther-
modynamic quantities. For our parameter values, there
also arises a significant interfacial adsorption of the so-
lute, which leads to a reduction of the surface tension σ
in accord with the Gibbs law [27]. We are interested in
stable solute-induced bubbles minimizing the free energy
functional of DFT. The radius of a stable bubble Rm is
larger than the critical radius of nucleation Rc[28–31],
but remains to be vey small.
Within the scheme of DFT, some attempts have been
made to describe dynamics of colloidal particles in solvent
without [32, 33] and with [24, 34–36] the hydrodynamic
interaction. We also mention dynamic van der Waals
theory with gradient entropy and energy [37], which is a
generalization of the original van der Waals theory[38].
Using this scheme, Teshigawara and one of the present
authors (A.O.) numerically studied evaporation and con-
densation in inhomogeneous temperature[39–41]. In their
2simulations, Tanaka and Araki treated colloidal particles
as highly viscous droplets with diffuse interfaces [11].
Their method has been used to study hydrodynamics
and phase separation around colloidal particles [11–14].
In this paper, we present dynamic equations for binary
mixtures composed of small particles, where DFT and
hydrodynamics are incorporated on acoustic and diffu-
sive timescales. As an application, we study dynamics
around a bubble after a decompression of the surround-
ing liquid.
Bubble dynamics is very complicated, where hydro-
dynamics and gas-liquid phase transition are insepara-
bly coupled [42–45]. On short timescales, the pressure
balance does not hold at the interface and the bubble
motions become oscillatory accompanied by acoustic dis-
turbances. In particular, they have been studied exten-
sively under applied acoustic field. On long timescales,
the bubble growth is governed by the thermal diffusion
in one-component fluids [30, 31] and by the slower solute
diffusion in mixtures [15, 43]. In this paper, we aim to
study these characteristic features.
This paper is organized as follows. In Sec.II, we will
present the background of DFT related to our problem.
In Sec.III, we will examine two-phase states of dilute bi-
nary mixtures including a considerably large solvation
chemical potential in DFT. In Sec.IV, dynamics around
a bubble will be studied numerically. In Appendix B, we
will present some relations for the interfacial stress tensor
in the exact statistical theory.
II. THEORETICAL BACKGROUND
A. Free energy functional
We treat a neutral binary mixture in DFT [21–24],
where the first species is a solvent and the second one is
a dilute solute. The number densities n1(r) and n2(r)
are coarse-grained smooth functions of space. There are
no Coulombic and dipolar interactions. Hereafter, the
temperature T is assumed to be a homogeneous constant
(= 300 K) and the Boltzmann constant is set equal to 1.
In DFT, the Helmholtz free energy functional consists
of two parts as F = Fh+Fa. The first part is of the local
form Fh =
∫
drf(n1, n2) with the free energy density,
f = T
∑
i
ni[ln(niλ
3
i )− 1] + fh(n1, n2) +
∑
i
niUi, (1)
where λi(∝ T
−1/2) is the thermal de Broglie length and
the space integral is within the cell. The fh(n1, n2) arises
from the short-ranged repulsive interaction and is taken
to assume the binary Carnahan-Starling form[26]. See
Appendix A for its details. The Ui(r) is the externally
applied potential such as the wall or gravitational po-
tential. The second part Fa arises from the attractive
interaction and is of the form,
Fa =
1
2
∫
dr1
∫
dr2
∑
i,j
φij(r12)ni(r1)nj(r2). (2)
Here, φij(r12) is an effective potential, which is negative
and continuously depends on the distance r12 = |r1−r2|.
Its space integral should be finite, so we introduce
wij = −4π
∫ ∞
0
drr2φij(r). (3)
We define the chemical potentials of the two species
as the functional derivatives µi(r) = δF/δni(r). For the
present model they are expressed as
µi = T ln(niλ
3
i ) + µhi + µai + Ui, (4)
where µhi = ∂fh/∂ni is the repulsive part and µai is the
attractive part expressed in the convolution form as
µai =
∫
dr1
∑
j
φij(r1)nj(r − r1). (5)
For homogeneous nj we have µai = −
∑
j wijnj .
If variations of ni are sufficiently slow, we can use the
gradient expansion of Fa [22, 31, 46] to obtain Fa ∼=∫
dr
∑
ij [−wijninj/2 + Cij∇ni · ∇nj/2], where
Cij = −
2π
3
∫ ∞
0
drr4φij(r). (6)
With this approximation, we recognize the relationship
between DFT and the original van der Waals theory with
the gradient free energy[38].
In the literature[22–24], φij(r) has often been set equal
to the attractive part of the Lennard-Jones potential
characterized by the parameters dij and ǫij . For r >
21/6dij it is expressed as
φij(r) = 4ǫij [(dij/r)
12 − (dij/r)
6], (7)
For r ≤ 21/6dij , we define φij(r) = −ǫij . In our numeri-
cal analysis, at T = 300 K, we set
d1 = d11 = 3.0 A˚, d2 = d22 = 2.48 A˚, d12 = 2.74 A˚,
ǫ11 = 588.76 K, ǫ22 = 108.53 K, ǫ12 = 251.26 K. (8)
Hereafter, we write d1 = d11 and d2 = d22 for simplic-
ity. From Eq.(3) these values lead to w11/d
3
1T = 30.80,
w22/d
3
1T = 3.21, and w12/d
3
1T = 10.02. Here, ǫ22/ǫ11 =
0.18, so the solute-solute attractive interaction is much
weaker than the solvent-solvent one. This is one of the
conditions of the solute-induced bubble formation[15]. In
two-phase coexistence of the first species, the liquid and
gas densities are calculated as nℓ = 1.0d
−3
1
= 37 nm−3
and ng = 2.05 × 10
−5d−3
1
= 7.7 × 10−4 nm−3. On the
other hand, in real ambient water, they are known to be
nℓ ∼ 33 nm
−3 and ng ∼ 10
−3 nm−3.
3B. Stress tensor in DFT
We examine the stress tensor Παβ(r) (α, β = x, y, z)
in DFT. If fh is of the local form, the repulsive part of
Παβ is diagonal as phδαβ with
ph = n1µh1 + n2µh2 − fh. (9)
However, the attractive pair interaction gives rise to off-
diagonal components. We express Παβ as
Παβ = (Tn+ ph)δαβ −
∫
dr1
∫
dr2
∑
ij
x12αx12β
2r12
×φ′ij(r12)δs(r, r1, r2)ni(r1)nj(r2), (10)
where n = n1+n2, φ
′
ij = dφij/dr, and x12α = x1α−x2α.
We use the Irving-Kirkwood δ function[31, 47–49],
δs(r, r1, r2) =
∫ 1
0
dλδ(r − λ, r1 − (1− λ)r2), (11)
which is nonvanishing only when r is on the line segment
connecting r1 and r2. The integrand is appreciable only
if |r−r1| and |r−r2| are shorter than the potential range.
The expression (10) is approximate, while the exact one
in terms of δs [47] will be given in Appendix B.
Using r12 · ∇δs(r, r1, r2) = δ(r − r2)− δ(r − r1) and
φ′ij(r12)x12α/r12 = ∂φij(r12)/∂x1α, we find
∑
β
∇βΠαβ =
∑
i
ni∇α(µi − Ui), (12)
where ∇β = ∂/∂xβ. This relation holds generally for ho-
mogeneous T (even in nonequilibrium). In equilibrium,
µ1 and µ2 are homogeneous, which leads to the mechan-
ical equilibrium condition
∑
β ∇βΠαβ +
∑
i ni∇αUi = 0
from Eq.(12). For homogeneous ni, we have the diagonal
form Παβ = (Tn+ ph−
∑
ij wijninj/2)δαβ as in the van
der Waals theory[31, 38].
C. Equilibrium in one-dimensional geometry
We assume that our fluid is between parallel walls sep-
arated by L. The wall area much exceeds L2. The Ui
in Eq.(1) is the wall potential. Then, all the physical
quantities depend only on z. We do not consider capil-
lary wave fluctuations, which are inhomogeneous in the
xy plane on large scales. They are known to give rise to
broadening of the profile [22, 50, 51].
1. Pressure balance and grand potential
In equilibrium, the chemical potentials in Eq.(4) are
homogeneous in the cell as µ1 = µ
0
1 and µ2 = µ
0
2, where
µ01 and µ
0
2 are constants. After integration in the xy
plane, the attractive part µai in Eq.(5) becomes
µai(z) = 2π
∑
j
∫
dz1Φij(z − z1)nj(z1), (13)
where we define the function,
Φij(z) =
∫ ∞
|z|
drrφij (r). (14)
Here,
∫
dzΦij(z) = 2
∫∞
0
drr2φij(r) = −wij/2π, so we
have µai = −
∑
j wijnj for homogeneous nj .
From Eq.(12) the stress balance along the z axis gives
d
dz
Πzz = −
∑
i
niU
′
i , (15)
where U ′i = dUi/dz and Πzz consists of three parts as
Πzz(z) = Tn(z) + ph(z) + pa(z). (16)
From Eq.(10) the attractive part pa is expressed as
pa = 2π
∫ L
z
dz1
∫ z
0
dz2
∑
ij
z12φij(z12)ni(z1)nj(z2), (17)
where z12 = z1 − z2 and z2 < z < z1 in the integrand.
Here, use has been made of the relation,
∫
dr1⊥δs(r, r1, r2) = [θ(z − z2)− θ(z − z1)]/z12, (18)
where dr1⊥ = dx1dy1 and θ(u) is the step function (
equal to 1 for u > 0 and to 0 for u ≤ 0). From Eq.(15),
Πzz is homogeneous far from the walls and its value is
written as p0
b
. This means that if two phases are sepa-
rated by a planar interface far from the walls, the pres-
sures in the bulk two regions are commonly given by p0
b
.
The grand potential Ω =
∫
drω is the space integral of
its density ω. In the present 1D case, we find
ω = f +
1
2
∑
i
µaini −
∑
i
µini
= −Πzz + pa −
1
2
∑
i
µaini. (19)
In the second line, use has been made of Eqs.(13), (16),
and (17). In the bulk, both pa and
∑
ij niµai/2 tend to
−
∑
ij wijninj/2. Hence, ω deviates from its bulk value
−p0
b
only near the interface or the walls.
2. Surface tension
Let a planar interface parallel to the xy plane separate
gas and liquid phases far from the walls, where Ui = 0
and Πzz = pcx =const. around the interface, where pcx is
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FIG. 1: Left: Densities n1(z) and n2(z) vs z/d1 around
planar interfaces at T = 300 K far below the critical-
ity. Solvent and solute densities (nℓ1, n
ℓ
2, n
g
1
, ng
2
) in bulk liq-
uid and gas are (a) (1.0, 0, 2.05 × 10−5, 0) (without solute),
(b) (1.0, 6.24 × 10−4, 2.40 × 10−5, 2.02 × 10−2) , and (c)
(1.0, 2.71×10−3 , 4.28×10−5 , 0.097) in units of d−3
1
. In (b) and
(c) (inset), numerical n2(z) (bold line) is compared with low
density expression in Eq.(37) (dotted line) around the adsorp-
tion peak. Right: Stress difference ∆Π(z) = Πzz(z)−Πxx(z)
divided by p0 = Td
−3
1
= 153 MPa vs z/d1, calculated from
Eqs.(27) and (28) for (a), (b), and (c). Its integral is the sur-
face tension σ, which is (a) 4.00(= σ0), (b) 3.85, and (c)
3.40 in units of Td−2
1
. The coexisting pressure pcx is (a)
2.1 × 10−5(= p0cx), (b) 2.0 × 10
−2, and (c) 0.094 in units of
Td−3
1
. Vertical broken lines indicate the position of the Gibbs
dividing surface in Eq.(20).
the coexisting (saturated pressure) of the mixture. The
left panels of Fig.1 display equilibrium density profiles
n1(z) and n2(z), which are calculated from the method in
Appendix C. They tend to nℓ1 and n
ℓ
2 in liquid (z−zint ≫
d1)and n
g
1
and ng
2
in gas (zint−z ≫ d1), respectively. We
can determine the interface position zint by
zint =
∫ L
0
dz[n1(z)− n
g
1
]/[nℓ1 − n
g
1
], (20)
using the solvent density profile n1(z)[27]. Note that n
ℓ
1 is
nearly fixed at 1.0d−3
1
because the liquid compressibility
is small.
From Eq.(19), the surface tension σ is the z-integral of
of pa −
∑
i niµai/2. Thus, Eqs.(13) and (17) gives
σ =
1
2
∫
dz1
∫
dz2
∑
ij
Θij(z12)ni(z1)nj(z2), (21)
where we define the function,
Θij(z) = 2π[z
2φij(|z|)− Φij(z)]. (22)
Here, from
∫
dzΘij(z) = 0, we can replace ni(z1)nj(z2)
by [ni(z1) − ni(z2)][nj(z2) − nj(z1)]/2 in Eq.(21); then,
the integrand is nonvanishing only near the interface. See
Appendix B for the exact formula for σ [48].
Furthermore, we introduce another function Kij(z) by
Kij(z) =
π
2
∫ ∞
|z|
drr(z2 − r2)φij(r). (23)
This function is related to Φij and Θij as
d
dz
Kij(z) = πzΦij(z),
d2
dz2
Kij(z) = −
1
2
Θij(z). (24)
In terms of Kij and n
′
i = dni/dz, σ is expressed as
σ =
∫
dz1
∫
dz2
∑
ij
Kij(z12)n
′
i(z1)n
′
j(z2). (25)
This leads to the well-known form σ =
∫
dz
∑
ij Cijn
′
in
′
j
in the gradient theory [22, 31, 46], where
∫
dzKij(z) =
Cij from Eqs.(6) and (23). If we assume the Lennard-
Jones form in Eq.(7), we have Kij(z) ∼ |z|
−2, Φij(z) ∼
|z|−4, and Θij(z) ∼ |z|
−4 for large |z| ≫ d1.
The surface tension σ of neutral fluids can generally
be expressed by the Bakker formula[22, 48, 52, 53],
σ =
∫
dz[Πzz(z)−Πxx(z)] =
∫
dz∆Π(z). (26)
The stress difference ∆Π(z) ≡ Πzz(z)−Πxx(z) is nonva-
nishing only near the interface. In DFT, we start with
Eq.(10) and use Eq.(18) to obtain
∆Π(z) =
∫ L
z
dz1
∫ z
0
dz2
∑
ij
Θij(z12)
z12
ni(z1)nj(z2), (27)
where z1 > z > z2 in the integrand. With respect to z,
integration of ∆Π(z) in Eq.(27) gives Eq.(21), while its
derivative is written in the single integral form,
d∆Π
dz
=
∫ ∞
0
dξ
∑
ij
Θij(ξ)
ξ
[ni(z+ξ)−ni(z−ξ)]nj(z). (28)
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FIG. 2: |z − zint|
3∆Π(z)/T vs (z − zint)/d1 in gas (left) and
liquid (right) for case (c) in Fig.1 with nℓ2 = 4.28 × 10
−5d−3
1
.
It tends to −0.0721(left) and to 3.00 (left) in agreement with
Eq.(29). In the inset (left) ∆Π/p0 is expanded in gas, which
has a small negative minimum.
Far from the interface, ∆Π(z) decays as ∝ |z − zint|
−3
if the Lennard-Jones potential in Eq.(7) is assumed. In
Eq.(28), we may replace [ni(z + ξ) − ni(z − ξ)]nj(z) by
(nℓi−n
g
i )n
ℓ
j for ξ > z−zint ≫ d1. Then, for z−zint ≫ d1,
we find d∆Π(z)/dz ∼ |z − zint|
−4 and
∆Π(z) ∼=
π
2
∑
ij
ǫijd
6
ij(n
ℓ
i − n
g
i )n
ℓ
j |z − zint|
−3. (29)
In the gas side with zint− z ≫ d1, the corresponding tail
is obtained if nℓj in Eq.(29) is replaced by −n
g
j . Thus, its
amplitude becomes very small in the gas side. Remark-
ably, the above form of ∆Π(z) holds exactly for Lennard-
Jones systems (see Appendix B). Note that the density
profiles ni(z) themselves decay as |z − zint|
−3, as will
be shown in Eqs.(43)-(45) [23, 54, 55]. In contrast, in
the gradient theory, we have ∆Π(z) =
∑
ij Cijn
′
i(z)n
′
j(z)
[31], which decays exponentially far from the interface.
In the right panels of Fig.1, we plot ∆Π(z) calculated
from Eq.(28), where its integral (= σ) decreases with in-
creasing the solute amount due to its interfacial adsorp-
tion (see Fig.5). In the liquid side, its decay is roughly
exponential as exp[−(z−zint)/1.0d1] for 0 < z−zint . 3d1
and is algebraic as in Eq.(29) for larger z − zint. How-
ever, in the gas side, it decays rapidly and its small tail
is not apparent. To detect the tails unambiguously, we
plot |z − zint|
3∆Π(z)/T in gas and liquid in Fig.2.
3. Solid-fluid surface free energy
We also derive the expression for the solid-fluid surface
free energy σw per unit area, which is needed in discus-
sions of the wetting and drying transitions [21, 23, 46].
Near the wall at z = 0, we find
∫∞
0
dz(Πzz − p
0
b
) =∫∞
0
dzz
∑
i niU
′
i from d[zΠzz]/dz = Πzz − z
∑
i niU
′
i ,
where the upper bound is pushed to infinity. Then, σw
is the integral of pa −
∑
i(µai/2 + zU
′
i)ni so that
σw =
1
2
∫ ∞
0
dz1
∫ ∞
0
dz2
∑
ij
Θij(z12)ni(z1)nj(z2)
−
∫ ∞
0
dzz
∑
i
ni(z)U
′
i(z), (30)
where Θij(z12)ni(z1)nj(z2) in the first term can be re-
placed by 2Kij(z12)n
′
i(z1)n
′
j(z2) as in Eq.(25).
III. DILUTE BINARY MIXTURES
A. Solvation chemical potential
Here, we introduce the solvation chemical potential for
each solute particle in dilute binary mixtures. The sol-
vation effects are of great importance for various solutes
including ions in aqueous fluids [18, 57–59].
In the binary Carnahan-Starling model [26], the free
energy density f(n1, n2) in Eq.(1) can be expanded as
f = fw(n1) + Tn2[ln(n2λ
3
2)− 1 + νh(n1)], (31)
up to order n2 [15, 56]. Here, fw(n1) = f(n1, 0) is the
low density limit of the free energy density (excluding
the attractive part) and νh(n1) arises from the repulsive
interaction between a solute particle and the surrounding
solvent. The solute-solute interaction is neglected here.
As will be shown in Appendix A, we express νh in terms
of η1 = πd
3
1n1/6 and u1 = η1/(1− η1) as
νh = (3α+ 6α
2 − α3)u1 + (3α
2 + 4α3)u21
+2α3u31 + (3α
2 − 2α3 − 1) ln η1, (32)
where α is the solute-to-solvent size ratio,
α = d22/d11 = d2/d1. (33)
In our numerical analysis, we set α = 0.827 in Eq.(8).
Including the attarctive interaction, the total solvation
chemical potential µs is written as
µs = Tνh + φ12 ∗ n1. (34)
where the second term is of the convolution from. The
chemical potentials are approximately given by
µ1 = f
′
w + φ11 ∗ n1 + Tn2ν
′
h + φ12 ∗ n2 + U1, (35)
µ2 = T ln(n2λ
3
2) + µs + U2, (36)
where f ′w = ∂fw/∂n1 and ν
′
h = ∂νh/∂n1. We have ne-
glected terms of order n22 in Eq.(35) and those of order
n2 in Eq.(36). Thus, in equilibrium, n2 is written as
n2(z) ∼= n20 exp[−νh − φ12 ∗ n1/T − U2/T ], (37)
where n20 = exp(µ2/T )λ
−3
2
. In the insets in Fig.1, this
expression and the numerically calculated n2(z) are com-
pared. The former noticeably overestimates the adsorp-
tion peak in (c), where n2 is not small at the peak and
the repulsive solute-solute interaction is appreciable.
6-5
 0
 5
 10
 15
 20
 0  0.1  0.2  0.3  0.4  0.5  0.6
 0
 5
 10
 15
 20
 0  0.1  0.2  0.3  0.4  0.5  0.6
liquid
gas
FIG. 3: (a) νh in Eq.(32) vs solvent volume fraction
η1 = pid
3
1n1/6 for four values of size ratio α, which is the con-
tribution from repulsive interaction to the solvation chemical
potential divided by T . Numerical analysis in this paper is
performed for α = 0.827 (lowest curve). (b) Solvation chemi-
cal potential νs = νh−w12n1/T divided by T vs η1 including
attractive interaction in bulk with w12/d
3
1T = 10.02. Marked
by arrows indicate values of η1 in two phase coexistence with-
out solute, where νs = 3.44 at this liquid point for α = 0.827.
We use the symbol νs(n1) as the solvation chemical
potential divided by T in the bulk region:
νs(n1) = µs/T = νh(n1)− w12n1/T. (38)
whose derivative with respect to n1 is written as
ν′s(n1) = ν
′
h(n1)− w12/T. (39)
The pressure p in the bulk region satisfies the thermody-
namic relation p =
∑
i niµi − f −
∑
wijninj/2 as in the
van der Waals theory. Up to order n2 it is written as
p = pw(n1) + T [1 + n1ν
′
s(n1)]n2, (40)
where pw(n1) is the pressure without solute.
In Fig.3, we plot νh and νs vs η1 = πd
3
1n1/6 for four
values of α. We recognize that νh increases strongly with
increasing η1 and α. In contrast, νs in Eq.(38) exhibits a
minimum at a density between the gas and liquid densi-
ties in the pure fluid limit, ng and nℓ. Such a minimum
leads to solute adsorption in the gas side of the interface
region (see n2(z) in Fig.1). We set w12 = 10.02Td
3
1 such
that νs(nℓ)−νs(ng) ∼= νs(nℓ) is equal to 3.44 (see Eq.(42)
below). In our case, we have nℓν
′
s(nℓ) = 35.7, so νs(n1)
is sensitive to small variations of n1 and the coefficient
of n2 in p in Eq.(40) is large in magnitude.
Furthermore, we consider equilibrium gas-liquid coex-
istence, where the solvent and solute densities in the bulk
are ng
1
and ng
2
in gas and are nℓ1 and n
ℓ
2 in liquid. Tnen,
Eq.(37) gives the solute density ratio,
nℓ2/n
g
2
= exp(−∆νs) = exp(−∆µs/T ). (41)
Here, ∆µs = T∆νs is the difference of the solvation
chemical potential between gas and liquid [18, 57–59],
which is often called the Gibbs transfer free energy (per
solute particle in our case). In DFT, Eq.(38) yields
∆νs = [νh(n
ℓ
1)− νh(n
g
1
)]− (nℓ1 − n
g
1
)w12/T. (42)
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FIG. 4: Thermodynamic relations in gas-liquid coexistence
in dilute binary mixtures with increasing solute density nℓ2 in
liquid. (a) Ratio ng
2
/nℓ2 of solute densities in gas and liquid.
Its dilute limit is 31, but it increases up to 37 at d31n
ℓ
2 ∼
0.005. (b) Ratio Tng
2
/∆pcx vs d
3
1n
ℓ
2, which is very close to 1
supporting Eq.(53). (c) Ratio ng
1
/ng vs d
3
1n
ℓ
2, where the pure
fluid limit ng = 2.05× 10
−5d−3
1
is very small and ngi remains
of order ng. (d) Ratio ∆n
g
1
/nℓ2 vs d
3
1n
ℓ
2, where ∆n
g
1
= ng
1
−ng.
It is about 0.005 in accord with Eq.(51).
Note that Eq.(41) is valid even across curved interfaces.
If nℓ1 ≫ n
g
1
, we have νs(n
g
1
) ∼= 0 and ∆νs ∼= νs(n
ℓ
1). In
the dilute limit of solute, we may replace ng
1
and nℓ1 in
Eq.(42) by their pure fluid limits, ng and nℓ, respectively.
Then, the factor exp(−∆νs) can be related to the Henry
constant[62, 63], from which ∆νs is 3.44 for O2 and is
4.12 for N2 in water at T = 300 K[15]. If ∆νs is much
larger, the solute tends to form solid aggregates in water
as hydrophobic hydration [4–6].
Ishizaki et al. calculated the solvation chemical poten-
tial for Lennard-Jones systems via molecular dynamic
simulation [60]. We also note that our solvation chem-
ical potential does not account for the effect of orienta-
tional degrees of freedom in polar fluids. In particular,
for water, we should investigate the effect of the hydrogen
bonding on the solvation chemical potential [61].
B. Algebraic tails in density profiles
We note that the densities themselves have algebraic
tails for |z− zint| ≫ d1 [23, 54, 55], as ∆Π(z) in Eq.(29).
For the Lennard-Jones potential in Eq.(7), Eq.(13) gives
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FIG. 5: Surface tension change ∆σ = σ − σ0 in dilute mix-
tures with increasing solute density in liquid nℓ2. (a) d
2
1∆σ/T
vs d31n
ℓ
2, which is compared with normalized surface adsorp-
tion of solute d21Γ (see Eq.(57)). (b) Ratio ∆σ/Td1n
ℓ
2 vs d
3
1n
ℓ
2,
which is about −290.
µai ∼=
∑
j wijnj + TAi(z − zint)
−3 with
Ai = 2π
∑
j
ǫijd
6
ij(n
ℓ
j − n
g
j )/3T, (43)
Because µi =const., the deviations defined by δαni(z) ≡
ni(z)− n
α
i (α = g, ℓ) decay for |z − zint| ≫ d1 as
δαn1(z)/n
α
1
∼= −nα1TKαA1/(z − zint)
3, (44)
δαn2(z)/n
α
2
∼= −ν′s(n
α
1 )δαn1 −A2/(z − zint)
3. (45)
In particular, the solute density decays in the gas side as
n2(z) − n
g
2
∼ d61n
ℓ
1n
g
2
|z − zint|
−3. We have numerically
obtained these tails in excellent agreement with Eqs.(42)
and (43) (not shown here).
C. Thermodynamics in gas-liquid coexistence
When gas and liquid phases are separated by a planar
interface, we consider the solute-induced deviations in
the bulk. For example, the coexisting (saturated vapor)
pressure pcx increases with increasing n
ℓ
2 from its pure
fluid limit p0cx, where p
0
cx = 2.1× 10
−5p0 with p0 = Td
−3
1
in our case. To linear order in nα2 , the deviation of µ1
and the shift ∆pcx = pcx − p
0
cx are calculated as [56]
∆µ1 = (n
2
αKα)
−1∆nα1 + Tν
′
s(nα)n
α
2 , (46)
∆pcx = (nαKα)
−1∆nα1 + T [1 + nαν
′
s(nα)]n
α
2
= nα∆µ1 + Tn
α
2 , (47)
where ∆nα1 = n
α
1 − nα is the solvent density deviation
and Kα is the isothermal compressibility of pure solvent
in phase α defined by f ′′w(nα) − w11 = 1/n
2
αKα. These
relations hold both for gas and liquid (α = g, ℓ). Thus,
∆µ1 = −T [n2]/[n1] = T (n
g
2
− nℓ2)/(nℓ − ng), (48)
∆nα1 = −Tn
2
αKα([n2]/[n1] + ν
′
s(nα)n
α
2 ). (49)
Here, for any quantity A, the difference of the values of A
in coexisting liquid and gas is written as [A] = Aℓ −Ag.
For example, [ni] = n
ℓ
i − n
g
i . Dividing the second line of
Eq.(47) by nα, we also obtain the solute-induced shift of
the coexisting pressure.[56],
∆pcx = T
[n2/n1]
[1/n1]
= T
nℓn
g
2
− ngn
ℓ
2
nℓ − ng
. (50)
In our previous paper [15] we assumed the conditions
nℓ ≫ ng and exp(∆νs)≫ 1 far from the criticality, where
Eqs.(49) and (50) are rewritten as
∆ng
1
∼= [1− nℓν
′
s(ng)](ng/nℓ)n
g
2
, (51)
∆nℓ1
∼= TnℓKℓ[1− e
−∆νsnℓν
′
s(nℓ)]n
g
2
, (52)
∆pcx ∼= Tn
g
2
= e∆νsTnℓ2, (53)
Here, ∆ng
1
is much smaller than ng
2
by the factor ng/nℓ
in Eq.(51) and the pressure shift pcx arises solely from
the solute in gas for ng
2
≫ ng
1
in Eq.(53). Also ∆nℓ1 can
be very small for sufficiently small Kℓ ≪ 1/nℓT . In our
analysis, we obtain TnℓKℓ = 0.025, nℓν
′
s(ng) = −7.07,
nℓν
′
s(nℓ) = 35.7, and e
−∆νsnℓν
′
s(nℓ) = 1.14. Substitution
of these values in Eqs.(51) and (52) yields ∆ng
1
∼= 1.6 ×
10−4ng
2
and ∆nℓ1
∼= −3.6 × 10−3n
g
2
. Thus, the solvent
density is almost unchanged both in gas and liquid.
In Fig.4, we plot the ratios (a) ng
2
/nℓ2, (b) Tn
g
2
/∆pcx,
(c) ng
1
/ng, and (d) ∆n
g
1
/nℓ2 as functions of n
ℓ
2. In (a),
the density ratio obeys Eq.(41) with ∆νs = 3.44 for
d31n
ℓ
2 . 10
−3, but it increases up to 37 for larger nℓ2. In
(b), Eq.(53) holds for all nℓ2 investigated. In (c), n
g
1
/ng
increases from 1 up to about 2.6 staying at very small
values. In (d), ∆ng
1
increases with increasing nℓ2 linearly
as ∆ng
1
∼= 0.005nℓ2
∼= 1.6×10−3n
g
2
in accord with Eq.(51).
We note that Eqs.(46)-(53) are general thermodynamic
relations. Let us consider the Gibbs-Duhem relation of
binary mixtures at fixed T in two-phase coexistence,
dp = nα1 dµ1 + n
α
2 dµ2, (54)
which holds both for α = g and ℓ. Since n2dµ2 ∼= Tdn2
for small n2, integration of Eq.(54) with respect to n2
yields Eqs.(47)-(50).
With addition of a solute, a homogeneous liquid (with-
out bubbles) becomes metastable against bubble forma-
tion if its pressure p¯ is made slightly lower than pcx =
p0cx +∆pcx. This condition can be realized even outside
the solvent coexistence curve p¯ > p0cx if n
ℓ
2 exceeds a
threshold solute density nc2 [15] given by
nc2 = e
−∆νs(p¯− p0cx)/T. (55)
For p¯ < p0cx (inside CX), bubbles can appear even with-
out solute, so we may set nc2 = 0. In ambient water
with p¯ − p0cx ∼ 1 atm, n
c
2 is very small even for mildly
hydrophobic gases such as O2 and N2[15].
We also examine the deviation of the surface tension
∆σ = σ−σ0 due to dilute solute, where σ0 is the surface
tension without solute. We consider the deviation of ω
in Eq.(19), where the coefficient in front of the solute
8density deviation ∆n1(z) vanishes from the homogeneity
of µ1 [56]. To first order in n2, we find
∆σ =
∫
dz[∆pcx − n1(z)∆µ1 − Tn2(z)]. (56)
From Eqs.(48) and (50), we obtain the Gibbs adsorption
formula ∆σ = −TΓ [27]. Here, Γ is the solute adsorption,
Γ =
∫
dz
[
n2(z)− n
g
2
−
[n2]
[n1]
(n1(z)− n
g
1
)
]
. (57)
In Fig.1, we notice that the adsorption occurs in the
gas side in (b) and (c) of Fig.1 (left of the Gibbs dividing
surface), where Γ = 0.132d−2
1
in (b) and Γ = 0.432d−2
1
in (c). Furthermore, in Fig.5, we plot (a) ∆σ and Γ
and (b) ∆σ/nℓ2 as functions of n
ℓ
2. In addition to the
Gibbs adsorption law, we can see the linear behavior
−∆σ/d1T ∼= 290n
ℓ
2
∼= 9.3n
g
2
for small nℓ2.
In our previous thermodynamic theory[15], we as-
sumed a constant σ independent of the solute density.
However, a decrease in σ increases the stability of small
bubbles with a smaller Laplace pressure. The Gibbs law
has been used for interfacial adsorption of neutral surfac-
tants. Its generalization including the electrostatic inter-
action was given in our previous papers[18, 64].
D. Stable solute-induced bubbles
In our previous paper[15], we showed that small, stable
bubbles minimize an appropriately defined bubble free
energy for p¯ > p0cx. They are induced by a small amount
of moderately hydrophobic gas in water. In contrast, in
pure fluids, equilibrium bubbles with macroscopic sizes
appear at fixed cell volume inside CX [31, 65]. Here,
we place a spherical bubble at the center of a spherical
cell, fixing the total solvent and solute numbers N1 and
N2. See Fig.6 for typical density profiles around stable
bubbles.
1. Stress tensor around a bubble and Laplace law
In our spherically symmetric geometry, we take the
reference frame with the origin at the bubble center. The
average stress tensor is generally of the form[49, 53],
Παβ = p‖(r)δαβ −∆Π(r)(δαβ − xˆαxˆβ), (58)
where rˆ = (xˆ, yˆ, zˆ) = r−1r. The parallel component
p‖(r) =
∑
αβ Παβ xˆαxˆβ and the stress difference ∆Π(r)
depend only on r. With Eq.(58), the mechanical equilib-
rium condition
∑
β∇βΠαβ = 0 is rewritten as
d
dr
p‖(r) = −
2
r
∆Π(r). (59)
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FIG. 6: Densities n1(r) and n2(r) (left) and pressure p‖(r)
along rˆ (right) around stable spherical bubbles, where d31n
ℓ
2
is (a) 1.46 × 10−3, (b) 2.89 × 10−3, (c) 5.13 × 10−3, with
d31n
ℓ
1
∼= 1. Pressures (pg, pℓ) in bulk gas and liquid are (a)
(0.0446,−0.0434), (b) (0.0936, 0.0118), and (c) (0.187, 0.137)
in units of p0 = T/d
3
1 = 153 MPa, where the difference pg−pℓ
is close to 2σ/R. Here, pℓ is negative (−6 Mpa) in (a), while
it is much above p0cx for (b) and (c). Cell length L is 400d1 in
(a) and (b) and is 800d1 in (c).
We assume that the bubble radius R much exceeds the
molecular lengths, where it is determined by
R =
∫ L
0
dr[n1(r) − n
ℓ
1]/[n
g
1
− nℓ1]. (60)
We first calculate ∆Π(r) for R ≫ d1. Since 2∆Π =
3
∑
αβ Παβ xˆαxˆβ −
∑
αΠαα from Eq.(58), Eq.(10) yields
∆Π(r) =
1
4
∫
dr1
∫
dr2
∑
ij
[r12 − 3(rˆ · r12)
2/r12]
×φ′ij(r12)δs(r, r1, r2)ni(r1)nj(r2), (61)
where the integrand is nonvanishing only for r1 < r < r2
or r2 < r < r1 due to the δs function. Furthermore, if
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FIG. 7: (a) Bubble free energy ∆F in Eq.(65) vs R at fixed
volume with L = 800d1, where initial pressure is p¯ = p
0
cx −
0.01Td−3
1
. Initial solute density is n¯2 = 4.5, 5, and 6 in units
of 10−3d−3
1
for three curves. A stable bubble is realized for the
lower two curves at the minimum radius Rm. (b) Pressures
inside and outside bubble pg and pℓ in Eq.(65) for the lowest
curve in (a). Vertical broken lines indicate critical and stable
bubble radii, Rc = 37.2d1 and Rm = 106.6d1.
we set u = r12 = |r1 − r2|, the integrand is also non-
vanishing only for |r1 − r2| < u < r1 + r2. Under these
conditions of r1 and r2, the angle integration in Eq.(61)
can be performed with the aid of the relation,
∫
dΩ1
∫
dΩ2δ(r12 − u)δs(r, r1, r2) =
4πu
rr1r2W
, (62)
where dΩi (i = 1, 2) are the solid angle elements in dri =
drir
2
i dΩi and W
2 = u4− 2u2(r21 + r
2
2 − 2r
2) + (r21 − r
2
2)
2.
For r ≫ d1, we may set rˆ · r12 ∼= r1 − r2 in Eq.(61) and
W ∼= 2r|r1 − r2| in Eq.(62) to find
∆Π ∼=
∫ L
z
dr1
∫ z
0
dr2
∑
ij
Θij(r1 − r2)
r1 − r2
ni(r1)nj(r2), (63)
which is of the same form as ∆Π(z) in Eq.(27). Thus,
∆Π(r) behaves in the same manner as ∆Π(z) and its r-
integral is equal to the surface tension σ with a correction
of order R−1. The Laplace law then follows if Eq.(59) is
integrated across the interface at r ∼= R≫ d1.
In Fig.6, we display n1(r), n2(r), and p‖(r) around
stable spherical bubbles, where we calculate the densities
with the method in Appendix C and p‖(r) from Eqs.(59)
and (63). Here, d31n
ℓ
2 is (a) 1.46× 10
−3, (b) 2.89× 10−3,
and (c) 5.13 × 10−3, while d31n
ℓ
1
∼= 1. The cell radius L
is 400 in (a) and (b) and is 800 in (c). Remarkably, the
liquid pressure pℓ is negative at −0.0434p0 = −6 MPa in
(a), while pℓ/p0 is 0.0118 in (b) and 0.196 in (c). A small
peak of p‖ at the interface in (b) and (c) is due to the
solute adsorption. Then, R/d1 is (a) 86.3, (b) 86.5, and
(c) 129.8, while d21σ/T is (a) 3.67, (b) 3.40, and (c) 3.06
from the integral of ∆Π in Eq.(63). These values yield
the normalized Laplace pressure 2σ/Rp0 as (a) 0.0851,
(b) 0.0786, and (c) 0.0471, in good agreement with the
normalized pressure difference (pg − pℓ)/p0 given by (a)
0.088, (b) 0.082, (c) 0.050, where p0 = Td
−3
1
= 153 MPa.
Using DFT, Talanquer et al.[66] calculated the density
profiles of unstable critical bubbles at R = Rc, where the
solute is accumulated in the bubble interior and its den-
sity exhibits a mild maximum at the interface. In their
molecular dynamics simulation, Yamamoto and Ohnishi
[67] realized stable helium-rich nanobubbles in water.
They fixed the cell volume to find slightly negative pres-
sures in the liquid region as in our Fig.6(a).
2. Equilibrium conditions and critical radius
We start with a reference (metastable) liquid state
without bubbles, where the densities are n¯i = Ni/V and
the pressure is p¯. With appearance of a single bubble at
fixed cell volume, the densities in liquid are changed as
nℓ1 = (1 + φ)n¯1, (64)
nℓ2 = n¯2 − φn
g
2
, (65)
where φ = 4πR3/3V is the bubble volume fraction. Here,
we assume φ < n¯2/n
g
2
≪ 1. We also neglect small density
heterogeneities around the bubble when it is growing or
shrinking. Using the liquid compressibility Kℓ, we write
the pressures in liquid and gas as
pℓ = p¯+ φ/Kℓ, (66)
pg = p¯+ φ/Kℓ + 2σ/R. (67)
In pℓ we neglect the second term (∝ n2) in Eq.(40), which
is allowable for ng
2
/nℓ ≪ [TnℓKℓ(1+nℓν
′
s(nℓ)]
−1 ∼= 1. For
small Kℓ, the compression pressure φ/Kℓ can be signifi-
cant even for small φ. For pg > p
0
cx, the solvent density
in gas ng
1
is almost unchanged from ng = p
0
cx/T . The gas
pressure is also given by pg = T (n
g
1
+ ng
2
), so
ng
2
= (p¯− p0cx + 2σ/R+ φ/Kℓ)/T. (68)
If p¯ < p0cx, we require p
0
cx − p¯ < (8/3)(2πσ
3/KℓV )
1/4 =
31.4Td
−9/4
1
V −1/4 to ensure ng
2
> 0.
If we further assume the chemical balance in Eq.(41),
ng
2
is also expressed as
ng
2
= n¯2/[e
−∆νs + φ]. (69)
For given n¯2 and p¯, Eqs.(68) and (69) constitute a closed
set of equations of R. Previously [15], we solved them
without φ/Kℓ at fixed p¯ in liquid. Also in the present
fixed-volume case, we obtain two solutions at R = Rc
and Rm for sufficiently large n¯2, as in Fig.7(a). The
larger one Rm is the radius of a stable or metastable
bubble, while the smaller one Rc is the critical radius of
an unstable bubble. In the limit φ→ 0, Rc is written as
Rc = 2σ/[T n¯2e
∆νs − p¯+ p0cx]
= 2σe−∆νs/T (n¯2 − n
c
2), (70)
where nc2 is the threshold solute density in Eq.(55). Thus,
solute-induced metastability is realized for n¯2 > n
c
2. For
pure fluids, Rc = 2σ/(p
0
cx − p¯) inside CX [28]. Azouzi et
al. [29] performed a nucleation experiment at negative
pressures about −100 MPa.
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3. Bubble free energy at fixed N1-N2-V -T
We set up a bubble free energy Fb, removing the sol-
vent degrees of freedom. At fixed V , it is the change
of the Helmholtz free energy with appearance a single
bubble. Using Eqs.(64) and (66), we express it as [15]
Fb = V (φωg + ωℓ) + Sσ, (71)
where S = 4πR2, φ = 4πR3/3V ≪ 1, and
ωg = Tn
g
2
[ln(ng
2
/n¯2)− 1−∆νs] + p¯− p
0
cx, (72)
ωℓ = T [n
ℓ
2 ln(n
ℓ
2/n¯2) + φn
g
2
] + φ2/2Kℓ. (73)
Here, we assume Eq.(65); then, Fb depends on n
g
2
and
φ. Against infinitesimal changes ng
2
→ ng
2
+ δng
2
and
φ→ φ+ δφ, the incremental change in ∆F is written as
δFb = V T [ln(n
g
2
/nℓ2)−∆νs]δ(n
g
2
φ)
+V [pg − p
0
cx − Tn
g
2
]δφ. (74)
in terms of pg in Eq.(67). In equilibrium, Fb is minimized
with respect to ng
2
and φ, leading to Eqs.(44) and (68).
Let us assume the mechanical equilibrium condition
(68) and not the chemical one (44). Note that the former
is instantaneously realized in the slow nucleation process.
Then, Fb is a function of R and its derivative is given by
1
S
dFb
dR
=
[
ln
ng
2
nℓ
2
−∆νs
][
p¯− p0cx +
4σ
3R
+
4φ
3Kℓ
]
, (75)
which vanishes under Eq.(41). For sufficiently large n¯2,
Fb(R) exhibits a local maximum at R = Rc and a local
minimum at R = Rm(> Rc). Here, Rc is the critical
radius expressed as in Eq.(70) in the limit φ → 0, while
Rm is a stable (metastable) bubble radius for negative
(positive) Fb(Rm).
In Fig.7(a), we plot Fb(R) in Eq.(71) vs R at L =
800d1, where n¯1 ∼= 1 and n¯2 = 4.5, 5, and 6 in units
of 10−3d−3
1
for the three curves. The initial pressure is
p¯ = p0cx−0.01p0. In Fig.7(b), we plot the pressures pℓ and
pg in Eqs.(66) and (67) vs R for the curve of the largest
n¯2 in (a). The density profiles for the stable bubble in
this case are close to those in Fig.6(c).
IV. DYNAMICS OF A SOLUTE-INDUCED
BUBBLE
Finally, we examine bubble dynamics combining DFT
and hydrodynamics. In this paper, we assume homo-
geneous T in the limit of fast heat conduction. This
approximation is allowable for slow solute diffusion[15].
However, T becomes inhomogeneous around growing or
shrinking bubbles firstly due to adiabatic heating or cool-
ing of bubbles and secondly due to latent heat in evap-
oration and condensation [39–44]. We should examine
these effects in future simulations.
A. Hydrodynamic equations
We consider the mass densities ρi = mini, the velocity
field v, and the momentum density J = ρv, where m1
and m2 are the molecular masses and ρ = ρ1 + ρ2 is the
total mass density. The mass conservation yields [68]
∂ρ1
∂t
= −∇(ρ1v − I), (76)
∂ρ2
∂t
= −∇(ρ2v + I), (77)
where I is the diffusion flux of the form,
I = −Λ∇(µ2/m2 − µ1/m1). (78)
If the solute is dilute or n2 is small, the kinetic coefficient
Λ is related to the solute diffusion constant D by
Λ = Dm22n2/T. (79)
Then, as n2 → 0, we have ∇ρ2 ∼= Tn
−1
2
∇n2 and I ∼=
−D∇ρ2. Next, the momentum equation is written as
∂J
∂t
+∇ · [ρvv] = −∇ · (Π
↔
− σ↔vis)−
∑
i
ni∇Ui
= −
∑
i
ni∇µi +∇ · σ
↔
vis. (80)
Here, Π
↔
= {Παβ} is the stress tensor in Eq.(10) deter-
mined by ni, and Ui is the wall potential. The second
line follows from Eq.(12). The σ↔vis = {σαβ} is the vis-
cous stress tensor of the form,
σαβ = ηs(∇αvβ +∇βvα) + (ηb − 2ηs/3)(∇ · v)δαβ , (81)
where ηs is the shear viscosity and ηb is the bulk viscosity.
In the previous papers on dynamical DFT [24, 34–36],
the shear viscosity was introduced to include the hydro-
dynamic interaction among colloidal particles.
The total free energy Ftot = F + K is the sum of the
Helmholtz free energy functional F and the fluid kinetic
energy K. The latter is written as
K =
1
2
∫
drρv2. (82)
If the total particle numbers Ni =
∫
drni are fixed and v
vanishes on the boundaries, our dynamic equations yield
d
dt
Ftot = −
∫
dr
[
Λ−1|I|2 +
∑
α,β
σαβ∇αvβ
]
≤ 0. (83)
Thus, at long times, a stationary state should be realized
with ∇µ1 = ∇µ2 = v = 0.
In the kinetic theory of dilute gases, ηs tends a small
constant of order (m1T )
1/2d−2
1
and ηb tends to zero in
the dilute limit [69]. These density-dependences have
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been confirmed in molecular dynamics simulations [70–
72]. In our case, they are crucial for the hydrodynamics
in bubble. Thus, we used simple extrapolation forms,
ηs/η0 = 0.14 + 0.86d
3
1n, (84)
ηb/η0 = (0.02 + 0.98d
3
1n)d
3
1n, (85)
where n = n1 + n2 and η0 is the viscosity in liquid.
B. Numerical results after liquid decompression
1. Method
We solved the above dynamic equations in a spherical
cell with radius L = 200d1, where v and I are parallel to
rˆ = r−1r, so we may set
v = v(r, t)rˆ, I = I(r, t)rˆ. (86)
As the boundary condition, we assumed v(L, t) =
I(L, t) = 0 to fix the total particle numbers in the cell.
The mesh length in time integration was 0.2d1.
Together with the parameters in Eq.(8), we assumed
m1 = 3× 10
−23 g, m2 = (16/9)m1, D = 2× 10
−4 cm2/s,
and η0 = 0.89 cP. Using η0 in Eqs.(84) and (85), we
measure time in units of
τ = m1/d1η0 = 0.112 ps. (87)
Then, we have (d21m1/ǫ11)
1/2 = 0.041τ as a characteristic
microscopic time and R2/D = 4.0 × 106τ as a typical
diffusion time around a bubble with radius R = 30 nm.
The wall potential was assumed to be attractive as U1 =
−6.5T exp(−s/1.4) and U2 = −0.5T exp(−s/1.23) with
s = (L−r)/d1, where L = 200d1 is the cell radius. Then,
the wall prefers the solvent more than the solute and no
surface bubble appears.
For t < 0, we prepared a stable bubble with radius
Rini = 53.11d1 with the initial densities n
g
1
= 8.37×10−5,
nℓ1 = 1.00, n
g
2
= 0.207, and nℓ2 = 5.68× 10
−3 in units of
d−3
1
. At t = 0, we suddenly decreased the liquid density
nℓ1 in the region r > Rini to 0.900d
−3
1
, which gave rise to
a negative liquid pressure about −2.73p0 = −419 MPa
(in a very short time). Then, the bubble expanded ex-
hibiting a damped oscillation. At t = 5000τ , the bubble
radius became close to the final radiusR∞ = 98.52d1, but
the solute density in gas ng
2
was 0.040d−3
1
and was still
noticeably smaller than the final value 0.060d−3
1
. Note
that the final equilibrium state can be realized with the
method in Appendix C.
Our initial condition and the isothermal assumption
are rather unrealistic, but the resultant dynamical pro-
cesses are dramatic, providing fundamental information
on the nonlinear bubble dynamics in confined geometries.
2. Acoustic disturbances
In Fig.8, we show the profiles of the solvent den-
sity n1(r, t) outside the oscillating bubble at consecutive
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FIG. 8: Time-evolution of solvent density n1(r, t) outside a
bubble with time-dependent radius R(t) after decompression
of liquid in a cell with L = 200. (a) The bubble expands emit-
ting a large-amplitude sound outward. (b) Stepwise sound
reaches the cell boundary, while the bubble is still expanding.
(c) The bubble is shrinking, which causes a large decrease of
n1(r, t) in liquid.
times. In (a), a large-amplitude acoustic wave is emit-
ted in a stepwise form from the bubble surface. Its ex-
panding speed is given by the (isothermal) sound veloc-
ity cℓ =
√
(∂p/∂ρ)T = 0.88d1/τ , which is larger than the
maximum bubble expanding speed about 0.2(d1/τ). Its
amplitude is gradually decreases away from the bubble,
being proportional to r−1 in this spherically symmetric
geometry. In (b), the wave reaches the cell boundary and
n1 increases near the wall. In (c), the bubble shrinks,
causing an overall density decrease in the liquid region.
In Fig.9, we also show the profiles of the solute density
n2(r, t) at consecutive times, which is appreciable in the
bubble and has an adsorption peak. The solvent density
n1(r, t) remains of order 10
−5−10−4d−3
1
in the bubble. In
(a), the outward interface motion gives rise to a negative
stepwise wave propagating inward with the sound speed
cg = (T/m2)
1/2 = 0.14d1/τ . Here, the acoustic traversal
time R/cg is about 880τ and is close to the oscillation pe-
riod 650τ . In (b), n2(r, t) still changes inhomogeneously
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FIG. 9: Time-evolution of solute density n2(r, t) inside a
bubble during its expansion in (a) and its shrinkage in (b).
Outward and inward interface motions propagate as acoustic
waves. The sound speed is of the same order as the interface
velocity. In (b), scale of the vertical axis is twice enlarged.
during the bubble shrinkage. However, it becomes grad-
ually homogeneous after several oscillations. If we would
use liquid viscosities in the bubble, we would have uni-
form dilation with vi ∝ xi from the early stage. It is
worth noting that the bubble interior has been assumed
to be homogeneous in the literature [42–45]. In addition,
we notice that the adsorption Γ in our case noticeably
depends on time (see Fig.13(d) and its explanation).
3. Damped oscillation
In Fig.10, we examine early-stage time-evolution in the
range 0 < t < 5000τ = 560 ps. The bubble radius under-
goes a damped oscillation and approaches the final value
98.52d1, while the particle transport through the inter-
face was negligible. The period is about 650τ and the
damping rate is about 5.1× 10−4τ−1. We display (a) the
bubble radius R(t), which is defined as the peak position
of n2(r, t) in our nonequilibrium situation (see Fig.9). In
(b), we plot the liquid pressure pℓ(t) (taken at r = 170d1)
and the gas pressure pg(t) (taken at r = 2d1), where the
former exhibits a large damped oscillation but the latter
variation is much smaller. The Laplace relation does not
hold during the bubble oscillation. In (c), we show the so-
lute density ng
2
(t) and the total solute number within the
bubble defined by N b2(t) =
∫
r<R
drn2(r, t), Here, n
g
2
(t)
largely oscillates, but N b2(t) weakly increases only by a
few %. This implies that the solute transport through
the interface is small and ng
2
(t) ∼ R(t)−3 in this time
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FIG. 10: Earlt-stage time-evolution (0 < t < 5000τ ). (a)
Bubble radiusR(t), which approaches the final radius (arrow).
(b) Liquid pressure pℓ(t) at r = 170d1 and gas pressure pg(t)
at r = 2d1 divided by p0 = Td
−3
1
, where pℓ exhibits a large
damped oscillation but pg ∼= Tn
g
2
is much smaller. (c) d31n
g
2
(t)
exhibiting a damped oscillation. which is noticeably smaller
than the final value(arrow). Total inter-bubble solute number
Nb2 is very slowly increasing, so n
g
2
(t) is nearly proportional
to R(t)−3. (d) Velocity profiles in the radial direction v(r, t)
divided by d1/τ in the cell, where t/τ is (A) 428, (B) 580,
(C) 745, and (D) 980. The corresponding times are marked
in (a).
 0
 1
 2
 3
 4
 5
 6
 0  1000  2000  3000
 0
 1
 2
 3
 4
 5
 6
 0  1000  2000  3000
(a) (b)
FIG. 11: (a) DFT free energy deviation ∆F(t) = F(t) −
F(∞) and kinetic energy K(t) vs t/τ . (b) Their sum Ftot(t).
Here, ∆F(t) and K(t) exhibit a damped oscillation, but
Ftot(t) decreases monotonically in time.
region. In addition, in (d), we show the profiles of the
radial velocity v(r, t) at four characteristic times.
In Fig.11, the kinetic energy K(t) in Eq.(82) and the
DFT free energy deviation ∆F(t) = F(t) − F∞ un-
dergo damped oscillations out of phase with each other,
where F∞ is the final value of F . However, their sum
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FIG. 12: Long-time evolution (t < 1.3 × 105τ ). (a) d31n
g
2
(t)
and d31n
ℓ
2(t) vs t/τ . For t & 10
4τ , ng
2
(t) increases and nℓ2(t)
decreases slowly due to a solute flux into the bubble. (b)
pℓ(t)/p0 and pg(t)/p0. Laplace law holds after the damped
oscillation. They increase very slowly for t & 104τ (inset) due
to a small increase in R(t).
∆Ftot(t) = K(t)+∆F(t) decreases monotonically in time
in accord with Eq.(83). Indeed, the radius deviation δR
from the mean radius (slightly smaller than R∞) approx-
imately obeys
MR¨ = −kδR− ζR˙. (88)
where R˙ = dδR/dt and R¨ = d2δR/dt2. We estimate
ζ from d∆F/dt = −ζR˙2, k/M from the oscillation pe-
riod, and M from M = 2K/R˙2. Then, M = 3.9ρR3∞,
k = 2.1L/Kℓ, and ζ = 51η0R∞. Here, ∆F arises from
the change in the liquid volume, while it is given by the
surface free energy (∼ 4πσR2) for L≫ R [42–45].
4. Long-time behavior
For t > 5000τ , the bubble radius R(t) is close to the
final one R∞, but small n2(r, t) still evolves diffusively in
the liquid region. The final state should be reached on
a timescale of 107τ . In our case, Kℓ ∼= 0.025/Tn
ℓ
1 and
L ∼= 2R, so that the compression pressure φ/Kℓ ∼ 5p0 is
much larger than the Laplace one 2σ/R ∼ 0.1p0, where
p0 = Td
−3
1
. Moreover, from Eq.(40), the small pressure
deviation remaining in bulk liquid is written as
p− p∞
p0
= B1[n1(r, t)− n1∞] +B2[n2(r, t)−n2∞], (89)
where p∞, n1∞, and n2∞ are the final homogeneous val-
ues of p, n1, and n2 in liquid, respectively, B1 = 1/TKℓ =
40.0d31, and B2 = d
3
1[1 + n1ν
′
s(n1)] = 36.7d
3
1. Since p
should be homogeneous in liquid without sounds, this re-
lation indicates that weak inhomogeneity of n1 should be
induced by that of n2 in liquid.
In Fig.12, we plot ng
2
(t) at r = 2d1 and n
ℓ
2(t) at
r = 170d1 for t < 2× 10
5τ . In (a), we can see a slow in-
crease in ng
2
(t) and a slow decrease in nℓ2(t) for t & 10
4τ ,
due to the solute transport into the bubble. In (b), pℓ(t)
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FIG. 13: Profiles at t/t0 = 3, 8, and 13 with t0 = 10
4τ . (a)
d31n1(r, t) and (b) d
3
1n2(r, t) in liquid. (c) Linear combination
δ2pℓ/p0 ≡ B1δ2n1 + B2δ2n2, where δ2ni = ni(r, t + t0) −
ni(r, t0) with B1 = 40.0d
3
1 and B1 = 36.7d
3
1. Here, δ2pℓ is
equal to the pressure change p(r, t+t0)−p(r, t0) from Eq.(40)
and is homogeneous away from the interface. (b) Solute flux
J2 = ρ2v + I(r, t) multiplied by 10
5d41/Dm2.
and pg(t) satisfy the Laplace law after the damped oscil-
lation. For t & 104τ , they increase slowly with the fixed
difference, because of a small increase in R. Here, R in-
creases by 0.3d1 in time interval [3t0, 13t0], producing a
compressional pressure increase about 0.0135p0.
In Fig.13, we display profiles at t/t0 = 3, 8, and 13
with t0 = 10
4τ . In (a), n1(r, t) exhibits inhomogeneity in
accord with Eq.(89). Its overall increase is induced by the
above-mentioned small increase in R. In (b), n2(r, t) re-
laxes diffusively far from the interface. In (c), we examine
the incremental changes δ2pℓ ≡ p(r, t+ t0)− p(r, t0) and
δ2ni ≡ ni(r, t+ t0)− ni(r, t0) in time interval [t0, t0 + t].
Then, the linear combination δ2pℓ/p0 ≡ B1δ2n1+B2δ2n2
is surely homogeneous far from the interface.
In Fig.13(d), we display the solute flux J2(r, t) = ρ2v+
I in the radial direction (see Eq.(86)). Here, v is nonva-
nishing only in the bubble interior, where ρ2 = m2n2 is
uniform so that the gas is dilated by
v(r, t) = (R˙/R)r. (90)
At the interface r = R (defined as the peak position of
n2(r, t)), J2(r, t) is slightly discontinuous across the peak
of n2(r, t). This discontinuity gives rise to a change in
the surface adsorption Γ(t) in Eq.(57) as
d
dt
Γ(t) =
1
m2
[J2(R− 0, t)− J2(R+ 0, t)]. (91)
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In (d), the right hand side is of order 10−5D/d41 = 2.5×
10−7/d21τ . In accord with this, d
2
1Γ is 0.169, 0.185, and
0.211 at t/t0 = 3, 8, and 13, respectively, which indeed
leads to dΓ/dt ∼= 3× 10−7/d21τ .
V. SUMMARY AND REMARKS
We have investigated statics and dynamics of phase
separated states induced by a neutral low-density solute
using DFT. At fixed T = 300 K, we have assumed
a considerably large solvation chemical potential Tνs
in liquid and a relatively weak solute-solute attractive
interaction, under which small bubbles can appear in
equilibrium[15–17]. Main results in this paper are as
follows.
(i) In Sec.II, we have presented some general relations
in DFT for the stress tensor Παβ in Eqs.(12), (15), and
(19) and for the surface tension in Eqs.(21) and (25).
The interface profiles of the densities ni(z) and the stress
difference ∆Π(z) = Πzz − Πxx have been calculated in
Fig.1. These quantities have algebraic tails away from
the interface (∝ |z− zint|
−3 for Lennard-Jones potentials
as in Fig.2). In particular, we have shown that the
derivative d∆Π/dz can be expressed in simple forms in
DFT and in the exact statistical theory (Appendix B).
(iii) In Sec.III, we have calculated the solvation chemical
potential µs = Tνs using the binary Carnahan-Starling
model[26] in the dilute limit, as plotted in Fig.3. We
have then calculated solute-induced deviations, such as
the shift of the coexisting pressure ∆pcx, in gas-liquid
coexistence for dilute binary mixtures. We have also
found small solute-rich bubbles, which are stable because
they minimize the free energy functional of DFT. We
have calculated the interface profiles of the densities and
∆Π for such bubbles in Fig.6.
(iv) In Sec.IV, we have investigated bubble dynamics
using dynamic equations where DFT and the hydro-
dynamics are combined. We have described a damped
oscillation with acoustic disturbances and a subsequent
solute diffusion after a sudden decompression. In the
late stage, weak solvent inhomogeneity is also induced
such that the liquid pressure becomes homogeneous as
in Fig.13.
We make some remarks. (1) We should calculate the
profiles of surface bubbles on a wall in various condi-
tions. The dewetting transition should be sensitive to a
small amount of a solute (hydrophobic one for water)[17].
Bridging of two closely separated walls or colloidal par-
ticles by bubbles is also of great importance [14, 16, 17].
(2) In our analysis, the solute is mildly adsorbed at the
interface due to a minimum of νs(n1) in Eq.(38). More
dramatic effects of adsorption should emerge with addi-
tion of surfactants and/or ions in the bubble formation.
They are usually present in real water. (3) Bubble col-
lapse after a pressure increase is also worth studying.
In bubble dynamics, we will include inhomogeneous T
due to adiabatic density changes and latent heat in the
scheme of the dynamic van der Waals theory [37, 39–41].
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Appendix A: Binary Carnahan-Starling model
In the binary Carnahan-Starling model[26], the volume
fractions of the two species are
ηi = v0ini, v0i = πd
3
i /6 (i = 1, 2). (A1)
The repulsive part of the free energy density fh in Eq.(1)
is written as a function of the total volume fraction η =
η1 + η2. We here rewrite it in terms of u = η/(1− η) as
fh
nT
= 4u+u2−
3
2
u[2y1+(y1+y2)u]+(y3−1)g(u). (A2)
The parameters y1, y2, and y3 depend on n1 and n2 as
y1 = (1 + α)(1 − α)
2n1n2/n(n1 + α
3n2), (A3)
y2/y1 = α(n1 + α
2n2)/(1 + α)(n1 + α
3n2), (A4)
y3 = [n1 + α
2n2]
3/n(n1 + α
3n2)
2, (A5)
where n = n1 + n2. In the one-component limit (n2 →
0)[25], we have y1 = y2 = y3 − 1 = 0. The function g(u)
in the last term in Eq.(A2) depends on u as
g(u) = u− u2/2− ln(1 + u). (A6)
The pressure ph from fh in Eq.(9) is written as
ph
Tn
= (u+ u2)[4 + 2u− 3y1 − 3(y1 + y2)u] + (1 − y3)u
3
=
1 + η + η2
(1 − η)3
−
3(y1 + y2η)η + y3η
3
(1− η)3
− 1. (A7)
The chemical potential contributions µhi = ∂fh/∂ni
from fh in Eq.(6) are written as
µh1 = fh/n−X1 + v01ph/η, (A8)
µh2 = fh/n+ n1X1/n2 + v02ph/η, (A9)
where v0i = πd
3
ii/6. In terms of the derivatives Yi =
∂yi/∂n1 at fixed n2, X1 is written as
X1 = Tn[3u[Y1 + (Y1 + Y2)u]/2− Y3g(u)]. (A10)
For small n2 we have y1 ∼= (1 + α)(1 + α)
2n2/n, y2 ∼=
α(1+α)2n2/n, and y3−1 ∼= (3α
2−2α3−1)n2/n to linear
order in n2. From Eq.(A2), fh is then expanded as
fh(n1, n2) = Tn1(4u1 + u
2
1) + Tn2νh(n1) + · · · , (A11)
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where u1 = η1/(1− η1) and νh is given in Eq.(33).
Appendix B: Statistical-mechanical theory of
surface tension and interfacial stress
We consider binary particle systems with pairwise in-
teractions, where the potential ϕij(r) includes attractive
and repulsive parts. A planar interface is placed per-
pendicularly to the z axis away from the walls at z = 0
and L. Then, the average stress tensor can be expressed
exactly as [31, 47–49]
Παβ(r) = Tnδαβ −
∫
dr1
∫
dr2
∑
ij
x12αx12β
2r12
×ϕ′ij(r12)δs(r, r1, r2)ρ2(r1, r2), (B1)
in terms of the δs function in Eq.(11). This expression is
analogous to that of DFT in Eq.(10). We introduce the
two-body distribution function,
ρij(r1, r2) = 〈
∑
k 6=ℓ
δ(r1 −R
i
k)δ(r2 −R
j
ℓ)〉, (B2)
where Rik is the position of particle k of species i. In
Eq.(B1), the kinetic part Tnδαβ arises from the Maxwell-
Boltzman distribution, while the second term holds even
in nonequilibrium. Around a planar interface, we may
set ρij(r1, r2) = ρij(z1, z2, r12) in equilibrium.
The surface tension is given by the Bakker formula in
Eq.(25). After integration with respect to z, x1, and y1,
we may remove the δs function to obtain the Kirkwood-
Buff formula [22, 48, 49, 53],
σ =
∫
dz1
∫
dr2
∑
ij
r212 − 3z
2
12
4r12
ϕ′ij(r12)ρij(r1, r2). (B3)
We also consider the stress difference ∆Π(z) = Πzz−Πxx
itself. Starting with Eq.(B1) we find
∆Π(z) = π
∫ L
z
dz1
∫ z
0
dz2
∫ ∞
z12
du
∑
ij
(u2/z12 − 3z12)
×ϕ′ij(u)ρij(z1, z2, u), (B4)
where z1 > z > z2 and z12 = z1 − z2. Use has been
made of Eq.(18) and the relation
∫
dx2dy2δ(u − r12) =
2πuθ(u − |z12|) at fixed u and z12. The σ in Eq.(B3)
and the z integral of Eq.(B4) coincide. Analogously to
Eq.(28), the derivative d∆Π/dz can be written in the
double integral form,
d
dz
∆Π(z) = π
∫ ∞
0
dξ
∫ ∞
ξ
du
∑
ij
(u2/ξ − 3ξ)ϕ′ij(u)
×[ρij(z + ξ, z, u)− ρij(z − ξ, z, u)]. (B5)
Here, if z−zint ≫ d1 and ξ−z+zint ≫ d1, we can neglect
the pair correlation at the two points and are allowed to
replace ρij(z+ξ, z, u)−ρij(z−ξ, z, u) by (n
ℓ
i−n
g
i )n
ℓ
jθ(ξ−
z). Then, we obtain the tail in Eq.(29) if ϕij(r) ∝ r
−6
at long distances. If we replace ϕ′ij(r12)ρij(r1, r2) in
Eqs.(B3)-(B5) by φ′ij(r12)ni(z1)nj(z2) and Tn in Eq.(B1)
by Tn+ ph, we obtain their counterparts in DFT.
Appendix C: Efficient method of calculating
equilibrium states in DFT
As a method of minimizing the free energy F , we seek a
stationary solution of the relaxation equations (i = 1, 2),
∂
∂τ
ni(r, τ) = −µi(r, τ) + 〈µi〉cell(τ), (C1)
where µi is the chemical potential in Eq.(5) determined
by n1(r, τ) and 〈µi〉cell =
∫
drµi/V is its space average
in the cell. For any initial ni(r, 0), µi(r, τ) tend to be
homogeneous as τ → ∞. Then, we obtain an equilib-
rium state with ni(r) = limτ→∞ ni(r, τ). We assume
the one-dimensional geometry in Fig.1 and the spheri-
cally symmetric geometry in Fig.6. Note that there is no
physical meaning in this relaxation dynamics.
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