Abstract. Transmission eigenvalues have important applications in inverse scattering theory. They can be used to obtain useful information of the physical properties, such as the index of refraction, of the scattering target. Despite considerable effort devoted to the existence and estimation for the transmission eigenvalues, the numerical treatment is limited. Since the problem is non-standard, classical finite element methods result in non-Hermitian matrix eigenvalue problems. In this paper, we focus on the computation of a few lowest transmission eigenvalues which are of practical importance. Instead of a non-Hermitian problem, we work on a series of generalized Hermitian problems. We first use a forth order reformulation of the transmission eigenproblem to construct functions involving an associated generalized eigenvalue problem. The roots of these functions are the transmission eigenvalues. Then we apply iterative methods to compute the transmission eigenvalues. We show the convergence of the numerical schemes. The effectiveness of the methods is demonstrated using various numerical examples.
Introduction.
Recently the transmission eigenvalue problem has attracted many researchers in inverse scattering community [5, 6, 10, 12, 11, 15, 16, 8] . Since the transmission eigenvalues can be determined from the far field pattern, they can be used to obtain estimates for the material properties of the scattering object [5, 7] . Furthermore, transmission eigenvalues have theoretical importance in the uniqueness and reconstruction in inverse scattering theory [11] .
It can be proved that the transmission eigenvalues form at most a discrete set with infinity as the only possible accumulation point by applying the analytic Fredholm theory [12] . However, little was known about the existence of the transmission eigenvalues except the spherically stratified medium until very recent. In [16] , Päivärinta and Sylvester show the existence of a finite number of transmission eigenvalues provided that the index of refraction is large enough. Cakoni and Haddar [6] extend the idea of [16] and prove the existence of finitely many transmission eigenvalues for a larger class of problems. The idea is further extended to show the existence of an infinite discrete set of transmission eigenvalues that accumulate at infinity [5] .
Despite considerable papers devoted to the existence and estimation, the numerical treatment for the transmission eigenvalues is quite limited. To the author's knowledge, the recent paper by Colton et.al. [10] contains the first numerical study where three finite element methods are proposed. However, the finite element mesh has to be kept rather coarse in [10] since the resulting sparse matrix problem is nonHermitian.
Inspired by the existence proofs in [6] and the fact that only a few lowest real transmission eigenvalues are of practical importance in the inverse scattering theory to estimate the index of refraction [7] , we propose two iterative methods. The methods depend on a forth order reformulation of the problem. We first construct functions involving an associated generalized eigenvalue problem. Then the roots of these functions are shown to be the transmission eigenvalues. Finally, iterative methods are applied to search the roots of these functions. The associated generalized eigenvalue problems are computed by the finite element method. We prove the convergence of the iterative methods using the derivative of the generalized eigenvalues [14, 13, 2] . The proposed methods are effective and fast which is demonstrated by various examples.
The paper is organized as follows. In Section 2, we introduce the transmission eigenvalue problem and derive a forth order reformulation. Using the associated generalized eigenvalue problems, we form functions whose roots are the transmission eigenvalues. In Section 3, we propose two iterative methods for the computation of the transmission eigenvalues and prove the convergence of the methods. Various numerical examples are shown in Section 4. Finally in Section 5, we make conclusions and discuss some future works.
2. The transmission eigenvalue problem. In this paper, we study the transmission eigenvalues corresponding to the scattering of acoustic waves by a bounded simply connected inhomogeneous medium D ⊂ R 2 . The transmission eigenvalue problem is to find
where ν is the unit outward normal to ∂D and the index of refraction n(x) is positive.
Values of k = 0 such that there exists a nontrivial solution to (2.1) are called the transmission eigenvalues (see [10] ). We first rewrite (2.1) as a forth order problem. Define
Dividing n(x) − 1 and applying (△ + k 2 n(x)) to both sides of the above equation, we obtain
Denote by (u, v) the L 2 (D) inner product. The weak formulation for the transmission eigenvalue problem can be stated as: find (k
In the rest of this section, we will introduce the associated generalized eigenvalue problems and the existence of transmission eigenvalues. More details can be found in [6] and we present the results in a way such that we can derive numerical methods directly.
2.1. The associated generalized eigenvalue problems. We first introduce the associated generalized eigenvalue problems. These generalized eigenvalue problems correspond to a family of positive definite and self-adjoint operators with respect to a non-negative compact operator. Thus standard finite element methods can be used to compute the generalized eigenvalues [9, 3] .
First we define
where τ := k 2 . For simplicity, we also call τ a transmission eigenvalue if k is. From (2.2), it is straightforward to show that the transmission eigenvalues are τ 's such that
when n(x) < 1.
The following lemma provides useful properties of the generalized eigenvalue problems. Because of its importance for the proposed iterative methods, we sketch its proof and refer the readers to [6] for more details.
Lemma 2.1. Let the index of refraction n(x) satisfy
Then A τ orÃ τ is a coercive sesquilinear form on
Moreover, B is symmetric and non-negative on H 2 0 (D). Proof. Assuming that n(x) satisfies (2.6), we have
for γ < ǫ < γ + 1. Moreover, letting λ 0 (D) be the first Dirichlet eigenvalue of −∆ in D and using the Poincaré inequality, we have
for some positive constant C τ . Similarly, it can be shown thatÃ τ is a coercive sesquilinear form on .7) is satisfied. The conclusion on B is obvious. Now we define the following bounded self-adjoint linear operators
Lemma 2.1 shows that B is a non-negative operator, A τ is a positive definite operator if
B is a compact operator. In addition, A τ andÃ τ depend continuously on τ ∈ (0, ∞).
Now we consider the following generalized eigenvalue problem
Then λ(τ ) is a continuous function of τ . From (2.4) and (2.5), a transmission eigenvalue is the root of
2.2. Existence of the transmission eigenvalues. We first introduce a theorem in [6] which provides the conditions for the existence of solutions of (2.14).
Theorem 2.2. Let τ → A τ be a continuous mapping from (0, ∞) to the set of self-adjoint and positive definite bounded linear operators on a Hilbert space U , and let B be a self-adjoint and non-negative compact bounded linear operator on U . We assume that there exists two positive constant τ 0 > 0 and τ 1 > 0 such that
is the jth eigenvalue (counting multiplicity) of A τ with respect to
Under the following assumptions on n(x), the operators A τ orÃ τ with B satisfy the conditions of the above theorem with
, and µ p (D) > 0 be the (p + 1)th clamped plate eigenvalue (counting the multiplicity) on D. Set
The following theorem is a modification of Theorem 3.1 in [6] .
satisfying either one of the following assumptions
Then, there exists p+1 transmission eigenvalues (counting multiplicity) in the interval
for case 1) and
for case 2) with any ǫ > 0. The assumptions of Theorem 2.3 are restrictive (see Section 4). The following result in [5] can also be used to determine an interval containing transmission eigenvalues under mild conditions on n(x). Let ǫ > 0 such that D contains m = m(ǫ) disjoint disks B ǫ of radius ǫ. Also let B r1 be the largest ball of radius r 1 such that B r1 ⊂ D and B r2 be the smallest ball of radius r 2 such that D ⊂ B r2 .
Theorem 2.4. Assume that n(x) ∈ L ∞ (D) and α, β are positive constants. Let k 1,n * and k 1,n * be the first transmission eigenvalues corresponding to the ball B 1 of radius one with the index of refraction n * and n * respectively. Let k 1,D be the first transmission eigenvalue of D with index of refraction n(x).
There are at least m(ǫ) transmission eigenvalues in the interval [
In general, the values in (2.20) and (2.21) provide alternative bounds for the transmission eigenvalues under milder conditions than Theorem 2.3. However, we do need to know the transmission eigenvalues of disks with constant index of refraction.
3. Iterative methods for the transmission eigenvalues. Our numerical methods are based on finding the root of a discrete version of (2.14). Since λ(τ ) is the generalized eigenvalue of operator A τ orÃ τ with respect to B, we need to compute an approximation λ h (τ ) for λ(τ ). This is done by using finite element methods for the generalized eigenvalue problem (2.12) and (2.13). In particular, we use the H 2 conforming finite element space of Argyris element [9] , denoted by S h . For a mesh T for D, assume that λ j,h (τ ) is the jth eigenvalues of the discrete eigenvalue problem
where A τ,h (orÃ τ,h ) and B h are the finite element matrices for (2.12) (or (2.13)). Note that λ j,h (τ ) depends on τ continuously. To compute the jth transmission eigenvalue, we fix a index j and compute the jth eigenvalues λ j,h (τ ) of (3.1). These values are then used to compute the root of (2.14). For simplicity, we drop the index j in the following except j needs to be specified. The following lemma is obvious [3, 9] . Lemma 3.1. Assume that we apply the Argyris finite element method for (2.12) or (2.13) on a Lipschitz domain D and the index of refraction n(x) satisfies the condition of Lemma 2.1. Let λ h (τ ) be the finite element approximation of a generalized eigenvalue λ(τ ) on a triangular mesh T with mesh size h. Then for any ǫ > 0, there exists an h 0 such that if h ≤ h 0 then
In the following, we propose two iterative methods to compute the root of 
In the following, we will establish the convergence of the above method using the derivatives of eigenvalues [14, 13, 2] . Let λ h be a generalized eigenvalue of (3.1) and X be a matrix of eigenvectors associated with λ h such that X T BX = I. Thus we have
where Λ h = λ h I. In general, the repeated eigenvalue λ h will separate as τ changes and the derivative of the eigenvalue λ h with multiplicity m is not a scalar. We will denote it by Λ
). It is well-known that the choice of X is not unique [13] and there exists a suitable matrix Γ ∈ R m×m such that Γ T Γ = I and the columns of orthogonal transformation Z = XΓ are the eigenvectors for which a derivative can be defined.
Differentiating A τ,h Z = B h ZΛ h , we obtain
Collecting similar terms we obtain
Multiplying X T , substituting Z = XΓ and using the fact that X T (A τ,h − λ h B h ) = 0, we have
Note that B h does not depend on τ , we have B ′ h = 0 and thus
If λ h is a distinct eigenvalue, we have
where x is the associated eigenvector such that x T B h x = 1. Now we show that f ′ h (τ ) is negative on an interval right to τ 0 . Let λ h (τ ) be a generalized eigenvalue and X be the associated matrix of eigenvectors such that X T B h X = I. In addition, let Z = XΓ be the transformation whose columns are the eigenvectors for which a derivative can be defined. This is true since we have generalized Hermitian eigenvalue problems.
for n(x) > 1 and
for n(x) < 1.
Proof. Assume that the index of refraction n(x) > 1 and |∇ 1 n(x)−1 | < c g for some constant c g . By simple calculations, we have
J. Sun
Letting v = u, we have
Let x be a column of Z and u be the corresponding function of x in S h . Note that (∇u, ∇u) = 1. Let A ′ τ,h be the matrix corresponding to A ′ τ,h . Then we have
where we have applied the Poincaré inequality. Thus if
we have f ′ h (τ ) = λ ′ h (τ ) − 1 < 0 which implies f (τ ) is monotonically decreasing. Similarly, letÃ ′ τ,h represent the derivative ofÃ τ,h with respect to τ . Assume that the index of refraction n(x) < 1 and |∇ n(x) 1−n(x) | < c g for some constant c g . We havẽ
Letting v = u, we havẽ
where again we applied the Poincaré inequality. Thus if
i.e.,
we have f
Note that the above derivation does not depend on the mesh size h.
In the case of constant index of refraction for a simple eigenvalue, the results can be simplified. Assuming n > 1 is constant and using integration by part, we obtain
where H, G, M are matrices corresponding to 1 n−1 (△u, △v), (∇u, ∇v) and (u, v) respectively. Then we have
Assume that x is an eigenvector associated with λ h . Let u be the corresponding function of x in S h , we have (∇u, ∇u) = 1. Hence
.
Thus we have f
For the case ofÃ τ,h , assuming the index of refraction 0 < n < 1 is a constant, we haveÃ
. Thus we have f
Now we show some numerical study of function f h (τ ) as a verification of the above results. We consider the case when D is a disk with radius 1/2. The computation is done on a mesh T for D whose size h ≈ 0.05. In Fig. 3 .1, we plot f 1,h = λ 1,h (τ ) − τ with n = 24, 16, 8, 4 . We see that f 1,h is positive for small positive τ and monotonically decreasing in an interval right to zero. From (3.9), we have
According to Lemma 3.2, for each j, f j,h (τ ) = λ j,h (τ ) − τ is monotonically decreasing on (τ 0 , τ 2 ). This conclusion is verified in Fig. 3.2 The following lemma states that the root of (3.2) approximates the root of (2.14) well if the mesh size is small enough. 
for ξ between τ 0 and τ * . Thus we have either f h (τ * ) > ǫ or f h (τ * ) < −ǫ. Both contradict the fact that |f h (τ * ) − f (τ * )| < ǫ. This completes the proof.
Combining Lemmas 3.1, 3.2 and 3.3 and assuming we carry out the bisection method using the tolerance tol, we have the following convergence result.
Theorem 3.4. Assume that we apply the conforming finite element method for (2.12) or (2.13) using Argyris element on a regular mesh T with mesh size h and the conditions in Lemmas 3.1, 3.2 and 3.3 are satisfied. Let τ * be the root of (2.14) and τ h be the approximation of τ * computed by the bisection method. Assume that τ satisfies (3.4) and (3.5), then for any ǫ > 0, there exists h 0 such that for h < h 0 we have |τ h − τ * | ≤ ǫ/δ + tol for some fixed δ > 0 not depending on ǫ.
Proof. Let λ h (τ ) be the finite element approximation of λ(τ ) for the generalized eigenproblems (2.4) or (2.5). Then by Lemma 3.1, for any ǫ > 0, there exist h 0 such that for a regular mesh with h < h 0 , we have
Assume τ 0 is the root of f h (τ ), i.e., λ h (τ 0 ) − τ 0 = 0. It is obvious that |τ h − τ 0 | < tol. If τ satisfies (3.4) and (3.5), from the derivation of Lemma 3.2, there exist δ > 0 such that f ′ h (τ ) < −δ in a neighborhood of τ 0 . Using Lemma 3.3, we have |τ * − τ 0 | < ǫ/δ.
Then an application of the triangle inequality completes the proof.
3.2.
A secant method. To use the above bisection method, we need to decide an interval [τ 0 , τ 1 ] which contains the desired transmission eigenvalues. However, computation of τ 0 and τ 1 using Theorem 2.3 would require the Dirichlet and the clamped plate eigenvalues. Conditions (2.16) and (2.17) of Theorem 2.3 also put a strict condition on the index of refraction n(x) (see Section 4). Theorem 2.4 provides an alternative way to decide τ 0 and τ 1 under mild restriction on n(x). However, it requires the computation of the transmission eigenvalues of disks with constant index of refraction. To overcome these difficulties, we propose the following secant method to search the roots of f h (τ ). The method turns out to be very efficient in general.
Algorithm 2 (Secant Method): secantT E(x 0 , x 1 , n(x), tol, N, maxit) generate a regular triangular mesh for D for each i, 1 ≤ i ≤ N do the following set it = 0 and δ =abs(x 1 − x 0 ) it = it + 1 t = x 0 construct matrix corresponding to A t,h compute the ith smallest generalized eigenvalue λ A of A t,h x = λB h x t = x 1 construct matrices corresponding to A t,h compute the ith generalized eigenvalue λ B of A t,h x = λB h x while δ > tol and it < maxit t = x 1 − λ B x1−x0 λB −λA construct the matrix corresponding to A t,h compute the ith smallest eigenvalue λ t of A t,h x = λB h x δ = abs(λ t − t)
Here x 0 and x 1 are initial values which are chosen close to zero and x 0 < x 1 . This is due to the fact that f h (τ ) is monotonically decreasing in an interval I right to zero. The maxit is the maximum number of iterations. Similar to the bisection method, we have the following convergence theorem whose proof is straightforward (see [1] ).
Theorem 3.5. Assume we apply the conforming finite element method for (2.4) or (2.5) using Argyris element on a regular mesh T with mesh size h. Let f ′ h (τ ) < −δ < 0 for δ > 0 on some interval [a, b] where a = τ 0 is given by (2.18) and b is given by (3.6) for n(x) > 1 ( (2.19) and (3.7) for n(x) < 1). Let ǫ be an arbitrary positive number. Assume that τ * is the root of f (τ ) such that τ * ∈ [a + ǫ/δ, b − ǫ/δ]. Let τ 0 be the root of f h (τ ) computed by the secant method. Then there exist an h 0 such that for h < h 0 we have
4. Numerical Examples. In this section, we present some numerical examples. All computations are done using Matlab on a Macbook Pro with 4G memory. We use linear finite element to compute the lowest Dirichlet eigenvalue and Argyris element to compute the clamped plate eigenvalues and the generalized eigenvalue problems.
In all examples, we use a regular mesh with mesh size h ≈ 0.05 and tol = 1.0E − 6. The transmission eigenvalues computed here are consistent with the values computed by the methods in [10] . ), (
) and (0, 1). Table 4 .2 The 1st transmission eigenvalue when index of refraction is not constant for two domains: a disk D 1 of radius R = 1/2 and the unite square D 2 centered at the origin. The third column is the values from [17] computed by the inverse scattering scheme. The fourth column is computed by the bisection method.
The major advantages of the proposed iterative methods over the finite element methods in [10] are the accuracy and speed. For example, it is impossible to use the Argyris method in [10] on a mesh with mesh size h < 0.05 for a disk with radius 1/2 since solving the non-Hermitian eigenvalue problem using Matlab's eig leads to Out of memory. Instead of eig, one might use sptarn which is much more efficient and needs less memory. However, a search interval need to be specified precisely otherwise sptarn might not converge for our problem. In addition, there are no convergence results for the non-Hermitian iterative solvers up to date [4] .
4.1. The bisection method using Theorem 2.3. We compute the 1st transmission eigenvalue for three different domains: a disk D 1 of radius R = 1/2 centered at the origin, the unite square D 2 centered at the origin and a triangle D 3 whose vertices are given by (− Table 4 .1 shows the results of the bisection method when n = 24 and n = 1 24 . The sizes of the matrices are also shown in the table. Next we consider the case when the index of refraction is not constant. We choose two domains: a disk D 1 of radius R = 1/2 and the unite square D 2 centered at the origin. The indices of refraction are given by 8 + 4|x| and 8 + x 1 − x 2 , respectively. We make these choices because the 1st transmission eigenvalues of both cases are obtained in [17] via the inverse scattering scheme and thus we can make comparison. The meshes for both domains keep the same. The result is shown in Table 4 .2. We can see that the values computed by the bisection method (direct way) and by the inverse scattering scheme agree very well. Since [17] uses k 1 instead of k 2 1 , we also show k 1 in Table 4 .2.
4.2. The bisection method using Theorem 2.4. A major draw back of using Theorem 2.3 is the restriction on the index of refraction. It becomes severe if we want to compute several transmission eigenvalues. For example, suppose we want to compute five lowest transmission eigenvalues. Since µ 5 (D) ≈ 25, 337.6304, for the condition in Theorem 2.3 to be satisfied. As an alternative we can use the bounds given in Theorem 2.4 which requires the transmission eigenvalues of disks with constant index of refraction. We refer the readers to [10] for some discussion on how to obtain these transmission eigenvalues. Let n(x) = 16 and D be the unit square. Then B 1 = {x; |x| < 1/2} is the largest disk such that B 1 ⊂ D and B 2 = {x; |x| < 0.8} is a disk such that D ⊂ B 2 . Note that the condition in Theorem 2.3 is not satisfied since 16 < 1 + θ 0 (D) ≈ 21.8749. Let k 1,D , k 1,B1 and k 1,B2 be the first transmission eigenvalues of the above domains respectively. From [10] we have Using these bounds in the bisection method, we obtain k 1,D ≈ 1.7885.
4.3.
The secant method. The secant method only needs the value of the function and converge quickly for the lowest a few transmission eigenvalues. In Table 4 .3, we show six lowest transmission eigenvalues computed by the secant method for a disk with radius 1/2 and n = 24. The secant method converges much faster than the bisection method. For example, for the lowest transmission eigenvalue, the bisection method uses 27 iterations comparing to 4 iterations by the secant method.
5. Conclusions and future work. In this paper, we propose two iterative methods to compute transmission eigenvalues. The major advantage of these methods is the accuracy and effectiveness since we only need to compute eigenvalues of Hermitian problems instead of non-Hermitian problems. This fits the practical need in the sense that in general only the lowest transmission eigenvalue is needed to estimate the index of refraction in inverse scattering theory [7] . We prove the convergence of the proposed methods and the effectiveness is verified by numerical examples.
In future, we plan to extend the methods to compute transmission eigenvalues for anisotropic Maxwell's equations.
