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Abstract—Motivated by recent work on two dimensional (2D)
harmonic component recovery via atomic norm minimization
(ANM), a fast 2D direction of arrival (DOA) off-grid estimation
based on ANM method was proposed. By introducing a matrix
atomic norm the 2D DOA estimation problem is turned into
matrix atomic norm minimization (MANM) problem. Since the
2D-ANM gridless DOA estimation is processed by vectorizing the
2D into 1D estimation and solved via semi-definite programming
(SDP), which is with high computational cost in 2D processing
when the number of antennas increases to large size. In order
to overcome this difficulty, a detail formulation of MANM
problem via SDP method is offered in this paper, the MANM
method converts the original MN + 1 dimensions problem into
a M + N dimensions SDP problem and greatly reduces the
computational complexity. In this paper we study the problem of
2D line spectrally-sparse signal recovery from partial noiseless
observations and full noisy observations, both of which can be
solved efficiently via MANM method and obtain high accuracy
estimation of the true 2D angles. We give a sufficient condition
of the optimality condition of the proposed method and prove
an up bound of the expected error rate for denoising. Finally,
numerical simulations are conducted to show the efficiency and
performance of the proposed method, with comparisons against
several existed sparse methods.
Index Terms—Sparse recovery, matrix atomic norm, 2-
Deminsion, signal denoise.
I. INTRODUCTION
Estimating the frequencies of a superposition of complex
harmonic 2D signals arises in many applications, including
the direction of arrival estimation in radar target tracking
and location [1] [2], multiple-input multiple-output (MIMO)
antennas communication channel estimation [3] [4], and super-
resolution imaging through a Fourier imaging system [5]. All
of these applications can be attributed to 2D DOA estimation
problem.
Conventional 2D DOA estimation methods are often based
on Subspace theory methods such as 2D unitary ESPRIT
[6] , 2D MUSIC [7], and the Matrix Enhancement Matrix
Pencil (MEMP) method [8], etc. However, most of these
methods rely on the covariance of sampled observation, which
requires that the number of independent observations should
be larger than the antenna numbers. what’s more, they may
fail for coherent sources [9]. Since last decade, researchers
have put forward super resolution DOA estimation methods
based on compressed sensing (CS) [10] theory, which exploits
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source sparsity for frequency or angular estimation [11] [12]
and enables DOA estimation even from a single snapshot of
measurements, regardless of source correlation. The CS based
DOA estimation methods are implemented via discretizing
the 2D possible angle scope with grid points and then re-
covering the true location by sparse recovery methods such
as basis persuit (BP) [13], least absolute shrinkage and se-
lection operation (LASSO) [14], orthogonal matching persuit
(OMP) [15] and so on. These sparse methods result in fine
estimation performance if the true angle location satisfies the
pairwise isometry property (PIP) [16] and the grids are dense
enough. However, researchers have found that if the observed
signal contains off-grid harmonic components it may result in
considerable performance decreasing via conventional sparse
approximation algorithms over the discrete basis, which has
been pointed out in [17] [18] [19]. Therefore, it is necessary
to design a parameter estimation method, which is not relevant
to the priori basis for sparse reconstruction while still utilizing
the sparsity property.
Recently, a new gridless sparse recovery method for spectral
estimation is developed via atomic norm minimization (ANM)
[20], which provides a structure-based optimization approach
that utilizing the Vandermonde structure of the captured data
in a SDP via Toeplitz matrix [21] [22]. The ANM method
works well in recovering a spectrally-sparse signal from a
few numbers of randomly selected samples of the complete
observation data [23] [24]. However, ANM method can not be
directly extended to the 2D case by vectorizing the matrix data
into vector data and solving the 1D ANM optimum problem,
i.e. the equivalence between the 2D atomic norm minimization
in its 1D SDP form is not guaranteed, since the Vandermonde
decomposition of Toeplitz matrix via Caratheodory’s theorem
does not hold in higher dimensions. Poineered by Chi [25]
vectorized -ANM for 2D frequency estimation has been ex-
ploited, which turns the 2D frequency estimation into a double-
folds Toeplitz matrix SDP problem. This method retains the
merits of the ANM approach in terms of super-resolution
from single-snapshot observations, and robustness to source
correlation. But its computation complexity is very high, which
becomes almost intractable when the dimensions of antenna
array become large.
In this paper, a new definition of ANM is formulated via
introducing a new atom set based on 2D harmonic component
matrix which turns the double-folds Toeplitz matrix into two
Toeplitz matrices with harmonic component contained in one
dimension. Accordingly, a new SDP problem is formed for the
matrix ANM (MANM), which has greatly decreased the opti-
mum problem’s size and remarkably improved computational
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efficiency. The run time of MANM method is several orders
of magnitude lower than of VANM method, while all other
advantages of ANM are reserved such as high accuracy, high
resolution and a small number of observation requirements.
Theoretic formulations of our method are given in both proofs
and simulations to validate the proposed MANM method.
The rest of this paper is organized as follows. In Section II,
system model and problem, related literature and introduction
to MANM are described. In Section III, the proposed matrix
atomic norm minimization algorithm for full data recovery
from partial noiseless observations and data denoise from
full noisy observations via SDP are formulated, and their
performance guarantee and proof are deferred to the Appendix
B and Appendix C. In Section IV, Numerical simulations are
conducted to test the efficiency and performance of proposed
algorithm. Finally, this paper is concluded in Section V.
Notations: Throughout the paper, matrices are denoted by
bold capital letters, and vectors by bold lowercase letters.
(·)T , (·)∗, (·)H denote the transpose, conjugate and conjugate
transpose, respectively. ‖ · ‖ denotes the Euclidean norm and
‖·‖F denotes the Frobenius norm of matrix. Tr(·) denotes the
trace of a matrix, and 〈A,B〉 , Tr(BHA) stands for the inner
product of matrix A and B. 〈A,B〉R , Re(〈A,B〉) represent
the real part of the inner product. ⊗ denotes the Kronecker
product. R and C denotes the sets of all real numbers and
complex numbers, respectively. P(·) denote the probability of
incident (·) and E(·) denotes the expectation of the argument.
II. PROBLEM FORMULATION AND THE DEFINITION OF
ATOMIC NORM
In this section the sparse 2D-harmonic signal model is
formulated via a typical example and a new kind of atomic
norm is introduced to fast estimate 2D harmonic component.
A. Signal Model
Assume that there are K source signals in far-field scene
with their echo impinge on an M × N Uniform Rectangle
Array (URA) which contains M and N antenna elements
along x-direction and y-direction. Let (θk, ϕk) be the azimuth
angle and elevation angle of the k-th source signal as is shown
in Fig. 1.
As for the k-th source signal, let (rx, ry, rz) denotes the
the k-th source
θ
x
y
z
ko
φ
k
rx
rz
ry
(x,y,0)
(rx,ry,rz)
M
N
P
S
Fig. 1. Source signal in far field for a M ×N Uniform Rectangle Array
(URA)
location of the k-th source signal in 3 dimension coordinates,
then for a point P locate at (x, y, 0) in x−O − y plane, the
path difference with respect to the antenna element at origin
O (coordinate (0, 0, 0)) is
∆d =
rx · x+ ry · y√
r2x + r
2
y + r
2
z
s.t.
tan(θk) = rz/
√
r2x + r
2
y
tan(ϕk) = ry/rx.
(1)
Let dx, dy denote the inter-element spacing with respect to
x-direction and y-direction, if (x, y) = (mdx, ndy) then the
phase difference ∆Φ that with respect to the antenna element
at origin O is
∆Φ = 2pim · fx,k + 2pin · fy,k (2)
fx,k ,
1
λc
cosϕk cos θk (3)
fy,k ,
1
λc
sinϕk cos θk (4)
where λc is the wavelength of received echo.
Hence, the total received target echo data matrix without
noise to this URA can be written as
X = [xm,n]M×N 0≤m≤M−1,0≤n≤N−1
xm,n =
K∑
k=0
1√
MN
s?k · e−j2pi·(mfx,k+nfy,k) (5)
where, s?k ∈ C denotes the echo strength of the k-th source
signal, (fx,k, fy,k) are normalized spatial frequency factors
that decided by (θk, ϕk) via (3) and (4). It is easy to see that
(5) can be rewritten in a brief form as
X =
K∑
k=0
s?k · aX (fx,k) · aTY (fy,k) = AX · S ·ATY (6)
where
a
X
(fx,k) , [1, e−j2pi·fx,k , ..., e−j2pi·(M−1)fx,k ]T (7)
a
Y
(fy,k) , [1, e−j2pi·fy,k , ..., e−j2pi·(N−1)fy,k ]T (8)
S , diag(s?), s? = [s?1, s?2, ..., s?K ]T (9)
A
X
, [a
X
(fx,1),aX (fx,2), ...,aX (fx,K)] (10)
A
Y
, [a
Y
(fy,1),aY (fy,2), ...,aY (fy,K)]. (11)
The goal of 2D DOA estimation for URA is identical to
recovery {(f
x,k
, f
y,k
)}Kk=1 from its observation X in (5), since
{(θk, ϕk)}Kk=1 can be obtained by solving (3) and (4). with-
out loss of generality, we turn to estimate {(f
x,k
, f
y,k
)}Kk=1
instead.
B. Vectorial Atomic Norm for 2D DOA model
In [25] [26] the Vectorial Atomic Norm is defined via
vectorized the data matrix to get an large dimension atom
set. Let x = vec (X) ∈ CMN×MN be the vectorized data
matrice, then one has
x = (A
Y
⊗A
X
) · vec (S) =
K∑
k=1
s?k · aY (fy,k)⊗ aX (fx,k)
=
K∑
k=1
√
MNs?k · c(fk) (12)
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where
c(fk) , c(fx,k , fy,k) =
1√
MN
a
X
(fx,k)⊗ aY (fy,k). (13)
The atom set Av is defined as the collection of all normal-
ized 2-D complex harmonic:
Av =
{
c(f)
∣∣ c(f) ∈ CMN , f ∈ [0, 1]× [0, 1]}
c(f) , c(f
x
, f
y
) =
1√
MN
a
X
(fx)⊗ aY (fy) (14)
and the atomic norm of x can be caculated as
‖x‖Av = inf
{∑
k
|dk|
∣∣ x = ∑
k
dkc(fk), c(fk) ∈ Av
}
= min
U∈CM×N
v∈C
{1
2
v +
1
2
Tr
(
T2D(U)
)}
s.t
[ T2D(U) x
xH v
]
 0 (15)
where, U = [u(i,k)]M×N and T2D(U) is a two-fold block
Hermite Toeplitz matrix which is defined as
T2D(U) =

T1 T2 ... TM
T∗2 T1 ... TM−1
: : ... :
T∗M T
∗
M−1 ... T1
 , (16)
Tl =

u(l,1) u(l,2) ... u(l,N)
u∗(l,2) u(l,1) ... u(l,N−1)
: : ... :
u∗(l,N) u
∗
(l,N−1) ... u(l,1)
 . (17)
C. Matrix Atomic Norm for 2D DOA model
According to the signal model (6) to (11), the matrix atom
set is defined as all matrices that decided by {(f
x,k
, f
y,k
)}k,
i.e.,
Am ,
{
Am(f)
∣∣ f ∈ [0, 1]× [0, 1]} (18)
where
Am(fk) = a
X
(fx,k )
· aT
Y (fy,k)
(f
x,k
, f
y,k
) ∈ [0, 1]× [0, 1]
and the atomic norm of X can be caculated as
‖X‖Am = inf
{∑
k
|sk|
∣∣ X = ∑
k
skAm(fk),Am(f) ∈ Am
}
.
(19)
which is the gauge function associated with the convex hull
of Am. Encouragingly, the matrix atomic norm satisfies the
following equivalent SDP form, which can be computed
efficiently. The proof can be found in Appendix A.
Theorem 1 If X ∈ CM×N , then the matrix atom norm
‖X‖Am can be rewritten as
‖X‖Am = inf
(u,v)∈CM×CN
Tr
( 1
2M
T (u) + 1
2N
T (v)
)
s.t.
[ T (u) X
XH T (v)
]
 0 (20)
where, T (u) and T (v) are Hermite Toeplitz matrices with
vector u and v as their first column respectively.
Meanwhile, in some cases, it is helpful to analysis and
implement some algorithm induced by norm minimization via
introducing the definition of dual norm of ‖X‖Am , which is
defined as
‖Z‖A′m = sup‖X‖Am≤1
〈Z,X〉R
= sup
fk∈[0,1]×[0,1]∑
k |sk|≤1
〈Z,
∑
k
skAd(fk)〉R
= sup
f∈[0,1]×[0,1]
〈Z,Am(f)〉R (21)
Here, (A′m, ‖·‖A′m) and (Am, ‖·‖Am) are dual normal space
to each other. By weak duality, it always holds that
|〈X,Z〉| ≤ ‖Z‖A′m · ‖X‖Am (22)
III. MANM ALGORITHM FOR 2D DOA
In this section, we consider two issues about 2D spectrum
estimation and denoising via matrix atomic norm minimization
from partial or noisy observations, i.e, (a) recovering the origi-
nal completed data X] from their partial noiseless observations
XΩ; and (b) denoising from their full observations X in
AWGN model.
A. Signal Recovery From Partial Noiseless Observations
Assume that a random or deterministic (sub)set of entries
of data XΩ defined in (5) and (6) are observed, and the index
set of observation entries is denoted by Ω ⊂ {1, 2, ..M} ×
{1, 2, ..., N}. In the noise free case, the real complete data
matrix X] can be recovered from its partially observed entries
via MANM problem as following
X = argmin
X
‖X‖Am s.t. XΩ = X]Ω. (23)
where, XΩ denotes the entries of X whose index are in set Ω.
According to theorem 1 optimum problem (23) can be solved
via following semidefinite program,
argmin
(u,v,X)
Tr
( 1
2M
T (u) + 1
2N
T (v)
)
s.t.
[ T (u) X
XH T (v)
]
 0
XΩ = X
]
Ω. (24)
It ia easy to solve this SDP problem by using CVX soft
parcel [28]. While, in order to seek the uniqueness condition
for solution of problem (23), we resort to analysis its dual
problem. According to (21) it can be obtained that the dual
problem of (23) is
max
Z
|〈Z,X]〉| s.t. ‖Z‖A′m ≤ 1 , ZΩc = 0 (25)
where Ωc , {1, 2...,M} × {1, 2, ..., N} \ Ω denotes the
complementary index set of Ω.
Let (X,Z) be primal-dual feasible solution to (23) and (25),
then |〈Z,X〉| = |〈Z,X]〉| = ‖X]‖Am holds if and only if Z is
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dual optimal and X is primal optimal. Utilizing strong duality,
we have the following proposition to certify the optimality of
the solution of (23).
Proposition 1 The solution of optimum problem (23) is
unique and equal to the complete data X] =
∑
j∈J sjAm(fj)
if there exists Z and Q(f) , 〈Z,Am(f)〉 that satisfying
ZΩc = 0
Q(fj) = sign(sj), ∀fj ∈ F
|Q(f)| < 1, ∀f /∈ F
(26)
where, F = {fj}j∈J which including all 2D-frequency com-
ponents of X].
Proof: First, any Z satisfying (26) is dual feasible. one
has ‖Z‖A′m ≤ 1 and
‖X]‖Am ≥ ‖X]‖Am‖Z‖A′m ≥ |〈Z,X
]〉|
= |〈Z,
∑
j∈J
sjAm(fj)〉| = |
∑
j∈J
s∗j 〈Z,Am(fj)〉|
= |
∑
j∈J
s∗jQ(fj)| =
∑
j∈J
|sj | ≥ ‖X]‖Am . (27)
Hence |〈Z,X]〉| = ‖X]‖Am . By strong duality it holds that
X] is primal optimal and Z is dual optimal.
For uniqueness, assume that Xˆ =
∑
j sˆjAm(fˆj) with
‖Xˆ‖Am =
∑
j |sˆj | is another optimal solution. Then one has
|〈Z, Xˆ〉| = |〈Z,
∑
j
sˆjAm(fˆj)〉|
= |
∑
fj∈F
sˆ∗j 〈Z,Am(fj)〉+
∑
fˆl /∈F
sˆ∗l 〈Z,Am(fˆl)〉|
≤
∑
fˆj∈F
|sˆj |+
∑
fˆl /∈F
|sˆl| = ‖Xˆ‖Am
which contradicts strong duality. Therefore the optimal solu-
tion of (23) is unique.
Proposition 1 is a sufficient condition other than necessary
condition to guarantee the uniqueness of optimality solution
for problem (23), i.e., as long as we can find a dual polynomial
that satisfies (26), then X = X] is the unique optimum solu-
tion of problem (23). while, the inverse claims not necessarily
hold.
Remark 1: Reducing Complexity: The MANM-SDP (55)
is to solving SDP problem from a constraint of size (M +
N)× (M +N), while as for the vectorial ANM-SDP (15) the
constraint size is (MN + 1)× (MN + 1). Hence the MANM
method is able to remarkably decrease the constraint size in
SDP especially when the dimension of array (M,N ) are very
large. This also can be seen in their time consuming level in
simulation results in section IV.
Remark 2: 2D-Frequencies estimation: It is often the
case that the harmonic components f are more focused
than the completeness of the observation data matrix X.
while the MANM-SDP algorithm (55) offers us a way to
directly recover the harmonic components information of
f ] = {(f ]x,i, f ]y,i)}i=1,..K from T (u) and T (v) viaT (u) = AX(f]x) ·Dx ·A
T
X(f
]
x)
, Dx  0
T (v) = A
Y (f
]
y)
·Dy ·AT
Y (f
]
y)
, Dy  0.
(28)
Remark 3: 2D-Frequencies Pairing: By solving the SDP
in (55 ), the 2D harmonic information can be obtained via Van-
dermonde decomposition on their one-level Toeplitz matrices,
which is much simpler than the two-level decomposition in
[10], [11], and then pairing the harmonic components into K
pairs by maximum correlation method as following,
ji = argmax
j
|aH
X(fx,i)
· Xˆ · a∗
Y (fy,j)
|. (29)
where, ji denotes the frequency index of fy that matched to
fx,i, and Xˆ denotes the recovered data matrix.
B. Signal Denoise From Full Observed Data
In this section, we consider the problem of 2D DOA in
additive noise case when full observations are available with
theirs observation model given as
Y = X] + W (30)
where, W = [wi,j ]M×N ∈ CM×N is the noise data part, X]
is the real complete data part. In this case, the matrix atomic
norm regularized recovery method is proposed as
Xˆ = argmin
X
1
2
‖Y −X‖2F + λ‖X‖Am (31)
here, λ is a positive regularization parameter. It is easy to see
that (31) is equivalent to seek the following SDP problem
argmin
(u,v,X)
1
2
‖Y −X‖2F + λTr
( 1
2M
T (u) + 1
2N
T (v)
)
s.t.
[ T (u) X
XH T (v)
]
 0. (32)
The above algorithm can be efficiently implemented via
utilizing CVX tool [28]. Meanwhile, the 2D-frequency compo-
nents can be obtained via the same Vandermonde decomposing
methods for Toeplitz matrices T (u), T (v) that are dealt with
in (28) and paired technique in (29).
In order to guarantee the correctness of the denoising and
estimation algorithm (32), two useful propositions about Opti-
mal solution condition and error bound for (31) are concluded
as the following, with theirs proofs are given in Appendix B.
Proposition 2 (Optimality Conditions) If Xˆ is the solution of
(31) then it holds that{
‖Y − Xˆ‖A′m ≤ λ
〈Y − Xˆ, Xˆ〉 = λ‖Xˆ‖Am .
(33)
Proposition 3 (Error Bound) If ‖W‖A′m ≤ λ, then the
optimum solution Xˆ of (31) satisfies
‖Xˆ−X]‖2F ≤ 2λ‖X]‖Am . (34)
It is often the case that the observed noises are random
noise, hence it can be obtained that expected error rate of
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estimation in (31) is as following whose proof is detailed in
Appendix B.
Theorem 2 Assume the entries of W are i.i.d. Gaussian
entries with wi,j ∼ CN (0, σ2), let
λ = 2σ
√
MN
(√
ln[16pi2(M − 1)(N − 1)]
+
128pi2(M − 1)2(N − 1)2√
ln[16pi2(M − 1)(N − 1)]
)
(35)
then the expected mean square error of solution Xˆ to (31) is
bounded as
E{‖Xˆ−X]‖2F } ≤ 2λ‖X]‖Am . (36)
Note that, in the above theorem λ is proportional to the noise
standard deviation σ, which implies the weaker the noise level
the more precious the estimation accuracy of data recovery is.
IV. NUMERICAL EXPERIMENTS
In this section, three kinds of experiments are conducted
to verify the efficiency and examine the performance of the
proposed algorithms (24) and (32).
A. MANM Recovery from Partial noiseless observation (24)
In this experiment, the dimension of array is set as M =
N = 10, for these 2D-harmonic signals that included in the
received data matrix X, their 2D-frequency pair of fx,i and
fy,i are randomly located in [0, 1]×[0, 1] satisfy the separation
condition ∆ = min maxi6=k{|fx,i−fx,k|, |fy,i−fy,k|} > 1.19M
as in [25], and their signal amplitude s ∈ CK satisfy i.i.d.
complex Gaussian distribution. Each entry in X] was observed
with equal probability of p = |Ω|MN via sub-Nyquist sampling,
where Ω is the index set of observation entries and |Ω| denotes
the number of observation entries in X] . All simulation
for algorithm (24) was implemented using CVX [28]. The
performance of recovery algorithm (24) are evaluated by the
normalized reconstruction error as ‖Xˆ−X
]‖F
‖X]‖F , and the recon-
struction is considered to be successful if its reconstruction
error less than 10−4.
The successful recovery rates are obtained from average
results of conducting a total of 300 trials, then successful
recovery rate versus the number of observation entries |Ω| are
shown in Fig. 2 and Fig. 3 with K = 2, 4, 6, 8 respectively.
It can be seen that the more the observation entries are, the
higher the success rate becomes for the same sparsity level.
And the larger the number of 2D-frequency pairs is the lower
the successful recovery rate turns for the same observation
level p.
B. MANM denoise from full noise data (32)
In this experiment, the dimension of array is set as M =
N = 12 and the number of 2D-harmonic signals is set to
K = 6 and their 2D-frequencies are randomly generated fre-
quency pairs in [0, 1]×[0, 1] to satisfy the separation condition
∆ > 1.19M . Meanwhile the coefficient of each frequency was
generated with constant magnitude one and a random phase
from [0, 2pi]. The noise matrix W is randomly generated with
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Fig. 2. Successful rate of reconstruction versus efficient observation rate p
for K = 2, 4, 6, 8 when M = N = 10.
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Fig. 3. Successful rate of reconstruction versus efficient observation rate p
for K = 2, 4, 6, 8 when M = N = 18.
i.i.d. complex Gaussian distribution, i.e., wi,j ∼ CN (0, σ2).
The vector mean square error (MSE) of the data matrix
denoising estimation is defined as MSE(Xˆ) , E‖Xˆ−X]‖2F
and obtained via taking average of 300 independent trials. The
Signal-Noise-Ratio (SNR) is defined as SNR , 1σ2 .
−10 −5 0 5 10 15 20
10−10
10−5
100
105
 SNR (dB)
M
S
E
(Xˆ
)
 
 
Simulation results
Theory bound
Fig. 4. The MSE performance for data matrix X denoising via MANM
method, and its theoretical upper bound, versus different SNR level when
M = N = 12,K = 6.
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Fig. 4 shows the MSE performance of algorithm (31) as well
as the theoretical upper bound (36) obtained from Theorem 2,
which can be seen that the MSE of data matrix denoising
estimation decreases with the increasing of SNR. Meanwhile,
the theoretical bound exhibits similar trends as the simulation
performance, though it’s not sharp, it is an upper bound for
data matrix estimation.
Furthermore, the performance of 2D frequency component
estimation of (2) are evaluated with comparison against the
Cramer-Rao-Bound (CRB). And the MSE of estimation is
measured as
MSE(fˆ) = E‖fˆ−f ]‖2 = E
K∑
i=1
[(fˆx,i−f ]x,i)2+(fˆy,i−f ]y,i)2]
where, fˆ and f ] are the estimated 2D-frequency vector and the
true 2D frequency vector respectively. And the simulated MSE
of 2D-frequency estimation is obtained via averaging over 500
Monte Carlo runs with respect to the noise realization, while
the CRB of 2D-frequency f ] can be derived from the Fisher
information matrix as is in [8].
Fig. 5 shows the average MSE of 2D-frequency and the
corresponding CRB with respect to different SNR level. It
can be seen that, with the increase of SNR level, the average
MSE of 2D-frequency estimation gradually approaches to 0.
−10 0 10 20
10−4
10−3
10−2
10−1
100
 SNR (dB)
M
S
E
‖
fˆ
−
f
]
‖
2
 
 
CRB
MANM
Fig. 5. The MSE performance for 2D-frequency estimation via MANM
method, and its CRB, versus different SNR level when M = N = 12,K =
6.
C. Comparisons With Existing Approaches
In this experiment, the performance of proposed MANM
method for 2D-frquency estimation are compared with vecto-
rial ANM [25] and other gridless sparse method such as basis
pursuit (BP) and orthogonal matched pursuit (OMP) method.
As for vectorial ANM method the VANM 2D-DOA is to solve
Xˆ = argmin
X
1
2
‖Y −X‖2F + λ‖X‖Av (37)
where, ‖X‖Av is defined as in (15) and the 2D-frquency
are obtained via matrix enhancement matrix pencil (MEMP)
method [8] .
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0.2
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Fig. 6. The 2D-frequencies estimation via different methods (M = N =
10,K = 3, SNR = 6dB,Mx = Ny = 10)
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Fig. 7. The 2D-frequencies estimation via different methods (M = N =
10,K = 3, SNR = 6dB,Mx = Ny = 30)
By split the 2D-frquency plane [0, 1] × [0, 1] into a large
number of discrete grids, then grid BP method can be applied
to (30) as
argmin
s∈CT
‖s‖1 s.t. y = Φs + w (38)
where, Φ = A
Y
(fy) ⊗ AX (fx), s = vec (S) and w =
vec (W) are based on (6). The interval [0, 1]×[0, 1] is divided
into Mx×Ny grids to implement BP method as well as OMP
method.
In order to compare the MSE performance of 2D -
frequencies estimation via different methods, the parameters
are set as SNR = 6dB, and the 2D-frequencies are randomly
generated in [0, 1) × [0, 1), with {fx,k, fy,k}k=1:3 =
{(0.49546, 0.50402), (0.37560, 0.00369), (0.12951, 0.85163)}
where the coefficient of each frequency was generated with
constant magnitude one and a random phase from [0, 2pi).
Typical 2D-frequencies estimation result for different methods
are shown in Fig. 6 and Fig. 7, with Mx = Ny = 10 and
Mx = Ny = 30, respectively. It can be seen that with the
more refined the grids are the better the 2D-DOA estimation
results are for OMP and BP method, and the gridless methods
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of VANM and MANM methods gain better estimation
accuracy than those grids methods such OMP and BP even if
the grids are refined.
Furthermore, the MSE performance for 2D-frequency es-
timation via different methods and its CRB versus SNR are
shown in Fig. 6, with all parameters are set as is in Fig. 8. The
simulated MSE of are obtained via averaging over 500 Monte
Carlo runs with respect to the noise realization, and are plotted
together in Fig. 6. It can be seen that the MSE of all method
decrease as the SNR increase. Compared with other method
the MANM estimation method outperform all other method,
which implies that the 2D-Frequencies estimation precision is
better than others.
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Fig. 8. The MSE performance for 2D-frequency estimation via different
methods (M = N = 10,K = 5,Mx = Ny = 100)
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Fig. 9. The run time for 2D-frequency estimation via different methods versus
array dimension M when (K = 5, SNR = 6dB,Mx = Ny = 100)
In the last experiment, the complexity of different algo-
rithms are tested via their running time versus dimension of
array M,N and are shown in Fig. 7. With the parameters
are set as Mx = Ny = 100,K = 5 and SNR = 6dB, the
experiment is conducted on a computer with Inter Core i7-
3370 @3.4 GHz. It can be seen from Fig. 7 that, the time
consuming of all methods increase with the increasing of the
dimension of array M and N , the running time of VANM
method increases much faster than the proposed MANM
method. When M = N = 22, the running time of the VANM
is 2017.3s, while that of the MANM is only 10.4s. what’s
more, when the dimension of array is reach M = N = 35
it takes almost a week to complete even one trial via VANM
method, therefore, the MANM method earns a huge benefit
in computational efficiency for large-scale arrays as well as
retain high accuracy in 2D-Frequencies estimation.
V. CONCLUSIONS
In this paper, the problem of 2D-spectrum estimation and
denoising 2D spectrally-sparse signals from their partial ob-
servations are studied, two approaches are developed and
solved efficiently from matrix atomic norm minimizing via
semi-definite programming other than vectorial atomic norm
minimizing. The first algorithm aims to recover the full signal
matrix from its partial observation, and the second algorithm
aims to recover the structured signal matrix from full noise
signal matrix. Theoretical performance guarantees are derived
for both approaches under different conditions. Plenty of
experiments are conducted to demonstrate the efficiency of
the proposed method, which greatly reduces the time spent
on problem solving in large-scale array compared with the
vectorial atomic norm minimizing, and retain the benefit of
high estimation precision of atomic norm minimizing in 2D-
Frequencies estimation.
VI. APPENDIX A
USEFUL LEMMAS
In this section we introduce a few useful lemmas, that will
be used in our proofs.
Lemma 1 (Carthedory-toeplitz [21], [22]) Any positive
semidefinite Toeplitz matrix T ∈ CN×Nwith rank(T) = r <
N , can be uniquely decomposed as
T = VDVH
V =

1 1 ... 1
v1 v2 ... vr
: : ... :
vN1 v
N
2 ... v
N
r

D = diag(d1, d2, ..., dr)
where
{
di > 0, |vi| = 1
vi 6= vj ,∀i 6= j
i = 1, 2, ..., r.
Lemma 2 (Bernstein complex inequality [29]) Let P (z) =∑n
k=0 pkz
k be a polynomial with deg(P (z)) = n, pk ∈ C,
then
sup
|z|≤1
|P ′(z)| ≤ n sup
|z|≤1
|P (z)| (39)
Lemma 3 (Subdifferential of norm fuction [31] [32]) ∀x ∈
X ⊆ CN , the subdifferential of ‖x‖
X
is
∂‖x0‖X =
{{
g
∣∣gHx0 = ‖x0‖X , ‖g‖
X
′ = 1,g ∈ CN
}
x0 6= 0{
g
∣∣‖g‖
X
′ ≤ 1,g ∈ CN
}
x0 = 0.
where (X
′
, ‖ · ‖
X
′ ) is the dual normal space of (X, ‖ · ‖X).
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Lemma 4 (Bounded polynomials [33])
Let H(w) =
∑K−1
k=0 hke
−jkw, h = [h0, h1, ..., hK−1]T , then
|H(w)| ≤ γ, ∀w ∈ [0, 2pi] (40)
holds, iff 
∃ Q ∈ CK×K , Q = QH
γ2δk = Tr(ΘkQ), k = 0 : K − 1 Q h
hH Q
  0 (41)
where, Θk ∈ CK×K is the elementary Toeplitz matrix with
ones on the k-th diagonal and zeros elsewhere. i.e.,
| − − −−−− → k
Θk =

0 · · · 0 1 0 · · · · · · 0
0 0 · · · 0 1 0 · · · 0
...
. . .
. . . · · · 0 . . . · · · 0
...
...
. . .
. . . · · · · · · 1 0
0 0 0 0 0
. . . 0 1
...
. . .
. . .
. . .
. . .
. . .
. . . 0

(42)
Lemma 5 (Bounded polynomials with matrix coefficients
[33]) Let Ha(θ) = Ha(θ),a(θ) = [1, e−jθ, ..., e−j(K−1)θ]T ,
then
σmax(Ha(θ)) ≤ γ, ∀θ ∈ [0, 2pi] (43)
holds, iff 
∃ Q ∈ CK×K , Q = QH
γ2δk = Tr(ΘkQ), k = 0 : K − 1 Q H
HH IK
  0 (44)
where, Θk ∈ CK×K is the elementary Toeplitz matrix with
ones on the k-th diagonal and zeros elsewhere, which is same
as in (42).
VII. APPENDIX B
PROOF OF THEOREM 1
A. equivalent condition of dual norm
Proposition 4 Let Z ∈ CM×N and ‖Z‖A′m be the dual norm
of matrix atomic norm that defined as in (21) then
‖Z‖A′m ≤ 1 ⇔
∃ P ∈ CN×N ,Q ∈ CM×M , P = PH ,Q = QH
δn = Tr(Θ
(1)
n P), n = 0 : N − 1
δm = Tr(Θ
(2)
m Q), m = 0 : M − 1 Q Z
ZH P
  0
(45)
where, Θ(1)n ∈ CN×N and Θ(2)m ∈ CM×M are the elementary
Toeplitz matrix with ones on the n-th diagonal and ones on
the m-th diagonal, respectively, which are similar to (42).
Proof: Let{
h(fx) = ZaX(fx),h = h(fx)
H(fy) = h
H · a
Y (fy) =
∑N−1
k=0 hkz
−k|z=ej·fy
(46)
then according to lemma 4, it can be obtained that
‖Z‖A′m ≤ 1⇔ |H(fy)| ≤ 1,∀fy, fx ∈ [0, 2pi) (47)
⇔

∃ P ∈ CM×M , P = PH
δn = Tr(Θ
(1)
n P), n = 0 : N − 1 P h
hH 1
  0 ∀fx ∈ [0, 2pi]
(48)
where, Θ(1)n ∈ CN×N is the elementary Toeplitz matrix with
ones on the n-th diagonal and zeros elsewhere. Since[
P h
hH 1
]
 0⇔ 1− hHP−1h ≥ 0
⇔ aH
X(fx)
ZHP−1Z · a
X(fx) ≤ 1 (49)
Let b(fx) , P−
1
2Z · a
X(fx), then (49) is equivalent to
bbH  IM ⇔ σmax(b(f)) ≤ 1,∀f ∈ [0, 2pi] (50)
Let Hb , P−
1
2Z, then according to lemma 5, (50) is identical
to 
∃ Q ∈ CM×M , Q = QH
δm = Tr(Θ
(2)
m Q), m = 0 : M − 1 Q Hb
HHb IN
  0 (51)
where, Θ(2)m ∈ CM×M is the elementary Toeplitz matrix with
ones on the m-th diagonal and zeros elsewhere. then it comes
Q−HbHHb  0⇔ Q− ZHP−1Z  0
⇔
[
Q Z
ZH P
]
 0 (52)
based on (48)(51)(52), it can be derived that
‖Z‖A′m ≤ 1 ⇔
∃ P ∈ CN×N ,Q ∈ CM×M , P = PH ,Q = QH
δn = Tr(Θ
(1)
n P), n = 0 : N − 1
δm = Tr(Θ
(2)
m Q), m = 0 : M − 1 Q Z
ZH P
  0
(53)
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B. proof of theorem 1
Proof: According to the definition it holds that
‖X‖Am = sup
‖Z‖A′m≤1
|Tr(XHZ)| = sup
‖Z‖A′m≤1
Re[Tr(XHZ)]
(54)
then according to proposition 4 it can be obtained that
‖X‖Am = sup Re[Tr(XHZ)]
s.t.

∃ P ∈ CN×N ,Q ∈ CM×M , P = PH ,Q = QH
δn = Tr(Θ
(1)
n P), n = 0 : N − 1
δm = Tr(Θ
(2)
m Q), m = 0 : M − 1 Q Z
ZH P
  0
(55)
the Lagrange augment function of (55) is
L(Q,P,Y,Z,T1,T2)
= −1
2
Tr(XHZ + ZHX)−
N∑
n=0
µn
(
δn − Tr(Θ(1)n P)
)
−
M∑
m=0
ηm
(
δm − Tr(Θ(2)m Q)
)
+ Tr
([
T1 Y
YH T2
][
Q Z
ZH P
])
(56)
where
[
T1 Y
YH T2
]
 0. Then ‖X‖Am = − inf L(·) and
the optimum value satisfy
∂L
∂Q = 0
∂L
∂P = 0
∂L
∂Z = 0
⇔

T1 =
∑M
m=0 ηmΘ
(2)
m
T2 =
∑M
n=0 µnΘ
(1)
n
Y = 12X
(57)
inf(L) = inf
T1,T2
[−(η0 + µ0)] (58)
according to the definition of Θ(2)m and Θ(1)n , it can be
obtained that (57) imply T1 and T2 are both Hermite positive
Toeplitz matrices with vectors η = [η0, η1, ..., ηM−1]T and
µ = [µ0, µ1, ..., µN−1]T as their first column respectively.
Then it holds
inf(L) = inf
T1,T2
[−(η0 + µ0)]
= inf
(η,µ)∈CM×CN
Tr[− 1
M
T (η)− 1
N
T (µ)] (59)
Therefore it can be obtained that
‖X‖Am = inf
(η,µ)∈CM×CN
Tr[
1
M
T (η) + 1
N
T (µ)]
s.t.
[
T (η) 12X
1
2X
H T (µ)
]
 0 (60)
which is equivalent to
‖X‖Am = inf
(u,v)∈CM×CN
Tr[
1
2M
T (u) + 1
2N
T (v)]
s.t.
[
T (u) X
XH T (v)
]
 0 (61)
VIII. APPENDIX C
PROOF OF PROPOSITION 2,3 AND THEOREM 2
A. proof of proposition 2
Proof: Let h(X) = 12‖Y−X‖2F + λ‖X‖Am , then it can
be obtained that{
∂h(X) = (Xˆ−Y)∗ + λZ
Z ∈ ∂‖X‖Am
(62)
Since Xˆ is the solution of (31) then it holds that
0 ∈ ∂h(Xˆ) (63)
according to lemma (3) it has
(Y − Xˆ)∗ = λZ
〈Xˆ,Z〉 = ‖Xˆ‖Am
‖Z‖A′m ≤ 1
then it turns out{
‖Y − Xˆ‖A′m ≤ λ
〈Y − Xˆ, Xˆ〉 = λ‖Xˆ‖Am
B. proof of proposition 3
Proof: since Y = X] + W then
‖Xˆ−X]‖2F = 〈Xˆ−X],W − (Y − Xˆ)〉
= 〈Xˆ−X],W − (Y − Xˆ)〉R
= 〈X],Y − Xˆ〉R − 〈X],W〉R
+ 〈Xˆ,W〉R − 〈Xˆ,Y − Xˆ〉R (64)
≤ ‖Y − Xˆ‖A′m‖X
]‖Am + ‖W‖A′m‖X
]‖Am
+ ‖W‖A′m‖Xˆ‖Am − λ‖Xˆ‖Am (65)
≤ 2λ‖X]‖Am + (‖W‖A′m − λ)‖Xˆ‖Am
≤ 2λ‖X]‖Am (66)
where, (64) results from (22), (65) results from (33), (66)
results from ‖W‖A′m ≤ λ.
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C. proof of theorem 2
Proof: here we utilize the bounded property of the expec-
tation of dual norm of ‖W‖Am to prove the claim. According
to the definition of dual norm, one has
‖W‖A′d = supf∈[0,1]2
|〈W,Ad(f)〉| = sup
(fx,fy)∈[0,1]2
|W (fx, fy)|
(67)
where
W (fx, fy) ,
M∑
m=1
N∑
n=1
w∗m,ne
−j2pi[(m−1)fx+(n−1)fy ] (68)
let (u, v) = (e−j2pifx , e−j2pify ) then
W (u, v) =
M∑
m=1
N∑
n=1
w∗m,nu
m−1vn−1 |u| ≤ 1, |v| ≤ 1
(69)
Note that ∀u1, u2, v1, v2 ∈ {ξ | |ξ| ≤ 1, ξ ∈ C}, it has
|W(u1,v1) −W(u2,v2)| ≤ ‖W
′
u‖∞ |u1 − u2|+ ‖W
′
v‖∞ |v1 − v2|
(70)
where
|u1 − u2| ≤ 2pi|f1x − f2x | (71)
|v1 − v2| ≤ 2pi|f1y − f2y | (72)
‖W ′u‖∞ ≤ (M − 1)‖W‖∞ = (M − 1)‖W‖A′m (73)
‖W ′v‖∞ ≤ (N − 1)‖W‖∞ = (N − 1)‖W‖A′m (74)
where, (73) and (74) follow by Bernstein’s theorem [29], i.e.
lemma 2. Then according to (68) to (74), it has
|W(f1) −W(f2)| ≤ 2pi(M − 1)|f1x − f2x | · ‖W‖A′m
+ 2pi(N − 1)|f1y − f2y | · ‖W‖A′m (75)
Letting f2x ∈ {0, 1Mx , ..., Mx−1Mx }, f2y ∈ {0, 1Ny , ...,
Ny−1
Ny
}, it
can be seen that
‖W‖A′m ≤ maxm=0,..,Mx−1
n=0,...,Ny−1
|W (e−j2pim/Mx , e−j2pin/Ny )|
+ pi
M − 1
Mx
‖W‖A′m + pi
N − 1
Ny
‖W‖A′m (76)
Therefore it has
‖W‖A′d ≤
(
1− pi(M − 1
Mx
+
N − 1
Ny
)
)−1
· max
m=0,..,Mx−1
n=0,...,Ny−1
|W (e−j2pim/Mx , e−j2pin/Ny )| (77)
let gm,n = |W (e−j2pim/Mx , e−j2pin/Ny )|, since wi,j obey i.i.d.
complex Gaussian distribution with wi,j ∼ CN (0, σ2), then it
can be obtained that W (fx, fy) ∼ CN (0,MNσ2) and gm,n
satisfying Rayleigh distribution
p(g) =
2g
MNσ2
e−
g2
MNσ2 g ≥ 0 (78)
which holds for ∀0 ≤ m ≤Mx, 0 ≤ n ≤ Ny , then we aim to
find the minimum value of up bound of E( max
1≤m≤Mx−1
1≤n≤Ny−1
gi,j) by
suitably choosing Mx and Ny as is dealt in [23].
Therefore it can be seen that
E( max
1≤m≤Mx−1
1≤n≤Ny−1
gi,j) =
∫ +∞
0
P( max
1≤m≤Mx−1
1≤n≤Ny−1
gm,n ≥ t)dt
≤ ε+
∫ +∞

P( max
1≤m≤Mx−1
1≤n≤Ny−1
gm,n ≥ t)dt
≤ ε+MxNy
∫ +∞
ε
P(g0,0 ≥ t)dt
= ε+MxNy
∫ +∞
ε
e−
t2
MNσ2 dt (79)
Hence letting ε = σ
√
MN ln(MxNy), then
E( max
1≤m≤Mx−1
1≤n≤Ny−1
gi,j) ≤ σ
√
MN
(√
ln(MxNy)+
M2xN
2
y
2
√
ln(MxNy)
)
(80)
where, the second part of right hand side follows from
inequality ∫ +∞
u
e−t
2/2dt ≤ 1
u
e−u
2/2 u > 0 (81)
then it can be obtained that
E
{
‖W‖A′m
}
≤
σ
√
MN
(√
ln(MxNy) +
M2xN
2
y
2
√
ln(MxNy)
)
1− pi(M−1Mx + N−1Ny )
(82)
let Mx = 4pi(M − 1), Ny = 4pi(N − 1) then
E
{
‖W‖A′d
}
≤ 2σ
√
MN
(√
ln[16pi2(M − 1)(N − 1)]
+
128pi2(M − 1)2(N − 1)2√
ln[16pi2(M − 1)(N − 1)]
)
(83)
Let
λ = 2σ
√
MN
(√
ln[16pi2(M − 1)(N − 1)]
+
128pi2(M − 1)2(N − 1)2√
ln[16pi2(M − 1)(N − 1)]
)
then, it can be seen that E
{
‖W‖A′m
}
≤ λ, according to
proposition 3, it holds that
E{‖Xˆ−X]‖2F } ≤ 2λ‖X]‖Ad
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