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1. Introduction
Filter banks [1–4] have been studied in the literature for a long time because of its importance in many ﬁelds, e.g.,
wavelet analysis and subband coding. It is the main building block in modern multimedia analysis and coding systems.
Orthogonal ﬁlter banks is an important class of ﬁlter banks because of its attractive properties in energy compaction and
relatively simple design procedure [1]. The two-channel orthogonal ﬁlter bank is commonly used to build general time-
frequency tiling using dyadic decimation. Orthogonal wavelets [1,2] could be designed from orthogonal ﬁlter banks after
imposing extra conditions on the ﬁlter coeﬃcients. The ﬁlter coeﬃcients correspond to the scaling coeﬃcients in the two-
scale difference equation that is usually used to generate orthogonal wavelets [3].
In this work, we study orthogonal ﬁlter banks using a time-domain perspective. In particular, we focus on the time-
domain matrix representation of orthogonal two-channel ﬁlter banks [4]. We give general representations of the Singular
Value Decomposition (SVD) of the building blocks of the matrix and describe the properties of the singular values and
singular vectors of the three building blocks of this matrix. We derive new results about the matrix structure that could
be exploited in time-domain design and implementation of orthogonal ﬁlter banks. This includes time-varying ﬁlter bank
design and boundary ﬁlters design for ﬁnite-length signals. It should be mentioned that the matrix representation that is
studied in this work is different from the polyphase matrix representation [1] that is commonly used in the design and
implementation of maximally decimated ﬁlter banks. The Singular Value Decomposition of the polyphase matrix repre-
sentation has been studied in many earlier works, e.g., [5–7], and few design procedures were proposed based on this
representation. To the contrary, the matrix representation in this work is not used in general in practical implementation
of the ﬁlter banks. Nevertheless, it has been used successfully for the design of orthogonal boundary ﬁlters in the study
of ﬁnite-length wavelet transform [8,9]. The study of the Singular Value Decomposition of this matrix representation gives
new insight to the structure of orthogonal ﬁlter banks and wavelets. The work proposed in this paper lays a foundation for
a new design class for orthogonal ﬁlter banks and wavelets (when combined with vanishing moments conditions) that uses
matrix parameterization of the ﬁlter coeﬃcients. This has been exploited, for example in [10], to develop a subspace design
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of linear equations that is directly derived from the Singular Value Decomposition that is described in the current work.
This wavelet parameterization is brieﬂy described in Section 5. The results could also be used for optimizing the design of
boundary ﬁlters using ﬁlter conditioning. The time-domain representation is also quite useful in the analysis of oversam-
pled ﬁlter banks, where the perfect reconstruction condition matrix has a nonzero null-space that could be exploited in the
optimization of the ﬁlter design [11].
The paper is organized as follows. In Section 2, we give a brief background on the SVD and describe the notations. In
Section 3, we brieﬂy overview the properties of the two-channel orthogonal ﬁlter banks and introduce the matrix represen-
tation that will be analyzed in the paper. The SVD properties of the two-channel matrix are presented in Section 4 where
we derive the relations between the SVD of the three building blocks of the ﬁlter bank matrix. In Section 5 we give three
examples to highlight the possible use of the SVD results in the implementation ﬁlter banks and the design of boundary
ﬁlters and orthogonal wavelets.
2. Background and preliminaries
2.1. Notations
We use bold-faced capital letters for matrices, and bold-faced small letters for column vectors. I denotes the identity
matrix whose size could always be deduced from the context. A′ denotes the transpose of the matrix A (we assume all
matrices and data vectors are real). The i-th column of the matrix A is denoted by ai .
Without loss of generality, we assume that the length of the low pass ﬁlter bank section is N = 2K + 2 where K is even.
If K is odd, then the ﬁlter can be augmented with two zeros without affecting perfect reconstruction nor orthogonality.
We shall use the following square matrix throughout the paper,
Q
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 0 . . . 0 0 0 −1
0 0 . . . 0 0 1 0
0 0 . . . 0 −1 0 0
0 0 . . . 1 0 0 0
...
...
...
0 −1 . . . 0 0 0 0
1 0 . . . 0 0 0 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(1)
Note that, Q′ = −Q and Q′Q= I. Further, for any column vector u of even size, we have u′Qu= 0.
The notation u˜ of a column vector u= [u(0),u(1),u(2), . . . ,u(2l − 1)]′ is:
u˜
[−u(2l − 1),u(2l − 2),−u(2l − 3), . . . ,−u(1),u(0)]′ (2)
Note that, u˜= Qu.
The notation diag(a1 a2 . . . aK ) denotes a diagonal matrix with the input elements on its diagonal. We shall use the
following matrix norms [12] for a matrix A of entries aij
‖A‖F =
(∑
i
∑
j
|aij|2
) 1
2
(3)
‖A‖∞ = max
i
∑
j
|aij| (4)
‖A‖1 = max
j
∑
i
|aij| (5)
where ‖A‖F is the Frobenius norm of A. Note that, if {σi} are the singular values of A, then ‖A‖2F =
∑
i σ
2
i , see [13].
2.2. Relevant properties of the Singular Value Decomposition
Throughout the paper we work with square matrices unless otherwise mentioned. The SVD of a matrix A is:
A=WΣV′ (6)
where Σ is a diagonal matrix whose diagonal elements are the singular values of A (put in a descending order), and both
W and V are orthogonal. The SVD decomposition could be written as:
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A=
∑
i
σiwiv
′
i (7)
where σi is the i-th nonzero singular value.
The SVD is unique up to orthogonal transformation of vectors that correspond to repeated singular values, i.e., the
column vectors of W and V that correspond to repeated singular values could be multiplied by an orthogonal matrix to give
another valid SVD representation. For example, for the identity matrix of size n (which has n unity singular values), any
orthonormal set in Rn is a valid SVD.
3. Orthogonal ﬁlter bank properties
The maximally decimated orthogonal two-channel ﬁlter bank is as depicted in Fig. 1 [2]. By choosing the synthesis ﬁlter
bank to be the time-reversal of the analysis ﬁlter bank, and choosing
g(n) = (−1)n+1h(N − 1− n) (8)
then the perfect reconstruction orthogonality condition is reduced to [2],∑
i
h(n)h(n − 2i) = δ(i) (9)
If h(n) is padded by 2l zero (where l is an integer), and the corresponding g(n) is generated as in (8) from the extended
h(n), then by direct substitution in (9) we still have an orthogonal ﬁlter bank.
If the output of the analysis ﬁlter bank is organized as:
y= [. . . , xL(−1), xH (−1), xL(0), xH (0), xL(1), xH (1), . . .]′ (10)
then the analysis ﬁlter bank can put in a matrix form [4]
y= Hx (11)
where H is an inﬁnite-dimensional orthonormal matrix deﬁned as:
H=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
. . .
...
...
...
...
...
. . . 0 U E L 0 0 0 0 0 . . .
. . . 0 0 U E L 0 0 0 0 . . .
. . . 0 0 0 U E L 0 0 0 . . .
. . . 0 0 0 0 U E L 0 0 . . .
...
...
...
...
...
. . .
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(12)
where the submatrices U, E, and L (each of size K × K ) are block-Toeplitz matrices deﬁned in (13)–(15). This paper is about
the SVD properties of U, E, and L.
U
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
h(2K + 1) h(2K ) h(2K − 1) h(2K − 2) . . . h(K + 4) h(K + 3) h(K + 2)
g(2K + 1) g(2K ) g(2K − 1) g(2K − 2) . . . g(K + 4) g(K + 3) g(K + 2)
0 0 h(2K + 1) h(2K + 1) . . . h(K + 6) h(K + 5) h(K + 4)
0 0 g(2K + 1) g(2K + 1) . . . g(K + 6) g(K + 5) g(K + 4)
...
. . .
...
...
...
0 0 0 0 . . . 0 h(2K + 1) h(2K )
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(13)0 0 0 0 . . . 0 g(2K + 1) g(2K )
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⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
h(K + 1) h(K ) h(K − 1) h(K − 2) . . . h(4) h(3) h(2)
g(K + 1) g(K ) g(K − 1) g(K − 2) . . . g(4) g(3) g(2)
h(K + 3) h(K + 2) h(K + 1) h(K + 1) . . . h(6) h(5) h(4)
g(K + 3) g(K + 2) g(K + 1) g(K + 1) . . . g(6) g(5) g(4)
...
. . .
...
...
...
h(2K − 1) h(2K − 2) h(2K − 3) h(2K − 4) . . . h(K + 2) h(K + 1) h(K )
g(2K − 1) g(2K − 2) g(2K − 3) g(2K − 4) . . . g(K + 2) g(K + 1) g(K )
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(14)
L
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
h(1) h(0) 0 0 . . . 0 0 0
g(1) g(0) 0 0 . . . 0 0 0
h(3) h(2) h(1) h(0) . . . 0 0 0
g(3) g(2) g(1) g(0) . . . 0 0 0
...
. . .
...
...
...
h(K − 1) h(K − 2) h(K − 3) h(K − 4) . . . h(2) h(1) h(0)
g(K − 1) g(K − 2) g(K − 3) g(K − 4) . . . g(2) g(1) g(0)
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(15)
The inverse matrix (i.e., the synthesis matrix) can be written as:
H′ =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
. . .
...
...
...
...
...
. . . 0 L′ E′ U′ 0 0 0 0 0 . . .
. . . 0 0 L′ E′ U′ 0 0 0 0 . . .
. . . 0 0 0 L′ E′ U′ 0 0 0 . . .
. . . 0 0 0 0 L′ E′ U′ 0 0 . . .
...
...
...
...
...
. . .
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(16)
The orthogonality of the ﬁlter bank implies that H′H= HH′ = I. This could be rewritten as:
L′U= LU′ = 0 (17)
L′E+ E′U= LE′ + EU′ = 0 (18)
L′L+ E′E+U′U= LL′ + EE′ +UU′ = I (19)
from which we have
(L+U)′(L+U) = L′L+U′U (20)
(L+U)(L+U)′ = LL′ +UU′ (21)
By substitution of (8) in (13) and (15) we get
L= QUQ (22)
U= QLQ (23)
where Q is as deﬁned in (1).
4. SVD of orthogonal ﬁlter bank matrix blocks
4.1. Basic SVD decomposition
In the following discussion, we assume that the SVD of L is:
L=WΣV′ (24)
Recall that, the matrices L, U, and E are of size K × K .
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Proof. From (23), we have
U= (QW)Σ(−QV)′ (25)
and this is the SVD of U since both QW and QV are orthogonal matrices. 
Therefore, both U and L have the same rank. Moreover, the orthogonal matrices are directly related by the SVD decom-
position (25). The SVD of L and U could be written as:
L=
∑
i
σiwiv
′
i (26)
U= −
∑
i
σiw˜i v˜
′
i (27)
where the sum is over the nonzero singular values.
Lemma 2. rank(L) K/2.
Proof. From the orthogonality condition (17), we see that the column space of U is a subspace of the null-space of L′ .
Hence, the dimension of the column space of U (which equals rank(U)) is less than the dimension of the null-space of L′
(which equals K − rank(U)). Then, by noting from Lemma 1 that rank(L) = rank(U), we get the required result. 
Then, we get the main result from the above analysis:
Theorem 1. If rank(L) = r, then the SVD of L and U can be written as:
L= (w1 . . . wr | w˜1 . . . w˜r |w2r+1 . . . wK ) .Σ . (v1 . . . vr | −v˜1 . . . −v˜r | v2r+1 . . . vK )′ (28)
U= ( w˜1 . . . w˜r |w1 . . . wr |w2r+1 . . . wK ) .Σ . (−v˜1 . . . −v˜r | v1 . . . vr | v2r+1 . . . vK )′ (29)
where
Σ = diag(σ1, . . . , σr,0,0, . . . ,0) (30)
Proof. The result follows directly from Lemma 1 and the SVD properties of equal singular values. 
The next step is to look at the SVD of L+U which is summarized in the following lemma:
Lemma 3. If rank(L) = r, then the SVD of L+U can be written as:
L+U= (w1 w˜1 . . . wr w˜r |w2r+1 . . . wK ) .Γ. (v1 −v˜1 . . . vr −v˜r | v2r+1 . . . vK )′ (31)
where
Γ = diag(σ1,σ1,σ2,σ2, . . . , σr,σr,0,0, . . . ,0) (32)
Proof. From (26) and (27), we have
L+U=
r∑
i=1
σi (wi w˜i )
(
v′i
−v˜′i
)
and since w′iw˜i = v′i v˜i = 0, we get the required result. 
Note that, any orthogonal rotation of the two pairs (wi w˜i ) and (vi −v˜i ) will give another valid SVD representation.
It follows directly from the lemma that
rank(L+U) = 2× rank(L) (33)
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L′L+U′U= (v1 v˜1 . . . vr v˜r | v2r+1 . . . vK ) .Γ 2. (v1 v˜1 . . . vr v˜r | v2r+1 . . . vK )′ (34)
LL′ +UU′ = (w1 w˜1 . . . wr w˜r |w2r+1 . . . wK ) .Γ 2. (w1 w˜1 . . . wr w˜r |w2r+1 . . . wK )′ (35)
Proof. It follows directly from (20) and (21). 
Next, we look at the SVD of E. We use the orthogonality condition (19) to derive the following lemma.
Lemma 4. If rank(L) = r, then the SVD of E′E and EE′ could be written as follows:
E′E= (v2r+1 . . . vK | vr v˜r . . . v1 v˜1 ) .Λ2. (v2r+1 . . . vK | vr v˜r . . . v1 v˜1 )′ (36)
EE′ = (w2r+1 . . . wK |wr w˜r . . . w1 w˜1 ) .Λ2. (w2r+1 . . . wK |wr w˜r . . . w1 w˜1 )′ (37)
where
Λ2 = diag(1 . . . 1 | 1− σ 2r 1− σ 2r . . . 1− σ 21 1− σ 21 ) (38)
Proof. From (19), we have E′E = I − (L′L + U′U). Since both matrices in the right-hand side have the same eigenvectors,
then the singular values of their difference are simply the differences of their singular values. Then by reorganizing the new
singular values in a descending order we get the required result. Similar argument could be used for EE′ . 
Note that, this is not a unique SVD representation because of the repeated singular values. In general any orthogonal
transformation to vectors that correspond to repeated singular values would give another valid SVD representation. From
this we get the SVD of E as:
Theorem 2. If rank(L) = r, and the SVD of L is as in (28); then the SVD of E could be written as
E= (w2r+1 . . . wK |wr w˜r . . . w1 w˜1 ) .Λ. (v2r+1 . . . vK | sr v˜r srvr . . . s1v˜1 s1v1 )′ (39)
where si ∈ {1,−1} for i = 1, . . . , r; and
Λ = diag(1 . . . 1 ∣∣ √1− σ 2r √1− σ 2r . . . √1− σ 21 √1− σ 21 ) (40)
Proof. From the previous lemma, the SVD of E could be written as
E= (w2r+1 . . . wK |wr w˜r . . . w1 w˜1 ) .Λ.
(
[v2r+1 . . . vK ] [vr v˜r ] .Sr . . . [v1 v˜1 ] .S1
)′
where {Si}ri=1 are orthogonal matrices of size 2×2. The orthogonal transformation in the right orthogonal matrix is required
for the general case. We did not add an orthogonal transformation for the ﬁrst K − 2r terms because we have the freedom
to control them in the SVD of L and U. In the following we prove that, Si =
( 0 ±1
±1 0
)
for i = 1,2, . . . , r.
Let Si =
( ai bi
ci di
)
. From (18), we have L′E= −E′U. Then by direct substitution using the SVDs of the three matrices, we get
for each i = 1,2, . . . , r
vi .
(
aiv
′
i + bi v˜′i
)= −(civi + di v˜i).(−v˜i)′
from which we get ai = di = 0 (because v′i v˜i = 0) and therefore bi = ci . Since Si is orthogonal, hence |ci | = |di | = 1. The sign
for i-th component is the sign of w′iEv˜i . 
Note that, E could be full-rank if σ1 < 1. The condition number of E is approximately, (1 − σ1)−1/2. This condition
number is important in the analysis of ﬁnite-length signals as will be discussed in Section 5. From the above analysis, we
see that the SVD of the three building blocks of the orthogonal ﬁlter bank is completely characterized by the SVD of L (up
to orthogonal scaling).
Next, we consider the SVD of the augmented matrix:
T [U E L ] (41)
Note that T is a rectangular matrix of dimension K × 3K . It is the matrix representation of the ﬁltering operation. The
truncated SVD of T [12] is summarized in the following theorem,
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T= (ŴP)I(̂VP)′ (42)
where P is an arbitrary K × K orthogonal matrix,
Ŵ= (w2r+1 . . . wK w1 w˜1 . . . wr w˜r ) (43)
and
V̂=
⎛⎜⎝ 0 . . . 0 0 −σ1v˜1 . . . 0 −σr v˜rv2r+1 . . . vK s1√1− σ 21 v˜1 s1√1− σ 21 v1 . . . sr√1− σ 2r v˜r sr√1− σ 2r vr
0 . . . 0 σ1v1 0 . . . σrvr 0
⎞⎟⎠ (44)
where the signs {si}ri=1 are the same as in (39).
Proof. Clearly, all the singular values of T are unity (because TT′ = I). Also, it is straightforward to show that, V̂′V̂= Ŵ′Ŵ= I.
Therefore, we only need to prove that, TV̂ = Ŵ. This follows directly from the SVD of U,E and L in the previous theorems.
Since we have repeated singular values, then in general both Ŵ and V̂ could be multiplied by an orthogonal matrix P to
give another valid SVD. 
From the above discussion we get full speciﬁcations of the ﬁlter with analyzing only one of the submatrices U,E or L.
4.2. Bounds on the singular values
In the following we assume that the ordered singular values of L and U are {σ1, . . . , σr}, where r = rank(L).
Proposition 1. σ1  1.
Proof. In the orthogonality condition (19), we see that E′E and (L′L + U′U) have the same eigenvectors. Therefore, the
singular values of the sum are simply the sum of the singular values. By noting that the singular values of the identity
matrix are one, we get the required result.
Another simple proof would use Bhatia–Kittaneh inequality [15], that for any two matrices A and B of size K × K , we
have
2σi
(
AB′
)
 σi
(
A′A+ B′B) for i = 1,2, . . . , K (45)
Hence we have,
2σ1
(
L′E
)
 σ1
(
LL′ + EE′)= σ1(I−UU′)= 1 (46)
and by noting that the nonzero singular values of L′E are {σi
√
1− σ 2i }i=1:r , we get
0 σi
√
1− σ 2i 
1
2
(47)
which is satisﬁed only if σi  1. 
From the results of the previous subsection, this upper bound applies to the singular values of U and E.
Another upper bound of σ1 could be obtained by analyzing ‖L‖∞ and ‖L‖1. From (8), we have
K−1∑
j=0
∣∣g( j)∣∣= K−1∑
j=0
∣∣h(K + 2+ j)∣∣
Therefore, by direct substitution in (15), we get
‖L‖∞ = max
(
K−1∑
j=0
∣∣h( j)∣∣, K−1∑
j=0
∣∣h(K + 2+ j)∣∣) (48)
‖L‖1 =max
( K/2−1∑ ∣∣h(2 j)∣∣+ ∣∣h(K + 2+ 2 j)∣∣, K/2−1∑ ∣∣h(2 j + 1)∣∣+ ∣∣h(K + 2+ 2 j + 1)∣∣) (49)
j=0 j=0
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σ1 
√‖L‖∞‖L‖1 (50)
The upper bound of σ1 is of particular importance because if it is less than one, then E is full rank. In this case, we could
have many important applications as will be discussed in Section 5. If σ1 ≈ 1, then as will be discussed we could reduce it
by introducing some ﬁlter delay without changing the ﬁlter coeﬃcients.
4.3. Conditions on singular vectors for orthogonal wavelets
In this section, we study the structure of the left and right singular vectors {wi} and {vi}. These conditions are derived
directly from the conditions for orthogonal wavelets [3]:
2K+1∑
k=0
h(k) = √2 (51)
2K+1∑
k=0
g(k) = 0 (52)
Denote the all-one column vector of size 3K ,
a (1 1 . . . 1 )′ (53)
and the following column vector of size K
b (
√
2 0
√
2 0 . . .
√
2 0 )′ (54)
Then, from the deﬁnition of T, we have
Ta = b (55)
Then by multiplying both sides from the left by w′i and w˜
′
i and using the SVD of T, we get(
−σi v˜′i si
√
1− σ 2i v′i 0
)
a= w˜′ib (56)(
0 si
√
1− σ 2i v˜′i σiv′i
)
a= w˜′ib (57)
From which, it is straightforward to derive the following conditions on the left and right singular vectors,
Lemma 5. The left and right singular vectors in Theorem 1, satisfy
σi
K/2−1∑
j=0
vi(2 j) − si
√
1− σ 2i
K/2−1∑
j=0
vi(2 j + 1) = 1√
2
K−1∑
j=0
wi( j) (58)
si
√
1− σ 2i
K/2−1∑
j=0
vi(2 j) + σi
K/2−1∑
j=0
vi(2 j + 1) = 1√
2
K∑
j=0
(−1) j wi( j) (59)
for i = 1, . . . , r, where vi = ( vi(0) . . . vi(K − 1) )′ , wi = (wi(0) . . . wi(K − 1) )′ , and {si} are as in (39).
4.4. Padding the ﬁlter coeﬃcients by zeros
In the following we study the effect of zero padding of h(n) on the singular values {σi}ri=1. This relation is exploited for
handling ﬁnite-length signals as will be discussed in Section 5.
The zero padding of h(n) can be either by inserting leading zeros at the start or trailing zeros at the end of h(n). In
the following analysis, we assume the number of zeros is 4l so that the new ﬁlter length is 2Kp + 2 where Kp = K + 2l.
If the new high-pass ﬁlter is constructed as in (8), then it is straightforward to show that the new padded pairs of ﬁlters
is an orthogonal pair. Therefore, it is suﬃcient to analyze a single matrix, e.g., L. Assume we have a padding of four zeros.
Denote the matrix with trailing zeros by Le , and the matrix with leading zeros by Lb . Note that each matrix is of size
(K + 2) × (K + 2).
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⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
h(1) h(0) 0 0 0 0 . . . 0 0 0 0 0
0 0 0 0 0 0 . . . 0 0 0 0 0
h(3) h(2) h(1) h(0) 0 0 . . . 0 0 0 0 0
0 0 0 0 0 0 . . . 0 0 0 0 0
h(5) h(4) h(3) h(2) h(1) h(0) . . . 0 0 0 0 0
g(1) g(0) 0 0 0 0 . . . 0 0 0 0 0
...
. . .
...
...
...
h(K + 1) h(K ) h(K − 1) h(K − 2) h(K − 3) h(K − 4) . . . h(4) h(3) h(2) h(1) h(0)
g(K − 3) g(K − 2) g(K − 1) g(K ) g(K − 1) g(K − 2) . . . g(0) 0 0 0 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(60)
Lb 
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 0 0 0 0 0 . . . 0 0 0 0 0
g(1) g(0) 0 0 0 0 . . . 0 0 0 0 0
0 0 0 0 0 0 . . . 0 0 0 0 0
g(3) g(2) g(1) g(0) 0 0 . . . 0 0 0 0 0
h(1) h(0) 0 0 0 0 . . . 0 0 0 0 0
g(5) g(4) g(3) g(2) g(1) h(0) . . . 0 0 0 0 0
...
. . .
...
...
...
h(K − 3) h(K − 2) h(K − 1) h(K ) h(K − 1) h(K − 2) . . . h(0) 0 0 0 0
g(K + 1) g(K ) g(K − 1) g(K − 2) g(K − 3) g(K − 4) . . . g(4) g(3) g(2) g(1) g(0)
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(61)
From these deﬁnitions, we get the following two relations for the Frobenius norm [12]
‖L‖2 − ‖Le‖2 =
K−1∑
j=0
∣∣g( j)∣∣2 − K+1∑
j=0
∣∣h( j)∣∣2 (62)
‖L‖2 − ‖Lb‖2 =
K−1∑
j=0
∣∣h( j)∣∣2 − K+1∑
j=0
∣∣g( j)∣∣2 (63)
and since we have ‖L‖2 =∑rj=1 σ 2i , therefore, the sum of the singular values may be reduced if one of the above equalities
is negative. Further, we have
‖Le‖∞ =max
(
K+1∑
j=0
∣∣h( j)∣∣, K−3∑
j=0
∣∣g( j)∣∣) (64)
‖Le‖1 = max
( K/2∑
j=0
∣∣h(2 j)∣∣+ K/2−2∑
j=0
∣∣g(2 j)∣∣, K/2∑
j=0
∣∣h(2 j + 1)∣∣+ K/2−2∑
j=0
∣∣g(2 j + 1)∣∣) (65)
Therefore, if ‖Le‖∞‖Le‖1  ‖L‖∞‖L‖1 (or equivalently ‖Lb‖∞‖Lb‖1  ‖L‖∞‖L‖1), we get a tighter upper bound. We could
add more leading or trailing zeros until the upper bound becomes less than one.
4.5. Discussion
From the previous discussion, we see that the behavior of the orthogonal two-channel ﬁlter is completely characterized
by {vi,wi, σi}ri=1. This set and its reversal {v˜i, w˜i} deﬁne disjoint spaces in RK . Their relation is as depicted in Fig. 2. This
mapping summarizes the results that were derived in this section.
5. Applications
5.1. Truncated analysis ﬁlter
The ﬁltering process in the analysis ﬁlter bank would require ﬁltering with a ﬁlter of length 2K + 2. In the following we
show that, the outputs of the analysis ﬁlter banks could be completely speciﬁed by a ﬁlter of length K if E is full rank (i.e.,
M.F. Mansour / Appl. Comput. Harmon. Anal. 32 (2012) 16–27 25Fig. 2. Spaces mapping of U,E and L where W = span{wi}ri=1, W˜ = span{w˜i}ri=1, V = span{vi}ri=1, V˜ = span{v˜i}ri=1, N = span{v2r+i}2K+2−2ri=1 , and P =
span{w2r+i}2K+2−2ri=1 .
σ1 < 1). The algorithms process blocks of size K . Assume the k-th input block is xk , then the k-th output block is computed
as:
yk = Uxk + Exk−1 + Lxk−2 (66)
Let
zk = Exk (67)
In the following we show that the ﬁlter bank output yk could be fully generated from zk . Therefore, we need to compute
Lxk and Uxk from zk .
From Theorem 1, we have
Lxk =
r∑
i=1
σi〈vi,xk〉wi (68)
Uxk = −
r∑
i=1
σi〈v˜i,xk〉w˜i (69)
Therefore it is suﬃcient to compute {〈vi,xk〉} and {〈v˜i,xk〉} for i = 1, . . . , r. Then, by applying Theorem 2 in (67) we get
〈xk,vi〉 = si 〈w˜i, zk〉√
1− σ 2i
(70)
〈xk, v˜i〉 = si 〈wi, zk〉√
1− σ 2i
(71)
where the signs {si} are as in (39).
5.2. Nonexpansive transform for ﬁnite-length signals
In case of ﬁnite-length signals, the ﬁltering matrix (12) has ﬁnite dimensions. In practice, periodic extension [16] is
usually used to generate the boundary samples, and in the synthesis stage the subband samples are periodically extended to
recover the original samples. Another approach is to use specially designed boundary ﬁlters to provide perfect reconstruction
time-varying ﬁlters at the edges [17,8,9]. The zero padding of the ﬁnite-length input signal, though an attractive choice for
subband coding applications, is not common because it requires in general an expansive transform, i.e., the number of
output samples is more than the number of input samples. In the following, we show that a suﬃcient condition to have
nonexpansive zero padding is that E is full-rank. This is a special case of the general condition described in [9].
For an input signal of length M = lK , the truncated analysis matrix of size M × M could be written as [18]:
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⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
E L 0 0 0 . . . 0 0 0 0
U E L 0 0 . . . 0 0 0 0
0 U E L 0 . . . 0 0 0 0
...
...
...
...
. . .
0 0 0 0 0 . . . 0 U E L
0 0 0 0 0 . . . 0 0 U E
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
(72)
This is truncated from the analysis matrix in (12). Deﬁne the following matrix of size (M − 2K ) × M
H# =
⎛⎜⎜⎜⎜⎜⎜⎝
L′ E′ U′ 0 0 . . . 0 0 0 0
0 L′ E′ U′ 0 . . . 0 0 0 0
...
...
...
...
. . .
0 0 0 0 0 . . . L′ E′ U′ 0
0 0 0 0 0 . . . 0 L′ E′ U′
⎞⎟⎟⎟⎟⎟⎟⎠ (73)
Note that, H# is composed of the central M − 2K rows of H′t . It is straightforward to show that [9]
H#Ht = (0 I 0 ) (74)
where the I is of size M−2K . Therefore, to have perfect reconstruction we need to recover only the ﬁrst and last K samples.
Assume the input vector is x= (x′1 x′2 . . . x′l )′ , where {xi} are of length K . Similarly, assume the output y has the same
format. Then after the synthesis ﬁltering using H#, we need only to recover x1 and xl . Note that, from (72)
y1 = Ex1 + Lx2 (75)
Therefore, if E is full-rank, we have,
x1 = E−1(y1 − Lx2) (76)
similarly, we have,
xl = E−1(yl −Uxl−1) (77)
The above procedure may also be used in for symmetric padding. In this case, (75) would be rewritten as
y1 = URx1 + Ex1 + Lx2 (78)
where R is the reverse identity matrix (with ones on the anti-diagonal), and x1 could be computed as
x1 = (E+UR)−1(y1 − Lx2) (79)
which could be perfectly reconstructed if E+UR is full rank, which is satisﬁed if E is full rank under general conditions on
{vi} [18]. Similarly, for the perfect reconstruction of xl on the other side is possible if E+ LR is full-rank. Furthermore, if E
is full-rank, the above procedure could use more generalized padding where the padded samples are any samples from the
middle coeﬃcients that are fully recovered in (74). If E is not full rank (or has a big condition number), then the procedure
of Section 4.4 could be used [18].
5.3. Parameterization of orthonormal wavelets
Compactly supported orthonormal wavelets are usually generated using the two-scale difference equation [19], that is
parameterized by a ﬁnite ﬁlter h(n). This orthogonality conditions are the same as in (9). The two additional regularity
conditions (51) and (52) are required for the construction of orthogonal wavelets. It was shown in [10] that the ﬁlter
h= [h(0) . . . h(2K + 1) ]′ is the solution of the linear system of equations:
Γ h= b (80)
where b = [ 0 0 . . . 0 √2 ]′; and Γ is a square matrix of size 2K + 2 that is parameterized by a vector (v′ ρ )′ of
length K + 1, where v is a right singular vector of L, i.e., v is one of {vi} in (26) and ρ is computed from the corresponding
singular value σ as
ρ =
√
1− σ 2
σ
(81)
Then Γ is deﬁned as [10]:
M.F. Mansour / Appl. Comput. Harmon. Anal. 32 (2012) 16–27 27Γ (v,ρ) = ( γ˜ 1 γ 1 . . . γ˜ K γ K u˜′ u′ )′ (82)
where u is an all-ones vector and {γ i} are vectors of length 2K + 2 that are parameterized by the parameter vector
[v′ ρ ]′ = [ v1 . . . vK ρ ]′ . For 1 i  K we have
γ i  [0 vK . . . v1 −ρv1 ρv2 . . . −ρv2i−1 ρv2i ]′ (83)
where it has 2(K + 1 − i) zeros. Note that for i  K/2, γ i does not depend on σ , i.e., we do not have the components
that contain ρ . This parameterization enables the deployment of standard optimization search techniques for compactly
supported wavelet design. It also gives a new insight to the orthogonal wavelet design; a problem that has been reconsidered
in few recent works, e.g., [20,21].
6. Conclusion
We presented a theory of the Singular Value Decomposition of the matrix representation of the orthogonal two-channel
ﬁlter bank. The theory is applicable to compactly supported orthogonal wavelets with extra conditions on the singular
values and the singular vectors. We showed that the whole matrix is uniquely determined by a small set of vectors that
are common between the matrix building blocks and it fully speciﬁes the inﬁnite matrix representation. The SVD structure
gives new insights to the structure of orthogonal ﬁlter banks that could be exploited in design of ﬁlter banks and wavelets
as we showed by examples.
Future work will focus on orthogonal wavelets design using the proposed theory. It also includes computationally eﬃcient
implementation of dyadic wavelets and ﬁlter banks. Further, we will investigate the SVD properties of M-channel orthogonal
and biorthogonal ﬁlter banks.
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