Abstract. In this article, a residual power series technique for the power series solution of systems of initial value problems is introduced. The new approach provides the solution in the form of a rapidly convergent series with easily computable components using symbolic computation software. The proposed technique obtains Taylor expansion of the solution of a system and reproduces the exact solution when the solution is polynomial. Numerical examples are included to demonstrate the efficiency, accuracy, and applicability of the presented technique. The results reveal that the technique is very effective, straightforward, and simple.
Introduction
In real life situations quantities and their rate of changes depend on more than one variable. For example, the rabbit population, though it may be represented by a single number, depends on the size of predator populations and the availability of food. In order to represent and study such complicated problems we need to use more than one dependent variable and more than one equation. Systems of differential equations are the tools to use. These kinds of equations can be found in almost all branches of sciences, engineering, and technology, such as electromagnetic, solid state physics, plasma physics, elasticity, fluid dynamics, oscillation theory, mathematical biology, chemical kinetics, biomechanics, and control theory [1] [2] [3] [4] [5] [6] .
In the present paper, we invested the residual concept in the power series method to obtain a simple technique (we call it residual power series (RPS) [7] [8] [9] [10] [11] [12] [13] [14] [15] ) to find out the coefficients of the series solutions. This technique helps us to construct a power series solution for strongly linear and nonlinear systems. The RPS technique is effective and easy to use for solving linear and nonlinear systems of initial value problems (IVPs) without linearization, perturbation, or discretization. Different from the classical power series method, the RPS technique does not need to compare the coefficients of the corresponding terms and recursion relations are not required. This technique computes the coefficient of the power series by a chain of linear equations of -variable, where is number of equations in the given system. The RPS technique is different from the traditional higher order Taylor series method. The Taylor series method is computationally expensive for large orders. The RPS technique is an alternative procedure for obtaining analytic Taylor series solution of systems of IVPs. By using residual error concept, we get a series solution, in practice a truncated series solution.
The RPS technique has the following characteristics [7] [8] [9] [10] [11] [12] [13] [14] [15] ; first, the technique obtains Taylor expansion of the solution; as a result, the exact solution is available when the solution is polynomial. Moreover the solutions and all its derivatives are applicable for each arbitrary point in the given interval. Second, it does not require any modification while switching from the first order to the higher order; as a result the technique can be applied directly to the given problem by choosing an appropriate value for the initial guesses approximations. Third, the RPS technique needs small computational requirements with high precision and less time.
The purpose of this paper is to obtain symbolic approximate power series solutions for system of IVPs which is as follows:
subject to the initial conditions
where ∈ [ 0 , 0 + ], : [ 0 , 0 + ] × ℝ → ℝ are nonlinear continuous functions of , 1 , 2 , … , , ( ) are unknown functions of independent variable to be determined, and 0 , are real finite constants with > 0. Throughout this paper, we assume that , are analytic functions on the given interval. Also, we assume that satisfies all the necessary requirements for the existence of a unique solution.
In general, systems of IVPs do not always have solutions which we can obtain using analytical methods. In fact, many of real physical phenomena encountered, are almost impossible to solve by this technique. Due to this, some authors have proposed numerical methods to approximate the solutions of systems of IVPs. To mention a few, the homotopy analysis method has been applied to solve system (1) and (2) as described in [16] . In [17] the authors have developed the homotopy perturbation method. In [18] also, the author has provided the differential transformation technique to further investigation to the above system. Furthermore, the reproducing kernel Hilbert space method is carried out in [19] . Recently, a class of collocation methods for solving system (1) and (2) is proposed in [20] .
However, none of previous studies propose a methodical way to solve systems of IVPs (1) and (2) . Moreover, previous studies require more effort to achieve the results and usually they are suited for linear form of system (1) and (2) . On the other hand, the applications of other versions of series solutions to linear and nonlinear problems can be found in [21] [22] [23] [24] [25] [26] and references therein. Also, for numerical solvability of different categories of differential equations one can consult the references [27, 28] .
The outline of the paper is as follows: in the next section, we present the basic idea of the RPS technique. In section 3, numerical examples are given to illustrate the capability of proposed approach. This article ends in section 4 with some concluding remarks.
Solution of systems of IVPs by RPS technique
In this section, we employ our technique of the RPS to find out series solution for systems of IVPs subject to given initial conditions. We first formulate and analyze the RPS technique for solving such systems of IVPs. After that, a convergence theorem is presented in order to capture the behavior of the solution.
The RPS technique consists in expressing the solutions of system of IVPs (1) and (2) as a power series expansion about the initial point = 0 . To achieve our goal, we suppose that these solutions take the form
where , are terms of approximations and are given as , ( ) = , ( − 0 ) .
Obviously, when = 0, since ,0 ( ) satisfy the initial conditions (2), where ,0 ( ) are the initial guesses approximations of ( ), we have ,0 = ,0 ( 0 ) = ( 0 ), = 1,2, … , .
If we choose ,0 ( ) = ( 0 ) as initial guesses approximations of ( ), then we can calculate , ( ) for = 1,2, … and approximate the solutions ( ) of system of IVPs (1) and (2) by the th-truncated series
Prior to applying the RPS technique, we rewrite system of IVPs (1) and (2) in the form of the following:
The subsisting of th-truncated series ( ) into Eq. (4) leads to the following definition for the th residual functions: ( 0 )), = 1,2, … , . Thus, using 1st-truncated series the first approximation for system of IVPs (1) and (2) can be written as
Similarly, to find the 2nd approximation, we put = 2 and
On the other hand, we differentiate both sides of Eq. (5) with respect to and substitute = 0 , to get
In fact Res 2 ( 0 ) = Res ∞ ( 0 ) = 0. Thus, we can write
Hence, using 2nd-truncated series the second approximation for system of IVPs (1) and (2) can be written as
This procedure can be repeated till the arbitrary order coefficients of RPS solutions for system of IVPs (1) and (2) are obtained. Moreover, higher accuracy can be achieved by evaluating more components of the solution. In other words, choose large in the truncation series (3). The next theorem shows convergence of the RPS technique.
Theorem 2.1. Suppose that ( ), = 1,2, … , are the exact solutions for system of IVPs (1) and (2). Then, the approximate solutions obtained by the RPS technique are just the Taylor expansion of ( ), = 1,2, … , .
Proof. Assume that the approximate solutions for system of IVPs (1) and (2) are as follows:
In order to prove the theorem, it is enough to show that the coefficients . in Eq. (6) take the form
for each = 0,1, …, where ( ) are the exact solutions for system of IVPs (1) and (2) . Clear that for = 0 the initial conditions (2) give
Moreover, for = 1, substitute = 0 into Eq. (1), we obtain
On the other hand, from Eqs. (6) and (8), we can write
by substituting Eq. (9) into Eq. (1) and then setting = 0 , we get
Further, for = 2, differentiating both sides of Eq. (1) with respect to , we obtain
by substituting = 0 in Eq. (11), we can conclude that
According to Eqs. (9) and (10), we can write the approximation for system of IVPs (1) and (2) as follows:
by substituting Eq. (13) into Eq. (11) and setting = 0 , we obtain
Finally, by comparing Eqs. (12) and (14), we can conclude that .2 = 1 2 ′′ ( 0 ), = 1,2, … , . By continuing the above procedure, we can easily prove Eq. (7) for = 3,4, …. So, the proof of the theorem is complete.
Corollary 2.1. If some of ( ), = 1,2, … , is a polynomial, then the RPS technique will be obtained the exact solution.
It will be convenient to have a notation for the error in the approximation ( ) ≈ ( ). Accordingly, we will let Rem ( ) denote the difference between ( ) and its th Taylor polynomial; that is,
The functions Rem ( ) are called the th remainder for the Taylor series of ( ). In fact, it often happens that the remainders Rem ( ) become smaller and smaller, approaching zero, as gets large.
Numerical results and discussion
The proposed method provides an analytical approximate solution in terms of an infinite power series. However, there is a practical need to evaluate this solution, and to obtain numerical values from the infinite power series. The consequent series truncation and the practical procedure are conducted to accomplish this task, transforms the otherwise analytical results into an exact solution, which is evaluated to a finite degree of accuracy. In this section, we consider five examples to demonstrate the performance and efficiency of the present technique. Throughout this paper, all the symbolic and numerical computations performed by using Maple 13 software package.
To show the accuracy of the present method for our problems, we report four types of error. The first one is the residual error, Res ( ), and defined as
while the exact, Ext, relative, Rel, and consecutive, Con, errors are defined, respectively, by In most real life situations, the differential equation that models the problem is too complicated to solve exactly, and there is a practical need to approximate the solution. In the next two examples, the exact solutions cannot be found analytically.
Example 3.1. Consider the nonlinear SIR model [29] :
where , and , , are positive real numbers.
The SIR model is one common epidemiological model for the spread of disease, which consists of a system of three differential equations that describe the changes in the number of susceptible, infected, and recovered individuals in a given population. This was introduced as far back as 1927 by Kermack and McKendrick [30] , and despite of its simplicity, it is a good model for many infectious diseases. The reader is asked to refer to [29] [30] [31] [32] [33] [34] [35] [36] [37] in order to know more details about mathematical epidemiology, including its history and kinds, basics of SIR epidemic models, method of solutions, and so forth.
As we mentioned earlier, if we select the initial guesses approximations as 0 ( ) = , 0 ( ) = , and 0 ( ) = then the Taylor series expansions of solutions for Eqs. (15) and (16) According to th residual functions in Eq. (5), we can write
] ,
] .
In order to find the 1st-approximate solutions, we put = 1 through Eq. (17) and using the fact that Res (0) = Res (0) = Res (0) = 0, to conclude 
In order to find the values of the coefficients 1,2 , 2,2 , and 3,2 in Eq. (18), we put = 2 through Eq. (17) , Based on the above equations, we can write the second approximations of the RPS solution for Eqs. (15) and (16) as follows:
For numerical results, the following values, for parameters, are considered [38] : These results are plotted in Figure 1 for the three components ( ), ( ), ( ), and the summation ( ) + ( ) + ( ), respectively. Figure 1 .a illustrates the case when we introduce a small number of infectives (0) = 1 into a susceptible population. An epidemic will occur and the number of infectives increases; the maximum infective population max = 242.11811 will occur where has decreased to the value 85.33824. As time goes on ∞ you travel along the curve to the right, eventually approaching = 0 and the disease died out. The epidemic will end as approaching to 0 with and approaching some positive value = 3.7283 and = 497.27160. Meanwhile, the number of immune population increases, but the size of the population over the period of the epidemic is constant and equal to 500 as shown in Figure 1 .b. We mention here that, the RPS solution is the same as the Adomian decomposition solution obtained in [34] , the homotopy perturbation solution obtained in [35] , variational iteration solution obtained in [36] , and the homotopy analysis solution obtained in [37] when ℏ = −1 and = 1, = 1,2,3.
Example 3.2.
Consider the nonlinear Genesio system [39] :
where , , and are positive real numbers, satisfying < .
The Genesio system, proposed by Genesio and Tesi [32] , is one of paradigms of chaos since it captures many features of chaotic systems. It includes a simple square part and three simple ordinary differential equations that depend on three positive real parameters. The reader is kindly requested to go through [39] [40] [41] [42] [43] [44] in order to know more details about Genesio system, including its history and kinds, method of solutions, its applications, and so forth.
According to RPS technique, the initial guesses approximations of Eqs. (19) and (20) are 0 ( ) = , 0 ( ) = , and 0 ( ) = . Thus, the first few approximations of the RPS solution for Eqs. (19) and (20) While one cannot know the error without knowing the solution, in most cases the consecutive error can be used as a reliable indicator in the iteration progresses. In Tables 1, the value of consecutive error functions Con ( ), Con ( ), and Con ( ) for the two consecutive approximate consecutive solutions has been calculated for various in [0,1] with step size 0.1 to measure the difference between consecutive solutions obtained from the 10th-order RPS solutions for Eqs. (19) and (20) . However, the computational results below provide a numerical estimate for the convergence of the RPS technique. Also, it is clear that the accuracy obtained using present method is in advanced by using only few terms approximations. In addition, we can conclude that higher accuracy can be achieved by evaluating more components of the solution. On the other hand, based on this heuristic, we terminate the iteration in our method. From the table, it can be seen that the RPS technique provides us with the accurate approximate solution for Eqs. (19) and (20) . Also, we can note that the approximate solution more accurate at the beginning values of the independent interval [0,1].
Numerical comparisons are studied next. Figure 2 , shows a comparison between the numerical solution of Genesio system for 10th-order RPS approximation together with Runge-Kutta method (RKM) of order four and Predictor-Corrector method (PCM) of order four. Throughout this figure, the step size for the RKM and PCM is fixed at 0.01. The starting values of the PCM obtained from the classical fourth-order RKM. It is demonstrated that the RPS solutions agree very well with the solutions obtained by the RKM and PCM. 
As we mentioned earlier, if we select the initial guesses approximations as 1,0 ( ) = 1, 1,1 ( ) = 0, 2,0 ( ) = 0, and 2,1 ( ) = 0, then the first few terms approximations of the RPS solution for Eqs. (21) and (22) Thus, the exact solutions of Eqs. (21) and (22) have the general form which are coinciding with the exact solutions Let us now carry out the error analysis of the RPS technique for this example. Figure 3 shows the exact solution 1,exact ( ), 2,exact ( ) and the four iterates approximations 1 ( ), 2 ( ) for = 5,10,15,20. These graphs exhibit the convergence of the approximate solutions to the exact solutions with respect to the order of the solutions. In Figure 4 , we plot the error functions Ext 1 ( ) and Ext 2 ( ) for = 5,10,15,20 which are approaching the axis = 0 as the number of iterations increase. These graphs show that the exact errors are getting smaller as the order of the solutions is increasing, in other words, as we progress through more iterations. On the other hand, 
Assuming that the initial guesses approximations have the form 1,0 ( ) = 1 + and 2,0 ( ) = . Then, the 10th-truncated series of the RPS solutions of 1 ( ) and 2 ( ) for Eqs. (23) and (24) It easy to see that, the 10th-truncated series of the RPS solutions for 1 ( ) and 2 ( ) above agree well with the general form
So, the exact solutions of Eqs. (23) and (24) will be 1 ( ) = cos( ) and 2 ( ) = .
Our next goal is to show how the value of in the truncation series (3) affects the RPS approximate solutions. To determine this effect an error analysis is performed. We calculate the approximations 1 ( ) and 2 ( ) for various and obtain the exact error functions. The maximum and average errors when = 5,10,20 for Eqs. (23) and (24) have been listed in Table 2 
Conclusion
The main concern of this work has been to propose an efficient algorithm for the solutions of system of IVPs. The main goal has been achieved by introducing the RPS technique to solve this class of differential equations. We can conclude that the RPS technique is powerful and efficient technique in finding approximate solution for linear and nonlinear IVPs. The proposed algorithm produced a rapidly convergent series with easily computable components using symbolic computation software. There is an important point to make here, the results obtained by the RPS technique are very effective and convenient in linear and nonlinear cases with less computational work and time. This confirms our belief that the efficiency of our technique gives it much wider applicability for general classes of linear and nonlinear problems.
