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In this paper, we generalize Majid’s bicrossproduct construction.
We start with a pair (A, B) of two regular multiplier Hopf algebras.
We assume that B is a right A-module algebra and that A is
a left B-comodule coalgebra. The right action of A on B gives
rise to the smash product A # B . The left coaction of B on A
gives a possible coproduct # on A # B . We discuss in detail the
necessary compatibility conditions between the action and the
coaction for # to be a proper coproduct on A # B . The result
is again a regular multiplier Hopf algebra. Majid’s construction is
obtained when we have Hopf algebras.
We also look at the dual case, constructed from a pair (C, D) of
regular multiplier Hopf algebras where now C is a left D-module
algebra while D is a right C-comodule coalgebra. We show that
indeed, these two constructions are dual to each other in the sense
that a natural pairing of A with C and of B with D yields a duality
between A # B and the smash product C # D .
We show that the bicrossproduct of an algebraic quantum group
is again an algebraic quantum group (i.e. a regular multiplier
Hopf algebra with integrals). The ∗-algebra case is also considered.
Some special cases are treated and they are related with other
constructions available in the literature.
The basic example, coming from a (not necessarily ﬁnite) group G
with two subgroups H and K such that G = K H and H ∩ K = {e}
(where e is the identity of G) is used to illustrate our theory. More
examples will be considered in forthcoming papers on the subject.
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The main purpose of this paper is to extend Majid’s bicrossproduct construction to the case of mul-
tiplier Hopf algebras.
One might expect that the passage from Hopf algebras to regular multiplier Hopf algebras is
straightforward (as it is for the passage from ﬁnite to inﬁnite groups – see e.g. [VD-W]). To a certain
extent, this is correct as essentially the formulas are the same. However, there are some diﬃculties
as a consequence of the fact that, in the case of multiplier Hopf algebras, the coproducts (as well as
the coactions) no longer take values in the tensor product of the algebras but rather in the multiplier
algebras (see further in the introduction where we recall this notion very brieﬂy).
There are essentially two ways to deal with this problem. One way is to keep using the same
formulas, work with the Sweedler notations, both for the coproducts and the coactions, and verify
carefully if everything is ‘well-covered’. The technique of covering the legs of coproducts with values in
the multiplier algebra (together with the use of Sweedler’s notation) was ﬁrst introduced in [Dr-VD].
However, in this context, we encounter a greater complexity with the use of the Sweedler notation.
In [VD4] we have developed a more fundamental way to deal with these problems and we refer the
reader to this article for a better theoretical basis for all this. In fact, in that paper, we have various
examples, related to this work on bicrossproducts.
Certainly in this setting, the covering technique requires some care, but it has the advantage of
being more transparent. Another possible way to study these bicrossproducts is by using linear maps
between tensor products of spaces. It is like treating the coproduct  for a multiplier Hopf alge-
bra (A,) by using the associated linear maps T1, T2 from A ⊗ A to A ⊗ A given by T1(a ⊗ a′) =
(a)(1⊗ a′) and T2(a ⊗ a′) = (a ⊗ 1)(a′).
The two approaches look very different, but are in fact two forms of the same underlying idea.
Roughly speaking one could say that the covering technique is a more transparent way of treating the
correct formulas involving linear operators. We will spend time on motivation and doing so, we will
focus on the use of the covering technique. On the other hand, we will also indicate how, in certain
cases, this is all translated into rigorous formulas using linear maps.
Although the results are expected, we do get important new results because we work in a different
and more general setting. Moreover, by focusing more on the new techniques, we hope to achieve two
goals. We hope to contribute to a better understanding of the theory of bicrossproducts on the one
hand and to allow the reader to get more familiar with the problems that arise when results about
Hopf algebras are extended to multiplier Hopf algebras.
Before we come to the content of the paper, we should mention in passing that Majid’s bi-
crossproduct construction has also been obtained within the theory of locally compact quantum
groups. The ﬁnal result is obtained by Vaes and Vainerman [V-V2], see also [V1,V2] and [V-V1]. Their
work is greatly inspired by the paper by Baaj and Skandalis on multiplicative unitaries [B-S]. But
before all this, we have the famous example of Kac and Paljutkin [K-P] and the work of Majid on
bicrossproducts for Hopf von Neumann algebras and Kac algebras [M1].
It is worthwhile mentioning that the theory of multiplier Hopf algebras and algebraic quantum
groups has been developed before the present theory of locally compact quantum groups and that
it has served as a source of inspiration for the latter. So, it should not come as a surprise that the
present work is related with the earlier and more recent work on bicrossproducts in Hopf von Neu-
mann algebra theory. In fact, the formulas used in these analytical versions of the bicrossproduct
construction are essentially the same as the ones that we use in this paper when we treat the matter
with the ‘linear operator technique’. We will say more about this at the appropriate place in the pa-
per. Note however that our case cannot be seen as a special case of this analytical theory because we
work in a purely algebraic context.
We also should mention here that many interesting cases of bicrossproducts in the setting of
locally compact quantum groups (as treated by Vaes and Vainerman in [V-V2]) do not ﬁt into this
algebraic approach. Nevertheless, there are interesting examples that cannot be treated using only
Hopf algebras but where multiplier Hopf algebras are needed (and suﬃcient). We also refer to our
second paper on this subject [De-VD-W], where we include more examples. And observe also that the
theory of multiplier Hopf algebras and algebraic quantum groups is, from a didactical point of view,
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of locally compact quantum groups, see e.g. Ref. [VD3].
Content of the paper
In Section 1, we recall the basic ingredients needed in this paper. We ﬁrst consider a regular
multiplier Hopf algebra A and a right A-module algebra B . We recall the twist map (or braiding) and
the notion of the smash product. The case of a left module algebra is also discussed. We explain a
basic procedure to pass from one case to the other and to ﬁnd the formulas in the case of a left
module algebra from those of a right module algebra. Actions of multiplier Hopf algebras and module
algebras were introduced in [Dr-VD-Z]. Also the smash product has been considered in several papers
before (see also [De1] and [De3]).
Next, we recall deﬁnitions and results about coactions and smash coproducts. The notion of a
coaction was introduced in [VD-Z2] and it is studied further in [De2] (see also [De4]). In [De2], the
cotwist map is considered and the notion of a comodule coalgebra is given. In this paper, we recall
(and slightly generalize) these various notions and results. We also add some observations and provide
some deeper insight in the problems that make this ‘dual case’ much more involved than the easier
case of an action and a smash product before. We consider the case of a right coaction as well.
Again, we can use the basic technique as mentioned above to pass from one case to the other. Now,
there is also a second possibility to do this, based on duality. The two techniques are used further in
Sections 2 and 3 to obtain the right formulas in one case from those in the other case.
Section 2 is the most important section of the paper. In this section, we consider the candidate for
the smash coproduct # on the smash product A # B . We explain what the natural conditions are for
# to be an algebra map. The conditions involve different connections between the right action of A
on B and the left coaction of B on A. We formulate these conditions in a beautiful and symmetrical
way, different from the classical formulations in Hopf algebra theory. And of course, we prove that
under these conditions, we get indeed that # is a coproduct on the smash product. The other case
of a left action of D on C and a right coaction of C on D is obtained as before, using the techniques
we described in Section 1. The ∗-algebra case is treated, as well as the various special cases and the
basic examples coming from a matched pair of groups.
In Section 3, we obtain the main results of this paper. We show that the smash product A # B ,
as reviewed in the ﬁrst section and endowed with the smash coproduct #, is actually a regular
multiplier Hopf algebra if the conditions discussed in the second section are fulﬁlled. Again also the
dual case, the ∗-algebra case and now also the case of algebraic quantum groups are considered.
In this section, the treatment of the basic example is completed. We refer to a forthcoming paper
[De-VD-W], where we complete the case of algebraic quantum groups in the sense that we also obtain
formulas for the various objects like the modular elements, the modular automorphism groups, etc.,
associated with the bicrossproduct and its dual. In that paper, we moreover consider various non-
trivial and interesting examples.
Notations, conventions and basic references
Throughout the paper, we work with (associative) algebras over the complex numbers C as often
we are also interested in the ∗-algebra case. We do not require the algebras to have an identity, but
we want the product to be non-degenerate (as a bilinear map). For an algebra A we use M(A) to
denote the multiplier algebra. It is the largest unital algebra containing A as a dense two-sided ideal.
If A is a ∗-algebra, then so is M(A).
If A and B are algebras and if α : A → M(B) is an algebra homomorphism, then it is called
non-degenerate if α(A)B = B and Bα(A) = B . In that case α has a unique extension to a unital
homomorphism from M(A) to M(B). This extension is still denoted by α.
We use 1A for the identity in M(A) and simply 1 if no confusion is possible. Sometimes however
we will even then use 1A for clarity. The identity element in a group is denoted by e. We use ιA for
the identity map from A to itself and again we simply write ι when appropriate. Similarly we use A
and  for a coproduct on A.
A multiplier Hopf algebra is an algebra A with a coproduct  satisfying certain assumptions.
If A is a ∗-algebra, we require that  is a ∗-homomorphism. A multiplier Hopf algebra is called
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Hopf ∗-algebra this is automatic. A regular multiplier Hopf algebra that carries integrals is called an
algebraic quantum group. We refer to [VD1] for the theory of multiplier Hopf algebras and to [VD2]
for the theory of algebraic quantum groups, see also [VD-Z1]. For the use of the Sweedler notation,
as introduced in [Dr-VD], we refer to special paper about this subject, see [VD4]. For pairings of
multiplier Hopf algebras the main reference is also [Dr-VD]. More (basic) references will be given
further in the paper.
1. Actions and coactions
In this section, we start with a regular multiplier Hopf algebra A and any other algebra B and we
begin with a short review of actions and smash products. We ﬁrst recall the following notion. More
information can be found e.g. in [Dr-VD] and [Dr-VD-Z].
1.1. Deﬁnition. Suppose that we have a unital right action of A on B , denoted as B  A. Then B is
called a right A-module algebra if also
bb′  a =
∑
(a)
(b  a(1))
(
b′  a(2)
)
for all a ∈ A and b,b′ ∈ B .
A twist map is associated with the action. We recall the deﬁnition and the ﬁrst main property in
the following proposition (see e.g. [Dr-VD-Z] where the case of a left module algebra is treated).
1.2. Proposition. Assume that B is a right A-module algebra. Deﬁne a linear map R : B ⊗ A → A ⊗ B by
R(b ⊗ a) =
∑
(a)
a(1) ⊗ (b  a(2)). (1.1)
Then R is bijective and
R−1(a ⊗ b) =
∑
(a)
(
b  S−1(a(2))
)⊗ a(1)
for all a ∈ A and b ∈ B. Here, S is the antipode on A.
This twist map R satisﬁes the following basic relations. We have
R(ιB ⊗mA) = (mA ⊗ ιB)(ιA ⊗ R)(R ⊗ ιA) on B ⊗ A ⊗ A, (1.2)
R(mB ⊗ ιA) = (ιA ⊗mB)(R ⊗ ιB)(ιB ⊗ R) on B ⊗ B ⊗ A (1.3)
where as mentioned before, ιA, ιB are the identity maps on A and on B respectively and mA and mB
are the multiplication maps.
Next we consider the smash product. There are different ways to treat this concept. We start with
recalling the usual approach (see [Dr-VD-Z] for the case of a left module algebra and [De3]).
1.3. Proposition. The linear map m : (A ⊗ B) ⊗ (A ⊗ B) → A ⊗ B deﬁned by
m = (mA ⊗mB)(ιA ⊗ R ⊗ ιB)
makes A ⊗ B into an algebra (with a non-degenerate product).
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with this product. Similarly, we will use a # b for the element a ⊗ b when considered as an element
of this algebra. Later, we will change this convention.
Using Sweedler’s notation, the product can be written as
(a # b)
(
a′ # b′
)=∑
(a′)
aa′(1) #
(
b  a′(2)
)
b′
for all a,a′ ∈ A and b,b′ ∈ B . In this formula, a′(1) is covered by a (through multiplication) and a′(2) is
covered by b (through the action).
There is also another way to treat the smash product. It makes formulas sometimes more trans-
parent. It is based on Proposition 5.10 in [Dr-VD-Z] (where more information about this point of view
can be found). One considers A and B as sitting in M(A # B) and then a # b is replaced by ab. We
now ﬁnd that ba =∑(a) a(1)(b  a(2)) for all a ∈ A and b ∈ b. This takes us to the following result that
provides an alternative approach to the smash product.
1.4. Proposition. The smash product algebra A # B is isomorphic with the algebra, generated by A and B,
subject to the commutation rules ba =∑(a) a(1)(b  a(2)) for all a ∈ A and b ∈ B.
It makes sense to denote this algebra with AB and it requires a small argument (bijectivity of the
map R) to show that also AB = B A. More precisely, the two maps a ⊗ b 	→ ab and b ⊗ a 	→ ba are
linear bijections from the spaces A ⊗ B and B ⊗ A respectively to the space AB . In the remaining part
of the paper, we will use AB more often than A # B to denote the smash product.
The algebra AB acts faithfully on itself by right multiplication. A simpler action is obtained on B
by letting A act in the original way and B again by right multiplication. Also this action will be used
further in the paper although in general, it need not be faithful anymore (e.g. when the action of A
on B is trivial).
If A is a multiplier Hopf ∗-algebra and if B is a ∗-algebra, we require the extra condition that
(b  a)∗ = b∗  S(a)∗ for all a ∈ A and b ∈ B . One can show that with this extra assumption, the smash
product A # B can be made into a ∗-algebra simply by letting (ab)∗ = b∗a∗ for all a ∈ A and b ∈ B .
We now look (very brieﬂy) at the case of a left D-module algebra C because we also need this
case. Now C is a regular multiplier Hopf algebra and D any algebra. We have a left action of D on C ,
denoted as D 
 C . The smash product C # D is the algebra generated by C and D , subject to the
commutation rules dc =∑(d)(d(1) 
 c)d(2) for all c ∈ C and d ∈ D . It is denoted by CD . Deﬁnitions and
results can be taken directly from [Dr-VD-Z].
Remark that there is some possible confusion because we use the same notations as in the case
of a right A-module algebra B . A similar problem will occur on later occasions. However, we will be
consequent in the use of A and B in the ﬁrst case and C and D in the second case. This should help
to distinguish the cases.
There is a procedure to convert formulas from one case, say the right module algebras, to the
other, now the left module algebras. Indeed, if B is a right A-module algebra (as in Deﬁnition 1.1)
then we obtain a left D-module algebra C if we let C be the algebra B endowed with the opposite
product and if we take for the multiplier Hopf algebra D the algebra A but with the opposite product
and coproduct. We also need to ﬂip the notation for the action, as well as the tensor products. This is
an important technical tool for this paper because we need to work with both cases.
Coactions and the cotwist map
Next, we consider the objects dual to actions and smash products as reviewed above. As we will
see, the situation is somewhat more involved.
It is natural to start in this case with the notion of a coaction. It has been introduced in [VD-Z2]
and studied further in [De2]. In this paper, we will treat a slightly more general case. In Hopf algebra
theory, it is possible to deﬁne a coaction of a coalgebra on a vector space. In the setting of multiplier
Hopf algebras however, more structure is needed. In [VD-Z2], the setting is that of an algebra A and
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We refer to Section 1 in [VD4] for more details. In particular, see Deﬁnition 1.5 and Proposition 1.6 in
[VD4] for the notion of an extended module of a bimodule.
1.5. Notation. Let A be a vector space and let B be an algebra. Consider the B-bimodule B ⊗ A with B
acting as multiplication left and right on the ﬁrst factor in the tensor product. Denote by M0(B ⊗ A)
the completion of this module. Similarly, consider B ⊗ B ⊗ A as a (B ⊗ B)-bimodule with multiplication
left and right on the ﬁrst two factors. Denote by M0(B ⊗ B ⊗ A) the completion of this module.
We will write the actions of B as (b⊗ 1)y and y(b⊗ 1) when b ∈ B and y is an element of B ⊗ A
or M0(B ⊗ A). By deﬁnition, these elements belong to B ⊗ A, also for y ∈ M0(B ⊗ A). Similarly, we
write the actions of B ⊗ B as (b ⊗ b′ ⊗ 1)z and z(b ⊗ b′ ⊗ 1) when b,b′ ∈ B and z is an element
of either B ⊗ B ⊗ A or M0(B ⊗ B ⊗ A). Again by deﬁnition, we get elements in B ⊗ B ⊗ A, also for
z ∈ M0(B ⊗ B ⊗ A). This convention is in agreement with the notions that are commonly used when
both A and B are algebras so that M0(B ⊗ A) and M0(B ⊗ B ⊗ A) are natural subspaces of M(B ⊗ A)
and M(B ⊗ B ⊗ A) respectively.
Then we work with the following deﬁnition.
1.6. Deﬁnition. Let A be a vector space and B a regular multiplier Hopf algebra. A left coaction of B
on A is an injective linear map Γ : A → M0(B ⊗ A) such that (ιB ⊗ Γ )Γ = (B ⊗ ιA)Γ on A. We call
A a left B-comodule.
It is easy to show that the map ιB ⊗ Γ has a natural extension to M0(B ⊗ A). Also B ⊗ ιA can
be extended to M0(B ⊗ A) in a natural way. These extensions will map into M0(B ⊗ B ⊗ A) and the
condition (ιB ⊗ Γ )Γ (a) = (B ⊗ ιA)Γ (a) is a well-deﬁned equation in this space. For more details,
again we refer to Section 1 in [VD4]. Remark that in the case where A is an algebra, the notion
coincides with the one originally given in [VD-Z2]. The assumption in the original deﬁnition (see
Deﬁnition 2.4 in [VD-Z2]) has become part of the deﬁnition by the use of the space M0(B ⊗ A).
We will also use the adapted version of the Sweedler notation for such a coaction. We will write
Γ (a) =∑(a) a(−1) ⊗ a(0) so that coassociativity is implicit in the formula (ιB ⊗ Γ )Γ (a) =∑(a) a(−2) ⊗
a(−1) ⊗ a(0) when it is understood that B(a(−1)) is replaced by a(−2) ⊗ a(−1) . We have more or less
the same rules for covering. We need to cover the factor a(−1) and possibly also a(−2) (and so on) by
elements in B , left or right. In this case however, one cannot cover the factor a(0) .
One might expect that now, we can immediately move to the deﬁnition of a comodule coalgebra.
Remember that in the previous part, there was no problem to deﬁne a module algebra already in the
ﬁrst deﬁnition. Here however, things are again more complicated.
We start with looking at the cotwist map. First we make a remark that explains why we can
consider coactions as dual to actions. This point of view will be used several times for motivation and
to prove results about duality. We will see how this gives the natural candidate for the cotwist map.
1.7. Remark. Assume that we have regular multiplier Hopf algebras A, B,C and D and that A is paired
with C and that B is paired with D (in the sense of [Dr-VD]). Use 〈·,·〉 to denote these pairings.
Assume that we have a left action of D on C . If all spaces are ﬁnite-dimensional, we can deﬁne a
map Γ : A → B ⊗ A by 〈Γ (a),d ⊗ c〉 = 〈a,d 
 c〉 for all a ∈ A, c ∈ C and d ∈ D . The formula (dd′) 
 c =
d 
 (d′ 
 c) will be dual to the property (ιB ⊗ Γ )Γ = (B ⊗ ιA)Γ . It is now easy to verify that the
adjoint of the twist map R , deﬁned from D ⊗ C to C ⊗ D , associated with the left action of D on C ,
will be the map T : A ⊗ B → B ⊗ A given by T (a ⊗ b) = Γ (a)(b ⊗ 1).
The above argument suggests to deﬁne the cotwist map T . We have the following result. It is just
as in the more restrictive case, considered in [De2].
1.8. Proposition. Consider a left coaction Γ as in Deﬁnition 1.6. Deﬁne a linear map T : A ⊗ B → B ⊗ A by
T (a ⊗ b) = Γ (a)(b ⊗ 1). Then T is bijective and T−1 is given by
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∑
(a)
a(0) ⊗ S−1(a(−1))b (1.4)
for a ∈ A and b ∈ B. Moreover, on A ⊗ B we have
(B ⊗ ιA)T = (ιB ⊗ T )(T ⊗ ιB)(ιA ⊗ B). (1.5)
There is no problem with the interpretation of the right-hand side of the formula (1.4) as a(−1) will
be covered through b (in fact by S(b)). See e.g. Example 2.10.ii in [VD4]. In Eq. (1.5), when applied to
a ⊗ b, we obviously can cover the left-hand side of the equation with b′ ⊗ 1⊗ 1. Also the right-hand
side will be covered if we multiply with this element from the right. We use that
(
(T ⊗ ιB)
(
a ⊗ B(b)
))(
b′ ⊗ 1⊗ 1)= (T ⊗ ιB)((a ⊗ B(b))(1⊗ b′ ⊗ 1)).
The equality is then easily obtained from the coassociativity rule in Deﬁnition 1.6. Eq. (1.5) is com-
pletely expected when we think of T as the adjoint of the map R in the setting of duality.
We call this map a cotwist (as it will be used to twist the coproduct). Sometimes, the name
(generalized) cobraiding is used (see e.g. [B-M]).
The B-comodule coalgebra A
Now we look for the right notion of a comodule coalgebra. For this, we assume that also A is a
regular multiplier Hopf algebra. It is natural to consider the adjoint of the formula (1.3), but for a left
action. Doing so, we would arrive at the following notion. Compare with Deﬁnition 1.6 in [De2].
1.9. Deﬁnition. Let A and B be regular multiplier Hopf algebras and assume that Γ : A → M0(B ⊗ A)
is a left coaction of B on A (as in Deﬁnition 1.6). Then we call A a left B-comodule coalgebra if also on
A ⊗ B we have
(ιB ⊗ A)T = (T ⊗ ιA)(ιA ⊗ T )(A ⊗ ιB). (1.6)
There is however a real problem with giving a meaning to the formula (1.6) above. There is no
problem with the left-hand side, but there is one for the right-hand side. We will discuss this in the
following remark.
1.10. Remark.
(i) First consider A ⊗ B ⊗ A as an A-bimodule where the action of A is given by multiplication in
the ﬁrst factor. Denote the completed module by M10(A ⊗ B ⊗ A). Then, one can deﬁne the map
(ιA ⊗ T )(A ⊗ ιB) from A ⊗ B to M10(A ⊗ B ⊗ A) in a natural way.
(ii) Next, consider A ⊗ B ⊗ A as an A-bimodule with multiplication in the third factor and denote
the completed module by M30(A ⊗ B ⊗ A). Then there is a natural map (T−1 ⊗ ιA)(ιB ⊗A) from
B ⊗ A to M30(A ⊗ B ⊗ A).
(iii) Given these observations, we can ‘replace’ the formula (1.6) by the requirement
(ιA ⊗ T )(A ⊗ ιB) =
(
T−1 ⊗ ιA
)
(ιB ⊗ A)T . (1.7)
The reader should be aware of the fact that, by rewriting (1.6) as (1.7), we essentially add an
assumption. Indeed, as is clear from (i) and (ii) in the remark above, the formula (1.7) will imply that
elements of the form
(
(ιA ⊗ T )
(
A(a) ⊗ b
))(
1⊗ 1⊗ a′) and (1⊗ 1⊗ a′)(ιA ⊗ T )(A(a) ⊗ b)
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B ⊗ A) while on the other hand, we have an element in M30(A ⊗ B ⊗ A). It follows that we are in the
natural intersection of these two spaces. In what follows, we think of the condition (1.6) under the
form (1.7).
Before we proceed to the next item, just remark that it easily follows from the assumptions that
(ιB ⊗ εA)Γ (a) = εA(a)1B for all a ∈ A (see e.g. Proposition 1.8 in [De2]).
The twisted coproduct on A ⊗ B
The next step is the introduction of the twisted coproduct. There is a natural candidate for the
coproduct. Formally, we should deﬁne  on A ⊗ B by the formula
(a ⊗ b) = (ιA ⊗ T ⊗ ιB)
(
A(a) ⊗ B(b)
)
.
This is indeed dual to the formula of the product in the case of a module algebra (as given in Propo-
sition 1.3). Still formally, using Sweedler’s notation, we can write
(a ⊗ b) =
∑
(a)(b)
a(1) ⊗ Γ (a(2))(b(1) ⊗ 1) ⊗ b(2) (1.8)
for a ∈ A and b ∈ B .
The right-hand side is easily covered when multiplying with elements of A in the ﬁrst factor, left
or right, and with elements of B in the last factor, also left or right. Unfortunately, this is not the type
of covering that is needed to properly deﬁne a coproduct on the smash product. However, we also
have the following possibility to cover this expression. This is closer to what we will really need.
1.11. Lemma. Take A ⊗ B with the tensor product algebra structure. Consider A ⊗ B ⊗ A ⊗ B as an (A ⊗ B)-
bimodule where the actions are given by multiplication in the ﬁrst two factors from the left and in the last two
factors from the right. Then, there is a natural map (ιA ⊗ T ⊗ ιB)(A ⊗ B) from A ⊗ B to the completed
module M0(A ⊗ B ⊗ A ⊗ B).
Proof. First multiply from the left with such elements. For all a,a′ ∈ A and b′ ∈ B , we have
(
a′ ⊗ b′ ⊗ 1⊗ 1)∑
(a)
(
a(1) ⊗ Γ (a(2)) ⊗ 1
)⊆ (1⊗ b′ ⊗ 1⊗ 1)(A ⊗ Γ (A) ⊗ 1)
and this belongs to A ⊗ B ⊗ A ⊗ 1. So, the second factor in the expression above contains elements of
B and they will cover the factor b(1) in the expression on the right of formula (1.8).
Next, we multiply with an element of the form 1⊗1⊗a′ ⊗b′ from the right. Clearly, the element b′
will take care of the covering of the factor b(2) . We get a linear combination of elements of the form∑
(a) a(1) ⊗ Γ (a(2))(p ⊗ a′) ⊗ q with p,q ∈ B . Then this belongs to A ⊗ B ⊗ A ⊗ B by the assumption
in Remark 1.10. 
Similarly, we can multiply with elements of A ⊗ B from the right in the ﬁrst two factors and we
will get elements in A ⊗ B ⊗ A ⊗ B . However, if we multiply with such elements from the left in the
last two factors, we would need a new assumption, similar as the one before, but for the opposite
map T op, deﬁned by T op(a ⊗ b) = (b ⊗ 1)Γ (a). We will not need this for the moment.
It is an easy consequence of this result that the coproduct can be properly deﬁned on A ⊗ B with
the above formula in the sense that we have a well-deﬁned linear map  : A ⊗ B → M((A ⊗ B) ⊗
(A ⊗ B)) when A ⊗ B is considered with the tensor product algebra structure. Also showing that this
is coassociative, is straightforward. It follows from the formulas (1.5) and (1.6). This coproduct will be
regular when also the assumption for T op is fulﬁlled. See [De2] for more details.
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A # B into a multiplier Hopf algebra and so we need to deﬁne this coproduct on the smash product.
Now, it takes again little effort to show that the result in the lemma will allow to deﬁne the linear
map  from A # B to the multiplier algebra M((A # B)⊗ (A # B)) (no matter what the right action of
A on B is) and to show that it is coassociative. It is fair to say that this coproduct needs an algebra
structure on A ⊗ B , but that it is essentially independent of the choice of this algebra structure.
It is in the next section that we will see what kind of compatibility conditions between the action
and the coaction are needed for this coproduct to be an algebra homomorphism and not merely a
coassociative linear map. Then, the approach will become different from what is obtained in [De2].
This will be explained.
Also the behavior of this coproduct with respect to the ∗-operation (in the case of multiplier Hopf
∗-algebras), cannot be treated here properly. We refer to the next section where we explain this
problem and where we also indicate how the problem is resolved.
We also need to consider the case of a right C-comodule coalgebra D . We restrict ourselves to
the main deﬁnitions. Similar remarks as above should be taken into account here. Here follows the
deﬁnition of a right coaction. We will use the same symbols for the objects associated with this case
as explained already earlier.
1.12. Deﬁnition. Let C be a regular multiplier Hopf algebra and D a vector space. Now consider the
vector space M0(D ⊗ C) of ‘elements’ x such that x(1 ⊗ c) and (1 ⊗ c)x are in D ⊗ C for all c ∈ C .
Assume that Γ : D → M0(D ⊗ C) is an injective linear map so that (Γ ⊗ ιC )Γ = (ιD ⊗ C )Γ . Then Γ
is called a right coaction of C on D .
The cotwist map T associated with this coaction is the map from C ⊗ D to D ⊗ C , deﬁned by
T (c ⊗ d) = (1⊗ c)Γ (d). In terms of this map, coassociativity is expressed as
(ιD ⊗ C )T = (T ⊗ ιC )(ιC ⊗ T )(C ⊗ ιD) on C ⊗ D.
1.13. Deﬁnition. If also D is a regular multiplier Hopf algebra and if
(D ⊗ ιC )T = (ιC ⊗ T )(T ⊗ ιD)(ιC ⊗ D)
on C ⊗ D , then D is called a right C-comodule coalgebra.
The reader should be aware of the similarity of the two formulas for the cotwist map in the case
of a left comodule coalgebra and that of a right comodule coalgebra. The order of the equations is
different (just as in the case of left and right module algebras). The formula for the coproduct is the
same. It is deﬁned formally on C ⊗ D by
(c ⊗ d) = (ιC ⊗ T ⊗ ιD)
(
C (c) ⊗ D(d)
)
.
2. The smash coproduct on the smash product
In this section, we start with a pair of two regular multiplier Hopf algebras A and B . We assume
that B is a right A-module algebra and that A is a left B-comodule coalgebra. We consider the smash
product AB and the coproduct  on AB as already discussed in Section 1. We have seen that the
algebra structure on AB is needed because the coproduct does not map AB into AB ⊗ AB , but rather
in M(AB ⊗ AB). On the other hand, we also saw that this coproduct is not really dependent on the
algebra structure.
In the previous section, we only considered this coproduct as a coassociative linear map. In this
section, we will consider it as a coproduct on the smash product. We will see what kind of compati-
bility conditions are needed between the action and the coaction for this coproduct to be an algebra
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this will be done in the next section. The conditions are of course the natural generalizations of the
well-known conditions imposed by Majid (see e.g. Theorems 6.2.2 and 6.2.3 in [M3]). We will spend
some more time to motivate these conditions, discuss different forms of it and again concentrate on
the problem of coverings.
Using AB to denote the smash product, we can write the coproduct , as given in the previous
section, formally by (ab) =∑(a)(a(1) ⊗ 1)Γ (a(2))(b) whenever a ∈ A and b ∈ B . Now, we will ﬁrst
consider this coproduct on B , then on A and ﬁnally, we will consider the commutation rules so that,
when deﬁned on the algebra AB , we get a homomorphism. In the process of this way of constructing
the coproduct, we will be concerned with the various conditions that are necessary and suﬃcient
for this map to be an algebra map. We will, in order to avoid notational conﬂicts, use # for the
coproduct on AB in stead of merely  as we did in the previous section.
The coproduct # on the algebras A and B
We begin with the easiest part.
2.1. Proposition. There is a non-degenerate homomorphism# : B → M(AB ⊗ AB) given by #(b) = (b).
This is a triviality. We know e.g. that (b′ ⊗ 1)(b) and (b)(1 ⊗ b′) are in B ⊗ B for all b,b′ ∈ B
and also because AB = B A, this easily implies that #(b) ∈ M(AB ⊗ AB) for all b. Observe that
the injection of B ⊗ B in AB ⊗ AB is a non-degenerate homomorphism so that M(B ⊗ B) is sitting
inside M(AB ⊗ AB) (by the results in Section 1). And because  is a non-degenerate homomor-
phism from B to M(B ⊗ B), it follows that # will be a non-degenerate homomorphism from B into
M(AB ⊗ AB).
Coassociativity of # on B is an immediate consequence of coassociativity of  on B . We also get
that
#(B)(1⊗ B) = B ⊗ B and (B ⊗ 1)#(B) = B ⊗ B
as sitting inside the multiplier algebra M(AB ⊗ AB).
The next step is already less obvious. First, we deﬁne # on A and we prove some elementary
properties.
2.2. Proposition. There is a linear map # : A → M(AB ⊗ AB) deﬁned by
#(a) =
∑
(a)
(a(1) ⊗ 1)Γ (a(2)). (2.1)
We have (AB ⊗ 1)#(A) = AB ⊗ A and #(A)(B ⊗ A) = AB ⊗ A.
Proof. (i) First we will show that #(a) as in (2.1), is a well-deﬁned element in M(AB ⊗ AB). For
any a′ ∈ A we get (a′ ⊗ 1)#(a) in (A ⊗ 1)Γ (A). Now because (B ⊗ 1)Γ (A) ⊆ B ⊗ A and AB = B A,
we see already that (AB ⊗1)#(a) ⊆ AB ⊗ A. We have looked closer at this argument in Example 3.5
of [VD4]. Next, multiply with b ⊗ a′ from the right with a′ ∈ A and b ∈ B . We get #(a)(b ⊗ a′) ∈
AB ⊗ A by the assumption, discussed in Remark 1.10. The two results together will give that #(a) is
well deﬁned in M(AB ⊗ AB). This proves the ﬁrst part of the proposition.
(ii) We will now show that this map satisﬁes the equalities. The arguments are close to the ones
used in (i). Indeed, if we look at the different steps in the ﬁrst part of the proof above, we see that
actually (AB ⊗ 1)#(A) = AB ⊗ A. We need to use that B ⊗ A = (B ⊗ 1)Γ (A) and that A ⊗ A =
(A ⊗ 1)(A). On the other hand, when we look at the other side, we need the equality
A ⊗ B ⊗ A = ((ιA ⊗ Γ )A(A))(1⊗ B ⊗ A)
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assumptions in Remark 1.10. 
Whereas coassociativity of # on B is more or less obvious, this is not the case for # on A. In
order to verify that # is coassociative on A, we need # on AB . So, we will prove coassociativity
later.
We now look for necessary and suﬃcient conditions to ensure that #(aa′) = #(a)#(a′) for all
a,a′ ∈ A. We will ﬁrst prove the following result.
2.3. Proposition. Deﬁne a linear map P : B ⊗ A → B ⊗ A by
P (b ⊗ a) =
∑
(a)
(
(b  a(1)) ⊗ 1
)
Γ (a(2)). (2.2)
Then #(aa′) = #(a)#(a′) for all a,a′ ∈ A if and only if
(ιB ⊗mA)P13P12 = P (ιB ⊗mA) on B ⊗ A ⊗ A.
Before we prove this proposition, let us ﬁrst make a few remarks about this map P and the
condition imposed on it. First notice that the map P can be written as a composition T opRop where
Rop(b ⊗ a) =
∑
(a)
a(2) ⊗ (b  a(1)) and T op(a ⊗ b) = (b ⊗ 1)Γ (a). (2.3)
Compare with the maps T and R , introduced earlier (in Propositions 1.2 and 1.8) and for understand-
ing the notation. It follows from earlier arguments that P is well deﬁned. We also have a case of
iterated coverings (cf. Example 3.5 in [VD4]). Also compare the equation satisﬁed by P with the for-
mula (1.2) in Section 1. It is very similar but slightly different. The difference is mainly due to the fact
that P maps B ⊗ A to itself whereas R maps this space into A ⊗ B . We will also come back to this
later (see a remark after Assumption 2.9 below).
For a better understanding of the result and the proof, as well as for results to come, it turns out
to be useful to introduce the following.
2.4. Notation. Consider the right action of AB on B , given by y • (ab) = (y  a)b whenever a ∈ A and
b, y ∈ B . Combine it with right multiplication of A on itself to a right action of AB ⊗ A on B ⊗ A. So
(y ⊗ x) • (c ⊗ a) = (y • c) ⊗ xa when a, x ∈ A, y ∈ B and c ∈ AB .
This action is not necessarily faithful, but it is unital and so we can extend it to the multiplier
algebra M(AB ⊗ A). In particular, we can consider the action of the elements #(a) for any a ∈ A.
Then the following can be shown.
2.5. Lemma.We have P (b ⊗ a) = (b ⊗ 1) • #(a) for all a ∈ A and b ∈ B.
Proof. The formula has to be read correctly as (1 ⊗ x)P (b ⊗ a) = (b ⊗ x) • #(a) for all x ∈ A. As we
clearly have
(b ⊗ x) • #(a) =
∑
(a)
(
(b  a(1)) ⊗ x
)
Γ (a(2))
whenever a, x ∈ A and b ∈ B , the result is true. 
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following lemma.
2.6. Lemma. If #(aa′) = #(a)#(a′) for all a,a′ ∈ A then
(ιB ⊗mA)P13P12 = P (ιB ⊗mA) on B ⊗ A ⊗ A.
Proof. For all a,a′ ∈ A and b ∈ B we have
(ιB ⊗mA)P13P12
(
b ⊗ a ⊗ a′)= (ιB ⊗mA)P13(((b ⊗ 1) • #(a))⊗ a′)
= ((b ⊗ 1) • #(a)) • #(a′)
= (b ⊗ 1) • (#(a)#(a′))
and clearly also P (b ⊗ aa′) = (b ⊗ 1) • #(aa′). Strictly speaking, we should multiply these equations
all the time with an element of A from the left in the second factor. 
If on the other hand we have the condition on P , we see from the proof that
(b ⊗ 1) • #
(
aa′
)= (b ⊗ 1) • (#(a)#(a′))
for all b ∈ B . We cannot conclude that #(aa′) = #(a)#(a′) for all a,a′ ∈ A as the action of AB ⊗ A
on B⊗ A is not necessarily faithful. To prove the converse in Proposition 2.3, we have to use the action
of AB on AB , given by right multiplication. This is faithful as the product in AB is non-degenerate.
This will be done in the next lemma.
2.7. Lemma. If (ιB ⊗mA)P13P12 = P (ιB ⊗mA) then #(aa′) = #(a)#(a′) for all a,a′ ∈ A.
Proof. Let a, x ∈ A and y ∈ B . Then
(xy ⊗ 1)#(a) =
∑
(a)
(xya(1) ⊗ 1)Γ (a(2)) =
∑
(a)
(xa(1) ⊗ 1)
(
(y ⊗ 1) • #(a(2))
)
.
If we replace in this equation a by the product aa′ , and if we assume the condition on P , it follows
from the remark just made before this lemma that
(xy ⊗ 1)#
(
aa′
)= ∑
(a)(a′)
(
xa(1)a
′
(1) ⊗ 1
)(
(y ⊗ 1) • #
(
a(2)a
′
(2)
))
=
∑
(a)(a′)
(
xa(1)a
′
(1) ⊗ 1
)(
(y ⊗ 1) • #(a(2)) • #
(
a′(2)
))
=
∑
(a)
(xa(1) ⊗ 1)
(
(y ⊗ 1) • #(a(2))
)
#
(
a′
)
= (xy ⊗ 1)#(a)#
(
a′
)
.
As the action of AB on AB is faithful, we get #(aa′) = #(a)#(a′). 
Combining Lemma 2.6 with Lemma 2.7 we obtain Proposition 2.3.
Before we continue, let us look at another form of the condition that looks more like the one used
in Hopf algebra theory.
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Γ
(
aa′
)= ∑
(a)(a′)
((
a(−1)  a′(1)
)⊗ a(0))Γ (a′(2)
)
for all a,a′ ∈ A.
Because we will not use this form, we will not go into details. Things get quite complicated if we
want to do this completely rigorously. In any case, when we work with Hopf algebras, no problem
would occur and the proof of the result in Proposition 2.8 becomes more or less obvious.
The coproduct # on AB
Next, we want to have that # is a homomorphism on the smash product AB . Since we have
already shown that it is a homomorphism on A and on B (provided we assume the right conditions),
it remains to verify that the commutation rules ba =∑(a) a(1)(b  a(2)) are respected. In other words,
we need to have
#(b)#(a) =
∑
(a)
#(a(1))#(b  a(2))
in M(AB ⊗ AB) for all a ∈ A and b ∈ B . This requires 3 steps. We will need a way to commute
elements of B with the ﬁrst factor of #(a), a way to commute elements of B with the second factor
of #(a) and ﬁnally, we will need a formula for (b  a).
We begin with the last property. Indeed, we have seen before how the coaction Γ behaves with
respect to the product in A. What we need here is how the coproduct of B relates with the action.
This is precisely the dual situation. We deduce one from the other as follows. Consider the formulas
in Proposition 2.3 and transform them to the case of a left action of D on C and a right coaction Γ
of C on D . We get the map P ′ from D ⊗ C to itself, given by P ′(d ⊗ c) =∑(d) Γ (d(1))(1 ⊗ (d(2) 
 c))
and satisfying the equation (mD ⊗ ιC )P ′13P ′23 = P ′(mD ⊗ ιC ) on D ⊗ D ⊗ C . Moreover, in the duality
picture, we see that P ′ and P are each others adjoints. Now, if we take the adjoint of the condition
on P ′ , we arrive at the following natural assumption about P .
2.9. Assumption. P23P13(B ⊗ ιA) = (B ⊗ ιA)P on B ⊗ A.
This formula should be compared with the formulas (1.5) and (1.6) in Section 1. The covering
problem can be solved in two ways. Either we write the assumption as P13(B ⊗ιA) = P−123 (B ⊗ιA)P
on B⊗ A. This is similar as for the equation in Deﬁnition 1.9. The other possibility is based on the fact
that, given a ∈ A and b ∈ B , the map q 	→ (b ⊗ 1)P (q ⊗ a) from B to B ⊗ A has the variable covered
from the left.
Now, we are interested in another form of this equation. For this purpose, we let AB act from
the right on B as we did before, but now we also consider AB ⊗ AB as acting on B ⊗ B . We get the
following:
2.10. Proposition. The assumption in 2.9 is fulﬁlled if and only if (b  a) = (b) • #(a) for all a ∈ A and
b ∈ B. This equation will be well-covered if we multiply from the left in the ﬁrst factor with any element of B.
Proof. First apply the equation in Assumption 2.9 on b ⊗ a with a ∈ A and b ∈ B . Then apply ιB ⊗
ιB ⊗ εA . On the left-hand side, we get B(b  a) because (ι ⊗ εA)Γ (a) = εA(a)1. For the right-hand
side we get
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(b)
(ιB ⊗ ιB ⊗ εA)P23P13(b(1) ⊗ b(2) ⊗ a)
=
∑
(a),(b)
(ιB ⊗ ιB ⊗ εA)P23
(
(b(1)  a(1)) ⊗ b(2) ⊗ 1
)
Γ13(a(2))
where we again have used (ιB ⊗ εA)P (b′ ⊗ a′) = b′  a′ . The right-hand side of the above equation is
precisely (b) • #(a). Remark that everything is well-covered if we multiply with an element of B
from the left, either in the ﬁrst or in the second factor.
Also conversely, if (b  a) = (b) • #(a) for all a,b, the assumption in 2.9 will be satisﬁed. 
Now, we have taken care of the third step as mentioned before. Another step in the whole pro-
cedure is to commute elements of B in the second factor with elements #(a). In other words, we
look at a formula for (1 ⊗ b)#(a) and we try to move b to the other side. Because this amounts to
commuting B with A, there is no need for an extra condition here. This is what we get:
2.11. Proposition. For all a ∈ A and b ∈ B we have
(1⊗ b)#(a) =
∑
(a)
#(a(1))
(
(1⊗ b) • Γ (a(2))
)
.
Here, we use • to denote the right action of B ⊗ A on B ⊗ B, obtained from right multiplication by B in the ﬁrst
factor and the right action of A in the second factor. Again the action is extended to the multiplier algebras.
Proof. We ﬁrst present a formal argument and we discuss the details about the necessary coverings
later.
We know that (ι ⊗ A)Γ (a) =∑(a) Γ12(a(1))Γ13(a(2)). Therefore
(1⊗ b)Γ (a) =
∑
(a)
a(−1) ⊗ ba(0)
=
∑
(a)
a(−1) ⊗ a(0)(1)(b  a(0)(2))
=
∑
(a)
a(1)(−1)a(2)(−1) ⊗ a(1)(0)(b  a(2)(0))
= Γ (a(1))
(
(1⊗ b) • Γ (a(2))
)
.
If we replace a by a(2) and multiply with a(1) from the left in the ﬁrst factor, we get
∑
(a)
(a(1) ⊗ b)Γ (a(2)) =
∑
(a)
(a(1) ⊗ 1)Γ (a(2))
(
(1⊗ b) • Γ (a(3))
)
and this is the required formula.
In the last formula, there is no problem with covering a(1) . We simply multiply with any element
of A in the ﬁrst factor from the left. This takes care of the last step in the argument above.
Next, we multiply all expressions in the ﬁrst series of formulas with elements of the form b′ ⊗ a′ ,
from the right, where a′ ∈ A and b′ ∈ B . Then we know from earlier discussions that at all stages in
the calculation, everything is well deﬁned in B ⊗ A and that all equations hold. 
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different from the case before with b in the second factor because the ﬁrst factor of #(a) is in AB .
Indeed, we need an extra assumption for this:
2.12. Assumption. We assume that T ◦ R = T op ◦ Rop.
Recall the formulas for the maps R and T from Section 1 (see Propositions 1.2 and 1.8) and those
of Rop and T op as introduced before (see formulas (2.3)). The composition T op ◦ Rop is nothing else
but the operator P as introduced in Proposition 2.3 while the composition of T with R is similarly
given by
(T ◦ R)(b ⊗ a) =
∑
(a)
Γ (a(1))
(
(b  a(2)) ⊗ 1
)
.
Then we have the following result.
2.13. Lemma. For all a ∈ A and b ∈ B we have
(b ⊗ 1)#(a) =
∑
(a)
#(a(1))
(
(b  a(2)) ⊗ 1
)
. (2.4)
Proof. For all a ∈ A and b ∈ B we get
(b ⊗ 1)#(a) =
∑
(a)
(ba(1) ⊗ 1)Γ (a(2))
=
∑
(a)
(
a(1)(b  a(2)) ⊗ 1
)
Γ (a(3))
=
∑
(a)
(a(1) ⊗ 1)P (b ⊗ a(2)).
In this case, we can multiply with elements of A in the ﬁrst factor from the left to cover every
expression properly. Now we use the assumption and we get
(b ⊗ 1)#(a) =
∑
(a)
(a(1) ⊗ 1)Γ (a(2))
(
(b  a(3)) ⊗ 1
)
=
∑
(a)
#(a(1))(b  a(2) ⊗ 1).
Again, we multiply with an element of A on the left in the ﬁrst factor and everything will be covered.
Observe that b will cover a(2) and a(3) respectively through the action. 
We see from the proof that the formula (2.4) is essentially a reformulation of the condition in
Assumption 2.12.
Now, we are ready to conclude with the main result of this section.
2.14. Theorem. Assume that we have two regular multiplier Hopf algebras A and B and that B is a right A-
module algebra and that A is a left B-comodule coalgebra as before. Consider the associated maps and assume
that we have
26 L. Delvaux et al. / Journal of Algebra 343 (2011) 11–36P (ιB ⊗mA) = (ιB ⊗mA)P13P12 on B ⊗ A ⊗ A,
(B ⊗ ιA)P = P23P13(B ⊗ ιA) on B ⊗ A
as well as T ◦ R = T op ◦ Rop (i.e. P = T ◦ R) on B ⊗ A. Then the coproduct # is a (well-deﬁned) homomor-
phism on the smash product AB.
Proof. We have deﬁned # on A and on B and we know that #(ab) is equal to #(a)#(b). We
know from Section 1 that this map is coassociative. From the results in Propositions 2.1 and 2.2, it
follows that it is non-degenerate. Because of Proposition 2.3, we know that the ﬁrst condition implies
that # is a homomorphism on A. And if we combine the results obtained by using the other two
conditions, we ﬁnd for all a ∈ A and b ∈ B that
#(b)#(a) =
∑
(b)
(b(1) ⊗ b(2))#(a)
=
∑
(a),(b)
(b(1) ⊗ 1)#(a(1))
(
(1⊗ b(2)) • Γ (a(2))
)
=
∑
(a)
#(a(1))
(
(b) • #(a(2))
)
=
∑
(a)
#(a(1))(b  a(2)).
We can cover properly if we multiply with an element of AB in the ﬁrst factor.
This proves that # is a homomorphism on the smash coproduct AB . 
The reader should compare this result with Theorem 6.2.3 of [M3]. Remark that it follows from
the second condition that εB(b  a) = εB(b)εA(a) and so, there is no need to add this condition as
an assumption. When dealing with Hopf algebras, the ﬁrst condition will imply that Γ (1A) = 1A ⊗ 1B
(because #(1) = 1). In our setting however, we still can say that #(1) = 1 as it makes sense to ex-
tend # to the multiplier algebra. However, it is not obvious how to extend Γ itself to the multiplier
algebra M(A). See also a remark after the proof of Theorem 3.3. Nevertheless, this explains why we
do not need to impose an extra condition of this type on Γ as is done in [M3].
Other cases and examples
At this stage, we can consider the ∗-algebra case (as announced in the previous section). We get
the following.
2.15. Theorem. Let A and B be multiplier Hopf ∗-algebras. Assume that B is a right A-module algebra as
before and also that
(b  a)∗ = b∗  S(a)∗
for all a ∈ A and b ∈ B. Then AB is a ∗-algebra for the involution deﬁned by (ab)∗ = b∗a∗ . Assume also as
before that A is a left B-comodule coalgebra and that
Γ
(
S A(a)
∗)= ((ιB ⊗ S A)Γ (a))∗
for all a ∈ A. If furthermore, we have the assumptions as in Theorem 2.14, then # is a ∗-homomorphism on
the ∗-algebra AB.
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tion. We will now see that the condition on the coaction, together with the property that # is a
homomorphism, will imply that it is a ∗-homomorphism.
In order to show that this is the case, we just have to verify that we have a ∗-map on the com-
ponents A and B of AB . There is obviously no problem on B because # coincides with B on B
and by assumption, B is a ∗-homomorphism. So, we just have to verify that #(a∗) = #(a)∗ for all
a ∈ A.
Using the formula for Γ (S(a)∗) we get
#
(
S(a)∗
)=∑
(a)
(
S(a(2))
∗ ⊗ 1)Γ (S(a(1))∗)
=
∑
(a)
(
(ι ⊗ S)Γ (a(1))
(
S(a(2)) ⊗ 1
))∗
for all a. So, if we want to show that #(S(a)∗) = #(S(a))∗ for all a ∈ A, it will be suﬃcient to prove
that
∑
(a)
(
S(a(2)) ⊗ 1
)
Γ
(
S(a(1))
)=∑
(a)
(ι ⊗ S)Γ (a(1))
(
S(a(2)) ⊗ 1
)
for all a. Observe that this equation does not involve the involutions anymore.
To prove this result, it is allowed to multiply with #(a(3)) from the right and prove the resulting
equation. For the left-hand side, we get
∑
(a)
#
(
S(a(1))
)
#(a(2)) = ε(a)#(1) = ε(a)1
while for the right-hand side, we obtain
∑
(a)((ι ⊗ S)Γ (a(1)))Γ (a(2)). And indeed, these two expres-
sions coincide for, if we start with the formula
(ι ⊗ )Γ (a) =
∑
(a)
Γ12(a(1))Γ13(a(2)),
apply m(S ⊗ ι) on the last two factors and use that (ι ⊗ ε)Γ (a) = ε(a)1, we get the desired equality.
We can cover by multiplying from the right with an element of B in the ﬁrst factor and an element
of A in the last factor. 
Observe that the extra condition which is needed here to show that # is a ∗-map is just that it
is an algebra homomorphism on A. This is the condition in Proposition 2.3.
As we have done before, also here we brieﬂy consider the dual case. Then, we have again two
regular multiplier Hopf algebras C and D . We assume that C is a left D-module algebra and that D is
a right C-comodule coalgebra (as in Section 1). As before, we will also use Γ to denote this coaction.
In this case, the twist maps R, Rop : D ⊗ C → C ⊗ D and the cotwist maps T , T op : C ⊗ D → D ⊗ C can
be obtained from the ones for the original case by the standard procedure (as explained in Section 1).
The map P : D ⊗ C → D ⊗ C , deﬁned as T op ◦ Rop, in this case is e.g. given by
P (d ⊗ c) =
∑
(d)
Γ (d(1))
(
1⊗ (d(2) 
 c)
)
.
The dual version of Theorem 2.14 is now the following:
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and that D is a right C-comodule coalgebra. With the notations as above, assume furthermore that
P (mD ⊗ ιC ) = (mD ⊗ ιC )P13P23 on D ⊗ D ⊗ C,
(ιD ⊗ C )P = P12P13(ιD ⊗ C ) on D ⊗ C
aswell as P=T ◦R on D⊗C. Then the smash coproduct# , deﬁned as#(cd)=∑(d) C (c)Γ (d(1))(1⊗d(2))
is an algebra homomorphism on the smash product CD.
It is also clear from all the considerations above that, when A is paired with C and when B is
paired with D and if actions and coactions are adjoint to each other, then the tensor product pairing
between AB and CD will give a pairing in the sense that the product on one algebra is adjoint to the
coproduct on the other one. In the next section, we will see that AB and CD are regular multiplier
Hopf algebras and that we do have a pairing in the sense of multiplier Hopf algebras.
Remark that the ﬁrst condition in Theorem 2.16 is like the ﬁrst condition in Theorem 2.14 that
we get when we apply the standard rules to pass from the pair (A, B) to the pair (C, D). Similarly
for the other conditions. However, in the dual pair picture, the ﬁrst and the second conditions in
Theorem 2.16 are dual to the second and the ﬁrst conditions in Theorem 2.14 respectively. The last
condition is a ‘self-dual’ condition. It means that in the case of such a pairing, it is suﬃcient to impose
one set of conditions, the other set will follow from duality.
Also in this case, we can see what happens when we have multiplier Hopf ∗-algebras. The relevant
conditions relating the action and coaction with the involution become
(d 
 c)∗ = S(d)∗ 
 c∗ and Γ (S(d)∗)= ((S ⊗ ι)Γ (d))∗
for all c ∈ C and d ∈ D . Then, we get that the smash product is a ∗-algebra and that the coproduct is
a ∗-homomorphism.
Before we consider the basic example, let us have a look at some special cases of Theorem 2.14.
First consider the case of a trivial action of A on B . Then we see from Proposition 2.8 that #
will be an algebra map on A if and only if Γ (aa′) = Γ (a)Γ (a′) for all a,a′ ∈ A. This means that Γ
is an algebra map and we have that A is a left B-comodule bi-algebra. This then takes care of the
ﬁrst condition in Theorem 2.14. The second condition turns out to be nothing else but the comodule
property (B ⊗ ιA)Γ = (ιB ⊗Γ )Γ . Finally, the last condition becomes T = T op as both R and Rop are
the ﬂip map. So, we need
Γ (a)(b ⊗ 1) = (b ⊗ 1)Γ (a)
for all a ∈ A and b ∈ B . This is indeed equivalent with the property that #(a) and #(b) will com-
mute for all a,b (given that the action is trivial so that A and B commute in the smash product).
Of course, Γ (a)(b ⊗ 1) = (b ⊗ 1)Γ (a) for all a,b will be fulﬁlled if B is abelian. Then we arrive at
the situation of Theorem 1.15 in [De2]. Also if the coaction is trivial, this will be true. And it is not
hard to imagine that there are also cases in between these two extremes where the condition will be
satisﬁed.
Next, consider the case where the action is not necessarily trivial, but where we have a trivial left
coaction of B on A. Then we not only have that # = B on B but also # = A on A. So, # will
automatically be an algebra map on A also. This takes care of the ﬁrst condition in Theorem 2.14. The
second condition reads now
B(b  a) =
∑
(a)(b)
(b(1)  a(1)) ⊗ (b(2)  a(2))
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that R = Rop as T and T op are the ﬂip map. So, we need
∑
(a)
a(1) ⊗ (b  a(2)) =
∑
(a)
a(2) ⊗ (b  a(1))
for all a and b. This will be true if A is cocommutative and then we arrive at the situation of Theo-
rem 1.6 in [De1]. Of course, if also the action is trivial, the condition is again satisﬁed, but there may
be other cases between these two extremes where this is also true.
Finally, we consider the example of a matched pair of groups.
2.17. Examples.
(i) Consider a group G with two subgroups H and K so that G = K H and H ∩ K = {e}. We get a left
action 
 of the group H on the set K and a right action  of the group K on the set H deﬁned
by the formula hk = (h 
 k)(h  k) for h ∈ H and k ∈ K . We use A to denote the group algebra
CH and D for the group algebra CK . And we use C for the algebra F (H) of functions with ﬁnite
support on H and B for the algebra F (K ) of functions with ﬁnite support on K .
The left action of H on K induces a right action of A on B making B into a right A-module
algebra. Similarly, the right action of K on H induces a left action of D on C making C into a left
D-module algebra. Also the right action of K on H makes A into a left B-comodule coalgebra
whereas the left action of H on K makes D into a right C-comodule coalgebra.
(ii) The product on the smash product AB is given by the formula
(hf )
(
h′ f ′
)= (hh′)(( f  h′) f ′)
and the coproduct # on AB is given by
#(hδk) =
∑
k′k′′=k
hδk′ ⊗
(
h  k′)δk′′
where h,h′ ∈ H , k,k′,k′′ ∈ K and f , f ′ ∈ F (K ) and where δk denotes the function on K that is one
on the element k ∈ K and 0 on all other elements. Similarly, the product on the smash product
CD is deﬁned by
( f k)
(
f ′k′
)= ( f (k 
 f ′))(kk′)
and the coproduct # on CD is given by
#(δhk) =
∑
h′h′′=h
δh′
(
h′′ 
 k)⊗ δh′′k
where h,h′,h′′ ∈ H , k,k′ ∈ K and f , f ′ ∈ F (H).
(iii) We now should verify the conditions in Theorem 2.14 and Theorem 2.16. Of course, we can
directly verify that # is a homomorphism on the smash product AB (as is done in e.g. [VD-W]).
Similarly for # on CD . This second case will also follow, either by symmetry (applying the
rules to convert the pair (A, B) to the pair (C, D)) or by duality. But as we treat this example
here to illustrate the general theory, it is advisable rather to look at the conditions in each of the
theorems. We leave this as an exercise to the reader.
In the next section, we will complete these two basic examples and show that we indeed get
regular multiplier Hopf (∗-)algebras as expected.
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In this section, we will formulate and prove the main results. Remark however that the most im-
portant work has been done already in the previous section.
As before, we have two regular multiplier Hopf algebras A and B . The algebra B is a right A-
module algebra and A is a left B-comodule coalgebra. We consider the smash product AB and the
coproduct # on AB as studied in the previous section. In particular, we assume that the relations
between the A-module structure and the B-comodule structure, as formulated in Theorem 2.14, are
fulﬁlled.
Then we have the following result.
3.1. Theorem. The pair (AB,#) is a regular multiplier Hopf algebra. The counit ε# on AB is given by
ε#(ab) = εA(a)εB(b)
and the antipode S# is given by
S#(ab) =
∑
(a)
SB(b)SB(a(−1))S A(a(0))
when a ∈ A and b ∈ B.
It turns out that the easiest way to prove this result is by obtaining ﬁrst the expressions for the
linear maps T #1 and T
#
2 , deﬁned on AB ⊗ AB as in the following proposition.
3.2. Proposition. Consider the linear maps T #1 and T
#
2 on AB ⊗ AB, deﬁned by
T #1
(
x⊗ x′)= #(x)(1⊗ x′) and T #2
(
x⊗ x′)= (x⊗ 1)#(x′).
Then
T #1 =
(
T−1
)
12
(
T A1
)
23T12R34
(
T B1
)
23
(
R−1
)
34,
T #2 =
(
T−1
)
34
(
T B2
)
23T34R12
(
T A2
)
23
(
R−1
)
12.
Before we give a proof of this important result, we need to make some remarks.
We use the leg numbering notation as explained before. The formulas not only involve the maps T
and R but also the maps T A1 , T
A
2 and T
B
1 , T
B
2 , deﬁned like T
#
1 , T
#
2 , but for the multiplier Hopf algebras
A and B respectively.
Moreover, we must observe that the maps T #1 and T
#
2 are linear maps from AB ⊗ AB to itself,
whereas on the right-hand side of the equations, we have linear maps from A ⊗ B ⊗ A ⊗ B to itself.
Also, only the total expression will leave this space invariant. With the successive operations, we
sometimes shuﬄe the tensor products. The reader may verify that indeed, the whole expression maps
A ⊗ B ⊗ A ⊗ B to itself, in the two cases. However, twists only occur within the ﬁrst two factors or
within the last two factors. For this reason, we can safely identify A ⊗ B by AB by means of the
obvious map a⊗b 	→ ab within the ﬁrst two and the last two factors. And because of this, we can use
also that ba = R(b ⊗ a). These remarks are suﬃcient (and important) for understanding and proving
the result. We will give some more remarks of a different kind later, after the proof.
Proof Proposition 3.2. Take a,a′ ∈ A and b,b′ ∈ B and let x = ab and x′ = b′a′ . The reader should be
aware of the different order used to deﬁne x and x′ .
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(
R34
(
T B1
)
23
(
R−1
)
34
)(
ab ⊗ b′a′)=∑
(b)
ab(1) ⊗ b(2)b′a′.
Next, we want to apply the combination (T A1 )23T12. This is a bit more tricky. First, consider q,q
′ ∈ B .
Then
((
T A1
)
23T12
)(
a ⊗ q ⊗ q′a′)= (T A1
)
23
(
Γ (a)(q ⊗ 1) ⊗ q′a′)
= ((ιB ⊗ A)Γ (a))(q ⊗ 1⊗ q′a′),
where the right-hand side is seen in B ⊗ A ⊗ AB = B ⊗ A ⊗ B A. If we now replace q ⊗ q′ by
(b)(1⊗ b′), we arrive at
((
T A1
)
23T12R34
(
T B1
)
23
(
R−1
)
34
)(
ab ⊗ b′a′)=∑
(b)
(
(ιB ⊗ A)Γ (a)
)(
b(1) ⊗ 1⊗ b(2)b′a′
)
.
Let us now look at (T12T #1 )(ab ⊗ b′a′). We get
(
T12T
#
1
)(
ab ⊗ b′a′)= ∑
(a)(b)
T12
((
a(1) ⊗ Γ (a(2))
)(
1⊗ b(1) ⊗ b(2)b′a′
))
=
∑
(a)(b)
Γ12(a(1))Γ13(a(2))
(
b(1) ⊗ 1⊗ b(2)b′a′
)
,
again seen in B ⊗ A ⊗ AB . This proves the ﬁrst equality of the proposition as
(ιB ⊗ A)Γ (a) = Γ12(a(1))Γ13(a(2)).
The other equality is proven in a similar way, now taking x = ba and x′ = a′b′ . In the last step of
the argument, now we have to use Deﬁnition 1.6. 
A reference to Majid’s paper on the Hopf von Neumann algebra bicrossproducts [M2] is certainly
appropriate here. It is well known that the operators of the type T1 are the algebraic counterparts of
the fundamental unitaries W as they appear in the theory of locally compact quantum groups (when
working with the right Haar measure). The formula for T #1 , given in Proposition 3.2, is most easily
recognized in the formula for W as found in Exercise 6.2.14 of [M3]. The formula in Theorem 2.6 of
[M2] looks a bit different (although still very similar). The reason for this difference is a consequence
of the difference in conventions. In the theory of Kac algebra (or more generally, locally compact
quantum groups), the fundamental unitary W is constructed from the left Haar measure. The formulas
should also be compared with those in Deﬁnition 2.2 of [V-V2], but there the context is still more
general and the comparison even more diﬃcult.
As already mentioned in the introduction, these general analytical results do not imply our results
because the setting is different. Nevertheless, it is instructive to compare the results.
In an earlier, unpublished version of this paper, our approach was different. The maps T #1 and
T #2 , as given in the proposition, were used to deﬁne the coproduct #. This has certain advantages.
Coassociativity e.g. is proven by a straightforward veriﬁcation of the equality
(
T #2 ⊗ ι
)(
ι ⊗ T #1
)= (ι ⊗ T #1
)(
T #2 ⊗ ι
)
.
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in the introduction, in this paper, we have chosen another way, closer in spirit to the Hopf algebra
case.
Now, we come to the proof of Theorem 3.1.
Proof of Theorem 3.1. We know already from the previous section that # is a non-degenerate ho-
momorphism from AB to M(AB ⊗ AB) and that it is coassociative. Then, it follows easily from the
results in Proposition 3.2 that the pair (AB,#) is a multiplier Hopf algebra. Indeed, the maps T #1
and T #2 are clearly bijective as compositions of bijective maps.
It is quite straightforward to obtain that ε#, as deﬁned on AB by ε#(a) = εA(a) and ε#(b) = εB(b)
when a ∈ A and b ∈ B , is the counit. Indeed, for a ∈ A we have e.g.
(ε# ⊗ ι)
(
#(a)
)=∑
(a)
(ε# ⊗ ι)(a(1) ⊗ 1)Γ (a(2))
=
∑
(a)
εA(a(1))(εB ⊗ 1)Γ (a(2))
= (εB ⊗ ι)Γ (a) = a.
To prove that also (ι⊗ε#)#(a) = a, we use that (ι⊗εA)Γ (a) = εA(a)1. Remark however that strictly
speaking, only one equation must be proven. The other follows by the uniqueness of the counit. The
formulas for the counit on the B-part are more or less trivial because the coproduct on this part
coincides with the original coproduct.
Let us now look at the antipode. Again, we do not have to worry about B . Take a ∈ A and ﬁrst
calculate (S# ⊗ ι)#(a). We get
∑
(a)
(S# ⊗ ι)(a(1) ⊗ 1)Γ (a(2)) =
∑
(a)
S#(a(1)a(2)(−1)) ⊗ a(2)(0)
=
∑
(a)
SB(a(2)(−1))SB(a(1)(−1))S A(a(1)(0)) ⊗ a(2)(0)
=
∑
(a)
SB(a(1)(−1)a(2)(−1))S A(a(1)(0)) ⊗ a(2)(0).
Now we use that Γ12(a(1))Γ13(a(2)) is equal to (ιB ⊗ A)Γ (a) and we ﬁnd
(S# ⊗ ι)#(a) =
∑
(a)
SB(a(−1))S A(a(0)(1)) ⊗ a(0)(2).
Finally, we multiply the two factors of this tensor product and we use that m(S ⊗ ι)(a′) = ε(a′)1 for
all a′ ∈ A and the fact that (ιB ⊗ εA)Γ (a) = εA(a)1B to get
m#(S# ⊗ ι)#(a) =
∑
(a)
SB(a(−1))εA(a(0)) = εA(a)1.
The last thing to observe is that the map S#, seen as a linear map from A ⊗ B to itself, is given by
the formula S# = R(SB ⊗ S A)T . Therefore, it is a bijection of AB and it follows that we have a regular
multiplier Hopf algebra. 
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action and coaction are compatible with the ∗-structures, the algebra AB is a ∗-algebra and # is a∗-homomorphism. Therefore, (AB,#) is now a multiplier Hopf ∗-algebra.
In the following theorem, we consider brieﬂy the case of algebraic quantum groups. We claim that
the bicrossproduct of algebraic quantum groups is again an algebraic quantum group. In a forthcoming
paper, we will treat various aspects of this case in more detail and we will give more results and
formulas (see [De-VD-W]).
3.3. Theorem. Let A and B be algebraic quantum groups. With the assumptions and notations of before (and
the compatibility relations), also AB will be an algebraic quantum group. In fact, if ψA and ψB are right
integrals on A and B respectively, then a right integral ψ# on AB is given by ψ#(ab) = ψA(a)ψB(b) when
a ∈ A and b ∈ B. If A and B are ∗-algebraic quantum groups with positive right integrals ψA and ψB , then AB
is also a ∗-algebraic quantum group and the right integral ψ# given above is positive.
Proof. We will ﬁrst prove that ψ# is right invariant. Start with two elements a,a′′ ∈ A. We can write
∑
(a)
ψ(a(1))#
(
a′′a(2)
)= ψ(a)#(a′′).
We now let #(A) act from the right on B ⊗ A as before (see Notation 2.4). Then, for all a,a′,a′′ ∈ A
and b′ ∈ B , we have
∑
(a)
ψ(a(1))
((
b′ ⊗ a′) • #(a′′a(2)))= ψ(a)(b′ ⊗ a′) • #(a′′).
Because this action of A is unital, it follows that
∑
(a)
ψ(a(1))
(
b′ ⊗ a′) • #(a(2)) = ψ(a)(b′ ⊗ a′),
still for all a,a′ ∈ A and b′ ∈ B . Observe that in this expression, a(2) is covered by b′ ⊗ a′ through the
action.
Now, take a,a′ ∈ A and b,b′ ∈ B . Then we have
(ψ# ⊗ ι)
((
1⊗ a′b′)#(ba))=
∑
(b)
(ψ# ⊗ ι)
((
b(1) ⊗ a′b′b(2)
)
#(a)
)
=
∑
(a)(b)
(ψ# ⊗ ι)
(
(a(1) ⊗ 1)
((
b(1) ⊗ a′b′b(2)
) • #(a(2))))
=
∑
(a)(b)
ψA
(
(a(1))(ψB ⊗ ι)
((
b(1) ⊗ a′b′b(2)
) • #(a(2))))
=
∑
(b)
ψA(a)(ψB ⊗ ι)
((
b(1) ⊗ a′b′b(2)
))
= ψA(a)ψB(b)a′b′.
Now, clearly ψ#(ba) =∑(a) ψA(a(1))ψB(b  a(2)) = ψA(a)ψB(b). This proves that ψ# is indeed a right
invariant integral on the smash product AB .
Now assume that A and B are ∗-algebras and that ψA and ψB are positive. Then, for all a,a′ ∈ A
and b,b′ ∈ B we have
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(
(ab)∗
(
a′b′
))= ψ#(b∗a∗a′b′)
=
∑
(a∗)(a′)
ψA
(
a∗(1)a
′
(1)
)
ψB
((
b∗  (a∗(2)a′(2)
))
b′
)
= ψA
(
a∗a′
)
ψB
(
b∗b′
)
.
It follows that also ψ# will be positive. 
When A has an identity, the argument is much easier because one can use that Γ (1) = 1 in
M(B ⊗ A). In some sense, this is still true as, by general results on multiplier Hopf algebras, we
can extend the coproduct # to the multiplier algebra and we get #(1) = 1. This is essentially the
same as Γ (1) = 1. However, because Γ is not a homomorphism, we cannot simply apply the rules to
extend it to the multiplier algebra.
In our forthcoming paper on algebraic quantum groups [De-VD-W], we will also obtain expressions
for the left integral on the bicrossproduct and the other data associated with an algebraic quantum
group and its dual.
Next, we consider the dual case. So, we have two regular multiplier Hopf algebras C and D , but
now we assume that C is a left D-module algebra and that D is a right C-comodule coalgebra. We
use the notations as recalled in the previous section and we assume the conditions as formulated in
Theorem 2.16. Then we get the following analogue of Theorem 3.1.
3.4. Theorem. The pair (CD,#) is a regular multiplier Hopf algebra. The counit ε# on CD is given by
ε#(cd) = εC (c)εD(d)
and the antipode S# is given by
S#(cd) =
∑
(d)
SD(d(0))SC (d(1))SC (c)
whenever c ∈ C and d ∈ D.
There is no need to prove this result as it follows from Theorem 3.1 and the technique to pass
from the pair (A, B) to the pair (C, D) as explained earlier in this paper. When A is paired with
C and when B is paired with D and if the actions and coactions are dual to each other, we get a
pairing of the regular multiplier Hopf algebras AB and CD as explained in the previous section. In
the ∗-algebra case, we get a pairing of multiplier Hopf ∗-algebras.
We also have the analogue of Theorem 3.3. If the algebras C and D are algebraic quantum groups,
then CD is again an algebraic quantum group and a left integral ϕ# on CD is given by ϕ#(cd) =
ϕC (c)ϕD(d) where ϕC and ϕD are left integrals on C and D respectively. Also, if the algebras are∗-algebraic quantum groups with positive integrals, then this is the case for CD .
In our paper [De-VD-W], we will show that, in the case of algebraic quantum groups, and when
C and D are the duals Â of A and B̂ of B respectively, the smash product CD is naturally identiﬁed
with the dual (AB )̂ of the smash product AB . The result is not completely obvious as will be seen in
that paper.
There is nothing more to say about the special cases. The important results with references to
the literature have been treated in the previous section. Similarly, not much more can be said about
the examples. We just look at the formulas for the counit and the antipode, found in Theorems 3.1
and 3.4.
3.5. Example. Consider the examples in 2.17. In the ﬁrst case, the counit ε# on AB is given by
ε#(hf ) = εA(h)εB( f ) = f (e) for h ∈ H and f ∈ F (K ) where e is the unit of the group. Similarly,
L. Delvaux et al. / Journal of Algebra 343 (2011) 11–36 35the counit on CD is given by the formula ε#( f k) = f (e) for k ∈ K and f ∈ F (H). For the antipode on
AB we get
S#(hδk) = SB(δk)S A(h  k) = δk−1(h  k)−1
when h ∈ H and k ∈ K . A careful calculation gives that this last expression is also equal to
(h  k)−1δ(h
k)−1 . Compare with the formula in Example 6.2.12 of [M3]. Similarly, we ﬁnd for the
antipode on CD:
S#(δhk) = δ(hk)−1(h 
 k)−1
and this should be compared with the formula in Example 6.2.11 of [M3].
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