A variational singular perturbation problem motivated by Ericksen's
  model for nematic liquid crystals by Golovaty, Dmitry & Shafrir, Itai
ar
X
iv
:1
91
0.
04
62
6v
1 
 [m
ath
.A
P]
  1
0 O
ct 
20
19
A variational singular perturbation problem motivated
by Ericksen’s model for nematic liquid crystals
Dmitry Golovaty∗1 and Itai Shafrir†2
1Department of Mathematics, The University of Akron, Akron, Ohio 44325,
USA
2Department of Mathematics, Technion - I.I.T., 32 000 Haifa, ISRAEL
October 11, 2019
Abstract
We study the asymptotic behavior, when ε → 0, of the minimizers {uε}ε>0 for the
energy
Eε(u) =
ˆ
Ω
(
|∇u|2 + ( 1
ε2
− 1)|∇|u||2),
over the class of maps u ∈ H1(Ω,R2) satisfying the boundary condition u = g on ∂Ω,
where Ω is a smooth, bounded and simply connected domain in R2 and g : ∂Ω→ S1 is a
smooth boundary data of degree D ≥ 1. The motivation comes from a simplified version
of the Ericksen model for nematic liquid crystals with variable degree of orientation. We
prove convergence (up to a subsequence) of {uε} towards a singular S1-valued harmonic
map u∗, a result that resembles the one obtained in [4] for an analogous problem for
the Ginzburg-Landau energy. There are however two striking differences between our
result and the one involving the Ginzburg-Landau energy. First, in our problem the
singular limit u∗ may have singularities of degree strictly larger than one. Second, we
find that the principle of “equi-partition” holds for the energy of the minimizers, i.e.,
the contributions of the two terms in Eε(uε) are essentially equal.
1 Introduction
Let Ω ⊂ R2 be a smooth, bounded and simply connected domain and g : ∂Ω→ S1 a smooth
boundary condition. For each ε > 0 consider the energy
Eε(u) =
ˆ
Ω
(
|∇u|2 + ( 1
ε2
− 1)|∇|u||2) , (1.1)
and let uε denote a minimizer for Eε over
H1g (Ω) = H
1
g (Ω;R
2) := {u ∈ H1(Ω;R2) s.t. u = g on ∂Ω}.
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We are interested in the limit of uε when ε goes to zero.
This problem can be viewed as a relaxation of the problem
min{
ˆ
Ω
|∇v|2 : v ∈ H1g (Ω;S1)}. (1.2)
In fact, when the degree of g—to be denoted hereafter by D—is zero, no relaxation is needed
since the problem (1.2) has a solution. In this case there exists a (smooth) scalar function
ϕ0 such that g = e
iϕ0 and the (unique) minimizer in (1.2) is given by u0 = e
iϕ˜0 , where ϕ˜0 is
the harmonic extension of ϕ0 to Ω. In this case we prove in Theorem 2.1 that uε → u0 in
Ck(Ω), ∀k.
The more interesting situation arises when D = deg g 6= 0 because for such g the set of
competitors H1g (Ω;S
1) is empty (see e.g., [4, Introduction]) and the problem (1.2) has no
solution. Even though the minimization problem (1.2) is by itself meaningless, one may still
consider the limit of uε when ε goes to zero, as a “generalized minimizer”.
This type of relaxation was carried out in the past for different energies. In their famous
work, Bethuel, Brezis and He´lein [4] (see also [17]) studied the limit of the minimizers {vε}
for the energy
Fε(u) =
ˆ
Ω
(
|∇u|2 + 1
2ε2
(1− |u|2)2
)
, (1.3)
over H1g (Ω). In the case deg g = D ≥ 1 they showed for a subsequence that
vεn → u∗ = eiϕ
D∏
j=1
z − aj
|z − aj | in C
1,α(Ω \ {a1, . . . , aD}), (1.4)
where ϕ is a harmonic function determined by the constraint u∗ = g on ∂Ω. Moreover,
lim
ε→0
Fε(vε)− 2πD| ln ε| = min
b∈ΩD
W (b) + dγ, (1.5)
where γ is a universal constant and W is the renormalized energy that was introduced in
[4], see (1.17) and (1.19) below. In summary, the limit of a sequence of minimizers has D
singularities of degree one, with their locations determined by minimization of W over all
configurations of D distinct points in Ω.
Interestingly, the same type of limit as in (1.4) is also obtained for a different relaxation,
studied by Hardt and Lin [8]. In contrast with the case p = 2, the set W 1,pg (Ω;S
1) 6= ∅ for
p ∈ [1, 2). Denoting by wp a minimizer for
´
Ω
|∇u|p over W 1,pg (Ω;S1) for each p ∈ [1, 2), they
showed for a subsequence pn ր 2 that an analogous result to (1.4) holds, namely,
wpn → u∗ = eiϕ
D∏
j=1
z − aj
|z − aj| in C
1,α(Ω \ {a1, . . . , aD}). (1.6)
Moreover, an analogous formula to (1.5) holds in this case as well and the locations of the
singularities a1, . . . , aD are still determined by minimizing the same renormalized energy as
above.
In view of these two examples, one may suspect that any “reasonable” relaxation would
lead to the same limit. Somewhat surprisingly, we find that this isn’t the case for the limit
of the minimizers uε of Eε over H
1
g (Ω). We will show that, for a subsequence, we have
uεn → u∗ = eiϕ
N∏
j=1
(
z − aj
|z − aj |
)dj
in Ck(Ω \ {a1, . . . , aN}), (1.7)
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with degrees dj ≥ 1,∀j, i.e., the limit is the canonical harmonic map associated with g, the
singularities and their degrees (see [4]). However, in contrast to (1.4) and (1.6), we might
have dj ≥ 2 for some values of j, so that a strict inequality N < D may occur. Moreover,
the location of the singularities and their degrees are determined by minimizing a different
function than W .
An important property of the energy (1.1) is its conformal invariance, that is, we have
Eε(u) = Eε(u ◦ F ) for every conformal map F . We shall often use this property in the
sequel. For example, it allows us to assume that the simply connected domain Ω is the unit
disc (thanks to Riemann mapping theorem). Our first result for the case D ≥ 1 provides a
convergence result and a partial description of the limit.
Theorem 1.1. Let Ω be a smooth, bounded, simply connected domain in R2. Let g : ∂Ω→ S1
be a smooth boundary condition of degree D ≥ 1. Then,
2πD
ε
≤ Eε(uε) ≤ 2πD
ε
+ C. (1.8)
Moreover, up to a subsequence we have
uεn → u∗ in Ck
(
Ω \ {a1, . . . , aN}
)
, ∀k, (1.9)
where u∗ is a smooth S1-valued harmonic map in Ω\{a1, . . . , aN}. The singularities a1, . . . , aN
are distinct points in Ω, the degree of u∗ around each aj is an integer dj > 0, and the
compatibility condition
∑N
j=1 dj = D holds. Moreover, u∗ is the canonical harmonic map
associated with g, the points a1, . . . , aN and the degrees d1, . . . , dN .
Our second result establishes a precise asymptotic expansion of the energy Eε(uε) by
computing
lim
ε→0
Eε(uε)− 2πD
ε
.
This allows us to obtain a criterion for the choice of the points a1, . . . , aN and their associated
degrees d1, . . . , dN . In order to state the next theorem, we will need the following definitions.
For each integer D ≥ 1 we set
HD(∂Ω) = {g ∈ C1(∂Ω;S1) : deg g = D and g = G
∣∣
∂Ω
for some holomorphic
G ∈ C1(Ω;C) s.t. G(∂Ω) = ∂B1}. (1.10)
An explicit description ofHD(∂Ω) is available using the concept of Blaschke products. Indeed,
when Ω = B1, to any configuration of D ≥ 1 points a ∈ BD1 we associate a Blaschke product
Ba(z) :=
D∏
j=1
z − aj
1− a¯jz .
Then we have,
HD(∂B1) = {eiαBa(z)
∣∣
∂B1
: α ∈ R, a ∈ BD1 }. (1.11)
For an arbitrary smooth and simply connected Ω we may fix a Riemann mapping F : Ω→ B1
(with smooth extension to the boundary) and then clearly
HD(∂Ω) = {g ◦ F : g ∈ HD(∂B1)}, (1.12)
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so any function in HD(∂Ω) has the form eiα
D∏
j=1
F (z)−aj
1−a¯jF (z) , for some α ∈ R and a ∈ BD1 .
Let g1, g2 : ∂Ω→ S1 be two smooth maps, or more generally, maps in H1/2(∂Ω;S1) with
the same degree. We define a distance between the maps as follows:
dH1/2(g1, g2) = inf{‖∇w‖L2(Ω) : w ∈ H1(Ω;S1), w = g1g¯2 on ∂Ω} . (1.13)
Note that the assumption deg g1 = deg g2 implies that deg g1g¯2 = 0, whence we may write
on ∂Ω, g1g¯2 = e
iψ for some scalar function ψ on ∂Ω (with ψ smooth, or more generally in
H1/2(∂Ω)). It is then clear that
dH1/2(g1, g2) = ‖∇ψ˜‖L2(Ω) , (1.14)
where ψ˜ denotes the harmonic extension of ψ. Naturally we denote for g ∈ C1(∂Ω;S1) of
degree D,
dH1/2(g,HD(∂Ω)) = inf
f∈HD(∂Ω)
dH1/2(g, f) . (1.15)
It is easy to see that that the infimum in (1.15) is actually attained. Note that when Ω = B1
we have
d2H1/2(g,HD(∂B1)) = min
b∈BD
1
{ ˆ
B1
|∇ϕ˜|2 : ϕ ∈ H1/2(∂B1) s.t. eiϕ = gBb
}
, (1.16)
where as usual ϕ˜ denotes the harmonic extension of ϕ. A similar expression can be written
for a general Ω, using the Riemann mapping F : Ω→ B1.
The “excess energy” d2
H1/2
(g,HD(∂Ω)) is related to the notion of renormalized energy W
from [4]. Below, we will present an explicit expression for d2
H1/2
(g,HD(∂Ω)) using quantities
that also appear in W . We begin by recalling one of the equivalent definitions of W from
[4]. It is convenient to denote by (ΩN)∗ the subset of ΩN consisting only of configurations
of distinct points. Given a boundary condition g : ∂Ω → S1 of degree D > 0, the points
a ∈ (ΩN)∗, and the degrees d ∈ ZN satisfying ∑Nj=1 dj = D = deg g, we first consider the
associated canonical harmonic map
u0 = e
iϕ˜
N∏
j=1
( z − aj
|z − aj |
)dj
,
where ϕ˜ is the harmonic extension of ϕ, which in turn is determined (up to an additive
constant in 2πZ) by the requirement that u0 = g on ∂Ω. Thm I.8 in [4] asserts that
ˆ
Ω\⋃Nj=1Bλ(aj )
|∇u0|2 = 2π
( N∑
j=1
d2j
)
ln(1/λ) +W +O(λ2), as λ→ 0+. (1.17)
An explicit expression for W = W (a,d, g) is given in [4, Thm I.7] (note that there is a factor
of 2 difference between our definition and the one in [4]). This expression involves the solution
Φ˜0 of
∆Φ˜0 = 2π
N∑
j=1
djδaj in Ω,
∂Φ˜0
∂ν
= g × gτ on ∂Ω,
(1.18)
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with the normalization condition
´
∂Ω
Φ˜0 = 0. Setting R0(x) = Φ˜0(x) −
∑N
j=1 dj ln |x − aj |,
we have according to [4],
W (a,d, g) =
ˆ
∂Ω
Φ˜0(g × gτ )− 2π
N∑
j=1
djR0(aj)− 2π
∑
i 6=j
didj ln |ai − aj|. (1.19)
The relation between d2
H1/2
(g,HD(∂Ω)) and W is clarified in the next proposition. To state
it, we define, as in [9],
W˜ (a,d) = inf
{
W (a,d, f) : f ∈ C1(∂Ω;S1), deg f = D =
N∑
j=1
dj
}
. (1.20)
Proposition 1.1. We have
d2H1/2(g,HD(∂Ω)) = inf
{
W (a,d, g)− W˜ (a,d) : a ∈ (ΩN )∗,d ∈ ZN+ ,
N∑
j=1
dj = D,N ≥ 1}.
(1.21)
Moreover, when Ω = B1,
d2H1/2(g,HD(B1)) = minN≥1
a∈(BN
1
)∗
dj≥1,∀j∑N
j=1 dj=D
ˆ
∂B1
Φ˜0(g× gτ )− 2π
N∑
j=1
djR0(aj)− 2π
N∑
i,j=1
didj ln |1− aia¯j|.
(1.22)
Comparing (1.22) to (1.19) we notice the absence from (1.22) of the last term in (1.19),
−2π
∑
i 6=j
didj ln |ai − aj |,
responsible for repulsion between vortices. This might explain the fact that vortices of degree
dj ≥ 2 are allowed for minimizers of Eε.
Remark 1.1. There is an alternative simple expression to the one in (1.22) in which the
minimization is over all the configurations of D points in B1 (not necessarily distinct):
d2H1/2(g,HD(B1)) = min
a∈BD
1
ˆ
∂B1
Φ˜0(g × gτ )− 2π
D∑
j=1
R0(aj)− 2π
D∑
i,j=1
ln |1− aia¯j |, (1.23)
where Φ˜0 is like in (1.18), but with N = D and dj = 1 for all j (and accordingly R0(x) =
Φ˜0(x)−
∑D
j=1 ln |x− aj |). The verification of (1.23) from (1.22) is straightforward.
We are now ready to state our second main theorem that provides a more precise infor-
mation about the asymptotic behavior of the energy and the location of the singularities of
the limit u∗.
Theorem 1.2. Let Ω, g and u∗ together with the singular points a1, . . . , aN and the degrees
d1, . . . , dN be as in Theorem 1.1. Then, up to a subsequence we have:
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(i) limε→0
ln ρε
ε
= limε→0
ρε−1
ε
= Φ0 in C
k
loc
(Ω \ {a1, . . . , aN}), ∀k ≥ 1, where Φ0 is the solution
of 
∆Φ0 = 2π
N∑
j=1
djδaj in Ω,
Φ0 = 0 on ∂Ω.
(1.24)
(ii) We have
lim
ε→0
Eε(uε)− 2πD
ε
= d2H1/2(g,HD(∂Ω)). (1.25)
(iii) The configurations of points a = (a1, . . . , aN) and degrees d = (d1, . . . , dN) realize the
minimum in (1.21).
Our original motivation to study the energy Eε came from Ericksen’s model for nematic
liquid crystals with variable degree of orientation [6]. In this model the nematic, confined to
a domain Ω ⊂ R3, is described by a pair (s, n) with s : Ω→ (−1
2
, 1
)
and n : Ω→ S2. In its
simplest form the energy of the nematic is given by
FE(s, n) =
ˆ
Ω
{
k |∇s|2 + s2|∇n|2 + f(s)} , (1.26)
for some smooth potential function f :
(−1
2
, 1
) → R+ that vanishes at a single point s0 ∈(−1
2
, 1
)
and diverges at the endpoints of its interval of definition. A further simplification
of the model can be achieved once we realize that the field s can be forced to deviate not
too much from s0 in Ω by setting s|∂Ω = s0 and taking advantage of the fact that variations
of s are penalized by the corresponding gradient term in (1.26). Here, larger values of the
parameter k would result in smaller values of s − s0 in Ω. Hence, we drop the potential
f in (1.26), similarly to what Ambrosio and Virga did in [3] for different reasons (see also
[18, 12]). A possible physical justification for dropping f for polymeric liquid crystals was
given in [18]. More recently, the same simplification was used in a numerical work [15] when
simulating nematic configurations arising within the Ericksen model.
Following F.H. Lin [10] and assuming s ≥ 0, an equivalent formulation of the problem is
obtained when we represent the pair (s, n) by a single vector-valued function u = sn, where
u : Ω→ R3. This allows us to rewrite the energy in (1.26) as:
Gk(u) =
ˆ
Ω
(
(k − 1)|∇|u||2 + |∇u|2
)
, (1.27)
where we still ignore the potential f . Replacing the parameter k with ε = (1/k)1/2 we get
that Gk(u) = Eε(u) with Eε given by (1.1). There are however two special features in the
problem that are not present in the standard physical model. These are the assumptions that
both the domain and the target are two-dimensional. In the Appendix, we will give a possible
physical motivation to consider the two-dimensional model, by showing that it can be derived
as a thin film limit of a problem set in three dimensions. For treatment of delicate regularity
issues in the original three dimensional model see [7, 2, 1] and the references therein.
The paper is organized as follows. In Section 2 we examine the case deg g = 0. The rest
of the paper is devoted to the case deg g ≥ 1. Section 3 contains some preliminary results
needed for the proof of the main theorems. Section 4 is devoted to the proof of Theorem 1.1
while Section 5 is devoted to the proof of Theorem 1.2. Finally, the proof of Proposition 1.1
is given in Section 6.
6
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2 Boundary condition of degree zero
Throughout this section we suppose that g : ∂Ω → S1 is a smooth boundary condition of
degree zero and let g = eiϕ0 . Denote by ϕ˜0 the harmonic extension of ϕ0 and let u0 = e
iϕ˜0 . We
mention in passing that the inequality |uε(x)| ≤ 1 always holds in Ω (regardless of the value
of deg g). Indeed, otherwise we could reduce the energy by replacing uε(x) by uε(x)/|uε(x)|
on the set {x ∈ Ω : |uε(x)| > 1}.
2.1 Convergence of the minimizers
Proposition 2.1. We have uε → u0 strongly in H1(Ω) as ε→ 0.
Proof. Since Eε(uε) ≤ Eε(u0) =
´
Ω
|∇u0|2, there is a subsequence satisfying uεn ⇀ u weakly
in H1(Ω). Therefore,
ˆ
Ω
|∇u|2 ≤ lim inf
n→∞
ˆ
Ω
|∇uεn|2 ≤
ˆ
Ω
|∇u0|2. (2.1)
Denoting ρε = |uε| and ρ¯ε = 1|Ω|
´
Ω
ρε we have by Poincare´ inequality:
ˆ
Ω
|ρε − ρ¯ε|2 ≤ C
ˆ
Ω
|∇ρε|2 → 0. (2.2)
Passing to a further subsequence we may assume that ρ¯εn → R for some constant R ∈ [0, 1]
and then by (2.2), ρεn → R strongly in H1. It follows that 1 = Tr(ρεn) → Tr(R) = R in
L2(∂Ω), whence R = 1. It follows that u ∈ H1g (Ω;S1) and the inequality
´
Ω
|∇u|2 ≤ ´
Ω
|∇u0|2
implies that u = u0. From (2.1) we finally conclude that uεn → u0 strongly in H1.
Proposition 2.2. Under the same assumptions as in Proposition 2.1 we have: ρε → 1
uniformly on Ω. More precisely, we have
1− ρε(x) ≤ Cε , ∀x ∈ Ω. (2.3)
Remark 2.1. In Theorem 2.1 below we will improve the estimate in (2.3) to 1−ρε(x) ≤ Cε2.
Proof of Proposition 2.2. Thanks to the conformal invariance, we may assume that Ω = B1.
By Proposition 2.1 we have
(∇uε,
(
(1/ε2)− 1)1/2∇ρε) L2−→ (∇u0, 0). (2.4)
Therefore, for any δ0 ∈ (0, 1) we can find r0 > 0 such thatˆ
Br0 (x0)∩Ω
|∇uε|2 + ((1/ε2)− 1)|∇ρε|2 ≤ δ0, ∀x0 ∈ Ω. (2.5)
For reasons to become clear later we fix a value of δ0 > 0 satisfying
δ0 <
1
4π
. (2.6)
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In the sequel we shall suppress for simplicity the subscript ε and write for short, u = uε,
ρ = ρε, etc. Recall that we also have
ˆ
Ω
|∇u|2 + ((1/ε2)− 1)|∇ρ|2 ≤ C0 := ˆ
Ω
|∇u0|2. (2.7)
We first consider the case x0 = 0. By (2.5) we may choose r
′
0 ∈ (r0/2, r0) such thatˆ
∂Br′
0
|∇u|2 + ((1/ε2)− 1)|∇ρ|2 ≤ 2
r′0
ˆ
Br0\Br0/2
|∇u|2 + ((1/ε2)− 1)|∇ρ|2 ≤ 2δ0
r′0
. (2.8)
In particular, we deduce from (2.8) that
|u(x1)−u(x2)| ≤
ˆ
∂Br′
0
|∇u| ≤ (2πr′0)1/2
(ˆ
∂Br′
0
|∇u|2
)1/2
≤ (4πδ0)1/2, ∀x1, x2 ∈ ∂Br′
0
. (2.9)
Similarly,
|ρ(x1)− ρ(x2)| ≤
(
4πδ0
)1/2
ε, ∀x1, x2 ∈ ∂Br′
0
. (2.10)
We next define the radial function
ρ¯(r) =
1
2πr
ˆ
∂Br
ρ dτ, r ∈ (0, 1]. (2.11)
By (2.7) we have
C0ε
2 ≥
ˆ
B1\Br′
0
|∇ρ|2 ≥
ˆ
B1\Br′
0
|∇ρ¯|2 = 2π
ˆ 1
r′
0
∣∣∣∣dρ¯dr
∣∣∣∣2 r dr ≥ 2π(1− ρ¯(r′0))2ln(1/r′0) , (2.12)
whence
1− ρ¯(r′0) ≤
{(
C0ε
2
2π
)
ln(1/r′0)
}1/2
. (2.13)
By (2.10) and (2.13) we get that
ρ = 1 +O(ε) on ∂Br′
0
, (2.14)
while (2.9) and (2.6) imply that
|u(x1)− u(x2)| < 1 on ∂Br′
0
. (2.15)
In particular, it follows from (2.14)–(2.15) that the image of u/|u|
∣∣∣
∂Br′
0
is contained strictly in
S1 (for sufficiently small ε), whence deg(u/|u|, ∂Br′
0
) = 0. Therefore we may write u = ρeiϕ
on ∂Br′
0
.
Denote by ρ˜ and ϕ˜ the harmonic extensions of ρ and ϕ, respectively, from ∂Br′
0
to Br′
0
.
Recall that in dimension two any harmonic function h satisfies:
ˆ
BR
|∇h|2 ≤ R
ˆ
∂BR
∣∣∣∣∂h∂τ
∣∣∣∣2 . (2.16)
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Using (2.16) and the fact that ρ2 ≥ 1/2 on ∂Br′
0
(for small ε), by (2.14) and (2.10) we obtain:
ˆ
Br0/2
|∇u|2 +
(
1
ε2
− 1
)
|∇ρ|2 ≤
ˆ
Br′
0
|∇u|2 +
(
1
ε2
− 1
)
|∇ρ|2
≤
ˆ
Br′
0
ρ˜2|∇ϕ˜|2 + 1
ε2
|∇ρ˜|2 ≤ r′0
ˆ
∂Br′
0
∣∣∣∣∂ϕ∂τ
∣∣∣∣2 + 1ε2
∣∣∣∣∂ρ∂τ
∣∣∣∣2
≤ 2r′0
ˆ
∂Br′
0
ρ2
∣∣∣∣∂ϕ∂τ
∣∣∣∣2 + 1ε2
∣∣∣∣∂ρ∂τ
∣∣∣∣2 ≤ 2r′0 ˆ
∂Br′
0
|∇u|2 +
(
1
ε2
− 1
)
|∇ρ|2
≤ 4
ˆ
Br0\Br0/2
|∇u|2 +
(
1
ε2
− 1
)
|∇ρ|2 , (2.17)
where in the last inequality we used (2.8). An immediate consequence of (2.17) is
ˆ
Br0/2
|∇u|2 + ( 1
ε2
− 1)|∇ρ|2 ≤ 4
5
ˆ
Br0
|∇u|2 + ( 1
ε2
− 1)|∇ρ|2 ≤ 4δ0
5
. (2.18)
Next, we set r1 = r0/2 and choose, as in (2.8), r
′
1 ∈ (r1/2, r1) such thatˆ
∂Br′
1
|∇u|2 + ( 1
ε2
− 1)|∇ρ|2 ≤ 2
r′1
ˆ
Br1\Br1/2
|∇u|2 + ( 1
ε2
− 1)|∇ρ|2 ≤ 4
5
· 2δ0
r′1
. (2.19)
Similarly to (2.9)–(2.10) we get
|u(x1)− u(x2)| ≤
(
4πδ0 · (4/5)
)1/2
|ρ(x1)− ρ(x2)| ≤
(
4πδ0 · (4/5)
)1/2
ε
, ∀x1, x2 ∈ ∂Br′
1
. (2.20)
By a similar argument to the one used in (2.12) we get
δ0ε
2 ≥
ˆ
Br′
0
\Br′
1
|∇ρ|2 ≥
ˆ
Br′
0
\Br′
1
|∇ρ¯|2
≥ 2π
ln(r′0/r
′
1)
|ρ¯(r′0)− ρ¯(r′1)|2 ≥
2π
ln 4
|ρ¯(r′0) − ρ¯(r′1)|2, (2.21)
whence
|ρ¯(r′0)− ρ¯(r′1)| ≤
(
δ0 ln 4
2π
)1/2
ε . (2.22)
Using the harmonic extensions of ρ and ϕ from ∂Br′
1
to Br′
1
, as in (2.17), we obtain, analo-
gously to (2.18):
ˆ
Br1/2
|∇u|2 + ( 1
ε2
− 1)|∇ρ|2 ≤ 4
5
ˆ
Br1
|∇u|2 + ( 1
ε2
− 1)|∇ρ|2 ≤ (4
5
)2
δ0 . (2.23)
We continue by defining recursively rj = rj−1/2 = r0/2j and then choose r′j ∈ (rj+1, rj)
satisfyingˆ
∂Br′
j
|∇u|2+ ( 1
ε2
− 1)|∇ρ|2 ≤ 2
r′j
ˆ
Brj\Brj/2
|∇u|2+ ( 1
ε2
− 1)|∇ρ|2 ≤ ( 2
r′j
)(4
5
)j
δ0 . (2.24)
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Analogously to (2.20) we get
|u(x1)− u(x2)| ≤
(
4πδ0
)1/2
·
(4
5
)j/2
|ρ(x1)− ρ(x2)| ≤
(
4πδ0
)1/2
·
(4
5
)j/2
ε
, ∀x1, x2 ∈ ∂Br′j . (2.25)
The argument used to obtain (2.22) yields
|ρ¯(r′j−1)− ρ¯(r′j)| ≤
(
δ0 ln 4
2π
)1/2
·
(4
5
)(j−1)/2
ε . (2.26)
Combining (2.13) with (2.26) gives
1− ρ¯(r′j) ≤ 1− ρ¯(r′0) +
j∑
i=1
|ρ¯(r′i−1)− ρ¯(r′i)|
≤
{(
C0
2π
)
ln(2/r0)
}1/2
ε+
{
j∑
i=1
(
4
5
)(i−1)/2}(δ0 ln 4
2π
)1/2
ε ≤ Cε . (2.27)
Letting j go to infinity in (2.27) yields 1− ρ(0) ≤ Cε, which is (2.3) for x = 0.
Finally we consider the case x ∈ B1 \{0}. First, denote by dh the hyperbolic metric in B1
with the convention that dh(0, x) = tanh
−1 |x| (it is half of the hyperbolic distance commonly
used in Geometry). In particular, Let Dr(x) denote hyperbolic disk of radius r, centered at
x, that is
Dr(x) = {y ∈ B1 : dh(x, y) < r}.
For a given x 6= 0 and r0 as in (2.5) we let r˜0 = tanh−1 r0, so that M−x(Dr˜0(x)) = Dr˜0(0) =
Br0, where M−x denotes the Mo¨bius transformation sending x to 0. It is easy to see that
Dr˜0(x) = Mx(Dr˜0(0)) = Bs(y), for some y ∈ B1 and s < r0. By (2.5) and the conformal
invariance of the energy we obtain that v := u ◦M−x satisfies
ˆ
Br0
|∇v|2 + ( 1
ε2
− 1)|∇|v||2 = ˆ
Bs(y)
|∇u|2 + ( 1
ε2
− 1)|∇ρ|2 ≤ δ0 .
By the first part of the proof, 1− |u(x)| = 1− |v(0)| ≤ Cε and (2.3) follows.
In the next theorem we improve the estimate (2.3).
Theorem 2.1. For a smooth boundary condition g = eiϕ0 of degree zero we have:
‖uε − u0‖Cm(Ω) ≤ Cmε2 , ∀m ≥ 1, (2.28)
with u0 = e
iϕ˜0 as in Proposition 2.1.
Proof. Note that for v with no zeros, i.e., of the form v = ρeiϕ, the energy in (1.1) takes the
form
Eε(v) =
ˆ
Ω
ρ2|∇ϕ|2 + 1
ε2
|∇ρ|2. (2.29)
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By Proposition 2.2, for ε small enough, any minimizer u = uε can be written as u = ρεe
iϕε =
ρeiϕ. It follows from (2.29) that the Euler-Lagrange system for ρ and ϕ reads{
div(ρ2∇ϕ) = 0,
−∆ρ+ ε2ρ|∇ϕ|2 = 0. (2.30)
We write ϕ = ϕ˜0 + ψ which allows us to write the equation satisfied by ψ as{
∆ψ = div((1− ρ2)∇ϕ) in Ω,
ψ = 0 on ∂Ω.
(2.31)
For any p > 2 we have by standard elliptic estimates and (2.3),
‖∇ψ‖p ≤ C‖(1− ρ2)∇ϕ‖p ≤ Cε‖∇ϕ‖p ≤ Cε(1 + ‖∇ψ‖p).
It follows that ‖∇ψ‖p ≤ Cε, whence
‖∇ϕ‖p ≤ Cp , ∀p > 2 . (2.32)
Plugging (2.32) in the second equation in (2.30), yields ‖∆ρ‖p ≤ Cpε2, ∀p > 1, whence, since
1− ρ = 0 on ∂Ω,
‖1− ρ‖W 2,p ≤ Cpε2 , ∀p > 1. (2.33)
Using the first equation in (2.30) we obtain that
−∆ψ = −∆ϕ = 2
ρ
(∇ρ · ∇ϕ) , (2.34)
so we can now conclude from (2.32) and (2.33) that ‖∆ϕ‖p ≤ Cpε2, ∀p > 1. Hence by elliptic
estimates we get that also
‖ψ‖W 2,p ≤ Cpε2 , ∀p > 1. (2.35)
Next we claim that:
‖ψ‖W j,p + ‖1− ρ‖W j,p ≤ Cj,pε2 , ∀p > 1, ∀j ≥ 2. (2.36)
We prove (2.36) by induction on j. For j = 2 the result holds by (2.33) and (2.35). Assuming
the result holds for j, we see from (2.34) that ‖∆ψ‖W j−1,p ≤ Cε2, implying that ‖ψ‖W j+1,p ≤
Cj,pε
2. Similarly, the estimate for ‖1 − ρ‖W j+1,p follows from the second equation in (2.30).
Finally, (2.28) follows from (2.36) and Sobolev embeddings.
2.2 Uniqueness of the minimizers for small ε
Theorem 2.2. If g is a smooth boundary condition of degree zero then there exists ε0 > 0
such that for all ε ≤ ε0 the minimizer uε for Eε over H1g (Ω) is unique.
Proof. We follow an argument from [5]. By Theorem 2.1 there exists ε1 such that for ε ≤ ε1
any minimizer u = uε satisfies 1/2 ≤ |u| ≤ 1. Let v = vε be any minimizer for ε ≤ ε1, whence
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also 1/2 ≤ |v| ≤ 1. We may then write u = ρeiϕ and also w := v/u = ηeiψ with 1/2 ≤ η ≤ 2
in Ω, η = 1 on ∂Ω and ψ = 0 on ∂Ω. A direct computation yields
Eε(v)− Eε(u) =
ˆ
Ω
ρ2(η2 − 1)|∇ϕ|2 + ρ2η2(2∇ϕ · ∇ψ + |∇ψ|2)
+
1
ε2
ˆ
Ω
(η2 − 1)|∇ρ|2 + (ρ2|∇η|2 + 2ρη∇ρ · ∇η) . (2.37)
Next we multiply the second equation in (2.30) by ρ(η2 − 1) and integrate over Ω to find(ˆ
Ω
(η2 − 1)|∇ρ|2 + 2ρη∇ρ · ∇η
)
+ ε2
ˆ
Ω
ρ2(η2 − 1)|∇ϕ|2 = 0 . (2.38)
Substituting (2.38) in (2.37) gives
Eε(v)− Eε(u) =
ˆ
Ω
ε−2ρ2|∇η|2 + 2ρ2η2∇ϕ · ∇ψ + ρ2η2|∇ψ|2. (2.39)
On the other hand, multiplying the first equation in (2.30) by ψ and integrating, we conclude
that
´
Ω
ρ2∇ϕ · ∇ψ = 0, that we may plug in (2.39) to get that
Eε(v)− Eε(u) =
ˆ
Ω
ε−2ρ2|∇η|2 + 2ρ2(η2 − 1)∇ϕ · ∇ψ + ρ2η2|∇ψ|2. (2.40)
By Theorem 2.1 we have ‖∇ϕ‖∞ ≤ c0 for some constant c0 > 0. Hence, by the Cauchy-
Schwarz inequality we have∣∣∣∣ˆ
Ω
2ρ2(η2 − 1)∇ϕ · ∇ψ
∣∣∣∣ ≤ 4c20 ˆ
Ω
(η2 − 1)2 + 1
4
ˆ
Ω
|∇ψ|2
≤ 4c20
ˆ
Ω
(η2 − 1)2 +
ˆ
Ω
ρ2η2|∇ψ|2 .
(2.41)
Applying Poincare´ inequality to the function η2 − 1 ∈ H10 (Ω) yieldsˆ
Ω
(η2 − 1)2 ≤ CP
ˆ
Ω
|2η∇η|2 ≤ 16Cp
ˆ
Ω
|∇η|2. (2.42)
Combining (2.41)–(2.42) with (2.40) yields
Eε(v)− Eε(u) ≥
ˆ
Ω
(ρ2/ε2 − 64CP c20)|∇η|2 ≥
1− 256ε2c20CP
4ε2
ˆ
Ω
|∇η|2.
It follows from the above and our assumption Eε(v) = Eε(u), that for ε <
1
16c0
√
CP
we must
have |∇η| = 0 in Ω, whence η ≡ 1. Plugging it in (2.40) we finally get that ψ ≡ 0 and the
equality v = u follows.
Remark 2.2. We do not know whether the uniqueness result of Theorem 2.2 holds without
the assumption that ε is sufficiently small.
3 Boundary condition of degree D ≥ 1: preliminary
estimates
In this section we consider the case of boundary condition of nonzero degree. Without loss
of generality we assume that deg g = D ≥ 1. We continue to assume that Ω is a smooth,
bounded and simply connected domain in R2; whenever convenient, we will suppose that Ω
is the unit disc B1 = B1(0).
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3.1 Minimization within the radial class
Consider the case Ω = BR = BR(0) and g(Re
iθ) = eiDθ with D ≥ 1. Define
V := {f ∈ H1loc(0, R) :
√
rf ′,
f√
r
∈ L2(0, R), f(R) = 1}.
For f ∈ V we have feiDθ ∈ H1g (Ω) and
Eε(fe
idθ) = 2π
ˆ R
0
(
f ′2
ε2
+
D2
r2
f 2
)
r dr .
We first solve the minimization problem under the restriction that the maps satisfy the above
“D-radial symmetry” ansatz.
Lemma 3.1. For every D ≥ 1 and ε > 0 we have
min
f∈V
Eε(fe
iDθ) =
2πD
ε
and the unique minimizer is
f¯ε,D(r) =
( r
R
)Dε
. (3.1)
Proof. First we note that for every f ∈ V the following pointwise inequality holds on (0, R):
rf ′2
ε2
+
D2f 2
r
=
(√
rf ′
ε
)2
+
(
Df√
r
)2
≥ 2
ε
ff ′D. (3.2)
Integration of (3.2) over the interval (0, R) yields Eε(fe
iDθ) ≥ 2πD
ε
.
Equality holds in (3.2) iff
√
rf ′ = Dfε/
√
r a.e. on (0, R). (3.3)
A simple integration of (3.3) yields f = f¯ε,D as given in (3.1).
We remark that the special solutions given by (3.1) are well-known in the literature. They
appeared for example in [12] as part of the study of axially symmetric minimizers. In the next
subsection, see Corollary 3.4 below, we will prove that f¯ε,De
iDθ is the minimizer for Eε over
the whole class H1g (BR) (for g(Re
iθ) = eiDθ), i.e., without assuming the D-radial symmetry
ansatz.
3.2 Asymptotic behavior of the energy
In this subsection we will prove the following asymptotic formula for the energy: Eε(uε) =
2πD
ε
+O(1). We start with the lower bound.
Proposition 3.2. Assume g : Ω→ S1 has degree D > 0. Then we have
Eε(u) ≥ 2πD
ε
, ∀u ∈ H1g (Ω). (3.4)
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Proof. As noted at the beginning of Section 2 we may assume that |u| ≤ 1. Applying the
Cauchy-Schwarz inequality gives
Eε(u) =
ˆ
Ω∩{u 6=0}
(
ε−2|∇|u||2 + |u|2|∇(u/|u|)|2
)
≥ 2
ε
ˆ
Ω∩{u 6=0}
|∇|u|||u||∇(u/|u|)|. (3.5)
For each t ∈ (0, 1) set γt = {x ∈ Ω : |u| = t}. For almost every t ∈ (0, 1), γt is a union of
closed smooth curves. Moreover, for each such t the total winding number of γt around the
origin equals D. Hence,ˆ
γt
|∇(u/|u|)| ≥ ∣∣ ˆ
γt
(u/|u|) ∧ (u/|u|)τ dτ
∣∣ = 2πD . (3.6)
Applying the coarea formula to the R.H.S. of (3.5), using (3.6), yields
Eε(u) ≥ 2
ε
ˆ 1
0
ˆ
γt
t|∇(u/|u|)| dτ dt ≥ 4πD
ε
ˆ 1
0
t dt =
2πD
ε
, (3.7)
and (3.4) follows.
Corollary 3.3. We have
2πD
ε
≤ Eε(uε) ≤ 2πD
ε
+ C. (3.8)
Proof. The lower bound follows from Proposition 3.2. W.l.o.g. we may assume that 0 ∈ Ω.
Fix any R > 0 such that BR ⋐ Ω. For each ε let Uε be equal to f¯ε,D(r)e
iDθ in BR (see (3.1))
and complete it in Ω \BR by any S1-valued smooth map which equals eiDθ on ∂BR and g on
∂Ω. By Lemma 3.1 we have Eε(Uε) ≤ 2πDε + C.
Corollary 3.4. For Ω = BR and g(Re
iθ) = eiDθ, the map f¯D(r)e
iDθ, with f¯D as in (3.1), is
a minimizer for Eε over H
1
g (Ω).
Proof. This is an immediate consequence of Lemma 3.1 and Proposition 3.2.
Remark 3.1. The combination of the proof of Proposition 3.2 with the result of Corollary 3.3
demonstrates that the principle of “equi-partition of the energy” holds for our problem, i.e.,
the contributions of the two terms in Eε(uε) are essentially equal. It is well-known to hold
for scalar problems, like Γ-convergence of the Modica-Mortola functional, see [13, 14, 16].
We are unaware of examples to this phenomenon for vector-valued problems, previous to our
work.
3.3 Boundary condition which is a Blaschke product
In this subsection we will show that the case considered above in Corollary 3.4, where we
were able to give a simple explicit formula for the minimizers for each fixed ε, is a special
case of a more general family of boundary data. In fact, let Ω = B1 and g = F |∂B1 where
F ∈ C(B1) is analytic function on B1 that sends ∂B1 to itself. It is well-known that such F
must be a finite Blaschke product, i.e., of the form
F (z) = eiα
D∏
j=1
(
z − aj
1− a¯jz
)
, (3.9)
for some α ∈ R and D points (not necessarily distinct) in B1. Note that the choice aj = 0,
∀j (and α = 0) corresponds to the D-symmetric boundary data considered above.
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Proposition 3.5. When Ω = B1 and g = F |∂B1 with F as in (3.9) we have for each ε: the
map U(z) := Uε(z) = |F (z)|ε
(
F (z)
|F (z)|
)
is a minimizer for Eε.
Proof. Let us denote ρ˜ = |F | in B1 and h = ln |ρ˜| in E := B1 \ {a1, . . . , aD}. Locally in E we
may write F = ρ˜eiϕ = eh+iϕ. The function ϕ is then a harmonic conjugate of the harmonic
function h, locally in E. Since |∇(eiϕ)| = |∇ϕ|, we get that globally in E there holds,∣∣∣∣∇( F (z)|F (z)|
)∣∣∣∣ = |∇h| . (3.10)
Consider U , defined in B1 as in the statement of the proposition, i.e., U = ρ
F (z)
|F (z)| with
ρ = (ρ˜)ε, so locally in E we have U = ρeiϕ.
Next we notice that for u = U , the Cauchy-Schwarz inequality used in (3.5) reduces to
an equality. Indeed, we need the pointwise equality |∇ρ|/ε = ρ|∇ϕ|, which is equivalent to
|∇(ln ρ)|/ε = |∇ϕ|. (3.11)
Since ln ρ = ε lnh we finally deduce (3.11) from (3.10). To sum-up, so far we proved that
Eε(U) =
2
ε
ˆ
E
|∇ρ||∇(F/|F |)| = 2
ε
ˆ
E
|∇ρ||∇(U/|U |)|. (3.12)
Next we continue to follow the proof of Proposition 3.2 for the case u = U . We denote
Γ = {t ∈ (0, 1) : t is a regular value of ρ} = {t ∈ (0, 1) : t is a regular value of ρ˜}. (3.13)
Clearly Γ has full measure in (0, 1). For each t ∈ Γ the set γt := {ρ−1(t)} consists of a
finite union of smooth closed curves, each encircles some of the points {a1, . . . , aD} (and the
union of them encircle all the points). Since |∇ρ| > 0 on γt, we deduce from (3.10) that also∣∣∣∇( F (z)|F (z)|)∣∣∣ > 0 on γt. It follows that the tangential derivative ∂τϕ has a positive sign at
each point of γt. Whence, for each t ∈ Γ,
ˆ
γt
|∇(U/|U |)| =
ˆ
γt
∂τϕ = 2πD. (3.14)
Using (3.14) in conjunction with the co-area formula as in (3.7) gives
ˆ
E
|∇ρ||∇(U/|U |)| =
ˆ
Γ
ˆ
γt
t|∇(U/|U |)| dτ dt = (2πD)
ˆ 1
0
t dt = πD. (3.15)
Combining (3.15) with (3.12) yields Eε(U) = 2πD/ε. Applying Proposition 3.2 we finally
conclude that indeed U is a minimizer.
4 Proof of Theorem 1.1
This section is devoted to the proof of Theorem 1.1. Note that estimate (1.8) was already
established in Corollary 3.3. In most of this section we assume, as we may w.l.o.g., that
Ω = B1.
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4.1 Construction of bad discs
The first step consists of showing that the set where |uε| is close to zero is “small”. This is
established by showing that the set {|uε| < β} can be covered by a finite collection of discs
of small radius whose number is bounded uniformly in ε. This is the approach used in [4]
for studying minimizers of the Ginzburg-Landau energy, but the technique we use here is
different.
Recall that by Corollary 3.3 we have for some c1 > 0,
Eε(u) ≤ c1
ε
, ∀ε ∈ (0, 1). (4.1)
In the sequel we fix a β ∈ (1/√2, 1) that for reasons to become clear later we assume to
satisfy
β2 >
D
D + 1
. (4.2)
Lemma 4.1. Let uε be a minimizer satisfying
r0
ˆ
∂Br0
|∇uε|2 +
( 1
ε2
− 1
)
|∇ρε|2 ≤ δ0 , (4.3)
with δ0 as in (2.6) and r0 > 0 satisfying
c1ε
2π
ln(1/r0) <
(1− β)2
4
. (4.4)
Then, for ε < ε0 we have
|uε(0)| ≥ β . (4.5)
Proof. For simplicity we shall drop the subscript ε. Analogously to (2.9) and (2.10) we have
|u(x1)− u(x2)| ≤
ˆ
∂Br0
|∇u| ≤ (2πr0)1/2
(ˆ
∂Br0
|∇u|2
)1/2
≤
√
2πδ0, ∀x1, x2 ∈ ∂Br0 ,
(4.6)
|ρ(x1)− ρ(x2)| ≤
√
2πδ0 ε, ∀x1, x2 ∈ ∂Br0 . (4.7)
Defining ρ¯ as in (2.11), we find by (4.1), analogously to (2.12):
c1ε ≥
ˆ
B1\Br0
|∇ρ|2 ≥
ˆ
B1\Br0
|∇ρ¯|2 = 2π
ˆ 1
r0
∣∣∣∣dρ¯dr
∣∣∣∣2 r dr ≥ 2π(1− ρ¯(r0))2ln(1/r0) , (4.8)
whence, by (4.4)
1− ρ¯(r0) ≤
{c1ε
2π
ln(1/r0)
}1/2
<
1− β
2
. (4.9)
By (4.9) and (4.7) we get that
1− ρ(x) ≤ 1− β
2
+O(ε) on ∂Br0 ,
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so in particular,
ρ2 ≥ (3/4)2 > 1/2 on ∂Br0 . (4.10)
From (4.10) and (4.6) we conclude that deg(u/|u|, ∂Br0) = 0. Therefore we may write on
∂Br0 , u = ρe
iϕ. Using the harmonic extensions of ρ and ϕ, as in the proof of Proposition 2.2,
we obtain (using (2.16) and (4.3)) that
ˆ
Br0
|∇u|2 +
(
1
ε2
− 1
)
|∇ρ|2 ≤
ˆ
Br0
|∇ϕ˜|2 + ε−2|∇ρ˜|2 ≤ r0
ˆ
∂Br0
∣∣∣∣∂ϕ∂τ
∣∣∣∣2 + 1ε2
∣∣∣∣∂ρ∂τ
∣∣∣∣2
≤ 2r0
ˆ
∂Br0
ρ2
∣∣∣∣∂ϕ∂τ
∣∣∣∣2 + 1ε2
∣∣∣∣∂ρ∂τ
∣∣∣∣2 ≤ 2r0 ˆ
∂Br0
|∇u|2 +
(
1
ε2
− 1
)
|∇ρ|2 ≤ 2δ0. (4.11)
Next we continue as in the proof of Proposition 2.2, defining rj = r0/2
j for j ≥ 1 and
choosing successively, for j ≥ 0, r′j ∈ (rj+1, rj) satisfyingˆ
∂Br′
j
|∇u|2 + (1/ε2 − 1)|∇ρ|2 ≤ 2
r′j
ˆ
Brj \Brj/2
|∇u|2 + (1/ε2 − 1)|∇ρ|2 . (4.12)
This allows us to conclude, arguing as in (2.23) and (2.24), that
ˆ
Brj+1
|∇u|2 + (1/ε2 − 1)|∇ρ|2 ≤ 4
5
ˆ
Brj
|∇u|2 + (1/ε2 − 1)|∇ρ|2 ≤ 2δ0
(
4
5
)j+1
. (4.13)
Combining (4.13) with (4.12) yields
ˆ
∂Br′
j
|∇u|2 + (1/ε2 − 1)|∇ρ|2 ≤ 4δ0
r′j
(
4
5
)j
,
implying, in particular, that
|ρ(x)− ρ(y)| ≤ (8πδ0)1/2ε
(
4
5
)j/2
, ∀x, y ∈ ∂Br′j . (4.14)
As in (2.22) and (2.26) we get that
|ρ¯(r′j−1)− ρ¯(r′j)| ≤
(
δ0 ln 4
π
)1/2
·
(4
5
)(j−1)/2
ε . (4.15)
Therefore, analogously to (2.27) we obtain
1−ρ¯(r′j) ≤ 1−ρ¯(r′0)+
j∑
i=1
|ρ¯(r′i−1)−ρ¯(r′i)| ≤
1− β
2
+
{
j∑
i=1
(
4
5
)(i−1)/2}(
ln 4
π
δ0
)1/2
ε . (4.16)
Thanks to (4.14)–(4.16), we have for each j that 1 − ρ(x) ≤ 1−β
2
+ O(ε) on ∂Br′j , which
allows us to continue with the construction. Finally, letting j go to ∞ in (4.16) we get that
1− ρ(0) ≤ (1− β)/2 +O(ε) so, in particular, (4.5) holds for ε < ε0.
Definition 4.1.
(i) We shall say that 0 is a good point for uε if there exists r0 satisfying (4.4) and (4.3).
(ii) We shall say that a ∈ B1 is a good point of uε if 0 is a good point for vε = uε ◦Ma.
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Corollary 4.2.
(i) If a is a good point for uε then |uε(a)| ≥ β.
(ii) If |uε(0)| < β then
r
ˆ
∂Br
|∇uε|2 + ((1/ε)2 − 1)|∇ρε|2 > δ0 when r > ρ0(ε), (4.17)
ˆ
Br2\Br1
|∇uε|2 + ((1/ε)2 − 1)|∇ρε|2 > δ0 ln(r2/r1) when 1 > r2 > r1 ≥ ρ0(ε). (4.18)
Here ρ0(ε) = exp(−π(1−β)22c1ε ) := exp(− c2ε ), with c2 =
π(1−β)2
2c1
.
(iii) There exists a constant c3 > 0 such that, if |uε(a)| < β, then for ρ1 = ρ1(ε) := ρ0(ε)1/2
we haveˆ
D
tanh−1 ρ1
(a)
|∇uε|2 + ((1/ε)2 − 1)|∇ρε|2 ≥ c3/ε . (4.19)
Proof. Assertion (i) and (4.17) are immediate consequences of Lemma 4.1. The inequality
(4.18) follows by integration of (4.17). The case a = 0 in (iii) follows from (ii) applied with
r1 = ρ0 and r2 = ρ1. For general a we use conformal invariance.
Definition 4.2. We denote the set of bad points of uε by
S = Sε = {x ∈ B1 : |uε(x)| < β}. (4.20)
Proposition 4.3. For each ε there is a set of m = mε points, {xj}mj=1 = {x(ε)j }mj=1 ⊂ S, such
that the (hyperbolic) discs {Dtanh−1 ρ1(xj)}mj=1 are mutually disjoint and
S ⊂
m⋃
j=1
D5 tanh−1(ρ1)(xj) , (4.21)
with m ≤ N for some N , independently of ε.
Proof. It suffices to apply Vitali covering lemma for the collection of discs {Dtanh−1 ρ1(x)}x∈S
and deduce the bound for mε from (4.19) and (3.4).
Next, we extend ρ0 and ρ1 to an infinite sequence by setting
ρj = ρ
1/2
j−1 , j = 2, 3, . . . , i.e., ρj = exp(−
c2
2jε
) . (4.22)
Consider the collection {Dtanh−1 ρ2(xj)}mj=1 that clearly covers S thanks to (4.21), since
tanh−1 ρ2 ≫ 5 tanh−1(ρ1). If the discs are mutually disjoint we are done. Otherwise, if
for example Dtanh−1 ρ2(x1)∩Dtanh−1 ρ2(x2) 6= ∅, we keep Dtanh−1 ρ2(x1) and drop Dtanh−1 ρ2(x2).
We relabel the new centers and keep the same notation for m (which is strictly smaller than
the original one) and consider the new collection {Dtanh−1 ρ3(xj)}mj=1. If these discs are all mu-
tually disjoint we are done, otherwise we eliminate discs taking into account the intersections.
We continue in this way until we reach l for which
S ⊂
m⋃
j=1
Dtanh−1 ρl−1(xj) and {Dtanh−1 ρl−1(xj)}mj=1 are mutually disjoint. (4.23)
This process must stop after at most N steps (N is given by Proposition 4.3).
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Let us assume for a moment that xj = 0, and then Dtanh−1 ρl−1(0) = Bρl−1. By the upper
bound (4.1) we have
ˆ
Bρl\Bρl−1
|∇u|2 + ((1/ε2)− 1)|∇ρ|2 =
ˆ exp(− c2
2lε
)
exp(− c2
2l−1ε )
(ˆ
∂Br
(|∇u|2 + ((1/ε2) − 1)|∇ρ|2)) dr ≤ c1
ε
. (4.24)
Therefore, by Fubini theorem we can find R = Rε ∈
(
exp(− c2
2l−1ε), exp(− c22lε)
)
such that
R
ˆ
∂BR
(
|∇u|2 + ((1/ε2)− 1)|∇ρ|2
)
≤ 2
lc1
c2
:= c4. (4.25)
Since ρ ≥ β on ∂BR, the degree κ = deg(u/|u|, ∂BR) ∈ Z is well defined and we may write
u = ρei(κθ+η) on ∂BR ,
for some scalar function η. We first claim that
|κ| ≤ C , (4.26)
for some C, independently of ε. Indeed, the only interesting case is when κ 6= 0. Applying
the argument used in the proof of Proposition 3.2 yields, denoting this time γt = {x ∈ BR :
|u| = t},
Eε(u|BR) ≥ 2
ε
ˆ β
0
ˆ
γt
t|∇(u/|u|)| dx dt ≥ 2
ε
(2π|κ|)
ˆ β
0
t dt =
2π|κ|β2
ε
>
π|κ|
ε
, (4.27)
since β2 > 1/2. Our claim (4.26) clearly follows from (4.27) and the upper bound (4.1).
For a general xj (not necessarily xj = 0) we apply the above to u˜ := u ◦Mxj . This gives
first Rj such that (4.25) holds for u˜. Actually we can apply the argument in a way that
insures that the same R = Rj works for all j, that is,
R
ˆ
∂BR
(
|∇(u ◦Mxj)|2 + ((1/ε2)− 1)|∇(ρ ◦Mxj)|2
)
≤ c4, ∀j. (4.28)
We thus consider the new collection of “bad discs” {Dtanh−1R(xj)}mj=1 and let
κj = deg(u/|u|, ∂Dtanh−1R(xj)), ∀j.
As in the case xj = 0 we have
|κj| ≤ C, j = 1, . . . , m . (4.29)
Lemma 4.4. We have κj > 0 for all j.
Proof. We first show that
κj ≥ 0, ∀j. (4.30)
Combining (3.8) with (4.27) yields
2πD
ε
+ C ≥ Eε(uε) ≥
m∑
j=1
Eε(uε;Dtanh−1 R(xj)) ≥
2πβ2
ε
m∑
j=1
|κj| . (4.31)
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Sending ε to 0 in (4.31) gives
D ≥ β2
m∑
j=1
|κj |. (4.32)
Combining (4.32) with (4.2) yields
D = |
m∑
j=1
κj| ≤
m∑
j=1
|κj | < D + 1 .
Therefore, necessarily
∑m
j=1 |κj| = D, implying that κj = |κj| for all j, and (4.30) follows.
To prove that the inequality in (4.30) is strict, we fix one j and we can assume again
w.l.o.g. that xj = 0. Looking for contradiction, suppose that κj = 0. Then we may write
u = ρeiϕ on ∂BR and let again ρ˜ and ϕ˜ denote, respectively, the harmonic extensions of ρ
and ϕ to BR. Analogously to (4.11) we obtain, using (4.28), thatˆ
BR
|∇u|2 +
(
1
ε2
− 1
)
|∇ρ|2 ≤
ˆ
BR
|∇ϕ˜|2 + 1
ε2
|∇ρ˜|2 ≤ 2c4. (4.33)
But the assumption |u(0)| < β implies by (4.19) that
Eε(uε;BR) ≥ Eε(uε;Bρ1) ≥
c3
ε
,
which clearly contradicts(4.33), for sufficiently small ε.
4.2 Control of the phase oscillations away from the bad discs
To prove convergence of uε away from the bad discs the main difficulty is to prove a bound
on the oscillations of the phase. For that matter we shall use an appropriate modification of
the strategy employed in [11] for a different problem. We denote
Ωε = B1 \
m⋃
j=1
Dtanh−1R(xj) . (4.34)
Whenever there is no confusion we shall drop the subscript ε. On Ωε we may write
u(z) = ρeiη(z)
m∏
j=1
(
M−xj (z)
|M−xj(z)|
)κj
, (4.35)
for some scalar function η = ηε, which is unique up to addition of an integer multiple of 2π.
By adding an appropriate multiple of 2π we may assume that
min
∂B1
η ∈ [0, 2π). (4.36)
Since g is smooth, we deduce from (4.36) that
‖η‖L∞(∂B1) ≤ C(g). (4.37)
By (4.28) and (4.29) it follows that
|η(x)− η(y)| ≤ C, for all x, y ∈ ∂Dtanh−1R(xj), j = 1, . . . , m. (4.38)
We also have the following estimate for
´
Ωε
|∇η|2.
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Lemma 4.5. We haveˆ
Ωε
|∇η|2 ≤ C
ε
. (4.39)
Proof. By the upper bound (4.1), the representation (4.35) and (4.29) it suffices to show that
ˆ
Ωε
∣∣∣∣∇( M−xj(z)|M−xj(z)|
)∣∣∣∣2 ≤ Cε , j = 1, . . . , m. (4.40)
In fact, (4.40) follows easily by using conformal invariance:
ˆ
Ωε
∣∣∣∣∇( M−xj (z)|M−xj(z)|
)∣∣∣∣2 ≤ ˆ
B1\Dtanh−1 R(xj)
∣∣∣∣∇( M−xj (z)|M−xj(z)|
)∣∣∣∣2
=
ˆ
B1\BR
∣∣∣∣∇( z|z|
)∣∣∣∣2 = 2π ln 1R ≤ Cε .
(4.41)
Our first step consists of proving an L∞ bound for η. We will use the method of selection of
“good rays”, that was introduced in [11]. This will be done by removing from Ωε a collection
of “rays”, that in our settings will be usually arcs of circles orthogonal to ∂B1, connecting
the boundaries of the holes ∂Dtanh−1 R(xj), j = 1, . . . , m, to the boundary of B1. The choice
of these “good rays” will depend on energy considerations. Consider first the case where
xj = 0. For any α ∈ [0, 2π) we set
C0(α) := {reiα : r ∈ [R, 1)}. (4.42)
In the general case, where xj is any point in B1, we set
Cj(α) := {Mxj(reiα); r ∈ [R, 1)}. (4.43)
Note that for xj 6= 0 the set Cj(α) is an arc of a circle joining xj to ∂B1 which is orthogonal
to ∂B1 (a geodesic for the hyperbolic metric).
Lemma 4.6. There exists C > 0 and αj = αj(ε) ∈ [0, 2π) for each j = 1, . . . , m and
0 < ε < 1/2, such that Cj := Cj(αj) satisfies
|η(x)− η(y)| ≤ C
ε
, for all x, y ∈ Cj ∩ Ωε. (4.44)
Proof. By (4.39) there exists αj ∈ [0, 2π) such thatˆ
C0(αj)∩M−xj (Ωε)
|∇(η◦Mxj )|2 rdr ≤
1
2π
ˆ
M−xj (Ωε)
|∇(η◦Mxj )|2 =
1
2π
ˆ
Ωε
|∇η|2 ≤ C
ε
. (4.45)
Therefore,
ˆ
C0(αj)∩M−xj (Ωε)
∣∣∣∣∂(η ◦Mxj)∂r
∣∣∣∣ ≤ (ˆ 1
R
dr
r
)1/2(ˆ
C0(αj)∩M−xj (Ωε)
∣∣∣∣∂(η ◦Mxj )∂r
∣∣∣∣2 rdr
)1/2
≤
(
ln
(
1
R
))1/2(
C
ε
)1/2
≤ C
ε
.
Here, ∂/∂r stands for the tangential derivative along C0(αj). It follows that
|(η ◦Mxj )(x)− (η ◦Mxj )(y)| ≤
C
ε
, for all x, y ∈ C0(αj) ∩M−xj (Ωε),
which is clearly equivalent to (4.44).
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Next, we denote ωε := Ωε \
m⋃
j=1
Cj. For each j, let θj denote a polar coordinate around the
point xj , taking values in [αj , αj + 2π) associated with the factor
M−xj z
|M−xj z|
, i.e.,
M−xjz
|M−xjz|
= eiθj(z) . (4.46)
Then the function
Θ =
m∑
j=1
κjθj , (4.47)
is smooth in ωε and satisfies
‖Θ‖L∞(ωε) ≤ 4π
m∑
j=1
|κj|. (4.48)
We define ϕ = ϕε := η +Θ in ωε, so that
u = ρeıη
m∏
j=1
(
M−xjz
|M−xjz|
)κj
= ρei(Θ+η) = ρeiϕ in ωε.
Hence ϕ is a well-defined phase of u in ωε.
Lemma 4.7. We have for all 0 < ε < 1/2:
‖ηε‖L∞(ωε) ≤
C
ε
. (4.49)
Proof. First we notice, combining (4.36)–(4.38) with (4.44), that
‖η‖L∞(∂ωε) ≤
C
ε
. (4.50)
Therefore, by the definition of ϕ we have
lim sup
δ→0
sup{|ϕ(x)| : x ∈ ωε, dist(x, ∂ωε) ≤ δ} ≤ C
ε
. (4.51)
We apply the maximum principle to ϕ on each component of the open set {x ∈ ωε :
dist(x, ∂ωε) > δ}, on which ϕ satisfies
div(ρ2∇ϕ) = 0 .
Then we let δ → 0 and use (4.51) to obtain that
‖ϕ‖L∞(ωε) ≤
C
ε
. (4.52)
Finally, (4.49) follows from (4.52),(4.48),(4.29) and the definition of ϕ.
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4.3 An Lp-bound for the gradient, p ∈ [1, 2)
The main result of this subsection is
Proposition 4.8. We have ‖∇uε‖Lp(B1) ≤ Cp, 1 ≤ p < 2.
The following simple lemma will be needed in the proof of Proposition 4.8.
Lemma 4.9. For every a ∈ B1 we have∣∣∣∣∇( M−a(z)|M−a(z)|
)∣∣∣∣ ≤ C|z − a| , ∀z ∈ B1. (4.53)
Proof. Since (M−a)′(z) =
1−|a|2
(1−a¯z)2 ,∣∣∣∣∇( M−a(z)|M−a(z)|
)∣∣∣∣ ≤ C|M−a(z)| · 1− |a|
2
|1− a¯z|2 =
C(1− |a|2)
|z − a||1− a¯z| ≤
C
|z − a| .
Proof of Proposition 4.8. Fix any p ∈ (1, 2). By standard elliptic estimates, there exists a
constant Ap = Ap(Ω) such that the solution w of the problem{
−∆w = div g in Ω
w = 0 on ∂Ω
, (4.54)
with g ∈ (Lp(Ω))2 satisfies
‖∇w‖Lp(Ω) ≤ Ap‖g‖Lp(Ω). (4.55)
We now apply the bad discs construction from Subsection 4.1, but this time covering the bad
set
S = Sε = {x ∈ B1 : |u(x)| < β˜}
with β˜ ∈ [β, 1) that satisfies
0 < 1− β˜ < 1
4Ap
. (4.56)
In the sequel, Ωε denotes the set given in (4.34) for the resulting bad discs from this choice
of β˜. Note that the number of discs and the value of l may change as well, but we shall use
the same notation as before.
Let H denote the harmonic function in B1 satisfying H = η on ∂B1. By (4.37) and the
maximum principle,
‖H‖L∞(B1) = ‖η‖L∞(∂B1) ≤ C(g). (4.57)
Note that Lemma 4.9 implies that∥∥∥∥∥
m∏
j=1
(
M−xj(z)
|M−xj(z)|
)κj∥∥∥∥∥
W 1,p(B1)
≤ C. (4.58)
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Therefore
‖η‖W 1−1/p,p(∂B1) ≤ C,
and also
‖H‖W 1,p(B1) ≤ C. (4.59)
Next we define in BR1/2 the function ξ0 by
ξ0(z) =
{
0 |z| ≤ R
− ln(|z|/R)
ln
√
R
R < |z| < √R . (4.60)
Note that
ˆ
B√R
|∇ξ0|2 = 2π
(ln
√
R)2
ˆ √R
R
dr
r
= − 2π
ln
√
R
≤ Cε . (4.61)
For j = 1, . . . , m we set in Dj := Dtanh−1√R(xj): ξj(z) = ξ0(M−xj (z)). From (4.61) we deduce
that ˆ
Dj
|∇ξj|2 =
ˆ
B√R
|∇ξ0|2 ≤ Cε . (4.62)
We finally define a function ξ in B1 by
ξ(z) =
{
ξj(z) if z ∈ Dj for some j,
1 on B1 \
⋃m
j=1Dj .
(4.63)
Note that for any p ∈ [1, 2) we have by (4.62),
ˆ
B1
|∇ξ|p =
m∑
j=1
ˆ
Dj
|∇ξ|p ≤
m∑
j=1
(ˆ
Dj
|∇ξ|2
)p/2
|Dj|1−p/2
≤ Cεp/2R1−p/2 ≤ Cεp/2 exp (− c2(2− p)
2l+1ε
)
.
(4.64)
In B1 we set η˜ := ξ
2η and H˜ := ξ2H . From (4.59) and (4.64) we conclude that
‖H˜‖W 1,p(B1) ≤ C. (4.65)
The function η˜ satisfies
− div(ρ2∇η˜) =− div(ρ2ξ2∇η)− div(ρ2η∇(ξ2))
=−ξ2 div(ρ2∇ϕ)︸ ︷︷ ︸
F1
−ρ2∇(ξ2) · ∇ϕ︸ ︷︷ ︸
F2
+div(ρ2ξ2∇Θ︸ ︷︷ ︸
G1
) + div(−2ρ2ηξ∇ξ︸ ︷︷ ︸
G2
)
:=F1 + F2 + divG1 + divG2.
First we note that F1 = 0 by (2.30). Therefore,{
−∆(η˜ − H˜) = F2 + div(G1 +G2) + div(ρ2∇H˜) + div((ρ2 − 1)∇(η˜ − H˜)) in B1,
η˜ − H˜ = 0 on ∂B1.
(4.66)
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By elliptic estimates, for any p ∈ [1, 2) there exists Bp = Bp(Ω) > 0 such that the solution w
of the problem{
−∆w = v in Ω,
w = 0 on ∂Ω,
(4.67)
with v ∈ L1(Ω), satisfies
‖∇w‖p ≤ Bp‖v‖1. (4.68)
We bound F2 in L
1 by
ˆ
B1
|F2| =
ˆ
B1
|ρ2∇(ξ2) · ∇ϕ| ≤ 2
m∑
j=1
ˆ
Dj
|∇ξ||∇ϕ|
≤ C
( m∑
j=1
( ˆ
Dj
|∇ξ|2)1/2)( ˆ
B1
|∇u|2)1/2 ≤ (Cε)1/2 · (C
ε
)1/2 ≤ C, (4.69)
where we used (4.1) and (4.62).
Clearly (4.58) implies a bound
‖G1‖Lp(B1) ≤ C . (4.70)
To bound G2 in L
p we use (4.64) and (4.49) to get
ˆ
B1
|G2|p ≤ C‖η‖p∞‖∇ξ‖pLp(B1) ≤
(
C
εp
)
εp/2 exp
(− c2(2− p)
2l+1ε
) ≤ exp(−c
ε
) , (4.71)
for some positive constant c. A bound in Lp(B1) for ρ
2∇H˜ follows from (4.65).
We also note that
1− ρ2 ≤ 2(1− β˜) on supp(∇(η˜ − H˜)) ⊂ Ωε.
Using the above in (4.66) we get by (4.55) and (4.68) that
‖∇(η˜ − H˜)‖Lp ≤ Ap
(
‖(ρ2 − 1)∇(η˜ − H˜)‖Lp + ‖G1‖Lp + ‖G2‖Lp + ‖ρ2∇H˜‖Lp
)
+Bp‖F2‖L1 ≤ 2Ap(1− β˜)‖∇(η˜ − H˜)‖Lp + C.
(4.72)
Combining (4.56) and (4.72), we find that ‖∇(η˜− H˜)‖Lp ≤ C, which in conjunction with
(4.65) implies that ‖∇η˜‖Lp ≤ C. Since ‖∇Θ‖Lp(Ωε) ≤ C, we obtain that
‖∇u‖Lp(B1\∪mj=1Dj) ≤ C. (4.73)
Finally we note that for each j = 1, . . . , m we have
ˆ
Dj
|∇u|p ≤
(ˆ
Dj
|∇u|2
)p/2
|Dj|1−p/2 ≤ Cε−p/2R1−p/2
≤ Cε−p/2 exp (− c2(2− p)
2l+1ε
)
= oε(1).
(4.74)
The conclusion of Proposition 4.8 follows from (4.73) and (4.74).
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4.4 Some identities satisfied by uε
In this subsection we list some (essentially known) identities satisfied by the minimizers that
will be useful in the proofs of both Theorem 1.1 and Theorem 1.2. An important property
of the minimizers is that the associated Hopf differential is a holomorphic function (see [7,
Lemma 3.1]). Note that in dimension two this property is equivalent to the “divergence free”
property of the stress-energy tensor, that holds in higher dimensions (of the domain and the
target), see e.g., [2] and the references therein. In this subsection we represent a point in Ω
as z = x1 + ix2 and we continue to drop the subscript ε.
Proposition 4.10. For any ε > 0 the function
χ = χε = |ux1|2 − |ux2|2 − 2i ux1 · ux2 +
( 1
ε2
− 1
)(
|u|2x1 − |u|2x2 − 2i |u|x1|u|x2
)
(4.75)
is holomorphic in Ω and the Cauchy-Riemann equations hold in the classical sense in a
neighborhood of the boundary.
We emphasize that in (4.75) the dot product refers to scalar product of vectors in R2.
Proof. To see that the Cauchy-Riemann equations are satisfied in the sense of distributions,
we consider the effect of a family of diffeomorphisms generated by an arbitrary vector field X
on the energy Eε (see [2]) . Since u is Ho¨lder continuous on Ω, in a small enough neighborhood
of the boundary it satisfies |u| > 0. Therefore u is smooth in that neighborhood. We can
then verify by a direct computation that the Cauchy-Riemann equations hold for χ in this
neighborhood using (2.30).
From Proposition 4.10 we deduce the following Pohozaev identity.
Corollary 4.11. Every minimizer u = uε satisfiesˆ
∂B1
(|∂ru|2 − |∂τg|2) +
( 1
ε2
− 1
)
|∂rρ|2 = 0 . (4.76)
Proof. We denote
U =
(
u,
( 1
ε2
− 1
)
ρ
)
. (4.77)
Therefore
χ = |Ux1|2 − |Ux2 |2 − 2i Ux1 · Ux2. (4.78)
Since χ is holomorphic in B1 and continuous on B1 we have in particular,
0 =
ˆ
∂B1
χz dz = i
ˆ 2π
0
χ(eiθ)e2iθ dθ. (4.79)
A direct computation shows that
|Uν |2 − |Uτ |2 = |x1Ux1 + x2Ux2|2 − | − x2Ux1 + x1Ux2 |2 = Re
(
χ(z)z2
)
on ∂B1. (4.80)
Combining (4.79) with (4.80) gives that
ˆ
∂B1
|Uν |2 − |Uτ |2 = 0 ,
which is equivalent to (4.76).
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Remark 4.1. We mention in passing another identity of interest, although it is not needed
in the present manuscript. As noted by F. H. Lin [10] in a more general setting, one can
derive the Euler-Lagrange equation satisfied by ρ2 = |u|2 by using variations of the form
u(t) = (1 + tφ(x))u (the same equation can be deduced from the second equation in (2.30)
on the set {ρ > 0}). This yields the following result (see [10] for the proof):
Proposition 4.12. The function ρ2 satisfies
∆(ρ2) = 2ε2
(
|∇u|2 +
(
1
ε2
− 1
)
|∇ρ|2
)
. (4.81)
In particular, the function ρ2 is subharmonic in Ω.
Next we present a weak formulation of the equation satisfied by the phase of u.
Proposition 4.13. We have
∂
∂x1
(
uε ∧ (uε)x1
)
+
∂
∂x2
(
uε ∧ (uε)x2
)
= 0 (4.82)
in the sense of distributions.
Proof. Fix φ ∈ C∞c (Ω) and for t ∈ R let uε = (u1, u2) and u(t)ε := eitφuε. From the minimality
of uε we derive by a simple computation that
0 =
d
dt
∣∣
t=0
Eε(u
(t)
ε ) = 2
ˆ
Ω
2∑
j=1
(
(u2)xju1 − (u1)xju2
)
φxj . (4.83)
Since φ is arbitrary we immediately deduce (4.82).
4.5 An L2-bound for |∇uε| away from the singularities
We denote by a1, . . . , aN ∈ B1 the different limits of the families {x(ε)j }, j = 1, . . . , m (possibly
along a subsequence). Since two different families may converge to the same limit, we have
N ≤ m. At this point we do not exclude the possibility that some of the ai’s belong to ∂B1.
Consider any r > 0 satisfying
r < min{|ai − aj| : i 6= j} and r < dist(aj , ∂B1), ∀ j such that aj ∈ B1. (4.84)
We denote
Ω˜r := B1 \
N⋃
j=1
Br(aj),
and by dj the degree of uε on ∂(Bs(aj) ∩ B1) for a small ε and (a small but fixed) s. The
following equality is clear: if Jj := {ℓ : x(ε)ℓ → aj}, then dj =
∑
ℓ∈Jj κℓ.
Theorem 4.3. For each r as in (4.84) we have
ˆ
Ω˜r
|∇uε|2 ≤ C(r). (4.85)
27
Proof. Note that, dropping the subscript ε,
|∇u|2 = |∇ρ|2 + ρ2|∇ϕ|2 = |∇ρ|2 + ρ2|∇(Θ + η)|2 . (4.86)
Since
´
B1
|∇ρ|2 ≤ Cε by (4.1), and ´
Ω˜r
|∇Θ|2 ≤ C(r) thanks to Lemma 4.9 and (4.29),
we only need to find a bound for
´
Ω˜r
|∇ϕ|2. By the boundedness of {∇η} in L1(Ωε) (see
Proposition 4.8), it follows that there exists r˜ = r˜(ε) ∈ (r/2, r) such that
N∑
j=1
ˆ
∂Br˜(aj )∩Ω
|∇η| dσ ≤ C1(r). (4.87)
Similarly, we can find for each
j ∈ I := {k ∈ 1, . . . , N such that ak ∈ B1},
a number βj ∈ [0, 2π) such that the set
L˜j = L˜j(βj) := {aj + s eıβj : s ≥ r˜} ∩ Ω˜r˜
satisfiesˆ
L˜j
∣∣∣∣∂η∂s
∣∣∣∣ ds ≤ C2(r). (4.88)
By the argument of the proof of Lemma 4.7 and using (4.87) and (4.88), we find that
‖η‖L∞(Ω˜r˜) ≤ C3(r). (4.89)
For ε sufficiently small we have
|x(ε)ℓ − aj | < r˜/2, ∀ℓ ∈ Jj , j = 1, . . . , N. (4.90)
Next, we multiply the equation
− div(ρ2∇η) = div(ρ2∇Θ)
by η, and integrate over Ω˜r˜. This yieldsˆ
Ω˜r˜
ρ2|∇η|2 = −
ˆ
Ω˜r˜
ρ2∇Θ · ∇η +
ˆ
∂Ω˜r˜
ρ2
∂ϕ
∂n
η := I1 + I2. (4.91)
We first claim that |I2| ≤ C4(r). Indeed, we use (4.76) and (4.89) for the integral on
∂Ω˜r˜ ∩ ∂B1 and for the integral on ∂Br˜(aj) ∩ B1 we use (4.87) and the fact that thanks to
(4.90) we have ∣∣∣∣∂Θ∂n
∣∣∣∣ ≤ Cr˜ on ∂Br˜(aj).
Applying the Cauchy-Schwarz inequality to I1 and the above estimates in (4.91) leads to
ˆ
Ω˜r˜
ρ2|∇η|2 ≤ C4(r) +
ˆ
Ω˜r˜
ρ2
2
|∇η|2 +
ˆ
Ω˜r˜
ρ2
2
|∇Θ|2 . (4.92)
Since
´
Ω˜r˜
(ρ2/2) |∇Θ|2 ≤ C5(r)(| log r|+1), we deduce from (4.92) that
´
Ω˜r˜
|∇η|2 ≤ C6(r).
It follows that also
´
Ω˜r˜
|∇ϕ|2 ≤ C7(r), which in view of (4.86) clearly implies (4.85).
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4.6 Convergence of uεn
Next, we will prove convergence of uεn on B1 \ {a1, . . . , aN}.
Proposition 4.14. Let b ∈ B1 and r1 > 0 be such that Br1(b) ⊂ B1 \ {a1, . . . , aN}. Then
uεn → u0 in Ck(Br1/2(b)) for all k ≥ 0, where u0 is a smooth S1-valued harmonic map.
Proof. Since |uε| ≥ β˜ in Br1(b) for small ε, we may write uε = ρεeiϕε . By Theorem 4.3,´
Br(b)
|∇uε|2 ≤ C. Also,
´
Br(b)
|∇ρε|2 ≤ Cε by (4.1). Hence by Fubini we can find r˜ ∈
((3/4)r1, r1) such that
ˆ
∂Br˜(b)
|∇ϕε|2 + ε−1|∇ρε|2 ≤ C. (4.93)
Since {ϕε
∣∣
∂Br˜(b)
} is bounded in H1(∂Br˜(b)), by passing to a subsequence we may assume that
ϕε
∣∣
∂Br˜(b)
→ ϕ0 in H1/2(∂Br˜(b)) and uniformly on ∂Br˜(b). (4.94)
As for ρε, from (4.93) we infer that
ρε
∣∣
∂Br˜(b)
→ c0 in H1(∂Br˜(b)) and uniformly on ∂Br˜(b), (4.95)
for some constant c0 ≥ 0. We denote by ϕ˜0 the harmonic extension of ϕ0 to Br˜(b), and set
u0 = e
iϕ˜0 . We are going to prove that uε → u0 on Br˜(b) in different norms, starting with the
H1-norm.
We denote as usual by ϕ˜ε and ρ˜ε, respectively, the harmonic extensions of ρε and ϕε.
First, by (4.94) we have
lim
ε→0
ˆ
Br˜(b)
|∇ϕ˜ε|2 =
ˆ
Br˜(b)
|∇ϕ˜0|2. (4.96)
Next we claim that
1− Cε1/2 ≤ ρε ≤ 1 on ∂Br˜(b). (4.97)
Indeed, assuming first that b = 0, we have as in (2.12)–(2.13) that
1− 1
2πr˜
ˆ
∂Br˜
ρε ≤ Cε1/2. (4.98)
Note the difference with respect to the situation in Subsection 2.1: here we have at our
disposal only the weaker upper bound
´
Br˜
|∇ρε|2 ≤ Cε. Since (4.93) implies that
|ρε(x)− ρε(y)| ≤ Cε1/2, ∀x, y ∈ ∂Br˜ , (4.99)
we deduce (4.97) from (4.98)–(4.99) in the case b = 0. The general case follows again by
applying a Mo¨bius transformation.
An immediate consequence of (4.97) is that c0 = 1. Therefore, the bound
´
Br(b))
|∇ρε|2 ≤
Cε implies that
ρε → 1 in H1(Br˜(b)). (4.100)
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Next we use the harmonic extensions of ρε and ϕε to construct the comparison map
vε = ρ˜εe
iϕ˜ε on Br˜(b). Clearly,
Eε(uε;Br˜(b)) ≤ Eε(vε;Br˜(b)) ≤
ˆ
Br˜(b)
|∇ϕ˜ε|2 + 1
ε2
|∇ρ˜ε|2 . (4.101)
Since
´
Br˜(b)
|∇ρ˜ε|2 ≤
´
Br˜(b)
|∇ρε|2, we deduce from (4.101) that
Eε(uε;Br˜(b)) =
ˆ
Br˜(b)
ρ2|∇ϕε|2 + 1
ε2
|∇ρε|2
≤
ˆ
Br˜(b)
|∇ϕ˜ε|2 + 1
ε2
|∇ρ˜ε|2 ≤
ˆ
Br˜(b)
|∇ϕ˜ε|2 + 1
ε2
|∇ρε|2 . (4.102)
Therefore,
´
Br˜(b)
ρ2ε|∇ϕε|2 ≤
´
Br˜(b)
|∇ϕ˜ε|2, and we obtain that
ˆ
Br˜(b)
|∇uε|2 =
ˆ
Br˜(b)
ρ2ε|∇ϕε|2 + |∇ρε|2 ≤
ˆ
Br˜(b)
|∇ϕ˜ε|2 + Cε. (4.103)
Next, consider a subsequence such that uεn ⇀ u weakly in H
1(Br˜(b)). By (4.100), u = e
iϕ0 =
u0 on ∂Br˜(b), whenceˆ
Br˜(b)
|∇u0|2 ≤
ˆ
Br˜(b)
|∇u|2. (4.104)
Finally, by (4.103) and (4.96) we have
ˆ
Br˜(b)
|∇u|2 ≤ lim sup
ˆ
Br˜(b)
|∇uεn|2 ≤ lim sup
ˆ
Br˜(b)
|∇ϕ˜εn|2 =
ˆ
Br˜(b)
|∇u0|2 . (4.105)
Combining (4.104) with (4.105) we get that u = u0 and then deduce the strong convergence
(up to passing to a subsequence), uε → u0 in H1(Br˜(b)).
Next we write in Br˜, ϕε = ϕ˜ε + ψε, analogously to the notation we used in the proof of
Theorem 2.1 (i.e., ψε = 0 on ∂Br˜). Note that ρε, ϕε and ψε satisfy the equations (2.30)–(2.31).
Since ϕε
∣∣
∂Br˜(b)
is bounded in H1(∂Br˜(b)), it follows that
‖ϕ˜ε‖H3/2(Br˜(b)) ≤ C . (4.106)
Then from Sobolev embeddings it follows that
‖ϕ˜ε‖W 1,4(Br˜(b)) ≤ C. (4.107)
From the invariance of the equation
∆ψε = div((1− ρ2ε)∇ϕε) (4.108)
with respect to scalings it follows that the constant A4 in the inequality
‖∇ψε‖L4(Br˜(b)) ≤ A4‖(1− ρ2ε)∇ϕε‖L4(Br˜(b)) (4.109)
can be chosen independently of the radius r˜. We may assume that β˜ that was used to
construct the bad discs satisfies in addition
1− β˜ < 1
4A4
. (4.110)
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By (4.107)–(4.110) we get that
‖∇ψε‖L4(Br˜(b)) ≤ 2(1− β˜)A4
(
C + ‖ψε‖L4(Br˜(b))
)
,
implying that
‖∇ψε‖L4(Br˜(b)) ≤ C and ‖∇ϕε‖L4(Br˜(b)) ≤ C. (4.111)
Next we deduce from the equation satisfied by ρε in (2.30) and elliptic estimates that
‖∇(ρε − ρ˜ε)‖Lp(Br˜(b)) ≤ Cp‖∆ρε‖L2(Br˜(b)) ≤ Cpε2‖∇ϕε‖2L4(Br˜(b)) ≤ Cε2, ∀p <∞. (4.112)
In particular, we deduce from(4.112) that ‖ρε− ρ˜ε‖L∞(Br˜(b)) ≤ Cε2. Since ‖1− ρ˜ε‖L∞(Br˜(b)) ≤
Cε1/2 by (4.97) and the maximum principle, it follows that
‖ρε − 1‖L∞(Br˜(b)) ≤ Cε1/2. (4.113)
We clearly have:
ρ˜ε and ϕ˜ε are bounded in W
j,p
loc (Br˜(b)), ∀j, ∀p. (4.114)
Using (4.113) in (4.108), taking into account (4.114), we can deduce, as in the proof of
Theorem 2.1 that {∇ϕε}ε>0 are uniformly bounded in Lploc(Br˜(b)), for all p > 1. We can now
conclude the proof of the Ck-convergence by induction as in the proof of Theorem 2.1.
We will need also a version of Proposition 4.14 in a neighborhood of the boundary.
Proposition 4.15. Let b ∈ ∂B1 and r1 > 0 be such that Br1(b) ⊂ B1 \ {a1, . . . , aN}. Then,
uεn → u0 in Ck(Br1/2(b) ∩ B1) for all k ≥ 0, where u0 is a smooth S1-valued harmonic map
satisfying u0 = g on Br1(b) ∩ ∂B1.
Proof. As in the proof of Proposition 4.14 we may use Fubini to find r˜ ∈ ((3/4)r1, r1) such
that ˆ
∂Br˜(b)∩B1
|∇ϕε|2 + 1
ε
|∇ρε|2 ≤ C. (4.115)
Denoting by q any of the two points in ∂Br˜(b) ∩ ∂B1, we obtain by the Cauchy-Schwarz
inequality that
|ρε(x)− 1| = |ρε(x)− ρε(q)| ≤ Cε1/2, ∀x ∈ ∂Br˜(b) ∩ B1 , (4.116)
which is the analogue of (4.97) in our setting. The rest of the proof follows by the same
arguments as in the proof of Proposition 4.14.
4.7 Conclusion of the proof of Theorem 1.1
As explained in the Introduction, we may assume that Ω = B1.
Proof of Theorem 1.1. The inequality (1.8) is the result of Corollary 3.3. The convergence
result (1.9) follows from Proposition 4.14 and Proposition 4.15. The fact that dj > 0 for all
j follows from Lemma 4.4. Next we prove that aj ∈ B1 for all j, that is, singularities cannot
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occur on the boundary. The proof is the same as that of [4, Theorem X.4], so we just describe
the main idea. By Pohozaev identity (4.76) and Proposition 4.15 it follows that
ˆ
∂B1
∣∣∣∣∂u∗∂r
∣∣∣∣2 <∞. (4.117)
We also have u∗ ∈ W 1,p(B1;S1) for all p ∈ [1, 2) by Corollary 4.11 and u∗ = g on ∂Ω.
Therefore, all the hypotheses of [4, Lemma X.14] are satisfied, and we can conclude that u∗
is smooth in a neighborhood of ∂B1.
Finally we show that u∗ is the canonical harmonic map associated with g, the singularities
and their degrees. By Proposition 4.8 we can pass to the limit ε→ 0+ in (4.82) and deduce
that
∂
∂x1
(
u∗ ∧ (u∗)x1
)
+
∂
∂x2
(
u∗ ∧ (u∗)x2
)
= 0 . (4.118)
But by [4, Remark I.1] the only S1-valued harmonic map in W 1,1(Ω) satisfying (4.118) is the
canonical one.
5 Proof of Theorem 1.2
5.1 An improved upper bound for Eε(uε)
We begin with the easy part, the upper bound, in the estimate (1.25).
Proposition 5.1. Under the assumptions of Theorem 1.1 we have
lim sup
ε→0+
Eε(uε)− 2πD
ε
≤ d2H1/2(g,HD(∂Ω)) . (5.1)
In fact, for each fixed ε > 0 we have
Eε(uε)− 2πD
ε
≤ d2H1/2(g,HD(∂Ω)). (5.2)
Proof. We assume w.l.o.g. that Ω = B1. Fix any b ∈ BD1 . We know from Subsection 3.3 that
Ub,ε(z) = |Bb(z)|ε
( Bb(z)
|Bb(z)|
)
is a minimizer for Eε for its own boundary data. We denote |Ub,ε| = ρ¯ε and write
Ub,ε(z) = ρ¯ε(z) exp
iΘ(z) . (5.3)
Note that although Θ is well-defined only locally in B1 \ {b1, . . . , bD}, its gradient ∇Θ is
globally defined. Let ψ be a smooth lifting of g/Bb
∣∣
∂B1
, that is, g = eiψBb on ∂B1, and let ψ˜
denote the harmonic extension of ψ to B1. We set vε = e
iψ˜Ub,ε and note that vε = g on ∂B1.
Using |vε| = |Ub,ε| = ρ¯ε we get
Eε(uε) ≤ Eε(vε) =
ˆ
B1
ε−2|∇ρ¯ε|2 + ρ¯2ε
(|∇Θ|2 + 2∇Θ · ∇ψ˜ + |∇ψ˜|2)
= Eε(Ub,ε) + 2
ˆ
B1
ρ¯2ε∇Θ · ∇ψ˜ +
ˆ
B1
ρ¯2ε|∇ψ˜|2
=
2πD
ε
+ 2
ˆ
B1
ρ¯2ε∇Θ · ∇ψ˜ +
ˆ
B1
ρ¯2ε|∇ψ˜|2 .
(5.4)
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Next we recall that Θ is a harmonic conjugate of h := (1/ε) ln ρ¯ε = ln |Bb|. The function h
is defined globally in B1, having singularities at the points b1, . . . , bD. Moreover,
h = 0 and
∂Θ
∂ν
= −∂h
∂τ
on ∂B1. (5.5)
Therefore,
ˆ
B1
ρ¯2ε∇Θ · ∇ψ˜ = −
ˆ
B1
div(ρ¯2ε∇Θ)ψ˜+
ˆ
∂B1
ρ¯2ε
(
∂Θ
∂ν
)
ψ˜ = −
ˆ
∂B1
ρ¯2ε
(
∂h
∂τ
)
ψ˜ = 0 , (5.6)
where we used the fact that div(ρ¯2ε∇Θ) = 0 and (5.5). Plugging (5.6) in (5.4) yields
Eε(uε) ≤ Eε(vε) ≤ 2πD
ε
+
ˆ
B1
ρ¯2ε|∇ψ˜|2 .
Since the configuration b ∈ BD1 is arbitrary this yields (5.2) which clearly implies (5.1).
5.2 The limit of ln ρε/ε and (ρε − 1)/ε
We begin with a local L∞-bound for |∇ρε|/ε.
Lemma 5.2. For every small η > 0 we have
|∇ρε|/ε ≤ Cη on B1−η \
N⋃
j=1
Bη(aj), ∀ε ∈ (0, 1) . (5.7)
Proof. For simplicity we now drop the subscript ε. From Corollary 4.11 we get that
ˆ
∂B1
|uν|2 + ρ
2
ν
ε2
=
ˆ
∂B1
|uτ |2 ≤ C.
Therefore,ˆ
∂B1
(|ux|2 + |uy|2) + 1
ε2
(ρ2x + ρ
2
y) =
ˆ
∂B1
(|uν|2 + |uτ |2) + 1
ε2
(ρ2ν + ρ
2
τ ) ≤ C. (5.8)
Let us denote, as in (4.77), U =
(
u,
(
1
ε2
− 1)1/2ρ) and consider the two harmonic functions
h1 =
∣∣Ux∣∣2 − ∣∣Uy∣∣2 and h2 = 2Ux · Uy. From (5.8) we deduce thatˆ
∂B1
|h1| =
ˆ
∂B1
∣∣∣∣∣Ux∣∣2 − ∣∣Uy∣∣2∣∣∣ ≤ ˆ
∂B1
∣∣Ux∣∣2 + ∣∣Uy∣∣2 ≤ C. (5.9)
Similarly,ˆ
∂B1
|h2| ≤
ˆ
∂B1
2|Ux||Uy| ≤
ˆ
∂B1
∣∣Ux∣∣2 + ∣∣Uy∣∣2 ≤ C. (5.10)
From (5.9)–(5.10) and the Poisson formula it follows that
‖h1‖L∞(B1−η), ‖h2‖L∞(B1−η) ≤ Cη. (5.11)
Thanks to Theorem 1.1 we have, in particular, that
|∇u| ≤ Cη on B1 \
N⋃
j=1
Bη(aj). (5.12)
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Combining (5.11) with (5.12) yields∣∣∣∣(ρxε )2 − (ρyε )2
∣∣∣∣ ≤ Cη and ∣∣∣(ρxε )(ρyε )∣∣∣ ≤ Cη on B1−η \
N⋃
j=1
Bη(aj). (5.13)
Since (ρ2x − ρ2y)2 + (2ρxρy)2 = (ρ2x + ρ2y)2, (5.7) follows from (5.13).
The next result provides a crucial bound for the energy away from the singularities of u∗.
Proposition 5.3. Let η > 0 satisfy
η <
1
2
min
i 6=j
|ai − aj | and η < min
j
(1− |aj|). (5.14)
Then,
Eε
(
uε;B1 \
N⋃
j=1
Bη(aj)
) ≤ Cη. (5.15)
Proof. For j = 1, . . . , N we denote
mj = mj(ε, η) = min
∂Bη(aj)
ρε and Mj = Mj(ε, η) = max
∂Bη(aj )
ρε . (5.16)
Thanks to (5.7) we have
Mj −mj ≤ Cηε, j = 1, . . . , N.
Actually, connecting pairs of circles from {∂Bη(aj)}Nj=1 to each other by segments allows us
to deduce from (5.7) that
|Mj −mi| ≤ Cηε, i, j = 1, . . . , N. (5.17)
Let us denote m = minj mj . By (5.17) and (5.7) we have
|ρε −m| ≤ Cηε on
N⋃
j=1
(
Bη(aj) \Bη/2(aj)
)
. (5.18)
Next we define a function S ∈ H10 (B1) by
S(x) =

1− ρε(x) x ∈ B1 \
⋃N
j=1Bη(aj),
1− (2
η
)(
(|x− aj | − η2 )ρε(x) + (η − |x− aj|)m
)
x ∈ Bη(aj) \Bη/2(aj), 1 ≤ j ≤ N,
1−m x ∈ Bη/2(aj), 1 ≤ j ≤ N.
(5.19)
Thanks to (5.7) and (5.18) we have
ˆ
B1
|∇S|2 ≤
ˆ
B1\
⋃N
j=1Bη(aj)
|∇ρε|2 + Cηε2 ≤ ε2Eε(uε;B1 \
N⋃
j=1
Bη(aj)) + Cηε
2. (5.20)
Next we apply Trudinger’s inequality to S, similarly to the way it was used in the proof of
[4, Lemma X.5]. It yields, for some universal constants σ1, σ2,ˆ
B1
exp
( |S|
σ1‖∇S‖2
)
≤ σ2|B1|. (5.21)
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In particular, we obtain from (5.21) that
|Bη/2(a1)| exp
(
1−m
σ1‖∇S‖2
)
≤ σ2|B1| ,
which after some manipulations and application of (5.20) leads to
1−m ≤ Cηε
(
Eε
(
uε;B1 \
N⋃
j=1
Bη(aj)
)
+ 1
)1/2
. (5.22)
Next, the same argument that was used in the proof of Proposition 3.2 gives
Eε(uε;
N⋃
j=1
Bη(aj)) ≥ 2
ε
(2πD)
ˆ m
0
t dt =
2πD
ε
m2. (5.23)
Combining (5.22)–(5.23) with the upper bound from (3.8) yields
2πD
ε
m2 + Cη
(1−m)2
ε2
≤ 2πD
ε
+ C,
implying that
1−m ≤ Cηε. (5.24)
Finally, plugging (5.24) in (5.23) yields Eε(uε;
⋃N
j=1Bη(aj)) ≥ 2πDε −Cη, which together with
(3.8) leads to (5.15).
In the course of the proof of Proposition 5.3 we also obtained the necessary information
needed to prove that 1− ρε = O(ε) locally in B1 \ {a1, . . . , aN}. More precisely:
Proposition 5.4. For every small η > 0 we have
1− ρε ≤ Cηε in B1−η \
N⋃
j=1
Bη(aj). (5.25)
Proof. First, combining (5.24) with (5.17) yields
1− ρε ≤ Cηε on
N⋃
j=1
∂Bη(aj). (5.26)
Any point x ∈ B1−η \
⋃N
j=1Bη(aj) can be connected to the closest circle, say ∂Bη(aj0). Using
(5.26) in conjunction with (5.7) we conclude that (1− ρε)(x) ≤ Cηε.
Next we strengthen further our estimate for 1− ρε.
Proposition 5.5.
lim
ε→0
ρε − 1
ε
= lim
ε→0
ln ρε
ε
= Φ0 in C
k
loc
(B1 \ {a1, . . . , aN}), for all k ≥ 1, (5.27)
where Φ0 is the solution of (1.24).
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Proof. The proof is divided to several steps.
Step 1: Convergence of ρε−1
ε
in Ckloc(B1 \ {a1, . . . , aN}).
Let x0 ∈ B1 \ {a1, . . . , aN} be given. Choose η > 0 such that Bη(x0) ⊂ B1 \ {a1, . . . , aN}. By
(2.30) we have
∆
(
ρε − 1
ε
)
= ερε|∇ϕε|2. (5.28)
Denoting as usual the harmonic extension of ρε by ρ˜ε, we set wε :=
ρ˜ε−1
ε
. It is a harmonic
function that thanks to Proposition 5.4 satisfies
‖wε‖L∞(∂Bη(x0)) ≤ C. (5.29)
It follows that
‖wε‖Ck(Bη/2(x0)) ≤ C, ∀k ≥ 1. (5.30)
In particular,
wε → Φ in Ck(Bη/2(x0)) for all k, (5.31)
and the limit Φ is a harmonic function. Now, by (5.28) the function fε := (
ρε−1
ε
)−wε satisfies{
∆fε = ερε|∇ϕε|2 in Bη(x0)
fε = 0 on ∂Bη(x0).
(5.32)
It follows from (5.32) and Theorem 1.1 that ‖fε‖Ck(Bη(x0)) = O(ε), for all k ≥ 1, which in
conjunction with (5.31) yields that
ρε − 1
ε
→ Φ in Ck(Bη/2(x0)) for all k. (5.33)
Since x0 is arbitrary, we deduce the convergence
ρε − 1
ε
→ Φ in Ckloc(B1 \ {a1, . . . , aN}). (5.34)
Step 2: Convergence of lnρε
ε
in Ckloc(B1 \ {a1, . . . , aN}).
To deduce the same convergence for ln ρε/ε, we note first that this function satisfies in
B1 \ {a1, . . . , aN} the equation
∆(ln ρε/ε) = ε
(
|∇ϕε|2 −
( |∇ρε|
ερε
)2)
. (5.35)
By Theorem 1.1 and (5.34) we obtain that locally in B1 \ {a1, . . . , aN}, the R.H.S. of (5.35)
is O(ε). Therefore, by the same argument as in the first part of the proof we can deduce that
also
ln ρε
ε
→ Φ in Ckloc(B1 \ {a1, . . . , aN}), (5.36)
noting that the limit must be the same Φ since locally in B1 \ {a1, . . . , aN} we have
ln ρε
ε
− ρε − 1
ε
= O
((1− ρε)2
ε
)
= O(ε).
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Step 3: Convergence of lnρε
ε
and ρε−1
ε
up to the boundary
We recall that so far we haven’t shown even that |∇ρε|
ε
is bounded up to the boundary. Let
η satisfy
0 < η < min{1− |aj |}Nj=1 . (5.37)
Fix any point b ∈ ∂B1. By Proposition 5.3 we have
Eε(uε;Bη(b) ∩ B1) ≤ C.
Therefore, by Fubini we can choose η˜ ∈ (η/2, η) such that
ˆ
∂Bη˜(b)∩B1
|∇ρε|2
ε2
≤ C ; (5.38)
note the improvement over (4.115). Denoting by q any of the two points in ∂Bη˜(b)∩ ∂B1, we
obtain by the Cauchy-Schwarz inequality that
|ρε(x)− 1| = |ρε(x)− ρε(q)| ≤ Cε, ∀x ∈ ∂Bη˜(b) ∩B1 , (5.39)
which is stronger than (4.116). We can now proceed as in the proof of the estimate around an
interior point. In fact, setting wε :=
ρ˜ε−1
ε
, where, as usual, ρ˜ε denotes the harmonic extension
of ρε from ∂
(
Bη˜(b) ∩B1
)
to Bη˜(b) ∩B1, we have thanks to (5.39) that
‖wε‖L∞(∂(Bη˜(b)∩B1)) ≤ C. (5.40)
Therefore, analogously to (5.30) we have
‖wε‖Ck
loc
(Bη˜(b)∩B1) ≤ C, ∀k ≥ 1. (5.41)
This allows us to repeat argument of Step 2 , using again the equation (5.28), to deduce that
ρε − 1
ε
→ Φ in Ck(Bη˜/2(b) ∩ B1) for all k. (5.42)
We can then argue as above to obtain that also
ln ρε
ε
→ Φ in Ck(Bη˜/2(b) ∩B1) for all k. (5.43)
Since the point b ∈ ∂B1 is arbitrary, we deduce that both convergences, ρε−1ε → Φ and
lnρε
ε
→ Φ, hold in Ck-norm in a neighborhood of the boundary.
Step 4: Identification of the limit Φ as Φ0
We already know that Φ is a harmonic function in B1 \ {a1, . . . , aN}, which is continuous in
B1\{a1, . . . , aN} and satisfies Φ = 0 on ∂B1. Recall the Hopf differentials {χε} introduced in
Subsection 4.4. In the proof of Lemma 5.2 we showed that {χε} are bounded in L∞loc(B1) (see
(5.11)). Therefore, we have χε → χ∗ in Ckloc(B1) where χ∗ is holomorphic in B1 and locally
bounded. In fact, thanks to Step 3 and Theorem 1.1 we can assert that the convergence
actually holds in Ck(B1). On the other hand, because of the convergences
∇uε →∇(eiϕ∗) and ∇ρε
ε
→∇Φ in Ck(B1 \ {aj}Nj=1), (5.44)
37
established in Theorem 1.1, and the previous steps, we have in B1 \ {aj}Nj=1:
χ∗ =
(∂ϕ∗
∂x
)2
−
(∂ϕ∗
∂y
)2
− 2i∂ϕ∗
∂x
· ∂ϕ∗
∂y
+
(∂Φ
∂x
)2
−
(∂Φ
∂y
)2
− 2i
(∂Φ
∂x
)
·
(∂Φ
∂y
)
. (5.45)
Here and in the sequel we use ϕ∗ to denote the phase of u∗, but we keep in mind that this
function is defined only locally in B1 \ {aj}Nj=1, and even there it is determined uniquely only
up to an additive constant in 2πZ. Since χ∗ belongs to L∞(B1), we may take the modulus
in both sides of (5.45) and deduce that
|∇Φ|2 = |∇ϕ∗|2 +O(1) in B1 \ {aj}Nj=1. (5.46)
Since |∇ϕ∗| ∈ Lp(B1) for all p ∈ [1, 2) it follows from (5.46) that also |∇Φ| ∈ Lp(B1) for all
p ∈ [1, 2).
Since Φ is harmonic in B1 \ {a1, . . . , aN} and |∇Φ| ∈ L1loc(B1), we must have
∆Φ =
N∑
j=1
(2πcj)δaj in the distributions sense, (5.47)
for some constants {cj}Nj=1. Therefore we have
Φ(z) =
N∑
j=1
cj ln |z − aj|+H in B1, (5.48)
for some smooth harmonic function H .
We still need to determine the values of {cj}Nj=1. Fix any j and assume for simplicity of
notation that aj = 0. In a punctured neighborhood of 0, B
∗
η = Bη \ {0}, we have
eiϕ∗ = eidjθ+fj , (5.49)
where fj is a smooth harmonic function in a neighborhood of 0 (including 0). Similarly, in
B∗η we have also
Φ(z) = cj ln |z|+ hj , (5.50)
with hj having the same properties as fj . Rewriting (5.45) as(
∂Φ
∂z
)2
= −
(
∂ϕ∗
∂z
)2
+ χ∗/4,
and plugging (5.49)–(5.50), yields(
cj
z
+ 2
∂hj
∂z
)2
= −
(
−idj
z
+ 2
∂fj
∂z
)2
+ χ∗ in B∗η . (5.51)
Multiplying (5.51) by z2 and sending z to zero gives c2j = d
2
j , so that cj = ±dj. Since Φ ≤ 0
(as the limit of ln ρε/ε) we conclude that cj = dj. Using this for all j’s in (5.47) clearly
implies that Φ = Φ0, the function given in (1.24).
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5.3 A precise asymptotic estimate for the energy
Our objective is to prove the lower bound in (1.25). Recall that for the points a1, . . . , aN and
degrees d1, . . . , dN given by Theorem 1.1 we associate the function Φ0 satisfying (1.24) and its
conjugate harmonic function Θ0 (which is well-defined only locally in B1 \ {a1, . . . , aN}); Θ0
is unique up to an additive constant in 2πZ that we can fix arbitrarily. Once a representative
of Θ0 is fixed, the function φ = ϕ∗ − Θ0 is well defined on ∂B1 and we denote by ϕ˜ its
harmonic extension to B1. We keep in mind that ϕ˜ is determined uniquely up to an additive
constant which is an integer multiple of 2π.
Lemma 5.6. For each small λ > 0 we have
Eε(uε) =
2πD
ε
+
ˆ
B1
|∇ϕ˜|2 + oλ(1) + o(λ)ε (1), (5.52)
where o
(λ)
ε (1) denotes a quantity that tends to 0 with ε, for each fixed λ, and oλ(1) denotes a
quantity that tends to 0 with λ (independently of ε).
Proof. Fix a small λ > 0 and denote Ωλ = B1 \
⋃N
j=1Bλ(aj). By Proposition 5.5 and
Theorem 1.1 we have
Eε(uε; Ωλ) =
1
ε2
ˆ
Ωλ
|∇ρε|2 +
ˆ
Ωλ
ρ2ε|∇ϕε|2
=
ˆ
Ωλ
|∇Φ0|2 +
ˆ
Ωλ
|∇ϕ∗|2 + o(λ)ε (1).
(5.53)
Since ϕ∗ = Θ0 + ϕ˜, we have
ˆ
Ωλ
|∇ϕ∗|2 =
ˆ
Ωλ
(
|∇Θ0|2 + 2∇Θ0∇ϕ˜+ |∇ϕ˜|2
)
=
ˆ
Ωλ
|∇Θ0|2 +
ˆ
Ωλ
|∇ϕ˜|2 + 2
N∑
j=1
ˆ
∂Bλ(aj )
∂Θ0
∂ν
ϕ˜ + 2
ˆ
∂B1
∂Θ0
∂ν
ϕ˜ . (5.54)
Here ν stands for the outward normal w.r.t. the domain Ωλ = B1 \
⋃N
j=1Bλ(aj) on each
component of its boundary. Next we use the fact that ∂Θ0
∂ν
= −∂Φ0
∂τ
which implies in particular
that ∂Θ0
∂ν
= 0 on ∂B1. Therefore
ˆ
Ωλ
|∇ϕ∗|2 =
ˆ
Ωλ
|∇Θ0|2 +
ˆ
Ωλ
|∇ϕ˜|2 − 2
N∑
j=1
ˆ
∂Bλ(aj)
∂Φ0
∂τ
ϕ˜ . (5.55)
Since
∣∣∂Φ0
∂τ
∣∣ ≤ C on each ∂Bλ(aj) we have∣∣∣ˆ
∂Bλ(aj)
∂Φ0
∂τ
ϕ˜
∣∣∣ ≤ C‖ϕ˜‖∞(2πλ) = oλ(1). (5.56)
Note that above we could have replaced ‖ϕ˜‖∞ by minm∈N ‖ϕ˜− 2πm‖∞. By (5.55)–(5.56) we
get
ˆ
Ωλ
|∇ϕ∗|2 =
ˆ
Ωλ
|∇Θ0|2 +
ˆ
Ωλ
|∇ϕ˜|2 + oλ(1). (5.57)
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By (5.53),(1.17) and the relation |∇Θ0| = |∇Φ0| we finally get that
Eε(uε; Ωλ) = 2
ˆ
Ωλ
|∇Φ0|2 +
ˆ
Ωλ
|∇ϕ˜|2 + oλ(1) + o(λ)ε (1). (5.58)
We continue to estimate the first integral on the R.H.S. of (5.58). First we define for each
j, mj = mj(λ, ε) = minx∈∂Bλ(aj) ρε(x). By Proposition 5.5 we have
2
ˆ
Ωλ
|∇Φ0|2 = 2
N∑
j=1
ˆ
∂Bλ(aj )
Φ0
∂Φ0
∂ν
= 2
N∑
j=1
ˆ
∂Bλ(aj)
(
ρε − 1
ε
+ o(λ)ε (1)
)
∂Φ0
∂ν
. (5.59)
Note that thanks again to Proposition 5.5 we have∥∥∥∥ρε − 1ε − mj − 1ε
∥∥∥∥
L∞(∂Bλ(aj))
≤ max
x,y∈∂Bλ(aj)
|Φ0(x)−Φ0(y)|+o(λ)ε (1) ≤ oλ(1)+o(λ)ε (1). (5.60)
Therefore, for each j we have
ˆ
∂Bλ(aj)
(
ρε − 1
ε
+ o(λ)ε (1)
)
∂Φ0
∂ν
=
ˆ
∂Bλ(aj )
(
mj − 1
ε
+ oλ(1) + o
(λ)
ε (1)
)
∂Φ0
∂ν
= −2πdj
(
mj − 1
ε
)
+ oλ(1) + o
(λ)
ε (1), (5.61)
where we used the fact that
´
∂Bλ(aj )
∂Φ0
∂ν
= −2πdj thanks to (1.24). Plugging (5.61) in (5.59)
yields
2
ˆ
Ωλ
|∇Φ0|2 = −4π
N∑
j=1
dj
(
mj − 1
ε
)
+ oλ(1) + o
(λ)
ε (1). (5.62)
On the other hand, the argument based on the coarea formula, used in the proof of Propo-
sition 3.2 (and again in (4.27)), gives that
Eε(uε;Bλ(aj)) ≥ 2
ε
ˆ
Bλ(aj)
ρε|∇ρε||∇ϕε| ≥
2πdjm
2
j
ε
, ∀j. (5.63)
Combining (5.58),(5.62) and (5.63) we obtain,
Eε(uε; Ωλ) =
4π
ε
N∑
j=1
dj
(
m2j
2
− (mj − 1)
)
+
ˆ
Ωλ
|∇ϕ˜|2 + oλ(1) + o(λ)ε (1)
=
2πD
ε
+
2π
ε
N∑
j=1
dj(mj − 1)2 +
ˆ
Ωλ
|∇ϕ˜|2 + oλ(1) + o(λ)ε (1)
=
2πD
ε
+
ˆ
Ωλ
|∇ϕ˜|2 + oλ(1) + o(λ)ε (1) ,
(5.64)
where in the last estimate we used the fact that 1−mj ≤ Cλε, implying that (mj − 1)2/ε ≤
Cλε = o
(λ)
ε (1). The desired conclusion (5.52) follows from (5.64) sinceˆ
⋃N
j=1 Bλ(aj)
|∇ϕ˜|2 = oλ(1).
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5.4 Conclusion of the proof of Theorem 1.2
Proof of Theorem 1.2. Assertion (i) follows from Proposition 5.5. The inequality “≤” in
(1.25) was proved in Proposition 5.1. To prove the inequality “≥” we use Lemma 5.6. We
first fix λ and send ε to 0 to get
lim inf
ε→0
Eε(uε)− 2πD
ε
≥
ˆ
B1
|∇ϕ˜|2 + oλ(1). (5.65)
Then, sending λ to 0 in (5.65) yields
lim inf
ε→0
Eε(uε)− 2πD
ε
≥
ˆ
B1
|∇ϕ˜|2,
and the conclusion follows. Finally, assertion (iii) is a direct consequence of assertion (ii).
6 Proof of Proposition 1.1.
This short section is devoted to the proof Proposition 1.1 that provides an explicit expression
for the “excess energy” d2
H1/2
(g,HD(∂Ω)) and clarifies its relation with the renormalized
energy W .
Proof of Proposition 1.1. Recall that in the course of the proof of Theorem 1.2 we saw that
d2H1/2(g,HD(∂Ω)) =
ˆ
Ω
|∇ϕ˜|2, (6.1)
where ϕ˜ is the harmonic extension of the function ψ given on ∂Ω as ψ = ϕ∗ − Θ0, i.e.,
eiψ = g/f0, with f0 = U0
∣∣∣
∂Ω
where U0 = e
iΘ0 . Therefore,
u∗ = U0eiϕ˜ in Ω. (6.2)
Next we apply (1.17) twice, first for u∗,
ˆ
Ωλ
|∇u∗|2 = 2π
(
N∑
j=1
d2j
)
ln(1/λ) +W (a,d, g) +O(λ2), as λ→ 0+, (6.3)
and then for U0,
ˆ
Ωλ
|∇U0|2 = 2π
(
N∑
j=1
d2j
)
ln(1/λ) +W (a,d, f0) +O(λ
2), as λ→ 0+. (6.4)
Since |∇U0| = |∇Θ0| and |∇u∗| = |∇ϕ∗|, we infer from (6.3)–(6.4) and (5.57) that
W (a,d, g) = W (a,d, f0) +
ˆ
Ω
|∇ϕ˜|2. (6.5)
An immediate consequence of (6.5) is that the minimum of W˜ (a,d) is attained by f0. Then,
since d2
H1/2
(g,HD(Ω)) =
´
Ω
|∇ϕ˜|2, we deduce also (1.21) from (6.5).
Finally we turn to the proof of (1.22). Here we need an explicit expression for W˜ (a,d)
in the case Ω = B1. Since now we know that the minimum defining W˜ (a,d) in (1.20) is
attained by f0, we can rely on the formula (6.4) and compute an asymptotic expansion for
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´
Ωλ
|∇Φ0|2 as λ→ 0. This can be done rather easily but a similar computation was already
done in [9, Prop. 1] to obtain
W˜ (a,d) = −2π
∑
j 6=k
djdk ln |aj − ak|+ 2π
∑
j,k
djdk ln |1− a¯jak|. (6.6)
Finally, by (1.19) and (6.6) we obtain that
W (a,d, g)−W˜ (a,d) =
ˆ
∂B1
Φ˜0(g×gτ )−2π
N∑
j=1
djR0(aj)−2π
N∑
j,k=1
djdk ln |1−aja¯k| , (6.7)
and the result follows from (1.21).
7 Appendix: the limit of a thin field model
In this short appendix we will show that the minimization problem of the energy Eε over u ∈
H1g (Ω) (see (1.1)) is the limit of a certain problem defined on a thin film, Ωh := Ω×(0, h) ⊂ R3,
with Ω ⊂ R2 and g : ∂Ω→ S1 as before, when the thickness h goes to zero. We fix ε and for
each h > 0 we let wh = wh,ε denote a minimizer for the problem
min
{
Fh(u) :=
ˆ
Ω×(0,h)
(
1
ε2
− 1
)
|∇|u||2 + |∇u|2 : u ∈ Vh
}
, (7.1)
where
Vh =
{
u ∈ H1(Ωh) : u(x, y, z) = g(x, y) for (x, y, z) ∈ ∂Ω× (0, h), u ⊥ e3 on Ω×{0, h}
}
,
(7.2)
with e3 denoting a unit vector in the direction of the z-axis.
Next, for any u ∈ Vh we use rescaling to define u˜ ∈ H1(Ω× (0, 1)) by setting
u˜(x, y, z) = u(x, y, hz). (7.3)
A simple computation yields that
F˜h(u˜) := h
−1Fh(u) =
ˆ
Ω×(0,1)
(
1
ε2
− 1
)
|∇x,y|u˜||2 + |∇xyu˜|2
+
1
h2
ˆ
Ω×(0,1)
(
1
ε2
− 1
)∣∣∣∂|u˜|
∂z
∣∣∣2 + ∣∣∣∂u˜
∂z
∣∣∣2 . (7.4)
So Problem (7.1) is equivalent to the following problem:
min
{
F˜h(u˜) : u˜ ∈ H1(Ω× (0, 1)), u˜ = g on ∂Ω × (0, 1), u˜ ⊥ e3 on Ω× {0, 1}
}
, (7.5)
for which the minimizer is given by w˜h(x, y, z) = wh(x, y, hz).
Proposition 7.1. For a subsequence we have
lim
hn→0
w˜hn = Uε, (7.6)
where Uε(x, y, z) = uε(x, y), with uε being a minimizer for Eε over H
1
g (Ω).
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Proof. Let uε be any minimizer for Eε over H
1
g (Ω). Clearly Uε is an admissible map for (7.5),
whence
F˜h(w˜h) ≤ F˜h(Uε) = Eε(uε). (7.7)
It follows from (7.7) and (7.4) that
lim
h→0
ˆ
Ω×(0,1)
∣∣∣∂|w˜h|
∂z
∣∣∣2 + ∣∣∣∂w˜h
∂z
∣∣∣2 = 0. (7.8)
Let w˜hn ⇀ Vε weakly in H
1(Ω × (0, 1)). In particular, for the trace we have, w˜hn → Vε
strongly in L2(Ω× {0, 1}) and a.e., so that
Vε ⊥ e3 on Ω× {0, 1}. (7.9)
It follows from (7.8) that Vε is independent of the z-variable, i.e.,Vε(x, y, z) = Vε(x, y). Passing
to the limit in (7.5), using weak lower semicontinuity, we get
ˆ
Ω×(0,1)
(
1
ε2
− 1
)
|∇x,y|Vε||2 + |∇x,yVε|2 = Eε(Vε) ≤ Eε(uε). (7.10)
We conclude that Vε is a minimizer for Eε over H
1
g (Ω) and that {w˜hn} converges strongly to
Vε in H
1(Ω× (0, 1)).
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