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Abstract
In this paper, we study an efficient algorithm for constructing node sets of high-quality
quasi-Monte Carlo integration rules for weighted Korobov, Walsh, and Sobolev spaces. The
algorithm presented is a reduced fast successive coordinate search (SCS) algorithm, which is
adapted to situations where the weights in the function space show a sufficiently fast decay.
The new SCS algorithm is designed to work for the construction of lattice points, and, in a
modified version, for polynomial lattice points, and the corresponding integration rules can
be used to treat functions in different kinds of function spaces. We show that the integra-
tion rules constructed by our algorithms satisfy error bounds of optimal convergence order.
Furthermore, we give details on efficient implementation such that we obtain a considerable
speed-up of previously known SCS algorithms. This improvement is illustrated by numerical
results. The speed-up obtained by our results may be of particular interest in the context of
QMC for PDEs with random coefficients, where both the dimension and the required number
of points are usually very large. Furthermore, our main theorems yield previously unknown
generalizations of earlier results.
Keywords: Numerical integration; lattice points; polynomial lattice points; quasi-Monte Carlo
methods; weighted function spaces; component-by-component construction; successive coordi-
nate search algorithm; fast implementations.
2010 MSC: 65D30, 65D32, 41A55, 41A63.
1 Introduction
Quasi-Monte Carlo (QMC) rules are equal-weight integration rules that are used for approxi-
mating integrals of functions over [0, 1]s,
1
N
N−1∑
n=0
f(xn) ≈
∫
[0,1]s
f(x) dx.
As opposed to Monte Carlo rules, where the integration nodes x0, . . . ,xN−1 are selected at
random, QMC integration is based on the idea of deterministically choosing the integration
node set P = {x0, . . . ,xN−1}; here, the set P is interpreted as a multi-set, i.e., points are
considered taking their multiplicity into account. For introductions to QMC methods and their
applications we refer to [8, 11, 21, 22, 24].
Modern approaches to efficient QMC methods usually consider numerical integration for
elements of Banach spaces, or, using a narrower setting, as in the present paper, for elements
of certain reproducing kernel Hilbert spaces (H, ‖·‖H). For further information on reproducing
kernel Hilbert spaces, see [1], and for details on the relation between such spaces and QMC
theory, we refer to [31, 32]. In this context, the criterion considered for assessing the quality
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of a QMC integration rule based on a node set P = {x0, . . . ,xN−1} for integration in a space
(H, ‖·‖H) is the worst-case error,
eN,s(H,P) := sup
f∈H
‖f‖H≤1
∣∣∣∣∣
∫
[0,1]s
f(x) dx−
1
N
N−1∑
n=0
f(xn)
∣∣∣∣∣ .
In this paper, we investigate special types of QMC rules, namely lattice rules (see, e.g.,
[24, 30] for introductions) and polynomial lattice rules. Here, we solely consider rank-1 lattice
rules which are based on the choice of a positive integer N and a so-called generating vector
z ∈ {0, 1, . . . , N − 1}s. Using these parameters, an N -element lattice point set is given by the
points
xn :=
{nz
N
}
, 0 ≤ n ≤ N − 1.
Here, we write {x} = x − ⌊x⌋ for real numbers x, and apply {·} componentwise for vectors.
Further details on these point sets and the function spaces whose elements can be integrated
numerically using lattice rules will be given below in Section 2.
Polynomial lattice rules, see, e.g., [11, 24] are of a similar structure as lattice rules, but
arithmetic over the reals is replaced by arithmetic of polynomials over finite fields. We will give
further details on polynomial lattice rules in Section 6.
Returning to lattice rules, the crucial question regarding these integration rules is how to find
a generating vector z that guarantees a low worst-case error of integration in a given function
space. In general, there are no explicit constructions of good generating vectors for dimensions
s ≥ 3. One way to find good generating vectors is the component-by-component (CBC) con-
struction, which is based on greedy algorithms choosing one component of the generating vector
at a time. It was shown in [19] for prime N and in [4] for non-prime N that it is possible to find
generating vectors yielding essentially optimal results for certain spaces of s-variate functions
by the CBC construction. Furthermore, it was shown in [28, 29] that the computational cost
of these algorithms is of order O(sN logN). While the technique outlined in [28, 29] is very
sophisticated, and the computational cost of order O(sN logN) is excellent in comparison to
previously known results, there is one drawback that remains. For s and N that are simulta-
neously large this cost may be still too high to construct z. This is for example the case in
recently analyzed PDE applications, see, e.g. [6] and [20], in which the quantity of interest
is given as an infinite-dimensional integral which is approximated by a very high-dimensional
integral using a large number of (polynomial) lattice points. In the paper [5] it was therefore
shown that this order of magnitude can be reduced further under suitable circumstances. The
idea underlying the main result in [5] is to use the concept of weighted function spaces in the
CBC construction. We will now shortly comment on weighted spaces and tractability, in order
to describe the general idea of the paper [5] and also of the present paper.
The idea to use weighted function spaces in the context of quasi-Monte Carlo methods was
introduced in the seminal paper [31]. Motivated by applications from financial mathematics,
where different variables may have very different influence on a computational problem, Sloan
and Woz´niakowski introduced additional parameters in the definition of the function spaces
under consideration, namely weights. These are given by a set of nonnegative real numbers
(γu)u⊆[s]. Here and in the following, we write [s] to denote the index set {1, . . . , s}. The weight
γu models the importance of the projection of a given integrand f in the function space onto the
variables xj with j ∈ u. A small value of γu means that the corresponding group of variables has
only little influence on the problem, whereas a large value of γu means the opposite. A special
but important subcase is the case of product weights, where γu =
∏
j∈u γj for a (usually non-
increasing) sequence (γj)j≥1 of positive integers. In this case, γj can be thought of as modeling
the influence of the variable xj.
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The effect of studying weighted spaces in integration problems is that, if the influence of the
variables (or, in other words, the weights) in the problem decay sufficiently fast for coordinates
with high indices, one can vanquish the curse of dimensionality that is inherent to many high-
dimensional problems. Indeed, under certain summability conditions on the weights, it is even
possible to obtain bounds on the integration error that do not depend on the dimension of the
problem at all. This is a property known as tractability, and we refer to the trilogy of Novak
and Woz´niakowski [25]–[27] for extensive information on this subject.
The paper [5] incorporated the weights of a given function space in the CBC construction of
lattice rules that yield a low integration error for the same function space. Indeed, depending
on the weights, the size of the search space for each component of the generating vector z was
adjusted to the corresponding coordinate weight. This reduction is the motivation for calling
the modified CBC algorithm from [5] a “reduced” CBC construction. It was also shown in [5]
that the reduced CBC construction can be adapted to the existing fast CBC construction of
Nuyens and Cools. Furthermore, it was shown that in the case of sufficiently fast decaying
product weights the computational cost of the resulting reduced fast CBC construction can be
independent of the dimension. These results also hold analogously for the case of polynomial
lattice rules.
A different modification of the fast CBC construction was presented in the recent paper [13],
where a so-called successive coordinate search (SCS) algorithm was presented. In this approach,
one starts with a given generating vector z0 of a lattice rule. Then, the single components of
this starting vector are improved on a step-by-step basis. The difference in the SCS approach,
as opposed to the CBC approach, is that the algorithm has the starting vector as an input and
the generating vector is not constructed from scratch. In particular, one could use the output
of the fast CBC algorithm (or alternatively, of a previous instance of the SCS algorithm) as the
input for the SCS algorithm and thereby further improve on the quality of the corresponding
lattice rule. It is also possible to have a fast implementation of the SCS algorithm which has a
computational cost of O(sN logN), which is the same as that of the fast CBC construction. The
paper [13] contains, apart from a theoretical analysis of the algorithm, also numerical results
on the performance of the SCS algorithms. The numerical results show that the SCS algorithm
can yield a significant improvement of the CBC algorithm for particular parameter settings (in
particular, the performance is influenced by the choice of weights γu in the problem).
In the present paper, we would like to combine the approaches in [5] and [13], and present a
reduced fast SCS algorithm. This algorithm should be particularly well suited for situations in
which one requires the construction of a large number of lattice points in high dimensions, with
sufficiently fast decaying weights. The reduced fast SCS algorithm will again work by improving
on a given starting vector z0, on a step-by-step basis (one component after the other). In
comparison to the usual SCS algorithm presented in [13], however, the search spaces for the
single components of the output vector will be reduced according to the coordinate weights,
thus speeding up the construction method. We are going to show that for suitable choices of
weights the construction cost of the reduced fast SCS algorithm can be made independent of
the dimension, and that its result can be at least as good as that of the reduced fast CBC
construction presented in [5]. Our results will be shown for integration algorithms for functions
in weighted Korobov spaces, but, as we shall see below, they also can be transferred to hold
for certain Sobolev spaces of functions. Apart from introducing and analyzing the reduced SCS
algorithm for the construction of lattice points, our results imply a generalization of the results
that have been presented in the paper [13], in the sense that the SCS algorithm now works for
N being a prime power, and for general coordinate weights (as opposed to prime N and product
weights in [13]).
We will also show that the SCS algorithm, as well as the reduced (fast) SCS algorithm can
be adapted for constructing polynomial lattice rules which can be used for integrating functions
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in Walsh spaces and again certain Sobolev spaces. We stress that the present paper is the first
paper where SCS algorithms for the polynomial lattice rule case are analyzed.
Moreover, we will present numerical results demonstrating that the reduced SCS algorithm
constructs lattice rules which exhibit the same error convergence rate as the (reduced) CBC
construction provided the weights decay sufficiently fast. Additionally, we will demonstrate the
speed of the reduced SCS algorithm via timings. This achieved speed-up in the construction of
lattice rules is of great importance when considering very high-dimensional integration problems
as in, e.g., [6] and [20], and thus promising for further application.
The rest of the paper is structured as follows. In Section 2, we introduce Korobov spaces
and point out how results for these are related to results for Sobolev spaces. Section 3 contains
our main results regarding the reduced SCS construction for lattice rules. This is followed by
remarks on how to obtain a fast implementation of the reduced SCS construction in Section 4
and numerical results for lattice rules in Section 5. We conclude the paper with a section on
corresponding results for polynomial lattice rules.
2 Korobov spaces and related Sobolev spaces
We consider a weighted Korobov space with general weights as studied in [12, 26]. Let us first
introduce some notation. We denote by Z the set of integers, by Z∗ the set of integers excluding
0, and by N the set of positive integers. As above, for s ∈ N we write [s] = {1, 2, . . . , s}.
For a vector x = (x1, . . . , xs) ∈ [0, 1]
s and for u ⊆ [s], we write xu = (xj)j∈u ∈ [0, 1]
|u| and
(xu,0) ∈ [0, 1]
s for the vector (y1, . . . , ys) with yj = xj if j ∈ u and yj = 0 if j 6∈ u. For integer
vectors h ∈ Zs, and u ⊆ [s], we analogously write hu to denote the projection of h onto those
components with indices in u.
As outlined in the introduction, the importance of the different components or groups of
components of the functions from the Korobov space to be defined is specified by a sequence
of positive weights γ = (γu)u⊆[s], where we may assume that γ∅ = 1. The smoothness of the
functions in the space is described with a parameter α > 1.
The weighted Korobov space, denoted by H(Ks,α,γ), is a reproducing kernel Hilbert space
with kernel function
Ks,α,γ(x,y) = 1 +
∑
∅6=u⊆[s]
γu
∏
j∈u
∑
h∈Z∗
exp(2πih(xj − yj))
|h|α

= 1 +
∑
∅6=u⊆[s]
γu
∑
hu∈Z
|u|
∗
exp(2πihu · (xu − yu))∏
j∈u |hj |
α
.
The corresponding inner product is
〈f, g〉Ks,α,γ =
∑
u⊆[s]
γ−1
u
∑
hu∈Z
|u|
∗
∏
j∈u
|hj |
α
 f̂((hu,0))ĝ((hu,0)),
where f̂(h) =
∫
[0,1]s f(t) exp(−2πih · t) dt is the h-th Fourier coefficient of f .
For h ∈ Z∗, we define ρα(h) = |h|
−α, and for h = (h1, . . . , hs) ∈ Z
s
∗ let ρα(h) =
∏s
j=1 ρα(hj).
It is known (see, e.g., [12]) that the squared worst-case error of a lattice rule generated by a
vector z ∈ Zs in the weighted Korobov space H(Ks,α,γ) is given by
e2N,s(z) =
∑
∅6=u⊆[s]
γu
∑
hu∈Du
ρα(hu), (1)
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where
Du :=
{
hu ∈ Z
|u|
∗ : hu · zu ≡ 0 (modN)
}
is called the dual lattice of the lattice generated by z. In order to avoid too many parameters in
the notation, we do not include the weights γ when referring to the worst-case error eN,s, unless
this is essential for the context.
The worst-case error of lattice rules in a Korobov space can be related to the worst-case error
in certain Sobolev spaces. Indeed, consider a tensor product Sobolev space Hsobs,γ of absolutely
continuous functions whose mixed partial derivatives of order 1 in each variable are square
integrable, with norm (see [15])
‖f‖Hsobs,γ =
∑
u⊆[s]
γ−1
u
∫
[0,1]|u|
(∫
[0,1]s−|u|
∂|u|
∂xu
f(x) dx[s]\u
)2
dxu
1/2 ,
where ∂|u|f/∂xu denotes the mixed partial derivative with respect to all variables j ∈ u. As
pointed out in [8, Section 5], the root mean square worst-case error êN,s,γ for QMC integration
in Hsobs,γ using randomly shifted lattice rules (1/N)
∑N−1
k=0 f
({
k
N z +∆
})
, i.e.,
êN,s,γ(z) =
(∫
[0,1)s
e2N,s,γ(z,∆) d∆
)1/2
,
where eN,s,γ(z,∆) is the worst-case error for QMC integration inH
sob
s,γ using a shifted integration
lattice, is essentially the same as the worst-case error e
(2)
N,s,γ in the weighted Korobov space
H(Ks,2,γ) using the unshifted version of the lattice rules. In fact, we have
êN,s,2π2γ(z) = e
(2)
N,s,γ(z), (2)
where 2π2γ denotes the weights ((2π2)|u|γu)∅6=u⊆[s]. For a connection to the so-called anchored
Sobolev space see, e.g., [16, Section 4].
In a slightly different setting, the random shift can be replaced by the tent transform φ(x) =
1 − |1 − 2x| in each variable. For a vector x ∈ [0, 1]s let φ(x) be defined component-wise. Let
e˜N,s,γ(z) be the worst-case error in the unanchored weighted Sobolev space H
sob
s,γ using the QMC
rule (1/N)
∑N−1
k=0 f
(
φ
({
k
N z
}))
. Then it is known due to [9] and [3] that
e˜N,s,π2γ(z) ≤ e
(2)
N,s,γ(z), (3)
where π2γ = (π2|u|γu)∅6=u⊆[s], and that the CBC construction with quality criterion given by
the worst-case error of the Korobov space H(Ks,2,γ) can be used to construct tent-transformed
lattice rules which achieve the almost optimal convergence order in the space Hsobs,π2γ under
appropriate conditions on the weights γ (see [3, Corollary 1]). Hence we also have a direct
connection between integration in the Korobov space using lattice rules and integration in the
unanchored Sobolev space using tent-transformed lattice rules.
Thus, the results that will be shown in the following are valid for the root mean square
worst-case error and the worst-case error using tent-transformed lattice rules in the unanchored
Sobolev space as well as for the worst-case error in the Korobov space. Hence it suffices to state
them only for eN,s. Equation (2) can be used to obtain results also for êN,s,γ and Equation (3)
can be used to obtain results for e˜N,s,γ.
What is more, there is also a connection between the worst-case errors for numerical inte-
gration using polynomial lattice rules in the Walsh space that we will introduce in Section 6 and
the anchored [7, Section 5] and unanchored [10, Section 6] Sobolev space.
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3 The reduced successive coordinate search algorithm
Let the number of quadrature points N = bm be a power of a prime number b, and m ∈ N.
Furthermore, we assume general weights γu, u ⊆ [s].
We further assume we are given non-negative integers wj ordered in a non-decreasing fashion,
i.e., 0 ≤ w1 ≤ w2 ≤ w3 ≤ · · · . Additionally, we set s
∗ as the largest j such that wj < m. Next
we define the reduced search space ZN,wj for the j-th component of the generating vector as
ZN,wj =
{
{z ∈ {1, 2, . . . , bm−wj − 1} : gcd(z,N) = 1} if wj < m,
{1} if wj ≥ m,
and Yj = b
wj for j ∈ {1, . . . , s}. Then we consider the following algorithm for the construction
of the generating vector z based on some initial vector z0.
Algorithm 1. Let N = bm be a prime power, let γu, u ⊆ [s], be general weights, and let the
worst-case error eN,s in the weighted Korobov space H(Ks,α,γ) be defined as in Section 2. Let
w1 ≤ w2 ≤ · · · ≤ ws and Yj = b
wj for j ∈ {1, . . . , s}. Then we construct the generating vector
z = (Y1z1, . . . , Yszs) as follows.
• Input: Starting vector z0 = (z01 , . . . , z
0
s ) ∈ {0, 1, . . . , N − 1}
s.
• For d ∈ [s] assume z1, . . . , zd−1 have already been selected. Then choose zd ∈ ZN,wd such
that e2N,s((Y1z1, . . . , Yd−1zd−1, Ydzd, z
0
d+1, . . . , z
0
s )) is minimized as a function of zd.
• Increase d until z1, . . . , zs are found.
Theorem 1. Let the assumptions in Algorithm 1 hold. Let z = (Y1z1, . . . , Yszs) be constructed
by Algorithm 1. Then, for λ ∈ ( 1α , 1], the squared worst-case error e
2
N,s(z) satisfies
e2N,s((Y1z1, . . . , Yszs)) ≤
 s∑
d=1
∑
d∈u⊆[s]
γ λ
u
2(2ζ(αλ))|u|
bmax(0,m−wd)
 1λ .
Proof. By (1), we have for ξ = (ξ1, . . . , ξs) ∈ {1, . . . , N − 1}
s,
e2N,s(ξ) =
∑
∅6=u⊆[s]
γu
∑
hu∈Du(ξu)
ρα(hu)
with Du(ξu) = {hu ∈ Z
|u|
∗ : hu · ξu ≡ 0 (modN)}. We introduce the following notation:
gu(ξu) := γu
∑
hu∈Du(ξu)
ρα(hu),
Rd(ξ) :=
∑
d∈u⊆[d]
gu(ξu),
and hence we obtain
e2N,s(ξ) =
∑
∅6=u⊆[s]
gu(ξu) =
s∑
d=1
Rd(ξ).
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In the following we write, for d ∈ {1, . . . , s}, z(d) := (Y1z1, . . . , Yd−1zd−1, Ydzd, z
0
d+1, . . . , z
0
s ).
As minimizing e2N,s(z
(d)) as a function of zd is equivalent to minimizing only those parts that
depend on zd, namely
θd(z
(d)) :=
∑
d∈u⊆[s]
gu(z
(d)
u ),
we consider this quantity for all d and note that
e2N,s(z) =
s∑
d=1
Rd(Y1z1, . . . , Yszs) =
s∑
d=1
∑
d∈u⊆[d]
gu(zu) ≤
s∑
d=1
∑
d∈u⊆[s]
gu(z
(d)
u ) =
s∑
d=1
θd(z
(d)).
We shall now make use of an inequality which is sometimes referred to as Jensen’s inequality
(see [14, 17]):
M∑
i=1
ai ≤
(
M∑
i=1
api
)1/p
for 0 ≤ p ≤ 1 and a1, . . . , aM ≥ 0.
Using Jensen’s inequality we obtain, for λ ∈ ( 1α , 1],
(
e2N,s(z)
)λ
≤
(
s∑
d=1
θd(z
(d))
)λ
≤
s∑
d=1
θλd (z
(d)).
By the standard averaging argument we obtain that, since the best choice for zd is at least as
good as the average,
θλd (z
(d)) = θλd (Y1z1, . . . , Ydzd, z
0
d+1, . . . , z
0
s )
≤
1
|ZN,wd |
∑
z∈ZN,wd
θλd (Y1z1, . . . , Yd−1zd−1, Ydz, z
0
d+1, . . . , z
0
s ).
We now use the notation zˆ(d) = zˆ(d)(z) := (Y1z1, . . . , Yd−1zd−1, Ydz, z
0
d+1, . . . , z
0
s ). For the sake
of readability, we will sometimes write zˆ(d) = (zˆ1, . . . , zˆs) for short. Next, we establish an upper
estimate for the quantity θλd (zˆ
(d)) for each d ∈ {1, . . . , s},
θλd (zˆ
(d)) =
 ∑
d∈u⊆[s]
gu(zˆ
(d)
u )
λ ≤ ∑
d∈u⊆[s]
γλ
u
∑
hu∈Du(zˆ
(d)
u )
ραλ(hu)
= γλ{d}
∑
hd∈D{d}(Ydz)
ραλ(hd) +
∑
∅6=v⊆[s]
d/∈v
γλ
v∪{d}
∑
hd∈Z∗
ραλ(hd)
∑
hv∈Z
|v|
∗∑
j∈v hj zˆj≡−hdYdz (N)
ραλ(hv),
where we used Jensen’s inequality twice to obtain the first estimate, and where we write (N) to
denote mod N for short. This implies in turn that
θλd (z
(d)) ≤
1
|ZN,wd|
∑
z∈ZN,wd
θλd (zˆ
(d)) ≤ T1 + T2,
where
T1 =
1
|ZN,wd |
∑
z∈ZN,wd
γλ{d}
∑
hd∈D{d}(Ydz)
ραλ(hd)
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and
T2 =
1
|ZN,wd |
∑
z∈ZN,wd
∑
∅6=v⊆[s]
d/∈v
γλ
v∪{d}
∑
hd∈Z∗
ραλ(hd)
∑
hv∈Z
|v|
∗∑
j∈v hj zˆj≡−hdYdz (N)
ραλ(hv).
For T1 we consider the two possible cases wd ≥ m and wd < m. Then we obtain:
• If wd ≥ m, then z ∈ ZN,wd = {1} and b
m = N is a divisor of bwd so that
T1 = γ
λ
{d}
∑
hd∈Z∗
bwdhd≡0 (N)
ραλ(hd) = γ
λ
{d}
∑
hd∈Z∗
ραλ(hd) = γ
λ
{d}2ζ(αλ) = γ
λ
{d}
2ζ(αλ)
bmax(0,m−wd)
.
• If wd < m, then hdb
wdz ≡ 0 (N), i.e., bwdhdz = kb
m for some k ∈ Z, is equivalent to
hdz = kb
m−wd for some k ∈ Z. Now if z|k bm−wd then, since z ∈ ZN,wd, we have b
ℓ 6 |z for
all ℓ = 1, . . . ,m− wd which implies that z|k, i.e., k = k
′z for some k′ ∈ Z. Hence
hdb
wdz ≡ 0 (N)⇔ bwdhdz = kb
m ⇔ hdz = kb
m−wd ⇔ hdz = k
′zbm−wd
⇔ hd = k
′bm−wd ⇔ bm−wd |hd,
and we obtain
T1 =
1
|ZN,wd |
∑
z∈ZN,wd
γλ{d}
∑
hd∈Z∗
Ydhdz≡0 (N)
ραλ(hd) =
1
|ZN,wd |
∑
z∈ZN,wd
γλ{d}
∑
hd∈Z∗
bm−wd |hd
ραλ(hd)
= γλ{d}
∑
hd∈Z∗
ραλ(b
m−wdhd) = γ
λ
{d}
∑
hd∈Z∗
b−αλ(m−wd)ραλ(hd)
= γλ{d}b
−αλ(m−wd)2ζ(αλ) ≤ γλ{d}
2ζ(αλ)
bmax(0,m−wd)
.
Therefore, in both possible cases, it holds that
T1 ≤ γ
λ
{d}
2ζ(αλ)
bmax(0,m−wd)
.
Similarly, we investigate the term T2 for both cases.
• If wd ≥ m, then z ∈ ZN,wd = {1} and b
max(0,m−wd) = b0 = 1, and so
T2 =
∑
∅6=v⊆[s]
d/∈v
γλ
v∪{d}
∑
hd∈Z∗
ραλ(hd)
∑
hv∈Z
|v|
∗∑
j∈v hj zˆj≡−hdYd (N)
ραλ(hv)
≤
∑
hd∈Z∗
ραλ(hd)
∑
∅6=v⊆[s]
d/∈v
γλ
v∪{d}
∑
hv∈Z
|v|
∗
ραλ(hv)
=
2ζ(αλ)
bmax(0,m−wd)
∑
∅6=v⊆[s]
d/∈v
γλ
v∪{d}
∑
hv∈Z
|v|
∗
ραλ(hv)
=
2ζ(αλ)
bmax(0,m−wd)
∑
∅6=v⊆[s]
d/∈v
γλ
v∪{d}(2ζ(αλ))
|v| =
∑
∅6=v⊆[s]
d/∈v
γλ
v∪{d}
(2ζ(αλ))|v|+1
bmax(0,m−wd)
=
∑
{d}6=u⊆[s]
d∈u
γλ
u
(2ζ(αλ))|u|
bmax(0,m−wd)
.
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• If wd < m, then, with |ZN,wd | = b
m−wd−1(b− 1), we get
T2 =
1
bm−wd−1(b− 1)

∑
z∈ZN,wd
∑
∅6=v⊆[s]
d/∈v
γλ
v∪{d}
∑
hd∈Z∗
hd≡0 (b
m−wd )
ραλ(hd)
∑
hv∈Z
|v|
∗∑
j∈v hj zˆj≡−hdYdz (N)
ραλ(hv)
+
∑
z∈ZN,wd
∑
∅6=v⊆[s]
d/∈v
γλ
v∪{d}
∑
hd∈Z∗
hd 6≡0 (b
m−wd )
ραλ(hd)
∑
hv∈Z
|v|
∗∑
j∈v hj zˆj≡−hdYdz (N)
ραλ(hv)

= T2,1 + T2,2,
where
T2,1 =
1
bm−wd−1(b− 1)
∑
z∈ZN,wd
∑
∅6=v⊆[s]
d/∈v
γλ
v∪{d}
∑
hd∈Z∗
hd≡0 (b
m−wd )
ραλ(hd)
∑
hv∈Z
|v|
∗∑
j∈v hj zˆj≡−hdYdz (N)
ραλ(hv)
and
T2,2 =
1
bm−wd−1(b− 1)
∑
z∈ZN,wd
∑
∅6=v⊆[s]
d/∈v
γλ
v∪{d}
∑
hd∈Z∗
hd 6≡0 (b
m−wd )
ραλ(hd)
∑
hv∈Z
|v|
∗∑
j∈v hj zˆj≡−hdYdz (N)
ραλ(hv).
For T2,1 we see that if hd ≡ 0 (b
m−wd) then hdYdz ≡ 0 (N). Thus
T2,1 =
1
bm−wd−1(b− 1)
∑
z∈ZN,wd
∑
∅6=v⊆[s]
d/∈v
γλ
v∪{d}
∑
hd∈Z∗
hd≡0 (b
m−wd )
ραλ(hd)
∑
hv∈Z
|v|
∗∑
j∈v hj zˆj≡0 (N)
ραλ(hv)
=
∑
∅6=v⊆[s]
d/∈v
γλ
v∪{d}
∑
hd∈Z∗
ραλ(b
m−wdhd)
∑
hv∈Z
|v|
∗∑
j∈v hj zˆj≡0 (N)
ραλ(hv)
=
2ζ(αλ)
(bm−wd)αλ
∑
∅6=v⊆[s]
d/∈v
γλ
v∪{d}
∑
hv∈Z
|v|
∗∑
j∈v hj zˆj≡0 (N)
ραλ(hv)
≤
4ζ(αλ)
bm−wd
∑
∅6=v⊆[s]
d/∈v
γλ
v∪{d}
∑
hv∈Z
|v|
∗∑
j∈v hj zˆj≡0 (N)
ραλ(hv).
For T2,2 we see that since hd 6≡ 0 (b
m−wd), which is equivalent to hd 6= kb
m−wd , for any
k ∈ Z, and since z ∈ ZN,wd , it holds that hdYdz 6≡ 0 (N). Also if z1 6= z2 and z1, z2 ∈ ZN,wd
then hdYdz1 6≡ hdYdz2 (N).
Hence we obtain
T2,2 =
1
bm−wd−1(b− 1)
∑
z∈ZN,wd
∑
∅6=v⊆[s]
d/∈v
γλ
v∪{d}
∑
hd∈Z∗
hd 6≡0 (b
m−wd )
ραλ(hd)
∑
hv∈Z
|v|
∗∑
j∈v hj zˆj≡−hdYdz (N)
ραλ(hv)
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≤
1
bm−wd−1(b− 1)
∑
∅6=v⊆[s]
d/∈v
γλ
v∪{d}
∑
hd∈Z∗
hd 6≡0 (b
m−wd )
ραλ(hd)
∑
hv∈Z
|v|
∗∑
j∈v hj zˆj 6≡0 (N)
ραλ(hv)
≤
2
bm−wd
∑
∅6=v⊆[s]
d/∈v
γλ
v∪{d}
∑
hd∈Z∗
ραλ(hd)
∑
hv∈Z
|v|
∗∑
j∈v hj zˆj 6≡0 (N)
ραλ(hv)
=
4ζ(αλ)
bm−wd
∑
∅6=v⊆[s]
d/∈v
γλ
v∪{d}

∑
hv∈Z
|v|
∗
ραλ(hv)−
∑
hv∈Z
|v|
∗∑
j∈v hj zˆj≡ 0 (N)
ραλ(hv)
 .
Thus, we obtain for T2,
T2 = T2,1 + T2,2 ≤
4ζ(αλ)
bm−wd
∑
∅6=v⊆[s]
d/∈v
γλ
v∪{d}
∑
hv∈Z
|v|
∗
ραλ(hv)
=
∑
∅6=v⊆[s]
d/∈v
γλ
v∪{d}
2(2ζ(αλ))|v|+1
bmax(0,m−wd)
=
∑
{d}6=u⊆[s]
d∈u
γλ
u
2(2ζ(αλ))|u|
bmax(0,m−wd)
.
Combining both cases, T2 is always bounded by
T2 ≤
∑
{d}6=u⊆[s]
d∈u
γλ
u
2(2ζ(αλ))|u|
bmax(0,m−wd)
.
Hence, for the quantity θλd (z
(d)) we see that
θλd (z
(d)) ≤ T1 + T2 ≤ γ
λ
{d}
2ζ(αλ)
bmax(0,m−wd)
+
∑
{d}6=u⊆[s]
d∈u
γλ
u
2(2ζ(αλ))|u|
bmax(0,m−wd)
≤
∑
d∈u⊆[s]
γλ
u
2(2ζ(αλ))|u|
bmax(0,m−wd)
,
and so the squared worst-case error is bounded by
(
e2N,s(z)
)λ
≤
s∑
d=1
θλd (z
(d)) ≤
s∑
d=1
∑
d∈u⊆[s]
γλ
u
2(2ζ(αλ))|u|
bmax(0,m−wd)
which proves the claim. ✷
Corollary 2. Let the assumptions in Algorithm 1 hold. Let z = (Y1z1, . . . , Yszs) be constructed
by Algorithm 1. Then we have for all δ ∈ (0, α−12 ] that
eN,s(z) ≤ Cs,α,γ,δ N
−α/2+δ,
where
Cs,α,γ,δ :=
2 s∑
d=1
∑
d∈u⊆[s]
γ
1
α−2δ
u
(
2ζ
(
α
α− 2δ
))|u|
bwd
α/2−δ .
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For δ ∈ (0, α−12 ] and q ≥ 0, define
Cδ,q := sup
s∈N
 2
sq
s∑
d=1
∑
d∈u⊆[s]
γ
1
α−2δ
u
(
2ζ
(
α
α− 2δ
))|u|
bwd
 .
If Cδ,q <∞ for some δ ∈ (0,
α−1
2 ] and q ≥ 0 then
eN,s(z) ≤ (s
qCδ,q)
α/2−δN−α/2+δ .
If Cδ,0 <∞ for some δ ∈ (0,
α−1
2 ] then
eN,s(z) ≤ (Cδ,0)
α/2−δN−α/2+δ.
Proof. By Theorem 1 we have, for λ ∈ ( 1α , 1], that
(
e2N,s(z)
)λ
≤
s∑
d=1
∑
d∈u⊆[s]
γλ
u
2(2ζ(αλ))|u|
bmax(0,m−wd)
and thus, since b−max(0,m−wd) = bmin(0,wd−m) = b−m bmin(m,wd) ≤ b−m bwd = 1N b
wd ,
(
e2N,s(z)
)λ
≤
s∑
d=1
∑
d∈u⊆[s]
γλ
u
2(2ζ(αλ))|u|
bmax(0,m−wd)
≤
2
N
s∑
d=1
∑
d∈u⊆[s]
γλ
u
(2ζ(αλ))|u|bwd .
Setting 1λ = α − 2δ, this shows the first assertion in the corollary. The proof of the further
assertions is straightforward. ✷
Let us, for the next corollary, assume that we have product weights, i.e., γu =
∏
j∈u γj
for u ⊆ [s], where the γj are elements of an infinite, non-increasing sequence of positive reals,
(γj)j≥1.
Corollary 3. Let the assumptions in Algorithm 1 hold. Let z = (Y1z1, . . . , Yszs) be constructed
by Algorithm 1. Then we have for all δ ∈ (0, α−12 ] that
eN,s(z) ≤ Cs,α,γ,δ N
−α/2+δ,
where
Cs,α,γ,δ :=
((
s∑
d=1
γ
1
α−2δ
d b
wd
)(
4ζ
(
α
α− 2δ
)) s−1∏
d=1
(
1 + γ
1
α−2δ
d 2ζ
(
α
α− 2δ
)))α/2−δ
.
Furthermore, the constant Cs,α,γ,δ is bounded independently of the dimension s if
∞∑
d=1
γ
1
α−2δ
d b
wd <∞.
Proof. Similar to the proof of Corollary 2, we see that
(
e2N,s(z)
)λ
≤
2
N
s∑
d=1
∑
d∈u⊆[s]
γλ
u
(2ζ(αλ))|u|bwd .
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Thus,
(
e2N,s(z)
)λ
≤
2
N
s∑
d=1
 ∑
u⊆[s]\{d}
γλ
u
(2ζ(αλ))|u|
(γλd 2 ζ(αλ) bwd)
≤
2
N
s∑
d=1
(
γλd b
wd
)
(2 ζ(αλ)) max
d=1,...,s
 ∑
u⊆[s]\{d}
γλ
u
(2ζ(αλ))|u|

=
2
N
s∑
d=1
(
γλd b
wd
)
(2 ζ(αλ)) max
d=1,...,s
 s∏
j=1
j 6=d
(
1 + γλj 2ζ(αλ)
)
=
2
N
s∑
d=1
(
γλd b
wd
)
(2 ζ(αλ))
s−1∏
j=1
(
1 + γλj 2ζ(αλ)
)
.
Hence we have that
eN,s(z) ≤
(
1
N
) 1
2λ
 s∑
d=1
(
γλd b
wd
)
(4 ζ(αλ))
s−1∏
j=1
(
1 + γλj 2ζ(αλ)
) 12λ ,
and setting 1λ = α− 2δ this gives
eN,s(z) ≤ N
−α
2
+δ
 s∑
d=1
(
γ
1
α−2δ
d b
wd
)(
4ζ
(
α
α− 2δ
)) s−1∏
j=1
(
1 + γ
1
α−2δ
j 2ζ
(
α
α− 2δ
))α/2−δ
= Cs,α,γ,δ N
−α
2
+δ.
Furthermore, note that since
s−1∏
j=1
(
1 + γ
1
α−2δ
j 2ζ
(
α
α− 2δ
))
= exp
log
s−1∏
j=1
(
1 + γ
1
α−2δ
j 2ζ
(
α
α− 2δ
)) ,
and (as log(1 + x) ≤ x)
log
s−1∏
j=1
(
1 + γ
1
α−2δ
j 2ζ
(
α
α− 2δ
)) = s−1∑
d=1
log
(
1 + γ
1
α−2δ
j 2ζ
(
α
α− 2δ
))
≤ 2ζ
(
α
α− 2δ
) s−1∑
d=1
γ
1
α−2δ
j
≤ 2ζ
(
α
α− 2δ
) ∞∑
d=1
γ
1
α−2δ
j b
wd ,
the constant Cs,α,γ,δ is finite, and therefore bounded independently of the dimension s, if
∞∑
d=1
γ
1
α−2δ
j b
wd <∞.
✷
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A straightforward but important consequence of Algorithm 1 and Theorem 1 is that we obtain
a generalization of one of the main results in [13]. In that paper, the (unreduced) SCS algorithm
was considered for prime N and for product weights. The following theorem generalizes this
result to prime powers N and to arbitrary weights.
Theorem 4. Let N = bm be a prime power, let γu, u ⊆ [s], be general weights, and let the
worst-case error eN,s in the weighted Korobov space H(Ks,α,γ) be defined as in Section 2. Let
z0 ∈ {0, 1, . . . , N − 1}s be an arbitrary initial vector. Then Algorithm 1 applied with w1 = · · · =
ws = 0 constructs z = (z1, . . . , zs) such that, for λ ∈ (
1
α , 1], the squared worst-case error e
2
N,s(z)
satisfies
e2N,s((z1, . . . , zs)) ≤
 s∑
d=1
∑
d∈u⊆[s]
γ λ
u
2(2ζ(αλ))|u|
bm
 1λ .
In particular, eN,s(z) ∈ O(N
−α/2+δ) for δ arbitrarily close to zero, where the implied constant
is independent of s if
Cδ := sup
s∈N
2 s∑
d=1
∑
d∈u⊆[s]
γ
1
α−2δ
u
(
2ζ
(
α
α− 2δ
))|u| <∞.
Proof. The result follows immediately by considering Algorithm 1, Theorem 1, and Corollary 2
for the special case w1 = w2 = · · · = wd = 0. ✷
4 Fast SCS construction for product weights
For product weights γu =
∏
j∈u γj and ξ = (ξ1, . . . , ξs) ∈ {0, 1, . . . , N − 1}
s, the squared worst-
case error can be written as
e2N,s(ξ) = −1 +
1
N
N−1∑
k=0
s∏
j=1
(
1 + γj ω
({
kξj
N
}))
,
where ω is a real-valued function satisfying ω(x) = ω(1− x) for x ∈ [0, 1], cf., e.g., [18] and [19].
For our purposes, we assume that the function ω can be evaluated in N distinct arguments at
a cost of at most O(N logN); this assumption is justified for the setting studied in this paper,
see, e.g., [22]. Now, for one step of the reduced SCS algorithm with wd < m, we need to find a
component zd ∈ ZN,wd such that e
2
N,s((Y1z1, . . . , Yd−1zd−1, Ydzd, z
0
d+1, . . . , z
0
s )) is minimized as a
function of zd. This is obviously equivalent to minimizing
N−1∑
k=0
(
1 + γd ω
({
kYdzd
N
}))
qd(k) =
N−1∑
k=0
qd(k) + γd
N−1∑
k=0
ω
({
kYdzd
N
})
qd(k)
as a function of zd, where Yd = b
wd and
qd(k) :=
d−1∏
j=1
(
1 + γj ω
({
kYjzj
N
})) s∏
j=d+1
(
1 + γj ω
({
kz0j
N
})) .
Thus, the component zd is given by the z ∈ ZN,wd which minimizes
Td(z) =
N−1∑
k=0
ω
(
kbwdz mod N
N
)
qd(k).
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In the following we write ZN to denote the set of integers {0, 1, . . . , N − 1}. We note that Td(z)
can be calculated simultaneously for all z ∈ ZN,wd as the matrix-vector product of the reduced
matrix
Ωbm,w :=
[
ω
(
kbwz mod N
N
)]
z∈ZN,w
k∈ZN
=
[
ω
(
kbwz mod bm
bm
)]
z∈ZN,w
k∈Zbm
with w = wd, and the vector qd = (qd(0), qd(1), . . . , qd(N − 1)) ∈ R
N .
4.1 The block-circulant structure of Ωbm,w
Due to the reduction of the search space from Ubm = {z ∈ {1, 2, . . . , b
m − 1} : gcd(z, b) = 1} to
ZN,w = {z ∈ {1, 2, . . . , b
m−w − 1} : gcd(z, b) = 1} = Ubm−w ,
with w < m, the matrix Ωbm,w is of special block-circulant structure which allows a fast com-
putation of the above matrix-vector product. The following two theorems, which will be shown
in a combined proof, illustrate this structure for the cases b 6= 2 and b = 2, respectively.
In the following, for t, r ≥ 1, we denote by 〈〈g〉〉br the set {g
i mod br | 0 ≤ i ≤ ϕ(b
r)
2 − 1},
and furthermore set 1t ⊗ A and A⊗ 1t as the vertical and horizontal stacking of t instances of
the matrix A, respectively.
Theorem 5. For b 6= 2, w < m, and ω : [0, 1] → R such that ω(x) = ω(1 − x), the reduced
matrix
Ωbm,w :=
[
ω
(
kbwz mod bm
bm
)]
z∈ZN,w
k∈Zbm
can, with respect to a generator g of Ubm, be reordered to
Ω
〈g〉
bm,w :=
[
1b0 ⊗B
〈g〉
bm−w
∣∣∣ 1b1 ⊗B〈g〉bm−w−1 ∣∣∣ . . . ∣∣∣ 1bm−w−1 ⊗B〈g〉b1 ∣∣∣ 1ϕ(bm−w) ⊗ (ω(0) ⊗ 1bw)] ,
where for ℓ ∈ {w + 1, w + 2, . . . ,m} and r ∈ {1, . . . ,m} we define
B
〈g〉
bℓ−w
:=
M 〈g〉bℓ−w ⊗ 12bw
M
〈g〉
bℓ−w
⊗ 12bw
 and M 〈g〉br := [ω(kz mod brbr
)]
z∈〈〈g〉〉br
k∈〈〈g−1〉〉br
.
Thus, B
〈g〉
bℓ−w
, and therefore also Ω
〈g〉
bm,w, consists of circulant blocks M
〈g〉
bℓ−w
.
Theorem 6. For b = 2, w < m, and ω : [0, 1] → R such that ω(x) = ω(1 − x), the reduced
matrix
Ω2m,w :=
[
ω
(
k2wz mod 2m
2m
)]
z∈ZN,w
k∈Z2m
can be reordered with respect to the divisors of 2m and g = 5 as
Ω
〈g〉
2m,w :=
[
120 ⊗B
〈g〉
2m−w
∣∣∣ 121 ⊗B〈g〉2m−w−1 ∣∣∣ . . . ∣∣∣ 12m−w−2 ⊗B〈g〉22 ∣∣∣
12m−w−1 ⊗ (ω(1/2) ⊗ 12w)
∣∣∣ 12m−w−1 ⊗ (ω(0) ⊗ 12w)] ,
where for ℓ ∈ {w + 2, w + 3, . . . ,m} and r ∈ {1, . . . ,m} we define
B
〈g〉
2ℓ−w
:=
M 〈g〉2ℓ−w ⊗ 12w+1
M
〈g〉
2ℓ−w
⊗ 12w+1
 and M 〈g〉2r := [ω(kz mod 2r2r
)]
z∈〈〈g〉〉2r
k∈〈〈g−1〉〉2r
.
Thus, B
〈g〉
2ℓ−w
, and therefore also Ω
〈g〉
2m,w, consists of circulant blocks M
〈g〉
2ℓ−w
.
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Proof. To prove Theorems 5 and 6 consider Theorems 4.2 and 4.3 in [2] which show how the
unreduced matrix Ωbm = Ωbm,0 can be reordered with respect to the divisors of b
m based on
the circulant matrices M
〈g〉
br . Since the matrix Ωbm,w can be obtained from Ωbm by replacing k
by kbw and only using the rows for which z ∈ Ubm−w , the matrix Ωbm,w inherits the structure
of Ωbm . This becomes evident by considering the above substitution for the circulant matrices
M
〈g〉
br . For 0 ≤ w < r we obtain that[
ω
(
kzbw mod br
br
)]
z∈〈〈g〉〉br
k∈〈〈g−1〉〉br
=
[
ω
(
kz mod br−w
br−w
)]
z∈〈〈g〉〉br
k∈〈〈g−1〉〉br
. (4)
Next, note that for b = 2 and b 6= 2 the set Ubr can be written as
Ubr = 〈〈g〉〉br ∪ (−1)〈〈g〉〉br ,
where (−1)〈〈g〉〉br = {−g
i mod br | 0 ≤ i ≤ ϕ(b
r)
2 − 1}. For b 6= 2 this follows from the fact that
for the cyclic group Ubr with generator g we always have that −1 ≡ g
ϕ(br)/2. Hence, coming
back to Equation (4), we see that the two variables z and k iterate through the sets
〈〈a〉〉br−w ∪ (−1)〈〈a〉〉br−w ∪ 〈〈a〉〉br−w ∪ . . . ∪ 〈〈a〉〉br−w ∪ (−1)〈〈a〉〉br−w︸ ︷︷ ︸
b
w
times
for a = g and a = g−1, respectively. Thus, for 0 ≤ w ≤ r− 2, the matrices M
〈g〉
br with respect to
the substitution k˜ = kbw are given by
M
〈g〉
br =
[
ω
(
kzbw mod br
br
)]
z∈〈〈g〉〉br
k∈〈〈g−1〉〉br
=
[
ω
(
kz mod br−w
br−w
)]
z∈〈〈g〉〉br
k∈〈〈g−1〉〉br
=

M
〈g〉
br−w
M
〈g〉
br−w
· · · M
〈g〉
br−w
M
〈g〉
br−w
M
〈g〉
br−w
· · · M
〈g〉
br−w
...
...
. . .
...
M
〈g〉
br−w
M
〈g〉
br−w
· · · M
〈g〉
br−w

︸ ︷︷ ︸
b
w
times
b
w
times =

M
〈g〉
br−w
⊗ 1bw
M
〈g〉
br−w
⊗ 1bw
...
M
〈g〉
br−w
⊗ 1bw

 b
w
times,
where the penultimate equality follows through the reasoning above and since ω(x) = ω(1− x).
The same statement holds true for w = r − 1 and b 6= 2. For the case b = 2 and w = r − 1 we
obtain a special case since then the above substitution yields
M
〈g〉
2r =
[
ω
(
kz2r−1 mod 2r
2r
)]
z∈〈〈g〉〉2r
k∈〈〈g−1〉〉2r
=
[
ω
(
kz mod 2
2
)]
z∈〈〈g〉〉2r
k∈〈〈g−1〉〉2r
= ω(1/2)

1 1 · · · 1
1 1 · · · 1
...
...
. . .
...
1 1 · · · 1
 ∈ R2r−2×2r−2 .
For w ≥ r the matrix M
〈g〉
br reduces to
M
〈g〉
br =
[
ω
(
kzbw mod br
br
)]
z∈〈〈g〉〉br
k∈〈〈g−1〉〉br
= ω(0)

1 1 · · · 1
1 1 · · · 1
...
...
. . .
...
1 1 · · · 1
 ∈ Rϕ(br)2 ×ϕ(br)2 .
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For the special case b = 2 there occurs the additional term B
〈g〉
21
= [ω(1/2)] in Thm. 4.3 of [2],
however, for w ≥ 1 and the substitution k˜ = kbw this results in ω(0). Now, using the theorems in
[2] and putting all derived cases together we obtain the structure of Ω
〈g〉
bm,w as given in Theorems
5 and 6. ✷
4.2 Computational complexity of the reduced SCS construction
Firstly, denote by s∗ the largest integer such that ws∗ < m. In order to achieve a low computa-
tional complexity, we consider initial vectors z0 of the form
z0 = (z01 , . . . , z
0
s ) = (Y1z¯1, . . . , Ysz¯s) ≡ (Y1z¯1, . . . , Ys∗ z¯s∗ , 0, . . . , 0) mod N (5)
with z¯j ∈ ZN,wj for all j ∈ {1, . . . , s}. The fast implementation of the reduced successive
coordinate search algorithm can then be formulated as follows.
Algorithm 2 (Reduced fast SCS algorithm).
1. Precomputation:
(a) Compute ω
(
k
bm
)
for k = 0, 1, . . . , bm − 1 and store the results.
(b) For z0 as in (5) and k = 0, 1, . . . , bm − 1 initialize q = (q(0), . . . , q(bm − 1)) as
q(k) :=
s∏
j=1
(
1 + γj ω
(
kz0j mod b
m
bm
))
.
(c) Set d = 1 and s∗ to be the largest integer such that ws∗ < m.
While d ≤ min{s, s∗}:
2. Set qd via q by dividing out the initial choice z
0
d (for k = 0, 1, . . . , b
m − 1) such that
qd(k) =
d−1∏
j=1
(
1 + γj ω
({
kYjzj
N
})) s∏
j=d+1
(
1 + γj ω
({
kz0j
N
})) .
3. Partition the vector qd into b
wd vectors q
(1)
d , . . . , q
(bwd )
d of length b
m−wd, where
q
(ℓ)
d = (qd(1 + (ℓ− 1)b
m−wd), . . . , qd(ℓ b
m−wd)) for ℓ = 1, . . . , bwd
and set q′d = q
(1)
d + · · · + q
(bwd )
d .
4. Calculate Td(z) = Ωbm,w q
′
d for all z ∈ ZN,wd using FFT.
5. Set zd = argminz∈ZN,wd Td(z).
6. Update q via qd by multiplying with the chosen zd (for k = 0, 1, . . . , b
m − 1) such that
q(k) =
 d∏
j=1
(
1 + γj ω
({
kYjzj
N
})) s∏
j=d+1
(
1 + γj ω
({
kz0j
N
})) .
7. Increase d by 1.
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If s > s∗, then set zs∗+1 = · · · = zs = 1. The squared worst-case error is then given as
e2N,s(Y1z1, . . . , Yszs) = −1 +
1
bm
bm−1∑
k=0
q(k).
Theorem 7. The computational complexity of Algorithm 2 is
O
mbm +min{s, s∗} bm + min{s,s∗}∑
d=1
(m−wd)b
m−wd
 .
Proof. The first term originates from the precalculation in (a) of Algorithm 2 which requires
O(mbm) operations. Due to the chosen form of initial vectors as in (5), the initialization of q in
(b) of Algorithm 2 only requires O(min{s, s∗}bm) operations since for k = 0, 1, . . . , bm − 1
q(k) =
s∗∏
j=1
(
1 + γj ω
(
kz0j mod b
m
bm
))
s∏
j=s∗+1
(1 + γj ω(0)) .
Furthermore, the updates for qd and q in the Steps 2 and 6, respectively, can likewise be
done in O(min{s, s∗}bm) operations. The additions in Step 3 similarly require O(min{s, s∗}bm)
calculations. Lastly, the matrix-vector product in Step 4 can be computed in only O((m −
wd)b
m−wd) operations using FFT (see, e.g., [28, 29]) and the results of Theorems 5 and 6. This
then gives the last term and proves the theorem. ✷
Remark 8. Note that in the implementation of Algorithm 2, the vector q also has to be ordered
with respect to a generator g as in Theorems 5 and 6 in order to exploit the special structure of
the matrix Ωbm,w.
Furthermore, for initial vectors z0 as in (5), we obtain the following useful result.
Theorem 9. Let the initial vector z0 ∈ {0, 1, . . . , N − 1}s be of the form (5) and denote by z
the result of Algorithm 1 seeded with z0. Then the generating vector z satisfies
eN,s(z) ≤ eN,s(z
0),
i.e., the constructed vector z is always at least as good as the initial vector z0 with respect to
the associated worst-case error.
Proof. For this special choice of initial vectors, the statement follows directly from the formu-
lation of Algorithm 1. Since the value of z0d is in each minimization step d ∈ [s] amongst the
candidates for zd the worst-case error eN,s never grows. ✷
5 Numerical results
In this section, the results from Sections 3 and 4 which led to the reduced fast SCS construction,
stated in Algorithm 2, will be illustrated via numerical experiments. Here we consider the
construction of rank-1 lattices in weighted Korobov spaces H(Ks,α,γ) of smoothness α > 1, and,
as in Section 4, we assume product weights γu =
∏
j∈u γj . For ξ = (ξ1, . . . , ξs) ∈ {0, 1, . . . , N−1}
s
the worst-case error is then given by
e2N,s(ξ) = −1 +
1
N
N−1∑
k=0
s∏
j=1
1 + γj ∑
h∈Z∗
exp(2πihkξj/N)
|h|α
 , (6)
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and it is easy to check that the symmetry assumption which was previously imposed on ω is
satisfied. For an even smoothness parameter α, the sum of exponentials in (6) simplifies to the
Bernoulli polynomial Bα({kξj/N}) modulo a constant, see, e.g., [8]. For ease of implementation,
we will therefore restrict our experiments to the case α = 2 so that the worst-case error reads
e2N,s(ξ) = −1 +
1
N
N−1∑
k=0
s∏
j=1
(
1 + 2π2γjB2
({
kξj
N
}))
.
Due to the connection between Korobov and (unanchored) Sobolev spaces pointed out in Sec-
tion 2, the presented results remain also valid for integration in weighted Sobolev spaces using
randomly shifted or tent-transformed lattice rules.
The subsequent sections are devoted to illustrating the key features of the reduced fast
SCS algorithm, i.e., the error convergence rate of the constructed lattices, the computational
complexity of the algorithm, and the precise worst-case errors. In order to carry out a rigorous
analysis, we will always compare the obtained results with those of the reduced and unreduced
CBC construction and the unreduced SCS construction as in [13]. The different algorithms have
all been implemented using Matlab R2016b.
5.1 Error convergence behavior
We consider the convergence rate of the worst-case error eN,s for different weight sequences
γ = (γj)j≥1 and reduction indices wj of the form wj = ⌊c logb j⌋ with c > 0. According to
Corollary 3, the almost optimal error convergence rate of O(N−1+δ) for the reduced CBC and
SCS algorithm will always be achieved for N → ∞. Additionally, Corollary 3 implies that a
constant independent of s can be achieved provided that the chosen weights γj satisfy
∞∑
j=1
γ
1
2(1−δ)
j b
wj ≤
∞∑
j=1
γ
1
2
j b
wj <∞. (7)
It is to be expected that parameter choices which satisfy the condition in (7) will yield a nicer
error behavior also in numerical experiments, since the negative influence of high s is not present
anymore. In particular, if (7) is satisfied, there should not be much difference in the error
behavior of the vectors obtained by reduced and unreduced algorithms, respectively, since the
negative influence of the wj washes away. Nevertheless, there are situations where the almost
optimal convergence order O(N−1+δ) is only visible for larger values of N than those considered
in our numerical experiments. In that sense, our numerical results are to be understood as
illustrating a kind of “pre-asymptotic” error behavior.
Here, we consider two common types of weight sequences with the general form γj = q
j with
0 < q < 1 or γj = 1/j
a with a > 1. For the former type of weights, Corollary 3 assures the
optimal error convergence rate, with constant independent of s, for any q. For the latter type,
we see that since
∞∑
j=1
γ
1
2
j b
wj =
∞∑
j=1
j−
a
2 b⌊c logb j⌋ ≍
∞∑
j=1
j−
a
2 bc logb j =
∞∑
j=1
jc−
a
2 ,
the convergence of the series on the right-hand side of (7) is only guaranteed for small δ if
a > 2(1 + c). In Figures 1 and 2 we display the results of numerical experiments using different
weights γj for a moderate and rapid reduction of wj = ⌊2 logb j⌋ and ⌊
7
2 logb j⌋, respectively.
The generating vectors z are constructed by the reduced and unreduced versions of both the
CBC and the SCS construction, where the initial vector for the reduced and unreduced SCS
algorithm is fixed to z0 = (Y1, . . . , Ys) and z
0 = (1, . . . , 1), respectively.
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Error convergence in the Korobov space with s = 100, α = 2, b = 3, wj = ⌊2 logb j⌋.
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(c) Weight sequence γ = (γj)
s
j=1 with γj = 1/j
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(d) Weight sequence γ = (γj)
s
j=1 with γj = 1/j
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CBC SCS reduced CBC reduced SCS
Figure 1: Convergence of the worst-case error eN,s(z) in the weighted Korobov space H(Ks,α,γ)
of smoothness α = 2 with s = 100, b = 3 and integer sequence wj = ⌊2 logb j⌋. The generating
vector z is constructed via the reduced and unreduced CBC construction and the reduced and
unreduced SCS algorithm, respectively.
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Error convergence in the Korobov space with s = 100, α = 2, b = 3, wj = ⌊
7
2 logb j⌋.
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j=1 with γj = 1/j
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(d) Weight sequence γ = (γj)
s
j=1 with γj = 1/j
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Figure 2: Convergence of the worst-case error eN,s(z) in the weighted Korobov space H(Ks,α,γ)
of smoothness α = 2 with s = 100, b = 3 and integer sequence wj = ⌊
7
2 logb j⌋. The generating
vector z is constructed via the reduced and unreduced CBC construction and the reduced and
unreduced SCS algorithm, respectively.
As expected, Figures 1 and 2 illustrate that for weight sequences of geometric decay the
convergence order is the same for the reduced and unreduced algorithms (see Cases (a) and
(b) in both figures). Furthermore, note that the weights γj = 1/j
3 do not satisfy condition
(7) for any of the chosen wj such that, as we expected, the pre-asymptotic convergence order
displayed by the unreduced CBC and SCS constructions is better than that of the reduced CBC
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and SCS constructions. This becomes evident by considering Case (c) in Figures 1 and 2. Note
that the choice of γj = 1/j
8 and wj = ⌊
7
2 logb j⌋ also does not satisfy a > 2(1 + c), however,
we still observe almost no difference between the reduced and the unreduced algorithms (see
Case (d) in Figure 2). As can be seen from Figures 1 and 2, the error rates of the reduced
and unreduced version of the algorithms are the same if the condition from Corollary 3 holds,
but they differ by a multiplicative constant. The larger the wj , the larger this multiplicative
constant is (compare between Figures 1 and 2). An explanation for this observation is given by
identifying the observed constant with the constant Cs,α,γ,δ of Corollary 3.
5.2 Timings for the reduced fast SCS algorithm
Here, we illustrate the computational complexity of the reduced fast SCS construction in Al-
gorithm 2 which was stated in Theorem 7. For that purpose, let b = 2 and N = bm and let
the weight sequence γ = (γj)j≥1 be given by γj = (0.7)
j . Note that the choice of the weights
γj does not influence the construction cost of the considered algorithms. In Tables 1, 2 and
Tables 3, 4 below, we report on the computation times for the construction of the generating
vector z via the four considered algorithms for the two reductions given by wj = ⌊
3
2 logb j⌋ and
wj = ⌊3 logb j⌋, respectively. Again, the two SCS algorithms (cf. Tables 2 and 4) are seeded
with initial vectors z0 = (Y1, . . . , Ys) and z
0 = (1, . . . , 1), respectively. We emphasize that the
used algorithms solely construct the generating vector z but do not calculate the worst-case
error eN,s(z), which allows for an unbiased comparison between the considered algorithms. The
computations and timings were performed on an Intel Core i5-2400S CPU with 2.5GHz using
Matlab.
Table 1: Computation times (in seconds) for constructing the generating vector z using the
unreduced (normal font) and reduced CBC (bold font) construction. The associated lattice can
be used for integration in the Korobov space with α = 2, b = 2, γj = (0.7)
j and wj =
⌊
3
2 logb j
⌋
.
s = 50 s = 100 s = 500 s = 1000 s = 2000 s∗
m = 10
0.0183 0.0329 0.163 0.32 0.64
101
0.00963 0.00999 0.0106 0.00994 0.0102
m = 12
0.0319 0.0485 0.239 0.475 0.944
255
0.0139 0.0178 0.0295 0.0279 0.0273
m = 14
0.0476 0.0899 0.425 0.861 1.74
645
0.0216 0.0308 0.0806 0.0944 0.0915
m = 16
0.129 0.24 1.21 2.46 4.72
1625
0.0428 0.0744 0.264 0.448 0.619
m = 18
0.424 0.829 4.14 8.45 16.8
4095
0.108 0.178 0.696 1.33 2.65
m = 20
2.23 4.22 21.5 43.2 87.2
10321
0.484 0.839 3.91 7.11 14.2
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Table 2: Computation times (in seconds) for constructing the generating vector z using the
unreduced (normal font) and reduced SCS (bold font) construction. The associated lattice can
be used for integration in the Korobov space with α = 2, b = 2, γj = (0.7)
j and wj =
⌊
3
2 logb j
⌋
.
s = 50 s = 100 s = 500 s = 1000 s = 2000 s∗
m = 10
0.0311 0.0524 0.258 0.509 1.02
101
0.0186 0.0155 0.0159 0.016 0.0155
m = 12
0.0458 0.0763 0.381 0.744 1.5
255
0.0249 0.0316 0.0469 0.0468 0.0458
m = 14
0.088 0.14 0.687 1.37 2.75
645
0.0427 0.0668 0.175 0.205 0.196
m = 16
0.202 0.397 1.93 3.88 7.73
1625
0.0838 0.148 0.536 0.89 1.18
m = 18
0.685 1.33 6.58 13.2 27.1
4095
0.217 0.376 1.54 2.91 5.69
m = 20
3.33 6.62 33.5 65.9 135
10321
1.06 1.9 8.7 16.7 32.5
Table 3: Computation times (in seconds) for constructing the generating vector z using the
unreduced (normal font) and reduced CBC (bold font) construction. The associated lattice can
be used for integration in the Korobov space with α = 2, b = 2, γj = (0.7)
j and wj = ⌊3 logb j⌋.
s = 50 s = 100 s = 500 s = 1000 s = 2000 s∗
m = 10
0.0173 0.0329 0.16 0.323 0.636
10
0.00298 0.00206 0.00218 0.00222 0.00241
m = 12
0.0256 0.0481 0.241 0.48 0.953
15
0.00358 0.00365 0.0037 0.00354 0.00439
m = 14
0.0469 0.0851 0.438 0.856 1.88
25
0.00803 0.00761 0.0105 0.00712 0.00747
m = 16
0.14 0.239 1.33 2.49 5.05
40
0.0237 0.0233 0.0233 0.0227 0.0251
m = 18
0.443 0.832 4.44 8.54 17.1
63
0.0798 0.0897 0.0915 0.091 0.09
m = 20
2.17 4.17 21.5 42.4 84.3
101
0.38 0.623 0.643 0.636 0.628
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Table 4: Computation times (in seconds) for constructing the generating vector z using the
unreduced (normal font) and reduced SCS (bold font) construction. The associated lattice can
be used for integration in the Korobov space with α = 2, b = 2, γj = (0.7)
j and wj = ⌊3 logb j⌋.
s = 50 s = 100 s = 500 s = 1000 s = 2000 s∗
m = 10
0.0275 0.0516 0.256 0.516 1.03
10
0.00408 0.00327 0.00354 0.00347 0.00329
m = 12
0.0418 0.0751 0.383 0.756 1.56
15
0.00592 0.00504 0.00612 0.00516 0.00794
m = 14
0.0792 0.14 0.767 1.39 2.82
25
0.014 0.0136 0.0163 0.0138 0.0138
m = 16
0.204 0.388 2.09 4.05 8.04
40
0.0441 0.0434 0.0434 0.0423 0.0462
m = 18
0.686 1.35 6.89 13.7 26.8
63
0.16 0.177 0.182 0.183 0.187
m = 20
3.28 6.71 34.4 67.4 132
101
0.843 1.4 1.51 1.37 1.36
According to Theorem 7 and [5], the reduced fast CBC and SCS algorithm both construct
a generating vector in O
(
mbm +min{s, s∗} bm +
∑min{s,s∗}
d=1 (m− wd)b
m−wd
)
operations while
the unreduced constructions require O (smbm) operations. Tables 1 to 4 illustrate a drastic
reduction of the construction cost between the classic (fast) unreduced CBC and SCS construc-
tions and their reduced counterparts. The magnitude of this speed-up depends on the chosen
reduction indices wj . For values of N = 2
18 and N = 220 and dimensions s = 1000 and s = 2000,
the reduction factor ranges from 4 to 6.5 and 49 to 190 for reductions of wj =
⌊
3
2 logb j
⌋
and
wj = ⌊3 logb j⌋, respectively. The higher the dimension s is, the larger the reduction of the com-
putational cost becomes. Furthermore, the results in Tables 1 to 4 reveal that, for a particular
fixed m, the computational complexity of the reduced constructions is linear in s as long as
s < s∗ and becomes independent of the dimension for s ≥ s∗. By considering the cases where
s < s∗, this also demonstrates that a certain part of the achieved reduction originates from
reducing the size of the search space for each component zj .
We further note that the speed-up for the reduced fast CBC construction is higher than
for the reduced fast SCS algorithm, however, both lie in similar ranges. Our results show
that the reduced constructions yield a considerable reduction of the computational cost while
the deterioration of the associated error values is only marginal (see Subsections 5.1 and 5.3).
Similar results have been observed in [5] for the reduced fast CBC construction. We would
like to stress that, as we expected, our implementations of the different CBC constructions in
Matlab appear to be much faster than the CBC algorithms used in [5] (cf. Table 1) which were
implemented in Mathematica.
5.3 Analysis of the worst-case errors
We investigate the precise values of the worst-case errors eN,s(z) for generating vectors z con-
structed by the reduced and unreduced CBC constructions and the reduced SCS construction.
Based on the results in Subsection 5.1, we expect the error values of the two reduced algorithms
to be very similar. Let b = 3 and N = bm and consider a dimension of s = 100. In Tables 5
and 6 we display the results of numerical tests for different weight sequences γ = (γj)j∈N and
reduction indices wj =
⌊
3
2 logb j
⌋
and wj =
⌊
5
2 logb j
⌋
. For the construction of z via the reduced
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SCS algorithm we have to choose suitable initial vectors z0 of the form (5). In our experiments
we thus consider q different seed vectors with
z0 = (Y1z¯1, . . . , Ysz¯s),
where the z¯j are uniform random draws from the set ZN,wj for all j ∈ {1, . . . , s}. The reduced fast
SCS algorithm is then applied to all of these q seed vectors z01, . . . ,z
0
q yielding generating vectors
z11, . . . ,z
1
q . The smallest associated worst-case error of these q vectors is then displayed in the
tables below. Note that the construction cost for this procedure is O (qmbm + qmin{s, s∗} bm),
which is feasible for small q. Additionally, we consider the behavior of the reduced SCS algo-
rithm when applied iteratively to the previous outcome of the algorithm, i.e., we apply the SCS
algorithm to the outcomes z11, . . . ,z
1
q which yields generating vectors z
2
1, . . . ,z
2
q that are then
again used as seeds for the next iteration and so on, until the algorithm converges to some gen-
erating vectors z1, . . . ,zq. Our empirical numerical experiments suggest that, for the considered
cases, this procedure already converges after two runs of the reduced SCS algorithm. Thus, the
construction cost for this approach only increases by a factor of 2.
Table 5: log10-worst-case errors log10 eN,s(z) with generating vector z being either constructed
via the unreduced (normal font) and reduced (overlined) CBC construction or being the best
vector constructed by the reduced SCS algorithm with a single run (bold font) or multiple runs
(underlined). The errors are computed for the Korobov space with α = 2, s = 100, b = 3, q = 100
and wj =
⌊
3
2 logb j
⌋
.
m = 6 m = 7 m = 8 m = 9 m = 10 m = 11
γj = (0.7)
j
−0.4281 −0.7065 −0.9928 −1.283 −1.58 −1.881
−0.4033 −0.685 −0.9783 −1.265 −1.564 −1.869
−0.418 −0.6934 −0.9783 −1.266 −1.559 −1.865
−0.418 −0.6937 −0.9783 −1.266 −1.561 −1.865
γj = (0.5)
j
−1.442 −1.804 −2.162 −2.521 −2.889 −3.271
−1.404 −1.771 −2.145 −2.502 −2.879 −3.254
−1.422 −1.783 −2.138 −2.497 −2.863 −3.236
−1.423 −1.783 −2.138 −2.497 −2.864 −3.236
γj = 1/j
3
−1.754 −2.146 −2.532 −2.923 −3.317 −3.711
−1.602 −2.008 −2.452 −2.817 −3.258 −3.66
−1.618 −2.037 −2.441 −2.851 −3.245 −3.635
−1.619 −2.037 −2.441 −2.851 −3.245 −3.637
γj = 1/j
6
−2.44 −2.904 −3.364 −3.83 −4.286 −4.75
−2.439 −2.904 −3.364 −3.828 −4.288 −4.749
−2.44 −2.904 −3.365 −3.831 −4.288 −4.749
−2.44 −2.904 −3.365 −3.831 −4.288 −4.749
Table 6: log10-worst-case errors log10 eN,s(z) with generating vector z being either constructed
via the unreduced (normal font) and reduced (underlined) CBC construction or being the best
vector constructed by the reduced SCS algorithm with a single run (bold font) or multiple runs
(underlined). The errors are computed for the Korobov space with α = 2, s = 100, b = 3, q = 100
and wj =
⌊
5
2 logb j
⌋
.
m = 6 m = 7 m = 8 m = 9 m = 10 m = 11
γj = (0.7)
j
−0.4281 −0.7065 −0.9928 −1.283 −1.58 −1.881
−0.1983 −0.5021 −0.807 −1.122 −1.426 −1.747
−0.2023 −0.5136 −0.8233 −1.129 −1.437 −1.747
−0.2029 −0.5145 −0.8277 −1.134 −1.442 −1.75
γj = (0.5)
j
−1.442 −1.804 −2.162 −2.521 −2.889 −3.271
−1.113 −1.515 −1.901 −2.33 −2.703 −3.11
−1.116 −1.524 −1.931 −2.317 −2.709 −3.094
−1.119 −1.527 −1.931 −2.325 −2.717 −3.1
γj = 1/j
3
−1.754 −2.146 −2.532 −2.923 −3.317 −3.711
−0.9724 −1.181 −1.391 −1.622 −1.919 −2.396
−0.973 −1.182 −1.392 −1.622 −1.92 −2.396
−0.973 −1.182 −1.392 −1.622 −1.92 −2.396
γj = 1/j
6
−2.44 −2.904 −3.364 −3.83 −4.286 −4.75
−2.361 −2.81 −3.268 −3.728 −4.191 −4.657
−2.362 −2.811 −3.269 −3.728 −4.191 −4.657
−2.362 −2.811 −3.269 −3.728 −4.191 −4.657
The results in Tables 5 and 6 show that the reduced fast SCS algorithm generates lattice
rules with similar errors as the reduced CBC algorithm as was to be expected from the results in
Section 5.1. Furthermore, we note that it is possible to obtain better error values than with the
reduced CBC construction, at the price of increased computational costs. It becomes also evident
that, in certain cases, applying the reduced SCS algorithm repeatedly yields even further, though
rather small, improvement. However, whether that strategy is successful or not depends strongly
on the various involved parameters such that a general quantitative statement can currently not
be inferred. Theorem 9 ensures that the associated worst-case error never increases by repeated
runs of the SCS algorithm. A systematic analysis of the effect of repetition of the SCS algorithm
is left open for future research. The loss of accuracy as compared to the classic CBC construction
is for both reduced algorithms only marginal. The only exception to this is the case γj = 1/j
3
in Table 6. As discussed in Subsection 5.1, this is most likely due to the fact that the weights
γj do not decay fast enough (cf. Case (c) in Figure 2).
6 Walsh spaces and polynomial lattice point sets
6.1 Walsh spaces
Similar results to those for lattice point sets from the previous sections can be shown for poly-
nomial lattice point sets over finite fields Fb of prime order b with modulus x
m. Here we only
sketch these results and the necessary notation, as they are in analogy to those for Korobov
spaces and lattice point sets.
As a quality criterion we use the worst-case error of QMC rules in a weighted Walsh space,
as introduced in [10] for the case of product weights, with general weights. For a prime number
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b and h ∈ N define ψb(h) := ⌊logb(h)⌋. We furthermore write
rα(h) =
{
1 if h = 0,
b−αψb(h) if h 6= 0,
for h ∈ N0 and set
µb(α) :=
∞∑
h=1
rα(h) =
∞∑
a=0
1
baα
ba+1−1∑
k=ba
1 =
∞∑
a=0
(b− 1)ba
baα
=
bα(b− 1)
bα − b
.
For the multivariate case with dimension s ∈ N and h = (h1, . . . , hs) we set rα(h) =
∏s
j=1 rα(hj).
Moreover, for a nonnegative integer h, we define the h-th Walsh function bwalh : [0, 1)→ C by
bwalh(x) := e
2πi(x1h0+···+xa+1ha)/b
with x ∈ [0, 1), and base b representations h = h0 + h1b+ · · ·+ hab
a, with hi ∈ {0, 1, . . . , b− 1},
and x = x1b +
x2
b2
+ · · · (unique in the sense that infinitely many of the xi must be different from
b− 1).
For dimension s ≥ 2 and vectors h = (h1, . . . , hs) ∈ N
s
0, and x = (x1, . . . , xs) ∈ [0, 1)
s we
define bwalh : [0, 1)
s → C by
bwalh(x) :=
s∏
j=1
bwalhj(xj).
In the following, we will consider the prime number b as fixed, and then simply write walh or
walh instead of bwalh or bwalh, respectively.
The weighted Walsh space H(Kwals,α,γ) is a reproducing kernel Hilbert space with kernel func-
tion of the form
Kwals,α,γ(x,y) = 1 +
∑
∅6=u⊆[s]
γu
∑
hu∈N|u|
rα(hu)walhu(xu)walhu(yu),
and inner product
〈f, g〉Kwals,α,γ =
∑
u⊆[s]
γ−1
u
∑
hu∈N|u|
(rα(hu))
−1 f˜((hu,0))g˜((hu,0)),
where f˜(h) =
∫
[0,1]s f(t)walh(t) dt is the h-th Walsh coefficient of f and (hu,0) ∈ N
s denotes
the vector whose j-th component is equal to the corresponding one of hu if j ∈ u and zero if
j 6∈ u.
For integration in H(Kwals,α,γ) we use a special instance of polynomial lattice point sets over
the finite field Fb with prime b. Polynomial lattice point sets are special examples of (t,m, s)-nets
in base b, which were proposed by Niederreiter in [23] (see also [24, Ch. 4.4]). Let Fb((x
−1)) be
the field of formal Laurent series over Fb with elements of the form
L =
∞∑
ℓ=w
tℓx
−ℓ,
where w is an arbitrary integer and all tℓ ∈ Fb. Note that the field of rational functions is a
subfield of Fb((x
−1)). We further denote by Fb[x] the set of all polynomials over Fb and define
the map ν : Fb((x
−1))→ [0, 1) by
ν
(
∞∑
ℓ=w
tℓx
−ℓ
)
=
m∑
ℓ=max(1,w)
tℓb
−ℓ.
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There is a close connection between the base b expansions of natural numbers and the polynomial
ring Fb[x]. For n ∈ N0 with b-adic expansion n = n0 + n1b+ · · ·+ nab
a, we associate n with the
polynomial
n(x) :=
a∑
k=0
nkx
k ∈ Fb[x].
Now, for given integers m ≥ 1 and s ≥ 2, choose f ∈ Fb[x] with deg(f) = m, and let g1, . . . , gs ∈
Fb[x]. Then the point set P(g, f) is defined as the collection of the b
m points
xn :=
(
ν
(
n g1
f
)
, . . . , ν
(
n gs
f
))
for n ∈ Fb[x] with deg(n) < m.
Note that one can restrict the choice of gj for j = 1, . . . , s to the set
{g ∈ Fb[x] : deg(g) < m}.
Due to the construction principle, P(g, f) is often called a polynomial lattice and a QMC rule
using the point set P(g, f) is referred to as a polynomial lattice rule (modulo f). The vector
g = (g1, . . . , gs) is called the generating vector.
For our purposes, we only consider a special case of lattice rules, namely the special choice
of f(x) = xm as the modulus. With a slight misuse of notation, we shall often write xm instead
of f . Let now P(g, xm), where g = (g1, . . . , gs) ∈ (Fb[x])
s, be the bm-element polynomial lattice
consisting of
xn :=
(
ν
(n g1
xm
)
, . . . , ν
(n gs
xm
))
for n ∈ Fb[x] with deg(n) < m,
where for v ∈ Fb[x], v(x) = a0+a1x+ · · ·+arx
r, with deg(v) = r, the map ν is in this particular
case given by
ν
( v
xm
)
:=
amin(r,m−1)
bm−min(r,m−1)
+ · · ·+
a1
bm−1
+
a0
bm
∈ [0, 1).
Note that ν(v/xm) = ν((v (mod xm))/xm). We refer to [11, Chapter 10] for more information
on polynomial lattice point sets.
In the following we write, for a nonnegative integer h with base b representation
∑a
i=0 hib
i,
trm(h) = trm(h)(x) := h0 + h1x+ · · ·+ hm−1x
m−1,
where the hi with i > a are set equal to zero. For vectors of nonnegative integers h ∈ N
s,
trm(h) ∈ (Fb[x])
s is defined component-wise.
The worst-case error of a polynomial lattice rule based on P(g, xm) with g ∈ (Fb[x])
s in the
weighted Walsh space H(Kwals,α,γ) is given by (see [7])
e2N,s(g) =
∑
∅6=u⊆[s]
γu
∑
hu∈Du
∏
j∈u
b−αψb(hj),
where
Du(gu) = Du :=
{
hu ∈ N
|u| : trm(hu) · gu ≡ 0 (x
m)
}
,
and for v = (v1, . . . , vs) and u = (u1, . . . , us) in (Fb[x])
s we define the vector product by
v · u :=
∑s
i=1 viui.
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6.2 The reduced SCS algorithm for polynomial lattice rules
Let us now assume again that f(x) = xm for some integer m and that we are given weights γu,
u ⊆ [s], and a non-decreasing sequence of integers wj with w1 ≤ w2 ≤ w3 ≤ · · · .
Then we define the restricted search set for the j-th component of the generating vector g
as
GN,wj =
{
{g ∈ Fb[x] : 0 ≤ deg(g) < m− wj and gcd(g, f) = 1} if wj < m,
{1 ∈ Fb[x]} if wj ≥ m,
and note that these sets depend on the integers wj . Additionally, we note that the cardinality of
the search space is |GN,wj | = b
m−wj−1. Moreover, we put Yj(x) = x
wj , and again with a misuse
of notation we sometimes write Yj = x
wj .
We then consider the following algorithm for the construction of the generating vector g
based on some initial vector g0 ∈ (Fb[x])
s.
Algorithm 3. Let f ∈ Fb[x], f(x) = x
m for a fixed m ∈ N, let γu, u ⊆ [s] be general weights,
and let the worst-case error eN,s in the weighted Walsh space H(K
wal
s,α,γ) be defined as above.
Furthermore, let w1 ≤ w2 ≤ · · · ≤ ws and Yj(x) = x
wj for j ∈ {1, . . . , s}. Then we construct
the generating vector g = (Y1g1, . . . , Ysgs) as follows.
• Input: Starting vector g0 = (g01 , . . . , g
0
s ) ∈ {g ∈ Fb[x] : deg(g) < m}
s.
• For d ∈ [s] assume g1, . . . , gd−1 have already been selected. Then choose gd ∈ GN,wd such
that e2N,s((Y1g1, . . . , Yd−1gd−1, Ydgd, g
0
d+1, . . . , g
0
s)) is minimized as a function of gd.
• Increase d until g1, . . . , gs are found.
Theorem 10. Let the assumptions in Algorithm 3 hold. Let g = (Y1g1, . . . , Ysgs) be constructed
by Algorithm 3. Then, for λ ∈ ( 1α , 1], the squared worst-case error e
2
N,s(g) satisfies
e2N,s((Y1g1, . . . , Ysgs)) ≤
 s∑
d=1
∑
d∈u⊆[s]
γ λ
u
2(µb(αλ))
|u|
bmax(0,m−wd)
 1λ .
Proof. The proof works analogously to the proof of Theorem 1. ✷
The following corollary is derived in a similar way from Theorem 10 as Corollary 2 is derived
from Theorem 1.
Corollary 11. Let the assumptions in Algorithm 3 hold. Let g = (Y1g1, . . . , Ysgs) be constructed
by Algorithm 3. Then we have for all δ ∈ (0, α−12 ] that
eN,s(g) ≤ Cs,α,γ,δ N
−α/2+δ ,
where
Cs,α,γ,δ :=
2 s∑
d=1
∑
d∈u⊆[s]
γ
1
α−2δ
u
(
µb
(
α
α− 2δ
))|u|
bwd
α/2−δ .
For δ ∈ (0, α−12 ] and q ≥ 0, define
Cδ,q := sup
s∈N
 2
sq
s∑
d=1
∑
d∈u⊆[s]
γ
1
α−2δ
u
(
µb
(
α
α− 2δ
))|u|
bwd
 .
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If Cδ,q <∞ for some δ ∈ (0,
α−1
2 ] and q ≥ 0 then
eN,s(g) ≤ (s
qCδ,q)
α/2−δN−α/2+δ.
If Cδ,0 <∞ for some δ ∈ (0,
α−1
2 ] then
eN,s(g) ≤ (Cδ,0)
α/2−δN−α/2+δ .
For the following corollary, which is shown analogously to Corollary 3, we again assume
product weights, i.e., γu =
∏
j∈u γj for u ⊆ [s], where the γj are elements of an infinite, non-
increasing sequence of positive reals, (γj)j≥1.
Corollary 12. Let the assumptions in Algorithm 3 hold. Let g = (Y1g1, . . . , Ysgs) be constructed
by Algorithm 3. Then we have for all δ ∈ (0, α−12 ] that
eN,s(g) ≤ Cs,α,γ,δ N
−α/2+δ ,
where
Cs,α,γ,δ :=
((
s∑
d=1
γ
1
α−2δ
d b
wd
)(
2µb
(
α
α− 2δ
)) s−1∏
d=1
(
1 + γ
1
α−2δ
d µb
(
α
α− 2δ
)))α/2−δ
.
Furthermore, the constant Cs,α,γ,δ is bounded independently of the dimension s if
∞∑
d=1
γ
1
α−2δ
d b
wd <∞.
By setting all wj equal to zero in Algorithm 3, we obtain an (unreduced) SCS algorithm, and
the corresponding analogous results in Theorem 10 and Corollaries 11 and 12. We would like to
point out that an SCS algorithm for the polynomial lattice case has not existed previously.
Theorem 13. Let f ∈ Fb[x], f(x) = x
m for a fixed m ∈ N, let γu, u ⊆ [s], be general weights,
and let the worst-case error eN,s in the weighted Walsh space H(Ks,α,γ) be defined as above. Let
g0 ∈ (Fb[x])
s be an arbitrary initial vector. Then Algorithm 3 applied with w1 = · · · = ws = 0
constructs g = (g1, . . . , gs) such that, for λ ∈ (
1
α , 1], the squared worst-case error e
2
N,s(g) satisfies
e2N,s((g1, . . . , gs)) ≤
 s∑
d=1
∑
d∈u⊆[s]
γ λ
u
2(µb(αλ))
|u|
bm
 1λ .
In particular, eN,s(g) ∈ O(N
−α/2+δ) for δ arbitrarily close to zero, where the implied constant
is independent of s if
Cδ := sup
s∈N
2 s∑
d=1
∑
d∈u⊆[s]
γ
1
α−2δ
u
(
µb
(
α
α− 2δ
))|u| <∞.
6.3 Fast implementation of the reduced SCS algorithm for polynomial lattice
points
By using the same theory that was used in [5, Section 5], it is possible to obtain a fast implemen-
tation of the SCS algorithm also for the polynomial lattice rule case. Indeed, the precomputation
outlined in Algorithm 2 can be done similarly for polynomial lattice points by using an analogous
error expression that was shown in [7]. Furthermore, as outlined for the reduced CBC construc-
tion of polynomial lattice rules in [5], the matrix-vector multiplication can be implemented such
that it uses a number of operations that exceeds the order of magnitude in the lattice case only
by one logarithmic factor. These observations lead to the following theorem.
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Theorem 14. Algorithm 3 can be implemented such that its computational cost is of order
O
mbm +min{s, s∗} bm + min{s,s∗}∑
j=1
(m− wd)
2bm−wd
 .
7 Conclusion
In this paper, we studied a combination of the SCS algorithm introduced in [13], and the reduced
construction approach introduced in [5], with the goal of pooling the advantages of these two
methods: by the reduced construction method, we can drastically reduce the computational cost
compared to the unreduced algorithm, and by an SCS construction we may obtain better nu-
merical error values for the corresponding integration rules. We showed that our new algorithm
yields generating vectors of lattice rules achieving an almost optimal convergence rate, where
the weights in the function space can help in overcoming the curse of dimensionality. By our
new results, we extended previous results to arbitrary weights and non-prime numbers of points.
Furthermore, the considered algorithms were implemented in an efficient way using a modern
programming language; numerical tests confirm our main results. Similar observations hold for
the case of polynomial lattice rules. It would be interesting to study further improvements on
CBC or SCS algorithms, for example the choice of good initial vectors z0. In future research,
we will consider the use of reduced CBC and SCS construction methods for the special choice of
product and order dependent (POD) weights, i.e., weights of the form γu = Γ|u|
∏
j∈u γj , where
the Γ|u| only depend on the cardinality of u (see, e.g., [20]), and the application of the obtained
lattice rules in PDE problems.
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