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CHAPTER 1

INTRODUCTION

1.1 Background. The idea of using a remote laser to power a rocket was first
introduced by Arthur Kantrowitz in 1972 [1]. Kantrowitz, then of Avco-Everitt Research
Laboratories, had participated in the construction of and experiments with some of the first
pulsed ruby lasers. In the course of the work he and his team performed, they observed
significant material desorption from solid materials when a laser was focused onto it, which
inspired Kantrowitz to postulate that this mechanism of energy transfer, known as laser
ablation, could be useful for propulsion applications. In the ensuing two decades, much
research occurred investigating the feasibility of laser-based propulsion [2, 3]. Curiously,
none of the research involved direct material ablation as suggested by Kantrowitz, rather,
the experiments conducted were focused on using the laser as a remote heating source to
ignite and sustain discharges in fluid or gaseous media. This was likely due to the lack of
availability of short-pulsed lasers: most of the lasers of this era were, at minimum,
microsecond pulse lengths or longer, out to continuous wave. Pulses of this length regime
are comparable to the lifetime of the laser-induced plasmas they create on target materials,
so it is likely that direct ablation was seen as an inefficient energy transfer mechanism.
Instead, the methods studied utilized shockwaves resulting from the laser/fluid interaction
to provide momentum transfer. These shockwaves were classified in two regimes: subsonic
laser-supported combustion (LSC), or supersonic laser-supported detonation (LSD) [2, 3].
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In either of these concepts, it was apparent that vehicles based on these principles would
require complex combustion chambers and thrust-focusing outlet nozzles to harness the
spherically-symmetrical shockwaves into usable thrust. Such considerations were
ultimately seen as drawbacks in comparison to standard chemical-based rockets, and
research interest and available funding eventually reduced to little beyond academic study
of the laser-matter interactions.
In the mid-1990s, laser-based propulsion came to the forefront of technology with
the test flights of the Myrabo Laser Lightcraft [4]. This concept utilized the laser to create
an air breakdown plasma in an annular focus about the vehicle, which itself was a bisected
paraboloid designed to focus the incoming light into a shroud on the perimeter of the craft
(see Figure 1.1 for a picture of the Lightcraft with an air breakdown plasma ignited about
it). The first flights of this design, performed in 1999 using the High-Energy Laser Systems
Test Facility (HELSTF) at White Sands Missile Range, NM, achieved flights of
approximately 30 meters, comparable to Robert Goddard’s first chemical test rockets.
Subsequent flights in 2000 reached 72 meters height. Despite the successes, it was noted
by Myrabo and his team that because this vehicle utilized air breakdown for propulsion,
that it was only useful for atmospheric flight. For operation in space, an onboard tank of
some gas would be required to seed the laser focus annulus, thereby complicating the
vehicle design and adding significant weight, which in turn would require a more powerful
laser to drive the craft out of the atmosphere.
This design obstacle was a major inspiration to revisiting ablation-based laser
propulsion by Pakhomov and Gregory in 2000 [5]. The authors use the initial work of
Kantrowitz as the platform on which they suggest direct ablation of solid materials as a
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viable solution to the design limitation of the Laser Lightcraft, and they expound on other
benefits of laser ablation. First, they note that a solid ablative material is a better propellant
for laser propulsion than a gas due to the lower laser irradiances required to ignite a
breakdown. This is because solids have a relative abundance of free electrons compared to
gases, which facilitates the laser-induced breakdown. Specifically, the threshold
breakdown laser irradiance for solids is on the order of 1010 W/cm2, a full 3 orders of
magnitude less than the approximately 1013 W/cm2 required to ignite a breakdown in a gas
[6]. This indicates both that solids require less power to achieve the same effect in the nearfield, and also that they are better suited over far-field applications, where laser beam
divergence will naturally limit the available incident power at the vehicle.
Second, the ejected material from the ablation event forms a naturally collimated
jet normal to the surface of the ablated material and independent of the incident angle of
the laser. Studies have shown that ejected material, known as a laser-induced plasma
plume, exhibit a cosn() distribution, where  is the polar angle with respect to the solid
target surface normal, and n is a positive number with values typically between 1-8 [5, 7,
8]. This is significant because thrust is imparted to the target material by momentum
conservation considerations, that is, a force is imparted to the target equal and opposite to
the ablated material, and the collimated jet from the laser-induced plasma plume therefore
induces a highly directional, focused thrust. In contrast, the Myrabo Lightcraft uses
resultant shockwaves from the air breakdown event for momentum transfer. These
shockwaves are spherically symmetric by nature, and therefore, only the relatively small
part of the vehicle in contact with the shockwave receives the thrust, the rest of the
expanding wave is lost as downdraft. Furthermore, any efforts to further harness the thrust
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from shockwaves would require complicated combustion chambers and nozzles, which are
not needed for direct ablation due to the naturally focused thrust. Thus, a vehicle driven by
laser ablation would require less laser power, less precise laser beam steering, and produce
focused thrust in a relatively simple vehicle design as compared to a shockwave-driven
craft, and has the added benefit of operation both in atmosphere and in space with the same
vehicle design.
Another interesting observation by Pakhomov and Gregory is related to
maximizing the energy transfer from laser to thrust via material ejected in the plasma
plume. The authors recommend using picosecond and shorter laser pulses to minimize
energy loss from reflection due to dense plasma growth at the laser focus. This was in sharp
contrast to previous works, which all used either continuous wave lasers or those with
nanosecond (or longer) pulses. It can be shown [8] (see Chapter 2 derivation) that use of
picosecond lasers minimizes these reflection losses. Furthermore, the physics underlying
the laser-matter interaction at these relatively short pulse lengths will be different from
those using longer pulses because the energy is deposited faster than the phonon relaxation
time [6].
1.2 Previous Work and Motivation for Current Study. The suggestion to return
to ablation-based laser propulsion by Pakhomov and Gregory was immediately followed
by my research to prove the concept and understand the physics involved with picosecond
laser ablation of solid materials for propulsion applications [8, 9]. To achieve this end, I
set up and performed an experiment using 100 ps laser pulses to directly ablate candidate
elemental metal propellants over a wide range of atomic mass. The plasma jet formed by
ablation was then measured by a time-of-flight (TOF) energy analyzer under vacuum
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conditions. This apparatus was able to sample the flow of the ionic component of the
expanding plasma, recorded as waveforms on a digital oscilloscope.

From these

measurements, average ion velocities and number densities were obtained, and were
ultimately used to derive specific impulses and coupling coefficients, traditional figures of
merit for rocket applications, for each of the candidate materials. A comprehensive review
is included in Chapter 4. At the conclusion of this work, two major questions remained.
First, I noted that the TOF measurements were limited to ionic contributions only,
since the nature of the TOF is to record ion current flow. This was further evidenced in the
comparison of mass removal rates to ion number density from the TOF, where energy
conservation considerations made it obvious that ions were the minority in the ablated
material [8]. Therefore, the effects of neutral components were not directly measured and
hence not reflected in the results reported (it was noted that the measurements made should
strictly be interpreted as ionic components). Thus, it was assumed the TOF results
established an upper bound to the true measurement that takes neutrals into consideration,
assuming ions were more energetic than neutrals.

Some estimations were done to

approximate the effects, but ultimately the best method to ascertain the total propulsion
characteristics is to directly measure the force imparted to the candidate sample. To achieve
this, Chapter 5 describes the experiment I designed to directly measure force imparted to
samples from laser ablation events. At the conclusion of the work done to this point, I
conducted a lab-scale demonstration based on the measurements in Chapters 4 and 5. The
demonstration vehicle performed within prediction based on the measurements used in
vehicle design, and will be presented in Chapter 6.
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The second major lingering issue from my initial experiment was related to the
derivation and estimation of optimal laser pulse length (98 ps for the 532 nm laser used
throughout these experiments) to minimize plasma reflection losses. However, two key
simplifying assumptions led to this estimate: neglecting plasma electron losses and
neglecting effects due to two-photon ionization. Both of these effects could cause the true
optimal pulse length to be longer than estimated, and it is important to understand the true
optimum in order to design a system such that the maximum pulse length is used to provide
maximum energy transfer. Therefore, I designed and performed additional experiments to
directly measure the optimal pulse length, which is the second major part of my work
presented here, and presented in Chapter 7. A pulse-splitting apparatus was constructed to
allow for a fine-resolution, variable delay to be introduced between two pulses. This will
be used in both the TOF and force measurement experimental apparatuses to explore the
effect of time separation on the same propulsion parameters studied in single-pulse work.
It should be noted that this is the first known experiment designed to directly measure
optimal pulse length for ps-level laser pulses.
I will then conclude with my analysis and further study of another observed energy
transfer loss mechanism known as time-delayed phase explosions, which have some
interesting observed properties which my work is the first to observe and explain. This
phenomenon was first observed in the course of my early studies done in Chapter 4, but
the full implications of the observations were not realized until later work with plasma
imaging confirmed the existence of a phase explosion event, and subsequent analysis
indicated some intriguing properties that support the measurements. These will be
presented and discussed in Chapter 8.
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1.3 Thesis Statement and Summary of Goals. The overarching thesis statement
guiding these studies is to characterize the ablation plume dynamics resulting from
picosecond laser ablation of solid materials and analyze the efficacy of this interaction for
propulsion applications. To achieve this end, a study of laser-ablated solid materials will
be performed to determine the optimal conditions needed to maximize ablation plume
dynamics and likewise characterize efficiencies and energy transfer loss mechanisms in
terms of the underlying physics that governs the processes. The goal of this specific volume
is to make the natural extension of my initial experiments in Chapter 4 to build upon the
insights gained there and to investigate the remaining unsolved issues (effects of both ionic
and neutral ablation products, and the first known measurement of optimal pulse length) to
better understand the physics of picosecond laser ablation of elementary materials as this
interaction applies to rocket propulsion. I will present a full characterization of the
candidate propellant elements, where sufficient detail will be given to all practical aspects
involved in the measurement and analysis process, including the study of loss and potential
optimization methods. I will also be sure to note strengths and drawbacks of the concept
itself when they arise, and also to scrutinize the experimental methods and analysis
techniques themselves to ensure that the data is presented in the most accurate manner
possible, so that the implications of this work is clear. This will not only make the
conclusion of this work a sound contribution to the physics of laser propulsion, but also
ensure that future suggested research can build upon the groundwork laid here to further
the knowledge and understanding of this field.
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Figure 1.1. Myrabo Laser Lightcraft with ignited air breakdown plasma. Laser is incident
from the bottom of the craft and focused to an annulus about the craft to produce the air
breakdown. Photo from http://optics.nasa.gov/images/llt_1.jpg.
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CHAPTER 2

RELEVANT THEORETICAL FOUNDATIONS

2.1 Laser Ablation Sequence of Events, Dynamics, and Measures of Interest.
The entire scope of the experiments performed in this dissertation is a study of laser
ablation dynamics from a picosecond laser pulse, and subsequent analysis in terms of its
potential for propulsion applications. As such, it is instructive to understand the basics of
laser ablation. The basic sequence of events following laser irradiation of a solid material
is fairly well-understood, even though specifics of the multi-faceted physics that generates
the ablation process remain elusive. This is because the entirety of what causes ablation is
a complicated mix of laser absorption by the material, ensuing thermodynamics and plasma
formation at the laser focus and within the skin depth of the material, the gas dynamics of
the expanding ablation plume, and any final laser-plume interactions once the
ablation/desorption begins. Further compounding the issues is that each of these occur on
such small timescales that finding adequate measurement techniques to isolate and
investigate individual behavior is challenging, at best. Nica, et al give a great up-to-date
summary of the events and an extensive list of references that support the current
understanding of the process, as is summarized in the following paragraphs [10].
It is somewhat straightforward to separate laser ablation events by regimes
corresponding to the pulse length of the laser used. Starting from the initial interaction,
9

any laser ablation process begins by irradiating some material with a laser. Laser energy is
absorbed by the material via free or conduction band electrons, so with sufficiently high
laser irradiation in the presence of ample electrons (as in a metal), this process leads to
cascade breakdown of the absorbing surface via multiphoton ionization and resulting
impact ionization, and ultimately to plasma formation [6, 10]. For pulse lengths in the
nanosecond and above regime, the laser pulse length is longer both the electron cooling
time (~ 10 fs) and the phonon relaxation time (on the order of tens of picoseconds), so the
energy absorbed by the electrons have enough time to transfer to the lattice. The electrons
and lattice can then reach thermal equilibrium, with the main energy loss mechanism being
heat conduction into the bulk solid material. The ensuing ablation events are then governed
by thermal processes such as phase explosion and vaporization [10, 11].
On the other extreme, femtosecond pulses (so-called “ultrafast” pulses in the
literature) deposit their energy on the same timescale as the electron cooling time. Surface
electrons then cool via heat diffusion and transfer directly to the lattice ions. This stage
continues for ~ 10 – 100 picoseconds (ps), where thermal conduction is negligible. The
resulting ablation is dominated by either Coulomb explosion or non-thermal vaporization,
depending on the specific irradiance at the focus.
The picosecond regime (used in the experiments in this dissertation) is a mix of the
two extremes given above. The pulse is long enough to cause some lattice heating and
subsequent thermal events. The resulting ablation is a mixture of non-thermal vaporization
and thermal mechanisms. Figure 2.1 shows a schematic of the timelines of events in each
of these regimes. However, the picosecond regime can be shown to be the optimal choice
in terms of minimizing laser pulse energy losses due to the growth of a dense, reflective
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plasma. This rationale will be shown analytically in Section 2.2, and is the reason for the
choice of picosecond pulses in this work.

Figure 2.1. Schematic of the events following laser irradiation of a solid material,
ultimately culminating in ablation.

Once the ablation event begins, an explosion of material in the form of a collimated
jet leaves the surface, and in vacuum conditions, it freely expands outward from the surface
of the irradiated sample. Figure 2.2 shows the evolution of a laser ablation plume from a
Pb sample under vacuum conditions (3.5 mTorr) from 250 ns – 10 s after laser pulse
arrival. Figures 2.2 (a)-(c) show the ablation plume forming, expanding from the sample
(just beginning to detach from it in (c), note the relatively low intensity near the indicated
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sample position), until it has completely exited the field of view in (d) at 10 s (the green
to the left of the sample position is ambient light reflected off the ablation chamber, only
seen in this image because the relatively intense ablation plume is no longer present).
The fundamental physics of light absorption by a material that leads to plasma
formation and ultimately ablation should create material dependences on the ablation
plume dynamics. Most notably, bulk material properties that ultimately arise from band
structure in solid state materials should govern laser conversion (or losses therein) to
ablation plume energy, and therefore should be correlated with plume dynamics
measurements. Most notably, I expect that materials with low thermal conductivity to cause
a local trapping of laser energy, leading to a relatively hotter plasma to be formed than
materials with higher thermal conductivity, T, likely resulting in higher ablation plume
kinetic energy (which is desired for propulsion applications). Likewise, latent heat of
vaporization, Lv, is hypothesized to have a similar effect: materials with relatively low Lv
should be more efficient at converting laser energy to plume kinetic energy than those with
higher Lv. The studies performed are intended to be a survey of different materials to
understand how the irradiation conditions translate via material properties into ablation
plume dynamics, ultimately seeking fundamental relationships to guide a downselection of
best-suited candidate materials for further development and characterization. The materials
chosen for this work are metals (C, Al, Fe, Cu, Sn, and Pb), and two semiconductors (Si,
SiC), selected to represent a wide range of relevant physical properties, namely Lv and T,
while still maintaining the desired property of having ample free electrons for plasma
ignition (that is, high band gap semiconductors and high ionization energy metals were
excluded to focus on elemental materials best suited for propulsion).
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Figure 2.2. Ablation plume evolution for a Pb sample (sample position indicated by yellow
rectangular overlay in each image). Camera delay and exposure are in terms of time after
laser pulse arrival, and shown in each image.

There are two measurement methods I used to characterize the dynamics of these
expanding ablation plumes for propulsion analysis. First, I constructed a time-offlight/mass spectrometer apparatus comprised of two metal (copper) probes situated such
that the expanding ablation plume flows over them, allowing measurements of plume ion
velocity and number density to be made. The details of this experimental configuration and
the derived measurements are given in Chapter 3.1. Secondly, since conservation of
momentum mandates that an explosion of material from a stationary sample will impart
momentum to the sample in the direction opposite of the expanding plume, I constructed a
second apparatus to directly measure the force imparted to the sample during this process.
This experiment is described in detail in Chapter 3.2.
In an effort to analyze the feasibility of laser ablation for propulsion applications, I
will convert these measurements of ablatant velocity, number density, and imparted force
to sample material to two key propulsion figures of merit, the specific impulse (Isp), and
coupling coefficient (Cm).
13

Isp of a propellant material is defined as the impulse I divided by the weight W =
Mg of removed material:
𝐼𝑠𝑝 ≡

𝐼
𝑊

=

1 𝑡𝑓
∫ 𝐹(𝑡)𝑑𝑡,
𝑊 𝑡0

(2.1)

where F(t) is the thrust imparted to the sample, integrated over the time interval for which
the thrust is applied, (t0, tf). Units of Isp are typically given in seconds. In simple terms, Isp
is a measure of the amount of thrust applied over a time interval, or impulse, given per unit
mass expended to obtain the impulse. In very simple terms, Isp is a measure of the fuel
efficiency of a given propellant: it measures the impulse imparted for a given “burn” of
fuel. To further simplify in terms of measureable quantities, Newton’s second law (F =
dp/dt) is applied to simplify this expression in terms of velocity of ejected material:
𝐼𝑠𝑝 =

𝑝̅
𝑊

𝑚𝑣̅

= 𝑀𝑔 ,

(2.2)

where 𝑣̅ is the mean velocity of ejected material of mass m, and g is the acceleration due
to gravity (9.8 m/s2). Note that the particles of mass m measured with velocity 𝑣̅ might
have a different mass from the total removed mass M (denominator). In traditional
propulsion systems, these masses are equal and cancel, giving the well-known result Isp =
𝑣̅ /𝑔. However, in the measurement systems used in these studies, this may not always be
the case. Therefore, I will revisit the remainder of the derivation for special considerations
due to the measurement technique in each analysis chapter that follows. However, the thing
to note here is that measurement of either ablatant velocity or an integration of the force
imparted to a sample by ablation, together with mass removal rate measurements, directly
leads to Isp. To determine Isp, I will perform experiments to measure ablatant velocity, direct
force measurement on the sample due to ablation, and mass of ablated material to derive
Isp via (2.1) and (2.2) (with appropriate modification to follow in each analysis chapter).
14

The other major propulsion parameter is coupling coefficient, Cm, and is defined
as I divided by the input energy Ep (in laser propulsion applications, this is the pulse
energy):
𝐶𝑚 ≡

𝐼
𝐸𝑝

=

1 𝑡𝑓
∫ 𝐹(𝑡)𝑑𝑡.
𝐸𝑝 𝑡0

(2.3)
Typical units for Cm are the mixed-standard dyne/W. Thus, Cm is the impulse obtained per
unit input energy. Similar to above, when Newton’s second law is applied to Equation
(2.3), Cm is cast in terms of the average velocity of material ejected from the propellant:
𝐶𝑚 =

𝑝̅
𝐸𝑝

=

𝑚𝑣̅
𝐸𝑝

,

(2.4)

where m is the mass of the ejected material with average velocity 𝑣̅ . Also similar to above,
specifics of the experimental arrangement and the characteristics of the measurements that
lead to 𝑝̅ will require some modification of the general form in Equation (2.4), and these
will be shown in each analysis chapter to follow.
Chapter 3 will describe the experiments constructed to measure these quantities for
both single and double pulsed ablation conditions. Chapters 4 and 5 will then describe the
results of the single pulsed results, followed by double pulsed results and resulting analysis
in Chapter 7 [13, 14].
To understand and characterize the energy transfer and loss mechanisms in laser
ablation processes, an expression for internal efficiency of propellant materials for laser
propulsion has been derived [8, 15]. This is an important metric for material analysis, in
that it is desired to use the most efficient materials possible, that is, this efficiency will
show the materials that most efficiently convert laser pulse energy to usable thrust or
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efficient propellant burn. Recasting the definitions of Isp and Cm in terms of p, the
momentum imparted by the ablation event induced by an incoming laser pulse,
𝑝

𝐼𝑠𝑝 ≡ 𝑊,

(2.5)

where W is the weight of the sample removed in the process, and
𝑝

𝐶𝑚 ≡ 𝐸 ,

(2.6)

𝑝

where E is the input pulse energy. Then the product of Equations 2.5 and 2.6 yield
𝑝2

𝐼𝑠𝑝 𝐶𝑚 = 𝐸

𝑝𝑊

.

(2.7)

Then, by substituting P = mv and W = mg into the above,
𝐼𝑠𝑝 𝐶𝑚 =

(𝑚𝑣)2
𝐸𝑝 𝑚𝑔

,

(2.8)

Then by recognizing the kinetic energy of the ejected material is T = mv2/2, then this
expression becomes
𝑚𝑣 2

2

𝐼𝑠𝑝 𝐶𝑚 = ( 2𝐸 ) (𝑔) =
𝑝

2𝜂
𝑔

,

(2.9)

where  is defined as the energy conversion efficiency for an ablative propellant (kinetic
energy of ejecta divided by input pulse energy). In other words,  represents all possible
energy loss mechanisms during the laser ablation process. Thus, the product of Isp and Cm
yield a constant (2/g) times the energy conversion efficiency of the sample under study. I
will use the measured Isp and Cm in terms of Equation (2.9) to characterize the candidate
propellant materials in terms of their energy conversion efficiency.
2.2 Electromagnetic Wave Propagation Through Laser-Irradiated Metals.
One of the main considerations that governed all of my experiments was to optimize the
pulse length such that laser energy can be absorbed and converted to kinetic energy of
ejected material from a laser-irradiated metal before the growth of the laser-induced plasma
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at the focus becomes so dense that it prevents laser energy from reaching the surface
(known as plasma shielding). This is known as the critical time. In fact, the main theme of
my experiment in Chapter 7 will be to measure the critical time for my given irradiation
conditions. Having an exact understanding of this will give clear insight into how to
maximize the energy transfer process from laser to ablated material. From a theoretical
standpoint, this phenomenon is understood by tracking the path of an electromagnetic wave
(i.e., the laser pulse) through a material as plasma is formed and growing due to continued
irradiance. The process of events is described here, ultimately leading to a derivation of
this critical time.
As stated above, laser energy is absorbed by a material via free electrons, and in
the presence of ample free electrons (as in a metal) with sufficiently high laser irradiation,
this process leads to cascade breakdown of the absorbing surface and ultimately to plasma
formation [6]. As the plasma forms, it begins to become increasingly opaque to the
incoming light until a critical plasma density is reached, at which point the plasma is
completely reflective to the incoming laser. In this section, I will derive the expression
that shows where this critical time occurs.
In a typical laser-induced plasma with no significant internal magnetic field present,
light propagation is governed by the following Maxwell’s Equations [12]:
∇×𝐄=

𝜕𝐁

(2.10)

𝜕𝑡
𝐣

𝜕𝐄

𝑐 2 (∇ × 𝐁) = 𝜀 + 𝜕𝑡 ,
0

(2.11)

where E and B are the electric and magnetic fields, respectively, c is the speed of light in
vacuum, ε0 is the permittivity of free space, and j is the current associated with the motion
of charged particles in the plasma. Applying the curl operator to (2.1) yields
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𝜕𝐁

∇ × (∇ × 𝐄) = ∇(∇ ∙ 𝐄) − ∇2 𝐄 = −∇ × 𝜕𝑡 .

(2.12)

Next, taking the derivative with respect to time of (2.11) yields
𝑐 2 (𝛻 ×

𝜕𝑩

)=
𝜕𝑡

1 𝜕𝒋
𝜀0

𝜕2 𝑬

+ 𝜕𝑡 2 .
𝜕𝑡

(2.13)

Then, by direct substitution of the term for   (B/t) from (2.12) into (2.13),
(  E)   2 E  

j  2 E
.

c 2  0 t t 2
1

(2.14)

In the case of plane waves of the form E = E0 exp[i (k∙r - ωt)], where k is the propagation
vector and ω is the circular frequency of the wave, then Equation (2.14) becomes
𝑖𝜔

(𝜔2 − 𝑐 2 𝑘 2 )𝐄0 = − 𝐣 .
𝜀
0

(2.15)

For light near optical frequencies ( ~1010 Hz), ions (of mean speed on the order of 104
m/s [8, 9]) can be considered stationary and hence not major contributors to the plasma
current (which will be dominated by much faster electrons). Therefore, the plasma current,
j, is attributed to electrons. The plasma current is then expressed as
𝐣 = −𝑁𝑒 𝑒𝐯𝑒 ,

(2.16)

where Ne is the number density of electrons, e is the electron charge, and ve is the velocity
of the electrons. Assuming plasma electrons to be at thermal equilibrium, the following
electron equation of motion results:
𝑚

𝜕𝐯𝑒
𝜕𝑡

𝑒𝐄

= −𝑒𝐄 ⇒ 𝐯𝑒 = 𝑖𝑚 0𝜔 ,
𝑒

(2.17)

where me is the electron mass. Then, by substitution of Equations (2.15)-(2.17) into
Equation (2.14),
𝑁 𝑒2

(𝜔2 − 𝑐 2 𝑘 2 )𝐄0 = 𝑒 𝐄0 ,
𝑚 𝜀
𝑒 0
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(2.18)

or, in terms of the plasma frequency ωp ≡ (n0e2/mε0)1/2, the expression for dispersion in a
plasma results:

1

𝑐 2 𝑘 2 = 𝜔2 − 𝜔𝑝2 ⇔ 𝑐 √(𝜔 2 − 𝜔𝑝2 ) .

(2.19)

Clearly, when the plasma frequency exceeds that of the incoming light, ωp > ω, the
expression under the radical in Equation (2.19) becomes negative, k becomes imaginary,
and therefore electromagnetic waves cease to propagate through the plasma. In this state,
any further incident light at frequency ω is reflected by the dense plasma. The electron
density corresponding to the condition ωp = ω, known as the critical electron density (Nec),
is obtained from the definition of ωp [12]:
𝑁𝑒𝑐 =

2
𝑚𝑒 𝜀0 𝜔𝑝𝑐

𝑒2

.

(2.20)

By substituting laser wavelengths of interest for ωpc , Nec can be directly estimated. For
example, for the wavelengths used in this series of studies, 532 and 1064 nm, the
corresponding Nec are 2.5 x 1021 and 1.4 x 1020 cm-3, respectively, typical of laser-induced
plasma conditions. In order to estimate the critical laser pulse length that can be absorbed
before this condition occurs, it now remains to determine the length of time required to
reach this density.
Assuming impact ionization dominates plasma electron density growth, the time
evolution of electrons in a plasma simplifies to
𝑑𝑁𝑒
𝑑𝑡

= 𝜈𝑁𝑒 ,

(2.21)

where ν is the ionization rate (taken to be 6 x 1011 s-1 [6]), and Ne is the number of electrons
in the plasma. This separable differential equation is readily solved for t, giving the
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expression for the time required for the plasma to reach a reflective state at the critical
electron density Nec, known as the critical time (tc), as

𝑡𝑐 =

ln(𝑁𝑒𝑐 ⁄𝑁𝑒0 )
𝜐

,

(2.22)

where Ne0 corresponds to the initial electron density at plasma onset, estimated to be
1 cm-3 [7].

By substituting the critical electron densities obtained above for laser

wavelengths used in this work, tc is estimated at 98 ps and 96 ps, for light at 532 nm and
1064 nm wavelengths, respectively. Thus, to ensure maximum energy transfer from laser
to propellant, the pulse lengths should be at or below these values. However, it is noted
that these times could be even longer if two-photon absorption [6] and electron loss
mechanisms are taken into account.
A major recommendation from the previous study [8] was to directly measure the
critical time. The work contained within Chapter 3 describes the experimental technique
used to perform this study, and the results obtained will be given in Chapter 7.
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CHAPTER 3

EXPERIMENTAL TECHNIQUES

3.1 Time-of-Flight (TOF) Energy Analyzer. The first experiment I designed was
to measure the velocity of ablated material from laser-irradiated candidate propellants,
which will provide one of the key measurements needed to determine Isp and Cm. To
measure velocities of ablated material, a time-of-flight energy analyzer (TOF, for brevity)
was developed. In very simple terms, a TOF is a tube equipped with simple flux sensors
separated by a fixed distance where an ablation jet is directed. Specifically, for this TOF
system, as the charged ions from the ablated material flow over the sensors (copper plates,
approximately 1 cm2 each, and separated by 20 cm), the current of the ions creates a signal
on the copper plates that is recorded on a digital oscilloscope. The TOF was selected
because of its simplicity of design and its ability to measure ion kinetics, number density,
and angular distributions of each from laser-ablated samples in vacuum conditions. The
TOF experimental apparatus used in this study for these measurements is shown in Figure
3.1, and was originally developed for work with a femtosecond laser system [16]. This
system, by design, measures only ion kinetics of laser-ablated samples in the chamber, and
since ions are likely the most energetic component of the laser ablation process (more
discussion on this point will follow in the analysis of this chapter), it was selected for the
first studies to establish an upper bound to the ablation dynamics that will be used to derive
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propulsion characteristics.

Finally, this measurement technique had been shown in

previous work to be relatively easy to implement, and provided consistent, repeatable
measurements with the exception of a few caveats that were characterized and overcome
(see Chapter 8 analysis of Critical Exposure).
Construction of the TOF experiment was a relatively simple process. The original
TOF chamber (the hook-shaped object in Figure 3.1, with indicated features 4, 5, and 8)
was designed in a CAD program and sent to a glassmaker (Ace Glass) for construction.
The design had 3 total threaded holes: one to allow for the insertion of the sample under
study (placed at the bend of the apparatus, denoted by feature 5 in Figure 3.1), and two
others in the angled extension to allow the energy analyzer detectors to be placed (feature
8 in Figure 3.1). The energy analyzer was created by inserting a large gauge electrode
attached to a rectangular copper plate, roughly 1 cm X 1 cm X 0.3 cm, through a hole
drilled in a vacuum stopper to plug the threaded holes. Once these were inserted into the
chamber, the plugs were screwed tight and sealed with vacuum epoxy. The electrodes were
made long enough to allow them to be attached to wires that went to an oscilloscope. The
TOF is then attached to an optical rail and inserted into the rest of the experimental design
with the laser system, vacuum system, and associated measurement equipment. When a
laser pulse is focused onto a sample in the sealed chamber (held at vacuum conditions), it
forms a simple electric circuit: the ions produced by the ablation process are directed into
the electrode-containing part of the tube by rotational orientation of the sample holder,
where they are intercepted by the copper plates, where the plates themselves are attached
to a digital oscilloscope (where each channel is set to the 50  setting). Hence, the currents
across the plates are digitized and captured for subsequent analysis. In short, the TOF
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signals produce current waveforms on each copper plate that are stored on the oscilloscope,
and the mean velocity of the ions in each sample are determined by dividing the 20 cm
plate separation by the peaks of the current signal from each plate. Each of the pieces used
to obtain these measurements are described in detail below.
The laser system consists of a Coherent Antares mode-locked Nd:YAG laser (1)
that gives a 76 MHz train of 100 ps duration laser pulses at 1064 nm wavelength used to
seed a Continuum RGA60 regenerative amplifier (2). The output of the regenerative
amplifier is tuned to the second harmonic of the seeding laser, and gives output pulses at
532 nm wavelength, 100 ps in duration, and 35 +/- 4 mJ energy per pulse. The output pulse
selection of the regenerative amplifier is monitored by a LeCroy 9450 Digital Storage
Oscilloscope, and pulse energy is measured with a Melles Griot 13PEM001 Broadband
Power/Energy Meter. The pulses can be delivered either repetitively (variable from 6-10
Hz) or in single pulse mode. The output pulses are then focused by one of two planoconvex lenses (3), and enter the ablation chamber through an optical window (4), attached
at Brewster’s angle to minimize reflection losses. Assuming diffraction-limited spot size
(19.35 µm for the 20 cm lens and 48.38 μm for the 50 cm lens) , the irradiance at the surface
of the sample is 3 × 1013 W/cm2 for the 20 cm focal length lens and 6 × 1012 W/cm2 for the
50 cm lens. The pulses are focused onto the surface of a sample (5), which is attached to
a holder that can both translate and rotate the sample in the vertical plane.
Rotations of the sample with respect to the TOF copper plates are measured with a
positioning HeNe laser (6) that reflects off of the sample holder and onto a 6 m ruler on the
laboratory wall (7). Since the ablation product is ejected normal to the target surface, the
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Figure 3.1. TOF experimental setup used in study. See text for description of numbered
components.

sample holder is positioned such that the ablated material enters the TOF tube, where it is
sampled by a pair of copper energy analyzer plates (8). The plates are positioned at 22 and
42 cm from the sample. Previous work using the same apparatus has shown that the plates
subtend a 7° angle with respect to the normal from the sample in the holder [16]. The ionic
component of the ejected material induces a voltage across each plate of the energy
analyzer pair, which is directed via vacuum feedthroughs to a Tektronix TDS 460A
digitizing storage oscilloscope (9). The oscilloscope is triggered by a photodiode (10)
placed in the reflection from the window to the ablation chamber. The ion current signals
from the TOF are the recorded by the oscilloscope via an internal floppy disk drive and
transferred to a personal computer (11) for analysis by programs written in Mathematica
4.0. A vacuum system (12) that consists of an Alcatel 2002BB rotary vane roughing pump
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and a Varian HS-2 diffusion pump is used to maintain the ablation chamber at 3.5 mTorr
pressure. The pressure is monitored approximately 40 cm downstream from the pumping
system with a Kurt Lesker KJL-6000 thermocouple gauge connected to a Kurt Lesker
IG4400 gauge controller.
The pressure in the chamber (3.5 mTorr) provides a collisionless path for the
expanding ablation plume as it passes over the energy analyzer plates. Table 3.1 shows the
relevant parameters for the materials under study. To determine the likelihood of collisions,
the mean collision time, col, is compared to ion velocities measured from TOF to the mean
collision time of a thermal ion at room temperature (300 K). Mean collision time is
calculated from
𝜏𝑐𝑜𝑙 =

√𝜇𝑇
19.8 𝑃𝜎𝑐2

,

(3.1)

where  is atomic mass in amu, T is the temperature in K, c is the collisional cross section
in Å2, and P is the pressure in mTorr [66]. TOF-measured velocities resulting from ablation
vary from ~ 0.25 – 1.75  105 m/s, corresponding to mean collision times on the order of
~ 10-2 – 10-1 s. These are 2-3 orders or magnitude longer than the mean collision times for
thermal ions at 300 K, calculated to be on the order of 10-4 s. Therefore, the ablation plume
is assumed to be collisionless during the time it takes for it to pass over the TOF energy
analyzer plates, (approximately 10-5 s).
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Table 3.1. Mean collision time for both TOF-derived ion velocities and comparison to
thermal velocity at room temperature, with supporting parameters used in the calculation.
C

Al

Fe

Cu

Zn

Sn

Pb

Ion Diameter (Å)

0.7

1.25

1.4

1.35

1.35

1.45

1.8

Scattering cross section (Å 2)

1.54

4.91

6.15

5.72

5.72

6.61

10.18

Velocity – TOF (km/s)

176.4 132.3

74.2

71.7

77.5

26.4

25.6

Atomic Mass (amu)

12.01 26.98 55.85

63.55

65.38

118.71

207.2

col – TOF Velocity (ms)

179.7

94.9

87.9

103.8

115.6

62.1

68.0

0.6

0.3

0.4

0.4

0.4

0.5

0.4

col – 300 K (ms)

The oscilloscope has a 0.1 s time resolution. Therefore, the fastest detectable
velocity it can measure is 20 cm (plate separation) / 0.1 s = 2  108 m/s, and each time
measurement (that is, the time separation between the ion signal peaks) will have an
associated error of +/- 0.1 s. The oscilloscope voltage was set at 100 mV and 50 mV per
major division for plates 1 and 2, respectively, corresponding to 0.8 and 0.4 mV sampling
resolution (or, the error in each recorded voltage due to digitization error).
The sample elements chosen for the TOF study were C, Al, Si, Fe, Cu, Zn, Sn, Au,
and Pb, to represent a broad range of atomic masses and material properties. Also included
is one compound, SiC. The samples are each approximately 1 X 1 X 0.2 cm3, and were
prepared by polishing to visual smoothness by using fine grade sandpaper, and cleaned
prior to placement in the vacuum chamber with ethanol. Then, 5 exposures were collected
prior to data acquisition to clean any surface impurities and eliminate surface
26

abnormalities. This number was chosen based on the measurements of critical exposure,
which will be discussed in the next chapter [9].
The oscilloscope waveforms are the main data product from the TOF, ultimately
giving measurements of ion velocity, number density, and angular distributions of each.
An example waveform from an Al target as seen on the oscilloscope is shown in Figure
3.2. Feature 1 in Figure 3.2 corresponds to photoelectrons that are generated at the detector
surface due to the well-known initial VUV emission from the laser-induced plasma at the
focal spot on the sample [6, 7, 30]. Feature 2 is attributed to the electrons ejected in the
laser-induced plasma that arrive before the slower, more massive ions. Since these features
are not attributed to the ablated ion dynamics (and therefore, have no or negligible effect
on thrust or other propulsion characteristics), these features are discarded from further
analysis. The main measurement sources corresponding to ablation plume ions being
intercepted by the TOF plates are indicated by “3” and “4” (corresponding to the nearest
and farthest plates to the sample, respectively) to the right of Figure 3.2. I expected to
observe TOF waveforms roughly where the width of the pulse from ionic currents over
each plate corresponded to the lifetime of the ablation event, with some expectation of a
step function or Gaussian-shaped profile on each plate signal, given that previous works
showed correspondence to a so-called shifted Maxwell-Boltzmann distribution [17, 20, 67]
(i.e., where the ablation plume has Maxwell-Boltzmann characteristics in the direction
normal to the plume propagation velocity). Furthermore, assuming the ablation site as a
point source emitter, I expected the ion signal to fall off as 1/R2 and therefore to observe a
signal on plate 2 (42 cm from ablation site) to be at least 0.25 that of the signal from the
first plate (22 cm from the ablation site), since the distance to plate 2 is roughly double that
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of plate 1. The signal at plate 2 could likely be even further reduced, given that laser
ablation plumes typically follow a cosn() distribution (as discussed in Chapter 1), and
hence can be less spherically shaped than an assumed point source emitter.

Figure 3.2. Example waveforms (Al target) used for analysis, as seen on the oscilloscope.
See text for description of numbered details.

Note that, as expected, the magnitude of the signal from plate 2 is approximately
half that from plate 1. However, further note the unexpected “spreading” of the waveform
from plate 2, which was expected to be the same basic shape as plate 1. This is typical for
all TOF measurements performed in this study [14, 15]. The waveform from plate 1 is the
result of the ablated ions passing over the plate, unobstructed by any occlusions nor
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collisions with background gases or other ablation particles (as shown in Table 3.1). The
spreading of the waveform from plate 2 is attributed to collisions with the walls of the
relatively narrow ablation chamber (approximately 12 cm diameter), causing a delayed
signal from ions slowed by these collisions.
Measurements from these waveforms are obtained in two separate ways. First, by
using the separation of the peaks as the average time difference between the ion flows, the
most probable velocity of the expanding ablation product is attained. Feature 3 in Figure
3.2 corresponds to photoelectrons that are generated at the detector surface due to the wellknown initial vacuum ultraviolet (VUV) emission from the laser-induced plasma at the
focal spot on the sample [6-9, 17]. Feature 4 is attributed to the electrons ejected in the
laser-induced plasma that arrive before the slower, more massive ions. These features of
the waveforms are not useful for the purpose of this study, so they are removed from the
rest of the waveform prior to analysis by preprocessing.
Once velocities are obtained, they are converted to Isp and Cm via Equations (2.15)
and (2.17), respectively, with the caveat that only ions contribute to the measurement. For
clarity, these equations are recast with appropriate subscripts for TOF quantities derived
from ionic TOF measurements:
𝑣̅

𝐼𝑠𝑝 = 𝑔𝑖 ,
𝐶𝑚 =

𝑚𝑖 𝑣̅𝑖
𝐸𝑝

(3.2)
.

(3.3)

Note that Equations (3.2) and (3.3) presume that all of the ejected material is ionic, allowing
mass to be canceled from the numerator and denominator of Equation (2.15). This will
establish Isp and Cm for the ionic component of the ablation product, the consequences of
this will be discussed in the analysis of TOF measurement results in Chapter 4.
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Ion number densities are then attained by integrating the waveform from the first
plate, seen as Feature 1 in Figure 3.2. Plate 1 is used so that any possible shielding or
“blocking” effects between it and the second plate are eliminated. Number densities of
ions incident on the plate are calculated assuming singly ionized species by the following
expression
𝑁𝑖 =

1 𝑡2
∫ 𝑉(𝑡)𝑑𝑡,
𝑒𝑅 𝑡1

(3.3)

where Ni is the calculated number density in ions per pulse, e is the electron charge
magnitude, R is the input resistance at the oscilloscope (50 Ω), and V(t) is the oscilloscope
waveform, integrated from t1 (the onset of the signal) to t2 (the end of the signal).
The angular distributions of each of these quantities are found by making use of the
rotational capability of the sample holder. Waveforms are collected at several sample
angular positions with respect to the normal of the sample surface to the first plate of the
energy analyzer. This normal is taken to be the zero of the rotation by which all angles are
measured. The maximum error in the angles given by the measuring system is calculated
at ~16 arcsec. Each waveform is then analyzed by the above procedures to attain velocities
and number densities.
Mass removal rates are also measured for each material by collecting a large
number of exposures on a given target, and comparing pre- and post-exposure masses.
These are measured with a Mettler-Toledo AG64 analytical balance with 0.1 mg
sensitivity. The mass difference is then divided by the number of exposures, yielding mass
removal rates in units of μg per pulse [9]. Because of the minute amounts of mass removed
by each pulse, and due to issues related to the critical exposure of each material (Chapter
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4.2), these were, by far, the most challenging and meticulous measurements made in this
work.
It should be noted that all of the work performed using the TOF for single laser
pulses as described in this section and the subsequent analysis in Chapter 4 was previously
reported in a Master’s Thesis by the author [8]. However, the new work reported here is
the natural continuation of the Thesis, and in many cases, employed techniques and used
results developed there. Therefore, the entirety of the previous work will be included in
this volume, within this section and all of Chapter 4 for clarity and continuity.
3.2 Force Measurement. As mentioned above, the TOF measurements led to
quantities derived being only in terms ions. Since ions are likely not the only mass removed
in the ablation process, a separate apparatus was constructed to directly measure the force
imparted to the ablated samples, F(t), and derive Isp from the definition in Equation (2.14).
This requires three measurements: (1) a determination of the ablation event duration which
will set the bounds of integration (t0, tf), (2) a measurement of the thrust F(t), and (3) the
mass removal per pulse to determine the weight W = mg. Though mass removals were
measured previously, they are repeated here because of different experimental conditions
(namely, lower pulse energy at the ablation site), to be discussed in the following
paragraphs.
The force measurement and plasma imaging experimental setup is shown in Figure
3.3. The laser system (components 1 and 2) is the same as in the previous section,
producing pulses 100 ps long with 8 +/- 4 mJ energy, as measured just before the entrance
to the ablation chamber (output from the laser is approximately 35 mJ per pulse, but energy
is lost over the multiple reflections along the beam steering path to the force sensor). The
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laser pulses are directed towards the ablation chamber by a series of folding mirrors
(represented by a single mirror, component 3, in the schematic for simplicity, but actually
consists of 5 mirrors), focused by a 20 cm focal length plano-convex lens (4), and then
enter the chamber through an optical window (5), attached at Brewster’s angle to minimize
reflection losses. Assuming diffraction-limited spot size, the irradiance delivered to the
sample surface is 6  1012 W/cm2. The samples (each approximately 1 X 1 X 0.25 cm3, the
same as those used in Section 3.1) were placed in direct contact with a PCB Piezotronics
Model 209C01 force sensor (6), with a resolution of 10-4 N, connected to a PCB
Piezotronics Model 482B06 signal conditioner (7) via a vacuum feedthrough. Force
measurement waveforms from this device were recorded on a Textronix TDS 460A digital
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Figure 3.3. Force measurement and plasma imaging experimental setup.
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oscilloscope (8), triggered by a Thorlabs DET210 photodiode (9) that observed the ablation
chamber entrance pulse reflection from the optical window. The photodiode has a rise time
of 2 ns to ensure the oscilloscope is activated in time to record the signal conditioner output,
well within its 5 s rise time. The oscilloscope measurements are then transferred to
personal computer (10) for analysis. The force measurements are recorded in ambient
pressure (1 atm), however, a vacuum system was required for the plasma imaging
measurements performed in parallel. The vacuum system (11) consists of an Alcatel 2002
BB rotary vane roughing pump and a Varian HS-2 diffusion pump that provides an internal
chamber pressure measured at ~3  10-3 Torr by a Kurt Lesker KJL6000 pressure gauge.
The camera system depicted at the left of Figure 3.3 is a Princeton Instruments Model
ICCD576C/1THX intensified charge-coupled device (ICCD) camera (12) connected to a
PG-200 programmable pulse generator (13) and an ST 130 detector controller (14). The
pulse generator, capable of variable camera gating from 2 ns – 50 s, is triggered by the
same photodiode (9) that triggers the force measurement system to allow for concurrent
data capture. The camera has a variable delay after trigger event (18 ns minimum delay to
hundreds of microseconds maxiumum) with variable gate (exposure) time from 5 ns to
hundreds of microseconds. Mass removal measurements are performed by comparison of
pre- and post-laser exposure mass using the same balance as in Section 3.1 (Mettler-Toledo
AG64 analytical balance, not depicted in schematic).
The piezoelectric sensor was chosen because it allowed digital capture of relatively
small thrusts that were expected from these irradiation conditions. A pendulum apparatus
was briefly considered, but quickly ruled out because of the relative difficulty in attaining
the thrust applied. Typically, some type of pointing laser is reflected from the pendulum,
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and the force is measured as the recorded maximum displacement of the reflected light
along a ruler attached to a nearby wall, and this must then be either directly observed and
recorded by an experimenter, or recorded on video and similarly analyzed to obtain the
measurement. This process would have been incredibly laborious and time consuming in
comparison to the piezoelectric sensor method that was used here. Moreover, since the
applied thrust from laser ablation in these irradiation conditions are relatively small, the
pendulum would have had to been extremely light, which would have made the apparatus
brittle. However, it was soon discovered that the piezoelectric sensor would not function
in vacuum, because the active crystal is sealed in 1 atm of N2. This would not have been
the case with a pendulum design (though it would have required a bulky and expensive
vacuum chamber). Still, in light of this limitation, the piezoelectric sensor was found to be
overall more reliable, easier to use, and ultimately, satisfactorily in agreement with thrust
derived from plasma imaging, which was performed in vacuum (see Chapter 5 for analysis
of thrust derived from multiple experimentation techniques). Moreover, the same mean
collision time analysis was performed for the force sensor in ambient conditions, assuming
ion velocities on the order of those in TOF, and the results are shown in Table 3.2. Note
that the mean collision times are reduced by around 3 orders of magnitude. However, the
mean collision time is still 3 orders of magnitude greater than the sensor rise time (5 µs),
and hence the force measured by this system is assumed to be collected before collisional
effects can be detected.
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Table 3.2. Mean collision time and supporting data for force measurement in ambient
atmospheric conditions.
C

Al

Fe

Cu

Zn

Sn

Pb

Ion Diameter (Å)

0.7

1.25

1.4

1.35

1.35

1.45

1.8

Scattering cross section (Å 2)

1.54

4.91

6.15

5.72

5.72

6.61

10.18

Velocity – TOF (km/s)

176.4 132.3

74.2

71.7

77.5

26.4

25.6

Atomic Mass (amu)

12.01 26.98 55.85 63.55

65.38

118.71 207.2

col – TOF Velocity (µs)

709.3 374.8 347.0 409.9

456.3

245.1

268.3

1.6

1.9

1.6

col – 300 K (µs)

2.6

1.2

1.4

1.6

To obtain the experimental design in Figure 3.2, and similar to the TOF experiment
described earlier, a glass chamber was designed in CAD software and made by a
commercial glassmaker (Ace Glass) to house the piezoelectric force sensor, seen as the
cross-shaped structure in Figure 3.2. This chamber served two purposes: to house the force
sensor, allowing for easy access to sample switching (via threaded holes on the sides of the
“cross”), and to allow for vacuum to be applied for the plasma imaging data collection.
Similar to the TOF, this chamber is then inserted into the experiment, with the notable
exception that since the sample had to be place so that it rested on the force sensor, the
laser had to be steered to enter the chamber from above. A series of folding mirrors was
used to achieve this purpose, though it had the undesired effect of reducing the incident
pulse energy because of reflection losses. The biggest issue here was the effect on mass
removal rates, which were the single most difficult measurements to make in this entire
work. Simply put, very small amounts of mass are removed per shot. The amounts were
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already exceedingly small (g – level per shot) with full laser pulse energy (35 mJ), but
the force measurement reduction in pulse energy due to the mirrors (8 mJ / pulse) caused
them to be almost impossible to measure. Complicating the issue was the need to stay
within critical exposure (see Chapter 4.2), which basically showed that stable signals were
observed for 10 – 100 shots per sample, and therefore, a new ablation site had to be
obtained periodically to avoid skewing the mass removal measurements due to a lack of
mass being removed after critical exposure was reached.
The samples under study are a subset of those used in the Section 3.1, chosen to
represent a wide range of atomic masses and material properties, but excluding a few of
the materials used in the TOF study in the interest of the time required to collect and
analyze the measurements. The samples selected, which adequately span the range of those
used in the TOF work, are carbon (graphite), aluminum, iron, copper, zinc, tin, and lead.
These are prepared similar to TOF work by polishing to visual smoothness using fine grade
sandpaper, and then cleaned with ethanol prior to placement in the ablation chamber. Then,
5 laser exposures are collected prior to force waveform data acquisition to clean any surface
impurities and eliminate surface abnormalities, chosen based on the measurements of
critical exposure [8, 9].
A typical force measurement waveform as obtained from the piezoelectric sensor
via oscilloscope on a Sn target is shown in Figure 3.4. The recorded signal is represented
as 500 voltage-time pairs at 1 s intervals. The manufacturer-specified 100 kHz resonant
crystal frequency can be clearly seen in the high-frequency oscillation in the signal. It was
quickly observed that the signal is limited by the inherent 5 s rise time of the sensor,
greater than the ~1.5 s ablation event duration (see Chapter 5), and hence it was
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determined an extrapolation technique would be needed to derive the original force
imparted to induce the observed waveforms. Therefore, an algorithm was developed to
obtain the applied force at t = 0, and will be described in Chapter 5.

Figure 3.4. Force measurement waveform captured from the piezoelectric sensor for a Sn
target.

3.3 Double Pulse Measurement. In order to measure the effects of pulse length on
ablation product dynamics, needed to experimentally validate the theoretical estimations
of critical time from Chapter 2.1, a pulse-splitting apparatus was developed and is shown
in Figure 3.5. The laser system (1) is the same as in the previous two sections. A laser
pulse entering the experimental system is first expanded by a telescope (2) to prevent
damage to the mirrors following in the optical path. The pulse is the incident on the cube
mirror (3), which physically splits the pulse into two approximately equal components.
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Each portion of the pulse is then incident on retroreflectors, one of which is fixed (4a),
while the other (4b) is attached to a Klinger UE30 stepping motor and MC-4
microcontroller (5) that allows pulse delay to be controlled. The stepping motor/controller
allows for 0.1 μm fine-adjustment delays per step over a 3 cm full range, and the motorized
arm is attached to an optical rail to achieve larger (> 3 cm) separations. After the splitting
and delay stage, the two pulses are redirected toward the TOF by the backside of the cube
mirror, and focused by an achromatic doublet lens (6) onto the sample. The rest of the
apparatus is identical to the previous description of the TOF in Section 3.1. TOF
waveforms are then collected for different pulse separations and analyzed as described in
Section 3.1 to observe these effects. For direct force measurements as a function of pulse
delay, the TOF is replaced with the piezoelectric force sensor as described in Section 3.2,
with force sensor waveforms analyzed in the same method as described in Chapter 5.
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Figure 3.5. Split pulse TOF experimental setup. See text for description of numbered
components.
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CHAPTER 4

SINGLE PULSE TOF MEASUREMENT

4.1 Introduction. This chapter is a review of the experiments I performed for my
Master’s Thesis [8] and is provided here to show the motivation for the follow-on studies
performed in subsequent chapters. The motivation to perform this study was to do an
exploratory analysis of picosecond laser ablation for propulsion applications, where the
driving assumption is that picosecond laser ablation should be more efficient at producing
useful thrust since the pulse length minimizes plasma reflection losses (recall Chapter 2.2
derivation of optimal pulse length). The overarching goal of this Chapter is to perform a
survey of the selected materials and analyze measurements in terms of energy conversion
considerations and material properties to find any correlations or insights to determine a
“proof of concept” (or “refute of concept”) for picosecond laser ablation as a viable
propulsion mechanism, and to find any inherent fundamental relationships worthy of
further detailed study. What actually wound up happening was that this work did provide
some insights, but raised some questions that needed to be answered to give a full picture
of the ablation plume kinetics, which will be the conclusion of this chapter. However, in
order to form a full picture of what led to the continuation of the TOF analysis, a full review
of the study is given here.
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To perform the first detailed survey of the efficacy of picosecond laser ablation for
propulsion application, I utilized the TOF apparatus in Figure 3.1 to measure laser-ablated
exhaust dynamics under vacuum conditions (3.5 mTorr). The energy analyzer consisted of
two ~ 1 cm2 copper plates at a distance 22 cm and 42 cm from the ablation site. This
apparatus was able to sample the flow of the ionic component of the expanding plasma
plume, recorded as waveforms on a digital oscilloscope. From these waveforms, mean ion
velocity and number density (including angular distributions of number density) for each
of the 9 tested metals (C, Al, Si, Fe, Cu, Zn, Sn, Au, and Pb) were derived, and ultimately
used to determine classic propulsion characteristics, Isp and Cm. The focused laser provided
irradiances on the target at ~ 3 × 1013 W/cm2, assuming diffraction-limited spot size.
Results show that ion velocities from ablated elementary samples range from 200 km/s for
C and vary with mass as an mn dependence, with n = -0.84 +/- 0.07 down to 25 km/s for
Pb. These values correspond to Isp in the range of 2.0-12.0  103 s. Ion yields are found
to be on the order of 1013 ions/pulse for all materials where the total number of ablated
atoms per pulse are measured ~ 1015. Ion yield angular distributions are found to exhibit a
cosn() dependence (with n = 1), where  is the polar angle measured from the target
surface normal. Mass removal rate measurements show a general trend that increases with
increasing atomic mass, all on the order of μg/pulse. Momenta imparted to the samples are
found to be on the order of 10-7 kg m/s, corresponding to Cm in the range ~ 0.3 - 1.8 dyne/W.
In contrast to Isp, these values are found to increase with increasing atomic mass of the
sample used. A relationship between critical exposure, CE, and critical mass (i.e., the laser
exposures a material could withstand and corresponding mass removed by these exposures
before crater formation caused a decrease in velocity and number density measurements)
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was found, showing that CE is inversely proportional to the atomic mass of propellant,
based on the measurements that show a constant number of atoms are ablated per pulse
from each material before CE is reached. In addition, the total mass removed per pulse
was measured and compared to the total number of ions calculated from the oscilloscope
waveforms, which indicated that a small fraction of the total mass was ionized. Thus, the
TOF energy analyzer study only accounted for the ionic component of the LIPP, and
additional measurements were needed to account for both the ionic and presumably less
energetic neutral components of the ablation products. In addition, I postulated that ion
populations (and hence exhaust dynamics) could be boosted by finding the maximum time
allowed to deposit energy into the laser-induced plasma before it becomes opaque to the
incident laser (i.e., the critical time given by Equation 2.22). The subsequent chapters
include these experiments, and further use the measurements to design and show an initial
demonstration of a rocket driven by laser ablation (Chapter 6) and an experimental
investigation of an energy loss mechanism, time delayed phase explosions (Chapter 8),
discovered in the course of the TOF here in Chapter 4.
The measurements contained within this chapter serve as the initial characterization
of picosecond laser ablation dynamics for propulsion purposes (all such studies are the first
known that specifically studied these interactions in terms of the critical pulse length as
discussed in Chapter 2.2), and are used throughout the remainder of this work as the basis
of comparison for more in-depth techniques, and the inspiration to find methods of
enhancement of these observations. In the process of performing these measurements,
several associated issues were addressed to ensure the measurements were as isolated as
possible from experimental artifacts. The full assessment of the TOF study, including the
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assessment of such artifacts and the analysis of the final results in terms of quantified
propulsion characteristics of the studied materials, are given in this chapter.
Thus, the goal of the work contained within this Chapter is to use the TOF
experiment to capture 2 major measurements: the ionic currents from a variety of laserablated elemental metals (including the angular distribution of these currents) and the mass
removal rates for each material. From the ionic current measurements, ion velocities and
number densities will be derived and, coupled with mass removal measurements, converted
to traditional propulsion parameters to characterize the feasibility of laser ablation as a
propulsion concept. As is usually the case with any experiment, some challenges and other
observations were made along the way giving some additional insight to the laser ablation
process, and each of these will be discussed and presented. The most notable example of
such unexpected measurements in this part of the work was the characterization of critical
exposure and the subsequent correlation of mass removal rates, which gave an interesting
relationship between these two seemingly unrelated quantities.
4.2 Critical Exposure. Since each pulse removes some amount of material from
the sample, it was important to understand how this increasing damage and crater formation
affected the measurements. Waveforms were collected for a fixed sample undergoing
increasing exposures, and ion velocity was analyzed as a function of number of exposures
at the focal spot. Figure 4.1 shows the data collected for a Pb sample, and 3 distinct regions
are observed. Region 1 contains 2 relatively high velocity data points, which are attributed
to low mass oxide and/or hydrocarbon surface impurities. Such contaminants are known
to exist in vacuum systems that include diffusion pumps [18]. Region 2 gives the
characteristic steady-state regime for this Pb target, with the +/- 10% spread in the data
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attributed to the same fluctuations in the laser pulse energy. This characteristic profile is
observed until 40 exposures are accumulated, where the velocities begin to decline towards
zero (region 3) due to crater formation. It should be noted that all further measurements in
this study are based on data obtained from within the bounds of the steady-state regime.
Thus, the critical exposure, CE, is defined as the number of shots over which the steadystate regime is observed (40 for the Pb sample shown in Figure 4.1).

Figure 4.1. Signal degradation trend for Pb, error bars indicate uncertainty in pulse energy.

Similar experiments were carried out for most materials used in this study, and the
results are shown in Figure 4.2. The experiments indicated that light mass elements can
withstand longer exposures than heavy mass ones, with extremes represented by C (3400
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shots) and Pb (40 shots). The dashed line in Figure 4.2 represents a numerical fit to the
data, corresponding to n, where n = -1.47 +/- 0.27. When Pb and Sn (the materials with
other mass loss events that will be described in detail in Chapter 8), are removed from the
data, the mass dependence is n = -0.83 +/- 0.01. This result was a bit unexpected (it was
assumed that the critical exposure would be the same for all materials): there was no
expectation that mass removal rate would vary for different materials. This observed trend
has more interesting implications when coupled with mass removal rates, as shown in the
next section.

Al
Cu
Sn

Figure 4.2. Log of CE as a function of the log of atomic mass for tested materials. The
dashed line represents a numerical fit to the data. Error bars represent the standard error
about the mean of 4 measurements.

4.3 Mass Removal Rates and Ion Fractions. As mentioned in the experimental
description in Chapter 3.1, the TOF energy analyzer is limited in that it is only able to
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measure the ionic component of the ejected LIPP material. However, there is strong
evidence that there is a significant portion of neutral material contained within the LIPP
[22]. To account for this in this experiment, it was then necessary to measure the total
mass removed per pulse. The removal rates were found by comparison of pre- and postexposure masses. Due to the fact that a minute amount of mass is removed per shot in
comparison to the sensitivity of the balance used for measurement (0.1 mg), it was
necessary to accumulate a large number of exposures to remove an appreciable amount of
material. The exposures collected on the sample were performed by altering the sample
position to stay within the bounds of each material’s critical exposure (Figure 4.2).
Assuming that the mass removed per shot is approximately constant, then the mass removal
rate was found by dividing the total mass removed by the number of exposures.
The measured mass removal rates as a function of sample atomic mass are shown
in Figure 4.3. The data points in gray represent estimates of LIPP-based mass removal for
Sn and Pb. These estimates are based on work by Pakhomov, Thompson and Gregory [23]
that found an alternate mass removal mechanism prevalent in these two materials, known
as phase explosion (PE, see Chapter 8). To summarize the basis for these estimates, Sn
and Pb were found to have critical exposures for PE on the same level as the critical
exposures for LIPP as defined and measured in Section 4.2. However, the other tested
materials exhibited PE critical exposures much less than the LIPP critical exposure. Thus,
the technique used to measure the mass removals for these two materials would presumably
have both LIPP and PE constituents in the total removed mass in much stronger proportion
than the other tested materials. Since the number of atoms removed per shot is found to
approximately be a constant, as will discussed later in this section, the dashed line assumes
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a linear dependence on mass removals, and it is from this trend that the LIPP mass removals
are estimated [23]. Pt was included in this data set to confirm the validity of these
estimates. Unfortunately, since the Si samples used were extremely thin, they broke in the
course of the mass removal measurements. Therefore, no Si data is available (and due to
this reason Si, is excluded from further measurement).
These results were then used to obtain the total number of atoms removed per shot.
Then, by comparison of the results obtained from number density measurements, the
fraction of ionized material in the total ablation product was obtained, and the results are
given in Table 4.1. Again, the results for ion yield are obtained by assuming singly ionized
species detected at the measurement location (22 cm from the target surface), and using
Equation (3.3). The data indicates that the ion fractions detected by the TOF range from
0.8% for carbon to 3.8% for iron, and is in excellent agreement with results reported for
similar studies using femtosecond pulse lengths [16].

Further, the low percentages

measured corroborate with the general trend presented by Fajardo [22], which show that
relative ion populations in ablated material decreases with increasing distance from the
sample. In this work, a maximum value of approximately 50% within 2 mm of the sample
is reported. Therefore, it should be noted that these measurements are performed at 20 cm
from the sample, and hence likely represent a small portion of the actual percentage of the
total ablated mass that is ionized.
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Figure 4.3. Mass removal rates versus atomic mass of propellant. Gray box data points
represent estimates for the actual mass removal from LIPP events for Sn and Pb. Error bars
indicate two standard errors about the mean.

Table 4.1. Ion yields, total number of atoms ablated, and corresponding ion fractions for
tested materials.
Parameter
C
Al
Fe
Cu
Zn
Sn
Pb
Ion Yield (× 1013)

5.3

7.3

9.1

9.3

9.9

11.6

12.3

Atoms ablated (× 1015)

6.5

4.9

2.4

4.0

4.6

8.6

8.1

Ion fraction (%)

0.8

1.5

3.8

2.4

2.1

1.3

1.5

Critical Mass (mg)

0.44

0.38

0.42

0.40

0.41

0.37

0.10
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It is worth noting here that, in the course of all of the mass removal measurements
performed throughout this work, there was some concern over the relatively high pressure
in the ablation chamber (3 mTorr). The concern was that this pressure might allow for
recombination and re-deposition of ablated material. Thus, mass removal rate
measurements were also performed at 20 mTorr and at ambient pressure for all studied
elements. As expected, mass removal rates at ambient pressure were reduced by a factor of
20 – 40 compared to 3 mTorr. Measurements at 20 mTorr gave the same results as at 3
mTorr, indicating that re-deposition effects can be neglected for the vacuum conditions in
this work.
The mass removal rates obtained also provided another independent investigation
of critical exposure, CE, to supplement the study presented in Chapter 4.2. The mass
removal rate of each material was multiplied by its corresponding CE, and the results are
given in Table 4.1. Over all materials tested, the mass removed at CE, called critical mass
and denoted by mc, was 0.36 +/- 0.12 mg. If lead is excluded from the set however, mc is
0.4 +/-0.02 mg. This suggests a correlation between CE and mc, and leads to the hypothesis
that CE is achieved when mc is removed from a given sample. Then, these two quantities
can be related by
𝜂𝐶𝐸 =

𝑚𝑐
𝜌𝑉𝑎𝑡 𝑁𝑎𝑡

,

(4.1)

where ρ is the material’s mass density, Vat is the atomic volume, and Nat is the number of
atoms removed per shot. The atomic volume can be cast as
𝜇

𝑉𝑎𝑡 = 𝜌𝑁 ,
𝐴

(4.2)

where μ is the molar mass and NA is Avogadro’s number. Then, substituting this result
back into Equation (4.1), the following expression is obtained:
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𝑚𝑐 𝑁𝐴

𝜂𝐶𝐸 = (

𝑁𝑎𝑡

1

) 𝜇.

(4.3)

The data presented in Table 4.1 indicates that Nat is approximately constant over the full
range of tested materials. Then, since the mc data presented here is also a constant, the
quantity in parentheses in Equation (4.3) is approximately a constant for all materials. This
suggests a powerful and convenient method to determine mass removal rates from
parameters that are much more easily obtained, i.e., critical exposures (which are obtained
by simply accumulating pulses on target until an appreciable signal drop is observed, as
discussed earlier). This method would minimize the need for using high-sensitivity (and
hence expensive) scales for determining the mass removal rate, since CE is determined by
observation of the TOF waveforms [9]. This is the first known correlation between these
measurements. Further measurements could be done to investigate this hypothesis, most
notably, by using surface profilometry or electron microscope image analysis to measure
the ablation crater volume. If the hypothesized relation in (4.3) holds, then the assumption
of a constant number of atoms removed per shot should manifest as a variable crater
volume, dependent on material density.
To note in Equation (4.3), however, is that the inverse mass dependence on CE is
not in strict agreement with the trend given in Figure 4.2. Over all materials, the mn
dependence was found with n = -1.47 +/- 0.27. When Pb and Sn, the materials with the
strongest PE events, are removed from the data, the mass dependence is n = -0.83 +/- 0.01.
This discrepancy will be revisited in Chapter 8 with the discussion of phase explosions.
4.4 Angular Distributions. Next, the angular distributions of ion currents, which
are used to derive velocity and number density, were measured using the rotational
capability of the sample holder. It is assumed that the energy delivered to the target surface
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by the laser is independent of the angle of incidence [5-7, 17]. The observation in Figure
4.4 for a Cu sample reaffirms this assumption: ion velocities are found to be independent
of the rotation angle over a +/- 70 degree range, with the +/- 10% spread in velocity
attributed to similar fluctuations in laser pulse energy.

Figure 4.4. Velocity vs. rotation angle for a Cu target. The dashed line represents the
trend in the data. Error bars represent fluctuations in pulse energy for each measurement.

On the other hand, Figure 4.5 gives the results of the angular distribution of number
density, where a numerical fit to the data indicated a profile proportional to the cosine of
the rotation angle θ, or n = 1 for the cosn() dependence. This result is anticipated in the
classical approximation under the assumption of local thermodynamic equilibrium (and
hence no collisional surface layer, or so-called Knudsen-layer formation [19]), and hence
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the emission of ions is analogous to point-source emission from a light source. Therefore,
the number of ions ejected N is represented by a function of the form
𝑁(𝜃) = 𝑁0 cos(𝜃),

(4.4)

where N0 is the number of ions collected at normal incidence to the detector, i.e., at zero
rotation. Then, the total ion yield per pulse Y is calculated by integrating Equation (4.4)
over the hemisphere of ejection,
2𝜋

𝜋/2

𝑌 = ∫ 𝑁(𝜃)𝑑𝐴 = ∫𝜙=0 𝑑𝜙 ∫𝜃=0 𝑁0 cos(𝜃) 𝑟 2 sin(𝜃) 𝑑𝜃,

(4.5)

where r is the radial distance of the detector to the target (22 cm for plate 1) and  is the
azimuthal angle. Assuming symmetry about , Equation (4.5) reduces to
(4.6)

Y

𝑌 = 𝜋𝑟 2 𝑁0 .

Figure 4.5. Ion yield as a function of the cosine of the rotation angle. The dashed line
represents a least-squares fit.
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The data represented in Figure 4.5 can be further analyzed in terms of the net
momentum imparted to the sample, P. To obtain net momentum, all infinitesimal vectors
dp must be integrated over the hemisphere of ejection, which corresponds to a solid angle

 = 2 sr:
𝑷 = ∫𝛺 𝑑𝑝⃗ = 𝑛̂∫𝛺 𝑛̂ ∙ 𝑑𝑝⃗,

(4.7)

where 𝑛̂ is the unit vector normal to the target surface. This result reflects the fact that only
components normal to the surface should be considered in the net momentum transfer, as
the rotational symmetry of the event causes the tangential components to cancel. Since the
velocity distributions were measured (Figure 4.3) to be constant over the range of rotation
angles , then the velocity can be expressed as a constant with respect to , v() = v0.
Hence, the scalar component of dp can be written as
𝑑𝒑 = 𝑑(𝑚𝑣) = 𝑣0 𝑑𝑚 = 𝑣0 𝑑(𝑚𝑖 𝑁𝛺 𝛺),

(4.8)

where mi is the mass of an ion and N is the number of ions emitted per pulse per unit
solid angle. Then, assuming that N is roughly a constant in each solid angle element d,
N d = N sin d d. Further, N is related to N(), the total number of ions emitted
per pulse, by N = r2N(), where r is the distance from sample to detector. Then, by the
dependence obtained from the data, N = r2 N0 cos(), and the result of Equation (4.8)
becomes
𝑣0 𝑑(𝑚𝑖 𝑁Ω 𝛺) = 𝑣0 𝑚𝑖 𝑟 2 𝑁0 𝑐𝑜𝑠(𝜃) sin(𝜃) 𝑑𝜃𝑑𝜙,

(4.9)

Finally, to get the net momentum imparted to the sample, this result is substituted back
into Equation (4.7), and the integration is performed, yielding the net momentum imparted
to the target per pulse as
2𝜋

𝜋/2

𝑷 = 𝑛 ∫𝜙=0 ∫𝜃=0 𝑣0 𝑚𝑖 𝑟 2 𝑁0 𝑐𝑜𝑠 2 (𝜃) sin(𝜃) 𝑑𝜃𝑑𝜙,
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(4.10)

which further reduces to
𝑷=

2
3

𝜋𝑣0 𝑚𝑖 𝑟 2 𝑁0 𝑛̂ =

2

𝑣 𝑚 𝑌𝑛̂
3 0 𝑖

.

(4.11)

Hence, the total momentum imparted to the sample in the normal direction is the
momentum of a single ion (miv0) times two-thirds of the total yield of ions per pulse (Y).
Net momenta imparted to the samples used in this study were then calculated from
several sets of velocity and number density data using Equation (4.11) and are presented
as a function of sample atomic mass in Figure 4.6. Note that many of the results throughout
this work will be shown as a function of atomic mass of sample, mainly as a convenient
abscissa for showing results over all materials on the same plot. That is, no correlation to
atomic mass is expected, it simply serves as a means of showing results of multiple
materials on the same plot. The data shows a trend that momentum imparted increases with
increasing atomic mass of a given sample. This particular result was not expected, but can
be explained in relatively simple terms: though the ions from lighter elemental samples
exhibited relatively faster velocities than from heavier elemental samples, the higher
atomic mass of the heavier samples dominated the total momentum of the ablation product.
The momentum analysis indicates that higher-mass elements have higher imparted
momentum. However, Pb and Sn appear to have values lower than what would be expected
from the trend of the lighter-mass elements, especially when considering the relatively high
total ablated mass removal observed in Figure 4.3. This is somewhat curious, and this (and
other anomalous behaviors associated with Pb and Sn still to come in other observations)
will be explored in more detail later in this Chapter and in Chapter 8. Next, I will examine
the specific impulse and coupling coefficient. Cm is directly proportional to momentum
(divided by the pulse energy, which is constant for this work), and therefore should exhibit
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the same trend seen in Figure 4.6. Then, by Equation (2.9), Isp should have a trend inverse
to this, i.e., lighter mass materials should have higher Isp. The next section will look at the
Isp measurements to confirm or refute this.

Figure 4.6. Momentum imparted (Equation (4.11)) as a function of atomic mass of sample.
Error bars indicate standard error about the mean of 7 measurements.

4.5 Specific Impulse and Coupling Coefficient. Equation (4.11) now requires an
experimental adjustment to be made to Isp as given by the general form in Equation (2.2).
Substituting P = (2/3) mivi into Equation (2.2) now gives the adjustment for Isp for the
angular distribution measured from the given irradiation conditions:
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𝑝̅

2𝑣

𝐼𝑠𝑝_𝑖 = 𝑊 = 3 𝑔𝑖 ,

(4.12)

where the subscript indicates this measure is strictly in terms of the ionic component of the
ablation event, since it is noted that the result in Equation (4.12) assumes that all the mass
consumed in the LIPP event is ionic. When coupled with the mass removal rate and ion
fraction measurements in Section 4.3, the use of Equation (4.12) to calculate the total Isp
for all ablated material is questionable. The concern arises in canceling the masses between
the second and third expressions of Equation (4.12) to obtain the result Isp = (2/3) vi/g. By
the data presented here, it must not be assumed that these are equal quantities, and hence it
is recast as
𝑝̅

2 𝑚𝑖 𝑣𝑖

𝐼𝑠𝑝_𝑇 = 𝑊 = 3

𝑀𝑔

2

𝑣

= 3 𝜉 𝑔𝑖 ,

(4.13)

where M is the total mass of the ejected material (ions plus neutrals), and ξ is the mass
efficiency ratio, i.e., the ratio of ionic mass to total mass, mi/M. However, and as mentioned
in Section 4.3, the ion ratio decreases as the plasma plume expands from the surface of the
material. Therefore, an accurate measurement of ξ cannot be determined from the current
experimental conditions. For this reason, the rest of this chapter will investigate the ionic
component of specific impulse as given in Equation (4.12) (and denoted as Isp without any
superscript for simplicity). Since the ions are presumed to be more energetic than the
slower neutrals, this analysis will give the upper limit to Isp that can be obtained by full
ionization of the LIPP.
Specific impulses are then measured from ion velocities obtained from the TOF as
described in Chapter 3.1, and are shown as a function of atomic mass of the sample material
in Figure 4.7. Each point on the graph is the mean of 5-8 individual sets of data, where
each data set is comprised of 7 experimental runs. The dashed line indicates the numerical
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fit to the data, which is found to be an mn dependence, with n = -0.84 +/- 0.07. Thus, these
results are somewhat in contrast to previous works that found velocities (and hence Isp’s)
vary with the inverse square root of atomic mass. Such n = -0.5 dependences are
characteristic of Maxwellian velocity distributions under the assumption that the kinetic
energy of the plasma plume is the same for each material [13]. Hence, this study implies
that the ion energies are not the same for different materials under the given irradiation
conditions.

This diversion from previous studies is also the first evidence that the

warranted further investigation of results from both ionic and neutral components, which
will be the subject of the next chapter. Furthermore, this is also a strong indicator that, as
discussed in Chapter 2.1, the picosecond pulse regime gives some mixture of both thermal
and non-thermal processes (note the work in [13] was for nanosecond pulses, and hence
the ablation event is dominated by thermal phenomena, which is precisely what was used
to explain the n = -0.5 dependence in that work). Summarizing the results, the maximum
Isp obtained is for C (graphite) at 1.2  104 s, corresponding to an ion velocity of 200 km/s.
The trend then continues down to the most massive material tested, Pb, with Isp at 2.0  103
s.
Another interesting, albeit aside, feature of these results is that the data for SiC
matched the data for Si. This is in agreement with Fenner’s earlier work using alloyed foils
(Ag + C, Ag + Al, and Au + Ag) for ablation targets [20]. Similarly, the study reported
that the heavier of the species in the foil mixture dominated the observed ion velocities.

57

Figure 4.7. Specific impulse as a function of atomic mass. The dashed line indicates a
numerical fit to the data. Error bars indicate two standard errors about the mean.

Similar to Isp, Cm as defined in Equation (2.4) must now be adjusted to account for
the measured angular distribution in Equation (4.11). Substituting P = (2/3) mivi into
Equation (2.4),
𝐶𝑚 =

𝑝̅
𝐸𝑝

2 𝑚𝑖 𝑣̅𝑖

=3

𝐸𝑝

.

(4.14)

Figure 4.8 shows Cm obtained from the TOF system, which essentially is the result of
dividing the data in Figure 4.6 by the fixed pulse energy of 35 mJ. The data exhibits an
overall increase in Cm with increasing atomic mass. Note that this trend, as expected, is
the same as seen in Figure 4.6: in essence, it is the same result as Figure 4.6 multiplied by
2/3 and divided by the pulse energy. The combined results from Figures 4.7 and 4.8 confirm
earlier works showing the general trends in Isp and Cm [21] and the relationship derived in
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Equation (2.9) that show an inverse relationship between Isp and Cm. In practical terms,
these results indicate how one might layer materials to attain specific mission requirements
for a laser-propelled rocket. For example, when a rocket is working to overcome a planetary
gravitational well, more thrust is needed, therefore a higher Cm is required, and hence
heavier mass materials would be used for this phase. Once the rocket attains an appreciable
velocity, a transition to a material with a longer, more efficient burn (and therefore, Isp) to
maintain velocity is desired, and hence lower-mass elements would be used for this regime.
More discussion on this result will continue in the following section on mass removal rates
and ion fractions.
Because this work was done as a process of discovery of the utility of ablation
dynamics for propulsion applications, all of the results presented in this Chapter were
analyzed against other material properties such as melting/sublimation point, density,
molar heat capacity, heat of vaporization, thermal conductivity, resistivity, and lattice bond
lengths (assuming pure species of each material). The goal of this was to find evidence of
underlying relations between basic material properties and the measured ablation plume
dynamics, which could suggest fundamental relations between bulk material properties and
a given material’s efficacy as a laser ablation propellant. These properties were obtained
from the National Institute of Standards in Technology (NIST) website [70], and shown in
Table 4.2. In all cases, both Pearson and Spearman correlation coefficients were calculated
(to determine likelihood of a linear or monotonic relationship, respectively), and the results
plotted as a function of each of these to inspect for nonlinear relationships, and these results
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Figure 4.8. Coupling coefficient as a function of sample atomic mass. Error bars indicate
two standard errors about the mean.

are shown in Table 4.3. Pearson correlation [69], rP, is the same as the linear correlation
coefficient, and is found by
𝑟𝑃 =

∑𝑖(𝑥𝑖 −𝑥̅ )(𝑦𝑖 −𝑦̅)
√∑𝑖(𝑥𝑖 −𝑥̅ )2 (𝑦𝑖 −𝑦̅)2

,

(4.15)

where (xi, yi) are the independent variables and observations, (𝑥̅ , 𝑦̅) are the means of each,
and the summation is over each observation i. Pearson correlation then gives the likelihood
of a linear relation between the (xi, yi) pairs, with results being [-1, 1], where values close
to zero indicate no correlation, and values close to extremes indicate strong correlation.
Spearman correlation [69], rS, also known as the rank correlation coefficient, is given as
𝑟𝑆 = 1 −

6 ∑𝑖 𝑑𝑖 2

,

𝑛(𝑛2 −1)
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(4.16)

where di is the difference in the paired ranks (that is, the ith rank of the independent variable
xi minus the ith rank of the observation yi), and n is the number of observations. In contrast
to Pearson, Spearman correlation indicates evidence of a monotonic (not necessarily linear)
relationship between (xi, yi). Similar to Pearson, resultant values are in the range [-1, 1],
where values close to zero indicate no correlation, and values close to extremes indicate
strong correlation. Thus, the use of these two measures was used as an initial investigation
of any possible linear or monotonic (possibly nonlinear) relations between observed Isp and
Cm with respect to the material properties in Table 4.2. Moreover, given the inverse
relationship between Isp and Cm shown in the efficiency expression in Equation (2.9),
promising correlation results would indicate high (close to +/- 1) correlation and a
difference in sign (i.e., a positive correlation for Isp should have a negative correlation for
Cm, and vice versa). Table 4.3 shows that the correlation coefficients that had opposite
signs for Isp and Cm were strongest for atomic mass and density. Therefore, the results will
all be shown as a function of atomic mass for each material.
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Table 4.2. Element properties over which results were analyzed [70].
C

Al

Fe

Cu

Zn

Sn

Pb

Atomic mass (amu)

12.01 26.982 55.845 63.546 65.380 118.71 207.2

Boiling/Sub. Point (K)

3915

2743

3134

2835

1180

2875

2022

Density (g/cm3)

2.267 2.700

7.874

8.96

7.14

7.265

11.34

8.517 24.2

25.1

24.44

25.47

27.112 26.65

715

293

347

300

119

290

178

142

237

80.4

401

116

66.8

35.3

0.115

0.208

Molar

heat

capacity

(kJ/mol)
Heat

of

Vaporization

(kJ/mol)
Thermal

conductivity

(W/m*K)
Resistivity (*m)

7.837 0.0282 0.0961 0.0168 0.059

Lattice Bond Length (Å)

2.464 4.0495 2.8665 3.6149 2.6649 5.8318 4.9508

Table 4.3. Pearson and Spearman correlation coefficients for the analyzed properties.
Pearson
Atomic mass
Boiling Point
Density
Molar heat capacity
Heat of vaporization
Thermal conductivity
Resistivity
Lattice bond length

TOF Isp
-0.83
0.52
-0.89
-0.84
0.74
0.31
0.74
-0.67

TOF Cm
0.82
-0.81
0.89
0.76
0.48
-0.31
-0.70
0.37
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Spearman
TOF Isp
TOF Cm
-0.89
0.79
0.29
-0.71
-0.89
0.79
-0.82
0.60
0.46
-0.68
0.61
-0.39
-0.04
-0.18
-0.75
0.21

4.6 Laser Propulsion Efficiency: TOF. Ultimately, a major goal of the TOF
analysis was to find materials that are best-suited for propulsion applications in terms of
Isp and Cm. However, it is also instructive to analyze the efficiency of each material’s ability
to convert laser pulse energy to ablation plume exhaust energy. This section will perform
this efficiency analysis. However, in light of the observations made in the analysis of mass
removal rates, the laser propulsion efficiency derived in Equation (2.9) must now be
adjusted to account for the mass efficiency ratio ξ . The adjustment occurs by assuming the
masses in the numerator and denominator of Equation (2.8) are not equal:
𝐼𝑠𝑝 𝐶𝑚 =
𝐼𝑠𝑝 𝐶𝑚 = 𝜉 (

(𝑚𝑖 𝑣𝑖 )2
𝐸𝑝 𝑀𝑔

𝑚𝑖 𝑣𝑖 2
2𝐸𝑝

=𝜉
2

(𝑚𝑖 𝑣𝑖2 )

) (𝑔 ) =

𝐸𝑝 𝑔
2𝜉
𝑔

,

=

(4.17)
2𝜒
𝑔

,

(4.18)

where the laser propulsion efficiency expression now contains a term for the total internal
efficiency , comprised of the product of energy conversion efficiency () and mass
conversion efficiency (). For an ideal material,  will be as close to unity as possible,
indicating maximum input laser pulse energy conversion to energetic exhaust. Table 4.4
shows the results for total internal efficiency for the materials tested in TOF, denoted as
TOF (this distinction is used for later comparison to the force measurement technique).
Note that there is no clear dependence on atomic mass. It is interesting to note that two
materials with the lowest TOF are those that exhibit strong PE events, Sn and Pb, though
Si has a remarkably low TOF with no observed PE. This result will be revisited in Chapter
8 with the analysis of PE.
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Table 4.4. Total internal efficiency for TOF experiments.
Element

C

Al

Si

Fe

Cu

Zn

Sn

Au

Pb

TOF

0.17

0.33

0.05

0.27

0.26

0.37

0.09

0.11

0.16

4.7 Ion Velocity and Momentum Analysis and Modeling. Note that all the
analysis presented thus far is with respect to bulk measurements of the ablated ions. This
is done to convert the measurements to standard propulsion characteristics. However, in
order to understand the physics of the process and to explain the observations, the base ion
kinetic measurements are analyzed here. A review of literature failed to reveal a
satisfactory model to explain average ion kinetics from ablated particles. Most of the
detailed modeling attempts come from the laser-induced breakdown spectroscopy (LIBS)
community, where the goal is to initiate near-threshold ablation in order to reduce
continuum bremsstrahlung emission which saturates the detected signal, and hence masks
the spectra of excited ionized and neutral atomic species. Therefore, the models developed
are focused on estimating plasma electron temperature at threshold conditions [6, 7, 18,
19]. Gamaly, et. al. [71] developed a model starting from solution of the heat equation, but
under the assumptions of near-threshold irradiance, assuming a fully ionized plasma
(which is not supported by the ion fraction observations in the previous section), and
neglecting heat losses due to heat dissipation into the bulk, which is close to the condition
in ps laser ablation, but these assumptions still overestimate the observations. Other models
are strictly empirical, and therefore are closely tied to the exact experimental conditions
(usually for ns laser pulses) used to develop the model, an example of which is seen in
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Phipps, et. al. [72]. Therefore, I investigated a simple alternative method to explain the
observations in terms of assumed thermal kinetic behavior from a laser-induced plasma.
The mean ion velocity measurements, which were used to obtain Isp via Equation
(4.12), are presented in Figure 4.9. The solid line represents a numerical power law fit to
the data, and just as for the Isp measurements, is of the form Axn, with n = -0.84. The dashed
line is the predicted thermal velocity of particles ejected from a plasma assuming that local
thermodynamic equilibrium has been established, and therefore mean velocity v is derived
from the familiar Maxwellian distribution relation by assuming the kinetic energy of the
particle, T = 1/2mv2, is equal to the thermal energy (T = kT) [12], or in terms of velocity
2𝑘𝑇

𝑣= √

𝑚

,

(4.19)

where k is Boltzmann’s constant (1.38064852 × 10-23 m2 kg s-2 K-1), T is the plasma
temperature, and m is the mass of the particle. The dashed line is the velocity predicted
assuming a plasma temperature of 2.2 keV (25 × 106 K), corresponding to the predicted
temperature from measured C ion velocity (180 km/s). Similarly, the mean momentum p
of a particle in a Maxwellian velocity distribution is found from T = p2/2m = kT, or in terms
of p,
𝑝 = √2𝑘𝑇𝑚.

(4.20)

The momentum analysis results are shown in Figure 4.10. Clearly, the predicted thermal
velocities and momenta are in excellent agreement with the observations (within
experimental error of the measurements), with the exception of Sn and Pb. This analysis
method further indicates that something is unique about the behavior of Sn and Pb, which
will be investigated in much more detail in Chapter 8. However, the conclusion from this
analysis is clear: the mean behavior of ablated ions, including the material dependencies of
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Isp and Cm, is well-explained by a simple thermal model, albeit one of a very hot plasma.
This makes even more sense in terms of simple energy conservation considerations: the
input pulse energy is the same for each measurement, so it should be expected that the the
ion energies should be approximately the same for each material (save for some minor
differences due to specific absorption properties of each material), and hence the observed
energies should vary with atomic mass. This is exactly what is seen in the general trends
of both Figures 4.9 and 4.10. Moreover, this analysis reveals the need to account for
neutrals that are not measured by this technique: as discussed in the previous section, the
neutrals cannot have the same kinetic energy as the ions, else energy conservation would
be violated. Thus, it is expected that further experiments to account for neutrals will show
a lower apparent plasma temperature than is indicated by ion velocities and momenta.
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Figure 4.9. Measured and predicted thermal velocities for tested elements.
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Figure 4.10. Measured and predicted thermal momenta for tested elements.

4.8 Summary. An extensive study was performed by ablating elementary metals
in a vacuum chamber using 100 ps laser pulses from a laser/regenerative amplifier system
and analyzing the resultant waveforms induced on the TOF energy analyzer measurement
apparatus constructed for the work. Analysis of the TOF waveforms and comparison of
pre-and post-ablation mass measurements gave four independent observable quantities:
mean ion velocity, ion yield, angular distributions of ion yield, and mass removal rates.
These measurements were used to obtain the classic figures-of-merit for rocket propellants
specific impulse, Isp, and coupling coefficients, Cm. Four main conclusions came from this
work.
First, Isp derived from TOF ion velocities were measured ranging from 2  104 s
(graphite) down to 2.8  103 s (lead), and found to be roughly inversely proportional to the
square root of atomic mass of the material. Secondly, ion number density measurements
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ejected from the ablative material were found to be in a cosine distribution about the surface
normal, with mean ion velocities independent of angle from the surface normal. Third, the
number of atoms ablated per shot were found to be roughly constant across all tested
materials, shown by lighter elements having lower mass removal rates than heavier ones.
Finally, the ions measured in TOF studies were found to carry up to 37% (zinc) of the
energy transferred from the laser pulse, while only comprising single-digit percentages of
the total ablated mass. That is, most of the material ejected in laser ablation are neutral
atoms that cannot be measured by the TOF system. In addition, the observed materialdependent ion kinetic behavior is explained in terms of thermal velocities and momenta of
particles emitted from a plasma that has achieved local thermodynamic equilibrium, and
hence the mean velocities and momenta are directly proportional to the square root of
plasma temperature.
Thus, the TOF energy analyzer study only accounted for the ionic component of
the LIPP, and additional measurements are needed to account for both the ionic and
presumably less energetic neutral components of the ablation products. Since the
overarching theme of this part of the study is to determine the best candidate materials for
propulsion applications in terms of both ablation plume energetics and the energy
conversion efficiency, the total effects from all ablation plume products, ions and neutrals,
must be considered to complete this analysis. It is assumed the TOF results establish an
upper bound to the “true” measurements that takes neutrals into consideration, assuming
ions were more energetic than neutrals. This assumption becomes apparent by simple
calculation of the total energy of the ablation plume. Assuming that all ablated particles
have the same velocity as ions, then for C, the total kinetic energy (T) of the ablation plume
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is T = 1/2 mv2= (0.5)( 6.5 × 1015 particles/pulse)(12.01 amu)(1.67377 × 10-27 kg/amu)(200
km/s)2 = 2.6 J, or 75 times that of the input laser pulse energy. Similarly for Pb, T = 1/2
mv2= (0.5)( 8.1 × 1015 particles/pulse)(207.2 amu)(1.67377 × 10-27 kg/amu)(25 km/s)2 =
0.9 J, or 25 times the input pulse energy. Clearly, the unmeasured neutrals cannot be as
energetic as the ions. Some estimations were done to approximate the effects, but
ultimately the best method to ascertain the total propulsion characteristics of a given
material is to directly measure the force imparted to the candidate sample. The goal of the
experiment in the next chapter is to resolve this discrepancy.
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CHAPTER 5

DIRECT FORCE MEASUREMENT OF LASER-ABLATED METALS

5.1 Background. As shown in Chapter 4, the TOF (including mass removal rate)
measurements cast doubt on the Isp measurements reported, or at least, what the “true”
value for a given material will be when both ions and neutrals are taken into account.
Therefore, in order to account for the full ejected material from laser ablation, the direct
measurement of the force imparted to materials was the natural extension of the TOF work.
Therefore, I designed the force measurement experiment shown in Chapter 3.2 to
obtain 3 measurements to ultimately obtain the “true” values of Isp and Cm: images of the
ablation plume expansion to help determine the ablation event duration (in conjunction
with analysis of TOF waveforms), the thrust imparted to a laser-ablated sample via signals
captured on oscilloscope from a piezoelectric force sensor, and the associated mass
removal rates for the given irradiation conditions (the incident pulse energy is lower here
than for the TOF, and as such, mass removal rates had to be painstakingly recaptured).
These measurements will be used to derive Isp and Cm from this experimental method,
where both ions and neutrals will be accounted in the results. This chapter will describe the
results obtained using this experiment, and compare the results to those obtained by plasma
plume imaging that was done in conjunction with the force measurements [13, 14] for the
purpose of characterization of ablation dynamics from an alternative, independent method.
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5.2 Force Measurement Method. As mentioned in Chapter 3.2, the force
measurement method employed here requires three component measurements: (1) a
determination of the ablation event duration which will set the bounds of integration (t0, tf),
(2) a measurement of the thrust F(t), and (3) the mass removal per pulse to determine the
weight W = mg. The method for determining each is described here.
In order to determine the time interval (t0, tf) over which the ablation event occurs,
known as the ablation time (ta), a combination of techniques is employed. First, a technique
recommended by previous work [21] is performed to derive the event duration directly
from TOF measurement, and then verified by observation using the imaging system. For
this measurement, TOF waveforms were recaptured with pulses reduced to the same energy
(8 mJ) as in the force measurement apparatus using neutral density filters (the original TOF
measurements in Chapter 4 had the same pulse energy as the laser output, 35 mJ per pulse).
An example TOF waveform used in the current analysis is shown in Figure 5.1 for an Al
sample. The signals used for this analysis were from plate 1 of the TOF energy analyzer,
the closest plate to the sample. Signals from Plate 2 were not used in this analysis to
minimize any errors from signal broadening due to ion plume collisions with the chamber
walls. Ablation lifetime is then determined by estimating it as the time between ion signal
onset (t0) and cessation (tf), as indicated in Figure 5.1. Once these are determined, the
ablation time, ta, is then determined from the difference between these times ta = tf – t0 .
The results of this technique applied to all tested materials is shown in Figure 5.2. It should
be noted that no dependence on atomic mass is to be interpreted, but results are plotted as
a function of atomic mass for consistency with previous results show thus far. Ablation
time should be most closely related to plasma generation and subsequent expansion from
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a material. Since all of the tested materials are metals, and therefore have roughly similar
amounts of free electrons present for plasma formation and subsequent ablation, it is
expected the ablation lifetime should therefore be similar for each sample. Figure 5.3 shows
sample images from a Pb target used to verify the ablation lifetime. Note that at 2 s delay,
the expanding plasma plume has detached from the sample (sample position indicated by
the rectangular overlay near the bottom of each image). Similar images were collected for
each material under study verify the FWHM-based calculations with direct observation.

Figure 5.1. TOF waveform (Al) used for ablation event duration measurement, with onset
(t0) and cessation (tf) times indicated.
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Figure 5.2. Ablation event duration as a function of atomic mass. Dashed line represents
least-squares fit to the data.

Figure 5.3. ICCD images of the expanding plasma plume from a Pb target (target position
indicated by overlay on image). Delay from pulse arrival and image exposure length
indicated on images.

Next, the force measurement had to be extracted from the raw oscilloscope
waveform capture, as shown in Figure 3.4. As mentioned in Chapter 3.2, an algorithm was
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devised to extract the force measurement from the raw measurements, and is described
here.
First, the recorded waveform is converted to absolute value (the 100 kHz natural
resonance frequency of the piezoelectric force sensor creates a signal that oscillates about
V = 0 as it relaxes back to its ground state), and the local peaks of the waveform are
extracted to define the envelope of the signal, as is shown in Figure 5.4. This signal is fitted
via least squares techniques to a standard sensor response model function:
𝑡

𝑉(𝑡) = 𝑉0 exp (−  ) [1 − exp(−𝑡/2 )],
1

(5.1)

where 1 and 2 represent the best-fit decay and rise time constants, respectively, and V0 is
the sensor voltage at t = 0, corresponding to the actual applied force (force is obtained from
F0 = acV0 using the manufacturer-supplied calibration constant, ac = 494,604 mV/kN). The
signal envelope fit line is shown by the dashed line labeled (1) in Figure 5.4, with V0 as
extrapolated back along the decay time portion of the fitting line, i.e., by neglecting the
limiting sensor rise time, shown by (2). The rise time in Equation (5.1), 2, was measured
to be 10 +/- 3 s across all materials, with shot-to-shot reproducibility for a given material
within 2%. This is in good agreement with the unloaded base sensor rise time of 5 s, with
the additional 2-8 s as measured likely attributed to the signal path through the conditioner
and to the oscilloscope. The variation over different materials is attributed to differences
in sensor-sample mechanical coupling (i.e., variations in the geometry of each sample
placement onto the sensor), as further attempts to affect the measured rise time for a given
sample by introducing longer connecting cable or variations in sample mass have not
produced any appreciable effects. The decay time, 1, is measured at 203 +/- 74 s, over
all tested samples with shot-to-shot reproducibility for a given sample also within 2%. With
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V0 obtained (and hence F0 = acV0), impulse I is then estimated by the area of the triangle
formed with height F0 and base defined by the ablation event lifetime ta measured in Figure
5.2,
𝐼=

1

𝐹𝑡 .
2 0 𝑎

(5.2)

Figure 5.4. Absolute value of recorded force measurement waveform with envelope fit
line (1) and extrapolated applied force (2).

Finally, the mass removal rates had to be reassessed for each tested material due to
less pulse energy at the ablation site due to multiple reflections to steer the laser pulse to
the force sensor. As a reminder, mass removal rates are determined by measuring sample
mass, subjecting to a series of exposures (while staying within critical exposure constraints
on each focal spot site), measuring sample mass again post-exposure, and then taking the
difference between these mass measurements. Figure 5.5 shows the mass removal rates for
the tested materials used in determination of Isp from force measurement. Because of these
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reduced pulse energies compared to the previous work (8 mJ for these experiments,
compared to 35 mJ for TOF studies), mass removal rates were far reduced, approximately
2 orders of magnitude, corresponding to a similar reduction in the number of atoms ablated
per pulse, and therefore, significantly less mass removed per pulse. This made the mass
removal rate measurement process incredibly laborious and time consuming, exacerbated
by the need to accumulate a large number of laser shots while staying within the bounds of
critical exposure, where crater formation adversely affects the ablation process. Thus,
measurements were actually performed for three of the metals: C, Cu, and Pb, which were
selected to bound the extremes of atomic mass with one material in the middle (indicated
by the large gray data points in Figure 5.5). The mass removal rates for the remaining
materials were found by linearly interpolating the rates at higher pulse energies based on
the reduction in those actually measured at lower energies. It should be noted that the mass
removal rates for 3 materials tested at lower pulse energies exhibited the same trend as with
those at higher pulse energies, which will be taken as validation of the assumption used to
interpolate other measurements (at worst, these can be considered an order-of-magnitude
estimate). Further, mass removal rates in air were found to be about half of those measured
in vacuum, likely due to recombination effects under ambient air pressure [26].
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Figure 5.5. Mass removal rates as a function of atomic mass for force measurement setup.

As a final note to the force measurement process, recall from Chapter 3.2 describing
the force measurement apparatus that these measurements had to be performed in ambient
pressure (1 atm). This is because the piezoelectric force sensor is in an enclosure that is
sealed in N2 gas at 1 atm pressure. If this sensor was subjected to any vacuum condition, it
would create strain on the piezoelectric crystal due to the pressure gradient between it and
the chamber condition and cause applied forces from the ablation events to be incorrect.
This biggest concern I had here was that this condition was in contrast to the vacuum
conditions for TOF studies. Specifically, I was concerned that some energy from the laser
pulse would be partitioned between surface plasma/ablation and air breakdown plasma
formation. To address this issue, an experiment was performed to measure force at multiple
points along the translation of the focusing lens backward from the surface of the ablated
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sample, thereby moving the focal spot from the surface backward to the air just above it,
and the results are shown in Figure 5.6 for a Pb sample. My assumption here was that if air
breakdown was a significant effect, the measured force would decrease inversely
proportional to the square of the focal spot height above the sample due to the sphericallysymmetrical shockwave produced. The observation in Figure 5.6 is that the force decreases
roughly linearly with focal spot height (shown as a solid line), not as the inverse square of
distance. The inverse distance squared trend is shown as a dashed line in Figure 5.6 to
illustrate the observation is not consistent with this behavior. Presumably, the observation
in Figure 5.6 is because of a gradual partitioning of laser energy into surface ablation and
air breakdown, the latter of which was visibly seen to increase (i.e., the light from the air
breakdown event would get brighter) with increasing focal spot height above the surface.
Further, for air breakdown effects, one would not expect a material dependence on the
derived measurements. However, subsequent analysis will indeed show a material
dependence on derived Isp. Thus, it is concluded that the forces measured are due to direct
ablation of the solid sample, and not due to air breakdown plasma effects due to the ambient
pressure condition.
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Figure 5.6. Measured force as a function of focal spot height above surface for a Pb target.
Solid shows linear fit to the data. Dashed line represents an inverse square of distance from
surface.

5.3 Isp and Cm Measurements and Comparison to TOF. Isp for each material
derived from the force measurement technique are shown in Figure 5.7. Error bars in the
plot show one standard deviation about the mean of 10 measurements. In general, the trend
is the same as previously published from TOF studies: elements with lighter atomic mass
exhibit higher Isp, though the previously observed dependence on the inverse square root
of atomic mass is not observed here, likely due to the inclusion of neutrals in the force
measurement and hence the impulse calculation. As anticipated, the values from direct
force measurement show a lower overall value than those from TOF studies, approximately
one order of magnitude. Part of this difference can be attributed to a reduction in pulse
energy: TOF studies were repeated for the reduced energies and found a two-fold reduction
in ion ejecta velocity, and hence Isp [13, 14, 23]. Thus, in order to compare the
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measurements more effectively and correct for the difference in pulse energies, the force
measurement is multiplied by a factor of two, and both measurements are shown on the
same semi-log plot in Figure 5.8. This clearly illustrates the conjecture remaining from the
previous work: that when both ions and neutrals are accounted for in calculations, Isp is
effectively reduced by the slower neutral components. Another way to interpret Figure 5.8
is that the TOF measurements provide an upper bound of the achievable Isp when the
ablated material is fully ionized.

Figure 5.7. Isp versus atomic mass for all tested elements from direct force measurement.
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Figure 5.8. Isp versus atomic mass: comparison of direct force measurement (square points,
heavy dashed line indicates trend) and TOF (circular points, fine dashed line indicates fit
to atomic mass, mn).

Coupling coefficients are shown in Table 5.1 for both direct force measurement
(Cm, top row) and TOF measurements (Cmi, bottom row). Similar to Isp, these measurements
show the same general trend between the measurement techniques: materials with greater
atomic mass tend to have larger Cm, with the noteworthy exceptions of Al and Fe. For Al,
this is attributed to its relatively long ablation event lifetime, owing to a relatively large
FWHM in the TOF data used to derive it. It is not known if this effect is a measurement
artifact (note large error bars for the Al ablation event duration measurement) or the nature
of the Al ablation event, but it is certainly worthy of further study. For Fe, this is due to
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relatively high thrust, the mechanism of which is not known and likewise merits further
investigation.
It is noteworthy to also consider the independent measurements of Isp derived from
plasma imaging analysis [13, 14, 23, 27, 28]. Imaging measurements were performed in
vacuum (3 mTorr) conditions to allow the expansion of the plasma plume for imaging, but
in the same ablation chamber as the force sensor with the same reduced pulse energies as
in the force measurements. That is, aside for ambient pressure differences, the experimental
conditions were the same for force measurement and plasma imaging measurements.
Ultimately, these provided independent verification of ion velocity angular independence,
ion velocity reduction with pulse energy reduction (as mentioned above), and show
complete agreement of derived Isp with the force measurement technique [27, 28]. The
latter of these is illustrated in Figure 5.9. Note that the Isp for the completely separate force
and imaging measurement techniques are practically coincident on the plot. These
measurements provide substantial corroboration and validation of the assumptions made
in Isp calculation from force measurements in air.

Table 5.1. Cm from direct force measurement and TOF measurement.
Element
Cm (Force, dyne/W)
Cmi (TOF, dyne/W)

C
2.6
0.4

Al
4.3
0.8

Fe
4.6
1.15
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Cu
2.7
1.2

Zn
5.6
1.55

Sn
3.5
1.1

Pb
8.0
2.0

Figure 5.9. Isp versus atomic mass for all three measurement techniques employed in
ablative laser propulsion studies.

Thus, these measurements derived from the force sensor, in conjunction with the
plasma imaging work summarized above, give four major conclusions from studies of laser
ablated elementary targets. First, Isp derived from force measurement is about five times
less than those from TOF measurements, with Isp values on the order of 103 s. The general
trend persists that Isp decreases with increasing atomic mass of the sample. Second, Cm (and
likewise thrust) has an overall trend to increase with increasing atomic mass of the sample,
similar to the trend found in TOF work. Third, the combined analysis of all three
measurement techniques allow for a much more accurate determination of Isp and Cm than
any one alone. Further on this point: plasma imaging and direct force measurement, despite
their significant differences in experimental technique, provide almost identical results in
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correcting the TOF measurements from upper bound ionic measurements in TOF studies.
Ion velocities and angular distributions derived from plasma imaging well-matched those
from TOF, and plasma imaging coupled with TOF waveforms were used to determine and
verify the ablation event lifetime used in Isp derivation from force measurement. Finally,
and in summary of all of the above observations, it is clear that ions are the main driver of
momentum transfer for ablative laser propulsion.
As a final analysis of the kinematic study, the results were analyzed in terms of
correlation to material properties and are shown in Table 5.2, and combined with the results
from the TOF study shown in Table 5.3. Note that for the force measurement experiment,
molar heat capacity, heat of vaporization, and thermal conductivity have relatively
significant correlations (substantially more so than in TOF measurements), suggesting
there is a significant thermal component to the results. That is, when the combination of
ions and neutrals are taken into account (force measurement results), these thermal effects
become more obvious than from measurements of ions in the TOF experiment. This is in
good agreement with previous research (as summarized in Nica and related supporting
references within [10]) noting that the picosecond pulse regime in laser ablation is a
mixture of thermal and non-thermal interactions.
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Table 5.2. Pearson and Spearman correlation analysis of TOF and force measurement
results for various material properties.
TOF
Isp

Pearson
TOF
Force
Cm
Isp

Force
Cm

TOF
Isp

Spearman
TOF
Force
Cm
Isp

Force
Cm

-0.83

0.82

-0.77

0.74

-0.89

0.79

-0.93

0.61

0.52

-0.81

0.33

-0.69

0.29

-0.71

0.32

-0.71

-0.89

0.89

-0.68

0.58

-0.89

0.79

-0.57

0.46

-0.84

0.76

-0.58

0.49

-0.82

0.60

-0.93

0.57

0.74

0.48

-0.86

-0.64

0.46

-0.68

0.64

-0.71

0.31

-0.31

0.45

-0.57

0.61

-0.39

0.68

-0.61

Resistivity

0.74

-0.70

0.43

-0.42

-0.04

-0.18

-0.21

0.00

Lattice
bond length

-0.67

0.37

-0.73

0.24

-0.75

0.21

-0.54

0.25

Atomic
mass
Boiling
Point
Density
Molar heat
capacity
Heat of
vaporization
Thermal
conductivity

5.4 Laser Propulsion Efficiency: Force Measurement. The laser propulsion
efficiency expression was first derived in Chapter 2.3, and ultimately corrected in Chapter
4.6 to give Equation (4.18), 𝐼𝑠𝑝 𝐶𝑚 =

2𝜒
𝑔

. In this expression,  represents all possible energy

loss mechanisms during the laser ablation process. This efficiency has been analyzed for
all candidate propellants from both the TOF and force measurement systems, and the
results are shown as a histogram plot (for ease of comparison between different materials
and between the different measurement techniques) in Figure 5.10. Note that all tested
materials from both measurement systems fall below perfect efficiency (1.0), which shows
that the measurements are not implying any apparent violation of basic energy conservation
principles. The values corresponding to those on the plot are shown in Table 5.3, where
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subscripts indicate force measurement and TOF. Efficiency analysis then provides a
method to allow a designer to tailor a mixture or layering of propellants for desired mission
characteristics. Qualitatively, Isp is a measure of the change in momentum per unit mass,
and high values indicate a more efficient fuel burn, and likewise, and longer-lasting perpulse effect on the rocket than a lower Isp value. On the other hand, Cm is akin to a measure
of horsepower in automobiles: it is a measure of the change in momentum per unit energy
input, or the amount of thrust obtained for a given input pulse. In practical applications,
one would desire high Cm during early launch phases, when the main challenge is in
obtaining the maximum thrust to overcome the Earth’s gravitational well. As the rocket
gains speed, it is then desired to move to high-Isp propellants to minimize the fuel needed
to maintain momentum transfer. So, ideally, one would use a high-Cm propellant in early
stages of launch, and transition to a high-Isp propellant as the rocket gained velocity, with
a high total internal efficiency χ in either case to ensure maximum laser energy transfer to
ablation plume (exhaust) velocity.
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Figure 5.10. Efficiency analysis for Ablative Laser Propulsion propellants, as measured
from both TOF and Force Measurement systems.

Table 5.3. Total internal efficiency derived from both Force Measurement and TOF.
Element

C

Al

Si

Fe

Cu

Zn

Sn

Au

Pb

f

0.25

0.43

N/A

0.33

0.19

0.35

0.05

N/A

0.33

TOF

0.17

0.33

0.05

0.27

0.26

0.37

0.09

0.11

0.16

From Table 5.3 and Figure 5.10, it is clear that Al is the most efficient material (f
= 0.43), followed closely by Zn (f = 0.35), though Pb (which has the highest measured
coupling coefficient) has noteworthy efficiency (f = 0.35). Thus, an ideal rocket based on
these measurements would consist of early-stage Pb to obtain high initial coupling
followed by transition to an Al propellant layer for efficient, high-Isp rocket dynamics.
Conversely, it appears that Cu and Sn are not well-suited for propellants given their low χ
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values. No general observations are seen in χ between TOF and force measurement-derived
values.
5.5 Energy Partitioning, Velocity and Momentum Analysis and Modeling.
Following from the conclusions of Chapter 4, a major goal of direct force measurement
was to estimate the energy partition between the ionic and neutral components of the
plasma plume. This is done from energy conservation considerations. The total kinetic
energy of the plasma plume, Tplume, is simply the sum of the contributions of each
component, and must be less than or equal to the input pulse energy Ep:
1

𝑇𝑝𝑙𝑢𝑚𝑒 = 2 𝑚𝑖 𝑣𝑖2 +

1
2

𝑚𝑛 𝑣𝑛2 ≤ 𝐸𝑝 ,

(5.3)

where subscript i indicates ions, and n indicates neutrals. Therefore, to obtain an estimate
of the neutral velocity, Equation (5.3) is solved for vn,
2𝐸𝑝 −𝑚𝑣𝑖2

𝑣𝑛 = √

𝑚

,

(5.4)

where it is assumed m = mi = mn (recall that singly ionized species are assumed in TOF
measurements, and hence the difference in masses is therefore due to the mass of one
electron). In order to assess vn, the following assumptions are made: (i) ion velocity in the
force measurement experiment are approximately equal to the TOF, (ii) ion fractions are
the same as those measured in TOF (Table 4.1), and therefore the measured mass removal
rate is multiplied by the ion ratio to obtain the mass partition, and (iii) half of the pulse
energy goes into plasma plume kinetic energy. With these assumptions, the neutral
velocities are estimated, and shown with ion velocities from TOF measurements in Figure
5.11. As expected and hypothesized at the end of Chapter 4, neutral velocities are indeed
lower than the ions measured in TOF, in some cases as much as 10 times lower (C).
However, the difference in ion/neutral velocities is less for heavier materials, which helps
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to explain the overall rise in Cm (which was contrary to expectations). The observation that
the reduction in velocity from ions to neutrals varies across materials is unexpected, and
worthy of further focused study.
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Figure 5.11. Ion (TOF) and estimated neutral (Force Measurement) velocities.

With neutral velocities estimated, this analysis can now be extended to estimate the
energy partition between ions and neutrals across the tested materials, and the results are
shown in Figure 5.12. There are no major observations in the energy partition estimates,
except that there is clearly a substantial difference in partitioning between some of the
materials. While the most efficient materials (Al, Zn) contain a high ion partition, Pb has a
relatively high efficiency with partition heavily weighted toward neutrals (however, with
very similar energies between ions and neutrals, as seen in Figure 5.11). Yet again, Sn and
Pb stand out as having behavior clearly different from the other materials (though Cu also
shows this behavior). This is yet more evidence that something aside from expected
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behavior is occurring with Sn and Pb, and warrants further study. This will be further
addressed in Chapter 8. Moreover, the partition results suggest that further study is needed
to understand the mechanics of the variation in energy partitioning.
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Figure 5.12. Estimated ion/neutral energy partition from force measurements.

Finally, the results of energy partition estimates can be analyzed in terms of the
simple plasma thermal model developed in Section 4.7. Figures 5.13 and 5.14 show the
results of this analysis for force-derived velocities and momenta, respectively. The results
are overall similar, and in better agreement with the plasma thermal model, to that in
Section 4.7, but at a significantly lower assumed plasma temperature: the dashed gray line
for predicted results in Figures 5.13 and 5.14 assume a 47.5 eV plasma (5.5 × 105 K) for
force measurement results, as compared to 2.2 keV (25 × 106 K) for TOF results. This is a
substantial discrepancy in implied plasma temperature. Therefore, it must be that either (1)
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there is a localized thermodynamic equilibrium established separately for neutrals and ions,
or (2) that ions are accelerated via Coulomb repulsion from a global plasma LTE condition.
The second is far more likely, as it is unlikely that a 47.5 – 2200 eV temperature gradient
is established in the plasma, while still explaining particle kinetics via the simple model. If
(1) is the case, the assumptions of LTE and subsequent analysis of this model fail. It is
likely that the discrepancy between ion and neutral velocity is due to (2). However, this
cannot be determined with the experimental designs employed here. Thus, a study
employing spectroscopy is highly recommended to conclusively measure plasma
temperature and the species components within it. However, such a detailed analysis is not
an overarching goal of this work. The simple plasma thermal model gives a strong physical
explanation of the material dependencies observed, which is the major conclusion of this
analysis. The remaining questions that are raised by the observed discrepancies between
ions (TOF) and neutrals (force measurement) are recommended for future study.
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Figure 5.13. Velocities derived from force measurements (black) and predicted from
plasma thermal modeling (gray). Gray dashed line represents predictions from a 47.5 eV
plasma. Black line represents a numerical power law fit.
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Figure 5.14. Momenta derived from force measurements (black) and predicted from
plasma thermal modeling (gray). Gray dashed line represents predictions from a 47.5 eV
plasma. Black line represents a numerical power law fit.
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5.6 Summary. In order to resolve the dilemma that arose from TOF experimental
observations that ions represent a small fraction of the total removed mass, a method to
directly measure the force applied to laser-ablated samples was made and analyzed, and
results were presented in this chapter. A method was developed to determine the “lifetime”
of the ablation event, or, the time during which force is applied to the target, which was
performed by a curve fit of the expanding ionic measurements of the TOF waveforms and
then verified with plasma plume imaging. This was the first known measurement of
ablation lifetime. This event lifetime was then used to integrate over the thrust derived
from force sensor measurements to calculate the total impulse applied to the target. As
suspected, these measurements indicate lower propulsion parameters due to inclusion of
the slower neutral components of the material ejected in the ablation process. Results show
Isp in the range 0.7 – 2.1  103 s, decreasing with sample atomic mass where the highest
measured value is for Al. Conversely, Cm was found to increase with atomic mass in the
range 2.6 – 8 dyne/W, with the highest measured value for Pb. In addition, plasma imaging
was also used to independently verify measurements of ion velocity and angular
distribution of the ejected material from the TOF study, which is used to lend substance to
the use of plasma imaging for determination of ablation lifetime. Force sensor limitations
(i.e., the force sensor was sealed in a container to 1 atm N2) required these measurements
to be made in ambient pressure, in contrast to the vacuum conditions of the TOF. However,
force sensor measurement results were ultimately compared to Isp derived from plasma
imaging, which were performed in vacuum but under the same irradiation conditions as
force measurements, and the results from each of these independent techniques matched
well, indicating that the forces measured were dominated by material-specific laser
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ablation effects. An expression for total internal efficiency was derived and modified based
on ion angular distribution and ion-to-total mass ratio for the irradiation conditions in this
work. Efficiency analysis showed Al (0.87) and Zn (0.76) to have the highest total internal
efficiency, and hence are the best-suited candidates for propellants.
The analysis included calculating correlation coefficients between bulk material
properties and the measured results. Significant correlation (i.e., correlation coefficients
greater than 0.5) were observed for material thermal properties, indicating that, as
expected, there is some relation between these properties and a material’s ablation plume
dynamics. Moreover, the fact that there were more significant correlations in terms of
thermal properties (heat of vaporization, molar heat capacity) in the force measurements
than in TOF measurements add supporting evidence that picosecond ablation is a
complicated coupled mix of thermal and nonthermal phenomena. However, no strong
correlations were found such that a determination can be made from bulk material
properties alone. Despite the lack of evidence to support direct correlation of ablation
plume dynamics to bulk material properties, the methods developed here show a way to
analyze materials for propellant characterization, including analyses of both resultant
kinematics and the implied efficiency of a given material based on these measures. Finally,
energy partition estimates between ions and neutrals were derived from the force
measurements, and found unexpected variation across materials. However, the overall
behavior of neutral particles followed the trend predicted by the simple plasma thermal
model developed in Section 4.7, though at a substantially lower implied plasma
temperature than was determined for ions. This raises further questions for future study
about the nature of the laser-induced plasma temperature, but still gives a satisfactory
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explanation of mean plasma plume behavior that explains the observed material
dependencies.
With this characterization of picosecond laser ablation for propulsion application
in hand, the next chapter takes the results of the work presented to this point to perform the
obvious next step: a demonstration of the ablative laser propulsion concept.
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CHAPTER 6

ABLATIVE LASER PROPULSION DEMONSTRATION

6.1 Background. All of the studies presented in Chapters 4-5 were performed to
develop an understanding and characterization of the nature of the laser ablation process
for propulsion applications. These experiments concentrated on studying the nature of the
interaction itself, and results were translated into classical figures of merit for propulsion
systems largely to determine the feasibility of laser ablation for the eventual
implementation into a rocket using this principle. At this point, all of the information
suggests that launch of a laser ablation-driven rocket is possible, and hence a demonstration
is conducted [29]. This chapter will detail how the measurements of Chapters 4-5 were
used to design a laser ablation “vehicle”, to predict the performance of it, and ultimately to
test the design.
6.2 Ablative Laser Propulsion Vehicle Design. The laser system described in
Chapter 3 has an output power of 350 mW (35 mJ pulses at a 10 Hz repetition rate). This
served as the main limiting factor for the vehicle design. The launch criteria for a vehicle
of mass m with coupling coefficient Cm with input (launching) power PL is given as
𝐶𝑚 𝑃𝐿 ≥ 𝑚𝑔,

(6.1)

where g is Earth’s gravitational acceleration at sea level (9.8 m/s2). Basically, this equation
states that the product of the input power and Cm (which itself is a measure of a propellant’s
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efficiency in converting input power to thrust) must meet or exceed the gravitational
potential energy of the vehicle itself. Rearranging slightly in terms of m,
𝑚≥

𝐶𝑚 𝑃𝐿
𝑔

.

(6.2)

Thus, using the results obtained for the force measurement Cm from Table 5.1, 2.6 – 8.0
dynes/W, with PL = 350 mW, this allows a bound to be set on the vehicle mass:
0.9 mg ≤ 𝑚 ≤ 1.6 mg.

(6.3)

This criteria places severe limitations on the design options. In order to simplify the design
while maintaining requirements to demonstrate the ablative laser propulsion concept, a
parabolic craft with a flattened top exactly at the vertex, also known as parabolic frustum,
was selected. Thus, the flattened portion at the vertex will serve as the ablative propellant
material, while the remainder of the parabolic shape of the craft will act as the focusing
optic. This provides a self-focusing, self-ablative vehicle in a simple design that can meet
the stringent mass requirement. Figure 6.1 shows the design of the vehicle in the ZEMAX
optical design software package. This craft was also designed to be equal to the width of
the laser pulses, 7 mm. Though several rays are shown, two extremes are labeled: ray “A”
shows the outermost part of the pulse being focused to the center of the flattened vertex,
while the inner ray “B” is unfocused and incident on the target.
The final design of the craft was ultimately determined by performing a parametric
analysis in ZEMAX, the results are shown in Table 6.1. The goal was to maximize the
optical concentration factor at the vertex, 𝐶 =

𝐴𝑏𝑒𝑎𝑚
𝐴𝑣

(where Av is the area at the vertex,

and Abeam is the cross-sectional area of the incident laser beam), while minimizing the mass
for the Al-based target used in design. Al was used for this design because of the ability of
the machine apparatus to use it and for its light mass. Other design factors considered were
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the top (R1) and bottom (R2) radii and the vehicle height. The combination of variable R1
and height with a fixed R2 basically allowed the aspect ratio of the parabolic shape to be
varied. Intensity ratio Ip/Ip0 shows the fraction of incident intensity that arrives at the vertex,
after losses from reflections. The final design choice is shown in bold, selected as the best
trade between C and vehicle mass.

Figure 6.1. Ablative Laser Propulsion demonstration vehicle design in ZEMAX.
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Table 6.1. Range of parameters analyzed for Ablative Laser Propulsion craft. Aluminum
was used as the material in this study. Selected design is in bold.
Height
R1 (mm)

R2 (mm)

Mass (mg)

C

Ip/Ip0

(mm)
0.5

3.5

11.96

5.35

49.00

0.96

0.7

3.5

8.40

4.06

25.00

0.92

1.0

3.5

5.60

3.08

12.25

0.85

1.5

3.5

3.33

2.33

5.45

0.69

2.0

3.5

2.06

1.94

3.06

0.52

2.5

3.5

1.22

1.69

1.96

0.36

3.0

3.5

0.53

1.48

1.36

0.23

Once the design was selected, manufacturing issues had to be addressed. Two
approaches were employed in construction of the craft. The first set of vehicles were made
by employing Ni electroplating onto a diamond-turned Al mandrel, and an example of this
craft is shown in Figure 6.2. Four models were made using this method, with an average
mass of 35 mg. The second set of models (four in this set, also) were made by United
Applied Technologies, Inc. (Huntsville, AL) from Kapton [68]. Kapton was selected for
use because of it is a strong, temperature-resilient, lightweight material that can be
deposited with metals to form polished, reflective optical surfaces. Specifically, Kapton
was recommended by United Applied Technologies because it could be coated with a
mirrored surface and provide a lighter overall craft design than those achieved with Al. The
internal mirrored surface of the parabolic concentrator (used as a focusing optic) in this
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design was formed by silver deposition onto the Kapton substrate. The average mass for
these models was 10 mg. During the demonstrator experiments, ablation of several of the
Kapton vehicles created pits at the vertex. Method was developed to expand and plug the
pits of these with a graphite plug. The mass of these modified Kapton vehicles was 15 mg.
Thus, three vehicle variants were available for testing, with the variant being the material
located at the flattened vertex ablation site: (1) nickel (35 mg), (2) silver-coated Kapton
(10 mg), and (3) graphite (15 mg).

Figure 6.2. Aluminum Ablative Laser Propulsion demonstration vehicle.
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Figure 6.3. Ablative Laser Propulsion flight test chamber and measurement system. See
text for description of numbered components.

6.3 Ablative Laser Propulsion Demonstration Apparatus and Results. Because
of the small size and mass limitations of these test craft, it was impossible to include any
form of flight stabilization on the test article aside from external ones. Therefore, the
demonstration was performed in a flight tube in a chamber that allowed for recording and
measurement of the tests. This flight test apparatus is shown in Figure 6.3. The input pulses
(1) come from the same seeding laser/regenerative amplifier system as described in
Chapter 3, providing 35 mJ, 100 ps pulses at 532 nm wavelength. The laser pulses entered
the chamber through a quartz window (2) on which the flight article rested. Once irradiated,
the flight article is propelled upward through the flight tube (3). The flights were recorded
with a Sony digital camcorder (4) and transferred to a personal computer (5) for analysis
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using Ulead Video Studio 5.0 and CorelDraw 9. An optional lens (6) was placed under the
chamber such that the focus was a few cm above the craft. Thus, the lens served as a
primary concentrator without creating a focus on the resting craft (the polished optic
comprising the inside of the test article still provided the laser focus). The chamber could
be operated either at normal atmospheric conditions or in vacuum (8 mTorr) using the same
pump system described in Chapter 3.
Multiple variants of experiments were attempted, but ultimately 3 were selected for
detailed analysis:
1. Kapton test article, vacuum conditions, with lens
2. Kapton test article, ambient pressure, with lens
3. Nickel test article, ambient pressure, without lens.
In order to find the impulse imparted to the test article, the maximum flight height had to
be determined. Heights varied from 1 - 30 mm, hence a precise technique was required.
First, the flight portion of the video was extracted from the video data file, and the 30 Hz
frame sequence from the flight subsection was converted to individual image files. The
frames containing the initial and max height frames were then selected by inspection. The
two frames were then overlayed, and the images were calibrated using common known
object in both images (the test article itself was a major calibration reference) to determine
the actual distance traveled from initial to final state. The assessed flight heights and other
measured parameters are given in Table 6.2.
Assuming conservation of mechanical energy during the flight, the momentum p
imparted to the test article is
𝑝 = √2𝑚2 𝑔ℎ,

102

(6.4)

where h is the maximum height attained by the test article. With p calculated, the
experimental system Cm can then be assessed via
𝑝

𝐶𝑚 =

𝐸𝑝

,

(6.5)

where Ep is the pulse energy. The results of these calculations are also given in Table 6.2,
where the columns correspond to the numbered experimental variants described above.
Column 1 of Table 6.2 shows that the experimental Cm in vacuum measurement (3.0
dynes/W) is in excellent agreement with that derived from force measurement (2.6 – 8.0
dynes/W). Note that Cm from ambient pressure tests are substantially higher. This
difference is a clear indication of the additional dominating momentum transfer due to air
breakdown.
In order to determine Isp, mass removal rates would be needed, but the measurement
was unavailable due to return of the loaned analytical balance during the course of the work
done here. However, given the irradiation conditions were similar to those in Chapter 4,
where mass removal rates were measured from 0.01 – 0.1 g/pulse. Therefore, 0.05
g/pulse is used as a conservative median estimate for the mass removed, M. This estimate
is then used with the calculated p to approximate the experimental Isp via
𝐼𝑠𝑝 =

𝑝
𝑀𝑔

.

(6.6)

This gives an estimated Isp of 1836 s, also in excellent agreement with results reported in
Chapter 5. Finally, using Isp and Cm values from the vacuum measurement, total internal
efficiency  for this test article is estimated at 0.3, likewise within bounds established by
measurements in Chapters 4-5. Isp estimates are not given for test performed in ambient
conditions due to the unknowns associated with pulse energy partitioning between air
breakdown and ablation.
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Table 6.2. Measurements and derived Cm from the flight demonstrations.
Test Variant

1

2

3

h (mm)

0.5

31

2

p (kg m/s)

9  10-7

8  10-6

7  10-6

Cm (dynes/W)

3.0

27.0

22.0

Thus, the initial demonstrations of a laser ablation-driven rocket show the viability
of the concept, albeit on a small scale, limited by the only laser available that meets the
requirements to ensure ablation-dominated momentum transfer. Ultimately, Isp and Cm
derived from the tests in vacuum condition are in excellent agreement with measurements
reported in previous chapters.
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CHAPTER 7

DOUBLE PULSED MEASUREMENTS

7.1 Motivation for Study. In Chapter 2.1, a theoretical estimation was made for
the critical pulse length, i.e., the optimal pulse length that should be used for laser-based
propulsion applications to minimize plasma reflection losses and thereby maximize energy
transfer from laser to target propellant. This theoretical estimation lacks direct
measurement of the critical pulse length for experimental verification of the estimated
values. The work performed for this measurement is presented in this chapter, and is the
first known measurement of this kind for this purpose.
The goal of this work is to find the optimal pulse length regime by measuring the
time for plasma shielding onset, and to investigate effects from fully separated pulses over
extended pulse delays. That is, there are two main regimes in this experiment: (i) use a
pulse-splitting apparatus to achieve an effective longer pulse by temporally delaying two
split pulses, with delays starting from zero (full overlap of the pulses, 100 ps effective pulse
length) to the full length of the pulse (no overlap of the pulses, 200 ps effective pulse
length), and (ii) use the same pulse splitting apparatus to investigate the effects of timedelayed, separated pulses on ablation plume kinematics in a pump-probe experiment. To
achieve these goals, I will first establish a technique to split the pulses of the laser system
used throughout this work into two equal parts and construct a method to induce a temporal
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separation between them, then focusing them to the same location of a sample, creating the
effect of a variable pulse length. Both the TOF and force measurement system will then be
used to measure dynamics of the resultant ablation event as a function of the effective pulse
length, or separation between the two pulses. There are two purposes for doing this: to
experimentally determine the optimal pulse length for laser energy deposition to an
irradiated sample where a dense surface plasma is induced, and to investigate if such
double-pulsing effects can be used to enhance the ion populations in the resulting ablation
product, which presumably would lead to an enhancement of the measured quantities (and
hence give some indication on how such techniques could be used to create a more efficient
laser propelled rocket).
7.2 Related Research. Though no other research related to temporal plasma
probing for propulsion applications could be found, other similar work exists in the realm
of laser-induced breakdown spectroscopy (LIBS). Both laser-based propulsion and LIBS
seek to find methods by which to increase ion populations in ejected material, and several
LIBS studies were found that employed similar time-delayed, double-pulsed techniques to
enhance the ionic component of plasma plumes. Direct comparisons are somewhat elusive,
as many researchers use lasers in entirely different time regimes, and hence the physics of
the interaction are different. Namely, the most notable difference in laser-material
interaction occurs with sub-nanosecond pulses, where the laser pulse is shorter than
electron-phonon relaxation times, and hence the effects of thermal heating by the laser are
minimized [30, 31]. For pulse lengths larger than 1 ns, this threshold is not reached, and
thermal effects dominate the energy transfer process [30, 31]. Therefore, for applications
that seek to maximize ionization of the material under study, sub-nanosecond pulses are
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typically used, and is precisely the reason such lasers were chosen for ablation based laser
propulsion.
Still, some studies using laser pulses greater than 1 ns show interesting observations
worth noting. Two different methods were found that employed lasers near 10 ns, and both
groups found optimal pulse separations in the 1-4 s range [32, 33]. On the other extreme,
some researchers use femtosecond pulses, and find optimal pulse separations from 1–100
ps [34, 35]. Zhang observes that for 110 fs pulses, the optimal pulse delay is at 5 ps,
showing approximately 1.5 times the ion velocity and 2 times the number density increase
compared to the zero-delay point. Zhang further shows evidence that the increases are due
to laser coupling into a plasma already energized by the first “pump” pulse, and discusses
in terms of resonant plasma oscillation, similar to the work presented here.
Perhaps the most relevant work found was that of Semerok and Dutouquet [36].
This team used a laser capable of producing variable pulses from 50 fs – 10 ps. Their
experimental observations suggest three separate plasma shielding regimes: (i) minimal
(pulse length tp < 1 ps), (ii) intermediate (1 < tp < 10 ps), and (iii) total shielding (10 < tp <
250 ps), based on the observed crater formation and plasma images. In this work, they
observe the optimal pulse separation to be between 100-200 ps, which agrees with the
theoretical estimation from Section 2.1. It should be noted that this work was published
slightly after, though approximately at the same time, as my work presented in this chapter
[30].
The remaining sections of this chapter will describe the experimental technique
used to characterize the optimal pulse separation for laser-ablation propulsion applications,
and the resulting measurements from both the TOF and direct force measurement
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techniques applied in the previous work [8, 9, 13] and in previous chapters. These results
will be compared to the theoretical predictions in 3.1 and discussion of the implications
will follow.
7.3 Experimental Method. The experimental apparatus used to obtain two pulses
from the same laser system used in all studies contained within this work was shown in
Chapter 3.3. In order to achieve reliable and repeatable pulse separations, a calibration
technique was developed and routinely performed throughout the work. For temporal
calibration, a technique which employs two-photon photoconductivity (TPPC)
autocorrelation is used [31, 32]. This method was chosen over alternative second-harmonic
generation (SHG) techniques typically employed for such calibrations due to having
comparable results with the notable advantages of being easier to align and replacing the
expensive combination of SHG crystal and photomultiplier with an inexpensive
photodiode [38, 39]. The photodiode used in TPPC must be selected such that the laser
wavelength  under study meets the following condition:

𝑔 ≤  ≤ 2𝑔 ,

(7.1)

where g is the wavelength corresponding to the band gap of the photodiode material. SiC
was chosen as the material for use here because its 3.1 eV band gap is well-suited to optical
wavelengths, and SiC photodiodes are readily obtained from commercial sources.
In the experimental configuration in Figure 3.5, two optical wedges (with a 5
deflection angle) were inserted into the optical path just before the lens, and the diverted
pulses were then crossed onto the surface of a SiC photodiode (Boston Electronics JIC1
EI17), which was placed after the lens. The nonlinear response expected for TPPC was
assessed by variating the pulse intensity with a variety of neutral density filters. The

108

observed output voltages were proportional to the square of the input pulse energy, which
is exactly as expected for TPPC.
An autocorrelation trace obtained by sweeping the variable-arm pulse over the
fixed-arm pulse across the full range of variable pulse motion is shown in Figure 7.1 by
the heavy dashed line (a). The zero-delay calibration is interpreted to be the maximum of
the autocorrelation signal, indicating the location of maximum pulse overlap. To reiterate,
this method was repeated routinely throughout the study to insure the zero delay point was
stable throughout the data collection. An added bonus of using the TPPC technique is that
it allows the pulse length to be readily measured while searching for the zero-delay
calibration point. The length of the actual pulse is derived from the measurement (Figure
7.1(a)) and is shown as the fine dashed line in Figure 7.1(b). These lines are different
because the autocorrelation differs from the actual pulse width. For a Gaussian signal of
full width 2, the autocorrelation A(td) is


𝑡2

𝐴(𝑡𝑑 ) = ∫− exp [− 22 ] exp [−

(𝑡−𝑡𝑑 )
22

𝑡2

] 𝑑𝑡 = √ exp[− 4𝑑2 ] .

(7.2)

Therefore, the profile measured from the TPPC method will yield an autocorrelation
measurement longer than the actual pulse by a factor of 2. Thus, the pulse length indicated
by Figure 7.1(b) is 103  13 ps, in excellent agreement with the laser manufacturer
specified value of 100 ps.
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Figure 7.1. Autocorrelation trace obtained from double pulses incident on a SiC
photodiode. Fit to the autocorrelation data is shown as (a), (b) is the corresponding derived
pulsewidth.

In addition to temporal calibration, transverse calibration was performed to ensure
spatial coincidence of the pulses over the full range of delays. This was achieved by making
fine adjustments to the focusing lens, and collecting five shots from only the variable arm
(while blocking the fixed arm), then five more for the fixed arm (while blocking the
variable arm), then five more from both arms after making a small vertical translation of
the sample. The spatial coincidence of the two beams is determined by using a magnifying
glass to confirm coincidence of the craters formed on the sample surface from each of the
two pulses.
7.4 Double-Pulsed TOF Results. Figures 7.2 – 7.5 show both the ion velocities
and number densities as derived from double-pulsed TOF measurements using the same
technique as previously reported [8, 9] for C, Al, Cu, and Pb samples, respectively. Note
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that the elements studied represent a subsample of those in previous chapters. These
elements were chosen to represent a wide range of atomic mass and measured
characteristics (Isp, Cm). C and Al had the highest measured ion velocities in Chapter 4 (200
km/s for C, 95 km/s for Al) [8, 9], and consequently the highest Isp. Furthermore, and as
reported in Chapter 5, Al had the best tradeoff between Isp and Cm. Pb was selected because
it gave the largest Cm (8.0 dyne/W). Cu was selected because it represented a middle value
for atomic mass, Isp, and Cm, and also because it has been extensively studied in many laser
ablation studies since the 1960s. Each data point in Figures 7.2 – 7.5 represents the average
over 5 measurements at each pulse separation. For reference in comparing the results of
the dual pulses to individual and the zero-delay dual pulse, data is collected from the single
pulse from each arm of the pulse splitting apparatus and the zero delay combination, which
are all plotted at zero delay, and indicated by the dotted line running horizontal across the
plot for comparison in later separations. The lower horizontal dashed line shows the signal
from each individual arm, and the upper shows the combination from both arms at zero
delay.
Two major trends were observed in this data. First, note in each of the elements the
oscillatory behavior in velocity and number density, derived as independent observables,
and that these oscillations are in-phase for all tested materials. Secondly, an increase in
both ion number density and velocity occurs between 0.4 – 0.7 ns pulse separation, a result
that was completely unexpected. I anticipated that a maximum would be observed just
before the point where dense plasma shielding attenuated laser energy from reaching the
sample, and then a steady or sharp drop in observables from the point of maximum
shielding. The implications of these observations will be treated in this respective order.
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As stated above, the ion velocities and number densities are measured as
independent observables. Number densities are obtained by integration of the TOF
waveform obtained from the first plate of the energy analyzer pair, located at 22 cm from
the sample ablation site. Velocity is obtained by finding the time separation from the peaks
of both TOF waveforms and dividing the TOF plate separation by it. Assuming that the ion
kinetic energy is directly proportional to the electron thermal energy, the relation in
behavior between electron density and kinetic energy can be directly deduced from the
definition of Debye length, D [40], as
𝑁𝑒 = (4𝜋𝑒 2 𝜆2𝐷 )−1 (𝑘𝑇𝑒 )

(7.3)

where Te is the electron temperature and k is Boltzmann’s constant. Assuming the first term
in parentheses in Equation (7.2) is constant, the direct proportionality of between the Te
term and Ne explains the similarity in phase of the oscillations between these measurements
in each figure.
The oscillatory effects themselves are in excellent agreement with the behavior
expected by the estimation of critical pulse length in Equations (2.11) – (2.13). The
sequence of events is explained in the following sequence. The first pulse arrives at the
target, creating the initial plasma. Within the first several time delays in pulses, the second
pulse is able to deposit all of its energy into the growing plasma. This occurs until the
critical pulse time, indicated by the first peak in the measurements. It should be noted that
the first peak in these measurements all occur at approximately 100 ps, in close agreement
to the predicted value (200 ps for C, 260 ps for Al, 366 ps for Cu, 200 ps for Pb) . It is
worth noting that a correction is given here to values reported earlier [37], after it was noted
that the first 100 ps of pulse delay give a longer effective pulse length of twice the original
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pulse (i.e., 100 ps delay corresponds to complete end-to-end separation of the two 100 ps
pulses, giving an effective pulse length of 200 ps, and so on). The small discrepancy
between prediction and measurement are likely due to using a constant estimation of
ionization rate during cascade ionization, and these results imply that there is a material
dependence on ionization rate. In addition, multi-photon ionization processes were
neglected in the predicted value, and were assumed to cause the critical pulse length to be
even longer [8]. It should also be noted that this is the first known measurement of the
critical pulse length for the given irradiation conditions. Once the separation is in the
vicinity of the critical time the dense plasma inhibits energy transfer from the second pulse,
resulting in the decrease in measured values just after the first peak. As the time separation
increases, the plasma is allowed to relax by losing electrons, subsequently causing a
reduction in plasma frequency. When the plasma frequency becomes low enough, the
energy from the second pulse can then reach the surface and provide energy for the ablation
process. In this state, the plasma is already energized from the first pulse, causing an
increase over the first peak between 0.4 – 0.7 ns. This process then repeats as time
separation grows, causing the oscillation.
The delayed peak in ion velocity and number density have interesting implications
when cast in terms of the efficiency. From Equation (4.18), the total internal efficiency for
laser propulsion is the product of the mass conversion efficiency  and the energy
conversion efficiency 𝜂:

 = 𝜂 =

𝑚𝑖 𝑚𝑖 𝑣̅𝑖2
(
).
𝑀 2𝐸𝑝

(7.4)

The efficiency gain χgain is then obtained by taking the ratio of efficiencies (optimal delay
χopt divided by the zero point delay χzero),
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2 2

𝜒

𝑔𝑎𝑖𝑛 = 𝜒 𝑜𝑝𝑡 =
𝑧𝑒𝑟𝑜

̅
𝑚 𝑣
( 𝑖 𝑖)
2𝑀𝐸

𝑜𝑝𝑡

2 2

̅
𝑚 𝑣
( 𝑖 𝑖)
2𝑀𝐸

𝑚2

𝑣2

= (𝑚2𝑖_𝑜𝑝𝑡 ) (𝑣2𝑖_𝑜𝑝𝑡 ),
𝑖_𝑧𝑒𝑟𝑜

(7.5)

𝑖_𝑧𝑒𝑟𝑜

𝑧𝑒𝑟𝑜

where it is assumed that the total mass ablated, M, and total pulse energy, Ep, is the same
for both optimal delay and zero-delay pulses. Therefore, I would expect an increase of
efficiency from double-pulsing effects to materialize from the ion density gains seen from
the peaks observed in Figures 7.2 – 7.5. From Equation (7.4), this increased efficiency
should result from the product of the square of ion density gain times the square of ion
velocity gain. The results of these calculations, and all pertinent values used in the results,
are shown in Table 7.1.
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Figure 7.2. Ion velocity (above) and number density (below) from TOF measurements of
a double-pulsed C sample (graphite).
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Figure 7.3. Ion velocity (above) and number density (below) from TOF measurements of
a double-pulsed Al sample.
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Figure 7.4. Ion velocity (above) and number density (below) from TOF measurements of
a double-pulsed Cu sample.
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Figure 7.5. Ion velocity (above) and number density (below) from TOF measurements of
a double-pulsed Cu sample.
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Table 7.1. Efficiency gain and associated contributing factors derived from measurements.
Element
c (ns)
v0 (km/s)
vmax (km/s)
Velocity Gain
(vmax/v0)
Ion Density
Gain
χgain

C
0.533
104.3
112.2
1.08

Al
0.433
68.4
85.1
1.24

Cu
0.633
47.8
56.1
1.17

Pb
0.400
24.3
27.2
1.12

1.15

1.67

1.15

1.24

1.54

4.29

1.81

1.93

Table 7.1 shows the efficiency analysis results for each of the tested materials. Total
efficiency gain is shown in the bottom row, and is calculated via Equation (7.5). Note that
this implies that for the same input pulse energy, simply split and delayed by a given
amount (c), ionic efficiency gains are from 1.54 to 4.29 times the efficiency from the zero
delay. This is a substantial and unexpected result. Such a marked increase in internal
efficiency suggests some strong nonlinear, non-thermal effects have been observed. On the
other hand, the effects could also be attributed to additional ionization of the alreadyionized ablation plume, which would likely cause higher velocities and higher number
density TOF signals due to the increased charge state of the ions (recall that TOF number
density is obtained by assuming singly ionized species). Clearly, this result is worthy of
further study, of which spectroscopy is highly recommended to quantify the charge state
and relative populations in the ablation plume. Moreover, these results are strictly for ionic
TOF measurements. To obtain a better understanding of the implication of pulse delay on
efficiency, force measurement for delayed pulses were the next logical experiments to be
made.
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7.5 Double-Pulsed Force Measurement Results. In an effort to complete the
double-pulsed study, measurements were also collected with the force sensor as a function
of pulse separation. In short, the TOF energy analyzer in Figure 3.5 was replaced with the
force sensor as described in Figure 3.3 (including the beam steering optics required to
deliver the pulses vertically to the force sensor). The data collection and force measurement
extraction then followed the same path as described in Chapter 5, where each measurement
was collected for pulse separations varied from 0 - 666.7 ps. The study began with an Al
sample, chosen because of its observed relatively high efficiency, and it likewise represents
the best trade between Isp and Cm for the materials tested to date.
In the course of these measurements, some problems were encountered that had to
be addressed. Most notably, the mass and placement of the sample greatly influenced the
measurements, far more than in previous experiments, likely due to the further reduced
pulse energy (and likewise the intensity of the ablation event) due to the pulse splitting
apparatus. To minimize this issue, data from the run reported above was taken from a single
sample. To minimize issues related to CE, an initial test for this Al target was performed
to show that force measurements were stable over 150 laser pulses. Then, data for time
separations from 0 – 333 ps (corresponding to 0 – 10 cm pulse separation) were taken from
one ablation site on the sample, and from another for time separations from 333.3 – 666.7
ps (10 – 20 cm separation). The transition separation point, 333 ps pulse time delay, was
performed for both ablation sites and used as the reference for adjusting the measurements
for the longer time separation ablation site.

120

Figure 7.6. Plots of force, number density, and velocity measured for an Al target.
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The results for force measurement as a function of laser pulse delay for an Al target
are shown at the top of Figure 7.6, along with plots of ion velocity and number density
from the TOF measurement for comparative purposes. Vertical lines are drawn to point out
key features of these results for given pulse delays. Each force measurement data point is
the average of 3 individual measurements, where the error bars indicate the calculated
standard error about the mean value plotted.
Note that the force measurements show similar oscillatory behavior as those from
the TOF, though clearly the results are counter-phase to the TOF measurements, i.e.,
maxima in force correspond to minima of ion velocity and number density, and vice versa.
This relationship can be understood by pulse energy partitioning in the ablation event. In
all these studies, and especially for the force measurements performed in 1 atm pressure,
the energy of the laser pulse is divided among three distinct processes: (1) kinetic energy
of the plasma exhaust, (2) various energy losses (such as air breakdown formation and
phase explosion), and (3) sample recoil energy. Assuming that energy loss mechanisms are
the same for all time separations, the initial energy of the pulse minus the loss mechanisms
is converted into the kinetic energy of the exhaust and recoil kinetic energy of the sample,
all of which must sum to the input pulse energy. Therefore, for the assumption of constant
energy losses, then as the kinetic energy of the exhaust (ion number density and velocity)
increases then the recoil kinetic energy (force measurement) must decrease to balance
energy conservation. The data of Figure 7.6 support this explanation.
This observation has interesting implications on total internal efficiency, given by
Equation (4.16). Note that this implies that ion velocity (proportional to Isp) is inversely
proportional to thrust (proportional to Cm), given that their product equals a constant.
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Figure 7.6 supports this, under the assumption that the total internal efficiency  is constant
over the range of pulse delays. Thus, the data of Figure 7.6 suggests that  is an inherent
property of a given material. As a consequence of this, the hypothesized efficiency increase
due to pulse delays would not materialize. However, even in this case, pulse separation
could be used for specific tuning of Isp and Cm depending on mission or staging
requirements for a rocket driven by laser ablation.
As a final note, it should be pointed out that the mass removal rates were not
reassessed in the pulse separation experiments. At this point in the study, and because the
pulse energies for these experiments were even lower than those for the force measurement
(recall the reduced force measurement pulse energies caused difficulties in measuring mass
removal rates), it is assumed that mass removals are independent of pulse separations.
However, the ion number density fluctuations with pulse delay observed here suggest that
this may not be a valid assumption. This should be verified by directly measuring mass
removal rates as a function of pulse separation with a laser system that has sufficient pulse
energy to create measurable effects. Further, another issue comes from the fact that the
force measurements are performed in normal atmospheric conditions, where TOF
measurements are in vacuum. Though the plasma imaging results (from vacuum) showed
excellent agreement with the force measurement results in Figure 5.9, there are some
differences that likely are, at least in part, due to atmospheric effects. This includes the
impact of shock waves from air breakdown plasmas, pulse energy partitioning between air
breakdown and surface plasma formation, shielding effects from an air breakdown plasma,
and recombination effects. In order to completely isolate the desired effects and to verify
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the counter-phase nature in these results, these experiments should be repeated for force
measurements in vacuum.
7.6 Summary. In order to verify the theoretical estimations of laser optimal pulse
length for maximization of energy transfer to the target, with the additional intent to explore
possible propellant performance enhancement techniques, a pulse-splitting apparatus was
constructed and used to repeat both the TOF and force measurements as a function of pulse
delay. TOF data showed a dual-peak structure in all the materials tested. The first peak,
corresponding to the estimated critical time, was found to be 100 – 266 ps, in excellent
agreement with prediction. It should be noted that this is the first known measurement of
this phenomena. An unexpected secondary peak was observed in all materials, in the range
400 – 633 ps over all elements, and is attributed to re-ignition of an already-energized
plasma. This secondary peak resulted in 1.3 to 2.6 times gain in total internal efficiency for
TOF (ionic) measurements. Force measurements exhibited behavior similar to TOF
measurements, but in a counter-phase fashion, such that maxima in TOF measurements
corresponded to minima in force. However, the force measurement process for split pulse
analysis had several associated issues that warrant repeating the work under the same
conditions as TOF before major deductions are made. That said, the counter-phase nature
of the TOF versus force measurements, along with the laser propulsion efficiency
expression in Equation (4.18), imply that efficiency gains that were postulated ahead of the
double-pulse experiments (and that were observed in TOF double-pulse experiments) may
not materialize. The reliability issues from the force measurement data imply that more
experiments are needed to investigate if this is the case or not. However, double (or perhaps
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multiple) pulse effects could be used to separately tune Isp and Cm for an ablative laserpropelled rocket for given mission requirements.
Again, part of the goal of the work in this chapter was to investigate methods to
enhance the resulting dynamics of laser-ablated samples. However, one major known loss
mechanism surfaced first as what was thought to anomalous TOF signals specifically for
Sn and Pb. These were later determined to be an observation of an event known as phase
explosion. The description of the processes involved in phase explosion, the implications
on propulsion characteristics for the work presented in this volume, and how the
observations reported here challenge existing phase explosion theory are presented as the
final chapter of analysis of picosecond laser ablation for propulsion applications.
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CHAPTER 8

PHASE EXPLOSIONS

8.1 Background. During the single-pulse TOF measurements of Chapter 4, an
unusual artifact was observed on oscilloscope waveforms for Sn and Pb, shown as Feature
3 in Figure 8.1. At that time, the focus of the study was analysis of ion velocity and number
density, which are derived from Features 1 and 2. The strange signal of Feature 3 that
occurs approximately 50 s after laser pulse arrival and is coincident in time across the two
plates (separated by 20 cm) was noted but not investigated any further at that time, and
largely dismissed as a possible measurement artifact. After the force measurement and
plasma imaging experiments (Chapter 5) were performed, the ICCD camera was used to
record images around the time of Feature 3 in Sn and Pb targets, basically done as an
afterthought to resolve issues left after the TOF measurements were completed. The
dramatic picture of the explosion recorded in these images left no doubt that a major
physical event had been observed and deserved further study. This event, known as phase
explosion (PE), is the subject of analysis in this chapter.
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Figure 8.1. TOF waveforms for Sn (a) and Pb (b) as seen on the oscilloscope. See text for
description of numbered features.

8.2 Phase Explosion Observation. Again referencing Figure 8.1, it was noted that
the peaks in Feature 3 were not temporally separated as the peaks in Features 1 and 2,
which represent a flow of ions from the laser ablation event passing over the TOF energy
analyzer plates. In other words, the signals created by Feature 3 suggested that they are
created by events that occur simultaneously. Attempts to explain the signals in Feature 3
involving deposition of positive charge could not explain the simultaneous signal on the
spatially separated plates. Furthermore, attempts to explain these signals as some unknown
measurement artifact could not explain why these signals were seen only for Sn and Pb
(presumably, a systemic measurement artifact would be present in all other materials). The
only viable explanation that persisted was that Feature 3 was due to a photoelectric effect
on the TOF plates. Such emissions are already observed in typical TOF waveforms (see
Figure 3.2, Feature 3) from photoelectrons generated on the TOF plates at the instant of
plasma formation, when VUV light is emitted [8, 9]. Despite the signal in Feature 3 of
Figure 8.1 being significantly lower than that seen in Figure 3.2, the temporal coincidence
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and the positive signal both support the hypothesis of photoelectron emission on the TOF
plates.
However, the photoelectric effect hypothesis required the release of UV photons
approximately 50 s after laser pulse arrival, and significantly after the cessation of the
laser-induced plasma (LIP). As shown in the ablation lifetime measurement in Figure 5.2,
the LIP emission lasted approximately 1.5 s, with some variance amongst the tested
materials. Furthermore, as seen in Feature 3 of Figure 8.1, the unknown UV emission
source would need to last for 20 – 50 s to produce the long tails in the recorded signal.
This is an extremely significant amount of time in comparison to both the laser pulse length
(100 ps) and the ablation lifetime. In order to detect this source, the ICCD camera shown
in Figure 3.3, which was used to obtain images of the expanding laser-induced plasma
plume for measurements unrelated to phase explosion, was delayed to image these
materials to see if any significant observations were present. Figure 8.2 shows a sequence
of 8 images taken from a Pb sample. Figure 8.2 (a) – (c) show the evolution of the laserinduced plasma plume after laser absorption, corresponding to early (250 ns), intermediate,
(1 s), and final delays for LIPP development, where delay time is counted from arrival of
the laser pulse. In these first 3 early-stage images, the plasma plume appears, in part, below
the superimposed sample position (the yellow rectangle was added to the picture to
highlight sample position in the image, because the actual sample is not seen in the raw
imagery). This effect is due to saturation of the imager by the intense plasma emission at
early stages. The images collected during LIP emission were highly reproducible, allowing
GIF animations to be made showing the event evolution. After the LIP detaches from the
sample surface and expands normal to the target, a “dark period” then follows from ~ 3 –
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50 s, an example of this period is shown in Figure 8.2 (d) for 10 s delay. The glimmer
seen just left of center in Figure 8.2 (d) is due to illumination of the ablation chamber from
the ambient room light and computer monitor, which is more prevalent in this image due
to the lack of an intense signal from ablation-related events.
Using the TOF waveforms from Figure 8.1 as a guide, the camera was then set to
50 s delay and images were collected at varied exposure times. A source appeared just as
expected: centered at the focal spot at 50 s delay. The appearance was decidedly dramatic,
as seen in Figure 8.2 (e) – (f). Clearly, these images show different characteristics from the
LIP emission phase. Note that while the LIP is a relatively continuous source that
collectively expands from the sample surface, PE emission is characterized by a discrete
set of emissive particulates, creating individual streak patterns over the exposure. In
addition, and contrary to the LIP images, the PE images had large variance in their onset
time, exhibiting approximately 10 s jitter in observed PE onset. In the PE images,
increased exposure time led to an increased length in the particulate emission traces.
Further, these images also show the effect of PE onset jitter: traces are observed at a greater
distance from the sample surface in image 8.2 (f) than in image 8.2 (g).
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Figure 8.2. ICCD images of a laser-ablated Pb target over various delays after laser arrival.

Figure 8.2 showed excellent agreement with the TOF waveform observations in
Figure 8.1. However, PE was also observed with imaging in nearly all other tested materials
(C, Si, Al, Fe, Cu, Zn, Pt, and Au), even where TOF waveforms did not exhibit the Feature
3 signal from Figure 8.1. In a majority of all cases, PE followed LIP with 20 – 50 s delay.
In about 5% of events, some small number of traces were observed that appeared to be
emitted at the time of LIP, evidenced by their distance from the sample at long exposure
times (examples of these are denoted by “t” in Figure 8.2 (f) – (g)). These are attributed to
relatively slow and large neutral particles that are removed from the sample by the
explosive LIP event. From the analysis of approximately 500 images, a timeline of events
has been developed following the arrival of the laser pulse, and depicted in Figure 8.3. The
timeline starts with laser pulse arrival at t = 0. LIP the follows, lasting approximately 1.5 –
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3 s, followed by a “dark period” of roughly 30 s after LIP detachment. The PE event
then begins and lasts for roughly 50 s.

Figure 8.3. Timeline of events for laser-ablated materials from LIP onset to PE.

8.3 Phase Explosion Measurement and Analysis. The particulate velocity has
been estimated from traces similar to those in Figure 8.2 (e) – (h). This was performed by
simply dividing the trace length by exposure time. However, this process was complicated
by two factors. First, all traces were observed as projections onto the imaging plane,
creating uncertainty in the exact angle and length of the trace. In order to offset this effect,
a uniform angular distribution of emitted particulate is assumed, and all measured traces
were multiplied by √2 , corresponding to the average of inverse sine in one quadrant. That
is, this factor was incorporated to average over all possible projection angles. Though not
a precise measurement, this does provide a good order-of-magnitude estimate of the
particulate velocities, which is the goal of this technique. Secondly, some traces overlapped
when observed near the laser focal spot on the target, so the origin point of the particulate
trace was ambiguous. These traces were excluded from analysis. The values of the
estimated particulate velocity are given in Table 8.1. Particulate velocities for all materials
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are estimated to be on the order of 100 m/s. Compared to ion velocities (2 - 20  104 m/s,
as reported in Chapter 4), these PE particulates move at negligible speed.
Because the studies performed to this point have concentrated on momentum
transfer, including methods to try and enhance this process, these relatively slow PE
particulate velocities created concern for the role of PE. With PE particulate velocities
estimated, the mass removed during PE needs to be assessed to understand how much
material is removed at relatively slow velocity. From Figure 3.8, the total mass removal
rate is ~ 0.1 – 3 g/pulse. However, there is no direct way to ascertain the partitioning of
mass removal between LIP and PE events using this technique. Therefore, a technique was
developed to isolate and assess PE mass removals.

Table 8.1. PE particulate velocities and standard deviation, all units in m/s.
Element

C

Al

Si

Fe

Cu

Zn

Sn

Au

Pb

vPE

90

184

157

245

249

293

311

191

212



41

66

36

138

113

149

148

134

100

Since LIP and PE are clearly different in nature, it was assumed that they were
characterized by different threshold irradiances, ILIP and IPE. If such different threshold
irradiances exist, this would allow mass removal rates to be measured where one of the
events was isolated, and then again at an irradiance just slightly higher that included both
events. Therefore, a variety of neutral density filters were used to assess ILIP and IPE, and
the results are shown in Table 8.2. A threshold window between LIP and PE was indeed
observed for all tested elements, and in most cases, ILIP > IPE, with the exception of Al, Si,
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and Zn. It was also observed that another threshold irradiance existed for Sn and Pb where
Feature 3 in Figure 8.1 appeared (~ 1.1  1013 W/cm2), at irradiance ~ 103 higher than for
the onset of PE.

Table 8.2. Threshold irradiances for LIP and PE. All units are 1010 W/cm2.
Element

C

Al

Si

Fe

Cu

Zn

Sn

Au

Pb

ILIP

21.9

34.4

12.2

22.7

21.7

9.4

21.0

N/A

31.9

IPE

0.4

47.3

17.1

7.1

1.4

18.4

3.1

N/A

1.2

An attempt was made to assess mass removals just below and then above IPE. As in
other assessments, the amount of mass removed in a single pulse was undetectable,
exacerbated by ILIP and IPE thresholds being much lower than the irradiances used in
Chapters 4 and 5. So, the measurements were planned by accumulating a large number of
laser shots and averaging over the total removed mass. In order to make this assessment,
the number of laser shots that exhibited PE was needed. This measurement is analogous to
the critical exposure assessment in Chapter 4 (which was used as the threshold number of
shots to accumulate during the mass removal rates measured from TOF), and as such, it
was deemed as the PE critical exposure, PE. This was measured by simply counting the
number of shots on a fixed sample where PE was observed in ICCD images, and measured
at irradiance 2  1013 W/cm2. The data are shown in as an inset in Figure 8.4, and then
plotted in the same larger graph with TOF critical exposure CE for comparative purposes.
Note that PE is much smaller than CE for all materials except Sn and Pn, where they are
approximately equal. Moreover, the small values of PE for Al, Si, and Zn suggested that
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measuring mass removal rates for PE would be extremely tedious and subject to large error.
The relatively large PE values for Sn and Pb suggested an alternative method to estimate
rather than directly measure PE mass removal.

Figure 8.4. Critical exposure for LIP (stars) and PE (diamonds) as a function of atomic
mass. PE critical exposure is plotted alone as an inset to show detail.

As shown in Figure 4.8 and noted in the subsequent analysis in Chapter 4.6, the
mass removal rates for all elements exhibited a linear trend except for Sn and Pb. It is
assumed that phase explosions are responsible for this deviation from linearity, especially
coupled with the observation that PE << CE for all elements except for Sn and Pb. Thus,
it is assumed that PE mass removals can largely be neglected for all other materials. If Sn
and Pb are excluded from the fit to mass removal versus atomic mass, the linear
extrapolation of the resultant fit give mass removals of 0.26 and 0.28 g/pulse for Sn and
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Pb, respectively. When compared to their measured values of 1.7 and 2.8 g/pulse, this
suggests that ~ 90% of the mass removed in Sn and Pb is from PE. Then, assuming the
difference in these is the PE mass removal rate (1.44 and 2.58 g/pulse for Sn and Pb,
respectively), this is coupled with the PE particulate velocity results to estimate the
momentum and kinetic energy carried by PE products. Pb has a particulate velocity of 212
m/s, which gives 55 J for the total kinetic energy of the PE particulates, or less than 0.2%
of the incident laser pulse energy. For Sn, this corresponds to 45 J, or just over 0.1% of
the incident laser pulse energy. In both Sn and Pb, a far more significant amount of the
laser pulse is converted to kinetic energy of the LIP exhaust, on the order of 10 mJ. As a
consequence, for any propulsion technique employing laser ablation as the momentum
transfer mechanism, PE events are a major loss mechanism and should be avoided.
Perhaps the most interesting analysis of PE arises from the observed TOF energy
analyzer peak seen as Feature 3 in Figure 8.1. Note that this peak is coincident in time on
both plates. This suggests either highly energetic ionized particles are being emitted such
that they are coincident on the TOF plates, or more likely, that photons are being emitted
from the ablation site that causes a photoelectric effect in the copper TOF energy analyzer
plates. Assuming that photons are being emitted to cause this signal, these observations
allow the number of generated photoelectrons to be estimated in much the same way that
number density of ions are estimated from Features 1 and 2, using Equation (3.3), 𝑛𝑒 =
1

𝑡

2
∫ 𝑉(𝑡)𝑑𝑡, where ne is used to distinguish photoelectrons (N0 was used in Equation 3.3
𝑒𝑅 𝑡
1

to denote ions). Then, by calculating the area under the curves of Feature 3 and using this
expression, the number of photoelectrons generated in Feature 3 is ne ~ 6  1010 for both
Sn and Pb.
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Using this result, the total energy emitted by PE can then be estimated. Assuming
PE emission is that of a uniform point source inducing single-photon photoemission from
the TOF copper plates, the signals observed in Figure 8.1 correspond to only a fraction of
the total energy emitted from PE that is captured by TOF plates, which subtend a solid
𝑎

angle Ω = 2𝜋𝑅2 , where a is the area of a TOF plate (1 cm2) and R is the radius from the
ablation/emission site to the TOF plate. That is,
𝐸𝑃𝐸 =

𝐸𝑇𝑂𝐹
Ω

2𝜋𝑅 2

=(

𝑎

) 𝐸𝑇𝑂𝐹 ,

(8.1)

where ETOF is the emitted energy measured by a TOF plate, and EPE is the total emitted PE
energy. Then, ETOF is simply the number of detected photoelectrons ne multiplied by the
photon energy  and divided by the quantum efficiency nQ of the TOF sensor plate (copper,
in this case) at photon energy  :
𝐸𝑇𝑂𝐹 =

𝑛𝑒 𝜀
𝜂𝑄

,

(8.2)

Then, substituting Equation (8.2) into (8.3), the EPE is given as
2𝜋𝑅 2 𝑛𝑒 𝜀

𝐸𝑃𝐸 = (

𝑎

)

𝜂𝑄

,

(8.3)

For a first estimation, the work function of Cu was used ( = 4.65 eV, or 266 nm),
corresponding to Q = 10-4 [41]. This yields EPE = 1.37 J, which is in clear violation of
energy conservation principles for an incident pulse of 35 mJ. Moreover, the lower
wavelength limit of the ICCD camera is 200 nm, so the PE emission event would have
been observed in the images (it was not, the PE images were rather dim and required long
exposures). However, Q increases as photon energy increases [42], so it must be that the
PE light emission is well into the UV range. For example, assuming the emission occurs at

 =10 eV, or 124 nm wavelength, quantum efficiency for Cu is Q = 10-1 [42], which gives
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EPE = 3 mJ, or roughly 10% of the incident pulse energy. Thus, it is highly likely that the
observed Feature 3 signal in Figure 8.1 is due to light emission from some wavelength well
in the UV. The actual PE emission wavelength should be directly measured by
spectroscopy, which unfortunately was not available for this study.
Pictures of PE similar to those seen in Figure 8.2 (e) – (f) can be found among the
early photos of laser ablation [43]. This effect has been known since the early 1960s when
Ready [44] introduced a distinction between surface (vaporization, plasma ejection) and
sub-surface (PE) mass removal. Bonch-Breuvich and Imas [45] observed similar effects
using 25 J pulses from a Q-spoiled Nd:YAG laser and proposed a model where liquid metal
“splashing” occurs as a result of a laser-induced shock wave recoiling onto the molten
target surface. Later, Gagliano and Paek [46] described explosive matter ejection from
alumina and copper targets exposed to ruby laser light with irradiances in the range 0.7 –
7  107 W/cm2. The interpretation of their data was based on a model developed by Dabby
and Paek [47], who solved heat conduction equations and attributed PE to subsurface
superheating of a melt.
Starting from the late 1980s, the widespread use of laser ablation for growing highTc superconducting films brought new experimental evidence of PE. The studies were
motivated by the need to obviate the deposition of particulates originating from PE, which
is detrimental to structural homogeneity and current transport quality of the films [48].
Dupendant et al [49] studied size and velocity distributions of particulates emitted from
metal targets and YBCO. The mean velocities observed in this study vary in a narrow
range, 100 – 200 m/s. It is worth noting that these velocities are similar to those reported
in Table 8.1, even though irradiation conditions were markedly different (20 ns pulses,
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irradiances at 107 – 109 W/cm2). Geohegan [50] studied particulate emission from YBCO
and BN ceramics exposed to a KrF laser at fluences 1.5 J/cm2 and 3.5 J/cm2, respectively.
The velocity of the fastest observed particles was ~ 300 m/s. Singh et al. [51, 52] and Dyer
et al. [53, 54] studied subsurface superheating of YBCO experimentally and theoretically.
The theoretical analysis was based on the solution of the one-dimensional heat flow
equation and postulation of the explosive nature of mass removal from subsurface
superheating [52] and explosive boiling [54]. Later, Miotello and Kelly [11] argued against
the boundary conditions used in [47, 52] for the derivation of surface recession velocity
and showed that the subsurface temperature gradient, if it was ever present, could hardly
account for PE. They supported a model of explosive boiling based on a two-phase (liquid
droplets-vapor) system. This model has been accepted ever since.
Mass-spectroscopic studies of YBCO ablation led to detection of yet another
component of plasma plumes: clusters of particles < 100 nm in diameter with the preserved
stoichiometry of YBCO [55, 56]. The presence of clusters complicates the interpretation
of post-ablative data and leads to various speculations on their origin. For example,
Venkatesan et al. [57] observed two clearly distinct components in the angular dependence
of YBCO film thickness, and several PE-type processes were evoked to account for them
[44, 45, 47]. However, when temporal resolution was possible, it was clearly seen that
clusters exist in the same time domain with monatomic species (i.e., during the first several
s of ablation) [55, 56]. Also, clusters were observed to be at least 10 times faster (1 – 6
km/s [48, 56]) and much smaller than PE particulates [55]. In addition, clusters could be
successfully “dissolved” by firing a second laser pulse with ~ 1 s delay [48, 55], which
would not be possible on 1 m and larger PE fragments. Thus, the observations lead to
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various hypotheses on the origin of clusters, as either a condensation from the plasma [55]
or as a dissociation of larger particulates initially removed from the target surface [55, 56].
Both hypotheses were applied for interpreting spectroscopic data on carbon ablation,
supporting cluster production [58] and fragment dissociation [59].
It should be noted that there were very few references found directly or indirectly
related to PE where the explosive ejection of large particulates was temporally separated
from initial plasma plumes as observed in this work. One such example can be seen in [46],
where the onset of particulate emission was detected 250 s after the arrival of a 1 ms
pulse, and at least one explosion was observed after the pulse had been fully delivered.
Thus, it appears that LIP and PE occupy different time domains, as the data presented here
suggest.
Dabby and Paek [47] proposed an absorption parameter B that is inversely related
to the subsurface temperature. That is, smaller B indicates higher subsurface temperature,
and vice versa. Therefore, elements with smaller B should be more likely to exhibit PE.
This absorption parameter is given as
𝜆 𝐿

𝐵 = 𝑑𝐼𝑇 𝐶𝑣 ,

(8.4)

𝑖 𝑝

where λT is the thermal conductivity in W/(K cm), Lv is the latent heat of vaporization in
J/g, d is the skin depth at wavelength 532 nm, in cm, Ii is the irradiance in W/cm2, and Cp
is the specific heat in J/(K g). Skin depth d was calculated using [61]
𝜌 𝜆

𝑑 = √𝜋(1+ 𝜒𝑟

𝑚 )𝜇0 𝑐

,

(8.5)

where r is the resistivity,  is the wavelength, m is the magnetic susceptibility, 0 is the
permeability of free space, and c the speed of light. For Fe, m = 200 was used [61], while

139

for all other elements it was neglected because they are not ferromagnetic materials. B was
then calculated for all tested elements using these expressions, and the results are presented
in Table 8.3. An ambiguity on skin depth data for C and Si excluded them from calculation,
for the rest of the elements, data was taken from [62].

Table 8.3. B and IPE for tested materials with available data.
Element

Al

Fe

Cu

Zn

Sn

Pt

Au

Pb

B ( 10-3)

2.8

7.9

6.2

0.34

0.35

0.63

4.6

0.068

IPE ( 1010 W/cm2) 47.3

7.1

1.4

18.4

3.1

N/A

N/A

1.2

By its definition, B is merely a characteristic represented a given material’s heat
dissipation ability (λTLv) normalized to the heat absorbed (dIiCp). Thus, the higher the heat
dissipation, the lower the probability for PE to occur, if PE is to be interpreted as a thermal
event. It works well for Pb and reasonably well for Sn, both of which have low IPE and B.
However, Al (medium B, high IPE), Fe (high B, medium IPE), Cu (high B, low IPE), and Zn
(low B, high IPE) do not exhibit any correlation. Thus, this data does not suggest that B is
useful for predicting PE in the given irradiation conditions. Similarly, neither Dupendant
et al. [49] nor Fishburn et al. [63] reported no correlation between PE events and thermal
properties. Perhaps the most compelling evidence that PE should not be viewed as a
thermal event is the observed PE light emission in Figure 8.1. Assuming PE emission near
125 nm (as done above), and following the Wien Displacement Law [60], the temperature
of a corresponding emitting blackbody would be 2.3  104 K, roughly 4 times hotter than
the surface of the sun. This is highly unlikely, given the input pulse energy is 35 mJ, and
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that a substantial portion of the pulse energy is consumed by plasma formation and ablation
plume dynamics. Hence, blackbody radiation is extremely unlikely to explain the PE light
emission. Again, a spectroscopic assessment of PE emission is needed to better measure
and understand this phenomenon. In summary, the observations of time-delayed PE in this
work suggest that a revision to the theory of explosive boiling are in order, likely involving
more complex mechanisms than the thermal-based theories currently in the literature.
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CHAPTER 9

CONCLUSIONS AND FUTURE WORK

9.1 Summary and Conclusions. This concludes the study of picosecond laser
ablation for propulsion applications. A variety of techniques were applied to both measure
the dynamics of material ablated from wide variety of laser-irradiated elementary targets
and to interrogate the basic nature of the underlying physics when picosecond laser pulses
are focused onto solid materials. In all cases, laser pulses at 532 nm wavelength at 100 ps
pulse length were focused onto the elemental samples.
In the first study, ablated exhaust dynamics were measured by a time-of-flight
(TOF) energy analyzer under vacuum conditions (3 mTorr). The energy analyzer consisted
of two ~ 1 cm2 copper plates at a distance 22 cm and 42 cm from the ablation site. This
apparatus was able to sample the flow of the ionic component of the expanding plasma
plume, recorded as waveforms on a digital oscilloscope. From these waveforms, mean ion
velocity and number density (including angular distributions of number density) for each
of the 9 tested metals (C, Al, Si, Fe, Cu, Zn, Sn, Au, and Pb) were derived, and ultimately
used to determine classic propulsion characteristics, Isp and Cm. The focused laser provided
irradiances on the target at ~ 3 × 1013 W/cm2, assuming diffraction-limited spot size.
Results show that ion velocities from ablated elementary samples range from 200 km/s for
C and vary with mass as an mn dependence, with n = -0.84 +/- 0.07 down to 25 km/s for
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Pb. These values correspond to Isp in the range of 2.0 - 12.0  103 s. Ion yields are found
to be on the order of 1013 ions/pulse for all materials where the total number of ablated
atoms per pulse are measured ~ 1015. Ion yield angular distributions are found to exhibit a
cos() dependence, where  is the polar angle measured from the target surface normal.
Mass removal rate measurements show a general trend that increases with increasing
atomic mass, all on the order of μg/pulse. Momenta imparted to the samples are found to
be on the order of 10-7 kg m/s, corresponding to Cm in the range ~ 0.3 - 1.8 dyne/W. In
contrast to Isp, these values are found to increase with increasing atomic mass of the sample
used. A relationship between critical mass and critical exposure was found, showing that

CE is inversely proportional to the atomic mass of propellant, based on the measurements
that show a constant number of atoms are ablated per pulse from each material before CE
is reached. In addition, the total mass removed per pulse was measured and compared to
the total number of ions calculated from the oscilloscope waveforms, which indicated that
a small fraction of the total mass was ionized. Thus, the TOF energy analyzer study only
accounted for the ionic component of the LIPP, and additional measurements were needed
to account for both the ionic and presumably less energetic neutral components of the
ablation products.
To resolve this discrepancy, a combination of measurement techniques was
developed using a piezoelectric force sensor and plasma plume imaging analysis to obtain
total force imparted by laser ablation. A method was developed to determine the “lifetime”
of the ablation event, or, the time during which force is applied to the target, which was
performed by a curve fit of the expanding ionic measurements of the TOF waveforms and
then verified with plasma plume imaging. This was the first known measurement of
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ablation lifetime. This event lifetime was then used to integrate over the thrust derived
from force sensor measurements to calculate the total impulse applied to the target. As
suspected, these measurements indicate lower propulsion parameters due to inclusion of
the slower neutral components of the material ejected in the ablation process. Results show
Isp in the range 0.7 – 2.1  103 s, decreasing roughly inversely with atomic mass where the
highest measured value is for Al. Conversely, Cm was found to increase with atomic mass
in the range 2.6 – 8 dyne/W, with the highest measured value for Pb. In addition, plasma
imaging was also used to independently verify measurements of ion velocity and angular
distribution of the ejected material from the TOF study, which is used to lend substance to
the use of plasma imaging for determination of ablation lifetime. Force sensor limitations
required these measurements to be made in ambient pressure, in contrast to the vacuum
conditions of the TOF. However, force sensor measurement results were ultimately
compared to Isp derived from plasma imaging, which were performed in vacuum under the
same irradiation conditions as force measurements, and the results from each of these
independent techniques matched well, indicating that the forces measured were dominated
by material-specific laser ablation effects. An expression for total internal efficiency was
derived and modified based on ion angular distribution and ion-to-total mass ratio for the
irradiation conditions in this work. Efficiency analysis showed Al (0.43) and Zn (0.35) to
have the highest total internal efficiencies.
Material dependencies were observed for both Isp and Cm in all tested elements. In
order to understand the material dependencies, a simple thermal model was developed that
assumes energy conservation from conversion of input pulse energy to plasma plume
kinetic energy, and establishment of local thermodynamic equilibrium within the plasma
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such that the resulting particle energies are given in terms of thermal considerations. The
simple model predicts the observed behavior in that velocities decrease and momenta
increase with atomic mass, with some notable exceptions for metals that were eventually
found to exhibit strong phase explosion, which is a likely explanation for the deviation
from the model. Despite the model’s ability to predict overall trends, some notable
discrepancies in the implicit plasma temperature between ions and neutrals were observed.
The discrepancies are explained by either a strong temperature gradient being established
between ions and neutrals, or that a single plasma temperature is established and ions are
subsequently accelerated from Coulomb repulsion during ablation.
The results of all the single pulse measurements above were used to design, build,
and test a miniature vehicle driven by laser ablation. Power limitations of the laser caused
the craft to be extremely small. For this reason, the selected design was a paraboloid with
a flattened vertex, also known as a parabolic frustum. The flattened vertex served as the
ablative material, while the remainder of the paraboloid served as the focusing optic. Two
test article design variants (one from Kapton, another from nickel) were constructed, and
tests performed in both ambient pressure and in vacuum conditions. A flight test apparatus
was constructed to allow vehicle performance measurement while still maintaining control
during flight. Three flight test variants were performed. The flight performed in vacuum
was the first known demonstration of a laser ablation-based rocked. Data collected from
the vacuum flight showed Isp (2 103 s ) and Cm (3.0 dyne/W) estimates in good agreement
with values obtained from force measurements.
In order to verify the theoretical estimations of laser optimal pulse length for
maximization of energy transfer to the target, with the additional intent to explore possible
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propellant performance enhancement techniques, a pulse-splitting apparatus was
constructed and used to repeat both the TOF and force measurements as a function of pulse
delay. TOF data showed a dual-peak structure in all the materials tested. The first peak,
corresponding to the estimated critical time, was found to be 100 – 266 ps, in excellent
agreement with prediction. It should be noted that this is the first known measurement of
this phenomena. An unexpected secondary peak was observed in all materials, in the range
400 – 633 ps over all elements, and is attributed to re-ignition of an already-energized
plasma. Force measurements exhibited behavior similar to TOF measurements, but in a
counter-phase fashion, such that maxima in TOF measurements corresponded to minima
in force. However, the force measurement process for split pulse analysis had several
associated issues that warrant repeating the work under the same conditions as TOF before
major deductions are made. That said, the counter-phase nature of the TOF versus force
measurements, along with the laser propulsion efficiency expression in Equation (4.16),
imply that efficiency gains that were postulated ahead of the double-pulse experiments may
not materialize. However, double (or perhaps multiple) pulse effects could be used to
separately tune Isp and Cm for an ablative laser-propelled rocket for given mission
requirements.
Finally, the first observations of time-delayed phase explosions were presented and
shown to challenge the existing thermal-based theory of the phenomenon. The initial
observations seen on TOF waveforms for Sn and Pb were confirmed by plasma imaging
to show an explosive discharge from the ablated samples well after plasma plume
detachment and subsequent “dark period” of around 20 – 30 s. Phase explosion was
observed on all materials, and plasma imaging was used to estimate ejected particulate
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velocities (on the order of 102 m/s), and threshold irradiances for both phase explosion and
laser-induced plasma ignition, all on the order of 1010 W/cm2, and in most cases, the
threshold irradiance for PE was lower than that of laser-induced plasma ignition.
Ultimately, the Sn and Pb observations on TOF waveforms were attributed to photoelectron
emission from the energy analyzer plates. The signals were analyzed to estimate number
of photoelectrons emitted, and further used to estimate the wavelength of PE emission. At
a conservative quantum efficiency estimate (Q = 0.1) for photoelectron emission from the
Cu energy analyzer plates, the emission wavelength is estimated at photon energy  =10
eV, or 124 nm wavelength. The combined observations of PE time delay and photon
emission are used to challenge the existing theory of PE, and a review of available literature
is given to support this conjecture.
9.2 Recommended Future Work.

The single most strongly recommended

extension to the studies presented here is to perform these same set of measurements
(including recommended extensions below) and laser-induced plasma spectroscopy for
different laser pulse regimes. This would show relative populations of ion species (recall
that single ionized species were assumed for all TOF calculations), neutrals, and the exact
photon energy of phase explosion, all as a function of laser pulse duration. With the
inclusion of nanosecond (thermal-dominated ablation),and femtosecond (non-thermaldominated ablation) studies, the mechanisms that govern ablation could be better isolated
and lead to an enhanced understanding of the mixture of these effects in the picosecond
regime. Spectral measurements could be key in determining the relative importance
between thermal processes that emit continuum radiation and nonthermal events that lead
to distinct spectral line emission. In addition, it could be used to verify the assumption of
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plasma oscillations in the dual-peaked observation seen in double-pulsed TOF
measurements, and used to more accurately model the state transition of the plasma through
the double-pulsed process. More than anything, detailed modeling of the full ablation
process, from laser incidence to material ejection, needs to be done for all relevant pulse
length regimes. Indeed, every laser ablation work referenced here, including the most
recent ones, all recognize that a satisfactory model of laser ablation remains elusive despite
consistent work being done to this end since the 1960s.
Some other work could be done to enhance the measurement techniques employed.
Despite the work done to account for the differences in measurement conditions, and
observations from ablation-based laser propulsion plasma imaging that support the validity
of the assumptions, the ability to directly measure force imparted to laser-ablated materials
in vacuum conditions would be strongly recommended to add to this work. This could be
performed either by modification of the piezoelectric sensor used in this study (the one
used here was sealed in 1 atm of N2), or by the construction of a much larger ablation
chamber to allow the construction of a pendulum apparatus. Unfortunately, the funding
and schedule limitation of the work presented here did not allow for either. Such vacuum
force measurements should be repeated for both single and double-pulsed ablation
experiments. Especially the latter, as the observation of measured force maxima counterphase to maxima in ion velocities is suspect due to the challenges faced by the doublepulse force measurements, where pulse energies were substantially lower than the singlepulse force measurements, and hence, more sensitive to minor experimental differences
such as sample placement.

148

Much attention should be given to the time-delayed phase explosions. A full theory
that accounts for the time-delayed release of particulates and photon emission is needed to
correct the current theory offered only in terms of thermal considerations. It is of particular
interest as to exactly what mechanism can cause a material to release relatively energetic
photons several orders of magnitude in time after the deposition of energy to initiate the
event has ceased.
Finally, a larger demonstration of a rocket driven by laser ablation is strongly
recommended. This is driven by available laser pulse energy, as shown in Chapter 6. Pulse
energy on the order of 10 J should be sufficient to construct a more suitable test vehicle in
the 1- 10 g range. In such a demonstration, more complex craft designs could be explored,
and include the ability to add an area to allow different propellants to be readily
interchanged between experiments. This would also provide measurements to determine if
the work performed here scales linearly with increasing pulse energy.
9.3 Estimated Vehicle Performance. As a final note, and following the last item
in the previous section, the estimated performance of a laser-ablation driven vehicle is
estimated from the measurements in this work. In particular, I will first analyze the amount
of time (or, similarly, number of pulses) to launch a 1 kg satellite into low-Earth orbit
(LEO) and follow with the estimated final velocity of a 2 kg total initial vehicle mass (1 kg
propellant plus 1 kg satellite) based on the measurements obtained in this work. The rocket
equation describes the change in velocity ∆𝑣 imparted to a vehicle in terms of its initial
mass mi , final mass mf (i.e., the mass after expending fuel), and the exhaust velocity of the
expended fuel ve as
𝑚

∆𝑣 = 𝑣𝑒 ln (𝑚 𝑖 ),
𝑓
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(9.1)

or in terms of Isp,
𝑚

∆𝑣 = 𝑔𝐼𝑠𝑝 ln (𝑚 𝑖 ).

(9.2)

𝑓

In order to get a satellite to LEO, it must reach a velocity vLEO = 9700 m/s (which includes
effect from air drag), which is the desired ∆𝑣. Now, the mass ratio can be rewritten in terms
of mf and the mass flow rate 𝑛𝑝 𝑚̇ , where np is the number of pulses and 𝑚̇ is the mass
removal rate:
𝑚𝑖
𝑚𝑓

=

𝑚𝑓 +𝑛𝑝 𝑚̇
𝑚𝑓

= 1+

𝑛𝑝 𝑚̇
𝑚𝑓

.

(9.3)

Substituting vLEO = ∆𝑣, and Equation (9.3) into (9.2), this gives the number of pulses
required to reach LEO,
𝑛𝑝 =

𝑚𝑓
𝑚̇

[𝑒𝑥𝑝 (

𝑣𝐿𝐸𝑂
𝑔𝐼𝑠𝑝

) − 1].

(9.4)

The results for this analysis are shown in Table 9.1, where “Time to LEO” is
estimated by assuming a 10 Hz laser repetition rate (as used in this work) is used to deliver
np calculated from Equation (9.4). Note that this would change substantially if a laser with
a higher repetition rate were used, but the values shown in Table 9.1 at least give a basis
of comparison in practical terms. One thing to note in Table 9.1 is that extrapolated 𝑚̇ is
used for both Sn and Pb due to estimated phase explosion effects. Referring back to Figure
4.3, phase explosion mass removal rates were estimated from these two materials because
they exhibit the strongest phase explosion observations. The plasma-ablation 𝑚̇ was then
estimated for Sn and Pb by assuming a linear dependence on mass removals based on all
other materials excluding Sn and Pb, and then interpolating the resulting linear fit for Sn
and Pb (the interpolated values are shown as gray boxes in Figure 4.3). Though not shown
in Table 9.1, the time to reach LOE for estimated 𝑚̇ for Pb (6.03 years, given all
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assumptions) gives a substantially different result than for measured 𝑚̇ for Pb (0.98 years).
This shows how substantial phase explosion is as a loss mechanism: if all ablated mass had
the plasma plume Isp, Pb would easily be the best-performing propellant. This said, it is
noted that the plasma-based mass removal estimate is a conservative estimate, at best, and
this should be confirmed with measuring the actual difference in mass removal rates
between plasma-based ablation and phase explosion. Furthermore, at first glance, Table
9.1 seems to suggest that both Cu and Zn give higher performing rockets than Al, though
they each require at least 1.5 times the amount of propellant mass to obtain this
performance due to the relative inefficient laser energy transfer to rocket velocity (as shown
in Figure 5.10). Thus, to some extent, judging the best-performing propellant has some
degree of subjectivity: Al is clearly more efficient in terms of performance per unit mass,
though Cu and Zn give the best overall result for time to reach LEO.
Another way of considering vehicle performance is to examine the final velocity of
a rocket. Assuming 1 kg of propellant is attached to a 1 kg rocket (i.e., mi = 2 kg, mf = 1
kg), the final velocity is calculated using Equation (9.2) using measured total Isp (from force
measurement) for each propellant material. Results are shown in Table 9.2, and Al is shown
to have the highest final velocity for the same amount of propellant as other candidate
materials. These analyses show how different considerations can lead to slightly different
conclusions. This, for building a macro-scale rocket, proper engineering of the system
should consider both overall performance and efficiency concerns, and how the practical
constraints of the full system should consider each. The work presented within this text
gives methods that should be employed by a system designer to consider both.
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Table 9.1 Ablation-based rocket performance: np, corresponding time (based on assumed
10 Hz laser), and total mass ablated to reach LEO.
Material

𝑚̇

Isp (s)

(µg/pulse)

np

Time to LEO

Total mass ablated

(109)

(years)

(kg)

C

0.13

3890

2.23

7.06

0.29

Al

0.20

4000

1.40

4.45

0.28

Fe

0.22

2960

1.80

5.72

0.40

Cu

0.42

2800

1.01

3.20

0.42

Zn

0.50

2570

0.9

2.98

0.47

Sn

0.40

620

9.8

31.20

3.94

Pb

0.45

1600

1.9

6.03

0.86

Table 9.2 Ablation-based rocket performance: final velocities for 1 kg propellant attached
to a 1 kg payload.
Material

Isp (s)

Final Velocity (km/s)

C

3890

26.4

Al

4000

27.1

Fe

2960

20.1

Cu

2800

19.0

Zn

2570

17.5

Sn

620

4.2

Pb

1600

10.9
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