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Due to the increased penetration of Distributed Generations (DGs) in distribution 
networks, the system control and operation may become quite different from the case 
of traditional distribution network. Most DGs can only provide intermittent power 
to the Active Distribution Networks (ADNs) due to the intermittent nature of the 
resources such as wind and sun. Moreover, ADN utilities usually do not own DGs, 
and have difficulty in controlling directly DGs outputs power.  The main problem 
related to the considerable connection of DGs is represented by the quality-of-service 
of ADNs usually associated to node voltage quality and line congestion mitigation. 
Within the above context, the motivating factors for this thesis are supported by the 
issues related to optimal operation and control of ADNs integrating stochastic and 
non-stochastic DGs. One of the most promising near-term solution is offered by using 
distributed Energy Storage Systems (ESSs) which can perform their full role to 
guarantee a more flexible network. Indeed, the availability of ESSs allows, in 
principle, to: (i) actively control the power flows into the grid, (ii) indirectly control 
the voltage profiles along the network feeders and (iii) locally balance the hour/daily 
and weekly load variations. 
In this thesis, ESSs are assumed to be the only controllable devices in ADNs. As a 
result, DGs can be indirectly controlled by means of ESSs. 
First, this manuscript presents control-oriented model for electrochemical ESSs. In 
this respect, the accurate estimation of ESS behavior is utmost important. A generic 
charge representative model for any electrochemical ESSs is proposed. Moreover, an 
improvement of the most common electric equivalent circuit models for the two 
selected ESSs with different characteristics (namely double layer supercapacitors 
with high power/low energy densities and electrochemical batteries with low 
power/high energy densities) is provided for the development of specific control 
schemes. They are based on the modeling of redistribution of charges that 
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characterizes the dynamic behaviors of the two devices during long time 
charging/discharging and relaxation phases. 
Second, this manuscript presents advanced control/scheduling algorithm for ADNs. 
The operation and control of ADNs can be achieved either centrally or in a 
decentralized way. Due to the large changes in distribution system structure and 
operation, the question arises whether the centralized management approach is still 
the most appropriate. The amount of information to be centrally treated would 
considerably grow due to the number of generation equipment’s inserted into the 
grid and the stochastic operation nature of some of them. In fact, a large amount of 
data would need to be collected, treated simultaneously and provided quickly for 
further processes. This consideration introduces the idea that some ADN operation 
problems, such as voltage control or line congestion mitigation, can be solved in a 
distributed manner which would help to relieve the information processing burden 
and to enhance the system security while preventing unwanted event from 
propagating through the grid. Therefore, the decentralized schemes are considered 
subdividing the network into quasi-autonomous areas. To this end, given a set of 
ESSs optimally located in a balanced and radial ADN, this thesis proposes a network 
partitioning strategy for the optimal voltage control of ADNs. Thus, the network is 
decomposed into several areas; each under the control of one ESS which has 
maximum influence on its corresponding area. Based on this clustering, 
decentralized scheduling strategies and real-time decentralized control algorithms 
for the clustered ADNs are proposed. The proposed zonal control capability focuses 
on voltage control and line congestion management. In both proposed decentralized 
scheduling and real-time control algorithms the communication among different 
areas is defined using the concept of Multi-Agent Systems (MAS). The agents are 
defined as entities that are rational, autonomous, reactive, proactive (taking 
initiatives in pursuing of their goals), flexible, robust to failures and capable to 
interact with other agents. All the interactions between agents are implemented by 
mean of message exchanges. 
The performance of the proposed models/methodologies and their implementation is 
assessed through case studies in order to quantify the benefits that can be derived 
from. 
 
Keywords- Active distribution networks, charge redistribution effect, decentralized 
control, double-layer supercapacitors, energy storage systems, line congestion 
management, lithium-based batteries, multi agent system, network clustering, node 
voltage control, state-of-charge.  
 En raison de la pénétration grandissante de la production décentralisée (DG) dans 
les réseaux de distribution, le contrôle et le fonctionnement de ces systèmes est 
devenue significativement différent comparés au cas des réseaux de distribution 
traditionnels. La plupart des DG ne peuvent fournir que de l'énergie intermittente 
aux réseaux de distribution actifs (ADN) en raison de la nature intermittente des 
ressources telles que le vent et le soleil. De plus, les ADN en général ne sont pas 
propriétaires des DG, et les opérateurs ont des difficultés à contrôler directement ces 
DG. Le principal problème inhérent à l’intégration importante des DG est représenté 
par la qualité du service associée à la tension aux nœuds et à la charge des lignes. 
Dans le contexte de cette thèse, les facteurs de motivation sont liés à l'exploitation 
et le contrôle de réseau de distribution intégrant des DG stochastiques et non-
stochastiques. Une solution est proposée en utilisant des systèmes distribués de 
stockage d'énergie (ESS) pouvant garantir un contrôle plus flexible du réseau. En 
effet, la présence de ESSs permet, en principe, de: (i) contrôler activement les flux 
de courant dans le réseau, (ii) contrôler les profils de tension le long des feeders et 
(iii) compenser localement les variations de charge horaire ou journalière. 
Dans cette thèse, les éléments ESSs sont supposés être les seuls dispositifs 
contrôlables dans les ADNs. Par conséquent, on considère que les DG sont contrôlés 
indirectement par l'intermédiaire de ces éléments. 
Tout d'abord, ce manuscrit présente un modèle dédié pour le contrôle d’éléments 
électrochimiques ESS. A cet égard, l'évaluation précise du comportement des ces 
éléments est très important. A ce sujet, un modèle générique pour la représentation 
des charges pour tout ESS électrochimique est proposé. En outre, les modèles de 
circuit électrique les plus couramment utilisés pour le contrôle ont été améliorés. Ces 
modèles concernent les supercapacités double couche et les batteries au Lithium. 
L’amélioration repose essentiellement sur la modélisation de la redistribution des 
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charges qui caractérise le comportement dynamique de ces 2 types d’éléments 
pendant la charge/décharge à long terme et les phases de relaxation. 
Par la suite, ce manuscrit présente deux algorithmes pour le contrôle planifié des 
ADNs. Ce contrôle peut être effectué de manière centralisée ou de manière 
décentralisée. En raison des grandes modifications dans la structure et l’exploitation 
des systèmes de distribution, la question se pose de savoir si l'approche de gestion 
centralisée est toujours la plus appropriée. En effet, La quantité d'informations à 
traiter de manière centrale tend à augmenter considérablement en raison du nombre 
d'équipements de production insérés dans le réseau et la nature stochastique du 
fonctionnement de certains d'entre eux. En fait, une grande quantité de données 
devrait être collectées, traitées simultanément et fournies rapidement à d'autres 
processus. Cette considération introduit l'idée que certains problèmes de 
fonctionnement, tels que le contrôle de la tension et/ou de la congestion des lignes, 
peuvent être résolus d'une manière distribuée contribuant ainsi à alléger la charge 
de traitement de l'information et améliorer la sécurité du système en empêchant la 
propagation de perturbations indésirables dans le réseau. Par conséquent, le régime 
décentralisé suggère de subdiviser le réseau en des zones quasi autonomes. À cette 
fin, étant donné un ensemble de ESSs optimalement installés dans un réseau, cette 
thèse propose une stratégie de partitionnement du réseau pour le contrôle de la 
tension optimale des réseaux. Ainsi, le réseau est décomposé en plusieurs zones ; 
chacune sous le contrôle d'un ESS ayant une influence maximale sur la zone 
correspondante. Sur la base de cette classification, des stratégies de contrôle pour 
l’exploitation planifié (2 variantes) et l’exploitation en temps réel (1 variante) selon 
une approche décentralisée sont proposées. Le contrôle de zone proposée se concentre 
sur celui de la tension et de la gestion de la congestion des lignes. Pour ces trois 
variantes, la communication entre les différentes zones est définie en utilisant le 
concept de systèmes multi-agents (MAS). Les agents sont définis comme des entités 
qui sont rationnels, autonomes, réactifs, proactifs (prendre des initiatives en 
poursuivant leurs objectifs), flexibles et robustes aux pannes et capables d'interagir 
avec d'autres agents. Toutes les interactions entre les agents s’effectuent au moyen 
d’échange de messages. 
La performance des modèles / méthodologies proposés et de leur application est 
évaluée à l’aide d’études de cas afin de quantifier les avantages qui peuvent en être 
tirés. 
Mots clefs : réseaux de distribution actifs, effet de redistribution de charge, contrôle 
décentralisé, supercapacité à double couche, systèmes de stockage d'énergie, gestion 
de la congestion des lignes, batteries au Lithium, système multi-agents, 
partitionnement du réseau, contrôle de la tension aux nœuds, état de charge. 
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 ocV   Open circuit voltage of ESS 
F
dcV   DC final voltage of ESS 
m
dcV   DC measured terminal voltage of ESS 
V   Node voltage magnitude 
?   Node voltage angle 
refV   Voltage reference value 
initV   initial value of node voltage 
V?   Voltage variation provided by ESS 
dc ,min dc ,max
BESS BESSV ,V   Minimum, maximum DC voltage value of ESS 
dcI  DC current of ESS 
dc ,min dc ,max
BESS BESSI ,I  Minimum, maximum DC current value of ESS 
srI   Line current between node r and s 
max
srI   Ampacity of line sr 
? ?srI t?   Current variation provided by ESS 
CH REDI ,I   Virtual current sources during charge/discharge, 
resting for DLSC 
virI   Virtual current generator for BESS 
? ?tI t?   Average charge/discharge current 
P   Active power 
dc
BESSP   DC active power of BESS 
Q   Reactive power 
R   Resistance 
C   Capacitance 
Z   Impedance 
mE   Electromotive force of the BESS 
refSoE   SoE reference value 
min maxSoE ,SoE   Minimum, maximum of SoE 
P Q
B N B N
VSC , VSC? ?? ? ? ?? ? ? ?   Voltage sensitivity coefficient matrices for active/reactive powers variations 
P Q
B N B N
VIF , VIF? ?? ? ? ?? ? ? ?   Voltage influence factor matrices for active/reactive powers variations 
P Q,? ?   Power sensitivity coefficients with respect to both P/Q 
P Q,? ?   Current sensitivity coefficients with respect to both P/Q 
Y   Network admittance matrix 
Y   magnitude of the admittance matrix 
?   phase of the admittance matrix 
? ?? ?dcI t?   ESS charge/discharge efficiency coefficient 
? ?dcC I   ESS capacity for current discharge rate dcI   
in outQ ,Q   Charges stored/ extracted in/from the ESS 
RQ   Redistribution charge 
ocQ   Available charge 
Q?   Extracted charge 
REDQ?   Amount of charge to be redistributed 
B N B N,? ?? ?? ? ? ?? ? ? ?   Weighted coefficients accounting for resistance and reactance electric distance 
i , ,a,b,c? ?   Weighting the terms of the objective function 
 i?   Coefficients for share of each time constant 
loss
convP   Power losses of the converter 
?   Efficiency of the converter 
rS   Rated power of the converter 
thevZ   Thévenin impedance seen from CBBs 
thevV   Thévenin voltage seen from CBBs 
sS   Losses plus supply-demand power mismatches  
CBBS   Equivalent apparent power flowing through CBB 
 
 
 
 
  
 
1.1 Motivation of the Thesis 
In traditional power systems, energy was transported through the transmission 
system to the distribution system and then delivered to the consumers. This 
structure is extremely unidirectional and hierarchical. In the last decades, the 
connection of Distributed Generations (DGs) in distribution networks increased 
exponentially. As a result, it gives rise to the need for a bidirectional supply/demand 
system. Comparing with conventional bulk generations, DGs are smaller scale and 
located closer to the loads. Thus, they can supply power to loads without needing a 
transmission network. Therefore, it significantly decreases power losses, voltage 
drops and grid investment costs [1]. However, the massive connection of DGs triggers 
different operation challenges in Active Distribution Networks (ADNs)1, and creates 
a variety of well-documented impacts of voltage rise, particularly in rural networks 
[2]. Most DGs can only provide intermittent power to the ADN due to the 
intermittent nature of the resources such as wind and sun [3]. Thus, there is no 
direct control over them (e.g., [4], [5]). Moreover, ADN utilities usually do not own 
DGs, and have difficulty in controlling DGs output powers. Therefore, with an 
increasing level of DGs penetration, the control and operation of ADN may become 
quite different from the case of traditional power systems. In general, the main 
                                                     
 
1 According to definition set by CIGRE WG C6.11 [169], “Active distribution networks (ADNs) have systems in place 
to control a combination of distributed energy resources (DERs), defined as generators, loads and storage. 
Distribution system operators (DSOs) have the possibility of managing the electricity flows using a flexible network 
topology. DERs take some degree of responsibility for system support, which will depend on a suitable regulatory 
environment and connection agreement”. 
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obstacle related to the considerable connection of DGs is represented by the quality-
of-service (QoS) of ADNs usually associated to node voltage quality ([6]) and line 
congestion mitigation [7]. 
The issue of voltage regulation in ADNs is evoking more interest than traditional 
distribution networks due to the potential of distributed energy resources to 
contribute in voltage regulation [8]. Any fluctuation in real power brings about a 
proportional fluctuation of voltage. This is particularly evident in cases of weak 
networks where the line resistances are high relatively to their reactances. Voltage 
regulation is a procedure to keep voltages in an ADN within normal limits, which is 
usually ±5% of the rated voltage.  
The increased penetration of DGs may also cause line congestion, which may 
severely degrade network performances [7]. 
In what follows the existing solutions to the problems of voltage control and line 
congestion management are clustered in terms of controlled resources. In particular, 
we refer to the control of: DG units, network reconfiguration and primary substation 
transformers on-load tap-changers.  
Through the collection of voltage measurements from predefined points, it is possible 
to define sub-optimal control strategies, usually relying on droop controls applied to 
reactive power injections, deployed in DG Voltage Regulators (VRs) (e.g., [9],[10]). 
However, such regulation mechanism may no longer be suitable in view of the 
following reasons: 
(i) In networks characterized by high R/X ratios of longitudinal line 
impedances, the reactive power compensation relying on those DGs’ 
inverters could not be sufficient to achieve satisfying voltage control. 
(ii) DG might be automatically disconnected by their protections when 
voltage fluctuations are more than ±10% [11]. This exacerbate further 
voltage fluctuations which may trigger other DGs disconnections and 
cascading voltage fluctuations. 
(iii) The control actions of the VRs are sub-optimal since the knowledge of the 
system state is unknown to the control mechanism. 
(iv) VR’s estimations of node voltages will certainly be disturbed by the 
operations from uncontrolled DGs leading consequently to incorrect VR’s 
operations. Therefore, it becomes hard for VRs to use the local 
measurement to estimate the voltage drop along the feeders. Farag et. al. 
[8] studied the impacts of DGs on conventional voltage regulation 
schemes, and claimed that applying conventional utility voltage 
regulation control methods in ADNs is infeasible. 
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Concerning the deployment of the control strategies involving DG power output 
regulation, it is worth observing that DGs can be controlled in different ways (e.g., 
[12], [13], [14]). However, the optimal coordination of hundreds of inverters might 
require a complex telecommunication infrastructure leading to high investments. In 
addition, the active power control by DGs might be not permitted due to the existing 
grid code for prosumers. 
Another solutions proposed to handle voltage control and line congestion 
management is the reconfiguration of the grid [15]. However, the aforementioned 
approaches, together with the traditional grid reinforcement one, are expensive since 
they require the installation of additional hardware represented by cables/overhead 
lines and/or breakers. 
Another solution is to use on-load-tap-changing (OLTC) substation transformer to 
keep the voltage on the feeder within the normal operational limits. Determining 
proper control settings for OLTC becomes quite challenging when there are multiple 
DGs on a feeder (e.g., [16] [17], [18]). Also, these devices do not provide fast enough 
voltage regulation and do not affect the line congestion. Also, OLTC-based voltage 
control is sub-optimal since do not allow for a flexible control in the different network 
buses. Furthermore, the number of allowed OLTC switching operations is limited 
involving consequent maintenance cost considerations for DNOs. 
Within the above context, the motivating factors for this thesis are supported by the 
issues related with optimal operation and control of ADNs integrating stochastic and 
non-stochastic DGs.  
1.2 Objectives and Contributions of the Thesis 
In order to maintain the quality of service of ADNs with high penetration of DGs, an 
alternative solution is offered in this thesis by using distributed ESSs which can 
perform their full role to guarantee a more flexible network. This is one of the most 
promising near-term solutions allowing postponing into infrastructure investments. 
As a result, DGs can be indirectly controlled by means of ESSs. Indeed, the 
availability of ESSs allows, in principle, to: (i) actively control the power flows into 
the grid, (ii) indirectly control the voltage profiles along the network feeders and (iii) 
locally balance the hour/daily and weekly load variations. In fact, energy storage can 
be seen not only as an energy buffer, but also as real-time reservoirs that can react 
to power imbalances of the grid [19]. 
In this respect, in this thesis, ESSs are supposed as a good solution for optimal 
operation and control of ADNs. Line congestion mitigation, voltage support and, 
eventually, spinning reserve management can be achieved through ESSs. ESSs are 
assumed to be the only controllable devices of ADN regulators. Thus, the aim is to 
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control the node voltages and line congestion management with a limited number of 
ESSs. Therefore, the main contributions of this thesis are listed hereafter. 
1) Proposition of a generic charge representative model for any electrochemical 
ESSs. This model accounts for a stable and accurate state-of-charge 
estimation framework. 
2) Improvement of the most common electric equivalent circuit models for two 
ESS devices; namely double-layer supercapacitors with high power/low 
energy densities and electrochemical lithium-based batteries with low 
power/high energy densities, suitable for the development of specific control 
schemes. 
3) Proposition of a network partitioning strategy for the optimal voltage control 
of ADNs by means of ESSs. 
4) Proposition of two decentralized operational scheduling algorithms relying, 
respectively, on the Thévenin equivalents and a recursive approach in 
clustered ADNs. 
5) Proposition of a real-time adaptive model-based decentralized voltage control 
and line congestion management algorithm for the clustered ADNs relying 
on an accurate dynamic model of Battery Energy Storage Systems (BESSs) 
capable to account for their DC active power limits. 
It is worth underlining that proper siting and sizing of storage units is out of the 
scope of this work, and they are considered as an input element of the problem. 
1.3 Thesis Structure 
The structure of the thesis dissertation is as follows. 
Chapter 2 – Part I. presents first an overview of the three main phenomena taking 
place inside of any electrochemical ESSs. Then, a novel and efficient ESS generic 
charge representative model is presented. 
Chapter 2 – Part II. presents a brief history of different dynamic model of double 
layer supercapacitors with high power density which fit the applications into ADNs. 
Then, a detailed dynamic models is proposed to enhance the dynamic behavior by 
representing the so-called charge redistribution phenomenon that characterizes the 
dynamic of the storage system voltage during long time charging/discharging and 
relaxation phases. Also, making reference to experimental tests carried out on a 
325F supercapacitor in DESL-EPFL Smart Grid Laboratory, the optimal parameters 
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assessment of the relevant model is discussed and, then, the improvement of the 
model behavior with a minimal computational overhead is demonstrated. 
Chapter 2 – Part III. presents first an overview of the existing dynamic model of 
Lithium-based batteries which are one of the ESS technologies matching the 
requirement of ADNs. Their mains advantages are the relative high value of energy 
density and long life duration as well as, in certain cases, limited environmental 
impact. Then, a detailed dynamic model is proposed accounting for redistribution of 
charge effects. For this purpose, the optimal parameters assessment of the relevant 
model is performed, then, the improvement of the model behavior is shown making 
reference to a Lithium-Titanate battery in DESL-EPFL Smart Grid Laboratory. 
Chapter 3 –  Part I. presents first the downsides of centralized control paradigm for 
ADNs. It is shown that a possible solution is to move from the centralized operation 
paradigm to the decentralized one subdividing the network into quasi-autonomous 
entities defined as areas. To this end, a network partitioning strategy for the optimal 
control of ADNs is proposed. Voltage sensitivity concept is used in order to linearize 
the problem.  
Chapter 3 –  Part II. presents first different power scheduling methods existing in 
the literature. Then, two decentralized operational scheduling algorithms are 
proposed relying, respectively, on Thévenin equivalents and a recursive approaches. 
The communication among different areas is defined using the concept of multi-
Agent Systems (MAS). The effectiveness of the proposed zonal scheduling methods 
is assessed and compared with the equivalent centralized scheme using test cases 
composed of the IEEE 13 and IEEE 123 nodes distribution test feeders. 
Chapter 3 –  Part II. presents first a brief history of different voltage and power flow 
control techniques. Then, a novel real-time decentralized control algorithm for the 
clustered ADNs using only distributed BESSs is proposed. In particular, we propose 
a zonal control strategy targeting voltage support and line congestion management. 
The proposed zonal control relies on an accurate dynamic model of BESSs capable to 
account for their DC active power limits. The effectiveness of the proposed zonal 
scheduling methods is assessed using test cases composed of the IEEE 13 nodes test 
feeders. 
Chapter 4 summarizes the main contributions of this research and provides an 
outlook on potential future works.  
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Summary 
This chapter focuses mainly on the modeling of electrochemical energy storage 
systems. These energy storage technologies play a key role especially in mobility and 
power distribution network applications in view of their relative high value of 
energy/power densities, long life duration and, in certain case, a limited 
environmental impact. Two energy storage systems characterized by opposite 
characteristics are selected for this purpose; namely double layer supercapacitors 
with high power/low energy densities and electrochemical batteries with low 
power/high energy densities. In this respect, an improvement of the most common 
electric equivalent circuit models for the two devices is provided for the development 
of specific control schemes. It is based on the modeling of redistribution of charges 
that characterizes their dynamic behaviors of the two devices. The redistribution of 
charge consists three effects, namely rate capacity effect, recovery effect, and 
hysteresis effect. 
This chapter includes three parts. Part I presents a generic charge representative 
model for energy storage systems. Part II and part III illustrate a detailed dynamic 
models for supercapacitors and batteries respectively.  
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Introduction 
Within the context of power systems, the typical use of ESSs refers to ancillary 
services like: peak shaving, voltage control, line congestion management and 
frequency support. Each of the above-listed applications is characterized by 
charge/discharge cycles that could range from fraction of a seconds (typically in high-
power applications) to hours or even days (in high-energy applications). In this 
respect, the availability of accurate ESSs model capable to accurately predict the 
dynamic behavior accounting for the internal effect of redistribution of charge is a 
key aspect for the definition of model-based controls in power grid applications. 
In general, in the field of system identification, there are three types of models; 
namely white-box model (purely physics-based), black-box model (purely empirical 
data driven) and gray-box model (combination of physics and data driven). 
White-box model is based on the chemical reactions taking place inside the 
electrochemical ESSs. It uses detailed physics based equations to model and predict 
the behavior of ESS devices such as state of charge and energy, dynamic voltage 
behavior and etc. Due to the detailed dynamic equations, this model can capture all 
the dynamic of the ESSs. However, in many cases, it is time consuming to 
develop/solve due to the complex nature of the systems and processes. 
Black box model is a purely data driven model. Usually statistical methods are used 
to build mathematical models of ESSs from measured data and capture the 
correlation between the state of dynamic systems and operation data. Thus, it 
includes the optimal design of experiments for efficiently generating informative 
data to fit the models. This model needs on-site measurements over a certain period 
of time to train the models able to predict the state of the device. It is widely applied 
in order to reduce computation cost. However, since this model cannot capture all 
dynamics of the ESSs, it may result in unfeasible operating points.  
Gray-box model is a hybrid model using simplified physical descriptions to simulate 
the behavior of ESS.  Thus, the requirement of training datasets, and calculation 
time are reduced compared to white- and black-box models. Model parameters are 
identified based on the operation data using parameter identification methods. In 
this respect, optimal parameters are determined in order to minimize the errors 
between model prediction and real measurements.  
ESSs cover a wide spectrum of applications into electrical networks ranging from: 
support to fast power quality a-periodic disturbances to daily/weekly energy balance. 
Therefore, the usual way to categorize ESSs is to classify them as a function of their 
specific energy and power densities and, also, as a function of their dynamic 
behavior. In particular, high-power applications refer to the compensation of 
instantaneous unbalances caused, for instance, by fluctuations of renewable 
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generation (e.g. wind gusts) or short circuits (e.g. enhancement of ride-through 
capability of DG), whilst high-energy applications refer to the time-shifting of energy 
production/consumption due to slow variations in renewables generation. Therefore, 
we have selected in this thesis, on purpose, two energy storage devices characterized 
by opposite characteristics; namely Double Layer Supercapacitors (DLSCs) with 
high power and low energy densities and electrochemical batteries with low power 
and high energy densities. In this chapter, detailed different dynamic models 
existing in the literature for these devices are presented and an enhanced model is 
proposed for each of them. It is capable to capture all dynamics as well as the effect 
of the redistribution of charge. 
The structure of this chapter is organized as follows: in part I first the effect of charge 
redistribution taking place in electrochemical ESSs are presented and then a generic 
ESS charge representative model is proposed considering for those effects. In part 
2.3 detailed dynamic models for supercapacitors and batteries are presented. It is 
shown that the proposed models can capture the dynamics of the devices. 
Part I. Generic ESS Charge Representative Model 
2.1.1 Charge Redistribution Effect 
A schematic illustration of typical circuit of electrochemical ESS is shown in 
Figure 2-1. 
 
Figure 2-1 Schematic illustration of typical circuit of ESS 
When an ESS is connected to an external source (charger), the infinite charges are 
stored in the electrolyte. When the ESS is connected to an external load, the stored 
charge is released and the current is generated through the external circuit. In 
general, it can be assumed that several layers of charges are formed in the electrolyte 
due to the potential difference across the ESS’s terminal. These layers can be 
modeled as two main wells [20] named as available well and storage well. This 
schematic is shown in Figure 2-2. 
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In particular, the charges are directly delivered/supplied through the available well 
to/from load/power supply. The storage well delivers/supplies charges only to the 
available well. The rate of charge flow between the two wells is represented byk , 
and the difference in the charge heights of the two wells is shown by h1  andh2 . This 
model can be equivalent to the electrical circuit shown in Figure 2-3, where c1  and
c2  model the capacity of the available and storage wells that are connected through 
R  which models k . 
 
Figure 2-2 Generic ESS charge representative model 
 
 
Figure 2-3 Equivalent circuit of charge representative model 
 
The charge exchanged between these two layers is the major responsible of the ESS 
nonlinear behavior, and results in three main effects; namely, rate capacity effect, 
recovery effect and hysteresis effect. 
1) Rate capacity effect 
It is known that by increasing the load current, the capacity of ESSs is fading. In 
other words, less charge can be drawn from ESSs when the discharged current is 
increased. This effect is called rate capacity. When the discharge current is 
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increased, the charges in the storage well do not have enough time to become 
accessible to the available well. Thus, the ESS capacity will decrease. 
2) Recovery effect 
This effect takes place when the ESS is disconnected from load/charger (resting 
phase). If the ESS is disconnected from the load, the charges in the storage well 
become available, which leads to an increase of the ESS terminal voltage. On the 
contrary, if the ESS is disconnected from the source, the accumulated charges in the 
available well will go to the storage well; which leads to a decrease of the ESS 
terminal voltage. These phenomena are called recovery effect.  
3) Hysteresis effect 
The ESS cell equilibrium voltage depends on its charge and discharge history, and 
it exhibits hysteresis. The hysteresis is generated due to the thermodynamic entropic 
effects, mechanical stress and concentration and activation polarization. It causes 
the discharging voltage curve to stay below the charging voltage curve for the same 
state of charge.  
2.1.2 Charge Representative Model (CR model) 
Accounting for the three described effects taking place in any electrochemical ESSs, 
a general model can be developed regardless the different characteristics of the 
considered ESSs. This general model is called “Charge Representative (CR) model”. 
CR model is represented by State-of-Charge (SoC) indicator. In this respect, ESS is 
modeled as an ideal reservoir of charge. SoC is used to indicate the available amount 
of charge that can be extracted from the system at a given discharge current rate 
(Crate). It is defined in per unit (0 = full-discharged; 1= full-charged).  
ESS behavior depends on its utilization conditions like current profile, and ambient 
temperature. Therefore, to ensure a reliable system, precise estimation of SoC plays 
a significant role in developing of an intelligent ESS management system for real-
time applications. Estimating the value of SoC of an ESS represents a challenging 
task, since neither the remaining capacity nor the SoC can be directly measured. 
Several SoC estimation methods have been developed based on different techniques 
(e.g., [21], [22], [23], [24]). Each method has its own advantages and disadvantages. 
These methods can be mainly classified into two groups: (1) direct measurement-
based estimation and (2) model-based estimation. The former method directly uses 
the measurements from ESSs to calculate the SoC. The latter method utilized the 
ESS model to estimate the SoC. It benefits from accurate modelling of the ESS 
behavior in all the operating conditions. In what follows, we describe each of the two 
groups and their different techniques. 
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1) Direct measurement-based SoC estimation 
a) Coulomb (Ampere-hours (Ah)) counting algorithm (e.g., [25], [26], [27], [28] 
[29], [30]) 
The most common technique for determining the SoC is Ah counting technique. This 
method can easily be implemented by integrating the output current of the ESSs 
over the time. This approach seems to be the most attractive for online SoC 
estimation, since it is simple to implement with a low computational effort. However, 
it is very sensitive to measurement errors, particularly those caused by the current 
sensor. In addition, this algorithm requires to be correctly initialized with the initial 
SoC value, which may not be available. Also, it can easily become flawed because the 
efficiency and initial capacity of the ESSs vary with respect to time and temperature, 
meaning that a large error may eventually occur. The shortcomings of this method 
is often corrected by its combination with the other methods. 
b) Open circuit voltage algorithm (e.g., [31], [32], [33], [34], [35], [36], [37]) 
Another simple way to estimate the SoC is to make use of the relationship between 
SoC and open circuit voltage ( ocV ). ocV  gives an indication of the available charge.  
This method can be easily implemented. However, measuring ocV requires the ESS 
being in steady state condition that is reached only after a long time with no load 
current. Thus, this approach is unsuitable for real-time SoC estimation, when the 
ESS is continuously charged or discharged at high currents.  
c) Algorithm using Electrochemical Impedance Spectroscopy (EIS) (e.g., [38], 
[39], [40], [41], [42]) 
The electrochemical impedance of ESSs characterizes their dynamic behaviors. The 
measured values of the impedance depend greatly on the measurement method and 
they are sensitive to measurement conditions. Furthermore, the type of relationship 
between this impedance and the SoC is not generic for all ESS technologies. Also, 
this method requires additional specialized hardware to excite the dynamics of the 
ESSs. Due to hardware complexity and high cost, it is difficult to implement the 
algorithm in real-time contexts. 
2) Model-based SoC estimation or machine learning methods 
a) Artificial Neural Networks (ANN) (e.g., [43], [44], [45], [46], [47]) 
The ANN methods can be quite accurate with sufficient offline data. However, the 
computational effort is particularly high and their performance highly depends on 
the quantity and quality of the data set. A large amount of offline tests is necessary 
to obtain a good model. However, it can be very time-consuming. 
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b) Fuzzy logic (e.g., [48]) 
Fuzzy logic method is used to estimate SoC by using the training datasets obtained 
through impedance spectroscopy or coulomb counting techniques. Thus, the fuzzy 
logic approach includes the disadvantages of these two techniques. 
c) Model-based filtering methods (e.g., [31], [49], [50], [51], [52], [53], [54], [55], 
[56], [57], [58], [59], [60], [61], [62], [63], [64], [65], [66], [67], [68], [69]) 
Many optimum state estimation approaches have been investigated for the model 
based filtering method, such as sliding mode observer, and Kalman filter. The 
estimated values of the system are compared with the observed ESS behavior. It has 
high estimation accuracy and state error correction capability. However, the 
implementation of this method for real-time applications is computationally 
intensive and can take a long time to converge. 
2.1.2.1 SoC Estimation Proposed Algorithm 
Among all different SoC estimation methods, Ah counting algorithm is the best one 
suitable for real-time applications, due to its low computation burden and simple 
implementation. Belvedere et al. [29] in 2012 presented an estimation algorithm 
using Ah technique using (2.1). 
? ?
? ? ? ?? ? ? ?
? ?? ?
t
dc dc
t
dc
C t I t I t dt
SoC t
C I t
??
?
?
0
0
 
 
(2.1) 
 
Where ? ?C t0  is the battery capacity at the initial timet0 . ? ?dcI t  is the instantaneous 
value of ESS current. The current is assumed to be positive during charging phase 
and negative during discharging phases. ? ?? ?dcI t?  is the ESS charge/discharge 
efficiency coefficient. ? ?? ?dcC I t  is the storage capacity for current discharge rate 
? ?dcI t  at constant electrolyte temperature. It is computed by knowing the array of 
values ? ?* * * *k nC( I ) C( I ),....,C( I ),.....,C( I )? 0  that defines the ESS capacities at 
various constant discharge rates *kI . These data are typically provided by the cell 
manufacturer or they can be experimentally inferred. In this work, the temperature 
is assumed to be constant. It is worth to mention that here only the main concept is 
reported and we suggest the readers to read [29] for further details. ? ?? ?dcI t? is 
assumed equal to one for the sake of simplicity in [29]. (2.1) can be written in discrete 
time format as (2.2) for the specific time window t t? ?? ?0  with time-step t? . 
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(2.2) 
 
It is assumed that ? ?SoC t0  has been already estimated. If * *t k kI I I? ?? ??? ?1 , where 
*
kI  indicates various constant Crates used to define the array ? ?*C I  , then 
? ? ? ? ? ?* *k kt C I C IC I ?? ?? 12    
(2.3) 
? ?tI t? is the average charge/discharge current within the time window. 
? ? ? ?dc dc
t
I t t I tI ?
? ? ??
2
   
(2.4) 
It is obvious that the rate capacity effect is accounted by ? ?tC I ? . However, the two 
recovery and hysteresis effects are not considered in this method. They have a 
notable effect on SoC estimation accuracy, and it is therefore important that the 
model should incorporate these phenomena.  
In this thesis, a novel SoC estimation method accounting for all charge redistribution 
effects is proposed based on the method presented [29]. For this purpose, the 
following experimental tests are performed making reference to a Lithium-Titanate 
cell (LTO) characterized by a 30 Ah rated capacity and a nominal cell voltage of 2.3V. 
? Test I. finding ? ?*C I array 
Step 1: Start the test from fully-charged battery1. 
Step 2: The battery cell is discharged with Crate2 corresponding to *kI  until reaching 
the minimum voltage. 
Step 3: The computed extracted charge during discharging phase is considered as 
the capacity for *kI . 
                                                     
 
1 The battery is fully-charged when the maximum voltage is reached. Then it is continued to be charged in constant 
voltage mode until the minimum current is reached (3A). 
2 Crate is a measure of the rate at which an ESS is discharged relative to its maximum capacity. 1Crate is the 
discharge current equal to the nominal one. 
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Step 4: Steps 1-3 are repeated for different Crate values. 
Therefore, ? ?* * * *k nC( I ) C( I ),....,C( I ),.....,C( I )? 0 is obtained.  
 
? Test II. Find SoCocV ?  curve 
The initial voltage is used to estimate the initial SoC. For this purpose, the voltage 
range is divided to n intervals? ?F F Fdc , dc , dc ,nV ,V ,....,V1 2 . The following test has been 
carried out. 
Step 1: Start the test from fully-charged battery. 
Step 2: Discharge the battery with 1Crate until reaching Fdc ,iV . 
Step 3: The battery rests for 30 minutes. 
Step 4: ocV is measured which is related to the corresponding SoC. 
Step 5: Steps 1-4 are repeated for i= {1, 2, …, n}. 
In order to account for hysteresis and recovery effect, ? ?tI? ?  in (2.2) should be 
computed. For this purpose, the following test is carried out to consider for hysteresis 
effect. 
? Test III. Find ? ?tI? ? to account for hysteresis effect (for charging and 
discharging phases). 
Step 1: Start the test from fully-discharged battery. 
Step 2: The battery is charged with iCrate where i={1, 2, …, n} until reaching the 
maximum voltage. The charges stored in the battery is then computed ( inQ ). 
Step 3: The battery is discharged with iCrate until minimum voltage is reached. The 
charges extracted is computed ( outQ ). 
Step 4: ? is computed for iCrate as follow 
? ? ? ?? ?outin
Q iCrateiCrate Q iCrate? ?    
(2.5) 
Step 5: Steps 1-4 are repeated for different Crate (different i). So, the ( I? ? ) curve 
is obtained. This curve is shown in Figure 2-4. 
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Step 6: If tI ? is between two discretized values, the associated ? ?tI? ?  can be inferred 
by a linear interpolation between these two values. 
 
 
Figure 2-4  Efficiency coefficient versus Crates 
As known, the recovery effect is taking place in the resting phase with dcI  equal to 
zero. Thus the SoC remains constant using (2.2). In other words, it cannot account 
for the exchanged charges between the two wells in the resting phases (recovery 
effect). In order to account for this effect in the proposed SoC estimation method, the 
amount of charge in the available well should be compute. In this respect, from 
Figure 2-3 we can see that if dcI ? 0 then restI I I? ? ?1 2 . SoC accounts for the charge 
changes related to I1 ( Q? 1 ). This charge can be computed by  
? ? ? ?? ?dc dc dcQ c V c V c V t V t? ? ? ? ? ? ? ? ? ?1 1 1 1 1 0    (2.6) 
 
c1  is the capacity of the available well which is dependent on the ESSs technologies. 
Moreover, since there is no external current flow, ? ?tC I ? is equal to the nominal 
capacity of the ESS ( ratedC ). As a result, SoC is computed using (2.7) for the resting 
phase when dcI ? 0 . 
? ? ? ? ? ? ? ?? ?dc dc
rated
c V t V t
SoC t SoC t C
? ?? ? 1 00    
(2.7) 
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2.1.2.2 Experimental Validation 
a) Case of Lithium-Titanate battery  
In order to validate the proposed SoC method, two sets of tests have been carried out 
for charge and discharge cases. 
? Test IV. Validation for charging phases 
Step 1: The fully-discharged battery is charged with 1Crate until reaching fully-
charge condition. 
Step 2: The battery rests for 30 minutes. 
Step 3: The battery is charged again (with 1Crate). 
Step 4:  Steps 2-3 are repeated until the battery cannot accept any charge (the 
current goes to zero). 
SoC is computed with the algorithm proposed in [29] (Belvedere method with ? ?1) 
and the proposed method. The voltage, current and SoC profiles are shown in 
Figure 2-5. 
 As it is seen from the current profile, after resting, the battery starts again to receive 
charge but with lower current value.  
 
Figure 2-5 Charge test for SoC validation for battery 
The charges go to the storage well in the resting phase. Indeed, SoC is the indicator 
for the charges in the available well. For this reason, the SoC in resting phase is 
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decreased. As it is seen in Figure 2-5, after t=15710s the SoC is higher than 1 with 
Belvedere method; which is the major drawback of this method. It is seen that the 
proposed method can precisely capture the charge redistribution effects and it 
estimates the SoC with a very high accuracy.  
? Test V. Validation for discharging phases 
Step 1: The fully-charged battery is discharged with 1Crate until reaching the 
minimum voltage. 
Step 2: The battery rests for 30 minutes. This time lets the stored charges move from 
the storage well to the available well. 
Step 3: The battery is discharged again with 1Crate until reaching the minimum 
voltage. 
Step 4: Steps 2-3 are repeated until the battery delivers no charge. 
SoC is computed with both Belvedere and proposed methods. The results are shown 
in Figure 2-6. 
The charges move to the available well from the storage well in the resting phase; 
which leads in an increase of SoC. It is seen that the SoC computed by Belvedere 
method is lower than zero after t=7820s. Also, we can see that the SoC remains 
constant at zero current with this method. These problems arise because the SoC 
estimation method using (2.1) cannot account for the recovery and hysteresis effects. 
However, the proposed method can estimate the SoC accurately. 
 
b) Case of double-Layer supercapacitor 
Test  IV and test V are performed using a 360F double-layer supercapacitor, 2.7V 
from Nesscap [70]. The results for charging and discharging are shown in Figure 2-7 
and Figure 2-8. 
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Figure 2-6 Discharge test for SoC validation for battery 
 
 
Figure 2-7 Charge test for SoC validation for supercapacitor 
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Figure 2-8 Discharge test for SoC validation for supercapacitor 
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Part II. Detailed Dynamic Modelling of Double Layer 
Supercapacitor 
Double-layer Supercapacitors (DLSC), also called ultracapacitors, are characterized 
by high power density, short charging time, and long life duration. The basic 
principle of DLSC lies in capacitive properties of the interface between electrode and 
liquid ionic electrolyte. These properties were discovered by Helmholtz in 1853. 
Under the electrostatic influence of the applied voltage, positive and negative ionic 
charges within the electrolyte are accumulated at the surface of the solid electrode 
and formed electrical double layer which store the electric charge as shown in 
Figure 2-9. The thickness of this electric double-layer is limited to some nanometers 
depending on the concentration of the electrolyte and on the size of the ions. As a 
result, two properties are obtained for DLSC: First, huge capacitance can be obtained 
by using electrode materials with high specific surface areas [71]. Second, rated 
voltage is limited to some volts (by elementary cell), depending on the solvent and 
mainly due to the presence of impurities. As a result, the stored energy in DLSC 
depends on not only the specific surface area of electrode materials, but also the 
active materials in electrolyte. 
 
 
Figure 2-9 Structure of supercapacitor 
  
 
2.2.1 Charge Redistribution Effects 
De Levie [72] showed that the time constant for charging and discharging of DLSC 
is not the same, due to the heterogeneity characteristics of carbon pores of the 
electrode (shown in Figure 2-9). It can be considered that a pore consists of macro-, 
meso-, micro- parts depends on the depth of the pores. Thus, the outer part of the 
pores (macro-) gets charged/discharged more quickly than the inner ones (meso- and 
micro- respectively). 
The effect of redistribution of charge in charging/discharging and relaxation phases 
are described below making reference to experimental tests carried out in DESL-
EPFL Smart Grid Laboratory. The setup is shown in Figure 2-10.  
 
Figure 2-10 DLSC experimental test setup 
a) Experimental setup: 
A DLSC 325F, 2.7V supercapacitor from Nesscap [70] is used for all experimental 
tests discussed in this thesis for DLSC.  The DLSC voltage and current have been 
directly measured without any signal conditioning by using the following National 
Instruments A/D conversion cards: (i) C-series 9215 ±10 V, 16-bits voltage digitizer 
operating at the maximum sampling frequency of 100 kHz, (ii) C-series 9227 ±5 A, 
24-bits current digitizer operating at the maximum sampling frequency of 50 kHz. 
All the experimental tests have been carried out into a dedicated climatic chamber 
at a constant temperature of 25 °C. 
b) Effect of redistribution of charge in charging/discharging phases 
In order to show this effect, a new fully-discharged DLSC is charged with 2A to reach 
its nominal voltage (2.7V). Then, it is discharged to reach 50mV. This 
charging/discharging procedure is repeated for 7 times. Figure 2-11 shows the time 
evolution of the charging voltage across the targeted DLSC. It is shown that reaching 
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an identical final voltage (starting from the same initial voltage), the more DLSC is 
cycled, the less time is needed.  
 
Figure 2-11 Time evolution of DLSC charging voltage with different number of cycles 
This behavior also can be seen for discharging phases. The physical explanation of 
this behavior is based on redistribution of charge in the electrodes’ pores. When a 
DLSC gets exposed to a current, the charges will first allocate in the macro-pores, 
then meso- and micro-pores respectively. The deeper the charge goes in a pore, the 
harder it extracts. As a consequence, there is always an amount of charges that 
remains stored inside the DLSC. This amount of remaining charge which cannot be 
easily extracted is called “redistribution charge” ( RQ ). As seen, the presence of RQ  
participates actively to the subsequent charging phases and reduces considerably 
the charging time needed to reach a certain voltage value in comparison with the 
time needed when the targeted DLSC was without any residual charge (new one). It 
is worth observing that after 7 cycles, there is no decreasing in charging time, since 
the meso- and micro- pores are saturated (for the targeted DLSC this happens after 
7 complete cycles), and the RQ reaches its maximum value. An illustration of the 
described process for 2 cycle of charging-discharging is shown in Figure 2-12 for a 
pore. The charge redistribution phenomenon is the process of homogenization of the 
charges in the pores of the DLSC electrode surfaces.  
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Figure 2-12 Schematic of ion distribution model in a pore for 2 cycle of charging-discharging  
(a) Completely discharged: cations and anions are equally distributed. (b) Applying voltage: 
anions attract to the pore and cations repelled by the pore. There is accumulation of ions at 
pore opening. (c) Continue of charging: more cations move to the inner part of the pore 
(meso-, micro-pores). (d) Discharging process: cations are extracted from the pore (remains 
in the meso-, micro-pores). (e) Charging process: cations attract to the pore. Due to the 
residual charge, the charging time is decreased. 
c) Effect of redistribution of charge in relaxation phases 
From the beginning of the development of supercapacitors, it has been found that 
they have high self-discharge/charge rates. When the capacitor is left unconnected 
to either a charging circuit or an electrical load, the self-discharge/charge is occurred 
which refers to the gradual decrease/increase in the voltage across the capacitor. 
When a DLSC is disconnected from the charging circuit, the accumulated charge in 
macro-pores are diffused into the electrolyte. Thus, it leads to a reduction of the 
number of charges in the electrode pores and, therefore, will produce a decrease of 
the open-circuit voltage [73]. The effect of residual charge also can be seen in the 
relaxation phases shown in Figure 2-13. It is seen that the higher RQ  (more cycled) 
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leads to higher open circuit voltage ( ocV ). It is clear that after each charging phase 
the amount of RQ increases.  
 
Figure 2-13 Time evolution of DLSC open circuit voltage with different number of cycles 
When a DLSC is disconnected from the discharging circuit (load), the stored charge 
in the meso-, micro-pores come to the macro-pores and consequently the voltage 
across the DLSC is increased. As a result, the system reacts quite differently in case 
of discharging in comparison to the charging due to the charge history of the device. 
This difference can be seen in Figure 2-14. The DLSC with 2.7V initial voltage is 
discharged to 2.4V. The result is compared to the DLSC with 2.1V initial voltage 
which is charged to 2.4V. After charging, one can observe a voltage decay. 
Conversely, discharging yields to the increase in the open circuit voltage. The 
physical explanation of the charge history phenomenon is shown in Figure 2-15. 
 
Figure 2-14 Open circuit voltage after charging and discharging with the same voltage 
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Figure 2-15 Schematic of ion distribution model showing charge history effect 
Another experiment is carried out in order to show the effect of voltage level on 
redistribution of charge pattern. For this purpose, the DLSC is charged to reach to 
different voltage values (i.e., 2.7 V, 2.4 V, 0.7 V). The time-evolution of the so-called 
decay voltage across the DLSC is shown in Figure 2-16. 
 
Figure 2-16 Time evolution of open circuit voltage showing the effect of voltage levels 
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It should be reminded that the charges participating to the redistribution 
phenomena are those already stored inside the targeted DLSC, ( RQ ), plus some other 
charges injected by the power source to the DLSC during the charging phase. 
Therefore, the total quantity of charge is less in case of lower final charge voltage. 
The gradient charge is lower as well which leads to the lower voltage drop. It is well 
known that the redistribution phenomenon is caused by the irregularity of the DLSC 
electrodes porous carbon structure involving a gradient of ion concentration within 
the DLSC electrolyte. This gradient depends on the different time constants of the 
macro, meso and micro pores of the electrodes-electrolyte interface [74]. This means 
that during the charging phase, the early-time charges migrate easily toward the 
macro-pore and then, during the relaxation phase, toward the other smaller pores. 
2.2.2 Review of Existing DLSC Modelling Methods 
Since the early nineties new supercapacitors dedicated to high power applications 
have been produced. Some reported works used simplistic models to explain their 
behavior [2], [3]. However, The DLSCs behavior is not ideal, and they exhibit 
nonlinear characteristics such as voltage recovery, which occur over very long 
periods. Many researchers endeavor to model the DLSC considering for their 
nonlinear behavior. In general, the DLSC models can be grouped in three main 
categories: dissipation transmission line model, empirical model and analytical 
model. 
1) Dissipation transmission line model 
In 1963, de Levie [72] first treated the capacitance in porous electrodes as a 
dissipative transmission line.  The model treats each pore as a dissipative 
transmission line. It includes a distributed double layer capacitance and distributed 
electrolyte resistance that extends into the depth of the pore. In 1999, Conway et al. 
[75] developed an equivalent circuit model based on de Levie transmission line 
model. The macro-, meso-, and micro-pores are taken into account in this model. A 
basic outline of the model can be seen in Figure 2-17.  
 
Figure 2-17. DLSC Conway transmission line model 
Part II. Detailed Dynamic Modelling of Double Layer Supercapacitor 
 
Buller et al. [76] in 2002 proposed a DLSC model transformed from De Levie’s porous 
electrode model. Impedance spectroscopy is used to identify the parameters. 
However, Buller’s model excludes the self-discharge phenomenon that affects the 
static and dynamic characteristics of DLSCs and it is only interested in very short-
term behaviors. Kaus et al. [74] in 2010 established a complex electrical model for 
DLSC in order to account for the effect of the charge redistribution during self-
discharge and it was capable of predicting the effects of charge duration, initial 
voltage, and temperature on the open circuit voltage decay. The inconvenience of this 
model is the complex determination of the different elements. Also, a long simulation 
time is required which bounds to the RC branch numbers. Although the DLSC 
dissipation transmission line model provides a good intuition of the internal 
dynamics of the electrochemical capacitors, it is mainly used for understanding the 
behavior of the device with specific aims such as improving the synthesis of the 
electrode [77], studying the self-discharging behavior [78], and predicting the surface 
impedance of the electrode. No DLSC model has been developed to characterize the 
device as a whole based on a dissipative transmission line model.  
2) Empirical model 
The empirical model is a gray-box model referring to an electrical RC equivalent 
circuit model. The main advantage of the empirical model comes from their relatively 
simple equivalent circuit representations which allow the users to easily incorporate 
the model into their system simulations. It also provides a good estimation on DLSCs 
steady state and transient responses. DLSC parameters identification is obtained by 
experimental measurements. However, considering the physical phenomena in the 
double layer interface, the supercapacitor cannot be represented by a simple RC 
circuit.  
Miller et al. in 1993 [79] showed that the DLSC could be well represented by 5-
branch RC model shown in Figure 2-18. However, finding the parameters of this 
model is challenging and it is not suitable for online applications due to the high 
complexity. 
 
Figure 2-18 DLSC Miller empirical model 
In 2000, Zubieta et al. [80] decreased the number of RC branches of Miller model to 
three. Since it is empirical model, it does not capture the underlying physics, but the 
equivalent circuit was developed intuitively to match the nonlinear variations of the 
terminal voltage as a function of time. It proposed a characterization process that 
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allowed the supercapacitor parameters to be determined automatically. The first 
branch is an immediate branch with a time constant in the order of a few seconds. 
The second branch is a delayed branch with a time constant in the range of minutes. 
And the third branch is a long term branch with a time constant larger than ten 
minutes.  
The main limitation of this model is that they do not take into account for the 
residual charge. Such a limitation has an influence on the assessment of DLSC 
parameters as well as on the model applicability. Thus, it cannot capture the 
electrical behavior over a period of several hours or days and has no means of dealing 
with temperature dependency effects. Also, a critical simplifying assumption is made 
that each branch operates independently from the others (e.g., while the immediate 
branch is charging, there is no interaction with the delayed or long branches).  
 Belhachemi et al. [81] improved the Zubieta’s model by combination of 2-branch 
Zubieta’s model and dissipation transmission line model. The model is shown in 
Figure 2-19. However, this model cannot account for the long-term redistribution of 
charge. Rafik et al [82] in 2007 made some improvements based on Zubieta’s model 
in order to obtain better agreement between simulations and experiments for the 
long term behavior as well as to account for temperature effects. The model is 
depicted in Figure 2-20. 
 
Figure 2-19 DLSC Belhachemi empirical model 
This model takes into account the temperature, voltage and the frequency behavior. 
Circuit 1 is introduced to account for the temperature dependence. Circuit 2 is 
introduced to increase the precision of the model over a 1 to 10 Hz frequency range. 
Circuit 3 is a slight modification of the Zubieta model, where leakage current and 
the internal charge distribution are accounted for. The parameters of the model are 
identified by EIS. However, this model is not easy to implement due to the high 
complexity and computation time.  
In 2011 Kim et al. [83] modeled the porous of electrodes using equivalent RC circuit. 
EIS is used to acquire parameters depending on voltage. The self-discharge is 
modeled as a single resistance which is a great simplification since the redistribution 
of charge has exponential behavior. Weddell et al. [84] tried to improve the 3-branch 
RC Zubieta’s model by taking into account the interaction between branches during 
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rapid charging/discharging process. However, this model is difficult to implement on 
online application with limited computing resources. Musolino et al. [85] in 2013 
presents a full-frequency range 6-branch model for DLSCs. A simple procedure is 
used to identify parameters. It is shown that this model is the most accurate one in 
order to take into account for self-discharging. However, it would increase the 
complexity and computation burden. Also, the accuracy of the proposed model for 
dynamic cycles with long charging/discharging and redistribution phases has not 
been illustrated.  
 
 
Figure 2-20 DLSC Rafik empirical model 
To sum up, the limitation of existence empirical model is that they are not developed 
on the basis of the physics of the device. As a matter of fact, they cannot accurately 
replicate the DLSC voltage behavior and energy efficiency during high-dynamic 
current profiles and longer time intervals where the stored residual charge in the 
devices can play a key role and the internally generated heat changes the electrical 
performance of the device. 
 
3) Analytical model (white) 
It is a white-box model (e.g., [86], [87], [88], [89]–[93]) developed on the basis of the 
electrochemical capacitor’s underlying physics. The electrochemical reactions are 
most commonly described using the Butler-Volmer equation, where the 
physicochemical parameters in the equation are often assumed to best fit the 
experimental results. The key advantage of the analytical models is its ability to 
accurately predict the electrical behavior of the electrochemical capacitors. In 
addition, this method is flexible in a sense where one can add or modify the governing 
equations or the parameters to analyze the impact of the change on the overall device 
behavior. However, this model cannot be used to predict the aging process or to 
couple the thermal effects. It is also difficult to use it in the electrical simulations. 
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2.2.3 Proposed DLSC Empirical Model 
The proposed model in this thesis is based on Belhachemi model shown in 
Figure 2-19. The proposed model is shown in Figure 2-21. Where R0  is the DLSC 
input electrode resistance; LR  and VC  are the resistance and the nonlinear 
capacitance of the DLSC transmission line model; R1  and C1  are the resistance and 
the nonlinear capacitance of the first branch, R2  and C2  are the resistance and the 
nonlinear capacitance of the second branch. The use of multiple branches enables 
the long-term charging process to be modeled, which is dependent on the physical 
distribution of charge within the electrode. 
 
Figure 2-21 DLSC proposed model 
The two virtual current sources, CHI  and REDI , are considered to improve the 
diffusion of the residual charge during charge/discharge and resting phases. 
a) Optimal assessment of the parameters 
Making reference to the model shown in Figure 2-21, the terminal voltage ? ?dcV t  can 
be represented as a function of the current and the relevant parameters, as follows: 
? ? ? ? ? ? ? ?dc dc L V dc dcV t f I t ,R ,C f I t ,R ,C f I t ,R ,C? ? ? ? ? ?? ? ?? ? ? ? ? ?1 2 1 1 3 2 2    (2.8) 
As mentioned C1 , C2  and VC  are nonlinear and they depend on the ? ?dcV t . But the 
resistances are constant. The evaluation of the parameters of (2.8) has been 
performed by following experimental procedure: 
? Test I. Identify the DLSC parameters 
Step 1: The acceptable range of dcV has been divided into a certain number of 
intervals (in our case 10) between zero and the rated voltage ? ?F F Fdc , dc , dc ,nV ,V ,....,V1 2 . 
Step 2: A fully discharged DLSC is charged with nominal constant current (1Crate). 
Step 3: The supply generator is turned off and the DLSC rests about 1 hour in order 
to reach equilibrium. 
Step 4: It is discharged completely. 
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The terminal voltage, in the first time-step (t0 ) is mainly determined by the voltage 
drop at R0 . So, R0  can be evaluated by (2.9) 
? ?
? ?dcdc
V tR I t?
0
0
0
   
(2.9) 
For each of the intervals Fdc ,iV the following optimization problem using least square 
technique is solved to minimize the difference between the measured terminal 
voltage ( mdc ,iV ) and the simulated one. 
? ?
L V
m sim
dc ,i dc ,i
R ,C ,C ,
C ,R ,R
sim
dc ,i ,i dc ,i L ,i V ,i ,i dc ,i ,i ,i ,i dc ,i ,i ,i
V V
V f I ,R ,C f I ,R ,C f I ,R ,C
arg min ?
? ? ? ? ? ?? ? ?? ? ? ? ? ?
1
2 1 2
2
1 2 1 1 3 2 2
   
 
(2.10) 
CHI  and REDI  are used to model the effect of residual charge ( RQ ). In 
charging/discharging phases only CHI  is active while in case of resting phases only 
REDI  is active. RQ  is redistributed based on the time constant of the branches. As a 
result, the value of CHI  and REDI  are computed using the following empirical 
equations. 
? ?
? ?
t
R
CH
t t
R R
RED
QI t e
Q QI t e e
?
? ?
?
? ?? ?
?
? ?
? ???? ? ?? ? ?? ?? ? ?? ??
1 2
1 2
1 2
   (2.11) 
Where ?  , ?1 and ?2  are the time constant of transmission Line model, first and 
second branches respectively. It should be noted that the first branch is associated 
to the macro-, meso-pores and the second branch is associated to the micro-pores. ?1  
and ?2 define the share of each time constant and are obtained experimentally.  
In order to compute RQ , we need to find the relation between the terminal voltage of 
DLSC (the only parameter that is measurable) and the stored charge ( Q? ). Thus, 
the whole charge extracted in the discharging phase ( Q? ) is computed for each Fdc ,iV
. Therefore, a lookup table is obtained showing the relation between Q?  and FdcV . 
The FdcV Q? ?  relationship is shown in Figure 2-22. 
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Figure 2-22 Extracted charge for different DC final voltage  
At a given time *t with DLSC voltage ? ?F *dcV t , Q?  is obtained using FdcV Q? ?  curve. 
As a result, RQ is computed using (2.12) 
? ?*tR dcQ Q I t dt? ? ? ?0    (2.12) 
2.2.4 Experimental Validations 
To characterize the targeted DLSC, the described tests for finding the parameters 
has been carried out. The results are shown in Table 1 and Table 2. In order to 
validate the model, five sets of tests are performed. The proposed model is compared 
with Belhachemi [81] model with optimized parameters and the measured results. 
The first test is corresponding to a charge/discharge cycle with nominal current 
(1Crate). It is shown in Figure 2-23. The same test is carried out with 0.75Crate and 
1.15Crate, in order to better underline the improvement provided by the proposed 
model with different amount of current. The results are shown in Figure 2-24 and 
Figure 2-25. 
Table 1: 325F DLSC constant parameters 
R1   2.5 m?   
LR  3.7 m?  
R2  2.3 ?  
R3  18.71 ?  
?2   0.3 
?3  0.7 
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Table 2:  325F DLSC nonlinear capacitance values 
Range voltage 
value 
Transmission line model 
nonlinear capacitance 
values (F) 
first nonlinear 
capacitance values 
(F) 
Second nonlinear 
capacitance values 
(F) 
0-0.3 278.1 54.3 16.9 
0.3-0.6 281.3 54.4 16.9 
0.6-0.9 288.2 54.9 17.1 
0.9-1.2 297 56.3 17.5 
1.2-1.5 307 58 18 
1.5-1.8 318 60.1 18.7 
1.8-2.1 329 62.1 19.3 
2.1-2.4 337 64.2 20 
2.4-2.7 348 65.8 21.2 
Over 2.7 349 68 21.1 
 
 
Figure 2-23 DLSC voltage comparison between the proposed model, Belhachemi model and 
measurement (2A) 
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Figure 2-24 DLSC voltage comparison between the proposed model, Belhachemi model and 
measurement (1.5A) 
 
Figure 2-25 DLSC voltage comparison between the proposed model, Belhachemi model and 
measurement (2.3A) 
As it is seen from the above three tests, the error between the measured voltage and 
the simulated one is extremely low. In particular, a mean squared error in the order 
of 10−4 has been monitored for the proposed model and a corresponding value of 10−1 
for the Belhachemi model. 
Figure 2-26 shows the comparison for a cycle characterized by a deep discharging 
phase that represents a challenge for all the previous DLSC models. For this cycle 
the mean square error for the proposed model and Belhachemi model are 0.2% and 
15%, respectively. 
 
Figure 2-26 DLSC voltage comparison between the proposed model, Belhachemi model and 
measurement (2A) in case of deep discharging phase 
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Finally, Figure 2-27 illustrates the comparison for a DLSC cycle with two short 
charging phases and two short discharging phases followed by a long rest phase. We 
can observe that the presented model is able to follow the right value with higher 
precision even if the redistribution of charges does not take place. 
 
Figure 2-27 DLSC voltage comparison between the proposed model, Belhachemi model and 
measurement (2A) 
It should be noted that, CHI  and REDI do not violate the charge balance of the DLSC 
since they are not injecting an external current; but they model the movement of the 
charges already stored in the electrolyte. The time integral of currents provided by 
the two virtual generators has been verified to not to be higher than Q? . 
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Part III. Detailed Dynamic Modelling of Electrochemical Battery 
Battery Energy Storage Systems (BESSs) are characterized by relative high value of 
energy density [94]. The basic principle of BESS lies in the chemical kinetic process 
inside the battery. This property is introduced by Manwell in 1993 [20]. He 
considered that in the cell electrolyte there are several layers (as shown in 
Figure 2-28 for lithium-based batteries) where the charges are passing through.  
 
Figure 2-28 Multiple layer structure of the lithium-based battery electrolyte 
In particular, the charges are directly delivered toward the load through the surface 
layers whilst the inner layers are storage reservoirs supplying charges to the surface 
layers. The charges exchanged between these layers are the major responsible of the 
nonlinear behavior of the BESSs. This general model is equivalent to the genetic CR 
model with 2 wells shown in Figure 2-2. In this respect, the effect of redistribution 
of charge on BESS is described in section 2.3.2.1 making reference to experimental 
tests carried out in DESL-EPFL Smart Grid Laboratory. 
Experimental Setup: 
In what follows we make reference to a Lithium-Titanate cell (LTO) characterized 
by a 30 Ah rated capacity and a nominal cell voltage of 2.3 V. The setup is shown in 
Figure 2-29. The charging system is controlled by a power supply EA-PS 8080-120. 
The device allows charging with a completely programmable input voltage and 
current profile, and it is fully remote controlled. The discharging system is controlled 
by Electronic load EA-EL 9080-200. The device allows for discharging the cell under 
test in several modes such as constant current, constant voltage, and constant power 
modes. It is also fully remote controlled. The battery voltage and current are directly 
measured using a 16-bits National Instrument, A/D 9215 conversion cards coupled 
with voltage and current sensor 
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Figure 2-29 Battery experimental test setup 
2.3.1 Charge Redistribution Effects 
The rate capacity effect takes place within the BESS like all the other 
electrochemical BESSs [29], [95]. This phenomenon is shown in Figure 2-30. 
 
Figure 2-30 LTO cell capacity as a function of different constant current discharge rates 
As shown in Figure 2-28, there are several layers in the electrolyte where charges 
are passing through. For the sake of simplicity, we can assume that there are two 
main layers inside the electrolyte as shown in Figure 2-31. In particular, the charges 
are directly delivered toward the load through the surface layer. The inner layer is 
a storage one that supplies charges only to the surface layer. It is possible to assume 
that the SoC represents the amount of the available charges in the surface layer. 
This is similar to what was shown in Figure 2-2. 
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Figure 2-31 BESS structure with two layers 
From Figure 2-32, it can be seen that, when the cell current flow is stopped, the 
recovery effect take place and consequently, the terminal voltage of the BESS 
increases (for 300s < t < 900s). The amount of charge being available on the surface 
layer depends on several quantities such as temperature, viscosity and electric 
conductivity of the electrolyte. The variation of these quantities, along with the 
extracted current, is nonlinear. 
 
Figure 2-32 Recovery effect visible on the LTO cell voltage 
When a load is connected to the battery, the surface charge will be reduced rapidly 
and the inner charge will remain inside the battery. When the load is removed, 
charge would flow from the inner layer to the surface layer to reach an equilibrium. 
Consequently, the battery open circuit voltage, ocV , would increase and more charge 
would be available to the load compared to the case where the battery is continuously 
connected to the load (in this case the surface charge will drop to zero). Based on the 
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above physical considerations, it is possible to assume that the charges of the inner 
layers play a key role during the redistribution phases.  
In order to illustrate the recovering and the rate capacity effects in BESS, 
Figure 2-33 illustrates the time evolution of the targeted battery cell voltage with 
0.6Crate, 1Crate, and 1.5Crate at 25°C. As it can be observed, when the cell current 
flow is stopped, the redistribution and the associated recovery effect take place and 
the terminal voltage increases. Also, the rate capacity effect can be clearly seen in 
the discharging phases (i.e., when the discharging rate decreases, the battery has 
more potential to reach the equilibrium). Indeed, discharging the battery with higher 
currents, leads to the larger amount of charges that can be recovered.  
 
Figure 2-33 Time evolution of the targeted LTO voltage with different Crates at 25°C 
The two described effects are also largely influenced by the temperature. In this 
respect, Figure 2-34 and Figure 2-35 illustrate the time evolution of the battery cell 
voltage at different temperatures for the case of discharging and charging phases, 
respectively. It is possible to observe that, in the discharging phases, with the same 
discharging current, the voltage of the battery operated at lower temperatures may 
reach a lower value in comparison with the same BESS operated at higher 
temperatures. For charging phases, in order to reach the same final voltage for the 
cell operated at different temperatures, a longer time is needed at higher 
temperatures compared with the rated one. At low temperature, the surface kinetic 
potential loss becomes important due to several process such as precipitation, 
dissolution, desorption and adsorption that affect the reaction kinetics. However, the 
open circuit voltage values are the same for all the cells operated at any 
temperatures (charging and discharging phases). This can be supported by the fact 
that at higher temperatures, the charge flow rate from the inner toward the surface 
layer (or vice versa) increases. The equilibrium voltages reached after the recovering 
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phase (namely ocV  ) seems to be independent from the temperature.  It seems that 
the only effect of temperature on the redistribution phase is related to the speed of 
the internal diffusion phenomena [96].  
 
 
Figure 2-34 Time evolution of the targeted LTO voltage at 1C discharge rate at different 
ambient temperatures during sub-sequent discharging phases 
Moreover, since batteries are normally operated in environments where the 
temperature could be far from the nominal one, the BESS model needs to be robust, 
with respect to the variations of this quantity, in terms of voltage prediction. 
Therefore, having an accurate model of BESS accounting for internal dynamics and 
charge redistribution effects is of utmost importance. 
 
Figure 2-35 Time evolution of the targeted LTO voltage at 1C discharge rate at different 
ambient temperatures during charging phase 
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2.3.2 Review of Existing Battery Modelling Methods 
The study of the literature concerning BESS modeling allows to identify three main 
categories of models, namely: analytical model, kinetic battery model and empirical 
model. 
1) Analytical model 
The analytical model (Also called electrochemical model) (e.g.,[97], [98], [63]) is a 
white-box model based on complex nonlinear differential equations aiming at 
describing the electrochemical processes taking place within the battery cell (in 
particular, on the electrolyte/electrodes interface). The electrochemical modeling 
described by Newman [99] in 1991 has been applied to the batteries (e.g., [100]-[64]). 
Doyle et al. [96], [101], [102] in 1993-1994 developed an electrochemical model for 
lithium-based batteries. This model consists of six coupled, nonlinear differential 
equations. Solving these equations gives the voltage and current of the battery as a 
function of time. The analytical model is the most accurate model; however, it calls 
for a highly detailed description of the battery chemical processes, expensive 
instrumentation for analyzing the microspore structure of electrolyte and electrodes, 
and high computational resources. From this standpoint, it seems difficult to use this 
type of model for real-time battery power management systems and circuit 
simulation.  
2) Kinetic Battery Model (KiBaM) 
The second category of models is named Kinetic Battery Model (KiBaM) introduced 
by Manwell et al. [20], [103] in 1993-1994. KiBaM is a very intuitive model using a 
chemical kinetic process as its basis. It is simplified electrochemical models that can 
capture nonlinear capacity effects and predict runtime of the batteries with reduced 
order of equations. However, this model cannot describe the electrical dynamic (i.e., 
current and voltage time evolution) that are important for electrical circuit 
simulation and multi-cell battery design. It also requires internal information on the 
material properties; which is not easy to be evaluated and it could result in 
computation time increase.  
3) Empirical model 
It is a gray-box model aiming at abstracting the physical phenomena taking place 
inside the battery cell by using the combination of voltage and current sources, 
capacitors and resistors. In this model, the parameters of the equivalent RC model 
are obtained by experimental tests. However, these identified parameters have little 
reflect to the real physical parameters of the battery. There are two main methods 
of creating these dynamic models. Using experimentally obtained data to create 
lookup tables which are referenced by the simulation, or using experimentally 
obtained data to create nonlinear equations which represent how the battery 
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parameters change during operation. The first battery electrical circuit model was 
proposed by Zimmerman et al at 1978 [104] for Nickel-Cadmium battery cell. In 
1982, an electrical model of battery based on Thévenin circuit was proposed by 
Appelbaum et al [105] for lead-acid batteries. This model was not accurate since the 
model parameters were considered constant. In 1992, an electrical model was 
proposed in [106] allowing a continuous evaluation of battery performance using Two 
Time Constant (TTC) Thévenin equivalent circuit.  
Hageman [107] in 1993 used a simple PSpice circuits. In 1995, Baudry et al [108] 
proposed a dynamic model of a battery that contains one RC branch, with linear 
behavior. However, the actual behavior of the battery is found to be significantly 
nonlinear. Glass et al [109] in 1996 and Gold [110] in 1997 proposed a similar model 
as [107] for lithium-based batteries. In both models a capacitor and a resistor are 
used to represent the capacity of the battery and battery resistance respectively. A 
voltage against SoC lookup-table is also used to determine the initial state of the 
battery. Although this model is simple, it needs significant effort to configure it. 
Furthermore, it is not so accurate in predicting the battery behavior and it has errors 
up to 12% [110]. In 2000, Ceraolo [111] proposed a dynamic model for lead-acid 
batteries using electrical circuit. This model is complicated by the fact that the 
proposed equations contain several parameters that have to be identified. In 2004, 
[112] used the same model and a rapid test was proposed to derive the model 
parameters. However, this model does not completely account for battery nonlinear 
capacity behaviors. This involves an inaccurate prediction of the remaining battery 
capacity and, consequently, an inaccurate voltage-current time evolutions 
predictions. Chen et al. [113] in 2006 tried to improve the TTC model considering 
the runtime prediction and SoC tracking. The model parameters were extracted 
using experimental data. However, this model is also unable to capture nonlinear 
capacity behavior of the battery since a constant capacity is considered to represent 
the remaining usable capacity of the battery. Zhang et al. [114] improved this model 
to capture the battery dynamics. However, due to the high complexity of this model, 
it does not appear feasible for applications with low overhead computational means 
(e.g., real-time performance estimation/prediction of battery power management 
systems). Kim et al. [115] in 2011 improved the model in [113] by combination of the 
model with KiBaM scheme to account for the recovery and rate capacity effects. 
However, the model is not appropriate for real-time applications, still due to their 
high complexity. 
To sum up, we can say that all the existing battery models have at least one of the 
following drawbacks: 
i) Requiring intensive computation due to the high complexity, 
ii) Not applicable for electrical circuit design and simulation, 
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iii)  Not capable of accurately capturing the dynamic behavior of the battery 
and SoC tracking due to the neglect of the nonlinear capacity effects. 
As a result, this part of the thesis is focused on an accurate battery model with good 
tradeoff between performance, complexity, and parameterization effort. 
2.3.3 Proposed Battery Model 
Since, equivalent circuit models have a good tradeoff between exactness, complexity, 
and usability, the proposed model in this thesis is based on the model presented in 
[106] using Two Time Constant (TTC). The TTC model allows to take into account 
slow electrochemical process characterizing the slow charging/discharging and 
redistribution phases. This model is certainly the most popular in view of its low 
computational burden and straightforward implementation in electrical circuit 
solvers. It is shown in Figure 2-36. 
 
Figure 2-36 Classic TTC model for batteries 
R0   is the battery input resistance which is used to characterize the charge/discharge 
energy losses of the battery cell. It models the effects of finite conductivities in the 
electrodes and separators, the limited reaction rates at the electrodes, and the 
concentration gradients near the electrodes. 
sR , sC  are the resistance and the capacitance of the first branch respectively, 
modeling the fastest electric dynamics; sC  models the effects arising from 
polarization and the diffusion of charges near the electrode/electrolyte interface. 
LR , LC are the resistance and the capacitance of the second branch respectively, 
modeling the slowest electric dynamics; 
mE  is the electromotive force of the battery which can be measured as voltage across 
the open circuit terminals. 
All the above parameters are nonlinear and depend on SoC , temperature and Crate 
[116]- [117]. In order to account for the limitations of the classic TTC model, this 
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work proposes an Enhanced TTC (ETTC) model accounting for the charge 
redistribution phenomena. Indeed, the idea of the proposed model for DLSC is 
extended for BESS. In this respect, a virtual current generator ( virI ) is considered as 
illustrated in Figure 2-37. 
 
Figure 2-37 Proposed enhanced TTC (ETTC) model 
The parameters of the model depend on SoC, Crate and temperature. The variability 
of the model parameters versus SoC is accounted by using the look-up tables 
containing the values of the parameters corresponding to discrete SoC values. And 
the dependency of parameters on Crate is accounted by the virtual current 
generator. 
a) Optimal assessment of parameters 
Several work have been performed for estimating the parameters of the cell and 
modeling their dependency to the SoC [118]-[116]-[119]-[120]. Despite of being 
successful in many aspects, most of them still have several drawbacks such as high 
complexity or low accuracy. In this work the parameters of the circuit of Figure 2-37 
is assessed by using experimental data. For inferring the dependency of the 
parameters on SoC, Crate and temperature, one of them is considered to be variable 
and the other ones are assumed constant. The lookup table representing the 
ocV SoC?  relationship is obtained by performing the following test: 
? Test I. ocV SoC? lookup table 
This test has been performed into a climatic chamber where the temperature is 
strictly set to the nominal value of the cell, namely 25°C. The discharge current is 
set to 1Crate. This condition is considered as benchmark. (1Crate, 25°C). 
Step 1: The dcV  range is divided into n intervals between zero and the rated voltage 
? ?F F Fdc , dc , dc ,nV ,V ,....,V1 2 . 
Step 2: The fully-discharged battery is charged with 1Crate until reaching Fdc ,iV  
Step 3: The battery rests for 30 minutes and ocV is recorded. 
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Step 4: The battery is discharged completely and the value of the extracted charges 
is recorded. Consequently, the related SoC is computed.  
Step 5: Steps 2-4 are repeated for {i=1,..,n} to obtain the corresponding ocV SoC?  
lookup table. 
It should be noted that the new tested battery had to be cycled before starting the 
tests. 
In order to evaluate the parameters, the following pulse test is carried out. 
? Test II. Pulse discharge test to infer the parameters 
Step 1: The SoC range ? ?? ?0 1  is divided into certain number ? ?nSoC ,SoC ,....,SoC1 2
. In our case it is divided with 0.1 interval. 
Step 2: A fully-charged battery (SoC=1) is discharged with 1Crate until reaching the 
next SoC interval (SoC=0.9 in our case). 
Step 3: The battery rests for 30 minutes.  
Step 4: It is discharged with 1Crate until reaching the next SoC interval ( iSoC ). 
Step 5: Steps 3-4 are repeated for {i=1,..,n} until fully-discharged condition reached. 
In other words, a pulse discharge current profile is applied to the battery. The 
current and voltage profiles are shown in Figure 2-38. The results obtained for each 
of these intervals is used to obtain the parameters related to each corresponding 
SoC.  
 
Figure 2-38 Pulse discharge current test 
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It is possible to assume that, during the targeted cycle, the terminal voltage, ? ?dcV t
, can be represented as a function of the relevant circuit parameters: 
? ? ? ? ? ? ? ?dc dc S S dc L L dc mV t f I t ,R ,C f I t ,R ,C f I t ,R ,E? ? ? ? ? ?? ? ?? ? ? ? ? ?1 2 3 0    (2.13) 
Where: 
if  (i=1, 2, 3) are the circuit equations of the cell model and represent the contribution 
of electrical elements to ? ?dcV t ; 
For each of SoC intervals the difference between the simulated battery cell voltage 
dc ,iV and the measured battery cell voltage mdc ,iV can be used to determine the model 
parameters using a least square fitting procedure. 
? ?
s s L
L m
m
dc ,i dc ,i
R ,C ,R ,
C ,R ,E
arg min V V?
0
2
   (2.14) 
a) Model initialization 
The time domain equations of the TTC model is presented in (2.15). 
? ? ? ? ? ?
? ? ? ?? ? ? ? ? ?? ?              s s L L
dc m S L dc
( t t )( t t )
R CR C
s S dc L L dc
V t E R R R .I t
V t R .I t e V t R .I t e
? ?? ?
? ? ? ? ?
? ? ?
00
0
0 0
   (2.15) 
In order to initialize the cell model, the knowledge of its initial SoC is necessary. For 
this purpose, the ? ?ocV SoC? lookup table is used. This lookup table for the targeted 
LTO cell is given in Table 3. 
Table 3:  Open circuit voltage and associated stored charge 
ocV  (V) SoC (pu) 
1.77 0 
1.85 0.15 
2.06 0.32 
2.18 0.52 
2.28 0.64 
2.37 0.76 
2.46 0.87 
2.70 0.98 
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In order to accurately measure ocV , the cell is kept in a relaxation phase for few 
hours. The terminal voltage associated with the end of this sub-phase is the ocV . If 
the ocV is between two discretized values, the associated SoC can be inferred by a 
linear interpolation between these two values. Once the initSoC  is computed, the 
initial values of the six parameters ( s L s L mR ,R ,R ,C ,C ,E0 ) are evaluated.  
The proposed TTC model has two state variables, namely the voltage sV  and LV
across sC   and LC  , respectively. The initial values for these voltages should be 
calculated. From circuit theory and by using the Laplace transformation, we have 
(2.16) 
L
s L
L s
s
C sV R
V C s R
? ?
? ? ?
1
1    (2.16) 
Also, by rewriting (2.15) at initial point ( dcI ? 0  ), we will get (2.17). 
? ? ? ?s L dc mV t V t V E? ? ?0 0    (2.17) 
With a very good approximation (2.16) can be written as (2.18). 
Using (2.17) and (2.18), the initial values of sV  and LV are inferred. 
b) Computation of the virtual current generator contribution 
If Crate is different from the one used for the parameters assessment, the virtual 
generator is activated in order to account for the different amount of charge being 
redistributed in comparison with the amount of the reference benchmark cycle 
(1Crate, 25°C). The virtual current generator delivers the following current (2.19). 
S Lt / t / t / TRED RED RED
vir
S L
Q Q QI e e eT
? ?? ? ?? ?
? ? ?? ? ?? ? ?1 2 3    (2.19) 
where REDQ? is the amount of charge to be redistributed in order to model the 
recovery effect for a case different from the reference one; S?  and L? are the time 
constant of the two RC branches; T is the charging/discharging time for the targeted 
cycle sub phase; ?1 , ?2  and ?3  define the share of each time constant (they are 
proportional to their respective time constants). 
s s
L L
V R
V R?    (2.18) 
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At a given time window t t? ?? ?0 1  , the amount of ? ?REDQ t? 1  is computed by (2.20). 
? ? ? ? ? ?iCRED CQ t Q| t Q| t? ? ? ??1 1 1 1    (2.20) 
Where ? ?CQ| t? 1 1  and ? ?iCQ| t? 1  are the amount of charges needed from the cell to 
pass from the ? ?SoC t0   to ? ?SoC t1 with 1Crate and a generic iCrate, respectively. 
? ? ? ? ? ?? ? ? ?C CQ| t SoC t SoC t C I |? ? ? ?1 1 1 0 1    (2.21) 
t
iC dctQ| I ( t )dt? ? ? 10    (2.22) 
 
Where ? ?CC I |1  is the capacity of the battery at 1Crate. Thus, the value of REDQ? is 
continuously updated. It is necessary to underline that the virtual generator does 
not violate the principle of charge conservation. In fact, it does not inject any external 
charge but it models the internal flow of the charge previously stored in the device. 
It should be noted that in order to prove that the proposed model is robust regarding 
the temperature variations, the assessment of the model parameters has been 
performed for different temperatures. 
2.3.4 Experimental Validation 
The trend of ? ?dcV t   with the optimally-identified parameters at 1Crate at 25°C (the 
reference case) is shown in Figure 2-39. It can be observed that the optimally-
identified parameters allows to obtain a quite good matching between the predicted 
? ?dcV t and the measured one.  
The limitation of the TTC model appears when the cell is cycled with Crate different 
from the one used to infer the parameters. This limitation arises from the fact that 
the presented TTC model is not able to account completely for the rate capacity and 
recovery effects. This can be seen in Figure 2-40, when 0.66 Crate is used. The 
battery DC voltage obtained from the simulation is compared with the measured 
one. It can be observed that in this case, the TTC model is unable to model correctly 
charge-flow coming from the inner layer to the surface layer and vice versa.  
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Figure 2-39 Comparison of predicted and measured trend of the LTO cell voltage during the 
cycle used for the parameter assessment (1Crate) 
 
Figure 2-40 Comparison of simulated and measured trend of the LTO cell voltage during a 
cycle at 0.66Crate 
The proposed model is experimentally validated with various cycles characterized by 
different charging, discharging Crate and relaxation phases. It is also shown that 
the ETTC model is robust against the temperature variations. 
Figure 2-41 shows the results for the same cycle as Figure 2-40 with TTC and the 
proposed ETTC models. It can be seen that the proposed model can accurately 
reproduce the battery dynamic behavior. Furthermore, the model is able to 
accurately trace the SoC variation. It should be underlined that the mean squared 
error between the battery measured voltage and the proposed one is extremely low 
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and in the order of 10-4 and a corresponding value of 0.003 has been evaluated for 
TTC model. 
 
Figure 2-41 Time evolution of battery DC voltage with 0.6Crate 
 
Figure 2-42 Time evolution of battery DC voltage with 0.5Crate 
Figure 2-42 illustrates the experimental validation of the proposed ETTC model for 
a 0.5 Crate. The results are compared with those derived from the classic TTC model. 
As it can be observed, unlike the TTC model, the proposed ETTC model is able to 
predict the voltage evolution. It is possible as well to observe that if the starting point 
(initial VOC and/or initial SoC) change the TTC model is not able to accurately predict 
the electrical battery dynamic. The mean squared error between the battery 
measured voltage and the TTC one is of 0.3% and a corresponding value of 0.01% 
has been evaluated for ETTC model. 
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In order to prove the applicability of the model with respect to more realistic 
charge/discharge profiles, we have adopted the battery current profile inferred from 
[14] that makes reference to a microgrid application of a battery storage system. We 
have here adopted the battery current profile related to test (a) of [14] and 
reproduced it by means of the same battery test bench. In Figure 2-43 we report the 
time evolution of the battery DC voltage with respect to this specific test condition. 
As it can be noticed, even for this peculiar cycle characterized by a highly dynamic 
current profile, the proposed model matches the measurements with a high level of 
fidelity. In this respect, it can be concluded that the proposed enhanced battery 
model represents an adequate extension of the classical electrical circuit one with a 
minimal computational overhead.  
 
Figure 2-43 Time evolution of battery DC voltage with respect to realistic fast 
charge/discharge profiles 
Also, BESS lifetime declared by the manufacturer is referred to the nominal 
temperature that, for the majority of cell technologies, is of 25°C. However, these 
devices are, in real operating conditions, placed in environments where the 
temperature could be far from the nominal one. Consequently, the BESS model 
should be capable to consider the temperature effects on the dynamic behavior of the 
cell. In order to show that the ETTC model is robust against the temperature 
variations, Figure 2-44 illustrates the comparison between the measured voltage and 
the predicted ones in the case of the common TTC model and the case of the ETTC 
model, with a 2C discharging current at 45°C. The mean squared error between the 
measured cell voltage and the TTC one is of 0.42% and a corresponding value of 
0.014% has been evaluated for the ETTC model. Moreover, it is important to predict 
the DC voltage of the battery pack system instead of a single cell. There is a lack of 
literatures related to this topic.  In this respect, the parameter assessment along 
with the characterization of the virtual generator has been performed for a battery 
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system of 25 kWh, 50 kW and composed by 900 cells connected in series and in 
parallel at EPFL-DESL laboratory in Lausanne, Switzerland. Figure 2-45 illustrates 
the experimental validation of the proposed model for the above battery system. The 
mean squared error between the batteries measured voltage and the ETTC one is 
0.0082%. 
 
 
Figure 2-44 Time evolution of the targeted BESS voltage with 2Crate and at 45°C 
 
 
Figure 2-45 Time evolution of battery pack DC voltage with respect to realistic 
charge/discharge profile 
 
 
Conclusion 
 
Conclusion 
Modeling of electrochemical energy storage systems is a subject that always receives 
attention in view of the increasing importance of storage devices in power systems 
and mobility applications. In this respect, the accurate estimation of storage system 
states is utmost important. Among the several approaches proposed in the literature 
to estimate the state of charge of energy storage systems, coulomb counting method 
is more appropriate for online estimations. However, this method does not entirely 
account for the nonlinear capacity behavior. In this regard, this chapter first 
proposed an accurate algorithm for state-of-charge estimations. Then, detailed 
dynamic models for supercapacitors and lithium-based batteries have been proposed 
to enhance the dynamic behavior by representing the so-called charge redistribution 
phenomenon that characterizes the dynamic of the storage system voltage during 
long time charging/discharging and relaxation phases. Making reference to 
experimental tests carried out on a 325F supercapacitor and a Lithium-Titanate 
battery in DESL-EPFL Smart Grid Laboratory, the chapter has first discussed the 
optimal parameters assessment of the relevant models and, then, it has shown the 
improvement of the model behavior by accounting for the charge redistribution 
phenomenon. In this respect, it can be concluded that the proposed enhanced models 
represent an adequate extension of the classical ones with a minimal computational 
overhead. 
 
  
  
 
Summary 
This chapter focuses on the advanced decentralized control of Active Distribution 
Networks (ADNs) actuated by means of a limited number of Distributed Energy 
Storage Systems (ESSs). This chapter includes three parts. Part I presents a network 
partitioning strategy for the optimal voltage control of ADNs. The proposed 
partitioning uses voltage sensitivity concept in order to linearize the problem. Then 
in part II, two decentralized operational scheduling algorithms are proposed relying, 
respectively, on Thévenin equivalents and a recursive approaches. Part III proposes 
a real-time decentralized control algorithm for the clustered ADNs using only 
distributed Battery Energy Storage Systems (BESSs). In particular, we propose a 
zonal control strategy targeting voltage support and line congestion management. 
The proposed zonal control relies on an accurate dynamic model of BESSs capable to 
account for their DC active power limits. In both proposed decentralized scheduling 
and real-time control algorithms, the communication among different areas is 
defined using the concept of multi-Agent Systems (MAS). The effectiveness of the 
proposed zonal control/scheduling methods is assessed using test cases composed of 
the IEEE 13 and IEEE 123 nodes distribution test feeders suitably adapted to 
include stochastic generation and ESSs. 
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Introduction 
In this thesis, ESSs are identified to be the only controllable devices in order to 
provide active support to mitigate line congestions, provide voltage support as well 
as spinning reserve in the operation of ADNs. The control of ESSs can be achieved 
using either centralized or decentralized schemes. Theoretically, operation and 
control of ADNs can be achieved centrally, as for transmission systems through the 
dispatch of active and reactive power of ESSs. Such an active management scheme 
would involve the centralization of all the information and consequent decisions in a 
single processing unit (or Central Controller) [121]. Although the centralized 
strategy is the most straightforward way to achieve the management of the network, 
it has several drawbacks: (1) there is a consequent computation complexity 
associated to the central information gathering/processing; (2) it faces difficulties in 
some applications when global information is not available [122],[123]; (3) in case of 
a failure of the central supervisor, the control is lost all over the network; (4) it needs 
high investment in communication and data processing. Due to the above-mentioned 
downsides, the question arises whether centralized schemes are still the most 
appropriate. A possible solution is to move from the centralized operation paradigm 
to the decentralized one subdividing the network into quasi-autonomous entities 
defined as areas, zones or clusters (these terms are used as synonyms in this thesis). 
To this end, given a set of ESSs optimally located in a balanced and radial ADN, the 
network is decomposed into several areas; each under the control of one ESS. In 
order to define a decentralized scheme and decrease the communication costs and 
computation burden, the following assumptions are made:  
(i) The operating information within each zone is not shared with the others; 
(ii) Each zone is independently controlled merely relying on the dedicated 
single ESS unit whose control variables are its active and reactive power 
set points; thus, it does not contain any directly-controllable generator, or 
load. 
(iii) The proposed zonal control capability focuses on voltage control and line 
congestion management. 
(iv) It is considered that the locations of ESSs in the network are provided by 
the process described in [124]. It consists of an optimal planning method 
accounting for the investment and operation costs of the ESSs.  
As a result, operation scheduling and real-time control of ADNs are proposed to 
perform in a decentralized manner. Agent techniques are employed to search for a 
solution of efficient dispatching through agent-based communication, reasoning and 
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decision making. MAS [125] consists of a collection of agents that directly interact 
via a form of message passing. One of the main advantages of MAS is the ability to 
distribute agents across multiple execution units. In contrast to monolithic, centrally 
controlled systems, such a distribution scheme improves the robustness of the 
system by moving control software closer to the hardware. 
This chapter contains three parts. Part I proposes a network clustering algorithm 
with the aim of optimal voltage control of ADNs. Part II illustrates two proposed 
decentralized operation scheduling algorithms using a linear programming 
technique relying on the so-called voltage sensitivity coefficients. The associated 
message exchange processes are shown as well. The effectiveness of the proposed 
algorithms is assessed and their performances are compared with those of the 
equivalent centralized scheme. Part III proposes the decentralized grid real-time 
control strategy including voltage control and congestion management based on the 
BESS dynamic model presented in chapter II. The performance evaluation of the 
proposed algorithms is presented making reference to the IEEE 13 and 123 nodes 
test distribution feeders. 
Part I. Active Distribution Network Clustering 
This part is structured as follows: Section I.1 summarizes the method proposed in 
the literature for network clustering and then, the proposed clustering algorithm is 
presented in section I.2. Section I.3 shows an illustrative example on the proposed 
algorithm making reference to IEEE 13 nodes test feeder.  
3.1.1 Review of Existing Clustering Techniques 
The partitioning of electrical networks can be approached in several ways. Wanger 
et al. in 1990 [126] proposed a simple rule-based approach for transmission system 
clustering. A network graph technique is used for this purpose. Lyons et al. in 2006 
[127] proposed a collection of zones of variable size where supply/demand are kept 
balanced in order to efficiently control dispatchable DGs. The fluctuations in 
supply/demand (such as peak/off-peak load variations) change the boundaries of the 
zones. The drawback of this method is that all the buses need to belong to all possible 
areas. Further, it requires the direct control of each DG unit. In [128] a partitioning 
algorithm is proposed using the so-called community detection theory. It is assumed 
that the network is initially decomposed in pre-defined areas. Then, the algorithm 
tries to merge them in such a way that the local reactive power balance inside the 
resulting areas is fulfilled. This approach is appropriate only for transmission 
system since the voltage is controlled only by adjusting the reactive power. However, 
voltage variations in distribution networks may depend also on active powers as a 
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function of the R/X ratio of lines longitudinal parameters [129]. [130] proposes a 
novel partitioning algorithm using community detection theory as well. A 
hierarchical scheme divides the power grid into areas in which electrical distances 
between the nodes inside each one are close to each other. This method is also 
suitable for transmission network for the same reason. [131] designs a network 
partitioning strategy that enables the efficient management of DGs and reduces 
costs. In this approach, a node can be included in an area neglecting the fact that it 
should be connected physically to the corresponding area. In other words, along the 
path connecting this node to the corresponding area, there are nodes belonging to 
other areas. [132] proposes a partitioning method for AND accounting for the 
influence of DGs. None of the partitioning methods existing in the literature 
accounts for technical issues such as voltage control or line congestion managements 
along with electrical distances between nodes. 
3.1.2 Proposed Clustering Technique 
A network partitioning method is proposed considering the voltage control of ADNs. 
In order to decouple the voltage control among a set B (dim{B}=B) of ESSs optimally 
located in a balanced and radial ADN, the proposed partitioning algorithm 
decomposes the ADN into several quasi-autonomous zones, each one under the 
control of a single ESS. Therefore, the boundaries of each area are determined with 
this criterion: each ESS within a zone of unknown border must have significant 
influence on the co-zonal controlled variables (in our case the node voltages) in 
comparison with the nodes outside the zone of interest. In order to achieve such a 
goal, there is the need to quantify the influence of the control variables (i.e., nodal 
power injection/absorptions of each ESS) on the controlled ones, namely the node 
voltages. The use of linear programming through voltage sensitivity coefficients 
(VSC) is used for this purpose (e.g.,[133], [134], [135], [136], [137]). As known, VSC 
depends on the topology and the operating state of the grid. In this study, it is relied 
on the method presented in [133] to compute the VSCs. Given a certain operating 
state of the network, i jVSC ?  quantifies the change on the voltage at node j for a 
variation of the injected/absorbed active/reactive powers at node i.  
The steps of the proposed heuristic decomposition algorithm are described hereafter. 
Step 1. Computation of the VSC matrices: for a given network operating state Γ1, 
two sensitivity matrices are computed for both active and reactive powers                         
                                                     
 
1 Γ represents the set of the phasors of the ADN phase-to-ground nodal voltages at a given time  [170] 
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( P
B N
VSC ?? ?? ?  and
Q
B N
VSC ?? ?? ? ). The relevant elements can be formally defined as in 
(3.1) (N is the number of network nodes and B the number of ESS units). 
i j i j
j jP Q
i i
V VVSC ; VSC ; i B ; j NP Q? ?? ?
? ?? ? ? ?? ?  
(3.1) 
Step 2. Assessment of the ESSs voltage influence factors (VIF): the VIF of a generic 
ESS located at node i on node j is defined as the ratio of a given VSC defined by (3.1) 
and the scalar sum of all VSCs. As a result, two influence matrices ( P
B N
VIF ?? ?? ?  and
Q
B N
VIF ?? ?? ? ) are derived using (3.2). 
 
j j
P Qi i
i j i jN N
n n
i in n
V V
P QVIF , VIFV V
P Q
? ? ? ?
? ?
? ?
? ?? ?? ?
? ?? ?1 1
 
 
(3.2) 
 
Step 3. Merge matrices P
B N
VIF ?? ?? ?   and
Q
B N
VIF ?? ?? ?  : the use of (3.2) allows to infer 
two matrices P
B N
VIF ?? ?? ?  and 
Q
B N
VIF ?? ?? ? . In order to have a more compact indicator 
considering both effects of active and reactive powers of ESS simultaneously, it is 
proposed to merge these two matrices in a single one B NVIF ?? ?? ?  . For this purpose, a 
linear relationship is built based on the concept of the electric distances using (3.3). 
P
B N
VIF ?? ?? ?  and 
Q
B N
VIF ?? ?? ? are weighted by the corresponding resistance and 
reactance electric distance between the nodes respectively. This can be easily proven 
numerically as shown in the appendix A. 
P Q
B N B N B N B N B N[VIF ] [ ] [VIF ] [ ] [VIF ]? ?? ? ? ? ?? ? ? ?   (3.3) 
Each element of B N[ ]? ?  and B N[ ]? ?  are defined as in (3.4).
? ? ? ?       ; ij iji j i j
ij ij
R X
;
( Z ) ( Z )
? ? ? ?? ?? ? ? ?? ?? ?
2 2
2 2
1  
 
(3.4) 
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Where ijR? , ijX? and ijZ?  are respectively the sum of the line 
resistances/reactances/impedance of the lines between node i and node j. As a result, 
a single matrix B NVIF ?? ?? ?  is obtained. 
Step 4. Network node clustering with respect to the ESS units: as anticipated, only 
one ESS per area is considered. For each node, the ESS that has the most impact is 
determined by finding the maximum component value of each column of the matrix
B NVIF ?? ?? ? . More precisely, each node is assigned to the area associated to the ESS 
with the highest VIF on that node. In this way, it is guaranteed that each node 
belongs to one and only one area.  
It should be noted that the VSCs computation at each time-step requires solving a 
central load flow problem. Deterministic load flow ignores uncertainties in power 
systems nodal power fluctuations (i.e., those of DG and loads). Whereas it is expected 
that such uncertainties would change the frontiers of the zones. Actually, changing 
the borders accordingly (dynamic partitioning) contradicts the assumption that each 
zone should independently control its area without sharing any information with the 
neighbors. In order to take into account for this aspect, different mathematical 
approaches can be used, such as the probabilistic approach, fuzzy sets and interval 
analysis. Probabilistic Load Flow (PLF) (e.g.,[138]) has been applied instead of a 
classical deterministic load flow in order to consider the possible combinations of 
loads/generations. The PLF requires a priori knowledge of the Probability 
Distribution Functions (PDF) of the nodal powers injections/absorptions together 
with their time covariance. In order to infer this statistical information, a set of 
experimental data (available for a time period of one year) obtained from a real ADN 
located in the south-east region of Switzerland is used. For each time period t* (in 
our case t* corresponds to a slot of 15 minutes) of a given day d, the empirical 
Cumulative Distribution Function (CDFd,t*) of nodal injection powers is built using 
all the measurements collected at t* in correspondence of d-15 and d+15. 96 CDFs of 
active/reactive powers per day and per node are obtained. From the knowledge of the 
nodal CDFs, the PLF is solved numerically using a Monte Carlo Simulation (MCS) 
(e.g., [139]). For this purpose, the nodal powers are assumed as Independent and 
Identically Distributed (IID) variables.  
It is worth noting that since the electric distances between the system nodes are 
considered in the proposed clustering method using (3.3), the nodes always tend to 
remain in the area corresponding to the closest ESS. In addition, a PLF have been 
performed for an entire year to infer the VIF of ESS powers at the grid nodal 
voltages. Thus, all the possible combinations of loads/generations accounting for the 
uncertainties of the stochastic resources are considered.  
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It should be noted that running PLF for partitioning the grid inherently accounts for 
the uncertainties of the stochastic resources connected to the system (i.e., loads and 
stochastic generation). Therefore, the associated computation of VSC accounts for 
these uncertainties. 
3.1.3 Illustrative Example 
In order to illustrate the partitioning algorithm, an example is presented in this part 
referring to the IEEE 13 nodes distribution test feeder. It is supposed to have non-
dispatchable DG units composed of PVs (on nodes 4, 8 and 10). The power injections 
of PVs are represented by voltage-independent active power injections with null 
reactive component. Concerning the representation of the network loads, they are 
considered as voltage independent PQ absorption. Three ESSs (on nodes 6, 4 and 12) 
are optimally located. Figure 3-1 and Figure 3-2 show respectively the CDFs of the 
load apparent power absorptions and PV active power injections for a summer and 
a winter day for node 9 of the benchmark grid of Figure 3-4. The PLF is performed 
along 1 year generating 10000 runs per 15 min. The obtained minimum/maximum 
variations of the VIF for the three ESS are plotted in Figure 3-3. As it is seen, the 
nodes with the highest VIF belongs to the corresponding area where the associated 
ESS is located. The network schematic and the obtained zones decomposition are 
shown in Figure 3-4. 
 
 
Figure 3-1 CDFs of load apparent power during summer-winter for node 9 of 13 bus system 
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Figure 3-2 CDFs of PV generation during summer and winter for node 9 of 13 bus system 
 
Figure 3-3 Annual range of VIF of ESSs on all nodes of 13 bus system 
 
Figure 3-4 Clustered IEEE 13 bus test system. 
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Part II. Decentralized Optimal Operation Scheduling Method of 
Energy Storage Systems in Clustered Active Distribution 
Networks 
Fast optimal scheduling of controllable resources in ADNs is essential for operation 
of the grid with inherent stochastic players such as renewable sources and electric 
vehicles. Optimal scheduling brings significant impact on secure and economic 
operation of ADNs. This part presents optimization-based decentralized methods 
using adaptive control schemes in order to optimally operate ESS in coordination 
with renewable energy resources and load variations. Thus, the proposed models 
generate optimal charge/discharge schedules of ESS, while satisfying distribution 
network operational constraints such as voltage limits over a finite time horizon. 
This part is structured as follows: According to the literatures, section II.1 presents 
different existing dispatching scheduling model for ADN. Then, section II.2 
illustrates two proposed decentralized scheduling algorithms relying, respectively, 
on Thévenin equivalent and recursive approaches. Section II.3 presents the 
performance assessment of the decentralized proposed algorithms making reference 
to the IEEE 13 and 123 nodes test distribution feeders. 
3.2.1 Review of Existing Operational Scheduling Techniques 
Several studies have focused on the optimal operation of ADNs with distributed 
energy resources and ESSs. All scheduling methods propose either partially non-
convex formulation of the Optimal Power Flow (OPF) problem (requiring the use of 
heuristic techniques) (e.g., [140], [141], [134], [142], [143], [144], [145], [146]) or 
address only the economic dispatch problem (e.g., [147], [148], [149], [150], [151], 
[152], [153]). The main challenge corresponding to the scheduling methods using 
OPF is related to the computational speed since making the OPF problem convex 
results in an increase in the computational burden. The main drawbacks with the 
economic dispatch methods is that the technical constraints related to electrical 
network constraints are not modeled and taken into account for.  
In addition, most of the scheduling methods existing in the literature have been 
developed according to a centralized way [154], [144], whereas very little work has 
been developed according to a distributed way [155], [11]. In these works, different 
power dispatch algorithms are proposed for DGs focusing only on reactive power 
dispatch. However, the reactive power compensation relying on those DGs’ inverters 
could not be sufficient to achieve satisfying grid control. In order to overcome the 
downsides of the existing ADNs scheduling methods, we propose decentralized 
stochastic methods to solve the day-ahead optimal scheduling problem of radial 
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ADNs in presence of ESSs and renewable resources. The proposed method is 
developed using MAS with the aim of voltage control. For this purpose, ESSs are 
modelled by representing their State-of-Energy, as well as their capabilities, to 
support the network by variable injected/absorbed active/reactive powers on the four 
quadrants.  
3.2.2 Proposed Decentralized Operational Planning Methods 
Two decentralized optimal scheduling algorithms are proposed relying, respectively, 
on Thévenin equivalent and a recursive approaches. These algorithms are developed 
using the MAS concept. 
3.2.2.1 MAS Structure 
According to the clustering method presented in part I, the whole distribution 
network is divided into K areas; each one including only one ESS. This consideration 
introduces the idea that the scheduling management problem might be solved in a 
distributed manner. Therefore, each area should have zonal control capability. For 
this purpose, an agent is assigned to each area which is called “area agent”. An agent 
is a piece of software or a hardware that can perceive any changes in its environment 
through sensors and act upon through actuators.  MAS is one of the most convenient 
approaches distributing the control in a large-scale system. MAS is composed by 
multiple intelligent agents that are able to process the data and make the decision 
in a distributed manner [156]-[157]. Intelligent agents can be defined by the 
following typical characteristics: Reactivity, pro-activeness and social ability. 
Reactivity of agents is the ability of agents to perceive their environment and 
respond in a timely fashion in order to satisfy their design objectives. Pro-activeness 
of agents exhibits goal-directed behaviors by taking the initiative in order to satisfy 
their design objectives. Social ability of agents is the interaction of agents with other 
agents in order to satisfy their design objectives. These characteristics signify the 
importance of MAS in developing a complex system. All the interactions between 
agents take place via a form of message passing. The Foundation for Intelligent 
Physical Agents (FIPA) defines agent’s communication in terms of a function, or 
action called Communicative Act. There are several type of exchanged messages. 
Some of them are used in this thesis: 
INFORM: the sender informs the receivers that some actions are performed. It 
also sends its new updates. 
REQUEST: the sender requests the receivers to perform some actions. 
CONFIRM: the sender informs the receivers that a given proposition is true, 
where the receiver is known to be uncertain about the proposition. 
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In this study, the proposed zonal scheduling scheme is implemented with the aim of 
voltage control since the frequency is dictated by the upper transmission network. 
Due to the hypothesis of the radial structure of the considered ADN and the 
partitioning features, there is only one connection line between any two adjacent 
areas. An abstract representation of a clustered network is shown in Figure 3-5. 
Since there is only one controllable ESS in an area, the area agent is dedicated to 
the related ESS which is called “ESS Agent” (EA). Each EA has a full vision on its 
own area with reference to the state of their related ESS unit. Area loads/generations 
data are used as forecast inputs. Each EA is supposed to share no information about 
its area with the other EAs except the information at the boundary buses. In this 
respect, for a given pair of adjacent areas, one of them is extended to include the 
boundary node of the other (in Figure 3-5, area Ah is extended to include bus g of 
area Ag, which is one of its neighbors). Node g is defined as the Common Boundary 
Bus ( h ,gACBB ) of both areas Ah and Ag. As a result, between any two adjacent areas 
one node is selected as CBB. It should be noticed that the CBB is registered within 
both relevant EAs.  
 
Figure 3-5 Representation of CBBs in the clustered network with the area level numbers 
allocation 
It should be noted that in case of any changes in the topology of the network, the 
clustering method should be re-performed and each node can be reassigned to a new 
associated area. In this respect, it is worth observing that ADNs are characterized 
by the presence of a limited number of breakers resulting into a finite number of 
feasible different topologies. The distribution system operator might run the 
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proposed clustering algorithm offline for each of them in order to find the border of 
each zone for each topology. 
In this part, two different decentralized scheduling methods for multi-area ADN are 
proposed namely, “Thévenin-based” and “Top-down sweep” scheduling methods. For 
both scheduling methods, the aim is to keep the area nodes voltages close to the 
desired values by carrying out the scheduling algorithm locally. The agent EA in 
each area determines the ESS operating point (i.e. its active, reactive power set-
points) in a dedicated day-ahead scheduler with time-step of 15 minutes. The ESS 
set-points are determined by each EA without the explicit knowledge of the data of 
adjacent areas except the CBBs data. A major difference between the two proposed 
scheme is related to the interactions between EAs with respect to the messages 
exchanged.   
In the “Thévenin-based scheduling method”, EAs interact each other indirectly 
through a Coordination Agent (CA). In this respect, each EA provides to the CA a 
Thévenin equivalent model seen from each of its CBBs as well as the voltage value 
of each CBB. Based on these inputs, the CA takes care about the coordination 
between all the EAs tasks.  It is important to notice that CA is not a central 
controller. It does not have full vision of the entire state of the network, but it has 
the knowledge of all the CBBs IDs and their respective computed state variables 
(voltages).  
The “Top-down sweep scheduling method” is based on a recursive approach. The 
architectural model of the message exchange of this second approach is peer to peer 
(p2p) as any agent is able to initiate communication with its adjacent one or to be 
the subject of an incoming communication at any time from those adjacent agents. 
Therefore, unlike the previous method, EAs interact directly without the need for 
any CA. In this approach, a level number is assigned to each area in such a way that 
the area including the main slack bus of the system (primary substation) receives 
the level number equal to 1. All other areas are levelled from top to down successively 
due to the radial structure of the distribution network. Once an area gets a level 
number ( ), the adjacent downstream areas are the next ones that are given the 
level numbers ( ). In Figure 3-5, the allocation of the level number to each area 
is shown as an example. Thus, A1 has the level number equal to 1. After that, A2 and 
A3 have the next level numbers that is 2. It is worth noting that this process relies 
uniquely on the radially of the system topology. Therefore, if this condition holds, it 
can be extended to any distribution networks including also different voltage levels 
(e.g. medium and low voltage grids). 
In what follows, both proposed scheduling methods are explained in details. 
n
n 1?
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3.2.2.2 Thévenin-Based Decentralized Scheduling Method 
The general framework of this scheduling method is shown in Figure 3-6. The 
algorithm is performed at each t?  (the time-step between two subsequent control 
actions) by all EAs and CA. It should be noted that the load/generation forecasted 
data is considered as the input for the algorithms. The proposed method relies on 5 
tasks carried out in sequence. These tasks are described as follows considering a 
given area Ah. 
 
Figure 3-6 General framework of the proposed Thévenin-based scheduling method 
Task 1. Distributed Load Flow (DLF) computation by EAs: In order to perform the local load 
flow in each area, individual slack nodes are randomly selected by the hAEA . Thus, the load flow 
can be performed locally. Also, the equivalent complex power at CBBs must be known. Since 
this power is a priori unknown, it is computed iteratively using the process described below. 
At each time-step, in the first iteration, an initial value is selected for each CBB of 
an area (i.e., the initial value of the forecasted load/generation at this node). In the 
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subsequent iterations, this complex power is updated thanks to the voltage values 
resulting from task 3 and the CBBs voltages update provided by task 5.  
Task 2. Area Reference Angle Corrections (ARAC) by the CA: In order to comply with the results 
derived from a centralized scheme, the CA need to align the voltage angles that each EA has 
obtained using its own slack bus with respect to the main slack node of the system (i.e., the 
primary substation). The process starts from the top area located at level 1 (since it includes the 
main reference node) moving towards the bottom areas in the next levels sequentially. At the 
initialization of this task, the top area is defined as a “principal area” and its direct neighbors as 
“dependent areas”. Then, the difference of the voltage angles seen from the principal area and the 
dependent areas are computed using (3.5). 
dependent principal
CBB CBB? ? ?? ? ?  (3.5) 
Then, the voltage angle at every node in the “dependent areas” are shifted with the 
above-mentioned angle difference ?? . 
           dependent area nodesnewi i i? ? ?? ? ? ?  (3.6) 
In the next steps, every previous “dependent area” becomes, in turn, a “principal 
area” and its direct neighbours as new “dependent areas”. The procedure of angle 
adjustment in the “dependent areas” propagates downwards until reaching the 
bottommost area. It is straightforward to conclude that this process works only if the 
network has a radial topology. 
Task 3. Decentralized Local Control (DLC) by EAs: Each hAEA  has now the knowledge of its 
internal state inferred through the solution of the distributed load flow. Therefore, the VSCs can 
be computed for both active/reactive powers of ESS located in Ah. It is now possible to formulate 
a linear-programming optimal control problem (based on the knowledge of VSCs) in order to keep 
the voltage close to the desired value at each node belonging to Ah. The control variables of the 
optimization problems are the injected/absorbed active/reactive power of the ESS on the AC-side 
of their power converters (i.e., hAESSP  and hAESSQ ). In general, SoC is used for electrochemical 
storage system to indicate the available amount of charge that can be extracted from the system 
at a given discharge rate. Therefore, this quantity does not explicitly quantify the energy reservoir 
level of the storage system. In this respect, it is necessary to define a State-of-Energy, hASoE , 
including the energy that can be extracted from a generic storage system at any discharge rate. 
The energy flow is assumed to be positive during the charge and negative during its discharge. 
hASoE , is defined as the remaining energy inside the device assuming, as a first approximation, 
a unity energy efficiency of the device. 
h h hA A A
ESSSoE ( t ) SoE ( t t ) P ( t ) t? ? ? ? ? ?  (3.7) 
Where hASoE ( t t )? ?  is the SoE in the previous time-step, t?  is the control time 
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interval and hAESSP  the output of the optimal scheduling problem (per unit). The 
objective function and the constraints of the optimal scheduling problem are 
formulated for each area as (3.8). In order to get a solution in any case, the inequality 
constraints associated to the lines ampacities and voltage limits at the nodes are 
disregarded. 
  h h h h
A Ah h
ESS ESS
h h h
h h h
A A A A
u,t ref ref
P ,Q d ,t
A A A
min max
A A A
ESS ESS r ,ESS
min V V ( SoE SoE )
SoE SoE SoE
s.t
P Q S
? ? ?
? ?
? ?
?
2
2
2 2 2
 
 
(3.8) 
Where hAd ,tV  is the voltage magnitude of node u in Ah at time t (u=1,2,..., *N ). *N is 
the number of the internal buses in Ah including the CBBs, hArefV  and hArefSoE  are the 
voltage and SoE reference values respectively. The constraints for the optimization 
problem are related to the hASoE  as well as the capability curves of the power 
converters assumed to interface the hAESS  with the grid. In this respect, the hAr ,ESSS  
is the rated power of the converter of hAESS . The storage devices are not allowed to 
be charged or discharged completely. The associated limits ( hAminSoE and hAmaxSoE ) are, 
in general, defined in order to prevent any damage to the storage system and/or 
reducing its lifetime. 
The voltage at internal bus u could be expressed as its initial value plus a variation 
provided by the hAESS . 
h h hA init ,A A
u ,t u ,t u ,tV V V? ? ?  (3.9) 
Where h
init ,A
u ,tV comes from the results of DLF task. hAu ,tV?  is computed by the 
following (approximated) linear equation: 
h h h
A A AP Q
u ,t b u ESS b u ESSV VSC P VSC Q? ?? ? ? ? ?  (3.10) 
where b is the node where hAESS  is located. So, the new voltage values for the 
internal buses and CBBs are provided by EAs to CA. 
Task 4. Computation of Area Thévenin Equivalent Model Parameters (TEMP) by 
EAs: As mentioned earlier, EAs provide Thévenin equivalent models to the CA. For 
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a given pair of adjacent areas Ah and Ag, the corresponding h ,gACBB divides the whole 
network in two distinct sub-grids containing Ah and Ag. It is considered that the 
h ,gACBB is split into two virtual buses hACBB and gACBB  associated to Ah and Ag 
respectively. It is assumed that each sub-grid is represented by its Thévenin 
equivalent model seen from the h ,gACBB  (see Figure 3-7). The voltage of the h ,gACBB
calculated for Ah is h ,gAthV ; while this voltage calculated for Ag is g ,h
A
thV . From the 
circuit of Figure 3-7 the uniqueness of the voltage at the shared CBB can be enforced. 
If the calculated voltages at h ,gACBB  are different, the algorithm makes the voltage 
to be unique at this node using the procedure described in Task 5. The Thévenin 
impedance seen from h ,gACBB  regarding Ah is calculated using (3.11). 
h ,g
h ,g
* h ,g
A
thA
th A
CBB
V
Z
S
?
2
 
 
(3.11) 
This equation can be also written for Ag inverting the indices h and g. h ,gACBBS  is the 
equivalent apparent power flowing from Ah to Ag through h ,gACBB  which is 
calculated using active and reactive injection power equations as follows:  
*
h ,g h ,g
A A Ah h h
NA A
CBB th u uCBB ,u CBB ,u CBBu
P V V Y cos( )? ? ?
?
? ? ??
1
 
 
(3.12) 
*
h ,g h ,g
A A Ah h h
NA A
CBB th u uCBB ,u CBB ,u CBBu
Q V V Y sin( )? ? ?
?
? ? ? ??
1
 
 
(3.13) 
h ,g h ,g h ,gA A A
CBB CBB CBBS P j Q? ? ?  (3.14) 
Where N* is the number of the internal buses in area Ah including CBBs; Y  is the 
admittance matrix of area Ah. AhCBB ,uY  and AhCBB ,u?  are the magnitude and phase of 
the element of the admittance matrix corresponding to row h ,gACBB  and column u. 
AhCBB
?  and u?  are the voltage phases of h ,gACBB  and bus u respectively. For a given 
area the Thévenin impedance and voltage should be computed for each of its related 
CBBs.  
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Figure 3-7 Thévenin equivalent circuit models seen from CBB 
Task 5. Exchange and update of CBBs information and Convergence condition check (E&C) by 
CA: As mentioned earlier, for each pair of adjacent areas the voltage at the shared CBB must be 
unique. In other words, for a given h ,gACBB  linking Ah and Ag, the equality constraint (3.15) 
must be respected; where the voltages h ,g
A
thV  and g ,h
A
thV are computed separately for Ah and Ag 
respectively by their related EAs.  
h ,g g ,hA A
th thV V?  (3.15) 
The CA first checks for all CBBs weather (3.15) is simultaneously satisfied. If this is 
the case, then the decentralized scheduling at the current time t converged and the 
active/reactive ESSs power set-points are updated. If it is not the case, the CA forces 
the voltage at each CBB to be unique using (3.16). In the proposed method, the 
overall optimum solution is achieved iteratively.  
h ,g g ,h
h ,g g ,h
h ,g g ,h
h ,g g ,h
A A
th th
A A
A A th thth ,new th ,new
A A
th th
V V
Z ZV V
Z Z
?
? ?
?1 1
 
 
(3.16) 
 
a) Illustrative example of EAs and CA message exchange 
In order to illustrate the message exchange process between EAs and CA, an 
example is presented with respect to the IEEE 13 nodes distribution test feeder 
shown in Figure 3-4. Bus 2 and 7 are selected as CBBs between areas A1 and A2 as 
well as areas A1 and A3 respectively. The Sequence diagram for communication 
process among CA and EAs is shown in Figure 3-8.  The message exchange follows 
the following sequence. 
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Sequence 1: EAs perform DLF task. 
Sequence 2: EAs send the “INFORM” message to CA accompanying with the 
calculated values for CBB voltages. 
Sequence 3: EAs send the “REQUEST” message to CA asking for ARAC task.  
Sequence 4: ARAC task is done by CA when the “REQUEST” message is received 
from all EAs. The difference of the CBBs voltage angles seen respectively from each 
of the areas are computed as (3.17). 
  ;   AA A A? ? ? ? ? ?? ? ? ? ? ?32 1 12 2 2 7 7 7  (3.17) 
Sequence 5: CA sends “INFORM” message with the content of the value of the 
calculated ?? 2   and ?? 7   to AEA 2   and  AEA 3   respectively. 
Sequence 6: CA sends “REQUEST” messages to all EAs asking for DLC and TEMP 
tasks.  
Sequence 7-8: EAs perform DLC and TEMP tasks. 
Sequence 9: EAs send “INFORM” messages to CA with the content of the updated 
values of CBBs voltages. 
Sequence 10: EAs ask for E&C check task by sending the “REQUEST” message to 
CA.  
Sequence 11: CA performs E&C task. If the differences of the CBBs voltages 
calculated by adjacent areas are equal to zero, the procedure goes to the next time 
step at sequence 14. If this is not the case it goes to sequence 12. 
Sequence 12: CA sends “INFORM” message to EAs allowing them to know the 
updated value of CBB voltages. 
Sequence 13: CA asks the EAs for the DLF task by sending the REQUEST message 
and the procedure goes to sequence 1. 
Sequence 14: CA sends CONFIRM message to EAs to let them know about the 
convergence of the current time-step. 
The main feature of the proposed method is the independence of the scheduling 
scheme for each area and the possibility for any area to join into or move back from 
the proposed scheme. However, the main drawback is that the process requires the 
presence of the CA. 
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Figure 3-8 Sequence diagram for communication procedure for Thévenin-based scheduling 
method 
3.2.2.3 Top-Down Sweep Scheduling Method 
The second proposed scheduling algorithm is a recursive one. In this approach, CBBs 
are considered as the area slack nodes except the area including the physical slack 
bus of the system (i.e., the primary substation). For the area with more than one 
neighbour, the CBB between the area and the adjacent neighbour located at the 
lower level is selected as the slack bus. First, the approach propagates the Area Local 
Voltage Control (ALC) from the area located at level 1 towards the peripheral ones. 
In this propagation, the slack node voltage of a given area at the generic level n is 
imposed by the unique adjacent area at level n-1. Then, the algorithm moves from 
the bottommost areas to the level 1. In this backward motion, the supply-demand 
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power mismatches of a given area (including also the internal area power losses) are 
transferred sequentially to the main slack node connected to the physical slack. 
This process is repeated until the calculated injected power at the main slack node 
of the system converges to a fixed value. The ALC relies on four tasks. For a given 
area Ah: 
Task 1: Perform distributed load flow: The EAs perform a distributed load flow 
considering the slack node voltage as indicated earlier as well as the transferred 
powers calculated from the adjacent areas located at the higher level (see Task 4). 
Task 2: VSCs computation: VSCs are computed for both active/reactive powers of
hAESS . 
Task 3: Control of area nodes voltages: The local voltage control method is the same 
used in Thévenin-based decentralized scheduling method (i.e., obtained using (3.8)-
(3.10)). 
Task 4: Computation of the area internal power mismatches: As known, main slack 
node is responsible for providing the power to compensate the losses and the supply-
demand mismatches of the system. Since several slack nodes are considered, sharing 
these mismatches by all the area slack nodes should be avoided. In fact, the area 
slack nodes are virtual ones that enable EAs to perform the local distributed load 
flow. Therefore, the area losses, as well as the area supply-demand power 
mismatches, must be transferred to the real slack node of the system (in general the 
primary substation). In this respect, each area computes these powers in 
correspondence of the virtual slack node. So for area Ah, the slack node powers are 
computed using (3.18).  
* *
h h h h hh h
N N* A A A A AA A
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j j
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? ?? ?
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(3.18) 
where hAsV  is the voltage of the Ah virtual slack node and *N is the number of 
internal nodes in Ah including CBBs. h
A
sjY  is the element of the admittance matrix of 
Ah corresponding to row s (slack) and column j. This calculated power is added to the 
CBB of the adjacent area located at the lower level as a load. 
a) Illustrative example on message exchange 
In this method, the architectural model of the MAS is p2p. The EAs decisions are 
based on local information as well as those provided by neighbour EAs. In particular, 
a specific agent, say hAEA , has access to the following set of information: 
Advanced Decentralized Control of Active Distribution Networks with the Integration of 
Dispersed Energy Storage Systems 
 
h h h hA A A AEI n , ,?? ?? ?? ?  (3.19) 
? ?     h ,l h ,lh l l lA AA A A ACBB sN : ; n ,V ,S? ? ? ?? ? ?  (3.20) 
  Where hAn  is the level number of the considered hAEA ; hA? is the set of internal 
state of the area Ah (in particular, nodes voltages, losses, etc.); lAsS  is losses plus 
supply-demand power mismatches in the considered area Al . lACBBV is the voltage of 
the CBB node between area Ah and Al and hA?  is hAEA  status which has two modes; 
named SL and LS whose meaning is given by the proposition here below. Based on 
the level number and the area current status, a given EA defines which adjacent 
EAs to communicate with and which information should be exchanged, using the 
following proposition. 
Proposition #1 – A given area with the current status of SL at level χ can 
communicate only with the adjacent areas with the level number χ+1 and the 
exchanged information between them is the voltages of the related CBBs. The area 
with the current status of LS at level χ can just communicate with the only adjacent 
one with the level number χ-1; and the exchanged information between them are the 
area losses and the area power mismatches. 
Each area changes its status considering the received information from the adjacent 
ones. Receiving updated values for slack node voltage results in SL mode; while 
receiving updated values for sS  computed by(3.18), results in LS mode. It should be 
noted that the EAs located at the lowest and highest levels in the system do not 
change their statuses since they are always with SL and LS statuses respectively. 
In addition, the updated sS values should be received from all adjacent EAs with LS 
status in order to let the specific EA fulfills its tasks. 
At the current time t, the Top-down sweep scheduling method starts the process from 
the area with the level equal to 1. Then, the algorithm pursues the following general 
procedure for a given area Ah at level n. 
Step 1: the area local voltage control (ALC) is performed by hAEA . The set EI defined 
by (3.19) is updated. 
Step 2: based on the current status, the hAEA  sends the INFORM messages to the 
applicable adjacent EAs. If its status is SL, each message is sent to a EA at level n+1 
with the content of the corresponding CBB voltage. If the status is LS, the message 
is sent to the only EA at level n-1 along with the content of sS . Each INFORM 
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message is accompanied by a REQUEST message asking for performing the local 
voltage control.  
Step 3: The adjacent EA which receives the REQUEST message changes its status 
based on the received information. If it receives an update on the slack node voltage 
(CBB), the status become SL; while, if it receives the update on CBBs powers, the 
status become LS. Furthermore, it updates its neighboring agent set N considering 
the information provided by the EAs that send the REQUEST messages. 
Step 4: if the EA that receives the REQUEST message is A1 , the algorithm 
convergence criterion is checked. The convergence criterion is based on the 
active/reactive powers injected from the main primary substation. AEA 1 checks the 
powers variations of the main slack node with respect to the former values from the 
previous iteration. If this variation is lower than a specific threshold, the distributed 
control at the current time t converges. If this is not the case, the algorithm goes to 
step 1.  
In order to demonstrate the message exchanges between EAs for the sweep top-down 
scheduling method, an example is presented using the same IEEE 13 nodes 
distribution test feeder of Figure 3-4. As before, an EA is assigned to each ESS. Bus 
2 and 7 are selected as CBBs. These buses are the slack nodes for area A2 and A3 
respectively. A1 is located at level 1 since it includes the main slack node of the 
system. A2 and A3 are located at the same level 2. 
For a generic time t, AEA 1 performs the ALC task and it updates its own three-tuple 
(3.19) as: ? ?A AEA : ,SL, ( t )?1 11 . Since AEA 1  has the SL status mode, it sends the 
INFORM message along with the obtained values for AV ( t ) 12 , AV ( t ) 17  to A2 and A3 
at level 2. Afterward, AEA 1 sends the REQUEST message to A2 and A3 and asks them 
to perform the ALC task. AEA 2 and AEA 3 receive the REQUEST message from A1 
with the updated values for their slack nodes voltages. Normally, the A2 and A3 
status ( A? 2  and A? 3 ) should be changed to become similar to A? 1 . However, since 
2AEA and 3AEA have the highest level numbers, they are not able to change their 
status from LS to SL. The sets AN 2 and AN 3 are updated considering the received 
information from A1: ? ?A A AsN : ,V ( t ) ,S ( t )? ?? ?2 1 121 , ? ?A A AsN : ,V ( t ) ,S ( t )? ?? ?3 1 171 . Then, 
AEA 2 and AEA 3 perform the ALC task locally. They update their own three-tuples 
(3.19) as ? ?A A AsEA : ,LS ,S ( t ) , ( t )?2 2 21 , ? ?A A AsEA : ,LS ,S ( t ) , ( t )?3 3 31 . 
Subsequently, AEA 2 and 3AEA  send the INFORM message along with the computed 
values for AsS ( t ) 2 , AsS ( t ) 3 to 
AEA 1 which is located at the lower level. Once AEA 1
receives the INFORM messages from all the adjacent EAs at higher levels, it updates 
Advanced Decentralized Control of Active Distribution Networks with the Integration of 
Dispersed Energy Storage Systems 
 
its neighboring agent set: ? ?A AA A As sN : ,V ( t ) ,S ( t ) , ,V ( t ) ,S ( t )? ?? ?? ? ? ?3 31 2 22 72 2 . AEA 2  
and AEA 3 also send the REQUEST message to AEA 1 asking for the ALC task. The 
computed losses and power mismatches AsS ( t ) 2 and AsS ( t ) 3 are added to the load of 
bus 2 and bus 7 respectively before performing the ALC task. Since the ALC is to be 
performed by AEA 1  located at level 1, the convergence condition must be checked. In 
this respect, the AEA 1 verifies the main slack node injected power variations with 
reference to its previous value. If the variation is less than an acceptable threshold, 
the decentralized Top-down sweep scheduling is converged. Otherwise, the process 
continues until the convergence condition is met. 
3.2.3 Performance Evaluation 
The performance evaluation of the two methods is carried out by using a case study. 
For the sake of benchmarking the 123 IEEE test grids [158] is used. However, the 
network loads and PV injections are inferred from experimental data observed on a 
real ADN located in the southeast region of Switzerland. Non-dispatchable PV units 
are connected to the system. Their power injections are represented by voltage-
independent active power injections with the null reactive component1. The network 
loads are considered as voltage independent PQ absorptions. The lines are modelled 
using the classical equivalents. Thus, the reactive power associated to shunt 
impedance of the lines is also considered. The schematic of the system, as well as the 
zone decomposition obtained using the method presented in section II, is shown in 
Figure 3-9. The two proposed scheduling methods are applied in the system 
considering five ESSs.  
                                                     
 
1 It should be noted that reactive power compensation from only PV inverters could be sufficient to keep the 
acceptable voltage profiles only in network with low R/X ratios of longitudinal line impedance parameters, whereas 
in ADNs normally the feeder R/X ratio might be high. Moreover, the operation of PV inverters with non-unity power 
factor will result in lower active power production [171]. As a result, in this paper it is considered that the control of 
the grid is obtained only using ESSs. 
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Figure 3-9 Clustered IEEE 123 nodes test system 
3.2.3.1 Distributed Load Flow Solution in Thévenin-Based Method 
As a consequence of the network partitioning, buses 23, 26, 72, 73, are considered as 
CBBs. In order to validate the computation of the network equivalents, Figure 3-10 
shows the CBB voltage profiles in a given day with no ESS contribution. In 
particular, Figure 3-10 compares the CBBs voltage magnitudes computed by a fully 
centralized vs a decentralized load flow accounting for the network equivalents. 
Figure 3-11 indicates the largest error of voltage amplitude of each CBB at each 
iteration of Thévenin model update for a specific time. It reflects the convergence of 
the process during the iterations. In this respect, Figure 3-11 also shows the number 
of times a given load-flow needs to be computed for a given control action. It can be 
seen that the method converges in few iterations. 
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Figure 3-10 CBB voltage profiles with no ESS control actions: comparison between a fully-
centralized load flow and a local load flow with Thévenin equivalents method 
 
Figure 3-11 Maximal error of voltage amplitude of each CBB for each iteration of Thévenin 
model update 
3.2.3.2 Distributed Load Flow Solution in Top-Down Sweep Method 
Figure 3-12 shows the largest error of the transferred losses among areas in each 
iteration for a given time-step (i.e., for a given control action). The subsequent 
downtrend of all curves shows the convergence of the proposed method, properly. It 
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also shows the number of times that a given load-flow needs to be computed for a 
given control action. Also, in this case it can be seen that the method converges in 
few iterations. 
 
Figure 3-12 Maximum errors of transferred losses among areas for each iteration of the 
Top-down sweep scheduling method 
3.2.3.3 Performance Assessment 
In order to show the performances of the two methods concerning the improvements 
in the voltage profiles, they are compared with the equivalent centralized scheme. 
In all the simulations, the optimization problem is solved using the YALMIP 
optimizer [159] and Gurobi optimization software [160]. Figure 3-13 shows the 
maximum, minimum and mean values of all the network node voltages for each 15-
minutes period of the day, for the following cases: i) no control on ESSs, ii) 
centralized scheme, iii) Thévenin-based decentralized and iv) Top-down sweep 
decentralized scheme. As it can be seen, both decentralized scheduling methods 
provide almost the same voltage improvements compared to the centralized scheme. 
As expected, the proposed decentralized methods lead to slightly worst voltage 
profiles in comparison with the centralized one since they do not account for VSC 
associated to ESSs located in areas other than the targeted one. However, they 
always allow limiting the voltage deviations within the range and avoiding the need 
of sharing all the network data.  
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Figure 3-13 Distribution of all node voltages for i) no control, ii) centralized scheme, iii) 
Thévenin-based decentralized scheduling scheme   and iv) Top-down sweep decentralized 
scheduling scheme (the time is discretized with a 15 minutes’ interval) 
The root-mean-square error (RMSE) between centralized and decentralized 
approaches is calculated using (3.21), for one-year voltage profile for all buses of the 
system. The results are shown in Figure 3-14. 
maxT N
centralized decentralized
t i
(V ( i ,t ) V ( i ,t ))
RMSE N
?
?
?
? ? 2
1  
 
(3.21) 
 
It can be seen that the RMSE differences for the centralized vs. decentralized 
schemes are in the order of 0.2%. By comparing the results shown in Figure 3-13 and 
Figure 3-14 associated to the two decentralized method, it can be seen that the Top-
down sweep scheduling method performs slightly better than the Thévenin-based 
one. As a matter of fact, the use of the network equivalents involves the 
approximated representation of the external areas using, indeed, a linearized model 
represented by the network equivalent itself. 
In order to have a more comprehensive comparison of the proposed methods, the 
scenarios referring to two different days in summer and winter are considered. 
Figure 3-15 shows the empirical CDFs of the difference of the bus voltages obtained 
by the centralized algorithm and the two proposed decentralized ones. Also in this 
minimum mean maximum
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case, it is observed that the behavior of the Top-down sweep scheduling method is 
closer to the centralized one rather than the Thévenin-based method.  
 
Figure 3-14 RMSE between centralized and decentralized approaches 
 
Figure 3-15 CDF of the difference of the bus voltages obtained by the centralized and the 
two proposed decentralized scheduling methods for two days in summer and winter 
Figure 3-16 and Figure 3-17 shows the CDFs of the differences between the active 
and reactive power set-points of ESSs obtained by centralized scheme and the two 
proposed ones for both scenarios. It is seen that the active/reactive power set-points 
of ESSs in Top-down sweep method are also closer to those in the centralized one 
than those in the Thévenin-based one. 
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Figure 3-16 CDFs of the difference between the active/reactive power set-points of ESSs 
obtained by Centralized (cen) and Thévenin-based (thev) / Top-down sweep (TD) methods 
for a day in winter. 
 
Figure 3-17 CDF of the difference between the active/reactive power set-points of ESSs 
obtained by Centralized (cen) and Thévenin-based (thev) / Top-down sweep (TD) methods 
for a day in summer 
The computational time is calculated for centralized and the two proposed 
decentralized method for a given day. The results is shown in Figure 3-18. As 
expected, it is seen that the decentralized schemes relieve the computational burden 
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since the amount of information to be centrally treated would considerably decrease. 
This computation time has been achieved on a workstation equipped with a 2.7 GHz 
quad core INTEL i7 processor, 8 GB of RAM running the Matlab® computation 
environment. 
3.2.3.4 Optimality 
It should be pointed out that the centralized problem in our case is a convex 
optimization problem which always leads to a global optimal solution. Linear 
programming technique using voltage sensitivity coefficients are used for this 
purpose. Although the two proposed decentralized algorithms are of heuristic nature 
providing sub-optimal solutions, they are very close to those of the equivalent 
centralized problem (see Figure 3-14). In addition, the convergence of the two 
proposed algorithms are shown in Figure 3-11and Figure 3-12 for a grid with 123 
nodes that exceed the size of typical distribution networks. 
3.2.3.5 Agent Exchanged Messages 
The number of exchanged messages for both proposed decentralized algorithm are 
shown in Figure 3-19 for an entire year. It can be seen that the number of messages 
exchanged among the EAs in the Top-down sweep scheduling method is much lower 
than the ones in the Thévenin-based scheduling method. 
 
Figure 3-18 Computational time burden comparison between Centralized and the two 
proposed decentralized method for a given day 
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Figure 3-19 Number of exchanged messaged per time interval (i.e., 15 min) for both 
proposed decentralized method along an entire year 
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Part III. Decentralized Adaptive Model-Based Real-Time Control 
for Active Distribution Networks Using Energy Storage 
Systems 
This part proposes a real-time decentralized control algorithm in multi-area ADNs 
relying only on distributed BESSs. In particular, we propose a zonal control strategy 
targeting voltage support and line congestion management. The proposed zonal 
control relies on an accurate dynamic model of BESSs capable to account for their 
DC active power limits. For this purpose, an experimentally-fitted two-time constant 
(TTC) dynamic model presented in chapter 2 for Lithium-based battery is used. An 
agent is assigned to each area and MAS is used for implementing the communication 
among different areas. 
This part is structured as follows: Section III.1 presents different existing control 
methods for ADNs. Section III.2 reviews the two BESS model presented in chapter 
II (CR and TTC models). The formal computation of DC active power of the BESS is 
presented in this section. Section III.3 proposes the decentralized grid control 
strategy including voltage control and congestion management based on the BESS 
dynamic model presented in III.2. Section III.4 illustrates the performance 
evaluation of the proposed control method with reference to the IEEE 13 node test 
distribution feeder. 
3.3.1 Review of Existing Decentralized Real-Time Control Methods 
Due to the increasing penetration of DGs, the issue of voltage regulation of ADNs 
becomes more significant. Several methods have been proposed in the literature to 
overcome this issue including centralized and decentralized schemes [161]. [129] 
proposed a centralized primary voltage control using real-time demand response 
broadcast low-rate communication signal. Also, it used the same broadcast signal 
deployed for controlling loads to manage the distributed storage. Decentralized 
voltage control using the DGs’ inverters has been proposed, for instance, in [13], [14], 
[162], [163], [164]. However, the optimal coordination of hundreds of inverters might 
require a complex telecommunication infrastructure leading to high investment 
costs. In addition, the active power control by DGs might be not permitted due to the 
existing grid code for prosumers. Thus, in the network characterized by high ratios’ 
R/X of longitudinal line impedances, the reactive power compensation relying on 
those DGs’ inverters could not be sufficient to achieve satisfying grid control. 
Moreover, the coordination strategy between agents are centrally treated by 
registering all the agents in a common directory.  [165] used On-Load Tap Changing 
method in order to control the grid voltages in a distributed manner. However, the 
structure of the feeders affects the effectiveness of this method significantly. In [5] 
different agents are proposed for each DG, bus, load, and feeder. Thus, the 
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distribution system operator should install extra controllers/agents in some specific 
buses which impose extra investment costs. In addition, none of the presented works 
account for the dynamic behaviour of the controlled devices.  
In this work, a novel decentralized real-time control is presented using the 
clustering technique presented in part II. It is assumed that each area is controlled 
by the controller associated to its corresponding ESS. With this assumption, the 
influence of the DGs on the grid is indirectly regulated by the controllers already 
available at the ESSs. The peculiarity of distributed control in multi-area systems is 
that the internal state of each area is not shared with the others. 
In a previous work [166], the author of this thesis has proposed a control process 
where ESSs is used for the grid control. In that work, the ESSs have been modeled 
as ideal energy reservoirs and their dynamic behavior was not taken into account. 
In this part, an adaptive model-based control (MBC) relying on the accurate dynamic 
representation of BESSs is proposed. For this purpose, an experimentally-fitted two-
time constant dynamic model of Lithium-Titanate battery, is used. For this purpose, 
at each time step, the controller solves a control optimal problem and it determines 
a feasible BESSs operating points (i.e. their active/reactive power set-points) with a 
refresh rate that, for instance, can be of hundreds of ms. Then, assuming to know 
the SoE, the controller computes the operative bounds of the BESSs in terms of DC 
active power limits for the next time step. These bounds are included as constraints 
in the control optimization problem.  
3.3.2 BESS Dynamic Models 
Since BESSs are supposed to be the only controllable devices of the ADN regulator, 
their modeling will inherently influence the feasibility and optimality of the 
regulator actions. In this respect, the detailed two BESS models (CR and TTC 
models) presented in chapter 2 part III are used and compared to compute the real-
time power output constraints of the BESS. These constraints are considered in the 
real-time MBC algorithm. 
3.3.2.1 Charge Representative Model (CR) 
This type of model (e.g., [29]) does not account for the internal charge flow and 
diffusion processes of battery cells. Instead, it considers the cell as an ideal reservoir 
of charge and energy. As mentioned before, the SoC does not explicitly quantify the 
energy reservoir level of the storage system. Therefore, SoE is used to indicate the 
energy that can be extracted from a generic storage system at any discharge rate. 
SoE is defined with a unity energy efficiency of the device using (3.22). 
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(3.22) 
As a result, BESSs are represented as an ideal energy reservoir. No dynamics of the 
BESS are considered and, therefore, its constraints are only the SoE upper and lower 
bounds. It is interesting to observe that, since there is no voltage dynamic accounted 
in this model, charge and energy are equivalent quantities. 
3.3.2.2 BESS TTC State Space Model 
The most common electrical model of Lithium-based electrochemical cell is based on 
the adoption of an equivalent Thévenin-circuit (e.g., [118]). As shown in chapter 2 
and Figure 3-20, this model is composed of two RC time constants (see chapter 2-
part III for more details). Since it is considered that the delivered/absorbed charge 
of the battery changes continuously due to the real-time voltage controller, the effect 
of the redistribution phenomena can be neglected. 
 
Figure 3-20 BESS TTC model 
From the TTC equivalent circuit shown in Figure 3-20, it is possible to derive the 
state space model (3.23)-(3.25) expressed as a function of two state variables
TV VX ,? ? ?? ?1 2 , dcBESSI  as the only input and dcBESSV  as the only output. 
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(3.25) 
The energy flow is assumed to be positive during the charge and negative during the 
cell discharge. All the cell parameters depend on the SoE as well as on Crate. For 
this reason, matrices A, B, and D need to be experimentally fitted for different SoE 
using the process described in chapter 2. 
Formal Computation of the BESSs DC Power Constraints 
The computation of DC power here is inspired from the work presented in [167] for 
the case of electrochemical double layer supercapacitors. The active power of BESS 
cell is calculated by (3.26) at each time step. 
? ? ? ? ? ?dc dc dcBESS BESS BESSP t V t I t? ?  (3.26) 
 
The power of the BESS changes dynamically with the SoE since the parameters of 
the TTC are function of this quantity. For this purpose, the following assumptions 
are made: 
- Parameters of the TTC model are known and obtained by means of the 
process described in chapter 2 as a function of the SoE. 
- The battery cells are arranged in suitable parallel and series connections to 
form an array of a given total energy and power capacities such that the 
status of one cell identifies the entire array. 
- The maximum of ? ?dcBESSP t  is associated to the cell charge (positive value) and 
its minimum to the cell discharge (negative value). It is obvious that the 
limits for the BESS DC power change dynamically with SoE. 
It is assumed that the update rate of the battery set-points imposed by the controller 
is small enough ( t ms? ?100 ), thus SoE, and, consequently the battery parameters, 
can be considered constant between two consecutive set-point computations. This 
assumption is reasonable in view of the typical large size of BESS resulting from 
optimal planning problems. It is worth observing that AC active/reactive set-points 
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of the BESS are kept constant between two subsequent updates of the controller set-
points. Therefore, by knowing SoE at time t t? ? , the SoE for the next time t is 
computed using (3.22). At time (t t? ? ), a set of all feasible DC power set-points for 
the next time interval ([t t? ? ,t ]) are computed accounting for minimum/maximum 
? ?dcBESSV t , ? ?dcBESSI t  and ? ?BESSSoE t  (i.e., 
dc,min dc,maxdc ,min dc ,max min max
BESS BESS BESS BESS BESS BESSV ,V ,I ,I ,SoE ,SoE ). 
Using (3.25) and (3.26), the ? ?dcBESSV t  is computed as a function of ? ?dcBESSP t  for the 
current time t using (3.27).  
? ? ? ?? ? ? ? ? ? ? ?dcBESSdc dcBESS BESS X X P tV t f P t ? ?? ? C C D
2 4
2
 
(3.27) 
Since we assume that the BESS power flow is positive during its charge and ? ?dcBESSV t  
is always positive, the only feasible solution of (3.27) for the charging phase is the 
one linked to the positive sign of the square root. For the discharge (negative power 
flow), both solutions linked to the positive and negative signs might give positive
? ?dcBESSV t . As known, the battery DC voltage has continuous behavior. Thus, the 
continuity should stand also on the zero crossing of the BESS power flow (from 
charge to discharge or vice versa). As a result, charging with a small amount of 
positive DC power (? ? ) gives the same amount of DC voltage as for the case of 
discharging with small amount of negative DC power (? ? ). 
? ? ? ?dc dcBESS BESS
dc dc
BESS BESSP t P tV t V t? ?? ?? ?
? ? ? ??? ? ? ?? ? ? ?  
 
(3.28) 
Since ? ?dcBESS
dc
BESS P tV t X? ??
? ? ?? ?? ? C , the only acceptable solution for the discharge phases 
is the one linked to the positive sign likewise the charging case. 
To sum up, with a unique value of dcBESSP , there is one and only one feasible solution 
for dcBESSV  given by (3.29). 
? ? ? ? ? ? ? ?dcBESSdcBESS X X P tV t ? ?? C C D
2 4
2
 
 
(3.29) 
Matrices C and D, as well as the system state X, are related to the current time-step. 
However, for the sake of simplicity, the index of time is removed. Note that the 
square root in (3.29) results in finding the critical DC power computed by (3.30). 
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? ? ? ?dc ,crBESS XP t ?? CD
2
4
 
 
(3.30) 
? ?dcBESSP t should be always greater than the ? ?dc ,crBESSP t .  
Since the function ? ? ? ?? ?dc dcBESS BESSV t f P t?  has a monotonic behavior (see proposition 
I), the limits of the DC power can be easily computed. 
Proposition I: The function of ? ? ? ?? ?dc dcBESS BESSV t f P t?  shown by (3.28) is monotonic.  
Proof:  
A function is monotonic if and only if it is either entirely increasing or 
decreasing in the considered interval. Therefore, for any two values of 
? ?? ?dcBESSP t 1 and ? ?? ?dcBESSP t 2 ; if ? ?? ? ? ?? ?dc dcBESS BESSP t P t?2 1  then 
? ?? ? ? ?? ?dc dcBESS BESSV t V t?2 1  (or if ? ?? ? ? ?? ?dc dcBESS BESSP t P t?2 1  then
? ?? ? ? ?? ?dc dcBESS BESSV t V t?2 1 ). 
Using (3.29) and taking the derivative of ? ?dcBESSV t with respect to ? ?dcBESSP t , we 
get: 
? ?
? ? ? ? ? ?
dc
BESS
dc dcBESS BESS
dV t
dP t X P t
?
?
D
C D2 4
 
 
(3.31) 
Since the argument of the root as well as D are positive, ? ?? ?
dc
BESS
dc
BESS
dV t
dP t
? 0  . Thus, 
? ?
? ?
? ?? ? ? ?? ?
? ?? ? ? ?? ?
dc dc dc
BESS BESS BESS
dc dc dc
BESS BESS BESS
dV t V t V t
dP t P t P t
?? ?
?
2 1
2 1 0  
 
(3.32) 
From (3.32), it is clear that if ? ?? ? ? ?? ?dc dcBESS BESSP t P t?2 1 , then 
? ?? ? ? ?? ?dc dcBESS BESSV t V t?2 1   (conversely if ? ?? ? ? ?? ?dc dcBESS BESSP t P t?2 1  , then
? ?? ? ? ?? ?dc dcBESS BESSV t V t?2 1 ). 
?  
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In order to find the limits of the BESS DC active power, we rely on the following 
constraints related to DC voltage, DC current and SoE limits: 
? ?
? ?
? ?
dc,min dc,max
  
  
  
dc ,min dc dc ,max
BESS BESS BESS
dc
BESS BESS BESS
min max
BESS BESS BESS
a) V V t V
b) I I t I
c ) SoE SoE t SoE
? ? ??? ? ??? ? ??
 
 
(3.33) 
 
a) DC voltage limits: 
Rewriting (3.29), we can obtain ? ?dcBESSP t  as a function of ? ?dcBESSV t  shown by (3.34). 
This function is plotted in Figure 3-21. It is clear that the part related to the negative 
DC voltage is not feasible (blue-shaded area). 
? ? ? ?? ? ? ? ? ? ? ?dc dc dc dcBESS BESS BESS BESSXP t f V t V t V t? ? ?? ? ?? ?? ?
C
D D
21 1  
 
(3.34) 
 
It should be noted that during charging, ? ?dcBESSV t increases. Thus, the maximum 
? ?dcBESSP t  is obtained during charging phase considering the maximum limit of the 
DC voltage ( ? ?dc dc ,maxBESS BESS
dc maxV
BESS V t VP t ?
? ?? ?? ? ). On the contrary, during the discharge, 
? ?dcBESSV t decreases and the minimum ? ?dcBESSP t  is reached only during discharging 
phase considering the minimum limit of the DC voltage ( ? ?dc dc ,minBESS BESS
dc min
BESS V t VP t ?
? ?? ?? ? ). 
Moreover, it should be noted that the pink-shaded area in the discharging phase is 
inconsistent with continuity.  
The DC power constraints accounting for the DC voltage limits (
? ? ? ? dc ,maxV dc ,minVBESS BESSP t , P t ) are computed by (3.35). 
? ? ? ?
? ?
dc ,maxV dc ,max
BESS BESS
dc ,minV dc ,min
BESS BESS
P t f V
XP t f max V ,
?
?
? ???? ? ?? ??? ? ?? ?? ?? ? ?
C
1
1
2
 
 
(3.35) 
Advanced Decentralized Control of Active Distribution Networks with the Integration of 
Dispersed Energy Storage Systems 
 
 
Figure 3-21 DC power of BESS as a function of DC voltage 
b) DC current limits: 
Eq. (3.36) is derived from (3.26) and (3.29). 
? ? ? ?? ? ? ? ? ? ? ?dc dc dc dcBESS BESS BESS BESSP t g I t I t X I t? ? ?D C2  (3.36) 
 
The function (g) is plotted in Figure 3-22. In charging phase, by increasing ? ?dcBESSI t , 
? ?dcBESSP t increases. Thus, the maximum of ? ?dcBESSP t  is related to the maximum of dc 
current ( ? ?dc dc,maxBESS BESS
dc ,max I
BESS I t IP t ?
? ?? ?? ? ). During discharging phases with negative current 
flow, the minimum of ? ?dcBESSP t is corresponding to the one related to the dc,minBESSI (
? ?dc dc,minBESS BESS
dc ,min I
BESS I t IP t ?
? ?? ?? ? ). It should be noted that, due to the monotonic behavior of 
the ? ?dcBESSV t and the BESS model presented by (3.23), there is only one solution of 
? ?dcBESSI t related to the ? ?dcBESSP t . 
? ? ? ?
? ? ? ?
dc,max
dc,min
dc ,max I
BESS BESS
dc ,min I
BESS BESS
P t g I
P t g I
? ??? ???
 
 
(3.37) 
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Figure 3-22 DC power of BESS as a function of DC current 
c) SoE limits: 
Using (3.22) and knowing the SoE at the current time, the DC power as a function 
of SoE is computed and plotted in Figure 3-23. The green-shaded area is the feasible 
area considering the SoE limits. Thus, for the current SoE, the maximum/minimum 
? ?dcBESSP t are calculated by (3.38). nomE is the rated energy. 
? ? ? ?? ?
? ? ? ?? ?
dc ,max SoE maxnom
BESS BESS
dc ,minSoE minnom
BESS BESS
EP t SoE t SoEt
EP t SoE t SoEt
?? ? ??? ?? ?? ? ?? ??
 
 
(3.38) 
?  
As a results a set of dynamic constraints are defined by (3.39). 
? ? ? ? ? ? ? ?? ?
? ? ? ? ? ? ? ?? ?
dc ,max dc ,max I dc ,maxV dc ,max SoE
BESS BESS BESS BESS
dc ,min dc ,max I dc ,maxV dc ,min SoE
BESS BESS BESS BESS
P t min P t ,P t ,P t
P t max P t ,P t ,P t
? ??? ???
 
 
(3.39) 
In order to compute the AC active/reactive power limits of the BESS, the converter 
model needs to be taken into account. A bidirectional DC/AC converter is used to 
interface the storage with the grid. The power converter is assumed to operate in 
four quadrants. In order to model the power converter, the constraints on AC active 
and reactive power are taken into account. It is assumed that the DC/AC converter 
is characterized by an efficiency,?  independent of its power flow. Thus, the 
converter is modeled using (3.40) and (3.41). 
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? ? ? ? ? ?dc ac lossBESS BESS convP t P t P t? ?  (3.40) 
? ? ? ? ? ?loss ac acconv BESS BESSP t ( ) P t Q t? ?? ?2 21  (3.41) 
Considering the maximum/minimum DC active power of the BESS and using (3.40) 
and (3.41), the maximum/minimum AC active/reactive powers of BESS cell (
? ? ? ? ? ? ? ?ac ,max ac ,min ac ,max ac ,minBESS BESS BESS BESSP t ,P t ,Q t ,Q t ) on the AC side of the power converter are 
computed. It should be stressed that the TTC model includes also the CR model. If 
we consider the CR model only for BESSs, this constraint is neglected. 
 
Figure 3-23 DC power of the BESS as a function of SoE 
3.3.3 Distributed Grid Control Scheme 
3.3.3.1 General Principles 
Following the procedure presented in part I, the ADN is decomposed into k areas, 
each under the control of only one BESS. The mutual influences between the areas 
are neglected in order to avoid sharing the area internal states with the others. Thus, 
the control problem might be solved in a distributed manner. It is obvious that the 
number of CBBs involved in a given area is equal to the number of its neighbors. The 
zonal control is implemented using MAS concept [156]-[157]. In this work, Lithium-
based BESSs is the considered as ESS technology. Since the only controllable unit 
in the areas is the ESS, an agent is assigned to each area dedicated to the related 
BESS which is called “BESS Agent” (BA). BAs have a full vision on their own areas 
states including the state of their related BESSs units, and area loads/generations.  
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3.3.3.2 Area Adaptive Model-Based Control Algorithm (MBC) 
An adaptive real-time clustered MBC relying on an accurate dynamic representation 
of BESSs is proposed for multi-area ADNs. The proposed real-time control scheme is 
fully decentralized and performed independently by each BA in case of any bus 
voltage fluctuations over the limits or line ampacity violation in the corresponding 
areas. At each time-step, each BA performs two tasks: 
1) Compute PL&C profile 
 The BA computes the maximum AC active/reactive powers that it can import/export 
from/to its direct neighbors at CBBs by its related BESS, along with the cost for the 
exchanged power. These values are sent to the corresponding neighbors at each time 
step as Power Limits and Cost (“PL&C”) profile. In the same way, it receives the 
PL&C profile of the direct neighbors at each time step. In a given area, in order to 
compute the maximum active/reactive powers that it can import/export from/to each 
of its direct neighbors at its CBBs ( ? ? ? ? ? ? ? ?ac ,min ac ,max ac ,min ac ,maxCBB CBB CBB CBBP t ,P t ,Q t ,Q t ), the 
operational limits of the related BESS in terms of DC active power are taken into 
account ( ? ? ? ?dc ,min dc ,maxBESS BESSP t ,P t ). In this respect, power sensitivity coefficients ( P? and
Q? ) are used. P? and Q? are calculated using the so-called VSC [133] at each time-
step. For the sake of simplicity, the index of time is removed in the coefficients. The 
VSCs can be computed for both active/reactive powers of BESS located in ADNs (
PVSC , QVSC ). For each CBB, P? and Q?  specifically link CBB powers to BESS P/Q 
power variation using (3.42)-(3.43). 
CBB
P
P CBB BESS BESS CBB
BESS CBB P
CBBBESS CBB CBB
CBB
V
P P VSC
VP VSC
P
?
?
?
?
? ?? ? ? ???
?
 
 
(3.42) 
CBB
Q
Q CBB BESS BESS CBB
BESS CBB Q
CBBBESS CBB CBB
CBB
V
Q Q VSC
VQ VSC
Q
?
?
?
?
? ?? ? ? ???
?
 
 
(3.43) 
Knowing PBESS CBB?? , QBESS CBB??  and AC power limits at BESSs buses, the boundary 
limits of imported/exported P/Q at each CBB are obtained using (3.44)-(3.47). 
? ? ? ?ac ,min ac ,min PCBB BESS BESS CBBP t P t ?? ??  (3.44) 
? ? ? ?ac ,max ac ,max PCBB BESS BESS CBBP t P t ?? ??  (3.45) 
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? ? ? ?ac ,min ac ,min QCBB BESS BESS CBBQ t Q t ?? ??  (3.46) 
? ? ? ?ac ,max ac ,max QCBB BESS BESS CBBQ t Q t ?? ??  (3.47) 
At each time-step, each BA sends its AC active/reactive power limits at CBBs to the 
corresponding neighbors. Also, it sends the cost of the active power it can provide to 
the neighbors at CBBs. It is assumed that there is no cost for the exchanged reactive 
power between areas and the cost is only related to the exchanged active power. The 
cost of the ? ?acCBBP t  is calculated, for instance, by (3.48). 
? ? ? ?acCBBh t P t?? ? 2  (3.48) 
As a result, the five-tuple ? ? ? ? ? ? ? ? ? ?? ?ac ,max ac ,min ac ,max ac ,minCBB CBB CBB CBBP t ,P t ,Q t ,Q t ,h t  is 
updated by each BA at each CBBs as PL&C profile information. 
2) Local Optimization Problem 
Each BA monitors the area internal states (i.e. node voltages, line currents) with a 
refresh rate that, for instance, can be of hundreds of ms. In case of any violation on 
node voltages or line ampacity, it solves the MBC optimization problem locally 
accounting for the PL&C profiles received from neighbors. Finally, it determines a 
feasible BESS operating points (i.e. active/reactive power set-points) for its 
corresponding BESS as well as the required active/reactive powers needed from 
neighbors. In this study the power flow is assumed to be positive for power import 
and negative for power export.  The area optimization problem is formulated as 
(3.49). 
? ? ? ?
? ? ? ?
? ? ? ? ? ? ? ?
? ?
? ? ? ?
? ? ? ? ? ?
? ? ? ? ? ?
   
   
   
   
      
   
ac ac
BESS BESSac ac
CBB CBBw w
w w w
P t ,Q t
P t ,Q t
min max
ac ac
BESS BESS conv
dc ,min dc dc ,max
BESS BESS BESS
ac ,min ac ac ,max
CBB CBB CBB
min t t t t
a) SoE SoE t SoE
b ) P t Q t S
c ) P t P t P t
s.t
d ) P t P t P t
? ? ?? ? ? ? ? ? ? ?
? ?
? ?
? ?
? ?
1 2 3 4
2 2 2
? ? ? ? ? ?
? ?
    
    
w w w
ac ,min ac ac ,max
CBB CBB CBB
max
sr sr
e ) Q t Q t Q t
f ) I t I
? ?
?
 
 
(3.49) 
, , ,? ? ? ?1 2 3 4  are weighting the terms of the objective function. 
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a) Objective function: 
The objective function includes four parts: 
a.1) BESSs operation costs ? ?? ?t?   
The operation cost of the battery is expressed with (3.50) as a penalty of the deviation 
of the SoE from a reference value. Since the adopted control does not include any 
prediction on the load absorptions and DG injections, this choice is justified to keep 
the battery into an average SoE condition that allows to equally absorb and provide 
energy with respect to the stochastic injections/absorptions. 
? ? ? ?? ? ? ? ? ?? ?reft k SoE t SoE a SoE t b SoE t c? ? ? ? ? ? ? ?4 2  (3.50) 
Where a,b,c  are constant. The function ? ?t?  is shown in Figure 3-24. It is seen that 
the cost increased significantly when the battery SoE is close to the fully 
charged/discharged condition. 
a.2) Area node voltage regulation  ? ?? ?t?   
In order to keep the area nodes voltages, close to the desired value, the norm of the 
voltage deviations is minimized for all nodes of the area at each time-step. 
? ? ? ?  
area
i ref
i N ,t
t V t V
?
? ? ?? 2   
(3.51) 
Since the link of this objective function with the control variable is non-convex 
(power flow equations), we have adopted a linear programming approach relying on 
VSC. As a result, the voltage at bus i could be expressed as its initial measured value 
( ? ?initiV t ) plus a variation ( ? ?iV t? ) provided by the BESSs pertaining to the current 
area and its neighbors. 
? ? ? ? ? ?initi i iV t V t V t? ? ?   
(3.52) 
i ,tV?  is computed by the following linear equation: 
? ? ? ? ? ?? ?
? ? ? ?? ?   w w w w
ac P ac Q
i BESS BESS i BESS BESS i
CBBN ac P ac Q
CBB CBB i CBB CBB i
w
V t P t VSC Q t VSC
P t VSC Q t VSC
? ?
? ??
? ? ? ? ? ?
? ? ??
1
 
 
(3.53) 
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Figure 3-24 BESS cost function expressed by (3.50) 
a.3) Imported/Exported (IE) energy costs ? ?? ?t?   
The cost of the required active power from neighbors should be minimized in order 
to solve the problem locally. This objective function is computed by (3.54). 
? ? ? ?wCBBN acw CBBwt P t??? ? ??
2
1
 (3.54) 
a.4) Area line current flow regulation ? ?? ?t?   
In order to keep the area line currents below the line ampacity, the norm of the area 
line current is minimized for all lines of the area at each time-step. It should be noted 
that the area line current is normalized at its ampacity. 
? ? ? ?  
area
sr
s ,r N ,t
t I t
?
? ? ? 2  (3.55) 
 
As for the voltage regulation, the sensitivities allow to obtain the linear relations 
between the line currents and the active/reactive power injections of BESSs 
pertaining to the current area and its neighbors. Current sensitivities ( P Q,? ? )  with 
respect both P/Q are computed online solving a linear system of equations as 
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presented in [133]. Thus, the line current between any two area nodes (s and r) could 
be expressed as its initial value ( ? ?initsrI t ) plus a variation ( ? ?srI t? ). 
? ? ? ? ? ?initsr sr srI t I t I t? ? ?  (3.56) 
? ?srI t?  is computed with the following (approximated) linear equation: 
? ? ? ? ? ?? ?
? ? ? ?? ?   w w w w
ac P ac Q
sr BESS BESS sr BESS BESS sr
CBBN ac P ac Q
CBB CBB sr CBB CBB sr
w
I t P t Q t
P t Q t
? ?
? ??
? ? ?? ? ?? ?
?? ? ???
1
 
 
(3.57) 
 
 
b) Constraints 
In the control optimization problem formulated as (3.49), the constraints are related 
to the SoE limits, PQ capability curve of the power converter, BESS DC active power 
limits, CBBs active/reactive imported/exported power constraints and line current 
ampacity limits respectively demonstrated by (3.49)-(a-f). 
c) Optimality 
It should be pointed out that the proposed local area control problem is a convex 
optimization problem which always leads to a global optimal solution. In fact, the 
linear programming technique using voltage sensitivity coefficients are used for this 
purpose. 
 
d) Implementation and Communication 
All the interactions between agents take place via a form of message passing. The 
exchanged message functions or actions used in this part are the same as those used 
in Part II: 
-  INFORM: the sender informs the receivers that some actions are performed. 
It also sends its new updates;  
- REQUEST: the sender requests from the receivers to perform some actions;  
- ACCEPT: the action of accepting a request;  
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- REFUSE: the action of refusing a request;  
- CONFIRM: the sender informs the receivers that a given proposition is true, 
where the receiver is known to be uncertain about the proposition.  
The structure of message exchange is peer-to-peer (p2p) as any agent is able to 
initiate communication with its adjacent one or to be the subject of an incoming 
communication at any time from those adjacent agents. The general framework of 
the communication is shown in Figure 3-25. At each time step, BA sends the 
INFORM message to its direct adjacent BAs with the updated “PL&C” information. 
BA monitors the state of its area (i.e. node voltages, line currents) from sensors 
located in the system. Only in case an area node voltage is outside the limits or a 
line current violates the ampacity limit, the BA solves the local optimization problem 
formulated by (3.49) thanks to the updated PL&C information received from the 
neighbors. Consequently, active and reactive powers of related BESS and CBBs are 
computed. The required P/Q powers from corresponding neighbors are sent as a 
REQUEST message to the related BAs. The received REQUEST message by each 
neighbor is inserted into a request queue. Different strategy can be used to process 
the received requests. In this study the “First in- First serves” strategy is used for 
this purpose. Each BA who has received the REQUEST message, should make the 
decision in order to ACCEPT or REFUSE the request based on the feasibility of its 
expected internal state. Actually, the expected internal state (node voltage and 
current flow profiles) is assessed using voltage/current sensitivity coefficients. If a 
BA cannot meet the request demand powers, it sends the REFUSE message. In this 
case, the BA with voltage/current violations should solve the control optimization 
again considering the new updated PL&C profiles. After receiving the ACCEPT 
messages from all the neighbors, the BA of concern sends CONFIRM message to 
them in order to let them to change their P/Q set-points of their related BESSs 
providing therefore the requested powers at corresponding CBBs; obviously in the 
same time the P/Q set-points of the internal BESS are updated as well. 
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Figure 3-25 Communication structure among BAs 
3.3.4 Performance Evaluation 
The performance evaluation of the proposed control method is carried out making 
reference to the 13 nodes IEEE test grid [158]. The network loads and PV injections 
are inferred from a real feeder of the 20 kV ADN on EPFL campus [168]. Non-
dispatchable DG units (PVs) are connected to the system at buses 4, 8 and 10. Their 
power injections are represented by voltage-independent active power injections 
with null reactive component. The schematic of the system is shown in Figure 3-26. 
The aggregation of loads apparent power absorptions and PVs active power 
injections for a given day is shown in Figure 3-27.  
The proposed control methods are applied in the system considering three BESSs 
located at buses 4, 6 and 12. Consequently, 3 areas are obtained. Bus 2 and 7 are 
selected as CBBs between areas A1 and A2, A3 respectively. In all the simulations, 
the optimization problem is solved using the Matlab® and YALMIP optimizer [159]. 
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The simulations are run on a workstation equipped with a 2.7 GHz quad core INTEL 
i7 processor, 8 GB of RAM. 
 
Figure 3-26 IEEE 13 node test system 
 
Figure 3-27 Aggregation of loads/PVs absorptions/injections (base power: 5MW) 
In order to show the effectiveness of the proposed method, the centralized equivalent 
algorithm is chosen as benchmark. The control problem formulation for centralized 
method is presented in Appendix B. To this end, a comparison is made in case of I) 
no control in the network, II) centralized equivalent method III) proposed 
decentralized control method. 
Error! Reference source not found. shows the maximum, minimum, average values 
of all the area node voltages for the three areas. As expected, the proposed 
decentralized method leads to slightly worst voltage profiles in comparison with the 
centralized one since it does not account for VSC associated to BESSS located in 
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areas other than the targeted one. However, they always allow limiting the voltage 
deviations and avoiding the need of sharing all the network data. 
Error! Reference source not found. shows the absolute values of the current flow in 
lines 1-2 and 2-3 and the corresponding line ampacities in the three cases. It is clear 
that in the case of no control there are line current violations. This problem is solved 
using the proposed control methods. It should be noted that line current ampacity 
constraint is a hard constraint. As it is seen in Error! Reference source not found. , 
due to the large PV production, there are periods during the day when both the 
voltage and currents exceed the allowed limits. This is mostly seen in area A1. Due 
to the hard line current constraint, the proposed algorithm keeps the current below 
the limits. However, the control action is not sufficient to manage efficiently the 
voltage control that, on the contrary, is on the objective of the control function. The 
maximum variation of voltage in area A1 has yet improved with respect to the case 
with no control action. 
SoE of the three BESSs are shown in Figure 3-30. It is seen that due to the large 
penetration of PVs (particularly at node 4), the BESSs are charged.  
The two-presented models for BESS in part II are compared in order to see the 
influence of the accurate BESS model on the grid voltage control. Centralized control 
is only used for this purpose. Figure 3-31 shows the SoE of the three BESSs for both 
presented models. It is worth observing that, the set-point computed by the optimal 
controller are different for the two models. From Figure 3-31, it can be seen that a 
lower energy net flow is requested when BESSs are modeled using the TTC model. 
The DC powers of BESSs for both models are shown in Figure 3-32, Figure 3-33 and 
Figure 3-34. It can be seen that the action of the computed DC power limits in the 
TTC model is evident. As it is seen, using the CR model, the DC powers asked from 
the BESSs can violate operational DC limits of the BESS. 
Figure 3-35 shows, the maximum, minimum and average values of all the network 
node voltages for the two cases (centralized control) as well as the case with no 
BESSs control. As it can be seen, the centralized control coupled with the TTC model 
leads to slightly worst voltage profiles due to the limiting action of the BESS DC 
constraints. However, the solution provided by this controller always satisfy the 
operational limits of the BESSs and, therefore, provide feasible solutions with 
respect to the constraints of these devices. 
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Figure 3-31 SoE for the two CR and TTC model of BESS 
 
 
Figure 3-30 SoE of the BESSs in three areas 
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Figure 3-32 DC power of BESS 4 for the CR and TTC models 
 
Figure 3-33 DC power of BESS 6 for the CR and TTC models 
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Figure 3-34 DC power of BESS 12 for the CR and TTC models 
 
Figure 3-35 Distribution of all node voltages for the three cases: 1) no control for BESS, 2) 
CR model of BESS, 3) TTC model of BESS 
Conclusion 
This chapter has first discussed the partitioning of Active Distribution Network 
(ADN) in order to define distributed voltage control processes actuated by means of 
a limited number of distributed Energy Storage Systems (ESSs). In this respect, part 
I has illustrated the process to define the areas for which each ESS maximizes its 
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influence. This clustering relies on linear programming using the concept of voltage 
sensitivities. Performing a probabilistic load flow allows to infer the Voltage 
Influence Factor (VIF) of ESS injected/absorbed powers on the grid nodal voltages. 
Based on this clustering, two decentralized scheduling strategies have been 
illustrated in part II. The first one relies on the concept of Thévenin equivalents of 
adjacent areas whilst the second one relies on the iterative adjustment of the power 
equilibrium of the areas. In both proposed methods, the mutual influences between 
the areas are sacrificed in order to avoid sharing the area internal states with the 
others. The Thévenin-based scheduling approach is an asynchronous algorithm in 
which each ESS can control its own area using the last information made available 
by the adjacent ones in order to infer the relevant network equivalents. Thus, the 
main feature of the proposed method is the independence of the voltage control for 
each area and the possibility for any area to join into or move back from the 
scheduling scheme. On the contrary, in the Top-down sweep scheduling approach 
the scheduling of each area depends on its neighbors. 
Both algorithms are implemented in a MAS environment with different 
architectures of the message exchange. It has shown that both methods provide 
almost the same voltage improvements compared to the equivalent centralized 
problem. Due to the approximation considered for computing network equivalent 
model, the Thévenin-based scheduling method results in slightly worse voltage 
profiles than the Top-down sweep method. In addition, the number of exchanged 
messages among the areas in the Top-down sweep method is less than the ones in 
the Thévenin-based method resulting in less computation burden. With respect to a 
centralized algorithm, the aim of the network clustering is to reduce the 
computational burden among the clusters when one of the two proposed 
decentralized algorithms is adopted. 
Part III has proposed a decentralized adaptive model-based real-time grid control 
(voltage control and congestion management) using Battery Energy Storage Systems 
(BESSs). The proposed method relies on an accurate dynamic model of the BESSs 
for the clustered Active Distribution Networks in presence of stochastic energy 
resources.  An area control agent (BA) is assigned to the related BESS in the area 
which performs the proposed control optimization algorithm and makes decisions 
independently using the last updated information (PL&C) made available by the 
adjacent ones. Two different BESSs models presented in chapter 2, namely Charge 
Representative (CR) model and Two Time Constant (TTC) model, are used. These 
two models have been considered in a decentralized control algorithm and congestion 
management. The analytical computation of the battery DC power constraints using 
the TTC model is considered in the area optimization problem solved by each BA. 
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The communication among areas is implemented using Multi-Agent Systems in 
terms of message exchange pattern. 
The performance of the proposed method is compared with those obtained for the 
case where BESSs are modeled as ideal energy reservoirs (CR model). Such an 
assessment is carried out using a numerical example referring to IEEE 13 buses 
distribution test feeder suitably adapted to include stochastic generation and BESSs. 
It is shown that, for the considered operation scenarios, the proposed grid control 
method provides feasible voltage and current profiles. The control coupled with the 
TTC model leads to slightly worst voltage profiles due to the limiting action of the 
BESS DC constraints. However, the solution provided by this controller always 
satisfy the operational limits of the BESSs and, therefore, provide feasible solutions 
with respect to the constraints of these devices. On the contrary, the adoption of the 
CR model might provide unfeasible solution since the DC voltage/current limits of 
BESSs may not be respected. 
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As known, Distributed Generations (DGs) emerge as an alternative power resource 
to Active Distribution Networks (ADNs). However, since most of high penetration of 
DGs are not utility owned and characterized by high degree of uncertainty, the 
control and operation of ADNs are different from traditionally expected behavior. In 
general, the main problem associated to the considerable connection of DGs is 
represented by the quality-of-service of ADNs usually associated to node voltage 
quality and line congestion mitigation. This thesis offers a promising near-term 
solution using distributed Energy Storage Systems (ESSs) which can guarantee a 
more flexible network. In this respect, advanced control/scheduling methods are 
proposed for ADNs actuated by means of a limited number of distributed ESSs. For 
this purpose, advanced models of ESSs are considered. Thus, in addition to the 
proposition of a generic charge representative model for any electrochemical ESSs, 
an improvement of the most common electric equivalent circuit models for the two 
ESS devices, namely double-layer supercapacitors and electrochemical lithium-
based batteries are proposed for the deployment of specific control schemes. In order 
to develop the control/scheduling algorithms, ADNs are clustered using a novel 
network partitioning strategy with the aim of optimal voltage control. Then two 
decentralized operational scheduling algorithms and a real-time adaptive model-
based decentralized control algorithm for the clustered ADNs are proposed. 
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Summary and Conclusion 
 
4.1 Summary and Conclusion 
In what follows, a summary of the studies that have been accomplished to develop 
the proposed decentralized control/scheduling algorithms of ADNs integrating ESSs 
is presented. 
Control-Oriented Model of Energy Storage Systems 
Since the main hypothesis of this thesis is to control the ADNs only by means of 
ESSs, the accurate estimation of ESS behavior is utmost important. In this respect, 
this manuscript first focuses on the generic Charge Representative (CR) modeling of 
any electrochemical ESSs.  
Among the several approaches estimating the State-of-charge (SoC) of ESSs, 
coulomb counting method is more appropriate for online estimations. However, this 
method does not entirely account for the nonlinear capacity behavior. In this regard, 
an accurate algorithm for SoC estimations is proposed. Then, two ESS technologies 
(that fit the applications into ADNs), characterized by opposite characteristics, are 
selected intentionally; namely double layer supercapacitors with high power/low 
energy densities and electrochemical batteries with low power/high energy densities. 
In this respect, an improvement of the most common electric equivalent circuit 
models for the two devices is provided for the development of specific control 
schemes. It is based on the modeling of redistribution of charges that characterizes 
the dynamic behaviors of the two devices during long time charging/discharging and 
relaxation phases. The redistribution of charge consists three effects, namely rate 
capacity effect, hysteresis effect, and recovery effect. The first two effects are 
considered in the proposed SoC estimation algorithm and the recovery effect is taken 
into account considering virtual current generators. 
 It should be noted that, the virtual current generators do not violate the charge 
balance of the ESSs since they are not injecting an external current; but they model 
the movement of the charges already stored in the electrolyte. 
 Making reference to experimental tests carried out on a 325F supercapacitor and a 
30Ah Lithium-Titanate battery in DESL-EPFL Smart Grid Laboratory, this study 
first discusses the optimal parameters assessment of the relevant models and, then, 
the improvement of the model behavior by accounting for the charge redistribution 
phenomenon is demonstrated. In this respect, it can be concluded that the proposed 
enhanced models represent an adequate extension of the classical ones with a 
minimal computational overhead. Also, it is shown that the proposed models are 
robust against the temperature variations.  
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Theoretically, operation and control of ADNs can be achieved centrally through the 
dispatch of active and reactive power of ESSs. Such an active management scheme 
would involve the centralization of all the information and consequent decisions in a 
single processing unit (or Central Controller). Although the centralized strategy is 
the most straightforward way to achieve the management of the network, it has 
several drawbacks related to the computation complexity; the possibility of losing 
the only central supervisor; facing difficulties when global information is not 
available, and high investment requirement in communication and data processing. 
Due to the above-mentioned downsides, the decentralized schemes are considered 
subdividing the network into quasi-autonomous areas. To this end, given a set of 
ESSs optimally located in a balanced and radial ADN, this thesis proposes a network 
partitioning strategy for the optimal voltage control of ADNs. Thus, the network is 
decomposed into several areas; each under the control of one ESS which has 
maximum influence on its corresponding area. The proposed partitioning relies on 
linear programming using the concept of voltage sensitivities. Performing a 
probabilistic load flow allows to infer the voltage influence factor of ESS 
injected/absorbed powers on the grid nodal voltages. In order to define a 
decentralized scheme and decrease the communication costs and computation 
burden, it is assumed that the operating information within each zone is not shared 
with the others and each zone is independently controlled merely relying on the 
dedicated single ESS unit whose control variables are its active and reactive power 
set points; thus, it does not contain any directly-controllable generator, or load.  
Based on this clustering, two decentralized scheduling strategies and a real-time 
decentralized control algorithm for the clustered ADNs are proposed. The proposed 
zonal control capability focuses on voltage control and line congestion management. 
In both proposed decentralized scheduling and real-time control algorithms the 
communication among different areas is defined using the concept of multi-Agent 
Systems (MAS). However, the architectures of the message exchange are different. 
First, two decentralized operational scheduling algorithms are proposed relying, 
respectively, on Thévenin equivalents and a recursive Top-down sweep approaches. 
 The Thévenin-based scheduling approach is an asynchronous algorithm in which 
each ESS can control its own area using the last information made available by the 
adjacent ones in order to infer the relevant network equivalents. Thus, the main 
feature of the proposed method is the independence of the voltage control for each 
area and the possibility for any area to join into or move back from the scheduling 
scheme. In this method a coordination agent is considered taking care about the 
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coordination between all the area agents. It is important to notice that the 
coordination agent is not a central controller.  
Top-down sweep scheduling approach is based on a recursive approach and the 
scheduling of each area depends on its neighbors. The architectural model of the 
message exchange of this second approach is peer to peer (p2p). Thus, unlike the 
Thévenin-based scheduling approach, there is no need for central coordinator agent.  
It is shown that both methods provide almost the same voltage improvements with 
reference to the equivalent centralized problem. Due to the approximation 
considered for computing network equivalent model, the Thévenin-based scheduling 
method results in slightly worse voltage profiles than the Top-down sweep method. 
In addition, the number of exchanged messages among the areas in the Top-down 
sweep method is less than the ones in the Thévenin-based method resulting in less 
computation burden. 
A decentralized adaptive model-based real-time grid control using only distributed 
BESSs is presented afterwards. The proposed method relies on an accurate dynamic 
model of BESSs capable to account for their DC active power limits. This method is 
fully decentralized and performed independently by each area agent in case of any 
bus voltage fluctuations over the limits or line ampacity violation in the 
corresponding areas. Thus, each area agent performs the proposed control 
optimization algorithm and makes decisions independently using the last updated 
information made available by the adjacent ones. The analytical computation of the 
battery DC power constraints using the BESS model is considered in the area 
optimization problem solved by each area agent. The two different BESSs models 
presented in previous part namely (CR and electric equivalent circuit models, TTC 
model,), are used and compared. Such an assessment is carried out using a numerical 
example referring to IEEE 13 buses distribution test feeder suitably adapted to 
include stochastic generation and BESSs.  
It is shown that, for the considered operation scenarios, the proposed grid control 
method provides feasible voltage and current profiles. The control coupled with the 
TTC model leads to slightly worst voltage profiles due to the limiting action of the 
BESS DC constraints. However, the solution provided by this controller always 
satisfy the operational limits of the BESSs and, therefore, provide feasible solutions 
with respect to the constraints of these devices. On the contrary, the adoption of the 
CR model might provide unfeasible solution since the DC voltage/current limits of 
BESSs may not be respected. 
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4.2 Contribution 
The main contributions of the thesis are as summarized below: 
? Proposing a generic charge representative model for any electrochemical 
ESSs. CR model accounts for a stable and accurate SoC estimation 
framework. 
? Proposing an accurate modeling of the redistribution phenomenon of the 
supercapacitor residual charge during charging/discharging and relaxation 
phases. Experimentally observed results are used as inputs for the 
development of an improved version of one of the RC-equivalent circuit 
models. 
? Proposing an improvement of the most common electric equivalent circuit 
used for Lithium-based batteries. The improvement is based on the modeling 
of the so-called charge redistribution phenomenon.  
? Proposing a network partitioning strategy for the optimal voltage control of 
ADNs by means of ESSs with the aim of limiting the information exchange 
only at the interfacing nodes between adjacent areas. 
? Proposing two decentralized optimal scheduling algorithms relying, 
respectively, on the Thévenin equivalents and a recursive approach. 
? Proposing a real-time decentralized voltage control and line congestion 
management algorithm in multi-area active distribution network relying on 
an accurate dynamic model of BESSs capable to account for their DC active 
power limits. 
4.3 Future Works 
In the continuation of this work, the following topics are suggested for further 
possible research and potential industrial applications: 
? The proposed models for supercapacitors and batteries could be enhanced 
accounting for temperature variations in parameter assessment procedure.  
? Referring to the control/scheduling methods, this works used ESSs as the 
only controllable devices in ADNs. The use of ESSs could be combined with 
other control approaches such as demand response algorithms. Each of 
controllable loads and ESSs can be considered as agents. 
Future Works 
 
? In this thesis, DGs and loads are modeled as voltage-independent active 
power injections with null reactive component. They could be improved 
accounting for their detailed models. 
? Accounting for the cost of communication among areas in the proposed 
algorithms could be enhanced the performance of the algorithms.  
? In the proposed zonal control problem, all nodes voltages and all line currents 
are controlled by the area agents. This procedure can be simplified by defining 
pilot buses in an area. The control of all nodes voltages and all line currents 
can be achieved only by controlling the pilot buses. 
? In the optimization control problems, considering other objectives like line 
losses reduction or high voltage power reduction can make the problem more 
mature.  
? A close scrutiny is required in case of communication failure among areas. 
? Integration of hybrid Battery/Supercapacitor Energy Storage Systems can be 
considered as an alternative solution to take advantage of the high 
energy/power densities of both devices. 
? Comprehensive systemic testing and evaluation through using real large 
scale power distribution networks and numerous distributed generators with 
different energy resources and supply capabilities can be an added value to 
the proposed methods. 
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5.1 Appendix A. 
In this thesis, it is claimed that VIF  accounts for both active and reactive powers 
using(3.3). This can be numerically verified by using the simple 4 nodes test system 
shown in Figure 5-1 with PV injections at node 3 and DESS placed at node 2. The 
line parameters and also load data for a specific time step are given in Table 4 and  
 
Table 5. The SoC of the DESS is 0.5. For a specific time step, PVIF ?2 4  and QVIF ?2 4  are 
calculated. By computing the electric line distance (? ?2 4  and ? ?2 4 ),VIF ?2 4  is 
obtained. The VIF ?2 4  as a function of R/X ratio of line 2-4 is shown in Figure 5-2. It 
is seen that the when the R/X ratio increases (decreases), the VIF ?2 4  tends to PVIF ?2 4  
( QVIF ?2 4 ). From the figure, it is obvious that the VIF ?2 4  accounts for both  PVIF ?2 4   
and QVIF ?2 4  considering the electric line distance using(3.3). 
Table 4: 4 node test load data 
Node 1 2 3 4 
P (kW) - 20 20 30 
Q (kVar) - 30 10 20 
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Table 5: 4 node test line data 
line  R X B 
1-2 0.010014 0.023594 0.0000014 
2-3 0.018183 0.018434 0.00000074 
3-4 0.018546 0.014747 0.00000059 
 
5.2  Appendix B. 
Centralized control formulation: 
? ? ? ?
? ?
? ? ? ? ? ? ? ?
? ?
? ? ? ?
? ? ? ? ? ?
? ?
   
   
   
      
   
    
ac ac
BESS BESSi iac
Ex
i i i
i i i
' ' ' '
P t ,Q t
P t
min max
i i i
ac ac
BESS BESS conv
dc ,min dc dc ,max
BESS BESS BESS
max
sr sr
min t t t t
a) SoE SoE t SoE
b ) P t Q t S
s.t
c ) P t P t P t
d ) I t I
? ? ?? ? ? ? ? ? ? ?
? ?
? ?
? ?
?
1 2 3 4
2 2 2  
(5.1) 
 
, , ,? ? ? ?1 2 3 4  are weighting the terms of the objective function. i={1,…,B} where B is 
the number of DESSs in the system. In the control optimization problem formulated 
by (5.1), the constraints are related to the SoE limits, PQ capability curve of the 
power converters, BESSs DC active power limits, and line current ampacity limits 
respectively are modeled by (5.1. a-d) 
The objective function includes: 
a) BESS operation cost ( ? ?' t? ). It is defined by (5.2) for each BESS. 
? ? ? ?? ? ? ? ? ?? ?i' i i i ref i i i i ii B ,tt k SoE t SoE a SoE t b SoE t c?? ? ? ? ? ? ? ?? 4 2  (5.2) 
Where i i ia ,b ,c   are constant. 
 
b) Nodes voltages regulations ( ? ?' t? ) are obtained by (5.3)-(5.5). 
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? ? ? ?  ' j ref
j N ,t
t V t V
?
? ? ?? 2  (5.3) 
? ? ? ? ? ?initj j jV t V t V t? ? ?  (5.4) 
? ? ? ? ? ?? ?B ac P ac Qj BESS ,i i j BESS ,i i j
i
V t P t VSC Q t VSC? ??
? ? ? ? ??
1
 (5.5) 
 
c) It should be noted that in the decentralized formulation each area accounts for the 
active/reactive power limits they can import/export to/from its neighbors. To this 
end, in order to have an accurate comparison with the centralized method, we have 
to consider the energy cost imported from the external grid considered to be the 
upper sub-transmission network. In this respect, the imported energy cost from the 
external grid ( ? ?' t? ) is computed using the following equation. 
? ? ? ?' ' acExt P t?? ? ? 2  (5.6) 
 
d) Lines current flow regulation ( ? ?' t? ) obtained by (5.7)-(5.9). 
? ? ? ?  ' sr
s ,r N ,t
t I t
?
? ? ? 2  (5.7) 
? ? ? ? ? ?initsr sr srI t I t I t? ? ?  (5.8) 
? ? ? ? ? ?? ?B ac P ac Qsr BESS ,i i sr BESS ,i i sr
i
I t P t Q t? ??
? ? ?? ? ???
1
 (5.9) 
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Figure 5-1 4 node test system adopted to numerically verify the correctness of equation 
(3.3) 
 
 
Figure 5-2 Numerical verification of the VIF computation with respect to the four node test 
system shown in Figure 5-1 
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