Spatial data analysis using classical regression usually does not fulfill the assumption of error randomness because of the existence of autocorrelation among locations. The problem can be overcome using spatial autoregressive models. The other problem related to spatial data is error heterogeneity. Standard spatial autoregressive model is less appropriate to analyze there kind of spatial data. Therefore, in this paper we apply the ensemble technique with additive noise to spatial autoregressive model. This ensemble assessment used poverty data (percentage of poor society in Java). The result shows that the ensemble spatial autoregressive model is better than spatial autoregressive model without ensemble.
Introduction
Spatial data analysis using classical regression does usually not fulfill the assumption of error randomness because of the existence of autocorrelation among locations or the existence of spatial effects. These, spatial effects are spatial autocorrelation and spatial heterogeneity. Spatial autocorrelation occurs because of the spatial data dependency. Spatial heterogeneity occurs because the difference among the areas. Spatial autocorrelation on independent variables causes an inefficient estimator. These problems can be resolved by spatial autoregressive model considering the lag influence in independent variables.
Spatial data are usually heterogen. This condition leads to the difficulty in fulfilling the assumption. Spatial autoregressive standard model usually is not able to solve. Therefore, it is required a robust method to overcome this condition such as ensemble technique. The ensemble technique combines a number of spatial autoregressive models applied to data with different additive noise. This technique is expected to improve the estimation stability and robust compared to the standard model. Some related research topics using spatial regression model are spatial regression models to determine the factors that influence the poverty on East Java [2] . Partial least square regression (PLSR) ensemble technique with additive noise was robust to any additive noise [5] . Ensemble Bayesian model averaging (EBMA) model was more compatible and showed a better result than Bayesian model averaging (BMA) and geostatistical output perturbation (GOP) [3] .
The aim of this research is to apply the ensemble spatial autoregressive on poverty data in Java. The ensemble process is implemented by adding noise (additive noise) on percentage of poor society data and then builds the model using spatial autoregressive. Combining spatial autoregressive models is based on the average of model coefficients. The next sections of this paper are literature review, methodology, result, discussion, and conclusion.
2.
Literature Reviews
Spatial Autoregressive Model
In spatial autoregressive model, there is the function of dependent variable of the location j that used as independent variable to predict the value of independent variable in location i. The equation of spatial autoregressive model is [1] :
which is a vector of dependent variable (n × 1), ρ is a parameter of coefficient correlation of spatial autoregressive, is spatial weighting matrix (n × n), is parameter of coefficient regression ((k + 1) × 1), is parameter of coefficient regression (n × (k + 1)) and is error vector (n × 1).
Ensemble Technique
Ensemble technique is a technique to build a predictive model by combining a number of models. The ensemble technique becomes one of the important techEnsemble spatial autoregressive model on the poverty data in Java 2105 niques in improving the prediction ability of standard models [8] . Two types of ensemble techniques are hybrid and non-hybrid techniques [5] . Hybrid ensemble technique involves various modeling algorithms and then combine the prediction of each algorithm into a final prediction. Whereas the non-hybrid ensemble technique uses one type of algorithm, and use it for many times to obtain many different models, and then the different prediction models are combined to be one prediction. This paper uses non hybrid ensemble technique by combining a number of spatial autoregressive models. A single spatial autoregressive model is built by adding the noise to the dependent variable.
A noise is irregular interference on data [6] . An additive noise is generated that based on ~N( , σ). The noise is a small value of standard deviation based on the range of data. Equation of additive noise is as follows:
where is the vector of dependent variable after adding the noise, is the vector of dependent variable before adding the noise and z~N ( , σ).
Combining process can be implemented using simple averaging, weighted averaging, voting, etc. Combining models for spatial regression can use the simple averaging by equation as follows [7] :
where H(x) is the combined model by averaging, suppose the underlying true function we try to models is f(x) and x is sampled according to a distribution, is error vector and T is the individual models (h 1 , … , h T ) and the output of h i , for the instance x is h i (x) ∈ R, our task is to combine h i 's to attain the final prediction on the real valued variable.
Methodology

Data
The data used in this paper is the poverty data on district/city of Susenas (Social Economic of National Survey) 2011 from BPS_Statistics Indonesia (Badan Pusat Statistik) [4] . This areas in this research ware 118 districts/cities in Java. The dependent variable is the percentage of poor community and the independent variables are the percentage from the literacy rate of poor community on age 15-55 years old (X 1 ), percentage of poor community over 15 years old working on informal sector (X 2 ), and percentage of household receiver of Jamkesmas (Health insurance card) (X 3 ).
Methodology
The steps of this research are: 1.
Calculate the weighting matrix of the regions by spatial Queen matrix. Repeat step 3 k (100) times to have k sets of data.
5.
Develop ensemble model based on the average of coefficients of k models using k sets of data. 6.
Compare the ensemble spatial autoregressive model and spatial autoregressive without ensemble based on the value of RMSE.
4.
Results and Discussion
Exploration of Poor People in Java (Y)
Java consists of six provinces (Jakarta, West Java, Central Java, Yogyakarta, East Java, and Banten). The heterogeneity of poor community in Java is very high. It can be identified using the distribution of percentage on poor community in its district / city. The map in Figure 1 shows the percentage distribution of poor community in Java. 
Spatial Effect Test
The spatial effect test is used to test spatial dependencies and spatial heterogeneity. Lagrange multiplier (LM) test is used to detect the presence of spatial dependence lag. Breusch Pagan (BP) test is used to detect the presence of spatial heterogeneity. The LM test statistic will be closed to χ 2 with degree of freedom 1 under H 0 is true, so the H 0 is rejected at significant level of α, if the value of LM is greater than the value of χ 2 (1) . The LM value in the research is 20.2051 so at α= 0.05 this LM value is more than value of χ 2 (0.05,1) (3.84) and then H 0 is rejected. This fact means that there is a spatial lag.
The next spatial effect test is spatial homogeneity test. Under the condition H 0 , the statistic BP test will be closed to χ 2 (0.05,3) , so the H 0 is rejected at significant level of α, if the value BP is greater than χ 2 (0.05, 3) . In this research, the value of BP is 8.3864 is more than χ 2 (0.05,3) = 7.851 which means that the data at all locations are not homogeneity. The results of the spatial lag dependence test and spatial heterogeneity show the presence of spatial effects in the data. Considering these facts, the spatial autoregressive models are used.
4.3.
Spatial Autoregressive Model Based on lagrange multiplier test, the spatial autoregressive model is developed for all districts/cities in Java. This model is as follows: ŷ = 21.843 + 0.3789Wy − 0.2558X 1 + 0.1431X 2 + 0.0602X 3 The estimate of parameter, ρ, is 0.3789. This means that all districts and cities are correlated or they affect one to another.
The value on coefficient of determination (R 2 ) is 64.1%. This value indicates that the variance of the poor community percentage which can be explained by the model is 64.1%. Factors which affect the dependent variable are the poor literacy rate at the age of 15-55 years (X 1 ), the poor that working informal sector (X 2 ), and the number of households receiving Jamkesmas card (X 3 ).
According to the coefficients of the model, especially the coefficients of each independent variable, these coefficients can be interpreted as follows. If the poor literacy rate at the age of 15-55 years (X 1 ) increases 1% then the percentage of poor people will decrease about 0.2558%; if the poor that working informal sector (X 2 ) increases 1% then the percentage of the poor increases about 0.1431%; and if the number of households receiving Jamkesmas card (X 3 ) increases 1% then the percentage of poor people also increases about 0.0602%. The value of RMSE of the spatial autoregressive model is relatively small (0.0005).
4.4.
Ensemble Spatial Autoregressive Data of variable Y with additive noises show the similar patterns. For each noise, 100 spatial autoregressive models are developed with independent variables, X1, X2, and X3. Then, the models for every noise are combined to develop an ensemble spatial autoregressive model. The ensemble spatial autoregressive models with every noise are showed in Table 1 . The coefficients of the models are relatively similar. This condition indicates that the addition of a small noise does not change the coefficients significantly. 
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The estimate of parameter, ρ, is 0.3352. This means that all districts and cities are correlated or they affect one to another. According to the coefficients of the model, especially the coefficients of each independent variable, these coefficients can be interpreted as follows. If the poor literacy rate at the age of 15-55 years (X 1 ) increases 1% then the percentage of poor people will decrease about 0.2651%; if the poor that working informal sector (X 2 ) increases 1% then the percentage of the poor increases about 0.1484%; and if the number of households receiving Jamkesmas card (X 3 ) increases 1% then the percentage of poor people also increases about 0.0606%.
The ensemble spatial autoregressive model and the spatial autoregressive model without ensemble are compared based on RMSE. The better model is with smaller RMSE. Table 2 shows that the RMSE of ensemble spatial autoregressive model is less than the RMSE of spatial autoregressive model without ensemble. The ensemble spatial autoregressive models (with the values of RMSE are less than 0.0005), is better than the spatial autoregressive model without ensemble. This fact indicates that the ensemble spatial autoregressive model can improve the estimates to be more stable and robust.
Conclusion
The ensemble spatial autoregressive model with additive noise is better than the spatial autoregressive model without ensemble. The ensemble spatial autoregressive model can increase the estimator capability, stable and more robust.
