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Dedication




A novel ab initio numerical approach is developed and applied that solves the
time-dependent Schrödinger equation describing two-electron diatomic molecules
(e.g. molecular hydrogen) exposed to an intense ultrashort laser pulse. The method
is based on the fixed-nuclei and the non-relativistic dipole approximations and aims
to accurately describe both correlated electrons in full dimensionality. The method is
applicable for a wide range of the laser pulse parameters and is able to describe both
few-photon and many-photon single ionization processes, also in a non-perturbative
regime. A key advantage of the method is its ability to treat the strong-field re-
sponse of the molecules with arbitrary orientation of the molecular axis with respect
to the linear-polarized laser field. Thus, this work reports on the first success-
ful orientation-dependent analysis of the multiphoton ionization of H2 performed
by means of a full-dimensional numerical treatment. Besides the investigation of
few-photon regime, an extensive numerical study of the ionization by ultrashort
frequency-doubled Ti:sapphire laser pulses (400 nm) is presented. Performing a se-
ries of calculations for different internuclear separations, the total ionization yields
of H2 and D2 in their ground vibrational states are obtained for both parallel and
perpendicular orientations. A series of calculations for 800 nm laser pulses are used
to test a popular simple interference model.
Besides the discussion of the ab initio numerical method, this work considers
different aspects related to the application of the strong-field approximation (SFA)
for investigation of a strong-field response of an atomic and molecular system. Thus,
a deep analysis of the gauge problem of SFA is performed and the quasistatic limit of
the velocity-gauge SFA ionization rates is derived. The applications of the length-





Ein neuer numerischer ab initio Ansatz wurde entwickelt und zur Lösung der
zeitabhängigen Schrödingergleichung für zweiatomig Moleküle mit zwei Elektronen
(z.B. molekularer Wasserstoff), welche einem intensiven kurzen Laserpuls ausgesetzt
sind, angewandt. Die Methode basiert auf der Näherung fester Kernabstände und
der nicht-relativistischen Dipolnäherung und beabsichtigt die genaue Beschreibung
der beiden korrelierten Elektronen in voller Dimensionalität. Die Methode ist an-
wendbar für eine große Bandbreite von Laserpulsparamtern und ist in der Lage,
Einfachionisationsprozesse sowohl mit wenigen als auch mit vielen Photonen zu be-
schreiben, sogar im nicht-störungstheoretischen Bereich. Ein entscheidender Vorteil
der Methode ist ihre Fähigkeit, die Reaktion von Molekülen mit beliebiger Orientie-
rung der molekularen Achse im Bezug auf das linear polarisierte Laserfeld in starken
Feldern zu beschreiben. Dementsprechend berichtet diese Arbeit von der ersten er-
folgreichen orientierungsabhängigen Analyse der Multiphotonenionisation von H2,
welche mit Hilfe einer numerischen Behandlung in voller Dimensionalität durch-
geführt wurde. Neben der Erforschung des Bereichs weniger Photonen wurde eine
ausführliche numerische Untersuchung der Ionisation durch ultrakurze frequenzver-
doppelte Titan:Saphir-Laserpulse (400 nm) präsentiert. Mit Hilfe einer Serie von
Rechnungen für verschiedene Kernabstände wurden die totalen Ionisationsausbeu-
ten für H2 und D2 in ihren Vibrationsgrundzuständen sowohl für parallele als auch
für senkrechte Ausrichtung erhalten. Eine weitere Serie von Rechnungen für 800 nm
Laserpulse wurde benutzt, um ein weitverbreitetes einfaches Interferenzmodel zu
falsifizieren.
Neben der Diskussion der numerischen ab initio Methode werden in dieser Arbeit
verschiedene Aspekte im Bezug auf die Anwendung der Starkfeldnäherung [Englisch
Strong-Field Approximation (SFA)] für die Erforschung der Reaktion eines atoma-
ren oder molekularen Systems auf ein intensives Laserfeld betrachtet. In diesem
Kontext wurde eine tiefgehende Analyse des Eichproblems der SFA durchgeführt
und der quasistatische Limes der SFA-Ionisationsraten in Geschwindigkeitseichung
hergeleitet. Die Anwendungen der SFA in Längeneichung wurden untersucht und
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In the past two decades, the technology of ultra-short pulsed lasers has advanced enor-
mously. The discovery of Kerr-lens mode locking in novel solid-state gain media (various
host crystals, e.g. sapphire, doped with transition-metal ions, e.g. titanium) with enor-
mous bandwidths on the order of 100 THz, followed by the technological advances in
precision broadband dispersion control (e.g. by chirped multilayer mirrors) culminated
in the generation of intense ultrashort pulses with durations approaching the light oscil-
lation period [1, 2]. Generation of octave-spanning optical frequency combs by means of
photonic crystal fiber or directly from the laser oscillator has revolutionized the art of
counting the frequency of light [3]. Moreover, by means of a so-called f -to-2f interferom-
eter and feedback loops exploited for stabilizing the frequency comb it became possible to
yield intense few-cycle pulses with stabilized carrier-envelope (CE) phase [4]. Meanwhile,
new techniques for CE-phase stabilization directly in the usable laser output have pushed
the degree of stabilization of the CE phase to the level of accuracy of its measurement [5].
The pulse train consisting of pulses with constant (but unknown) CE phase can further
be used for measurement of CE phase exploiting various phase-sensitive phenomena.
Most promising technique is the so-called stereo-ATI method that is based on simulta-
neous detection of energy distribution of backscattered electrons ejected in two opposite
directions along the laser polarization [6]. Although typically such measurements are
made by averaging over a large number of phase-stabilized laser pulses, very recent ex-
periment has demonstrated the possibility of a single-shot CE phase measurement [7].
Thus, the complete control and characterization of light waveform enable the in-depth
study of ultrafast electronic processes in light-matter interactions. Using phenomenon
known as high harmonic generation (HHG), i.e. generation of extreme ultraviolet light
by recombination of ionized electrons [8], and a variety of clever techniques to compen-
sate a frequency chirp appeared during recombination of electrons, the researches were
able to generate sub-100-as pulses [9].
Development of sources of ever shorter light flashes and techniques for their measurement
has driven the progress in time-resolved measurements. It permitted the initiation and
1
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recording of snapshots of chemical reactions with femtosecond time resolution and paved
the way to the birth of real-time laser femtochemistry [10]. Femtosecond laser pulses has
been successfully used for real-time observation of the breakage of chemical bonds, and
revealing details about the intermediate products that form during chemical reactions,
which cannot be deduced from observing the starting and end products. Combining
a time-resolved measurement with photoelectron spectroscopy resulted in time-resolved
photoelectron spectroscopy (TRPES), which is capable to provide a deeper insight into
dynamical processes occurring in molecules [11]. The measurement of photoelectron
distributions can be detected not only as a function of time and energy, but also as a
function of angular variables [12]. This measurement, however, is usually made in the
laboratory frame, where averaging over the random orientations of the molecule generally
leads to a loss of information. One way to circumvent this problem is to pre-align the
molecule before studying, e.g. by means of intense laser field [13]. A more general
approach is time-resolved coincidence imaging spectroscopy (TRCIS), which measures
fully correlated photofragment and photoelectron recoil distributions as a function of
time, thereby permitting dynamical observations from the molecule’s point of view [14].
Besides a direct investigation of molecule by its ionization, the imaging of molecular
structure was performed also by means of the strong-field induced high-harmonic ra-
diation [15] or the electrons ejected in the ionization process [16]. These successful
pioneering experiments have driven the development of various imaging techniques that
aim for the time-resolved imaging of changes of the electronic structure during chemical
reactions. A prerequisite for the success of these techniques is a full understanding of
the influence of the molecular structure on the strong-field response what still remains
an outstanding goal.
Molecular hydrogen (and its heavier isotope, deuterium) being the simplest neutral stable
molecule can be used as a test system for verifying our knowledge of the molecular
strong-field response. Whereas the other molecular systems require some approximative
treatment like strong-field approximation (SFA) based additionally on the single-active
electron approximation (SAE) [17–20] or an effective independent-particle model like
the time-dependent density-functional theory (TD-DFT) [21], molecular hydrogen is the
perfect candidate to go beyond these approximations. Only recently ab initio calculations
for H2 exposed to strong fields became available in which both electrons are treated in
full dimensionality. This includes calculations of the ionization and dissociation behavior
of H2 exposed to an intense static or quasi-static electric field [22–27] which revealed
the possible occurrence of bond softening and enhanced ionization in neutral H2 due
to a field-induced avoided crossing of the neutral ground state with the ion-pair state
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H+H−. Shortly thereafter, a full time-dependent calculation confirmed this finding [28–
30]. These latter calculations were based on a judiciously chosen grid on which the
electronic wavefunctions were expanded. In a different approach the electronic wave-
packet is expanded in terms of field-free eigenstates of H2 using a one-center expansion
for the electronic orbitals [31]. All these works did, however, only consider a parallel
orientation of the linear polarized laser field and the molecular axis. The reason is
rather simple: in this case the problem of 6 spatial dimensions describing two electrons
moving in the field of the laser and the two nuclei reduces effectively to a 5-dimensional
one, because the quantum number of angular momentum along the molecular axis,
M , is conserved or, equivalently, the cylindrical symmetry of H2 is not broken by the
electromagnetic field.
The achievements reached by this dissertation are threefold. First, the present work has
developed a new molecular ab initio method employing the prolate spheroidal coordinate
system, B-spline basis set, and configuration interaction (CI) approach. The method has
been purposely developed to overcome limitations of existing techniques when describ-
ing diatomic molecules or atom-atom collisions. Although its current implementation
is limited to two-electron diatomics, the numerical treatment of alkali diatomics is also
possible by means of a proper model potential describing the interaction of ionic core and
valence electron. The main advantage of the present method is the ability to calculate
both electronic bound states and continuum of diatomics for the whole range of inter-
atomic separations. Owing to the high precision of the method, considerable advances
have been made in understanding of the collisional properties of metastable hydrogen
atoms [32, 33].
Second, the present dissertation has developed and applied a tool for numerical solution
of the time-dependent Schrödinger equation (TDSE) describing molecular hydrogen ex-
posed to ultrashort laser pulses. For the first time, the orientation-dependent analysis
has been performed based on a non-perturbative treatment where all six spatial dimen-
sions of the two correlated electrons are explicitly considered [34, 35]. This study is of
great importance for interpretation of a series of recent experiments where orientational
dependence of ionization [36–38] or angular distribution of ejected electrons [39] was
recently experimentally investigated. It also represents a substantial advancement in
the field of time-resolved imaging of electron dynamics, since the orientation-dependent
analysis is a key issue for imaging to work. Thus, the energy-resolved electron spectra
extracted from the TDSE calculation were used to check the validity of a simple interfer-
ence picture predicted by the molecular SFA formulated in the velocity gauge. Besides,
the obtained two-electron results have made it possible to numerically check the validity
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of SAE, as well as other simplified models like the molecular Ammosov-Delone-Krainov
tunneling model [40]. Undoubtedly, the tool will be in a good demand also in the fu-
ture providing the results serving as benchmarks for other theoretical approaches and
simplified models.
Finally, a considerable contribution to the field of laser-matter interaction has been made
by investigation of different aspects of the SFA. Thus, a clear argumentation has been
provided against the existing statement that the residue theorem can be used for calcu-
lation of the transition amplitude in the length gauge SFA in order to avoid the necessity
of applying the saddle-point approximation [41]. In addition, the quasistatic limit of the
velocity-gauge SFA describing the total ionization rate of atomic and molecular systems
exposed to linearly polarized laser fields is derived [42]. It has been shown for the first
time, that in contrast to the previous belief, the velocity-gauge SFA yields an ionization
rate which is proportional to the laser frequency, if a Coulombic long-range interaction
is present. Finally, the gauge problem in the SFA has been investigated by introducing
a generalized gauge and partitioning of the Hamiltonian. It has been demonstrated that
the S-matrix expansion obtained in the SFA depends on both gauge and partitioning in
such a way that two gauges always yield the same S-matrix expansion, if the partitioning
is properly chosen [43].
The thesis is organized as followed. The first part of the thesis deals with electronic
structure calculations. Chapter 1 describes B-spline basis set and briefly discusses how
this basis set is used to solve the stationary Schrödinger equation. Furthermore, the
properties of the discretized continuum are considered and the basic aspects of the con-
vergence behavior with respect to B-spline parameters are demonstrated. Chapter 2
introduces the two-center B-spline based CI method, where the calculation of ionic
molecular orbitals is followed by their subsequent use in constructing symmetry-adapted
configurations and implementation of CI approach. Chapter 3 provides a discussion
of different configuration-selection schemes and their influence on computed electronic
bound states. Besides, the CI method is applied for calculation of single-photon ion-
ization cross section and the numerical investigation of the doubly excited states of H2
converging to the H(n=2)+H(n′=2) limit.
The second part of the thesis is devoted to the treatment of atomic and molecular
ionization in intense, ultra-short laser fields. Chapter 4 reviews the main advances in
understanding of ionization mechanisms, discusses gauge invariance and introduces the
concept of a generalized field-free Hamiltonian. Chapter 5 gives a brief account of re-
sults obtained by the investigation of different aspects of the strong-field approximation.
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Chapter 6 demonstrates the influence of laser parameters of the ionization response of
the H atom, discusses the AC Stark shift of atomic states and compares the results
obtained by different approaches. Chapter 7 introduces the TDSE method for H2, gives
a detailed account of used basis set parameters and discusses the orientational depen-
dence of ionization in different regimes. Finally, main conclusions are summarized and







1. B-spline basis set
B splines are the main building stones of the approach used in the present thesis. This
chapter gives a brief introduction to what is meant by B splines and how they are
used to solve a physical problem. Since convergence and accuracy are important issues
when discussing a numerical approach, main features of reaching converged results with
B splines are demonstrated by means of simple applications. Also, properties of a
discretized continuum emerged from the box boundary conditions are discussed in detail.
1.1. B splines in physics
The Schrödinger equation which is the main equation in atomic, molecular and optical
(AMO) physics can be solved analytically only in a few cases. In order to solve most of
the occurring problems one must resort to approximation methods. Their development
started just after the quantum mechanics was established and it still continues nowadays.
Such techniques as the perturbation theory and variational methods allow to bridge a real
physical problem to a simpler, exactly solvable one. Among other implementations of the
variational principle, the usage of "unphysical" basis sets 1 has become one of the most
popular implementations with the development of electronic computers. The Rayleigh-
Ritz-Galerkin method allows to transform the solution of a differential equation into an
algebraic eigenvalue problem, which then can be very efficiently solved using modern
linear algebra packages. Numerous types of basis sets have been tested in the past but
they can be classified into two groups, local and global basis sets. While the global basis
functions, such as Slater type orbitals (STO) or Gaussians, are spread over the entire
space domain, the local basis functions are non-zero only in a small part of the space
domain. If these functions are piecewise polynomial, they are called finite elements or
splines. It is commonly accepted that the first mathematical reference to splines is the
1946 paper by Schoenberg [44], which is probably the first place where the word "spline" is
1This term is used to distinguish from those basis sets, whose basis functions are defined as solutions
of an unperturbed Hamiltonian
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used in connection with smooth, piecewise polynomial approximation. Splines of various
types have been used in numerical analysis for a long time, e.g. cardinal splines, Bézier
splines, Hermite splines. All of them are L2 integrable functions defined in a restricted
space usually referred to as a box. In the box, a knot sequence is defined and the freedom
to define the knots to suit the particular problem is one of the important advantages
of the method. Every kind of splines is characterized by its degree, smoothness, and
knot sequence and can be represented as a linear combination of basis splines, in short B
splines. A B-spline basis is the most compact (local) spline basis (i.e. for a given degree,
smoothness, and knot sequence its basis functions are non-zero on the shortest intervals
compared to other spline basis sets) and B splines are positive defined functions. These
two important properties are of great advantage in matrix calculations, since resulting
matrices are sparse (often banded) and easier to diagonalize.
The application of B splines to atomic physics started in the 1970s and was strengthened
by the publication of the monograph by de Boor [45] containing also FORTRAN routines
that make it possible to define and manipulate B splines of arbitrary order (degree of the
involved polynomials plus one) and knot sequences. The extension of B splines to higher
orders became straightforward and allowed to obtain a competitive degree of accuracy in
the solution of the Schödinger equation. B splines have been applied to calculate orbitals
for subsequent many-body perturbation theory (MBPT) and configuration interaction
(CI) calculations of electronic structure. In 1992, B-spline basis sets were used for the
first time to describe the electronic states of H+2 and HeH
+
2 molecular systems [46].
Among other advantages, B splines are able to provide a very accurate representation
of continuum states, which makes them superior to more conventional L2 basis sets.
This property is important for calculation of dynamic properties and led to success in
description of such effects as multiphoton excitation, above-threshold ionization and
high-order harmonic generation. An extensive review [47] on the use of B splines in
atomic and molecular physics contains more than five hundred references to different
applications employing them.
1.2. Definition of B splines
A complete description of B splines and their properties can be found in [45]. Being
a very flexible mathematical object, B splines have a quite extensive general defini-
tion, therefore, only the minimum required for understanding of their use in physical
applications is given below.
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To visualize B splines and their properties, consider a one-dimensional space specified
by a coordinate x. To define a B-spline basis set over an interval (box) I = [a, b] with
endpoints x = a and x = b, the following characteristics must be specified.
• One of the main characteristics is the choice of s−1 interior points which divide the
interval I into s subintervals and construct, together with endpoints, the sequence
of s + 1 strict ascending points called breakpoints. For example, division of an
interval [0,8] into s = 8 equal subintervals (spans) results in the following sequence
of breakpoints {0, 1, 2, 3, 4, 5, 6, 7, 8}.
• The second characteristic is the order k of B splines determining the order (maxi-
mum degree k − 1) of polynomial pieces,
p(x) = ak−1xk−1 + · · ·+ a1x+ a0
which the B splines are composed of.
• Finally, the last characteristic is the order of continuity at the breakpoints. This
is achieved by construction of another sequence of points {xi} called knots. With
every breakpoint is associated one or more knots, where multiplicity of the knots
at the breakpoint determines the continuity as follows. The unity corresponds to
maximum continuity for given order k of B splines, that is Ck−2 (a function is
continuous together with its derivatives up to order k − 2). Higher multiplicity
µ reduces the continuity to Ck−1−µ, and a function becomes discontinuous for
the multiplicity µ = k. The most standard way employed throughout present
work is to use the multiplicity µ equal to k for the endpoints and equal to unity
for all interior breakpoints. With this choice the number of knots is equal to
s + 2k − 1. For the given example and k = 4 the obtained knot sequence {xi} =
{0, 0, 0, 0, 1, 2, 3, 4, 5, 6, 7, 8, 8, 8, 8} contains 15 knots.
To support n B splines of order k the number of knots in the knot sequence must be
equal to n + k. With the discussed choice of continuity conditions, the number of B
splines is thus given by
n = s+ k − 1. (1.1)
A full set consisting of 11 B splines is shown in Fig. 1.1. The following important
properties are apparent:
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Figure 1.1.: Full set of 11 B splines of order k = 4 defined for the knot sequence {xi} =
{0, 0, 0, 0, 1, 2, 3, 4, 5, 6, 7, 8, 8, 8, 8}.
• Every B spline is non-zero over maximum k spans,
Bi(x) 6= 0 for x ∈ (xi, xi+k).
• Over each span (xi, xi+1) exactly k B splines are non-zero,
Bj(x) 6= 0 for j = i− k + 1, . . . , i
• Every B spline overlaps only with a limited number of other B splines,
Bi(x) ·Bj(x) = 0 for |i− j| > k
• B-spline basis sets are normalized,∑
i
Bi(x) = 1 for x ∈ [a, b]
• For simple equidistant breakpoints all B splines Bi(x), k − 1 < i < n− k are just
translations of each other by one or more spans. (For example, in Fig. 1.1 the B
spline B7(x) is just a translation of B4(x) ).
Sets of polynomial coefficients {ai} differ for different B splines and different spans.
They can be found using a recursion relation [47], although this is rarely needed. For
example, the explicit representation of B1(x) shown in Fig. 1.1 reads
















Figure 1.2.: Expansion of (a) exp(−x) and (b) sin(πx) functions (dashed curves) in the
B-spline basis (k = 4, s = 8, linear breakpoint sequence on I = [0, 2]). Solid curves show
contributions of every B spline.
B1(x) =
−x3 + 3x2 − 3x+ 1 0 6 x < 10 otherwise , (1.2)
whereas the explicit representation of B4(x) is given by
B4(x) =

x3/6 0 6 x < 1
−x3/2 + 2x2 − 2x+ 2/3 1 6 x < 2
x3/2− 4x2 + 10x− 22/3 2 6 x < 3
−x3/6 + 2x2 − 8x+ 32/3 3 6 x < 4
0 otherwise
. (1.3)
It is easy to verify that B spline B4(x) is continuous with its first two derivatives at
x = 1. Indeed, their limits from both sides are equal,
B4(1−) = B4(1+) = 1/6, B′4(1−) = B′4(1+) = 1/2, B′′4 (1−) = B′′4 (1+) = 1,
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whereas the third derivative is discontinuous,
B′′′4 (1−) = 1, B′′′4 (1+) = −3.
Due to the locality and continuity of B splines, functions with different qualitative behav-
ior (e.g., oscillating and exponentially decaying functions) can be accurately represented
with the same B-spline basis, as demonstrated in Fig. 1.2. The sum of contributions of
all B splines is visually indistinguishable from the function, projected onto the B-spline
basis. The figure demonstrates also another important feature of B splines, namely, that
there are no large cancellations between contributions of the various B splines. This is
not the case for basis sets employing global basis functions, where the cancellations can
be extremely large and may result in numerical instability.
1.3. Solving the Schrödinger equation with B splines
1.3.1. Solving the single-electron Schrödinger equation
To demonstrate basic aspects of B-splines based techniques, consider an application






2r2 + V (r)
]
ψEl(r) = EψEl(r) , (1.4)
where the boundary condition ψEl(r = 0) = 0 is imposed. For the sake of simplicity, the
potential V (r) is supposed to vanish at r →∞.
Specifying the box [0, rmax], the order kr of B-splines, and knot sequence {ri}, the basis
set is constructed consisting of nr B splines. Any solution of (1.4) is then approximated




CElα Bα(r) . (1.5)
Since only B1(0) 6= 0, the boundary condition is fulfilled by requiring that CEl1 = 0.
Before proceeding further, it should be reminded that the exact energy spectra is discrete
for negative energies E < 0 describing bound states, and continuous for positive energies
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E > 0 describing continuum states. Whereas for E > 0 it is sufficient to specify a value
of energy E in order to solve Eq. 1.4, for E < 0 an additional condition must be imposed
in order to obtain physical solutions,
ψEl(r)→ 0 for r →∞ .
In the case of the continuum, there are two ways to handle the problem with B splines:
i) Specify the energy E > 0 and transform the problem to one determining the coefficient
set {CEli } (so-called Galerkin, or free boundary condition approach).
ii) Impose an additional (artificial) condition ψEl(r = rmax) = 0 and transform the prob-
lem to the eigenvalue problem yielding the set of discretized energies and corresponding
coefficients (box-discretization approach).
In the present work, the second approach will mainly be used. It allows to obtain a set of
orthogonal solutions which is able to represent both bound and continuum states. Similar
to imposing the boundary condition at r = 0, the additional condition at r = rmax is
fulfilled by requiring that CElnr = 0. Further, substituting (1.5) in (1.4) and projecting
on every B spline Bβ(r), the differential equation is reduced to a system of nr−2 linear
equations. This system can be written in the matrix form as follows,
H
¯
(l) ·C = E S
¯
·C (1.6)































All matrix elements can be computed very accurately (or exactly) applying the Gauss-
Legendre quadrature on each span and summing the obtained results. The resulting
matrices are symmetric and banded, with bandwidth 2k − 1. Due to the fact that the
overlap matrix S
¯
is positive defined, solution of the generalized eigenvalue problem with
the standard linear-algebra methods is straightforward.
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Since the accuracy of the quadrature and the diagonalization procedure is of the order
of the machine accuracy, there are only two reasons for the result to be inaccurate.
• The first reason is the incompleteness of the B-spline basis. Indeed, its span is only
a subspace of the Hilbert space, therefore not every vector of the Hilbert space can
be represented by a given B-spline basis. However, the degree of incompleteness
can be easily controlled by a variation of the parameters of B-spline basis as will
be discussed in Sec. 1.5.
• The second reason is connected with the use of the box-boundary condition. Its
imposition influences those exact solutions for which the reduced wavefunctions
ψEl(r) are non-zero at r = rmax. Either such solutions are completely absent in the
set of the computed solutions (in the case of energies above the ionization threshold
it results in the discretization of the continuum) or their wavefunctions are slightly
modified and their eigenvalues are increased due to an additional confinement. The
larger the used box size rmax, the more states can be described quite accurately.
1.3.2. Solving coupled Schrödinger equations
Various physical processes in nuclear, atomic, and molecular physics give rise to a system
of coupled Schrödinger equations. For example, the two-body collision dynamics is
described by coupled Schrödinger equations, where the appropriate scattering boundary
conditions are applied. In order to solve these equations one often has to resort to
numerical techniques. Many different numerical methods have been developed over the
years. They can be broadly divided into two categories, explicit (or ’propagators’) and
implicit approaches. Explicit methods (e.g. Numerov, see [48] and references therein)
require the solution of the dependent variable at the preceding grid point to determine its
value at the next adjacent point. These approaches are generally fast and are not memory
limited. Implicit methods typically require the solution of a large set of linear equations
(or an eigensystem) and thereby determine the value at all grid points simultaneously.
Therefore, they have much higher memory needs but, on the other hand, are inherently
more stable and often provide better accuracy.
An implicit method to solve the coupled-channel Schrödinger equations has been devel-
oped by the author especially for the numerical treatment of ultracold atomic collisions.
The method is based on using a B-spline basis set and the eigenchannel R-matrix ap-
proach [49]. It has been implemented in the FORTRAN package CNUCRMAT. The
package was successfully employed for interpretation of Feshbach resonances experimen-
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tally observed in collisions between ultracold Li and Rb atoms [50] as well as for a sys-
tematic investigation of the applicability of single-channel approximations [51]. Within







using a complete and ortho-normalized basis set {Φi(ω)} with i = 1..N . The variable
r specifies the distance between the atoms and the variable ω incorporates spin degrees
of freedom as well as the other spatial degrees of freedom. A substitution of Eq. (1.10)
into the Schrödinger equation describing the collision of two atoms results in a system






Qij(r)Fj(r) = 0. (1.11)
where the condition Fi(0) = 0 has to be fulfilled.
In order to impose appropriate scattering boundary conditions, the basis functions
{Φi(ω)} are chosen as a direct product of the one-atom states and thus describe physical
collisional channels. In this case, the functions Qij(r) have the asymptotic behavior
Qij(r)
r→∞−→ δij∆i (1.12)
where ∆i > 0 for the energetically open channels and ∆i < 0 for the energetically
closed ones. Physically relevant solutions are then obtained by imposing incoming-wave
boundary conditions for the functions Fi(r) describing open channels and requiring the
functions Fi(r) for closed channels to exponentially decay at r →∞.
If the coupling between channels occurs only due to electron exchange interaction, it is
localized in some volume with radius r0 so that
Qij(r > r0) = δijQi(r) (1.13)
where the functions Qi(r) incorporate, for example, a long-range van der Waals interac-
tion between the atoms and the centrifugal barrier. The present method uses this advan-
tage by dividing the radial domain r into two boxes A (r ∈ [0, r0]) and B (r ∈ [r0, ras]),
where ras is selected large enough so that for r > ras the asymptotic behavior (1.12) is
reached and the functions Fi(r) for the closed channels vanish. For each of the two boxes
a B-spline basis set is constructed in such a way that the multiplicity for the endpoints
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is equal to the order of B splines. Projecting the functions Fi(r) onto these two B-spline
basis sets and using the Galerkin approach, the system (1.11) can be reduced to a set of
linear-algebra problems which yield relations between the values of the functions Fi(r)
and their derivatives F ′i (r) at the box boundaries. A detailed description of the method
would require introduction of the techniques used for matching and constructing of a set
of solutions with imposed boundary conditions and is beyond the scope of the present
work.
1.4. Properties of the discretized continuum
1.4.1. Density of states
Although the diagonalization procedure provides only a discrete set of electronic wave-
functions with energies above the ionization threshold, these functions can be used to
represent the true electronic continuum. For a better understanding of this issue, con-
sider sets of discretized continuum states yielded by a diagonalization for different values
of the box size rmax. The points in Figure 1.3 present the momenta κ =
√
2E of the
discretized continuum states of the H atom, with l = 0, obtained by varying rmax from
200 a0 to 230 a0 (lower part) as well as from 400 a0 to 410 a0 (upper part), with a stepsize
of 1 a0. Points lying upon the same horizontal line belong to the set obtained for the
same box size. The following conclusion can be drawn from Fig. 1.3:
• The value of rmax allows to control the energy of each discretized continuum state
and, consequently, the spacing between states. For any given energy E several
values of rmax can be found that yield a discretized continuum state with the
required energy.
• The spacing between discretized continuum states decreases with increasing the
box size rmax.
• The momenta κ of the discretized continuum states become uniformly spaced as
the index of the discretized state increases.
In order to understand this behavior, consider the asymptotic behavior of a Coulomb









ln(2κr)− lπ2 + arg Γ
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Figure 1.3.: Momenta of discretized continuum states of the H atom, κ =
√
2E, for
different values of box size rmax.
where κ =
√
2E, Z is the nuclear charge, arg Γ(l + 1 − iZ/κ) is the Coulomb phase
and σl is the non-Coulombic phase (σl = 0 for hydrogen). Imposition of the boundary






2 + arg Γ
(
l + 1− iZ
κ
)
+ σl = πN (1.15)
where N is an integer. Given Z, l and rmax, the relation (1.15) yields the set of energies
EN = κ2N/2. In a first approximation (if κrmax is larger than all remaining terms) this











, ρ(κ) = ∂N
∂κ
, (1.17)







, ρ(κ) = rmax
π
(1.18)
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giving the difference in the momentum of two adjacent states, ∆κ = ρ−1(κ) = π/rmax.
For example, the box size rmax = 200 a0 yields ∆κ = 0.016 a.u. (see Fig. 1.3).
A major problem emerging in any discretization technique is the so-called normalization
problem. Whereas continuum states {ψE} ({ψκ}) normalized on the continuous energy
(momentum) scale satisfy the condition
〈ψE |ψE′〉 = δ(E − E′), 〈ψκ|ψκ′〉 = 2πδ(κ− κ′), (1.19)
the computed discretized continuum states {ψN} are normalized (together with the
obtained bound states) to unity,
〈ψN |ψN ′〉 = δNN ′ . (1.20)
Therefore, a renormalization has to be performed in order to compute measurable quan-
tities involving a continuum state as the final state (e.g., cross-section, ionization rate).
Two methods are commonly used with B splines. The first one employs a fit of a dis-
cretized state to the corresponding exact solution in the asymptotic region (κr  1)
where the analytical expression is often available (see equation (1.14) as an example).
The other technique extracts the normalization factor from the set of eigenenergies with-
out the need for external information. It is based on using the density of states and it
is self-consistent with the box discretization procedure. This technique will mainly be
employed in the present work and is the topic of the following subsection.
1.4.2. Normalization using the density of states
Consider a box with the size tending to infinity, so that the discretized continuum is




dE |ψE〉〈ψE | ≈
∑
N
|ψN 〉〈ψN |, (1.21)
where {ψE} and {ψN} are normalized according to the conditions (1.19), (1.20), respec-
tively. Assume that E(Ñ) is a monotonic function of Ñ yielding for a positive integer
value of the variable, Ñ = N , the energy of the correspondingly discretized contin-
uum state, E(N) = EN . Introducing the density of states, defined by Eq.(1.17), the
Chapter 1. B-spline basis set 21
integration over the energy can be substituted with a summation over N ,
∫




dÑ · · · =
∫ dÑ








It follows from equations (1.22) and (1.21) that
|ψEN 〉 = [ρ(EN )]
1/2 |ψN 〉 (1.23)
For example, applying (1.23) to discretized continuum states describing a free particle
in a box,














which is exactly the continuum wavefunction normalized according to (1.19).
The value of ρ(EN ) can be approximately obtained using the Taylor expansion of E(Ñ)
in the vicinity of Ñ = N . Indeed, applying the expansion















(Ñ −N)3 + . . .
(1.26)
to the case Ñ = N ± 1 results in













+ . . . (1.27)
Subtracting EN−1 from EN+1 as well as neglecting third and higher derivatives (ac-
cording to Eq. (1.16) they are equal to zero for a free particle in a box), the following
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1.5. Convergence study and control over accuracy
Convergence is an important issue when performing a numerical computation employing
a B-spline basis. Whereas the flexibility of the B splines allows one to adjust the
parameters for a particular problem in a most appropriate way, their improper usage may
lead to significantly wrong results. In general, there are different approaches to obtain
converged results, requiring however a different computational cost. The latter increases
with the increase of the number and order of B splines. Although some experience
is required to find an optimal set of parameters, in general it is not as tricky as, for
example, with global basis sets.
In AMO physics a wavefunction of a system is usually an analytic function, i.e. it can be
given locally by a convergent power series. Being expanded in a Taylor series at a point,
the function can be represented at another point using a part of this series as better as
shorter is the distance between points and as higher is the order of employed polynomial.
Similarly, using B splines one obtains as better a representation of a function upon an
interval between breakpoints as shorter the length of the interval and as higher the
order of the B splines is. To adjust the length of the interval it is also important to
know the expected behavior of the solution. For example, a rapidly oscillating function
requires shorter intervals than a slowly varying one. Making use of a B-spline basis, one
can locally increase the density of breakpoints where it is required, but keeping it low
otherwhere. In the following the convergence issue is illustrated in the context of atomic
hydrogen (V (r) = 1/r).
To disentangle different effects, the independent parameters are chosen as follows:
1) the box size rmax,
2) the order k of the B splines,
3) the number s of non-zero intervals,
4) the breakpoint sequence (for fixed rmax and s).
Note that the number of B splines is related to k and s by means of Eq.(1.1) and
therefore is not an independent parameter. Since the convergence of wavefunctions is
not necessary identical to the convergence of energies, the dipole-operator matrix element
will be tested as well.
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Table 1.1.: Energies of the 1S and 2P states of the hydrogen atom as well as the matrix
element of the dipole operator z between them, 〈1S |z| 2P〉, computed with different B-spline
basis sets
a) Varying the order k of B-splines for fixed parameters rmax = 200 a0, s = 200 and
linear breakpoint sequence
k E1S, a.u. E2P, a.u. 〈1S |z| 2P〉
4 -0.499 795 494 109 -0.124 996 698 185 0.745 215 738 417
5 -0.499 995 954 665 -0.124 999 968 005 0.744 940 341 192
6 -0.499 999 861 143 -0.124 999 999 472 0.744 935 682 096
7 -0.499 999 993 986 -0.124 999 999 992 0.744 935 542 807
8 -0.499 999 999 826 -0.125 000 000 000 0.744 935 539 038
9 -0.499 999 999 998 -0.125 000 000 000 0.744 935 539 026
10 -0.500 000 000 000 -0.125 000 000 000 0.744 935 539 028
b) Varying the number s of non-zero intervals for fixed parameters rmax = 200 a,
k = 10 and linear breakpoint sequence
s E1S, a.u. E2P, a.u. 〈1S |z| 2P〉
20 -0.486 357 949 853 -0.124 911 107 813 0.744 755 371 528
50 -0.499 997 311 184 -0.124 999 986 129 0.744 939 265 844
80 -0.499 999 936 078 -0.124 999 999 989 0.744 935 556 290
110 -0.499 999 999 222 -0.125 000 000 000 0.744 935 538 505
140 -0.499 999 999 983 -0.125 000 000 000 0.744 935 539 012
170 -0.499 999 999 999 -0.125 000 000 000 0.744 935 539 027
200 -0.500 000 000 000 -0.125 000 000 000 0.744 935 539 028
c) Varying parameter g of geometrically progressive breakpoint sequence for fixed
parameters rmax = 200 a0, s = 20 and k = 10.
g E1S, a.u. E2P, a.u. 〈1S |z| 2P〉
1.0 -0.486 357 949 853 -0.124 911 107 813 0.744 755 371 528
1.1 -0.499 997 311 184 -0.124 999 993 906 0.744 946 798 433
1.2 -0.499 999 999 965 -0.125 000 000 000 0.744 935 539 048
1.3 -0.499 999 999 992 -0.124 999 999 988 0.744 935 539 136
1.4 -0.499 999 999 527 -0.124 999 997 832 0.744 935 601 286
1.5 -0.499 999 982 060 -0.124 999 914 451 0.744 938 131 096
Exact -0.500 000 000 000 -0.125 000 000 000 0.744 935 539 028
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Table 1.2.: Energies of nS states of the hydrogen atom computed using linear breakpoint
sequence, k = 10, rmax = 200 a0, s = 200 and compared to exact values.
n EnS, a.u. EexactnS , a.u.
1 -0.500 000 000 000 -0.500 000 000 000
2 -0.125 000 000 000 -0.125 000 000 000
3 -0.055 555 555 556 -0.055 555 555 556
4 -0.031 250 000 000 -0.031 250 000 000
5 -0.020 000 000 000 -0.020 000 000 000
6 -0.013 888 888 889 -0.013 888 888 889
7 -0.010 204 081 567 -0.010 204 081 633
8 -0.007 812 381 089 -0.007 812 500 000
9 -0.006 157 272 715 -0.006 172 839 506
10 -0.004 760 808 277 -0.005 000 000 000
1.5.1. Accuracy of computed bound states
First consider the case when the box size is chosen to be sufficiently large, so that
the box boundary does not influence the investigated solutions. Table 1.1 presents the
energies of the 1S and 2P states of the hydrogen atom as well as the matrix element
of the dipole operator z between these two states. The exact result (see bottom row)
is compared with results obtained varying one of the parameters while the others are
fixed. As can be seen from Table 1.1 a, convergence with respect to the order k of
the B splines is achieved within 12 significant digits for k = 10 for both energies and
matrix element, whereas for k = 4 (simple cubic splines) the accuracy is rather poor,
especially for the 1S state. In general, the optimal order of B splines can vary between
7 and 10. Having fixed the values of k and the box size rmax, the number s of non-
zero intervals is gradually decreased from 200 to 20 and the obtained results are shown
in Table 1.1 b. Since the wavefunction of the 1S state is more localized, its accuracy
decreases faster than the accuracy of a more spread 2P state. For s = 20 the energy of
the 1S state deviates from the exact value by about 3%, whereas for the 2P state the
deviation is only about 0.1%. Nevertheless, even for such small value of s the accuracy
can be significantly improved employing a non-linear breakpoint sequence, as shown in
Table 1.1 c where results are obtained employing a geometrically progressive breakpoint
sequence (ri+1−ri = g(ri−ri−1), g > 1). With an increase of the parameter g, the density
of segments increases for smaller r and decreases for larger r. This leads to a much higher
accuracy, for example for the optimal value g = 1.2 it is on 9 significant digits better
than for g = 1.0 representing the linear breakpoint sequence. However, a further increase
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of g worsens the accuracy since the density at larger r becomes insufficient.
Having shown and discussed the inaccuracy due to the incompleteness of the B-spline
basis, the effect of the imposed box boundary condition on the energies of the bound
states is now considered. Table 1.2 presents the energies of the bound nS states of
the hydrogen atom computed using B splines and compared to the exact values. The
parameters of the B-spline basis set are chosen to guarantee that results are converged
to the number of significant figures given (compare to Table 1.1 a and b). As one can
see, the agreement is perfect for the principal quantum number n = 1 − 6, while for
higher n the computed energies lie above the exact ones and their deviation increases
with increasing n. This deviation is caused by the additional confinement due to the
box boundary, which transforms the atomic Hamiltonian into the atomic Hamiltonian
within the box by adding a potential step of an infinite height at r = rmax. Since for
the nS states of the hydrogen atom one has 〈r〉n = 1.5n2, the box size rmax must be set
larger to describe states with higher principal quantum numbers n. ’Unphysical’ high-
n eigenstates of the modified Hamiltonian with the energy lying below the ionization
threshold are often referred to as pseudo-states. While the exact Hamiltonian can have
an infinite number of bound eigenstates (as for the hydrogen atom), imposition of the
box will limit the number of computed bound states proportionally to the square of its
size rmax, as shown in Table 1.3.
1.5.2. Numerical stability of the computed discretized continuum
The diagonalization procedure yields a finite number of discretized continuum states,
despite the existence of an infinite number of box discretized continuum states. The
latter may have a very high energy E so that their wavefunctions are highly oscillating.
It is obvious that such states cannot be represented with a limited number of B splines.
Figure 1.4 shows how the range of numerically stable results can be ascertained by
means of the density of states. A plain evidence of the numerical instability can be
found comparing the density of states computed using Eq. (1.28) with its analytical
expression for a free particle in a box given by Eq. (1.18). This comparison is shown
Table 1.3.: The number of computed bound nS states (including pseudo-states) of the
hydrogen atom, nbnd, for different box sizes rmax.
rmax, a0 100 400 900 1600 2500 3600 4900 6400
nbnd 8 17 26 35 44 53 62 71
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Figure 1.4.: Computed density of continuum S states of the H atom, ρ(E), as a function
of the energy E for different parameters of the B-spline basis set. Dotted curves restrict
the range of numerically stable results. a) Solid curves present results of the calculation
performed for two different values of the box size rmax keeping the length rmax/s of the
segments in the linear breakpoint sequence fixed. Dashed lines depict the density of states
(see equation (1.18)) of a free particle in a box for the corresponding box size. b) Increase
of the range of numerical stability by increasing the number of segments s and keeping the
box size fixed at rmax = 500 a0
in Fig. 1.4 a where results for two different box sizes are presented. As the energy E
increases, the computed density of S states of the H atom approaches the density of states
of a free particle in a box, so that they become visually indistinguishable at E = 0.5
a.u. However, the computed density starts to deviate at Ecr = 3 a.u. exhibiting first a
minimum followed by a sharp maximum and having a nearly zero value afterwards. The
critical energy Ecr is equal for both computations performed with different box sizes. It is
however due to the fact that the length of the segments is chosen to be the same for both
computations, ∆r = rmax/s = 1 a0. The wavelength λ = 2π/
√
2E for energies E > Ecr is
less than 2.6 a0. Therefore, to obtain numerically stable results the number of segments
per wavelength must be larger than the critical value tcr = 2πs/(
√
2Ecrrmax) = 2.6.
Given the value of tcr, the critical energy can be obtained for an arbitrary box size and














The applicability of Eq. (1.29) is tested in Fig. 1.4 b, where the computation is performed
for a different number of segments s keeping the box size fixed. As can be seen, the onset
of numerically unstable results is well predicted by the values of critical energy calculated
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using Eq. (1.29). Note that the factor 3 in Eq. (1.29) holds true for k = 10, which was
used to perform the computations shown in Fig. 1.4. The value of the factor changes
with the order of the B splines, from 1.5 for k = 5 to 4 for k = 30, since the critical
value tcr decreases with increasing k.
The knowledge of the critical energy Ecr is important for the numerical treatment of the
ionization process of an atom or molecule. It also provides a good measure for cutting
off unphysical states with a high energy in order to make the time propagation in an
external field faster, as is discussed in Sec. 7.2.

2. Two-center B-spline based CI method
This chapter discusses a new method that is capable of treating two-electron diatomic
molecules using a B-spline basis in prolate-spheroidal (elliptic) coordinates. The method
has been developed and coded in order to overcome the limitations of the previously ex-
isting ab initio codes for diatomic molecules. These limitations are discussed in Sec. 2.1.
After introducing the prolate spheroidal coordinate system in Sec. 2.2, the solution of
the one-electron Schrödinger equation in this coordinate system is discussed in Sec. 2.3.
Although a B-spline based one-electron approach in prolate spheroidal coordinates had
already been implemented [52, 53], a new code was written from scratch. Section 2.4
describes the implementation of the configuration-interaction approach and the calcula-
tion of the arising two-electron integrals. The chapter closes with a discussion of how
the present method was extended for the numerical treatment of alkali dimers.
2.1. Motivation
The existing in principle exact ab initio electronic-structure codes for diatomic molecules
may be classified as explicitly correlated (geminal) methods or configuration interaction
(CI). In the former case the basis functions contain some functional form of the inter-
electronic coordinate explicitly. The James-Coolidge type basis functions of Kołos and
coworkers have already long time ago succeeded in providing tremendously accurate po-
tential curves for the low lying states of H2, especially its ground state [54]. The use
of elliptic coordinates allows full use of the diatomic symmetry. The electron-nucleus
Coulombic cusp condition is automatically fulfilled and electronic correlation is efficiently
included using some power of the interelectronic coordinate in the basis. Altogether, very
accurate results can be obtained with an impressively small number of basis functions. A
problem of this approach is the tendency of the basis set to run into numerically caused
linear dependencies. This makes systematic basis-set convergence investigations very
difficult or even impossible. Although a canonical orthogonalization of the basis helps
and prevents a crash of the program, experience shows that a further improvement of the
29
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result remains difficult. Even more severely, there is a fluent transition from the physical
into the unphysical regime. Therefore, it is impossible to determine a well-defined cut-
off value for the orthogonalization. Since the occurring integrals are rather complicated,
and every new type of matrix element leads always to two-electron integrals due to the
explicit dependence of the basis set on the interelectronic coordinate, the extension to
more than two electrons appears to demand heroic efforts, even if core electrons should
only be considered by means of some model potential. The complicated form of the
integrals limits also the range of quantum numbers of angular momentum that can be
considered in the existing codes, and the number of highly excited (Rydberg) states that
is available with a given basis is rather limited. Due to the linear dependencies it is
difficult to obtain a number of states with a comparable accuracy using a single basis
set. The use of different basis sets for different states is on the other hand rather tedious,
if many states are considered.
Rather recently, Gaussian geminals have been successfully implemented and used for very
accurate calculations for small molecular systems (see, e. g., [55]). Their advantages are
the much simpler (though by far non-trivial) integrals that have to be solved. This
allows extensions to more than two electrons and also more than two nuclei. Also, the
calculation of new properties can easier be implemented than in the case of the Kołos
approach, though the problem remains that rather complicated two-electron integrals
have to be solved. The deficiency of Gaussians with respect to a correct representation
of the cusp condition has to be overcome by correspondingly large basis-set expansions
which are possible due to nowadays available computer power. As is the case with the
Kołos approach, the basis-set optimization and convergence investigation is nevertheless
very difficult and hampered by numerically caused linear dependencies.
There are essentially two types of configuration-interaction (or variants of it like multi-
configuration self-consistent field, coupled cluster etc.) codes in use. The multipurpose
quantum-chemistry codes based on Gaussians are highly optimized, but do not consider
symmetry groups with an infinite rotation axis as it is present in diatomic molecules.
Very accurate results require very large expansions, partly due to the incomplete use
of symmetry, but mainly due to the deficiency of Gaussians to represent the cusp and
due to the slow convergence of angular correlation. Large expansions are, however, only
possible, because in those quantum chemistry codes the used Davidson routine [56] (or
variants of it) avoids the need for a full diagonalization of the CI matrix. A disad-
vantage of the Davidson routine is the limited number of excited states that can be
obtained. There exist also some specialized diatomic codes using either Gaussians or,
preferentially, exponential basis functions [57]. The latter fulfill the cusp condition and
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may easily be expressed in prolate-spheroidal coordinates, as the integrals are anyhow
usually calculated in that coordinate system. The main advantage of the multipurpose
codes compared to the specialized codes for diatomic molecules is the tremendous efforts
that have been spent in their efficiency optimization. This allows even all-electron cal-
culations for alkali dimers. However, it has to be kept in mind that for heavier alkalis
a good model or pseudo potential describing the core electrons may give more accurate
results than all-electron calculations. This is due to the fact that the model or pseudo
potentials stem from very accurate atomic calculations that use spherical symmetry and
thus even allow the very accurate inclusion of relativistic effects, far beyond the ability
of present days molecular codes. Although it is not as bad as for the explicitly correlated
basis functions, also the CI methods are hampered by numerically caused linear depen-
dencies of the (now one-particle) basis functions. The main problem arises from diffuse
functions centered at different atoms, and thus single-centered even-tempered Gaussians
help to perform some convergence studies, but do not fully solve the problem.
There is one property that is common to all methods described so far. They are based on
global basis functions, i. e. they use basis functions that are defined within the complete
position space. Although this globality is part of the success story of quantum chemistry
as this appears to be the only way to handle large molecular systems within available
computer resources, there are some disadvantages to it. One of them is the already dis-
cussed linear-dependency problem. It complicates (or even prevents) systematic basis-set
convergence studies. Related to this problem is the difficulty of obtaining a well-defined
number of molecular Rydberg states or getting a well-defined and dense representation
of the electronic continuum. The evident solution to this problem is provided by local
basis functions. In atomic electronic structure calculations B splines have proven to
combine locality with a very high degree of flexibility [47]. This flexibility allows a very
good description of any type of wave function, both bound and continuum ones. The
locality avoids the problem of linear dependencies. The inherent box discretization pro-
vided by the local basis leads to a well-defined discretization of the electronic continuum.
With a given box size only those states that have a node at the box boundary appear
in the calculation. The variation of the box size offers thus a tuning knob that deter-
mines the number of Rydberg states and the density of continuum states. This does not
only provide the ability to calculate bound to continuum transitions within the same
basis set (and thus consistently), but is also very practical when calculating quantities
using a summation over complete sets of eigenstates, as is required in the calculation
of perturbative expressions. One example is the calculation of multiphoton transition
rates [58].
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The success of the B-spline methods especially for the calculation of multiphoton pro-
cesses in atoms (both perturbatively and non-perturbatively by solving the time-depen-
dent Schrödinger equation of the atom in a laser pulse) has motivated the extension to
molecules. For two-electron molecules, this was done by adopting a one-center approx-
imation where only the radial coordinate is expanded in B splines, while the angular
part is expressed in terms of spherical harmonics. The absence of spherical symmetry in
molecules couples the different angular momenta, and thus convergence becomes increas-
ingly more difficult to achieve, if the anisotropy of the system increases. For molecular
hydrogen very impressive results could be obtained for dissociative photoionization at in-
ternuclear distances smaller than about 4 a0 [47, 59]. However, this distance is unlikely
to be sufficient for studies involving competitive ionization and dissociation, e. g. in
strong laser fields. It appears also difficult or even impossible to extend those one-center
methods to alkali dimers, if very accurate results are required, since their equilibrium
internuclear distance is relatively large. Also, for calculations of low-temperature scatter-
ing of excited hydrogen atoms [60] one is interested in the complete range of internuclear
distances, especially the large ones.
Thus, the present development and implementation of a two-center B-spline basis CI
method was motivated by the need to preserve the advantages of the B-spline based
methods and overcome the limitations of the previously used one-center approach.
2.2. Prolate spheroidal coordinate system
Consider two nuclei A and B separated by the internuclear distance R. Introduce the
Cartesian coordinate system with the origin in the midpoint between the nuclei and the
axis z pointing along the internuclear axis, with the nucleus A at zA = −R/2 and the
nucleus B at zB = R/2 (see Fig. 2.1). For an electron e with coordinates (x, y, z), its
radial distance from the axis z is given by rz =
√




r2z + (z +R/2)2 and rB =
√
r2z + (z −R/2)2, (2.1)
respectively. The first two prolate-spheroidal (elliptical) coordinates ξ ∈ [1,∞), η ∈
[−1, 1] can then be simply defined in terms of rA, rB as
ξ = rA + rB
R
and η = rA − rB
R
. (2.2)
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Figure 2.1.: Prolate spheroidal coordinate system. Cuts of various prolate spheroids (hy-
perboloids) are shown by red (blue) curves. For the sake of comparison, cuts of surfaces
with the given value of spherical coordinate r or θ are presented by dashed green curves.
The third prolate-spheroidal coordinate is the angle φ ∈ [0, 2π] around the internuclear
axis defined analogous to the azimuthal angle φ in the spherical coordinates (r, θ, φ) as
x = rz cosφ, y = rz sinφ. (2.3)
A variation of the coordinates η and φ for a constant value of ξ yields a prolate spheroid,
i.e., an ellipsoid with the equal equatorial radii (along the x and y axes) which are
smaller than the polar radius (along z axes). Conversely, the surface with fixed η is a
hyperboloid. Cuts of various prolate spheroids and hyperboloids for a fixed value of φ
are presented in Fig. 2.1.





(ξ2 − 1)(1− η2), z = R2 ξη (2.4)
Using their expressions in spherical coordinates,
rz = r sin θ, z = r cos θ, (2.5)
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one can deduce the relations between both coordinate systems:
r = R2
√
ξ2 + η2 − 1, cos θ = ξη√
ξ2 + η2 − 1
. (2.6)
These relations have simple limits at ξ →∞,
r → R2 ξ, cos θ → η, (2.7)
giving rise for referring to ξ as the radial coordinate and to η as the angular coordinate.
As shown on Fig. 2.1, the relations (2.7) can be used to rather accurately visualize ξ and
η already for ξ = 4.




2 (ξ + η), rB =
R
2 (ξ − η). (2.8)
Another great advantage of prolate spheroidal coordinates consists in its convenience for
describing the Coulomb interaction between an electron and the nuclei. Tackling the
problem one has to deal with the Coulomb terms 1/rA,B multiplied by volume element
dv. Making use of the expression for volume element
dv = w dξ dη dφ, w = R
3
8 (ξ
2 − η2), (2.9)




= R2 (ξ − η) dξ dη dφ, and
dv
rB
= R2 (ξ + η) dξ dη dφ. (2.10)
In the following, a brief list of identities is given which are important for applying prolate
spheroidal coordinates for physical problems and used further in the present thesis.
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The inverse distance between two points, (ξ1, η1, φ1) and (ξ2, η2, φ2), used for the calcu-
































and ξ>, ξ< are the greater and the lesser values of ξ1 and ξ2, respectively. Besides, the
associated Legendre functions of the first and second kind,





















are used in Eq. (2.12). Partial derivatives used to specify the dipole operator in the




































2.3. The one-electron Schrödinger equation in prolate
spheroidal coordinates
Consider a diatomic molecule within the Born-Oppenheimer approximation. Assume
that the one-electron Hamiltonian ĥ possesses rotational symmetry with respect to the
internuclear axis and can therefore be written as
ĥ = −12∇
2 + V (ξ, η) . (2.16)
The explicit form of V (ξ, η) which depends on the interaction between an electron and
ionic cores is not further specified at this point. Solving the one-electron Schrödinger
equation (OESE) ĥψ = εψ yields the orbitals ψ. Due to rotational symmetry the orbitals
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ψ can be specified by the quantum numbers λ = 0, 1, . . . and m = ±λ. If the function
V (ξ, η) fulfills the condition V (ξ,−η) = V (ξ, η) (for example, for a homonuclear molecule
with equivalent cores), the Hamiltonian ĥ also possesses inversion symmetry with respect
to the midpoint between the nuclei,
ξ → ξ, η → −η, φ→ φ+ π. (2.17)
The eigenvalue ℘ of the inversion operator is equal to 1 for gerade and to −1 for ungerade
states. The complete set of orbital quantum numbers is specified by γ ≡ {λ,m, [℘]}
(square brackets are used for optional quantum numbers). Since the energy does not
depend on m, |γ| ≡ {λ, [℘]} is introduced. For example, in the case of H+2 orbitals with
symmetry σg and πu correspond to |γ| = {0, 1} and {1,−1}, respectively.
Using the rotational symmetry of the OESE,
ĥψγν = ε|γ|ν ψγν , (2.18)
the orbitals ψγν can be written as
ψγν (ξ, η, φ) =
1√
2π
ψ|γ|ν (ξ, η) eimφ. (2.19)
If the potential V (ξ, η) has the form
V (ξ, η) = − 2
R2(ξ2 − η2) {Zξ(ξ) + Zη(η)} (2.20)
with functions Zξ(ξ) and Zη(η) depending on a single variable, the OESE is separable.
As an example, consider the Hamiltonian ĥ that describes the motion of an electron in






Then, substituting (2.8) into (2.21) and transforming to the form (2.20), one obtains
Zξ(ξ) = (ZB + ZA)Rξ, Zη(η) = (ZB − ZA)Rη. (2.22)
In case of separability of the OESE the orbitals can be written as
ψγν (ξ, η, φ) = N |γ|ν Ξ|γ|ν (ξ) Π|γ|ν (η) eimφ, (2.23)
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where N |γ|ν is a normalization factor. Substituting (2.11), (2.16), (2.20), and (2.23), the

































Π|γ|ν (η) = Aη(ε|γ|ν )Π|γ|ν (η)
(2.24)
where the eigenvalues Aξ(ε|γ|ν ) and Aη(ε|γ|ν ) connect Eqs.(2.24) via the condition
Aξ(ε|γ|ν ) +Aη(ε|γ|ν ) = 0. (2.25)
In order to solve the OESE two sets of B splines are introduced. The first set comprises
nξ B splines Br(ξ)(r = 1..nξ) of order kξ for variable ξ. The knot sequence {ξbi } is chosen
according to
1 = ξb1 = ... = ξbkξ < ξ
b
kξ+1 < ... < ξ
b
nξ+1 = ... = ξ
b
nξ+kξ = ξmax, (2.26)
where the basis-set parameter ξmax defines the size of the elliptical “box” in which the
OESE is solved. Similarly, the second set comprises nη B splines Br(η)(r = 1..nη) of
order kη for variable η, but now using the knot sequence {ηbi} according to
−1 = ηb1 = ... = ηbkη < η
b
kη+1 < ... < η
b
nη+1 = ... = η
b
nη+kη = 1. (2.27)
Instead of using the B splines directly, the (symmetry dependent) functions
X |γ|α (ξ) = (ξ2 − 1)
λ




are introduced to correctly describe the square-root singularities at ξ = 1 and η =
±1. With the aid of all possible products of X |γ|α and Y |γ|β , the three-dimensional basis
functions







are constructed. Similar to Sec. 1.3, the wave functions are enforced to vanish at the
box boundary ξmax. Since only Bnξ(ξ) is nonzero at ξmax, its coefficients should be zero.
This is equivalent to the simple omission of X |γ|nξ (ξ) and the use of only ñξ = nξ − 1
functions X |γ|α (ξ), α = 1..ñξ.
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While it is in general required to use ñη = nη basis functions Y |γ|β (η), Hamiltonians with
inversion symmetry allow the reduction of the number of basis functions to ñη = nη/2.
With the choice of the knot sequence {ηbi} according to
ηbr = −ηbnη+kη+1−r for r = 1 .. nη+kη (2.30)
with even value of nη, the identity Bβ(η) = Bnη+1−β(−η) is fulfilled. Instead of the
definition given in Eq. (2.28) the symmetry-adapted functions are defined as
Y
|γ|
β (η) = (1− η
2)
λ
2 {Bβ(η) + (−1)λ℘Bnη+1−β(η)}. (2.31)
This leads to correct inversion symmetry of Uγαβ in Eq.(2.29).
After replacement of the two indices α = 1..ñξ and β = 1..ñη by the single index
i = (α − 1)ñη + β, the OESE is projected onto a set of Ñ = ñξñη linear independent
basis functions {Uγi }. This yields the generalized matrix eigenvalue problem
h
¯
|γ| ~C |γ| = ε|γ| S
¯


















where dv is given by Eq. (2.9) and V is the integration volume corresponding to the






ij are banded. This property is efficiently considered when the diagonalization is
performed e.g. with LAPACK subroutine DSBGVX that also accounts for the symmetry
of the matrices. The integration over angle φ in Eq. (2.33) can easily be performed.
The remaining two-dimensional integrals have to be solved numerically (for example,
by Gaussian quadrature). If the potential V (ξ, η) is of the form (2.20), it is, however,
possible to write the integrals as linear combinations of products of one-dimensional
integrals. Each of them is a sum of integrals over intervals between neighbor knot
points. In the case of a Coulomb field (2.22) the integrands are polynomials at most of
order 2(kξ + λ) or 2(kη + λ) and Gaussian quadrature of order kξ + λ or kη + λ yields
exact results.
The diagonalization subroutine provides a set of eigenvalues ε|γ|ν , sorted in ascending
order (ν = 1..Ñ), and (optionally) the corresponding coefficients C |γ|ν,i . The orbitals
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(2.18) are thus given as







i (ξ, η, φ). (2.34)
Even if the potential V (ξ, η) allows separability, the described procedure does not pro-
vide orbitals of the form given in Eq.(2.23), because every coefficient in Eq.(2.34) belongs
to a pair of basis functions with respect to ξ and η. This does not only lead to a longer
expansion than necessary (ñξñη instead of ñξ + ñη), but, even more importantly, does
not allow the significant simplification in the evaluation of one- and two-electron inte-
grals that is discussed for the latter ones below (see Eq.(2.51)). Therefore, the following
procedure for obtaining the eigenvectors is implemented for the case of separable Hamil-
tonians. Only the eigenvalues ε|γ|ν of Eq.(2.32) are calculated as described above. Then
for every eigenvalue ε|γ|ν the Eqs.(2.24) are projected onto the sets of basis functions
{X |γ|α } and {Y |γ|β }. The resulting two generalized matrix eigenvalue problems are again
solved (including calculation of the eigenvectors) using subroutine DSBGVX. Out of the
obtained eigenvalue sets {Aξ(ε|γ|ν )} and {Aη(ε|γ|ν )} that pair Aξαν (ε
|γ|
ν ) and Aηβν (ε
|γ|
ν ) is
chosen, whose sum is close to zero (see Eq.(2.25). The eigenvectors {C |γ|ν,α} and {C |γ|ν,β}



















Π|γ|ν (−η) = (−1)λ℘Π|γ|ν (η). (2.36)
It is useful to specify the orbitals ψγν in Eq. (2.23) by the numbers Nξ and Nη of nodes
of the functions Ξ|γ|ν (ξ) and Π|γ|ν (η). In fact, the set {Nξ, Nη,m} can be used to uniquely
identify an orbital, alternative to the set {ν, γ}, and can be also treated as the set of
quantum numbers (see Fig. 2.2 for an example). The physical meaning of Nξ and Nη
can be well understood in the united-atom-limit case. Consider the nuclei with changes
ZA = ZB = Z/2 and R→ 0. Applying Eq. (2.7) to Eq. (2.24) it can be derived that
Ξ|γ|ν (ξ) ≈ Rnl(r), n = Nξ +Nη + λ+ 1,
Π|γ|ν (η)eimφ ≈ Ylm(r̂), l = Nη + λ,
(2.37)


























































Figure 2.2.: Functions Ξ|γ|ν (ξ) and Π|γ|ν (η) for low-lying bound states of H+2 at R = 2.0 a0.
Both νγ and {Nξ, Nη,m} are used to specify the orbitals.
provided both Ξ|γ|ν and Π|γ|ν are properly normalized. Here Rnl(r) is the radial wavefunc-
tion of hydrogenic atom with the charge Z, with the principal quantum number n and
the angular momentum l, while Ylm(r̂) is a spherical harmonic. Thus, for R → 0 the
orbital (2.23) with the set {Nξ, Nη,m} is equivalent to the hydrogenic orbital with the
quantum numbers {n, l,m}. (Because of the box boundary condition this is not always
the case for numerically calculated orbitals).
Using these relations it is possible to select configurations for the subsequent CI calcu-
lations in a more intuitive way (as is discussed below in Sec. 3.1). Even in the case of
non-separability (as long as it is weak) it is possible to characterize the orbitals by two
numbers that are related to the nodal structure. Since Eqs.(2.24) are the Sturm-Liouville
problem, the number of nodes can be determined from the indices αν and βν . For Ξ|γ|ν (ξ)
one finds N ξν = αν − 1. For Π|γ|ν (η) one finds Nην = βν − 1, if the basis functions Y |γ|β (η)
are chosen according to Eq.(2.28), and Nην = 2βν − (3 + (−1)λ℘)/2, if the Y |γ|β (η) are
chosen according to Eq.(2.31).
For the purpose of illustration, Fig. 2.3 shows electronic potential energies E(R) of the
H+2 and HeH++ molecules obtained with the present method. In order to present the
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Figure 2.3.: Low-lying bound states of H+2 (a,b) and HeH++ (c,d) molecules. a,c) Molecu-
lar potential energy E(R) as a function of the internuclear distance R. b,d) Effective principle
quantum number n∗ = (ZA + ZB)/
√
2Ebind, where Ebind being the binding energy, versus
the square root of the internuclear distance R.
obtained energies in a wide region of internuclear separations, Figs. 2.3 b and 2.3 d show
the effective principle quantum number n∗ = (ZA + ZB)/
√
2Ebind which depends on
the binding energy Ebind = E(R) − (ZAZB)/R of the molecular ion. In addition, a
scaled abscissa axis is used. Such a representation allows one to demonstrate how the
molecular energies converge to both the united-atom limit (where the system reduces to
a one-electron atom with the nuclear charge ZA +ZB) and the dissociation limit (where
the system reduces to two non-interacting atoms).
Since all orbitals are enforced to be zero at ξmax, box discretization is employed in
the present approach. Consequently, all orbitals are normalized to one, independently
on whether they represent bound or continuum solutions. In one-electron calculations
involving the continuum (for example, photoionization of H+2 ) it is, however, necessary
to adopt energy normalization for the continuum orbitals. This can be achieved either
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Figure 2.4.: Oscillator strengths from the ground state 1σg of H+2 to computed σu orbitals
with different Nη.
by fitting the orbitals (close to the box boundary) to the known asymptotic behavior or
using the density of states.
Since Nη is a good quantum number, it can be used to distinguish between different
continuum channels, instead of the angular momentum l in the case of a single-electron
atom. This possibility is demonstrated in Fig. 2.4 where the oscillator strengths f ,
fij = 2(Ej − Ei) |〈i |z| j〉|2 , (2.38)
for transitions from the ground state 1σg of H+2 to computed σu orbitals with different
Nη are shown. The electronic-structure calculation was performed for the internuclear
distance R = 2.0 a0 using the box size ξmax = 700 and 500 B splines for variable η. Due
to symmetry, Nη may possess only an odd value, and the oscillator strengths f to orbitals
with Nη = 1 and 3 are evidently stronger (Fig. 2.4) compared to those with higher Nη.
As one can see, the oscillator strengths f belonging to the same Nη can be joined by
a smooth line (in fact, the density of points is so high that individual points are often
indistinguishable), and thus the interpolation procedure can be efficiently performed to
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calculate the contribution of continuum channels at an arbitrary energy 0 < E < Ecr
where the value of the critical energy Ecr = 2 a.u. can be inferred from the figure.
Substituting relation (2.7) in Eq. (1.29) yields the following expression for an estimation







which yields Ecr = 1.5 a.u. for the discussed case. In order to calculate the density of
states one has to consider separately orbitals belonging to different Nη. However, if the
orbitals are used in a CI calculation, they should not be energy renormalized, even if one
is interested in continuum properties of the two-electron system. In fact, the orbitals
should in this case only be seen as basis functions. Therefore, even the non-physical
pseudo-states necessarily obtained in a box-discretized calculation (due to the infinite
Rydberg series represented by a finite basis) are important ingredients for a subsequent
CI calculation.
2.4. Two-electron basis set and configuration-interaction
approach
As a basis set for solving the two-electron Schrödinger equation,
Ĥ(1, 2)Ψ(1, 2) =
(




Ψ(1, 2) = EΨ(1, 2), (2.40)
linear combinations of the orbitals [given either in Eqs. (2.23) and (2.35) or in Eqs. (2.34)
and (2.29)] are used. The potential VAB(R) is either the Coulomb interaction ZAZB/R
between the nuclei or describes the interaction between two cores. Let Γ specify the full
set of quantum numbers, Γ ≡ {Λ,M, S, [P,PΣ]}, where Λ = 0, 1, . . . is the absolute value
of the component of the total angular momentum along the internuclear axis (Σ,Π, . . . ),
M = ±Λ and the total spin S = 0, 1. The optional quantum numbers P and PΣ specify
the parity with respect to inversion symmetry (gerade or ungerade, cf. Eq. (2.17)) and,
for Σ states only, with respect to a reflection at a plane through the nuclei,
ξi → ξi, ηi → ηi, φi → −φi. (2.41)
The last transformation is equivalent to a complex conjugation of the wave function,
if the normalization of the latter is chosen in such a way, that only its angular part is
complex.
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Normalized and fully symmetry-adapted configurations ΥΓi are used in the CI calcula-
tions. The configurations are build with the aid of products of two orbitals |νγ ν̄γ̄〉 ≡
ψγν (ξ1, η1, φ1)ψγ̄ν̄ (ξ2, η2, φ2) with γ̄ ≡ {λ̄, m̄, [℘̄]}. For a given configuration ΥΓi ≡ [νγ ν̄γ̄]
the orbitals νγ and ν̄γ̄ satisfy the conditions m+ m̄ = M and ℘℘̄ = P. For non-Σ states
(Λ 6= 0) particle-exchange symmetry is considered using
[νγ ν̄γ̄]Λ 6=0 =
|νγ ν̄γ̄〉+ (−1)S |ν̄γ̄ νγ〉√
2(1 + δνν̄δγγ̄)
. (2.42)








|νγ ν̄γ̄〉+ (−1)S |ν̄γ̄ νγ〉
)∗√
4(1 + δνν̄δ|γ||γ̄|)(1 + δ0mδ0m̄)
(2.43)
where it was used that two different orbitals with the same ν and |γ| can be obtained
from each other by complex conjugation. Using the relation
|νγ ν̄γ̄〉∗ ≡ |ν{λ,m, [℘]} ν̄{λ̄, m̄, [℘̄]}〉∗
= |ν{λ,−m, [℘]} ν̄{λ̄,−m̄, [℘̄]}〉 ≡ ||νγ∗ ν̄γ̄∗〉,
(2.44)
configuration (2.43) can finally be represented as a linear combination of products of
two orbitals. Clearly, the choice of νγ and ν̄γ̄ has always to be done in such a way that
a double occurrence of the same configuration is prevented. The two-electron problem
Ĥ(1, 2)ΨΓµ(1, 2) = EΓµΨΓµ(1, 2) (2.45)





CΓµiΥΓi (1, 2). (2.46)
Due to the orthonormality of the set {ΥΓi } the ordinary matrix eigenvalue problem
H
¯








dv1 dv2ΥΓ∗i (1, 2)Ĥ(1, 2)ΥΓj (1, 2) (2.47)
is obtained. The coefficients {CΓµi} and energies EΓµ are calculated using LAPACK sub-
routine DSPEVX. The CI matrix elements H
¯
Γ
ij comprise one- and two-electron integrals.
The evaluation of the one-electron integrals is trivial, because the orbitals are solutions
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of the one-electron Hamiltonian. Thus one finds
〈νγ ν̄γ̄|ĥ(1) + ĥ(2)| ν ′γ′ν̄ ′γ̄′〉 = (ε|γ|ν + ε
|γ̄|
ν̄ ) δνν′ δγγ′ δν̄ν̄′ δγ̄γ̄′ . (2.48)
Using the von Neumann expansion (2.12) the two-electron integrals can be written after
some further simplifications [62] as
〈νγ ν̄γ̄| 1
r12
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(2.49)
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2 − η2). (2.50)
In case of separability of the OESE the integral function F |γ||γ
′|ρ
























2 − η2). (2.51)
For Hamiltonians with inversion symmetry the functions F |γ||γ
′|ρ
νν′` (ξ) are equal to zero,














where (−1)λ+λ′+ρ = 1 for any m and m′, as can be easily shown from the definition of ρ.
Thus, in (2.51) the integrals with respect to η are equal to zero for ℘℘′ = (−1)`+1, since
in this case their integrands are odd functions with respect to η. If function F |γ||γ
′|ρ
νν′` (ξ)
is non-zero, the ratio F |γ||γ
′|ρ
νν′` (ξ)/(ξ−1)
t with t = (ρ+λ+λ′)/2+1 remains finite even in
the limit ξ → 1. Since (ξ2− 1)[P̂ ρ` (ξ)]2
ξ→1−→ B(ξ− 1)ρ+1 where B is a non-zero constant,







(ξ2 − 1)[P̂ ρ` (ξ)]2
ξ→1−→ D(ξ − 1)λ+λ′+λ̄+λ̄′+1, with D = const. (2.53)
Since (ξ2 − 1)[P̂ ρ` (ξ)]2 6= 0 at any point ξ ∈ (1, ξmax], the integrand has no singularities
within ξ ∈ [1, ξmax] and Gaussian quadrature can be used to calculate this integral. It is
important to mention that the variety of F |γ||γ
′|ρ
νν′` (ξ) functions is much smaller than the
number of two-electron integrals. The storage of the values of the functions F |γ||γ
′|ρ
νν′` (ξ)
at Gaussian quadrature roots allows the simultaneous calculation of all two-electron
integrals. This speeds up the calculations significantly.
2.5. Description of alkali dimers
Alkali metals (Li, Na, K, Rb, Cs, Fr) consist of a ’noble gas’ core with effective charge
equal to unity and a single weakly bound s electron outside the core. Therefore, it is
similar to a hydrogen atom, with the only difference that the core is not a point charge
and, therefore, one has to account for screening and polarization effects. The simple
valence structure has stimulated the development of many approaches, such as model
potential methods, frozen-core all-electron methods (MCSCF or valence CI), and non-
empirical effective and pseudopotential methods, which were first formulated for alkali
atoms and were later generalized to describe also alkali dimers (cations and neutrals) [63–
69]. These different methods have in common that they attempt to accurately describe
the correlated motions of the valence electrons and reduce the dimensionality of the
original many-electron problem by simplifying the treatment of the interaction between
valence and core electrons.
Asymptotically, the leading terms of the valence-core interaction have a simple analytical
form and usually can be modeled reliably. At short range, on the other hand, the valence-
core interaction is extremely complicated and its nonlocal and energy-dependent nature
makes it difficult to approximate in terms of local operators. Nevertheless, it appears
that many properties of the system do not depend sensitively on the detailed form of the
short-range part of the valence-core interaction, and thus it can be replaced effectively by
a local potential. Semi-local (e.g. angular-momentum dependent) and nonlocal potentials
may be employed to improve accuracy. However, the use of nonlocal terms will increase
the complexity of the calculation.
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Different methods use different ways to simplify the valence-core interaction. Despite
the often inconsistently used and thus quite confusing terminology, one can distinguish
terms ’effective’, ’pseudo-’, and ’model’ potentials in the following way1. Whereas an
effective potential is obtained by projections of some exact wavefunctions onto a finite
model space, a pseudopotential is obtain through simulation techniques, i.e. minimization
of the distance between the exact and pseudo-operators in a reduced subspace. In
contrast to effective and pseudopotentials that are obtained by means of well defined
mathematical procedures, a model potential is generally parameterized from experiment
and has, therefore, a much simpler form. Usually, the model potential is represented by
an analytical function depending on a set of parameters, determined by minimizing the
root-mean-square deviation between observed and calculated energies.
Being the simplest of all discussed methods, the model potential method is the most
appropriate for an extension of the B-spline based CI method described above. Various
implementations of the model potential method have been developed by several authors
that differ by either the form of the atomic model potential or the treatment of two-
body and three-body polarization effects. One can roughly distinguish between two
approaches. In the first, developed by Dalgarno and coworkers [70–72], the atomic
potential includes the Hartree-Fock potential, the correct asymptotic description of core
polarization, and a short-range parametric function. Due to the number of parameters
used, it was however impossible to unambiguously determine parameters from a fitting to
experimental energies. In the second approach, developed by Klapish and Aymar [73, 74],
only three parameters are used to describe the atomic potential, which has however no
explicit polarization term. Both approaches yield comparably good results both for
atomic energies and wavefunctions. In accordance with recent literature performing
model potential calculations for alkali dimers [75–78], the present work employs the
Klapish model potential.
Consider one or two electrons moving in the field of two ionic cores, A and B. The
interaction of an active electron labeled i (for a neutral alkali dimer i = 1, 2, for a cation
the label can be omitted) with the ionic cores is given by
Vi = V (A)Kl (riA) + V
(B)
Kl (riB) + V
(A)
pol (riA, R) + V
(B)
pol (riB, R) (2.54)
where ric is the vector pointing from the core c (c = A, B) to the active electron i. Here,
1This terminology has been proposed in [68]
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the function V (c)Kl (r) represents the Klapish model potential [73]
V
(c)








1 r + γ(c)2 r e
−γ(c)3 r] (2.55)
where Z(c) is the nuclear charge, γ(c)j are the Klapish parameters as reported in [79] (due
to the difference in the way the potential is written, the value of γ(c)2 from [79] is divided
by (Z(c) − 1) before being employed in the actual calculation). The polarization term
V
(c)
























where fn(x) = 1−exp(−xn) is a cut-off function, α(c)d (ρ(c)) is the static dipole polariz-
ability (cut-off parameter) of the ionic core c [79], and sc is equal to 1 (−1) for c = A
















where α(c)q is the static quadrupole polarizability of the ionic core c.
Substituting Eqs. (2.8) and (2.4) into Eq. (2.54), Vi can be expressed as a function of ξi, ηi
and used to define ĥ(i) in Eq. (2.16). Note that Vi cannot be transformed to the form
given by Eq. (2.20), and therefore no variable separation can be employed when solving
the one-electron problem. Since the three-body electron-electron-core polarization effect
is neglected in the present treatment, nothing should be changed solving the two-electron
problem, except for a substitution of the pure Coulomb interaction between the cores
with expression (2.57).
3. Applications of the two-center B-spline
based CI method
This chapter gives a few examples for the proper implementation, accuracy, and con-
vergence studies of the two-center B-spline based CI method implemented in this work.
Thus, the application of the method to the calculation of energies of the ground and
excited states of hydrogen molecule at small internuclear separations is discussed in
Sec. 3.1. The discussion includes a careful convergence analysis performed in order to
find a recipe for the optimal choice of configuration series. The ability of the present
method to numerically treat the electronic continuum for a two-electron molecule is
demonstrated in Sec. 3.2 with the example of the HeH+ molecule. Section 3.3 proves the
high accuracy which can be reached with the present method in describing autoionizing
doubly-excited states at large internuclear separations. Finally, the applications to alkali
dimers is briefly discussed in Sec. 3.4.
3.1. Convergence at small internuclear separations
Since the orbitals used in the CI calculations are solutions of the OESE and thus do not
include any electron-electron interaction, they are not suitable for getting very high ac-
curacy with a small number of configurations except for asymmetric excited states1 [58].
The alternative use of Hartree-Fock orbitals is known to provide more accurate ground-
state energies with smaller CI expansions, but those orbitals are not a good starting
point for the description of highly lying excited states. On the other hand, the absence
of linear dependencies in the present approach allows the use of rather large basis sets. It
turns out that instead of simply increasing the number of configurations, a judicious se-
lection of them can lead to significantly improved results. After some tests the following
recipe has been developed for small internuclear distances where electronic correlation
1For example, states where one electron is left in the lowest lying orbital while the other one is highly
excited or ionized
49
Chapter 3. Applications of the two-center B-spline based CI method 50
Table 3.1.: Convergence analysis of the ground-state energya for a H2 molecule at R =
1.4 a0. The fixed basis-set parameters are ξmax = 12.0, ñη = 10, kη = 6. (Published in [61].)
ñξ = 9, kξ = 7 ñξ = 12, kξ = 8 ñξ = 15, kξ = 9 ñξ = 18, kξ = 10
lmax NΓ −E [a.u.] NΓ −E [a.u.]b NΓ −E [a.u.]b NΓ −E [a.u.]b
0 45 1.142 225 78 1.142 266( 41) 120 1.142 271(05) 171 1.142 273(02)
1 135 1.171 264 234 1.171 340( 76) 360 1.171 350(10) 513 1.171 353(03)
2 351 1.173 510 612 1.173 612(102) 945 1.173 628(16) 1350 1.173 633(05)
3 693 1.173 973 1212 1.174 094(121) 1875 1.174 115(21) 2682 1.174 121(07)
4 1242 1.174 126 2178 1.174 258(132) 3375 1.174 283(25) 4833 1.174 291(08)
5 1998 1.174 187 3510 1.174 327(140) 5445 1.174 355(28) 7803 1.174 364(09)
6 3042 1.174 215 5352 1.174 360(145) 8310 1.174 390(30) 11916 1.174 400(10)
7 4374 1.174 230 7704 1.174 378(148) 11970 1.174 409(31) 17172 1.174 420(11)
8 6075 1.174 238 10710 1.174 388(150) 16650 1.174 420(32)
9 8145 1.174 242 14370 1.174 393(151)
10 10665 1.174 245
a Literature [54]: E = −1.174 475671 a.u.
b In parenthesis the change of energy (in 10−6 a.u.) compared to the preceding column is given.
is important. In order to obtain good results it is more important to achieve the largest
degree of completeness of the configuration set for some orbital basis than to strive for a
high accuracy of the orbitals themselves. A complete configuration set is obtained, if all
possible configurations are included that can be formed from all orbitals. Fortunately,
those orbitals which in the united-atom limit would have a large angular momentum
l(= Nη + λ) give a small contribution to the energy. Introducing lmax and using only
orbitals with l 6 lmax (instead of all possible orbitals) allows an efficient reduction of
the configuration set.
In order to demonstrate this effect, the ground and some low-lying excited states of
H2 as well as electronic dipole transition moments between them have been calculated
using different values of lmax. Results of calculations for the ground-state energy of H2
at R = 1.4 a.u. are given in Table 3.1 where they are compared with the best available
literature value [54]. (That value was obtained with explicitly correlated basis functions
and is supposed to be accurate within about 2 ·10−8 a. u.) The convergence behavior and
the change of the dimension of the CI matrix with respect to an increase of lmax is shown
for a fixed box size and different sets of ξ-dependent B-spline parameters. With respect
to the η-dependent B-spline parameters ñη, kη convergence is already achieved. The box
size (ξmax) is chosen in such a way that the ground-state wave function has sufficiently
decayed at the box boundary. Therefore, the eigenfunction and thus the energy is not
influenced by the infinite wall implied by the box.
The rows in Table 3.1 show the convergence behavior with respect to the radial pa-
rameters; namely, with respect to the B-spline basis. The columns demonstrate the
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Table 3.2.: Convergence analysis for the 6 lowest-lying 1Σu states of H2 at R = 2.0 a0.
The fixed basis-set parameters are ñξ = 24, kξ = 12, gξ = 1.15, ñη = 10, kη = 6. (Published
in [61].)
ξmax lmax −E1 [a.u.] −E2 [a.u.] −E3 [a.u.] −E4 [a.u.] −E5 [a.u.] −E6 [a.u.]
40.0 4 0.751 8547 0.665 4215 0.636 6922 0.634 0141 0.619 4238 0.618 6471
40.0 5 0.751 9614 0.665 4492 0.636 7038 0.634 0146 0.619 4244 0.618 6489
60.0 4 0.751 8511 0.665 4206 0.636 9360 0.634 1010 0.624 0293 0.622 6471
60.0 5 0.751 9568 0.665 4480 0.636 9468 0.634 1015 0.624 0350 0.622 6474
80.0 4 0.751 8451 0.665 4188 0.636 9356 0.634 1011 0.624 1910 0.622 7480
80.0 5 0.751 9496 0.665 4458 0.636 9462 0.634 1016 0.624 1962 0.622 7483
100.0 4 0.751 8360 0.665 4159 0.636 9343 0.634 1009 0.624 1916 0.622 7487
100.0 5 0.751 9390 0.665 4426 0.636 9447 0.634 1013 0.624 1967 0.622 7490
Lit. [80] 0.752 0825 0.665 4811 0.636 9602 0.634 1016 0.624 2044 0.622 7488
importance of the angular parameter lmax. In order to clarify the idea of completeness
the following calculation is instructive. Using the basis set parameters of the last col-
umn, a CI calculation with a reduced number of configurations was performed. With the
help of the 180 σg, σu, . . . orbitals configuration series [1σg : 1..100σg], [2σg : 2..25σg],
[3σg : 3..25σg], . . . , [25σg : 25σg] and the analogous ones for σu, πg and πu were con-
structed, yielding 1600 configurations and E = −1.170 943 a.u. Comparing to the result
obtained with a more than 10 times smaller but complete configuration set (see 2nd row
and 1st column of Table 3.1), one notices that the larger basis gives a worse result, even
though an apparently better B-spline basis is adopted. While completeness is crucial for
small internuclear distances, it is found that for large internuclear distances a different
procedure for configuration selection has to be used. In this case it is more important
to choose configurations by energy arguments, as will be discussed in Sec. 3.3
If a number of states should simultaneously be calculated, a small box as was used
for the ground state is insufficient. An increase of the box size requires the use of an
increased number of B splines (ñξ), if a linear knot sequence {ξbi } is adopted and the
same level of accuracy should be achieved. Alternatively, a non-uniform knot sequence
can be used. A geometrically progressive distribution (ξbi+1 − ξbi = gξ (ξbi − ξbi−1) with
gξ > 1) was found to give satisfactory results with a reasonable number of B splines. As
an example, Table 3.2 shows the results for a number of 1Σu states of H2 calculated with
the same basis set (in fact, obtained within the same calculation) and gξ = 1.15. Again
the values are compared with energies that were obtained with explicitly correlated
basis functions [80] but are supposedly less accurate than the ground-state calculation
in [54]. Clearly, a too small choice of the box size ξmax does not give very accurate
results, because the boundary condition imposed at ξmax leads effectively to an artificial
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Table 3.3.: Electronic dipole transition moments for H2 at R = 2.0 a0. The fixed basis-set
parameters are ξmax = 40.0, ñξ = 20, kξ = 10, gξ = 1.1, ñη = 10, kη = 6. (Published
in [61].)
lmax Gauge 11Σg − 11Σu 21Σg − 11Σu 31Σg − 11Σu 41Σg − 11Σu
2 l 1.3036 2.4083 1.8113 0.1634
3 l 1.3114 2.3819 1.8104 0.1708
4 l 1.3134 2.3753 1.8047 0.1730
4 v 1.3116 2.3737 1.8039 0.1728
Lit. l 1.3133a 2.3709c 1.8003c 0.1748c
lmax Gauge 11Σg − 21Σu 21Σg − 21Σu 31Σg − 21Σu 41Σg − 21Σu
2 l 0.4396 3.0966 5.2911 5.8647
3 l 0.4368 3.1206 5.2248 5.8268
4 l 0.4361 3.1264 5.2213 5.8155
4 v 0.4356 3.1252 5.2315 5.8136
Lit. l 0.4352a 3.1300c 5.2191c 5.8066c
lmax Gauge 11Σg − 11Πu 21Σg − 11Πu 31Σg − 11Πu 41Σg − 11Πu
2 l 0.8659 3.2515 1.4187 0.6324
3 l 0.8681 3.2440 1.4168 0.6206
4 l 0.8687 3.2442 1.4116 0.6185
4 v 0.8471 0.9476 1.4213 0.6342
Lit. l 0.8634b
lmax Gauge 11Σg − 21Πu 21Σg − 21Πu 31Σg − 21Πu 41Σg − 21Πu
2 l 0.3877 1.9037 2.0561 7.8762
3 l 0.3878 1.9134 2.0552 7.8599
4 l 0.3879 1.9154 2.0562 7.8566
4 v 0.3781 1.8884 2.0471 6.5457
Lit. l 0.3855b
a Theoretical data from [81]
b Theoretical data from [82]
c Theoretical data from [83]
confinement of the wave function and thus to an increased energy. On the other hand,
if the box is too large, the B-spline basis (with a fixed number of B splines ñξ) is not
able to properly represent the radial behavior of the wave function. As can be seen from
Table 3.2, different box sizes are optimal for different states. Therefore, the accurate
simultaneous description of a number of states requires a careful choice of the box size.
One can also see that convergence with respect to lmax is different for different states. For
example, the states 4 1Σu and 6 1Σu are almost converged for lmax = 4, while convergence
for the other states is not yet achieved.
Since electronic dipole transition moments are known to be much more sensitive to
the accuracy of the wave functions than the energy, such transition moments have been
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calculated for H2 and compared to literature values (where available). Examples together
with a convergence analysis with respect to lmax are given in Table 3.3. While most
results are calculated in length gauge, the corresponding velocity-gauge results are also
given, but only for lmax = 4. In general, good agreement is found with literature values.
Also, the dipole moments calculated in the two gauges agree well, except for those
transitions where the transition energy is extremely small (for example, 21Σg − 11Πu).
In these cases a small error in the transition energy leads to large errors in the final
result, since a division by the energy difference has to be performed when comparing
results in length and velocity gauges.
3.2. Photoionization cross section
As an example of the numerical treatment of the electronic continuum for a two-electron
molecule, consider a calculation of the photoionization spectrum of HeH+. The system
is chosen to demonstrate the applicability of the present approach also to heteronuclear
systems. The purpose of this section is to demonstrate how the box discretization leads
to the ability to calculate transitions into the electronic continuum of states. For the
sake of simplicity, the investigation is limited to the case of a parallel orientation of
the molecular axis with respect to the field as well as to a consideration of only single
internuclear distance R = 1.45 a0.








where E0 is the ground-state energy and µ specifies all possible degenerate final states
with energy E. For the calculation of the electronic dipole transition moment
Dµ(E) = 〈ΨEµ|D̂|Ψ0〉 (3.2)
with the dipole operator D̂ in length gauge the ground and final state wave functions Ψ0
and ΨEµ are required. The latter has to be properly energy normalized. Since the box-
discretized calculation yields wave functions with bound-state normalization, it is neces-
sary to perform a renormalization [47]. In the present case of the two-electron diatomic
problem, a further complication arises from the occurrence of a multiply degenerate elec-
tronic continuum even between the first and second ionization thresholds [84, 85]. In [84]
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Figure 3.1.: Electronic dipole transition moments between the ground state of HeH+ and
1Σ continuum states (at R = 1.45 a0). Every point represents the transition to a single
discretized continuum state. The shown results were obtained using different box sizes in
order to achieve a denser spectrum. In this way an almost continuous spectrum is yielded.
(Published in [61].)
a one-center approach was used and renormalization was performed by characterizing
the states, i. e. attributing to every state a channel index µ, according to their leading
l quantum number at the asymptotic limit. Within every channel the renormalization
factors were obtained from the (partial) density of states. A detailed investigation re-
veals, however, that in some cases it is possible that two degenerate states are both
simultaneously dominated by two different l quantum numbers. In order to be able to
handle also this situation the following procedure was developed.
If the photoelectron is far away from the remaining ion left in its 1σ ground state, an





(ψ1σ(1)ψεµ(2) + ψεµ(1)ψ1σ(2)). (3.3)
Since for large distances Rξ/2 → r and η → cos θ, the one-electron continuum wave
Chapter 3. Applications of the two-center B-spline based CI method 55








ln 2kr + δµ(ε)}Ωµ(θ, ε) exp(imφ) (3.4)
due to the standing-wave boundary conditions imposed by the box. In Eq. (3.4) the
wavenumber k =
√
2ε, the phase shift δµ(ε), and the angular functions Ωµ(θ, ε) are




Ω2µ(θ, ε) sin θ dθ = 1. (3.5)
Matching the calculated bound-state-normalized molecular wave function to the form
given in Eqs. (3.3) and (3.4) gives the desired normalization factor. In the atomic case
the angular part is simply given by a single spherical harmonic, Ωµ(θ, ε) exp(imφ) =
Ylm(θ, φ). Different channels µ are then uniquely characterized by the angular quantum
number l. In a diatomic molecule, l is no longer a good quantum number, and thus
Ωµ(θ, ε) exp(imφ) is analyzed in terms of linear combinations of spherical harmonics
with a common value of m,




Note, the coefficients Cµl(ε) are continuous functions with respect to energy ε.
Using box discretization and thus imposing the boundary condition that the wave func-
tions are zero at ξmax leads to a selection of the continuum solutions obtained for a given
box size. If the box is sufficiently large, the continuum wave functions have reached
their correct asymptotic behavior at ξmax. In this case, they are satisfying the equation






sin{k(r − rmax) +
2
k
ln(r/rmax)}Ωµ(θ, ε) exp(imφ) (3.7)
The normalization can now be performed without knowledge of δµ(ε). The correctly
renormalized electronic transition dipole moments Dµ(E) for different but still unknown
channels µ are given in Fig. 3.1. In the calculation the following basis set parameters
were used. In ξ direction ñξ = 300 and kξ = 8 with a knot sequence {ξbi } that is slightly
denser for small values of ξ. This is done using a geometric progression with gξ = 1.1 for
the first 30 intervals and a linear knot sequence afterwards. A linear knot sequence {ηbi}
with ñη = 30, kη = 6 was used in η direction. The configuration set includes about 3000
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Figure 3.2.: Partial (X1Σ→ 1Σ) photoionization cross-section of HeH+ in the fixed-nuclei
approximation at R = 1.45 a0. The result obtained in the present method (solid line) is
compared to the result given in [86] (red dashed line). The blue arrow indicates the position
of the second (almost invisible) resonance. (Published in [61].)
configurations with both electrons in low energy orbitals to describe electron correlation.
In addition, five configuration series are used to describe the continuum. In those one
electron occupies one of the 1σ−5σ orbitals and the other is put into one of the possible
1500 orbitals with Nη 6 4.
Since the density of states obtained with a single box is insufficient for both the deter-
mination of the coefficients Cµl(ε) and a resolution of narrow resonant structures in the
dipole moments, a variation of the box size ξmax in between 500 and 510 with step size 1
was performed. In Fig. 3.1, 5 different µ channels are easily recognized. The occurrence
of the five channels is due to the limitation of the calculation to 0 6 Nη 6 4. The knowl-
edge of the expansion coefficients allows the attribution of every state (and its dipole
moment) to one channel. For a given channel µ the continuous dipole function Dµ(E)
is obtained from its values at discrete energies via interpolation. Using Eq. (3.1) the
photoionization cross section can be calculated. In Fig. 3.2 the result is compared to the
calculation in [86] where explicitly correlated basis functions and the complex-scaling
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method were used. The agreement is very good, even on the absolute scale. The main
difference occurs at the first resonance at about 16 eV where a small shift is observed.
The probable reason for the difference is the more accurate inclusion of correlation in [86]
that leads to a lower energy for the doubly excited state responsible for the resonant
structure in the spectrum. As was discussed in [86] and is confirmed by the present
calculations, the second resonance is practically invisible due to the contributions of
different channels canceling each other.
3.3. Doubly excited autoionizing states of H2
The present B-spline based method is especially suitable for a numerical investigation
of doubly excited states. Since accurate molecular orbitals for the whole R range can
be obtained due to the use of the prolate spheroidal coordinate system, a calculation of
doubly excited states can be efficiently performed by means of the Feshbach projection
technique. In this section the high accuracy is demonstrated that can be achieved with
the present method for both highly-excited states and large internuclear distances. As
an example, the so-called Q(2) states are considered which separate at large internuclear
distances R into a product of two hydrogen atoms each in a state with principal quantum
number n = 2. These states are of interest for theoretical study of H(2s)+ H(2s) cold
collisions [60, 87] and their study was previously performed by means of the R-matrix
method [88], the complex scaling method [89], or the Feshbach projection technique,
with Gaussian functions centered at the two nuclei [90] or with single-centered B-spline
basis sets [85]. However, only with the present method the results were sufficiently
accurate to achieve a direct connection between the short range and the asymptotic van
der Waals regime. This obviates the need for an interpolation that bridges these two
extreme regimes and is very important for scattering calculations, especially in the case
of low collision energies.
For sufficiently large internuclear distances electron-electron exchange becomes negligible
and the remaining electrostatic atom-atom interaction may be treated by perturbation
theory. The application of perturbation theory to H(n=2)+H(n′=2) collisions was
discussed previously [60, 89, 91]. The comparison of the present CI results with the
earlier perturbative results showed a significant disagreement for some states. Owing
to the high accuracy of the here implemented CI method, this disagreement could not
be explained by numerical inaccuracies. This finding motivated the author to reanalyze
in detail the application of perturbation theory to the problem. This study revealed an
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unjustified neglect of dipole-quadrupole terms due to wrong symmetry arguments [91]
which led to erroneous C5 coefficients.
A thorough numerical investigation including a careful reanalysis of first-order perturba-
tion theory as well as the evaluation of the leading term (C6) of second-order perturbation
theory can be found in [32]. Projection coefficients and potential curves obtained in this
work were used for the subsequent calculation of low-temperature cross sections for col-
lisions between spin-polarized metastable hydrogen atoms [33]. Since this investigation
is beyond the scope of the present thesis, only a brief description of some of the results
is given. One of the main purposes of this section is to show how B-spline parameters
and configurations for the CI calculation have to be selected in an optimal way, if large
internuclear distances are of interest.
The Feshbach projection-operator approach is especially convenient for dealing with au-
toionizing states. In Feshbach theory the Hilbert space is divided into two orthogonal Q
and P subspaces. Their mutual interaction results in the autoionization width and an
energy shift. According to [90] the energy shift is expected to be minimal, if the P sub-
space is constructed using the n lowest-lying solutions of the one-electron Schrödinger
equation. The corresponding orthogonal Q subspace can directly be obtained by sim-
ply excluding these orbitals from the configuration space of the CI calculation. The
Q(2) states are obtained by omitting the two lowest lying orbitals (1σg and 1σu) from
the configuration list. (This is actually the motivation for calling these states Q(2)
states.) Clearly, the accuracy of this procedure depends crucially on the precision of
the calculated P -subspace wave functions. The present approach allows the very highly
accurate evaluation of these orbitals for arbitrary internuclear distances due to the use
of B splines and prolate spheroidal coordinates. While the one-center calculations (us-
ing B splines) of Martín and co-workers [85] run into numerical problems (due to slow
convergence) for internuclear distances larger than 4-5 a0, the traditional approaches
with global atom-centered basis functions (like Gaussians) or explicitly correlated basis
functions (geminals) are typically hampered by numerically caused linear dependencies
that often prevent systematic basis-set-convergence investigations.
The Q(2) states converge in the separated-atom limit to two hydrogen atoms with prin-
cipal quantum number n = 2, if they are adiabatically continued from small to infinite
internuclear distances R. All possible combinations of H(n = 2) (with spin up and
down) result in 32 singlet and triplet states. In the absence of external fields and ig-
noring relativistic effects there occur 22 different molecular Q(2) states out of which
10 are doubly degenerate Π and ∆ states. All these 22 states (converging for R → ∞
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R
ξ = 1 + 2r/R
= −1 + 2r/Rη = 1 − 2r/Rη
r
Figure 3.3.: Visualization of the used prolate spheroidal coordinates (ξ, η) and their rela-
tions to the distance r from the focal points.
to E = −0.25 a. u.) have been reevaluated with the present method, the calculations
extending from R = 1.0 a0 (where accurate potential curves existed before) to at least
R = 100 a0 and thus far beyond previously existing ab initio data. For this purpose, a
careful basis-set optimization has been performed. The efficient calculation of the po-
tential curves requires a judicious choice of the basis-set parameters depending on the
internuclear distance in order to keep the number of configurations in the CI calculation
reasonably small.
The electronic density of two non-interacting H(n = 2) atoms is almost exclusively
located within two spheres of radius rn=2 = 35 a0 centered at the two nuclei. At very
large internuclear separations (R > 70 a0) the electron densities of the Q(2) states of
H2 are thus very similar to the ones of two non-interacting H(n = 2) atoms and are
only slightly distorted by the interatomic interaction. Translating this geometry into
the prolate spheroidal coordinate system, the box size ξmax = 1+2rn=2/R is chosen (see
Fig. 3.3). Convergence with respect to ξ was achieved using ñξ = 25 and a geometrically
progressive distribution characterized by gξ = 1.1. For R = 70 a0 convergence with
respect to η was obtained with a uniform knot sequence and ñη = 40. For a uniform knot
sequence an increase of R leads to an increase of the length of non-zero knot intervals and,
therefore, to a decrease of the number of such intervals inside 1−2rn=2/R < |η| < 1 (see
Fig. 3.3). Such a decrease can be compensated by an increase of ñη. Since the calculation
of the orbitals with large ñη is time-consuming, for R > 140 a0 the value of ñη was fixed
at 80 and a geometrically progressive distribution was used that assures that the ratio of
knot points inside the interval |η| < 1−2rn=2/R does not exceed 50%. With these basis-
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Figure 3.4.: Energies of some Q(2) states of H2. In order to connect the results with the
long-range behavior predicted by perturbation theory the energies are plotted vs. the inverse
internuclear distance R, shifted by 0.25 a. u., and multiplied by R3. Plotted this way, the
curves converge to the van der Waals C3 coefficients for R−1 → 0 equal to 0,±9,±18, and
±9
√
6 (see Table I of [32] for more details). (a) 1Σ+g (black solid), 3Σ+u (black dashed),
1Σ+u (blue solid), 3Σ+g (blue dashed), 1Σ−u (red solid) and 3Σ−g (red dashed) symmetry. (b)
1Πu (blue solid), 3Πg (blue dashed), 1Πg (red solid) and 3Πu (red dashes) symmetry.
set parameters all possible orbitals (Ñ = ñξñη) for σg,u, πg,u, δg,u (additionally φg,u for
R = 70− 100 a0) were calculated. As for all other R values, the 1σg,u orbitals are then
removed from the orbital list, if the Q(2) states should be calculated. The remaining
orbitals are classified according to two properties. First, they are sorted with respect
to the energy value to which they converge asymptotically for R→∞. In this way the
label n is introduced using the relation E(R → ∞) = − 12n2 . Due to the discretization
(implied by the finite box size) this sorting has a physical meaning only for small n.
This is, however, adequate in the present calculation of the states converging to n = 2.
The second important criterion for the configuration selection is the number of nodes
Nη. Limiting Nη leads to a removal of strongly oscillating orbitals in the η coordinate.
The configurations for the CI calculation are now constructed in the following way. One
electron occupies one of the n orbitals and the other one all orbitals from the list that
fulfill the symmetry requirements (correct m and inversion quantum numbers) and the
condition Nη 6 2κn−1 where {κn} is an R-dependent set of natural numbers. The choice
of {κn} at some R is directly related to the choice of the configuration set used for the CI
calculations at this R. In the case of the Q(2) states the configurations containing two
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Table 3.4.: Energies of Q(2) states for large internuclear distances R.
R, a0 11Σ+g 21Σ+g 31Σ+g 41Σ+g
80.0 -0.250 043 043 908a -0.250 000 050 608a -0.249 965 917 821a -0.249 955 663 782a
-0.250 043 018 873b -0.250 000 025 627b -0.249 965 891 914b -0.249 955 622 359b
90.0 -0.250 030 233 004a -0.250 000 028 049a -0.249 975 922 156a -0.249 969 031 692a
-0.250 030 217 611b -0.250 000 012 641b -0.249 975 904 390b -0.249 969 009 043b
100.0 -0.250 022 041 050a -0.250 000 016 746a -0.249 982 370 561a -0.249 977 516 867a
-0.250 022 031 068b -0.250 000 006 718b -0.249 982 358 228b -0.249 977 503 361b
150.0 -0.250 006 531 530a -0.250 000 002 472a -0.249 994 718 647a -0.249 993 407 618a
-0.250 006 529 786b -0.250 000 000 590b -0.249 994 716 095b -0.249 993 405 673b
200.0 -0.250 002 755 502a -0.250 000 000 615a -0.249 997 762 598a -0.249 997 229 626a
-0.250 002 755 122b -0.250 000 000 105b -0.249 997 761 935b -0.249 997 229 241b
R, a0 11Πg 21Πg 11Πu 21Πu
88.0 -0.250 013 463 614a -0.249 999 949 925a -0.250 000 040 912a -0.249 986 806 031a
-0.250 013 464 074b -0.249 999 926 219b -0.250 000 016 152b -0.249 986 806 570b
96.0 -0.250 010 337 535a -0.249 999 968 227a -0.250 000 026 572a -0.249 989 834 374a
-0.250 010 338 537b -0.249 999 951 741b -0.250 000 009 583b -0.249 989 835 350b
100.0 -0.250 009 133 834a -0.249 999 974 242a -0.250 000 021 583a -0.249 991 004 931a
-0.250 009 135 155b -0.249 999 960 472b -0.250 000 007 501b -0.249 991 006 165b
aPresent calculation
bPrediction of perturbation theory (first-order term plus the leading second order term varying as R−6)
n = 2 orbitals may be called basic configurations. For very large R these configurations
give the main contribution to the energy but require a rather large value of κ2 (around
20− 25) to achieve convergence. Since the configurations belonging to n = 3 add only a
small correction, κ3 is chosen around 5− 10, while all κn>3 are set to 0 for R > 100 a0.
With decreasing internuclear distance R the importance of the configurations that do
not belong to the basic ones grows. Therefore, κ2 was decreased in order to allow larger
κn for n > 2 while retaining a reasonable size of the total number of configurations
(typically, 5000 − 10000 configuration for each symmetry). For R < 100 a0 κ4 6= 0 has
to be used. Because of the different structures of the various Q(2) states it is difficult
to provide a general recipe for the change of {κn} with R. Moreover, for R = 70− 80 a0
the configurations with one electron occupying an orbital with n > 4 and the other one
occupying a symmetry-allowed low-energy orbital are more important than is reflected
by the selection rule based on {κn}.
The potential curves of the Q(2) states for large internuclear distances are presented in
Fig. 3.4. In order to emphasize the asymptotic long-range behavior the potential curves
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Figure 3.5.: Electronic potential curves of some low-lying singlet (left) and triplet (right)
states of Li2 obtained with the present method. Energies are given relative to the ground-
state asymptote. The corresponding states of the Li atoms in the dissociation limit are
indicated in the right part on the plots.
are plotted as a function of (E + 0.25)R3 vs. the inverse internuclear distance R−1.
Plotted this way the energy curves should converge for R−1 → 0 to the value of the
corresponding C3 van der Waals coefficient. As can be seen from Fig. 3.4, the CI results
are in very good agreement with the C3 coefficients obtained from perturbation theory.
Note that singlet and triplet curves merge together before R = 30 a0 and, therefore, for
larger R values exchange interaction is negligible. This means that a perturbative ap-
proach that ignores exchange is in principle applicable beyond this internuclear distance.
A quantitative comparison of the present calculation with the prediction of the pertur-
bation theory is presented in Table 3.4. An agreement within 8 to 9 significant digits is
found. Note, that the energies obtained with the present approach are mostly lower than
the ones predicted by the perturbation theory. Extensive tests were performed to check
the numerical stability of the non-perturbative calculations and their convergence with
respect to the expansion length of the basis set. Since these tests indicate a numerical
stability of 13 digits and basis-set convergence within at least 9 significant digits for
R = 80 a0 and 11 digits for 200 a0, the observed small remaining discrepancies are very
likely to be caused by the higher-order terms omitted in the perturbative expansion.
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3.4. Application to alkali dimers
The method has been successfully applied in the calculation of the photoionization cross
sections of the three alkali dimer cations (Li+2 , Na
+
2 and LiNa+) for both parallel and
perpendicular orientations of the molecular axis with respect to the field [92]. Two-
active electron calculations have been performed for lighter alkali dimers (e.g. Li2) and
the obtained electronic potential curves (Fig. 3.5) and dipole transition matrix elements
were found to be in a good agreement with literature data. These calculations are beyond
the scope of the present thesis and will not be discussed further.

Part II.
Investigation of ionization process
65

4. Atoms and molecules in a laser field
Ongoing progress in the understanding of different aspects of the ionization process of
atoms and molecules exposed to intense laser fields is accompanied by the emergence
of new concepts and models. Section 4.1 provides a retrospective view of the devel-
opment of these concepts and briefly highlights the main achievements attained in the
past. The interaction of a quantum system with an externally applied electromagnetic
field can be treated in the dipole approximation by means of different gauges. These
different formulations lead to identical and unambiguous predictions for physical quan-
tities. If, however, physical quantities are calculated using some approximations, the
different formulations can lead to disagreeing results. This problem, which is known
as the gauge problem, led to a considerable confusion and long-lasting debates on the
choice of the appropriate gauge. Therefore, a detailed discussion of the gauge invariance
is given in Sec. 4.2. Besides the description of traditional gauges, the concept of a gener-
alized gauge is introduced for a deeper understanding of the gauge problem. Section 4.3
presents gauge-dependent wavefunctions of a free electron in the presence of a laser field.
Section 4.4 aims to demonstrate that the TDSE formulated in different gauges can be
reduced to an identical system of ordinary differential equations, if the Hamiltonian is
correspondingly partitioned. For this purpose, the concept of the generalized field-free
Hamiltonian is introduced and the time-dependent wavefunction is expanded in the ba-
sis of solutions of the TDSE with the generalized field-free Hamiltonian. In a similar
way, these new concepts are used also in the following chapter in order to introduce
generalized SFA formulations.
4.1. Ionization in an electromagnetic field and its mechanisms
A quantum system (atom, ion or molecule) being exposed to an intense electromagnetic
field has a certain probability to ionize, that is, to lose one or more electrons due to
the interaction with the field. (Only ionization due to the electric component of the
electromagnetic field will be considered in the following.) One can distinguish between
67
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two basic mechanisms of ionization according to whether a ’field’ or a ’photon’ picture
is adopted for the description of the electromagnetic field. Considering a static or slowly
varying electric field, the field picture is adequate. In this picture the occurrence of
ionization of an atom in very intense fields can be understood even classically. Indeed,
in this case the field drastically distorts the potential well formed by a positively charged
nucleus in such a way that the potential barrier is suppressed in one direction and the
electron has enough energy to escape over the barrier (see Fig. 4.1 a ). The field picture
can even be used for a laser with optical frequencies, where the ionization mechanism
is often referred to as optical field ionization. An intuitive condition for the validity of
the ’field’ picture is that the ionization process occurs considerably faster than a field
period. On the other hand, if ionization lasts longer than the oscillating period of the
field, the photon picture becomes more adequate. In this case one can speak about ab-
sorption of a quantum of the electromagnetic field by the quantum system. The process
in which one or more absorbed photons eject one or several electrons is called photoion-
ization. Depending on the system, intensity, and frequency of the electromagnetic field,
the photoionization process can be described by different mechanisms. The simplest one
is the so-called photoelectric effect, a single ionization via one-photon absorption (see
Fig. 4.1 b). Discovered in 1887 and explained by Einstein in 1905, this phenomenon was
one of the non-classical effects leading to the establishment of the quantum theory. It
occurs, if the photon energy of radiation, ~ω, is larger than the binding energy Eb of
the outermost electron in the system. Such process is also referred to as linear pho-
toionization, since the ionization rate Γ is proportional to the intensity I of the field,
Γ = σ(I/~ω), where σ is the total photoionization cross section and the intensity I is
sufficiently low.
After the quantum theory was established, other variations of these two basic ionization
mechanisms have been discussed. First, ionization of the hydrogen atom in a weak static
electric field was considered by Oppenheimer [93], who gave a formula of the ionization
rate for the 1S state. According to quantum mechanics, the electron in this case gains
the ability to leave the system by tunneling through the barrier and such a mechanism
is referred to as tunneling ionization (see Fig. 4.1 c). Although the pre-exponential
factor in Oppenheimer’s formula turned out to be wrong (partly due to the fact that
the Coulomb interaction has been completely neglected in the description of the ejected
electron) the most important exponential term exp[−2/(3F )] was correct showing that
the probability of an electron tunneling through the barrier drops off exponentially with
the field strength F . The correct formula was derived by Landau and Lifshitz [94]







Figure 4.1.: Different mechanisms of ionization: (a) Over-the-barrier ionization. A po-
tential well formed by a positively charged nucleus (black dashed curve) is distorted by the
intense electric field (its potential is shown by a blue dashed curve) so that the electron has
enough energy to escape. (b) Various mechanisms of photoionization: one-photon ionization
(left part) and multi-photon ionization (right part). Blue arrows designate absorption of one
photon, formation of above-threshold-ionization photoelectron spectra is shown by dashed
arrows. (c) Tunneling ionization. The tunneling path is shown by the red dashed line.








General expressions for the static and the quasi-static (for a low-frequency alternating
electric field) ionization rates for arbitrary bound states of hydrogen were obtained by
Perelomov, Popov, and Terent’ev [95] (PPT formula) and later generalized (by means of
some further approximations) to arbitrary atoms by Ammosov, Delone, and Krainov [96]
(ADK formula). These theories and their extensions to molecules are frequently used
nowadays for a theoretical description of the field ionization.
The invention of the laser has led to abundant experimental verification [97, 98] of
Göppert-Mayer’s theory [99] of the simultaneous absorption of two photons by an atomic
system. This new experimental capability has in turn motivated the study [100, 101] of
the photoionization by simultaneous absorption of several photons, the so-called mul-
tiphoton ionization (MPI) (see Fig. 4.1 c). Voronov and Delone measured the rate of
ionization of Xe atoms by ruby-laser light [102], where seven photons are required for
ionization.
Before experiments were carried out on the energy distribution of electrons produced in
MPI of atoms, it had been assumed that the electron kinetic energy would be given by
Nω−Eb. This is a simple extrapolation of the Einstein picture of the photoelectric effect.
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In accordance with this concept, the MPI was modeled by the lowest-order perturbation








where N is the minimum number of photons needed for ionization. Generalized N -
photon ionization cross sections were accurately measured and found to be in good
agreement with the corresponding ionization cross sections calculated within LOPT,
although some complications occurred, if MPI happened to go through an intermediate
bound state. This process, called resonant enhanced multiphoton ionization (REMPI),
causes divergencies in LOPT, but the latter has been successfully modified to handle
these difficulties.
A crucial breakthrough was made when experiments detecting the energy-resolved pho-
toelectrons were performed and several papers [105–108] reported the observation of
MPI with the production of electrons with energies exceeding the photon energy. The
interpretation was not clear because a free electron cannot absorb photons. Two possi-
ble mechanisms were proposed to explain this effect as a two-step process. One of them
supposed that electrons are accelerated by the action of ponderomotive forces [106],
the other [107, 108] assumed that the free electrons absorb the photons in the field of
neighboring atoms or ions through the inverse bremsstrahlung process (IBS).
Alternatively, a one-step process named above-threshold ionization (ATI) was proposed
by Gontier et al. [109] (see Fig. 4.1 b). It turned out to be more suitable in describing
experiments like the one by Agostini et al. [107], where the energy spectrum of electrons
produced in a 6-photon ionization of xenon atoms consists of two peaks corresponding to
the absorption of either 6 or 7 photons. Further experiments supported the ATI model
showing that the electron energy spectrum may consist of a series of evenly spaced peaks
with the spacing corresponding to the energy of a photon. The amplitude of these peaks
was shown to vary linearly with the initial atomic density, which contradicts to the IBS
predicting a quadratic dependence on the atomic density.
Despite the difficulties, perturbation theory has been applied to ATI [110] and its re-
sults were verified experimentally [111]. The non-perturbative character of ATI became
evident at higher laser intensities, where the energy spectrum is dominated by higher-
energy peaks and not by the first one [112]. Another interesting feature of ATI spectra
has been observed in low-frequency short laser pulses, where a certain number of first
ATI peaks disappear with the increase of the laser intensity [113] showing intensity de-
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pendence of the ionization potential. This effect is a clear experimental evidence that the
electron must acquire energy additional to the field-free ionization potential in order to
escape. This energy is essentially given by the ponderomotive energy Up of the electron,
which is the cycle-averaged kinetic energy of a quivering electron in a laser field. For




and must be taken into account to correctly predict ATI peaks. It is worth to mention
that this effect was not seen in the earlier long-pulse experiments because in that case
the photoelectrons regain their ponderomotive energy deficit from the laser field as they
escape from the focal volume.
For low laser frequencies and for the electric fields of laser radiation comparable to the
Coulomb field, the sharp ATI peaks of the photoelectron spectrum gradually blur into a
continuous distribution. This indicates that such mechanism as the field ionization starts
to dominate over the multiphoton ionization, so that ionization can be understood by
using a model in which the electron is liberated from its parent atom either by tunneling
ionization or, at higher intensities, by over-the-barrier ionization (OTBI). The possibility
of merging such different ionization mechanisms as field ionization and photoionization
within a common non-perturbative theory has been demonstrated by Keldysh [114]. In
his pioneering work, Keldysh has shown that the dominant ionization mechanism can










2Eb. The parameter represents a ratio of the "tunneling time" to the period
of the laser wave. Photoionization is expected to dominate for γ > 1 and vice versa.
In [114], the transition amplitude from the initial bound state to the continuum was
approximated by treating the effect of the binding potential on the detached electron
as a small influence with respect to the external field effects whereas the initial state
remains unperturbed by the field. The laser-dressed continuum state was thus expressed
by a Volkov state [115] which has the virtue of automatically incorporating all orders
of the radiative interaction. The same idea was used in the works of Faisal [116] and
Reiss [117], though they employed velocity (or radiation) gauge instead of length gauge
used by Keldysh. Whereas the direct-time S matrix formulation was used in [116], much
simpler expressions were obtained by Reiss using the time-reversed S matrix. These
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different, but unquestionably related, non-perturbative methods are collectively referred
to as either the KFR method or strong-field approximation (SFA).
When an atom is exposed to an intense laser field, it develops a time-dependent dipole
moment and radiates at odd multiples (harmonics) of the incident laser frequency. This
process, known as optical harmonic generation, has been thoroughly studied experimen-
tally starting from the 1960s. However, it was only in the late 1980s that the availability
of intense, short laser pulses allowed the high-order harmonic generation (HHG), i.e.
generation of harmonics with the order of 11 and larger. Using low-frequency laser
L’Huillier and Balcou [118] observed the existence of a plateau of nearly constant con-
version efficiency, which was particularly long for helium and neon. Another interesting
effect was found considering the angular distributions of electrons in the ATI spectrum
produced by very intense laser fields. Although they are usually aligned along the po-
larization axis of the applied laser field, it has been shown by Yang et al. [119] that for
noble gases a few high energy peaks may be highly structured, and in some cases feature
rings 45◦ off the polarization axis. The existence of a plateau in the ATI photoelectron
energy spectra for linear polarization has been also revealed in later experiments [120].
Theoretical investigations have shown that these effects appear due to the rescattering of
the detached electron by the parent ion and thus cannot be described with conventional
KFR theory. Based on the earlier ’Simpleman’ picture [121, 122] of a quivering electron
Corkum [123] and Schafer et al. [124] developed the ’recollision picture’ explaining the
main features of HHG. In this model, electrons first tunnel through the barrier formed
by the atomic potential and the laser field and appear in the continuum with zero ve-
locity. Their subsequent motion in the field is treated classically. Only those electrons
that return to the nucleus can emit harmonics by recombining to the ground state. In
addition, a quantum version of Simpleman’s picture has been proposed by Lewenstein et
al. [125] in order to treat HHG by a low-frequency laser field.
Unfortunately, in the literature the limit γ  1 is often referred to as ’tunneling ion-
ization’ limit, instead of ’field ionization’ limit. As mentioned above, at high intensities
the ionization mechanism is over-the-barrier ionization, rather than tunneling ioniza-
tion. For some systems and laser frequencies, the dominant ionization mechanism with
an increase of the field strength may change directly from MPI to OTBI. This must be
taken into account, since the application of a tunneling theory, e.g. the ADK theory,
may lead to a significant error in this regime. For a hydrogenic system with the charge
Z the minimum field strength required to allow OTBI is Fcr = E2b/(4Z). Another argu-
ment against the terminology "tunneling ionization limit" is that the tunneling view of
ionization is specific to the dipole-approximation length gauge, whereas in the velocity
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gauge a depressed-barrier model of the type shown in Fig. 4.1 c is never employed. Since,
the validity of the dipole-approximation length gauge at high laser intensities or low fre-
quencies of electromagnetic field is questionable and thus the physical interpretation of
ionization as a tunneling process may be inappropriate [126, 127].
There exist two main mechanisms of multiple ionization, i.e. the removal of several elec-
trons from a many-electron system. Usually the sequential ionization is the dominant
mechanism. However, it has been experimentally shown [128] that at low intensities
the double ionization of He is mainly simultaneous, and a non-sequential (NS) mecha-
nism results in a large enhancement of ionization. For the theoretical description of NS
ionization electron-correlation effects must be incorporated into the theory [129].
The additional nuclear degrees of freedom in molecules lead to a number of laser-induced
effects that are necessarily absent in atoms. This includes phenomena like, e.g. bond
softening, bond hardening, enhanced ionization at some critical internuclear separation,
and above-threshold dissociation [130, 131]. It was found in earlier experiments [132–
134] that in intense laser fields ionization signals of molecules and noble gas atoms with
comparable ionization energies look similarly. This has often been assumed to be under-
stood in terms of the ADK theory, where the probability of ionization depends primarily
on the ionization energy of the system. Thus, for example, the ionization signals of the
pair N2 and Ar with comparable ionization energies (15.58 eV and 15.76 eV, correspond-
ingly) showed very similar ion yields as a function of intensity. Later, however, a strong
deviation from this general expectation was discovered in two independent experiments
using femtosecond Ti:sapphire laser pulses. Talebpour et al. [135] and Guo et al. [136]
found that although as before the ionization signal for N2 remains comparable to that of
its companion Ar atom, the signal for the O2 molecule is greatly suppressed compared
to that of its companion noble gas amon Xe (the ionization energies are equal to 12.07
eV and 12.13 eV, correspondingly). The ionization suppression for O2 turns out to be
more than an order of magnitude. This finding has generated considerable interest in
symmetry-dependent dynamical effects on the laser induced ionization process, especially
for diatomic molecules. Another example of experimentally observed characteristic fea-
tures of molecular ionization is the orientation dependence of the strong-field ionization
of N2 [137]. The experiment shows that the total ionization rate as a function of the
angle between the internuclear axis and the laser-field polarization axis has maxima for
parallel orientation.
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4.2. Gauge invariance
Gauge-invariance is one of the fundamental concepts of electrodynamics. As a conse-
quence it is, e. g., possible to formulate the interaction of charged particles with electro-
magnetic fields in different gauges. Although the choice of the gauge clearly influences
parameters like the scalar or the vector potential, all physical quantities (observables) are
independent of the gauge, if an exact treatment is performed. On the other hand, an ap-
proximate treatment often leads to gauge-dependent predictions for physical observables.
For example, the use of a truncated series expansion may result in a gauge-dependence
for the prediction of physical observables. This is valid both for theories based on an
S-matrix expansion (like different versions of SFA) and numerical methods for solving
the TDSE in which the Hilbert space is restricted in some way. Moreover, the physical
interpretations of processes occurring in the strong field may differ rather drastically in
different gauges. For example, there is no tunneling in the velocity gauge. This promotes
the long-lasting debates on the choice of the "fundamental" (or physical) gauge which
appear to go on for ever.
In this section local gauge invariance and different gauges are briefly discussed. Also, a
generalized gauge is introduced for later purposes.
In the case of intense laser fields the photon density is very high. Under these circum-
stances the number of photons can be treated as a continuous variable and the field
can be described classically by using Maxwell’s equations. Therefore, in the following a
semi-classical theory will be used in which the radiation field is treated classically, but
the atomic or molecular system is described using quantum mechanics. The influence of
the quantum system on the external field is also neglected.
4.2.1. Local gauge invariance
A classical electromagnetic field is described by the electric and magnetic field vectors,
F(r, t) andB(r, t) or, alternatively, by the scalar and vector potentials Φ(r, t) andA(r, t).
Consider a system consisting of an electron in an electrostatic potential U(r) created
by a nucleus (or some nuclei) which interacts with an external electromagnetic field. In
the semi-classical theory, the evolution of the system is governed by the time-dependent
Schrödinger equation that satisfies local gauge invariance and is given in the coordinate
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pc + Aχ(r, t)
]2
− Φχ(r, t) + U(r)
}
Ψχ(r, t) (4.5)
where the subscript denotes the used gauge χ and the operator of canonical momentum
is given independently of the gauge as pc ≡ −i∇; a consequence of the definition of the
minimal-coupling Hamiltonian. The word invariance means that if the wavefunction Ψχ
and both potentials Aχ and Φχ are simultaneously transformed into a new gauge χ′
using the transformation recipes
Ψχ′(r, t) = Ψχ(r, t)e[iTχ→χ′ (r,t)] Ψχ(r, t) = Ψχ′(r, t)e[iTχ′→χ(r,t)]
Aχ′(r, t) = Aχ(r, t)−∇Tχ→χ′(r, t) Aχ(r, t) = Aχ′(r, t)−∇Tχ′→χ(r, t)
Φχ′(r, t) = Φχ(r, t)+
∂
∂t




equation (4.5) is transformed into itself, but with Ψχ → Ψχ′ , Aχ → Aχ′ , and Φχ → Φχ′ .
The transformation functions Tχ→χ′(r, t) satisfy the relations
Tχ→χ′ = −Tχ′→χ, Tχ→χ′ + Tχ′→χ′′ = Tχ→χ′′ . (4.7)
Of course, physical quantities as the probability P (r, t) or the electric and magnetic
fields (F(r, t) and B(r, t)) are gauge independent, i. e.
P (r, t) = |Ψχ(r, t)|2 = |Ψχ′(r, t)|2 (4.8)
F(r, t) = −∇Φχ(r, t)−
∂
∂t




B(r, t) = ∇×Aχ(r, t) = ∇×Aχ′(r, t). (4.10)
4.2.2. Form-invariant physical quantities
A form-invariant quantity is defined as a quantity whose corresponding operator Gχ =








χ→χ′ = G(Aχ′ ,Φχ′) (4.11)
The important difference between physical and non-physical quantities lies in the gauge
invariance of their eigenvalues. The eigenvalues of a physical quantity (an observable) are
identical in all gauges, whereas the eigenvalues of non-physical quantities may depend on
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the chosen gauge. It can be shown that the eigenvalues of a form-invariant quantity are
gauge-invariant, i. e. a physical quantity must be form-invariant. Consider the operator
Gχ with the eigenvalues gn and the corresponding eigenstates |χ, n〉,
Gχ|χ, n〉 = gn|χ, n〉 (4.12)
The operator Gχ′ obtained by the unitary transformation (4.11) has the eigenstates
|χ′, n〉 = T̂χ→χ′ |χ, n〉 and the same eigenvalues gn
Gχ′ |χ′, n〉 = (T̂χ→χ′GχT̂
†
χ→χ′)(T̂χ→χ′ |χ, n〉) = T̂χ→χ′gn|χ, n〉 = gn|χ′, n〉 (4.13)
Both Aχ and Φχ are not operators that correspond to physical quantities. The canonical
momentum is also not form-invariant,
T̂χ→χ′pc = T̂
†
χ→χ′pc −∇Tχ→χ′(r, t) , (4.14)
and, therefore, does not represent a physical measurable quantity, whereas the mechan-
ical momentum




χ→χ′ = pc −∇Tχ→χ′(r, t) + Aχ = pc + Aχ′ = πχ′ , (4.16)
and represents an observable. The electrostatic potential U(r) also represents a physical









2 + U(r) , (4.17)
represents a physical quantity, since it is a function of only physical quantities: πχ and
U(r).





pc + Aχ(r, t)
]2
− Φχ(r, t) + U(r) = Eχ − Φχ(r, t), (4.18)
and the field-free Hamiltonian,
Ĥ0 ≡
p2c
2 + U(r), (4.19)
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are not form-invariant, although they determine the evolution of a physical system.
4.2.3. Different gauges
The radiation gauge (labeled in the following by the subscript R) is convenient, if no
sources are presented. It is defined by the relations
∇ ·AR = 0, ΦR = 0 . (4.20)
Therefore, one has ∇ · (ARΨ) = AR(∇Ψ) + (∇ · AR)Ψ = AR(∇Ψ) and the total
Hamiltonian of the system possesses the form
ĤR = p2c/2 + AR · pc + A2R/2 + U . (4.21)
The vector potential in this gauge satisfies the wave equation and can be given by
a superposition of monochromatic plane wave solutions. In the following, the vector
function A(r, t) specifies the vector potential AR(r, t) in radiation gauge, so that
F(r, t) = − ∂
∂t
A(r, t), B(r, t) = ∇×A(r, t). (4.22)
If the wavelength of the considered radiation is sufficiently long, the spatial variation of
the radiation field across the system can be neglected. Assuming A(r, t) ≈ A(t) one
obtains
F = F(t) = − dA(t)dt , B = 0. (4.23)
There exist two gauges, length and velocity gauge, which are extensively used in the
context of the dipole approximation. It is, however, known that the conditions for a
breakdown of the dipole approximation differ in different gauges. In order to explicitly
highlight the terms which are neglected in the subsequent use of the dipole approxi-
mation, the general definitions of length and velocity gauges are given in the following
paragraphs.
The velocity gauge (labeled in the following by the subscript V) is often used to remove
the square of the vector potential from the total Hamiltonian. Note, the name "velocity
gauger" is frequently used, if in fact the radiation gauge is meant. The reason is the
equivalence of these two gauges in the weak-field limit in which the A2 term can be
neglected (with respect to the remaining terms). For strong fields this term is, how-
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ever, not negligible and it is thus important to distinguish between these two gauges.






A2(r, t′) dt′ ≡ β(r, t) . (4.24)
The vector and scalar potentials are given in the velocity gauge by
AV = A−∇β, ΦV = A2/2 (4.25)
and the total Hamiltonian can be rewritten as
ĤV = p2c/2 + AV · pc + i∆β + U (4.26)
where the identity ∇ ·AV = −∆β has been used.
Within the dipole approximation, the vector potential has the simpler form AV = A(t)
and Eq. (4.26) reduces to
ĤV = p2c/2 + U + A(t) · pc . (4.27)
Another useful and popular gauge is the length gauge (labeled in the following by the
subscript L). It is obtained from the radiation gauge, if the transformation function
TR→L(r, t) = A(r, t) · r (4.28)
is applied. This leads to the length-gauge vector and scalar potentials
AL = A−∇(A · r) = −iL×A, ΦL = −F · r (4.29)
where L ≡ r×pc is the canonical angular momentum. Within the dipole approximation,
the vector potential in length gauge is simply zero. This leads to a simple form of the
total Hamiltonian that is given in length gauge by
ĤL = p2c/2 + U + F(t) · r. (4.30)
Note, in this case the operators of the mechanical and canonical momentum coincide,
πL = pc.
It can be shown that both the length and velocity gauges are only particular cases of a
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generalized gauge defined by an arbitrary set of parameters, X = {x1, x2}. This gauge,
which will be referred to as X gauge, is obtained via the transformation
TR→X(r, t) = x1A(t) · r + x2β(t) (4.31)
In the X gauge the vector and scalar potentials are given as
AX(t) = (1− x1)A(t), ΦX = −x1F(t) · r + x2A2(t)/2 . (4.32)
This leads to the total Hamiltonian
ĤX = p2c/2 + U + (1− x1)A(t) · pc + x1 F(t) · r
+
[




In particular, X = {0, 0}, X = {0, 1}, and X = {1, 0} correspond to the total Hamiltoni-
ans in radiation gauge (4.21), velocity gauge (4.27), and length gauge (4.30), respectively.
In fact, even the X gauge is only a particular case of a more generalized gauge defined
by an arbitrary set of functions {X(t), X0(t)}. This gauge, which will be referred to as
X gauge, is obtained via the transformation
TR→X(r, t) = X(t) · r +X0(t). (4.34)
The vector and scalar potentials are thus given in the X gauge as
AX(t) = A(t)−X(t), ΦX = Ẋ(t) · r + Ẋ0(t), (4.35)
and the total Hamiltonian ĤX reads
ĤX = p2c/2 + U + AX(t) · pc − ΦX(r, t) + A2X(t)/2 (4.36)
As is clear from the definitions, the X gauge reduces to the X gauge with the following
choice of functions
X(t) = x1A(t), X0(t) = x2β(t) (4.37)
Generalized gauges provide the additional flexibility which can be employed in the nu-
merical solution of the TDSE or in the formulation of the S-matrix theory describing
atomic and molecular systems in intense laser fields, as will be discussed in Sec. 5.1.
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4.3. Free electron in a laser field
Consider now a free electron in the presence of a laser field described by A(t). In the






p2c/2 + A(t) · pc
]
ΨV (r, t). (4.38)
The solution of Eq. (4.38) is the (non-relativistic) Volkov wavefunction [115]








, Ep = p2/2. (4.39)
where α(t) =
∫ tA(t′) dt′ and the δ-function normalization is used. It is important
to emphasize the physical meaning of the vector p and the scalar Ep that are usually
referred to as electron momentum and electron energy, respectively. In fact, p is the
mean value of canonical momentum in velocity gauge, 〈pc〉V ≡ p. The mean value of
mechanical momentum is on the other hand time-dependent and equal to p+A(t). As
was discussed above, this latter value is gauge-independent and will be denoted in the
following by π; thus one has π = π(p, t) = p + A(t). To stress the independence on a
gauge, the vector function π has no subscript, in contrast to the operators πR, πV, or






E(p, t′) dt′ = Ept+ p ·α(t) + β(t) (4.40)
the Volkov wavefunction can be written as either
ΨVvR,p(r, t) = exp
[






ΨVvL,p(r, t) = exp
[





in radiation and length gauge, respectively.
In X gauge one finds
ΨVvX,p(r, t) = exp
[
ix1A(t) · r + ix2β(t)
]
ΨVvR,p(r, t) = e−iΘX(t)eip·r (4.43)
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with
ΘX(t) = Ept+ p ·α(t)− x1A(t) · r− (x2 − 1)β(t) . (4.44)
Note, in length gauge p can be seen purely as a parameter, since also the mean value of
the canonical momentum 〈pc〉L is equal to π. Nevertheless, the physical meaning of p
becomes evident in the case of a linear-polarized monochromatic electromagnetic field.
For a vector potential given by A(t) = −A sinωt the corresponding electric field is
F(t) = F cosωt with F = ωA. In this case the mean value of the mechanical momentum
is equal to π(p, t) = p − F/ω sinωt. Therefore, p is the value of the cycle-averaged π.
An electron with p = 0 quivers in the field around a single point in space.
The mean value E(p, t) of the instantaneous energy operator (4.17) is time-dependent
and given by






= Ep − p ·
F0
ω
sinωt− Up cos 2ωt+ Up. (4.45)
Therefore, its cycle-averaged value is equal to Ep + Up. The ponderomotive energy
Up = F 2/(4ω2) is thus the cycle-averaged instantaneous energy of a quivering electron
(p = 0).
4.4. Generalized field-free Hamiltonian
Consider anN -electron system that in the absence of an electromagnetic field is described
by the field-free Hamiltonian




2 + U(r1, . . . , rN ) (4.46)
where U incorporates all possible electron-nucleus and electron-electron interactions. A
solution of the TDSE with Ĥ0 can be given as a linear superposition of vectors |Ψα(t)〉
defined as
|Ψα(t)〉 = e−iEαt|ψα〉 (4.47)
where Eα and |ψα〉 are eigenvalues and eigenvectors of the operator Ĥ0, correspondingly.
(The composed index α denotes discrete as well as continuum states and is itself either
discrete or continuous.)
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|ΨX(t)〉 = 0, (4.48)
where Hamiltonian ĤX is given by




AX(t) · pc(i)− ΦX(ri, t) + A2X(t)/2
}
, (4.49)
can be solved by expanding the time-dependent vector |ΨX(t)〉 in the basis of vectors
|Ψα(t)〉. This is, however, not the only choice. More generally, the time-dependent





where the |Ψγ,α(t)〉 are solutions of the TDSE with the generalized field-free Hamiltonian
Ĥ0γ(r1, . . . , rN , t),


















which is defined with the aid of an arbitrary function
γ(r1, . . . , rN , t) =
N∑
i
Li(t) · ri + L0(t). (4.52)
in such a way that it reduces for γ = 0 to the field-free Hamiltonian Ĥ0. The function
γ is in turn defined with the aid of the arbitrary time-dependent functions Li(t) and
L0(t). As follows from the definition (4.51), solutions of the TDSE with Ĥ0γ can be
simply written as
|Ψγ,α(t)〉 = eiγ |Ψα(t)〉 (4.53)
Making the partitioning ĤX = Ĥ0γ + VX,γ and using Eqs. (4.23), (4.35), (4.49), (4.51)
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Gi(t) · pc(i) + [F(t) + Ġi(t)] · ri




where some new functions were introduced that are defined as
Gi(t) = A(t) + Li(t)−X(t), G0(t) = L0(t)−NX0(t) (4.55)

















depends only on these new functions Gi(t) and G0(t), since









Multiplication of Eq. (4.48) with 〈Ψγ,α′(t)| for all α′ and integration over the electronic



























Assuming that γ is a real function and applying Eq. (4.56) to the system of equa-
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If a discretization of the continuum is used and the vectors |ψα〉 fulfill the ortho-normality







∣∣V̄ 0G(t)∣∣Ψα(t)〉 . (4.61)
From this discussion follows that an identical system of ODEs can be obtained solving the
TDSE in different gauges. It can be realized by the appropriate choice of the generalized
field-free Hamiltonian, i.e. so that the functions Gi(t) and G0(t) remain unchanged.
Since the functions Gi(t) are arbitrary, one can write down the system of ODEs in
infinitely many ways. For example, the traditional L-gauge form with V̄i(t) = F(t) · ri
is obtained using Gi(t) = 0, whereas using Gi(t) = A(t) the traditional V-gauge form
V̄i(t) = A(t) · pc(i) is yielded. For any choice of functions Gi(t) the term V̄0(t) can be




dtG2i (t)/2. If both X(t) and Gi(t) are zero before
and after the pulse, the final probabilities |Cα(∞)|2 will not depend on their specific
choice. However, one of the various forms may be preferable to the others from the
numerical point of view or for the analysis of dynamics during the pulse (see Sec. 6.6)
To conclude, one has to be very careful not to consider solely the gauge, since a suitable
choice of the partitioning may lead to an expansion that is identical to the one obtained
in some other gauge. Thus, the question of a "proper" choice of the gauge is in fact the
question of a "proper" choice of the expansion, since truncation of an infinite series may
result in different errors for different expansions.
Furthermore, the present formulation leads to an additional flexibility compared to tra-
ditional formulations. For example, for many-electron systems one can construct an
expansion using different Gi(t) functions for different electron indices i. In the tradi-
tional formulation this corresponds to the case, where different electrons of the system
are described in different gauges.
5. Strong-field approximation
The strong-field approximation is very popular to describe nonresonant multiphoton
ionization of atoms and molecules in intense laser fields. While the principle concept of
ignoring the effect of the interaction of the ionized electron with the remaining atomic or
molecular system in the final state is common to all variants of the strong-field approxi-
mation, the approaches differ in the details of their formulations. Thus, formulations in
length and velocity gauges result in different expressions for the transition amplitudes
and there is no a priori reason that one of the two SFA formulations is superior to the
other (the gauge problem of SFA). Based on the concepts of a generalized gauge and
a generalized field-free Hamiltonian, a deeper insight into the gauge problem of SFA is
provided in Sec. 5.1 by introducing the concept of generalized SFA formulations. It is
demonstrated, that one has to be very careful not to consider solely the gauge, since iden-
tical expression can be obtained in different gauges if the Hamiltonian is correspondingly
partitioned.
Even if the same formulation is used, different approximations can further be employed
by various SFA implementations. For example, the method of steepest descent (also
known as saddle-point approximation) is very frequently used in length-gauge SFA cal-
culations. Recently, a new method [138] has been proposed to avoid this approximation.
Shortcomings of these two approaches are discussed in Sec. 5.2.
SFA rates in the length and velocity gauges may differ even qualitatively. This is demon-
strated in Sec. 5.3 where the quasistatic limit of the velocity-gauge SFA is derived. It
is shown that in the low-frequency limit the ionization rate is proportional to the laser
frequency, if a Coulombic long-range interaction is present. Therefore, unlike the length-
gauge SFA, the velocity-gauge SFA ionization rates do not converge to the limit predicted
by quasistatic theories.
The chapter closes with a brief discussion of how the SFA theory is generalized to
describe molecules. Furthermore, it is shown that for molecular hydrogen the velocity
formulation of SFA predicts a simple interference pattern for the ratio of the energy-
resolved electron spectra obtained for a parallel and a perpendicular orientations of the
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molecular axis with respect to the polarization axis of linear polarized laser pulses. Thus,
an experimental investigation of the interference prediction of SFA in velocity gauge is
proposed.
5.1. Generalized SFA formulations
The strong-field approximation is based on an (infinite) series expansion of the exact
S matrix describing the interaction of an atomic (molecular) system with a laser pulse.
Besides a phase factor, the S matrix obtained from a calculation of the complete ex-
pansion should thus be independent on the chosen gauge, provided the series converges.
Consequently, the corresponding observable transition probabilities (obtained from the
squared absolute values of the S-matrix elements) should be gauge independent.
This gauge-independence of physical observables is usually lost, if only a truncated se-
ries is considered. This is the case for the SFA which is defined as the first term of the
S-matrix expansion. In a number of investigations it has been shown that transition
probabilities or rates predicted by either the length- or the velocity-gauge formulation of
the SFA differ easily by one or two orders of magnitude for experimentally relevant laser
parameters [139]. Recently, it was also demonstrated that there are pronounced qualita-
tive differences between the energy distributions of the electrons ejected from, e. g., the
2p state of hydrogen atoms exposed to intense laser fields, if they are calculated within
the SFA and either the length or the velocity gauge [140]. The recent extensions of the
SFA to molecular systems in velocity gauge [141], length gauge [142], or dressed length
gauge [19] indicate similar or even more pronounced gauge dependencies for molecules.
These findings have intensified the discussions whether the formulation of the SFA in
one of the two gauges may be “superior” to the other. One approach to answer this
question is rather pragmatic and based on a direct comparison of the SFA predictions in
both gauges to either exact (numerical) solutions of the full time-dependent Schrödinger
equation [40, 140] or to experimental results [143, 144]. Clearly, if there is no a priori
reason that one of the two SFA formulations is superior to the other, the conclusions
may vary depending on the considered atomic or molecular system (even its quantum
state) as well as on laser-pulse parameters.
A second line of argumentation in favor of one of the two gauges is based on the ques-
tion of “universality”. For example, it has been argued that an evident limitation of the
length-gauge formulation is the fact that in this case the predicted observables depend
only on the scalar potential and thus a one-dimensional parameter, while the full de-
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scription of an electromagnetic field requires in principle more than one dimension [145].
Very recently, Faisal proposes a “gauge-invariant” intense-field S-matrix theory that
yields equal transition probabilities in length or velocity gauge; independent of the order
of the expansion [146]. Consequently, Faisal claims that his theory overcomes the above-
mentioned long-standing discrepancy between the SFA in the two gauges. According to
the findings in [146] the “gauge-invariant” and thus universal S-matrix theory appears
to be equivalent to the traditional length-gauge formulation. Specifically, the first-order
term reproduces exactly the Keldysh result [114] which was obtained in length gauge.
In view of the popularity of the SFA for describing atomic and molecular ionization in
intense laser fields (see, e. g., [147] or [6] and references therein), this is an important
result.
Besides the evident appeal of a universal S-matrix formulation which would provide an
end to the long-lasting debates on the choice of the appropriate gauge (for a very recent
example, see [148–150]), it appears, however, quite surprising that such a formulation
should exist. In fact, Faisal derives in [151] an alternative S-matrix expansion that
reproduces in length and velocity gauge the traditional velocity-gauge result. Inspired
by the results in [146] and [151] it is shown in the present work that it is possible
to achieve an S-matrix expansion in agreement to any traditional SFA formulation in
either length, velocity, or radiation gauge for an arbitrary choice of the gauge, if the
Hamiltonian is correspondingly partitioned. In fact, introducing a generalized gauge
transformation that includes the mentioned particular gauges as special cases, an in
principle infinite set of different S-matrix expansions can be formulated. All of them
can be shown to be achievable within any gauge as long as a proper partitioning of
the Hamiltonian is performed. Furthermore, the introduction of the generalized gauge
allows to clearly demonstrate how the choice of the gauge and the partitioning of the
Hamiltonian describing the atomic or molecular system exposed to a laser field are
connected with each other. This provides a much deeper insight in the gauge-problem of
the SFA that in fact turns out to be more properly described as an expansion problem.
5.1.1. Formal S-matrix formulation of the SFA
The following formulation of the S-matrix theory describing atomic and molecular sys-
tems in intense laser fields considers the case of a one-electron system for the sake of
simplicity. The generalization to an arbitrary number of electrons is, however, straight-
forward. As a starting point the TDSE is formulated in the X gauge (see Sec. 4.2.3),







|ΨX(t)〉 = 0, (5.1)
where Hamiltonian ĤX is given by Eq. (4.33). The electromagnetic field is absent before
and after the pulse, i. e.
A(t) = A0, F(t) = 0, ĤX(t) = Ĥ0 for t < ti and t > tf (5.2)
where the constant A0 has no physical meaning (since both the electric and magnetic
fields are obtained as derivatives of the vector potential) and will be set to zero for the
sake of simplicity. (Note, that using A0 6= 0 requires a considerable modification of the
following formulations). The operator Ĥ0 is the field-free Hamiltonian with eigenvalues
Eα and eigenvectors |ψα〉,
Ĥ0 = p2c/2 + U, Ĥ0|ψα〉 = Eα|ψα〉. (5.3)
(The index α denotes discrete as well as continuum states and is thus itself either discrete
or continuous.)
To describe the action of the pulse on the system, complete and orthonormal initial- and
final-state basis sets are introduced. The initial-state basis set is given by |ψα(ti)〉 =
e−iEαti |ψα〉 where the phase factor is introduced for convenience. The final-state basis
set is given by plane waves with momentum p, again for convenience multiplied by a
phase factor, and depends both on the adopted gauge and on p,
|ΨX,p(tf )〉 = e−iΘX(tf )|p〉. (5.4)
The phase (see Eqs. (4.44) and (5.2))
ΘX(tf ) = Ektf + p ·α(tf )− (x2 − 1)β(tf ) (5.5)
is r independent but depends on the used gauge, p, and the pulse. Note, that the
for reasons of convenience introduced phase factors add only constant phases in the
transition amplitudes and do not alter transition probabilities.
The probability amplitude of a transition from an initial state |ψα(ti)〉 to a final state




∣∣∣ĜX(tf , ti)∣∣∣ψα(ti)〉 (5.6)
Chapter 5. Strong-field approximation 89






ĜX(t, t′) = δ(t− t′). (5.7)
To obtain a systematic expansion of the transition amplitudes of interest it is convenient
to express the total propagator ĜX of the system in terms of a partial propagator,
defined by the partitioning of the total Hamiltonian. The choice of the partitioning is
made in such a way that the partial propagator can be expressed analytically, i. e. the
Schrödinger equation with the corresponding partial Hamiltonian is solvable.
One class of Hamiltonians that leads to analytical solutions is the one describing a
free electron in the field. As was discussed in Sec. 4.3, such Hamiltonians are gauge-
dependent and their solutions are given by Volkov states. The partitioning of ĤX using
the free-electron Hamiltonian in X gauge, ĤfX , is given by
ĤX = ĤfX + U (5.8)
The corresponding propagator can be written analytically using the solutions |ΨVvX,p(t)〉,




where θ(x) is the step function. From Eq. (5.9) follows
−i〈ΨVvX,p(tf )|ĜfX(tf , t) = 〈ΨVvX,p(t)| for t < tf . (5.10)
Another Hamiltonian that can be used for the partitioning is the field-free Hamiltonian
Ĥ0. It is, however, only a special case of the generalized field-free Hamiltonians, which
were introduced in Sec. 4.4 for the X gauge (the reader is reminded that the X gauge
is a particular case of a more general X gauge). Consider a particular choice of γ(r, t)
parameterized by a set of parameters, λ = {λ1, λ2},
γλ(r, t) = λ1A(t) · r + λ2β(t) . (5.11)
The corresponding generalized field-free Hamiltonian defined in Eq. (4.51) is then given
by
Ĥ0λ = Ĥ0 − λ1 A(t) · pc + λ1 F(t) · r + (λ21 − λ2)A2(t)/2. (5.12)
where here and in the following the subscript λ is adopted instead of γλ for the sake of
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notational simplicity. Note, for all choices of λ the Hamiltonian Ĥ0λ gives an equivalent
description of the evolution before and after the pulse, since for those times bothA(t) and
F(t) are equal to zero. Different choices of λ yield, however, different partial propagators
Ĥ0λ during the pulse that can be written analytically as




In order to express the total propagator ĜX in terms of Ĝ0λ, the total Hamiltonian is
partitioned in two parts,
ĤX = Ĥ0λ + VX,λ (5.14)
with the interaction operator VX,λ given by
VX,λ(t) = (1− x1 + λ1)A(t) · pc + (x1 − λ1)F(t) · r
+
[




It is worth reminding that both sets of parameters, X = {x1, x2} and λ = {λ1, λ2}, are
independent of each other. Therefore, the same interaction operator can be obtained for
different X gauges, if the λ parameters are appropriately chosen. It can be shown, for
example, that
VR,{−1,0} = VV,{−1,1} = VL,{0,0} = F(t) · r (5.16)
VR,{0,−1} = VV,{0,0} = VL,{1,1} = A(t) · pc (5.17)
VR,{0,0} = VV,{0,1} = VL,{1,2} = A(t) · pc + A2(t)/2 (5.18)
Since |Ψλ,α(ti)〉 = |ψα(ti)〉, Eq. (5.13) yields
iĜ0λ(t, ti)|ψα(ti)〉 = |Ψλ,α(t)〉, for t > ti. (5.19)
5.1.2. Matrix elements
It will now be shown that most of the matrix elements of interest depend at most on
the two parameters v = {v1, v2} with v1 = 1 + λ1 − x1 and v2 = λ2 − x2.




























V̄v(t) = VX,λ(t) + λ1(1− x1 + λ1)A2(t)
= v1A(t) · pc + (1− v1)F(t) · r + (v21 + v2)A2(t)/2
(5.24)
and
Ωvpα(t) = ΘX(t) + γλ(r, t)− Eαt
= (Ep − Eα)t+ p ·α(t) + (v1 − 1)A(t) · r + (v2 + 1)β(t)
(5.25)








is independent both on gauge and partitioning.
As a consequence of these properties of the matrix elements the transition amplitude
depends only on v, as is shown below.
5.1.3. S-matrix series
The operator ĜX(t, t′) can be expanded either in terms of the operator Ĝ0λ(t, t′),
ĜX(t, t′) = Ĝ0λ(t, t′) +
∫
dt1ĜX(t, t1)VX,λ(t1)Ĝ0λ(t1, t′), (5.27)
or in terms of the operator ĜfX(t, t′),
ĜX(t, t′) = ĜfX(t, t′) +
∫
dt1ĜfX(t, t1)UĜX(t1, t′). (5.28)
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Substitution of Eq. (5.28) in (5.27) yields





dt2 dt1ĜfX(t, t2)UĜX(t2, t1)VX,λ(t1)Ĝ0λ(t1, t′).
(5.29)
A further substitution of either (5.27) or (5.28) in Eq. (5.29) results in a series expansion
of ĜX(t, t′). Inserting this expansion in Eq. (5.6) generates the S-matrix series for the





















∣∣∣ĜfX(tf , t1)VX,λ(t1)Ĝ0λ(t1, ti)∣∣∣ψα(ti)〉 . (5.32)

















∣∣∣ĜfX(tf , t2)UĜfX(t2, t1)VX,λ(t1)Ĝ0λ(t1, ti)∣∣∣ψα(ti)〉 (5.34)
and so on, where the integration is performed in the interval ti to tf .
From Eqs. (5.19) and (5.20) follows
S
(0)
pα = 〈ΨVvX,p(tf )|Ψλ,α(tf )〉 = eiΩvpα(tf )ψ̃α(p) (5.35)
where ψ̃α(p) = 〈p|ψα〉 is the Fourier transform of ψα.
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Continuing in an analogous manner, it can be shown that S(n)pα for any order n depends
only on v. Therefore, Spα itself depends only on v. In the next subsection some particular
examples will be considered explicitly.
5.1.4. Particular examples
As a first example, consider the case v = {0, 0} where one has
V̄v(t) = F(t) · r (5.40)
Ωvpα(t) = (Ep − Eα)t+ p ·α(t)−A(t) · r + β(t). (5.41)
This formulation is achieved using the following partitionings for different gauges:
λ = {−1, 0} in R gauge, λ = {−1, 1} in V gauge, λ = {0, 0} in L gauge. (5.42)
Chapter 5. Strong-field approximation 94
Since in L-gauge the relation Ĥ0λ = Ĥ0 holds, the gauge-invariant formulation with
v = {0, 0} reproduces the traditional SFA in the L gauge.
However, in an analogous way, the traditional V-gauge SFA is obtained with v = {1,−1}
(cf. [151]), where
V̄v(t) = A(t) · pc (5.43)
Ωvpα(t) = (Ep − Eα)t+ p ·α(t) . (5.44)
It can be achieved using the following partitionings for different gauges:
λ = {0,−1} in R gauge, λ = {0, 0} in V gauge, λ = {1,−1} in L gauge. (5.45)
In a similar way, the traditional R-gauge SFA is obtained with v = {1, 0}, where
V̄v(t) = A(t) · pc + A2(t)/2 (5.46)
Ωvpα(t) = (Ep − Eα)t+ p ·α(t) + β(t). (5.47)
It can be achieved using the following partitionings for different gauges:
λ = {0, 0} in R gauge, λ = {0, 1} in V gauge, λ = {1, 0} in L gauge. (5.48)
Clearly, every S-matrix expansion (SFA formulation) in one of the “conventional” (length,
velocity, or radiation) gauges can be obtained by adopting any of the possible gauges, if
the partitioning of the Hamiltonian is chosen accordingly.
Furthermore, the present result demonstrates that there remains an in principle infi-
nite set of S-matrix expansions (characterized by different values of v1, v2) that are
only shown to provide the same transition probabilities in the limit of an infinite se-
ries expansion, if the latter converges. Truncated series like, e. g., the 0th, 1st, or 2nd
order expansions will, however, in general disagree. Thus the question of a “proper”
choice of the expansion in the case of truncation remains and can only be clarified by a
comparison to either experiment or gauge-independent theory (like full solutions of the
time-dependent Schrödinger equation).
In author’s opinion, there is no a priori reason to believe that one expansion is necessarily
advantageous to the others for all atomic or molecular systems as well as all possible
laser parameters. Similar to various physical applications, where the choice of a suitable
expansion is optimized in order to achieve faster convergence, there may exist an optimal
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parameter set v for a given problem. This set may, however, not necessarily agree to one
of the traditional SFA expansions. A deeper understanding requires certainly further
studies.
5.2. The length gauge SFA
Among the numerous approximations developed to treat the ionization process the
Keldysh theory [114] possesses a prominent role. This theory was proposed by Keldysh
more than 40 years ago and describes the ionization process as a transition between an
initial electronic bound and a Volkov continuum state adopting the length-gauge for-
mulation. Within this theory, the total ionization rate of a one-electron atomic system
with the electron binding energy Eb in the harmonic laser field F(t) = F cosωt, with the










2 + Up −Nω) (5.49)
where Up = F 2/(4ω2) is the electron quiver (ponderomotive) energy due to the field.












where Ψ0(r, t) = eiEbtΦ0(r) is the wave function describing the initial electronic state in
the atomic potential U(r) and Ψp(r, t) is the Volkov wave function
Ψp(r, t) = exp




 , π(t) = p− (F/ω) sinωt (5.51)
Introducing the auxiliary function
V0(q) =
∫
d3r e−iq·r(F · r)Φ0(r) = iF · ∇qΦ̃0(q) (5.52)
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dt cos(ωt) V0 (π(t)) eiS(t) . (5.54)
The function Sp(t) is a rapidly varying function of time t. Introduction of the new
complex variable u = sinωt allows to transform the integration
T∫
0
dt in Eq. 5.54 to one
on the closed contour Cin which encloses the interval (−1, 1) in the complex plane u (see













Besides the main approximation of the Keldysh theory, the neglect of the interaction of
the escaping electron with the long-range Coulomb potential (in the case of a neutral
atom), two additional simplifications were made in [114]: (i) the method of steepest
descent (MSD) [152] (also known as saddle-point approximation) for performing the
contour integral in Eq. (5.55), and (ii) the assumption of a small kinetic momentum
of the escaping electron. The simplification (ii) is justified only for obtaining the total
ionization rate in the case of multiphoton ionization processes and should be avoided
in the field ionization regime, where the contribution of the fast photoelectrons is non-
negligible. This simplification (ii) has been done in [114] for obtaining a simple ana-
lytical expression for the total ionization rate and can easily be omitted in numerical
calculations. In contrast, the simplification (i) is substantial since it provides a simple
analytical expression for the integral whose numerical calculation is very expensive and
may in practice face problems due to an accumulation of rounding errors. Within the
simplification (i) the closed contour Cin is deformed to a path in the vicinity of the two
special points u±, which are for a hydrogen-like atom simultaneously the saddle points
of the function Sp(u) (see Sec. A.2) and the poles of the function Ṽ0(u) (see Sec. C.1).
As shown in Fig. 5.1, deforming the contour Cin to pass along the contour C+− in positive
direction, along C−+ in negative direction (see Sec. A.3 for the definition of C+− and C−+ ),

































Figure 5.1.: The closed contour Cin can be deformed to path in the vicinity of the two
special points u±. The asymptotic behavior of exp[iS(u)], contours C0± around the points
u±, the closed contour Cout, and deformed Cin used within MSD. (Published in [41].)
and connecting the ends of these contours at infinity one obtains
A(p) = I−+ − I+− (5.56)
where I+− (I−+ ) is the integral along the paths C+− (C−+ ). Here is assumed that the
contribution from the contours at infinity is equal to zero. This assumption is valid, since
the function Ṽ0(u) vanishes at infinity [see Eq. (C.7)] and the function eiS(u) exponentially
vanishes at infinity for |Reu| > |Im u| [see Eq. (A.29) and the previous discussion].
According to Eq. (A.30) the same inequality is valid for the ends of C−+ and C+− , and
thus for the contours connecting these ends (see Fig. 5.1). Therefore, the integrand in
Eq. (5.55) is equal to zero for the contours at infinity. Within the MSD the integrals I+− ,
I−+ are further approximated as described in Sec. B.1 yielding the approximate transition
amplitude
AMSD = I−+,MSD − I
+
−,MSD . (5.57)
Recently, a new method referred by the authors as generalized Keldysh theory (GKT) [138]
has been proposed to avoid approximation (i) by solving the occurring contour integrals
with the aid of the exact residue theorem (RT) instead of the MSD. Within the fol-
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lowing five years the method has been extensively applied for the theoretical study of
different atoms and molecules [153–163]. It was shown that the RT method yields a
two times larger transition amplitude for the 1s state of a hydrogen-like atom and, as
a consequence, a four times larger ionization rate. Furthermore, the ionization rate of
the first excited (2s) state obtained in [155] when applying the GKT differs significantly
from the MSD result. In view of the popularity of the MSD approximation for treat-
ing strong-field problems like ionization [6] or high-harmonic generation [164] this is of
course a very important result. That sheds a lot of doubts on the popular SFA in the
length gauge itself, as it is usually implemented using the MSD method.
Surprisingly, numerical tests performed by the author of the present thesis for the H
atom has shown that the method employing the MSD yields results by about a factor
of two smaller than the one obtained by numerical integration, whereas the supposedly
exact method yields results by about a factor of two larger than the numerically obtained
ones. This finding has stimulated a careful analysis of the derivation given in [138], which
revealed an unjustified neglect of an important contribution occurring in the application
of the GKT.
Within the GKT, the integral along the closed contour Cin is presented using Cauchy












where C0± are contours around u± and Cout is a contour enclosing (−1, 1) and u± (see










where ν is the order of poles of the function Ṽ0(u) at u = u±. For hydrogen-like atoms
ν = n+ 3, where n is the principle quantum number.




du Ṽ0(u) eiS(u), (5.60)
the value of A(p) can be calculated using (5.58) as
A(p) = (A+ +A−)− Iout. (5.61)
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In [138] the value of Iout is implicitly assumed to be zero and a simple formula is proposed
to calculate the transition amplitude within the GKT,
AGKT = A+ +A− . (5.62)
However, a simple analysis shows that there are no reasons for such an assumption.
Indeed, according to Eq. (A.29) the function eiS(u) grows exponentially at infinity for
|Reu| < |Im u|, and thus it is impossible to select Cout in such a way that the integrand
on the whole contour approaches zero. Moreover, numerical calculations have shown that
Iout is often of the same order of magnitude as A(p) or can even be larger. Thus, both
the MSD and the GKT (as defined in [138]) yield only approximate Keldysh transition
amplitudes.
It is instructive to obtain Iout within the MSD. Deforming the contour Cin to pass along
the contour C++ in negative direction, along C−− in positive direction (see Sec. A.3 for
the definition of C++ and C−− ), and connecting the ends of these contours at infinity one
obtains
Iout = I−− − I++ (5.63)
where I++ (I−− ) is the integral along the paths C++ (C−− ) and the contribution from the
contours connecting the ends of C++ and C−− at infinity is zero according to the discussion
following Eq. (5.56). Applying the MSD to Eqs. (5.56), (5.63) and using the relation
between I−± and I+± given in Eq. (B.7) one obtains
Iout = (−1)ν−1A(p), [within the MSD]. (5.64)
Substituting this simple relation to Eq. (5.61) the following relation between A(p) and
AGKT can be obtained within the MSD
A(p) ≈ AGKT/2 [MSD, odd ν]. (5.65)
A(p) AGKT/2 [MSD, even ν]. (5.66)
Thus, for odd ν (and therefore for odd principle number n) the value of A(p) is two
times smaller than the one obtained with the assumption Iout = 0, whereas for even ν
A(p) should be much larger than the value AGKT proposed in [138]. The fact that for
the 1s state of hydrogen-like atoms one finds exactly a factor 2 difference between MSD
and GKT should be seen as an accidental case that is due to the relative simplicity of
Ṽ0(u) for the 1s state.
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Table 5.1.: The exact value of the N -photon ionization probability |A(p)|2 (the direction
of p is fixed by the relation F̂ · p̂ = 0.8) in the laser pulse with different intensities I and
wavelengths λ calculated for the 1S state of the H atom (n = 1) and the 2S state of the
He+ atom (n = 2). The minimal number of photons Nmin is given for each pulse. The
ratios RGKT = |AGKT/A(p)|2, RMSD = |AMSD/A(p)|2, and RcMSD = |AcMSD/A(p)|2 are
presented in order to compare the exact value |A(p)|2 with the predictions of the generalized
Keldysh theory, the simple MSD formula, and the corrected MSD (cMSD) formula.
n = 1 n = 2
I, λ, Nmin N |A(p)|2 RGKT RMSD RcMSD |A(p)|2 RGKT RMSD RcMSD
1013W/cm2, 3 4.273(-6) 2.020 0.505 1.010 7.119(-5) 0.351 0.379 0.946
248nm, 3 4 7.809(-9) 2.107 0.527 0.996 3.396(-8) 0.066 0.689 1.047
1014W/cm2, 3 3.438(-3) 2.024 0.506 1.008 6.219(-2) 0.362 0.374 0.947
248nm, 3 4 8.440(-5) 2.093 0.523 1.000 5.269(-4) 0.135 0.577 1.004
1015W/cm2, 4 9.746(-3) 1.948 0.487 0.978 6.442(-2) 0.260 0.392 0.943
248nm, 4 5 7.625(-2) 2.169 0.542 0.992 7.226(-1) 0.168 0.557 0.996
6 2.145(-2) 2.172 0.543 0.998 1.380(-1) 0.103 0.639 0.981
7 4.560(-3) 2.196 0.549 1.002 1.975(-2) 0.036 0.780 0.977
1014W/cm2, 13 4.641(-5) 2.712 0.678 0.997 1.578(-3) 0.088 0.687 1.010
800nm, 13 15 8.564(-6) 2.722 0.681 0.998 2.617(-4) 0.075 0.710 1.004
20 9.36(-10) 3.227 0.807 0.998 9.586(-8) 0.078 0.732 0.999
After the lack of justification for assumption Iout = 0 was pointed out to the authors of
the generalized Keldysh theory, in their new publication [163] the method was corrected
by including Iout which is calculated by means of the residue at u = ∞. Comparing
photoionization rates for the 1s hydrogen atom exposed to a 248 nm laser field calculated
with and without the assumption Iout = 0, the authors concluded that the contribution
from Iout is almost negligibly small.
Two comments can be made to the aforesaid. The calculation of Iout =2πiRes
u=∞
[Ṽ0(u)eiS(u)]
can indeed be performed according to Eq. (A.33) using an expansion of Ṽ0(u) in powers
of u−1 [see Eq. (C.18) for n = 1 and the derivation above for higher n]. However, for
large N the convergence of the sum in Eq. (A.33) is very slow and the rounding errors
rapidly accumulate due to the oscillatory character of the sum. In fact, the numerical
calculation of the residue at infinity may be much more involved than the numerical
integration of the integrals I−+ and I+− which are required to obtain A(p). Therefore, a
practical benefit of using residues for the calculation of A(p) is questionable. Second,
the author has applied this approach in order to calculate Iout for 248 nm laser field and
obtained results which are agreeing with those obtained when employing a numerical
integration and Eq. (5.63). Nevertheless, the results do not support the statement about
negligibility of Iout. As is demonstrated in Table 5.1, the assumption Iout = 0 results in a
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transition probability that is for a wide range of intensities by about a factor of 2 larger.
This remains valid for different angles between F and p, so that the photoionization
rates for the 1s hydrogen atom obtained with and without the assumption Iout = 0 differ
also by about a factor of 2.
Table 5.1 demonstrates also the validity of the prediction of the MSD about the smallness
of |AGKT| compared to |A(p)| for n = 2. Moreover, results for RGKT show that for a
248 nm laser field the ratio tends to become smaller with an increase of the photon
number N .
According to Table 5.1, the accuracy of the simple MSD formula is often of the same
level as the accuracy of GKT. However, the accuracy of the MSD can be essentially
improved using the corrected MSD formula
AcMSD = I−+,cMSD − I
+
−,cMSD (5.67)
where I−+,cMSD and I
+
−,cMSD are the approximations of the integrals I
−
+ and I+− obtained
using Eq. (B.10). As can be seen from Table 5.1, the corrected MSD formula yields
a significant improvement both for n = 1 and n = 2. Superiority of the corrected
MSD formula is especially prominent for large principle quantum numbers n, as was
demonstrated in [41].
5.3. The velocity-gauge SFA in the quasistatic limit
A possible test of SFA theories is a comparison of their predictions in the tunneling limit
with the corresponding one of quasistatic theories [95, 96]. Whereas the tunneling limit
of the length-gauge SFA (SFA-LG) was considered already by Keldysh for the explicit
example of a hydrogen atom, asymptotic expressions for the velocity-gauge SFA (SFA-
VG) in the limit of vanishing laser frequency (ω → 0) have not been derived explicitly
in the past. In his detailed work [117] about SFA-VG theory Reiss has used the MSD
method to obtain an approximation for the generalized Bessel functions (’asymptotic
approximation’) that are required for the calculation of the transition amplitude. The
algebraically cumbersome form of the in [117] derived ’asymptotic approximation’ has
motivated the development of a simpler form appropriate for the tunneling regime. This
approximation [165] is again based on the MSD method and is referred to as ’tunneling 1
approximation’. It was, however, shown [166, 167] that the ’tunneling 1 approximation’
is much worse than the ’asymptotic approximation’ in the case of large kinetic momenta.
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Since neither [117] nor [165] contain explicit asymptotic expressions in the limit of van-
ishing laser frequency (ω → 0), a systematic study of the quasistatic limit on their basis
is almost impossible.
For a long time, it was believed that the SFA-VG behaves similar to SFA-LG in the limit
ω → 0. For example, in the discussion given in [147], it was explicitly stressed that SFA-
VG (corresponding to the first-order S-matrix theory in velocity gauge) approaches the
correct tunneling limit for ω → 0 (and sufficiently weak fields). However, in [147] (and
corresponding references therein) this conclusion is reached on the basis of a derivation
valid for short-range potentials and is then adopted to the case of the long-range Coulomb
potential. Since SFA neglects the long-range Coulomb interaction between the ionized
electron and the remaining ion, the correct tunneling limit is obtained by rescaling the
SFA-VG rate with a frequency-independent Coulomb correction factor. Such a factor
was proposed by Becker and Faisal (see [147] and references therein) and is extensively
used in their atomic and molecular SFA calculations[147, 168].
In order to verify this statement, SFA rates for the H atom exposed to low-frequency
fields have been numerically calculated by the author of this thesis. Surprisingly, the
results of the calculations have indicated that the SFA-VG rates continue to substan-
tially decrease with decreasing ω, whereas for these frequencies the quasistatic limit for
the SFA-LG rates is already reached. This finding has motivated a derivation of the
analytical asymptotic expression for the quasistatic limit of the SFA-VG rates (denoted
QSFA-VG rates). Besides its simple analytical form, the obtained expression has shown
that in the presence of long-range Coulomb interactions and thus for the ionization of
neutral or positively charged atoms or molecules the SFA-VG rate is proportional to the
laser frequency in this limit. This section discusses the derivation of the expression for
the QSFA-VG rates and its application to hydrogen-like atoms. Besides, it introduces
a frequency-dependent Coulomb correction factor which can be used for correcting the
SFA-VG rates in the low-frequency limit.
5.3.1. Derivation
The velocity-gauge SFA in its most popular form was proposed by Reiss [117]. After






dp̂ |A(pN p̂)|2 (5.68)
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and Eb is the binding energy of the initial bound state Ψ0 with its Fourier transform Ψ̃0.
The number of absorbed photons N satisfies N > N0 = (Eb+Up)/ω. Furthermore, pN =√
2(Nω − Eb − Up) is the momentum of ejected electron for an N photon transition.






where Sp(t) is given by Eq. (5.53).
An analytic expression for the SFA-VG rate in the quasistatic limit is derived by the
author as follows. First, the exact limit of |L|2 for γ → 0 is found (see Sec. A.5). Further,
some asymptotically exact approximations are employed. Defining the azimuthal angle





















)2 |L|2 Φ̃ (5.72)
where κ =
√





Note, the argument of the cosine in Eq. (A.46) is proportional to γ−3 and leads to fast
oscillations, if N and ζ are varied. Thus the contribution of this term to the final result
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)2 L2Φ̃ . (5.74)
The next step is to substitute the summation overN by an integral. A standard approach
consists of a transformation of the sum into an integral over qN . This allows to calculate
differential rates, but due to the coupling of qN and ζ it is impossible to obtain a simple
analytical expression without the use of an expansion (e. g. the small kinetic momentum
one, qN  1). Indeed, according to Eqs. (A.53) the function L depends on qN and ζ
through the variable ρ =
√
1 + q2N (1− ζ2), and thus qN and ζ cannot be decoupled.
Instead of the use of a double integral with respect to qN and ζ, Eq. (5.74) is rewritten
as a double integral with respect to ρ and the variable χ = qNζ/ρ. Transforming the




























dχ(1 + χ2)2L2(ρ, χ)Φ̃(ρ, χ) . (5.77)
Substitution of Eq. (A.53) into Eq. (5.77) yields an analytical expression for the qua-
sistatic limit of the SFA-VG
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dχ (1 + χ2)2 Φ̃(ρ, χ) . (5.80)
Equation (5.78) shows that the ionization rate calculated within SFA-VG is proportional
to the frequency ω in the limit ω → 0. Thus the SFA-VG rate vanishes in the static limit
ω = 0 for all binding energies and field strengths! Clearly, this prediction of SFA-VG is
unphysical implying that SFA-VG is not applicable in the quasistatic limit for atomic
systems. For short-range potentials the integral over χ in (5.80) diverges and one has
to consider the term proportional to γ2 in (A.48). This term removes the divergence
and the obtained limit for the ionization rate is now ω independent in accordance with
the discussion in [147]. For long-range potentials there is no divergence in (5.80), and
thus (5.78) gives the corresponding quasistatic limit of SFA-VG for that case. Clearly,
the agreement of the SFA-VG rate with the one predicted by tunneling theories that
is obtained for short-range potentials cannot be used as a measure of the validity of
the SFA-VG, if long-range potentials are present. However, as is discussed below for the
specific example of hydrogen-like atoms, the QSFA-VG results may be used together with
tunneling theories to obtain an approximate Coulomb correction factor for SFA-VG.
Since for long-range potentials the SFA-VG rate leads to unphysical results in the qua-
sistatic limit, one would expect that there is very limited interest in its explicit calcula-
tion. However, as is shown below, the explicit calculation ofWQSFA-VG is not only useful
for obtaining a Coulomb correction factor, but it provides also an alternative recipe for
an efficient though approximate calculation of SFA-VG rates for atomic and molecular
systems exposed to intense laser fields in a large range of experimentally relevant laser
parameters. To demonstrate this, calculations for hydrogen-like atoms using Eqs. (5.78)
to (5.80) are discussed in the next subsection.
5.3.2. Quasistatic limit of SFA-VG for hydrogen-like atoms
In the case of bound states of hydrogen-like atoms the functions B in Eq. (5.80) can be
calculated analytically. For example, for the 1S0 state it is simply given by B1S0 = 1.
The functions B for all hydrogenic states with principal quantum number n ≤ 3 are
listed in Sec. C.2. Note, for hydrogen-like states the function B is κ-independent and,
therefore, the proportionality coefficient R is a function of τ only. The evaluation of R
according to Eq. (5.79) can then simply be performed numerically. Since the integrand
is a smooth exponentially decaying function, quadrature can easily and very efficiently
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Figure 5.2.: The proportionality coefficient R(τ) = WQSFA-VG/ω (5.79) is shown for the
complete range of τ = (2Eb)3/2/F values for the different hydrogen-like states with n ≤ 3.
a) For small τ (corresponding to a strong field F or a small binding energy Eb) all coefficients
decrease with decreasing τ . To partly compensate this effect all coefficients R(τ) are scaled
by factor
√
τ . b) For large τ (corresponding to a weak field F or a large binding energy Eb)
all coefficients are scaled by the factor exp[−2τ/3] (in the insert the coefficients for m > 0
are also shown scaled by the factor τ−m exp[−2τ/3]). In this limit the coefficients R(τ)
tend to those given by (5.81). (Published in [42].)
be performed with high precision.
The proportionality coefficients R(τ) for a variety of states of hydrogen-like atoms are
shown in Fig. 5.2 for the complete range of values of the inverse field parameter τ . In
Fig. 5.2 a the range τ ≤ 1 is shown. For better visibility the function R(τ)/
√
τ is plotted
instead of R(τ). It is worth noticing that for very small τ the R values for all states
approach 0. This is a known failure of SFA-VG, since a larger ratio of the field intensity
to the binding energy (and thus smaller τ) should clearly result in a larger and not in a
smaller ionization rate [139].
In the τ range shown in Fig. 5.2 a in which the R values follow the expected behavior
(decreasing R for increasing τ), the different states behave rather differently as a function
of τ . It is clearly visible that R depends mostly on the quantum numbers l and m and
only very weakly on n. A different dependence is found for large values of τ as is discussed
below.
The weak-field limit F → 0 corresponds to τ → ∞. Using an asymptotic expansion
for the modified Bessel function one finds that the integrand in (5.79) is proportional
to exp[−2τρ3/3]. For large values of τ the integrand decays thus rapidly as ρ increases.
Therefore, it is possible to use an expansion in terms of ρ at ρ = 1. This procedure




The general expression for the coefficients CQSFA-VGnlm is quite complicated. A very simple
result occurs, however, for m = 0 where CQSFA-VGnl0 = 2n is obtained. Note, in this case
the coefficient is l independent. For n 6 3 the coefficients are given by
CQSFA-VGnlm = 2n
[2n(n− l) + 2|m| − 1]!!
[2n(n− l)− 1]!! . (5.82)
Noteworthy, the l dependence is in fact limited to the circularity of the hydrogenic state,
since l appears only in the form n− l.
In Fig.5.2 b the function R is shown (after multiplying it with e2τ/3 to remove the
exponential dependence on τ) as a function of 1/τ . The weak-field limit corresponds thus
to 1/τ → 0. As predicted, for m = 0 the scaled function R approaches CQSFA-VGnl0 = 2n
in this case. Due to the τ |m| factor appearing in (5.81) the high |m| states are harder to
ionize in the weak-field limit. It is also apparent from Fig.5.2 b that the characteristic
dependence on the quantum numbers in the weak-field limit is reached only for 1/τ ≤ 0.1
to 0.2. For example, down to 1/τ ≈ 0.15 the QSFA-VG ionization rates of the 2S0 and
2P0 states are almost identical.
It is instructive to compare the quasistatic limit of the SFA-VG-VG ionization rate in
the weak-field limit with the well-known quasistatic Popov-Peremolov-Terent’ev (PPT)
formula [95],








n(n+ l)!(n− l − 1)! , flm =
(2l + 1)(l + |m|)!
2|m||m|!(l − |m|)!
.
The ionization ratesWQSFA-VG andWPPT both include the exponential term exp[−2τ/3]
















it is possible to identify four factors that prevent an agreement between the QSFA-VG
and the PPT predictions. One is due to the (unphysical) ω dependence of QSFA-VG.
Also the constant factors that depend on the quantum numbers n, l, and m differ. For
example, for fixed n and m = 0 QSFA-VG predicts the same ionization rate for states
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with different l whereas the PPT formula predicts an l dependence. Then there is a
constant factor (
√
3/π) that is, however, very close to 1. Finally, both rates differ in
their dependence on field strength and binding energy which is expressed as two factors
to stress the n dependent or independent parts.
Note, the popular Ammosov-Delone-Krainov (ADK) formula [96] differs from PPT by
the introducing effective quantum numbers n∗ and l∗ for non-hydrogenic atoms, an appli-
cation of the Stirling approximation for the evaluation of factorials, and a rearrangement
of the final expression. In the here considered case of hydrogen-like atoms the difference
between ADK and PPT reduces thus basically to the application of the Stirling formula
for |Cnl|2. Therefore, the ADK and PPT rates of a specific state differ only by a few
percent which is due to their different constant prefactors. A comparison to ADK leads
thus to basically the same conclusion as the one to PPT performed above.
Since QSFA-VG is the exact asymptotic limit of SFA-VG, Eq. (5.84) can be used to derive
a Coulomb-corrected SFA-VG rate, WCSFA-VG = QPPTWSFA-VG. Clearly, the factor
QPPT derived here explicitly for atomic hydrogen could be applied also to other atomic
or molecular systems by performing the evident modifications like the introduction of
effective quantum numbers [96], such as n∗, l∗, etc. Although the range of validity of
WCSFA-VG for ω 6= 0 is not directly evident, in contrast toWSFA-VG it at least reaches the
tunneling limit. Already in the past efforts have been made to derive Coulomb-correction
factors for KFR theories, but so far the resulting rates did not lead to convincing results
(see [147] and references therein). Based on some approximations, A. Becker et al. [168]
have proposed a Coulomb correction factor, C2. Using this factor, very good agreement
is found between experimental and theoretical SFA-VG ionization yields for a large
number of atoms and laser frequencies. The comparison is, however, mostly performed
on a qualitative level, since the experiments did not provide absolute yields and thus
the theoretical and experimental data were adjusted at one common point. In addition,
SFA-VG results for atomic hydrogen (with and without C2 factor) are compared to full
numerical solutions of the time-dependent Schrödinger equation in [168] and again good
agreement is found (on a logarithmic scale).
For atomic hydrogen one has C2 = κ6n/F 2n which corresponds just to the last factor in
(5.84). Clearly, the C2-corrected SFA-VG rate does not approach the tunneling limit for
ω → 0. However, the terms missing in C2 yield for ω = 0.05 a. u. and the ground state of
a hydrogen atom a factor 0.5 - 1.2 for F = 0.05−0.1 a. u. This can explain the reasonable
agreement of the C2-corrected SFA-VG results with the ones of ab initio calculations
reported for such parameters in [168]. However, the deviation increases by a factor 10
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F = 0.2 a.u. F = 0.1 a.u. F = 0.05 a.u.
Figure 5.3.: The top panel shows the comparison of SFA-VG (black) and QSFA-VG (red)
ionization rates for the 1S state of a hydrogen atom in a range of frequencies from 0 to
0.1 a.u. for different field strength F . The bottom panel shows the corresponding value of
the parameter β0 defined in Eq. (5.85). Blue dashed vertical lines indicate the frequency
where β0 = 0.1, so that on the right part of the plot the magnetic field effect are expected
to be negligible.
for the CO2 laser frequency or for larger n. It may be noted that although [168] contains
also comparisons with experimental data obtained with a CO2 laser, the present work
shows that the found agreement is due to the fact that the comparison is made on a
relative scale, as mentioned before. In this case the erroneous ω dependence of SFA-VG
(clearly not corrected by the C2 factor) is, for example, not visible.
As follows from the derivation, WQSFA-VG in (5.78) is the exact asymptotic form of
the SFA-VG ionization rate WSFA-VG in the limit ω → 0. It is of course interesting
to investigate the validity regime of QSFA-VG for non-zero values of ω. In fact, as is
shown now, QSFA-VG provides for a wide range of parameters a good approximation
to SFA-VG even for laser wavelengths of around 800 nm or less.
Figure 5.3 shows the comparison of WSFA−VG and WQSFA−VG for the 1S state of a
hydrogen atom in a range of laser frequency ω < 0.1 a.u. for three different values of the
field strength F . The ionization rateWSFA−VG has been calculated numerically using the
scheme described in Sec.A.5. The SFA-VG and QSFA-VG ionization rates approach each
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other and tend to zero for ω → 0 indicating the correctness of the derivation of QSFA-VG
as well as numerical consistency. An oscillatory behavior of the SFA-VG ionization rate
that is due to channel closings is not resolved in QSFA-VG, since the summation over
photon number N is transformed into an integration [see Eq. (5.75)]. The oscillation
amplitude increases with ω, but the ratio between WSFA−VG and WQSFA−VG remains
in between about 0.75 and 1.25 in the full frequency range. Therefore, QSFA-VG is
correct to within 25%. If one averages over the oscillations, one finds an even much
better quantitative agreement between QSFA-VG and SFA-VG. In view of the fact that
the SFA-VG rate is known to overestimate the effect of channel closings and that these
pronounced channel closing features mostly disappear when averaging over realistic laser
parameters (envelope, focal volume etc.), the QSFA-VG can be said to provide a very
accurate approximation for the given parameters. Note, ω = 0.1 a.u. corresponds to a
laser wave length of about 450 nm and thus the shown frequency range covers a large
range of experimentally relevant lasers.
According to [127], the dipole approximation breaks down in the limit ω → 0 due to
the effect of the magnetic field on a free electron. To avoid the onset of magnetic field
effects, and thus to maintain the validity of the dipole approximation, the relation
β0 =
z
2c  1 (5.85)
must be valid. The dependence of the parameter β0 on the laser frequency is also
demonstrated in Fig. 5.3. As one can see, SFA-VG and QSFA-VG rates almost coincide
for β0 > 1, where the applicability of the dipole approximation is questionable. However,
even for frequencies with β0 < 0.1 the agreement between SFA-VG and QSFA-VG rates
is reasonable. Therefore, QSFA-VG allows for a rather accurate prediction of the SFA-
VG rate even in the validity regime of the dipole approximation. The large range of
applicability of the QSFA-VG is of practical interest, since its numerical evaluation is
substantially simpler than the one of the original SFA-VG rate, especially in the IR and
far-IR frequency regime. Furthermore, it is very convenient for studies of the frequency
dependence of the SFA-VG rate, since the QSFA-VG is, besides a simple proportionality
factor, ω independent. Thus the QSFA-VG has to be evaluated for a given system and
field strength only once. In turn, the relatively large range of laser frequencies in which
QSFA-VG and SFA-VG agree demonstrates that also the SFA-VG rate itself is in a wide
range of laser parameters only proportional to ω. An exception is the already mentioned
pronounced ω dependence due to channel closings that is not reproduced by QSFA-VG.
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5.4. SFA for molecules
SFA theory has been successfully generalized to describe molecules. For example, using
velocity-gauge molecular SFA (MO-SFA-VG) the phenomenon of suppressed molecular
ionization was interpreted by Muth-Böhm et al. [141] as an effective destructive in-
terference between the two subwaves of the ionizing electron emerging from the two
atomic centers. Alternatively, length-gauge molecular SFA (MO-SFA-LG) was formu-
lated in [142]. In order to consider the nuclear motion in the field, Milošević [19] has
proposed two forms of modified MO-SFA-LG, one with the field-free (uM-MO-SFA-LG)
and the other with the field-dressed (dM-MO-SFA-LG) initial molecular bound state.
Although SFA appears to be able to predict the main features of the ionization process,
it is known to be strongly gauge-dependent. The predictions obtained in length or
velocity gauge may differ by 2 or 3 orders of magnitude due to the problem to correctly
incorporate the Coulomb correction. Different authors prefer different gauges. The
question of which gauge is superior for which problem has often been raised, but never
led to any consensus about its answer. The situation is even more complicated due
to different additional approximations, used, e.g., to numerically calculate transition
amplitudes or to model the initial or the final state. For example, even the application of
the same version of SFA, namely MO-SFA-VG, may lead to qualitatively different results
obtained by different authors. Whereas Muth-Böhm et al. [141] and Usachenko and
Chu [169] predict (in agreement with experimental observations) the parallel orientation
of N2 to possess higher ionization rates compared to the perpendicular orientation, the
calculations of Kjeldsen and Madsen [142] and Milošević [19] reveal a maximum for
perpendicular orientation.
The same simple interference picture which arises in the MO-SFA-VG and seems to
plausibly explain the occurrence or absence of suppressed ionization can be applied also
for the study of the alignment dependence of the photoelectron spectrum. This section
aims to demonstrate theoretically that a clear interference pattern appears in the ratio of
energy-resolved spectra for a parallel and a perpendicular alignment of the H2 molecule.
This interference pattern emerges due to the destructive interference caused by the phase
shift between the two electronic wavepackets emerging from the two nuclei and moving
along the polarization axis.
In the case of a homonuclear diatomic molecule with internuclear separation R a bonding
highest occupied molecular orbital (HOMO) Φ built from s-type atomic orbitals φ is given
Chapter 5. Strong-field approximation 112
within the framework of a linear combination of atomic orbitals as
Φ(r,R) = a{φ(r,−R/2) + φ(r,R/2)} (5.86)
where r is the electronic coordinate and a the normalization constant. According to
MO-SFA-VG [141] (also called first-order IMST) this leads to the N -photon ionization







in a linearly polarized laser field, if the HOMO is occupied by Ne electrons. The in
Eq. (5.87) occurring differential ionization rates are given by
dW (N)
d k̂N
= 2π C2 kN (Up −Nω)2J2N
(





∣∣∣2a〈kN |φ〉∣∣∣2 cos2(kN ·R/2) . (5.88)
Here, k2N/2 = Nω − (Up + Eion) is the kinetic energy of an electron after absorption
of N photons, Up = F 2/(4ω2) is the ponderomotive energy of an electron in a laser
field of frequency ω and peak field strength F , Eion = κ2/2 is the ionization energy of
the molecule, and C2 = (κ3/F )2/κ is a Coulomb correction factor. Finally, 〈k|φ〉 is the
Fourier transform of the atomic orbital φ(r) and Jn(a, b) is a generalized Bessel function
of two arguments as defined in [147]. The polarization axis ε enters the ionization rate
only through one of the arguments of the Bessel function, α0 = (F/ω2)ε.
The sum of the N -photon ionization rates for all energetically allowed values of N yield
the energy-resolved electron spectra. Since the Fourier transform of spherically symmet-
ric (s-type) orbitals is also spherically symmetric, it depends only on k. Therefore, the
ratio of the N -photon ionization rates for parallel and perpendicular orientations of the





















dN k̂ · R̂
⊥) (5.89)
where gN = α0 kN , b = Up/(2ω), dN = RkN/2, and all factors depending only on the
absolute value of kN were taken out of the integral and cancel each other, if the ratio is
considered.
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Fixing the coordinate system in such a way that its z axis agrees with the polarization
vector ε, one has R̂‖ = (0, 0, 1), R̂⊥ = (1, 0, 0), and k̂ = (sin θ cosφ, sin θ sinφ, cos θ).
Then the ratio (5.89) can be rewritten as
XN =
∫ π




gN cos θ, b
)
cos2(dN cos θ)∫ π




gN cos θ, b
)
[1 + J0(2dN sin θ)]/2
(5.90)
where the identity ∫ 2π
0
dφ cos2(δ cosφ) = π[1 + J0(2δ)] (5.91)
for the zero-order Bessel function of the first kind was used.
For very strong fields the function J2N (gN cos θ, b) peaks usually sharply around cos θ =
±1 (i.e. in the case of ionization from a spherically symmetric atom the vast majority
of electrons are ejected parallel to the laser polarization axis). On the other hand, the




vary rather slowly in these regions. They may
thus be approximated by their values at cos θ ≈ ±1:




≈ 1 . (5.92)
Substitution of Eq. (5.92) into Eq. (5.90) results finally in a very simple expression for
XN ,
XN ≈ cos2(dN ) = cos2(RkN/2) . (5.93)
Note, that for very small dN (which means small R or small kN ) both functions in
Eq. (5.92) are equal to 1, so the ratio XN is also 1.
According to Eq. (5.93) MO-SFA-VG predicts a pronounced minimum to occur at the
electron energy E ≈ π2/(2R2), if the ratio between the the energy-resolved electron
spectra obtained for a parallel and a perpendicular orientation is considered. For the
molecular hydrogen, this prediction will be tested in Sec. 7.6 by means of a full solution
of the TDSE for both molecular orientations. This numerical test provides a way for
checking the interference picture, whereas a direct experimental confirmation of this
concept is difficult. Indeed, it requires the measurement of the electron spectra as
a function of the alignment between the molecular axis and the laser-field axis. For
example, the energy-resolved electron spectra measured in [170] are often seen as an
experimental evidence of the concept of symmetry-induced quantum-interference effects
as predicted by MO-SFA-VG. However, the spectra measured in [170] are averaged over
all orientations, and the obtained results can be explained without using the interference
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picture [143].
6. Hydrogen atom in a strong laser field
In the remaining part of this work, the main focus will be put on the investigation of
the nonlinear ionization of a quantum system. It occurs if the photon energy of the
radiation is smaller than the binding energy of the system. In this case, ionization
can be considered as the multiphoton transition from an initial state to the continuum
via virtual (or resonant) intermediate states. This process is very complex and often
depends strongly on both pulse parameters and the level structure of the system. Even
for the hydrogen atom the full understanding of all peculiarities in the photoelectron
energy spectrum yielded by a full numerical solution of the TDSE is an intricate task.
For the hydrogen molecule, one has to face additional effects due to the anisotropy of
the electron density and the electron-electron interaction. Thus, the task might become
daunting. This is why the hydrogen atom is a perfect candidate for the investigation of
the basic aspects of the nonlinear ionization process. Since the full numerical solution
of the TDSE is a complicated task by itself, the choice of the hydrogen atom is also
motivated by practical reasons. Being the simplest quantum system, the H atom allows
accurate ab-initio numerical calculations treating the electron in full dimensionality and a
thorough control over convergence is feasible. Hence it is possible to disentangle physical
effects from artificial ones occurring due to additionally employed approximations. Last
but not least, an extensive numerical investigation of the H atom by means of an accurate
numerical technique is of interest by itself. Although a tremendous amount of studies
of the ionization of the H atom has been published in literature, most of them employ
additional approximations (e.g., reducing the dimensionality of the problem by means
of a 1D or a 2D model or just employing a too restricted basis set) and only a minute
part of them provides data which can be viewed as being exact. Frequently, exact data
provide only a few data points what makes a systematic analysis impossible.
Thus, using the H atom as a case study the present chapter examines the basic aspects
of how radiation parameters and internal structure affect the ionization process. After
a brief discussion (Sec. 6.1) of the two ab-initio numerical techniques employed for the
present investigation, peculiarities of photoelectron energy spectra are examined for
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different radiation parameters. Besides other aspects, it aims to provide a feeling of
whether a multipeaked or a continuous spectrum is expected for a given set of parameters
and to demonstrate how the spectrum changes when the ionization process passes from
the multiphoton to the tunneling regime. The chapter proceeds with a detailed analysis
(Sec. 6.3) of the ionization rates for different radiation intensities and photon energies,
accompanied by a comparison with the popular SFA and tunneling approximations.
Section 6.4 sheds light on the behavior of the atomic bound states in the presence of
perturbative and nonperturbative fields. The ionization by ultrashort laser pulses are
examined in Sec. 6.5. The chapter closes with a brief discussion of how the dynamics of
bound-state populations can be investigated during the pulse and which problems one
faces trying to interprete the results obtained in different gauges.
6.1. Ab-initio methods
The numerical study of the laser-matter interaction in the non-perturbative regime
can be performed using either Floquet theory [171] or the direct integration of time-
dependent Schrödinger equation. Non-perturbative Floquet methods, such as Sturmian-
Floquet [172] or R-matrix-Floquet (RMF) theory [173], have been applied extensively
to study single multiphoton ionization and high-order harmonic generation for atoms
in laser fields with constant or slowly varying intensity. For ultra-short laser pulses,
typically in the femtosecond range, the rate concept becomes questionable and a direct
integration of the TDSE is more adequate. However, it is computationally expensive,
and thus one- or two-dimensional models have been used for a long time to reduce
the computational demands [174]. Nevertheless, the first three-dimensional calculations
for atoms were carried out by Kulander [175] already in 1987 using a time-dependent
finite-difference method. This method, but with different propagation techniques, has
also been employed by LaGattuta [176] and Roso-Franco et al. [177]. Alternatively, the
TDSE has been integrated using time-dependent finite-element methods (e.g., with B
splines [178]) as well as by expanding the time-dependent wave function in terms of
stationary states [179] or Volkov states [180].
In this section two ab-initio numerical methods are briefly discussed which are solely
used in the present chapter. The first one, referred to in the following as TDSE method,
consists of the direct solution of the TDSE for a given laser pulse using the approach de-
scribed in [179]. This choice is motivated by the fact that essentially the same concept is
further employed for solving the TDSE describing molecular hydrogen exposed to a laser
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pulse. The code for atomic hydrogen has been rewritten from scratch and extensively
used for gaining important experience before turning to the numerical investigation of
the intense-field response of molecular hydrogen. The second method is used for solving
the TDSE describing the hydrogen atom exposed to an infinitely long, monochromatic
laser field by means of Floquet theory. The calculation of ionization rates and AC
Stark shifts is performed with the publicly-available package STRFLO [181], which has
been slightly improved for a more convenient use taking advantage of recent advances
in the Fortran language standard. This package provides also a possibility to calculate
the static ionization rates and DC Stark shifts, which are used in the following for an
analysis of the low-frequency regime.
6.1.1. TDSE method
Within the TDSE method, the time-dependent wavefunction Ψ(r, t) is expanded in the





where the ψnl(r) are expanded in terms of spherical harmonics, with the radial function
being expanded in terms of B splines as discussed in Sec. 1.3. For linearly polarized light
the Hamiltonian possesses axial symmetry. Therefore, only the axial quantum number
m = 0 is used in the expansion (6.1), since the current study of ionization of the H atom
is restricted to ionization from the 1S ground state and linear polarization. Substitution
of Eq. (6.1) into the TDSE results in a system of ordinary differential equations (ODE),
whose explicit form depends on the gauge adopted for describing the atom in the field.
The system of ODE is then solved numerically employing the NAG routine D02CJF
based on a variable-order, variable-step Adams method. Time propagation has been
tested for different shapes of the pulse envelope (see Appendix D).
As discussed in Sec. 4.4, the expansion (6.1) is only a particular choice, since the functions
ψnl(r) may be pre-multiplied by an r-dependent phase, depending on the adopted gauge
(or a particular choice of the generalized field-free Hamiltonian). This leads to a different
time evolution of the basis-state populations, Pnl(t) = |Cnl(t)|2, as is investigated in the
last section of this chapter. However, this does not affect the final observables, such as
excitation and ionization probabilities at the end of a pulse, t = tf . For example, the
final population of the ground state is given by P1S = |C1S(tf )|2, the total ionization
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Figure 6.1.: Ionization yields of an H atom for different values of the peak intensity as a
function of the duration of the flat part of an 800 nm top-flat pulse with 4 cycles cos2-shaped
up- and down-ramp.





and the total excitation yield is given by Yexc = 1−P1S−Yion. The partial photoelectron
energy spectrum ∂Pl/∂E is computed by an interpolation over the final populations of
discretized continuum states weighted with the density of states. The total photoelectron









Although the TDSE method provides the outcome in terms of the ionization yield, it can
also be applied to obtain ionization rates. This is achieved by the following procedure.
Ionization yields are computed for a series of flat-top pulses with N cycle up- and down-
ramp and a M cycle flat part, where M has been varied in the range from 0 to 30 (see
Fig. D.2). A typical result of such a variation is demonstrated in Fig. 6.1. In most
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cases, the obtained function is almost linear (left panel of Fig. 6.1) so that the ionization
rate can be determined from its slope. However, in the case of resonant ionization the
obtained dependence on the flat part duration might be quite complicated and the slope
may change with increasing duration of the flat part (right panel of Fig. 6.1). As one
can see, for a peak intensity of 1.9 × 1013W/cm2 the slope continuously increases with
increasing duration of the flat part, whereas for a peak intensity of 2.1×1013W/cm2 the
slope suddenly becomes smaller for the durations of the flat part lasting more than 8
cycles. As a consequence, the slope for short durations of the flat part may significantly
differ from the slope for long durations of the flat part. In this case ionization rates are
determined using the slope of the longest linear part in the range 10 to 30.
6.1.2. Floquet method
According to the Floquet theorem, the wavefunction of a state of the quantum system
in a monochromatic electromagnetic field has the form




where the summation is performed over all integers K, the quasienergy E of the system
atom + field is complex and depends both on the frequency ω and the amplitude F0 of the
electric field. The wavefunction Ψ(r, t) is thus a superposition of a number of stationary
states with energies . . . , E − ω,E,E + ω, . . . . It is clear from the ansatz (6.4) that the
definition of the quasienergy E is not unique, since E +Kω for any integer K is also a
valid quasienergy. The functions ψK(r) which are referred to as harmonic components
of Ψ(r, t) give different relative contributions to the total wavefunction Ψ(r, t). One can
define a measure of this relative contribution, PK , such that
∑
K PK = 1. (Since the
Siegert boundary conditions are used, the normalization is, however, not trivial [181].)
By analogy, one can refer to PK as a population of K-th harmonic component. In certain
cases, the system "atom + field" can be well represented by a single dressed state. This
is possible if only one harmonic component is effectively populated, so that one can
introduce the labeling of the harmonic components in such a way that the dominant one
is assigned to K = 0. This provides a unique definition of the quasienergy and allows
one to define the shift δE of the dressed state with respect to its energy E0 in the field-
free case, δE = Re{E} − E0. Since the imaginary part of the quasienergy characterizes
the exponential decay of the state, the total ionization rate Γ can be obtained from the
quasienergy E as Γ = −2 Im{E}.
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Figure 6.2.: Quasienergies E and harmonic populations PK forK = 0, 2 of two quasienergy
states describing an H atom exposed to a harmonic field with the intensity 5×1012W/cm2 as
a function of the radiation wavelength. Blue (red) lines depict the results for the quasienergy
state that changes its character from 1S to 2S (from 2S to 1S) with increasing wavelength
as a consequence of the resonant two-photon coupling between these states. The position
of the avoided crossing is indicated by vertical dashed lines.
In the framework of the Sturmian-Floquet approach [181], the harmonic components
ψK(r) are expanded in a discrete basis of complex Sturmian functions S (specified by a








where j is the index labeling the Sturmians. The method has been used successfully in
the past in a wide range of dynamical regimes, from the weak-field limit to tunneling
ionization or above-the-barrier ionization.
Floquet calculations are very helpful for the analysis of resonance enhanced multiphoton
ionization (REMPI). In terms of quasienergy states, REMPI occurs if the real part
of the quasienergy of the ground state crosses the real part of the quasienergy of a
resonant state. An example of such an analysis is presented in Fig. 6.2 where the
appearance of (2+1) REMPI through the 2S state when varying the radiation wavelength
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is demonstrated. At the wavelength 238 nm the two considered quasienergy states can
be well described as dressed 1S and 2S states. The total ionization rate (Γ = −2 Im{E})
of the H atom in the 1S state is about 10−6 a.u., whereas the total ionization rate
from the 2S state is about three orders of magnitude larger. Although the real parts
of the quasienergy differ only by 0.007 a.u., the harmonic component with K = 0 is
dominant in the case of the 1S state, whereas for the 2S state the harmonic component
with K = 2 dominates. Thus, the actual energy spacing between the two dressed
states consists in (2ω − 0.007) a.u., where ω is the photon energy. With increasing
radiation wavelength this spacing tends to 2ω, giving rise to an enhanced ionization
rate. The harmonic populations are also changing, so that at 242.2 nm both states have
P0 = P2 = 0.5. Note, the dependence of the real parts of the quasienergy as a function
of the radiation wavelength exhibit an avoided crossing, so that the 1S quasienergy state
continuously changes its character to 2S, and vice versa. This results in an uncertainty
when determining AC Stark shifts of states, since none of the quasienergy states can be
assigned to a specific dressed state. Noteworthy, as a consequence of the AC Stark shifts
of the states the position of the resonance is slightly shifted from its position (243 nm)
in the weak-field limit.
6.2. Photoelectron energy spectrum
The present section aims to give a brief review of the features observed in the photo-
electron energy spectrum obtained by means of the TDSE method. Depending on the
laser parameters, the spectrum can exhibit pronounced peaks or be almost continuous.
Furthermore, the main peaks can be distorted by substructures. The dependence of
these features on the laser-pulse parameters is investigated emphasizing the changes oc-
curring when going from the multiphoton to the tunneling ionization regime. Among
others, the question of whether or not a multipeaked (continuous) spectrum can be
always attributed to the multiphoton (tunneling) ionization will be discussed.
6.2.1. Influence of the laser intensity
Some basic intense-field ionization phenomena are illustrated in Fig. 6.3 where photo-
electron energy spectra of the H atom in a 500 nm laser pulse are presented for 9 different
peak intensities in the range from 1012 W/cm2 to 2×1014 W/cm2. At the lowest intensity
shown (1012 W/cm2), the photoelectron energy spectrum exhibits a single pronounced
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Figure 6.3.: Photoelectron energy spectra of an H atom exposed to a 500 nm Gaussian
laser pulse with a duration of 20 fs (FWHM) for various values of the peak intensity. Blue
dashed lines indicate the expected spectral peak positions given by the energy conservation
law including the dynamic energy shifts.
peak, which is a consequence of the six-photon threshold ionization process1. As the in-
tensity increases, two effects become visible. First, a sequential appearance of peaks at
higher energies, separated by the photon energy, is a manifestation of the process known
as multiphoton above-threshold ionization (ATI)2. Second, the shift of the spectral peak
positions towards lower energies as a consequence of the increasing intensity-dependent
ionization potential. The latter is due to the fact that the laser field must supply enough
energy to sustain the field-induced quiver energy of the detached electron in the pres-
ence of the laser field. Therefore, the shift is determined by the electron ponderomotive
energy Up and hence increases linearly with the intensity. The intensity-dependent shift
1Threshold ionization process is the ionization process which takes place by absorption of the minimum
(threshold) number of photons required to overcome the ionization potential.
2Nowadays, it is common to refer to all spectral peaks as ATI peaks, although originally this term was
used to specify only those spectral peaks which arise from absorption of a greater number of photons
than required for the threshold ionization process. This section adopts the original terminology.
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of the ionization potential is responsible for a further effect known as a multiphoton
channel closing. As the laser intensity surpasses a certain threshold, the N -photon ion-
ization process becomes energetically forbidden (in other words, the N -photon ionization
channel becomes closed). For example, as is apparent in Fig. 6.3, the 6-photon channel
closing occurs when the peak intensity exceeds 5 × 1013 W/cm2, whereas the 7-photon
channel closing occurs when the peak intensity exceeds 1.5× 1014 W/cm2.
Of course, speaking about a sequential appearance of ATI peaks with increasing intensity
is only meaningful, if the photoelectron energy spectra are discussed on a linear scale. On
the log scale the ATI peaks are present even at perturbative intensities, although their
heights may be orders of magnitude smaller than the height of the threshold ionization
peak.
Figure 6.3 reveals also substructures in the peaks observable at both weak and high inten-
sities. For example, the threshold ionization peak at an intensity of 1012 W/cm2 consists
of two clearly distinguishable subpeaks. The substructure of peaks at an intensity of
1014 W/cm2 and higher is much more involved. The presence of substructures in the
photoelectron energy spectrum is a typical situation. Often the photoelectron spectrum
imprints images of dynamic resonances [182]. These substructures are called Freeman
resonances and their detailed understanding requires the analysis of the field-induced
Stark shifts of intermediate states [183]. The distinctive feature of such subpeaks is
their weak dependence on the pulse duration. The appearance of substructures on the
right-hand side of the spectral peaks (apparent in Fig. 6.3 for the intensities 1014 W/cm2
and 1.5×1014 W/cm2) can also be associated with interferences between outgoing waves
that have been emitted at slightly different energies due to the time dependence of the
intensity during the pulse. The spacing between the emerging subpeaks, known also
as Bardsley fringes [184], depends strongly on the duration of the pulse. Similar sub-
structures were reproduced in [185] within the SFA model proving their nonresonant
character. An interesting property of these peaks is their energy shift with increasing
pulse intensity. In contrast to the main ATI peaks whose energy shift agrees well with
the ponderomotive energy, the subpeaks are less shifted due to the smaller intensity the
electron experiences during the ionization process.
An increase of the peak intensity is accompanied by a gradual transition from the mul-
tiphoton to the tunneling (or above-the-barrier) ionization regime. The transition from
one regime to another is thought to occur when the Keldysh (adiabaticity) parameter
γ approaches unity, with tunneling being dominant at γ < 1. For the pulse parameters
presented in Fig. 6.3, γ decreases from 17.1 to 1.2 as the peak intensity increases from
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Figure 6.4.: Photoelectron energy spectra of an H atom exposed to a Gaussian laser pulse
with a peak intensity of 5× 1013 W/cm2 and a duration of 20 fs (FWHM) for various values
of the wavelength. Blue dashed lines indicate the expected spectral peak positions given by
the energy conservation law including the dynamic energy shifts.
1012 W/cm2 to 2×1014 W/cm2. As is apparent in Fig. 6.3, although the spectrum tends
to one characteristic for tunneling ionization (a smooth decay without prominent peaks),
at intermediate values (γ ≈ 1) multiphoton effects still play an important role.
6.2.2. Influence of the laser frequency
A gradual transition from the multiphoton to the tunneling (or above-the-barrier) ion-
ization regime may also be observed by increasing the radiation wavelength. This is
demonstrated in Fig. 6.4 where the laser wavelength has been varied in the range from
200 nm to 1064 nm with the peak intensity and the pulse width held constant. Such a
variation corresponds to a progressive decrease of γ from 6.0 to 1.1. Similar to Fig. 6.3, as
the laser wavelength increases, the number of well-resolved spectral peaks also increases
and their positions shift towards lower energies. The latter in turn gives rise to channel
closings. Unlike the previous study, this shift originates not only from an increase of
the dynamic energy shift but also from a decrease of the photon energy. Because of the
latter, the peak spacing diminishes as well. In view of the existing substructures and
the finite width of the peaks, for higher wavelength (e.g., 1064 nm) this results in com-
plex energy spectra due to the interference between the overlapping peaks. The relation
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Figure 6.5.: Photoelectron energy spectra of an H atom exposed to 2000 nm laser pulses
with a peak intensity of 1.5× 1014 W/cm2 and different pulse envelopes: top-flat pulse with
2 cycle flat part and one cycle up- and down-ramp (black) as well as 8-cycle cos2-shaped
pulse (red). The insert shows the corresponding time-dependent intensity of the pulses.
Blue dashed lines indicate the expected peak positions given by the energy conservation law
including the dynamic energy shifts.
between the heights of neighboring peaks shows non-obvious behavior. For example, at
a wavelength of 650 nm the second peak is noticeably higher than the first one whereas
for 532 nm and 800 nm the first peak dominates.
An important point to address is whether or not the peaks disappear with a further
increase of the laser wavelength which corresponds to going deeper into the tunneling
regime. In order to comment on this issue, consider the case (Fig. 6.5) where 113 photons
or more are required for ionization and the Keldysh parameter is γ = 0.35. Although
the H atom undergoes the ionization deep in the tunneling regime, pronounced ATI
peaks can still be observed, strictly at the expected positions for the top-flat pulse.
The cos2-shaped pulse with a similar duration (see the insert of Fig. 6.5) yields on the
other hand a rather a different energy spectrum. The peaks are much less resolved
and their positions differ from the expected ones. (A further decrease of γ does not
change the situation.) Even though the heights of the peaks yielded by a top-flat pulse
are varying slowly from one peak to another, the peaks remain to be well resolvable
for sufficiently long pulses and become even narrower for longer pulses. A remarkable
feature of such spectra is the virtual absence of substructures, which one can observed
for pulses with similar envelopes but smaller wavelength. This indicates that resonances
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Figure 6.6.: Photoelectron energy spectra of an H atom exposed to an 800 nm Gaussian
laser pulse with a peak intensity of 5 × 1013 W/cm2 for various values of pulse duration
(FWHM). Blue dashed lines indicate the expected spectral peak positions given by the
energy conservation law including the dynamic energy shifts.
play no role in the ionization process. Because of the latter, the spectra obtained deep
in the tunneling regime are especially appropriate for a demonstration of the validity
of the energy conservation law. Thus, the important condition required to obtain an
almost continuously decaying spectrum (which is usually associated to the spectrum in
the tunneling regime) is an intensity variation due to the pulse envelope which changes
Up from cycle to cycle.
6.2.3. Influence of the pulse duration
The pulse duration is another parameter which is particularly relevant when distinguish-
ing between multipeaked and continuous photoelectron energy spectra. Its significance
is revealed in Fig. 6.6 which shows the spectra for four different pulse durations in the
range from 2.5 fs to 20 fs (compare to the optical cycle period of 2.6 fs for the used 800 nm
pulse). As is apparent in Fig. 6.6, with increasing pulse duration the character of the
spectra changes drastically from continuous to multipeaked. This transition evidently
depends on the widths of the spectral peaks which are in turn related to the Fourier
width of the pulse (Sec. D.4). The relation between the spectral width of the peaks and
the Fourier width of the pulse in the case of multiphoton ionization is not trivial and
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may depend on the order of the multiphoton process [186].
Noteworthy, the photoelectron spectrum for 5 fs exhibits peaks whose positions are
shifted from the expected ones. This feature is typical for rather short (few-cycle)
pulses. Because of the strong nonlinearity of the multiphoton ionization process, the
less probable absorption of photons with energies below (or above) the carrier photon
energy may result in greater photoelectron yields.
6.2.4. High-energy plateau in ATI spectra
One of the main single-electron features of the ATI spectra is a kind of plateau formed
by the high-order ATI peaks. A typical photoelectron energy spectrum consists of an
exponential decay from zero energy to about 2Up, followed by a plateau extending up to
10Up and ending with a sharp cut-off. This well-known structure has been extensively
studied in the past and is understood in terms of direct ionization and rescattering
processes. Within the Simpleman model [121, 122] it is assumed that the electron is
released with zero velocity and thus its final kinetic energy is equal to A(t0)2/2, where
A is the vector potential and t0 is the time of the release. Therefore, the electron can
gain the maximal energy A2max/2 = 2Up (Simpleman limit), if it is released at the time
when the electric field is almost zero. On the other hand, if the electron is released
at the maximum of the electric field, its final kinetic energy is almost zero. It is also
assumed that the probability of the electron release depends exponentially on the value
of the electric field at the release time. Thus, the model predicts an exponential decay
from zero to near 2Up energy arising from direct ionization. Depending on the initial
time t0 the electron may return to the ion core, scatter elastically by some angle θ and
is then further accelerated by the laser field. The energy of the emerged photoelectrons
depends on both t0 and θ and reaches the maximal value 10Up (rescattering limit) in the
case of backscattering (θ = π), if the release occurs after the maximum of the electric
field with the delay time of 4.15% of the cycle period [187]. Thus, a simple classical
rescattering model is able to explain the occurrence of the plateau and a sharp cut-off at
10Up. However, the plateau electron spectra are not always similar for different targets
and their structure may depend on the laser intensity. A more comprehensive analysis
requires a quantitative rescattering theory [188].
The presence of the high-energy plateau in the photoelectron energy spectra of the H
atom is reflected in Fig. 6.7. Energy spectra for four different pulses with the same
Up = 0.39 a.u. are shown in Fig. 6.7 a. The plateau begins at almost the same energy
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Figure 6.7.: Photoelectron energy spectra of an H atom exposed to (a) a 2-cycle (green
curve) and a 4-cycle (blue) cos2-shaped 1500 nm laser pulse with a peak intensity of 5 ×
1013 W/cm2, a 2-cycle (black) and a 4-cycle (red) cos2-shaped 1064 nm laser pulse with a
peak intensity of 1014 W/cm2 (b) a 6-cycle cos2-shaped 1300 nm laser pulse with a peak
intensity of 1014 W/cm2. The contributions of the direct and the rescattered electrons are
shown schematically by the dashed red and blue curves, respectively.
(about 3Up) in all presented spectra, the cut-off however occurs earlier for the shorter
(2-cycle) pulses compared to the longer (4-cycle) pulses. This effect can also be explained
classically. Indeed, the electron requires some time to acquire energy before and after
the recollision. For shorter pulses the pulse envelope results in a faster decrease of the
pulse intensity and prevents the electron to acquire the same amount of energy as for
longer pulses. Another interesting feature is a strong dependence of the plateau height
on the pulse duration. As is apparent in Fig. 6.7 a, the direct ionization probability is
almost the same (on the log scale) for shorter and longer pulses, whereas the plateau
height is substantially enhanced for longer pulses.
The energy spectrum for Up = 0.58 a.u. and an even longer (6-cycle) pulse is presented in
Fig. 6.7 b, where the contributions of direct and rescattered electrons to the spectrum are
shown explicitly. The cut-off energies which can be extracted from these contributions
agree very well with their corresponding classical values of 2Up and 10Up.
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Floquet rates for λ = 400 nm
Floquet rates for λ = 532 nm
Floquet rates for λ = 650 nm
Floquet rates for λ = 800 nm
Floquet rates for λ = 1064 nm
Quasistatic rates using exact static rates
PPT rates
Figure 6.8.: Ionization rates of an H atom vs. radiation intensity. Ionization rates ob-
tained by solving the Floquet equations for different radiation wavelengths are compared to
quasistatic rates obtained from exact static rates and using the Popov-Peremolov-Terent’ev
formula (5.83) .
6.3. Ionization rates
Consider now the dependence of the ionization rates for the H atom on frequency and
intensity of the laser field. Figure 6.8 shows the results of Floquet calculations performed
for laser intensities up to 1014 W/cm2 using the laser wavelengths λ = 400, 532, 650, 800
and 1064nm. As can be seen from Fig. 6.8, the dependence of the ionization rates on
intensity exhibits resonant structures occurring due to the multiphoton coupling of the
ground state to Stark-shifted excited states. For a given wavelength the ionization rate
primarily increases with increasing radiation intensity, but the slope (on the log scale)
becomes smaller. Furthermore, for a given intensity the ionization rate mainly decreases
with increasing radiation wavelength and tends to the corresponding quasistatic ion-
ization rate. The latter is very well approximated by the Popov-Peremolov-Terent’ev
(PPT) formula (5.83) for smaller intensities, whereas for higher intensities PPT rates
evidently overestimate the correct quasistatic rates.
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Figure 6.9.: Ionization rates of an H atom vs. photon energy. Ionization rates obtained by
solving the Floquet equations for different radiation intensities are compared to ionization
rates obtained by using an analytical formula proposed by Popruzhenko et al. [189]). Dashed
curves indicate the results obtained with Eq. (6.6).
A strong dependence of the ionization rates on the laser wavelength and a substantial
deviation from the quasistatic limit (apparent in Fig. 6.8 for small intensities) indicate the
multiphoton character of the ionization process. As the intensity increases, the ionization
rates depend less on the laser wavelength and the deviation from the quasistatic rate
gets smaller. This indicates that the ionization gradually changes its character from
multiphoton to quasistatic ionization.
Figure 6.9 presents another view on this transition. It shows Floquet rates for three
different radiation intensities plotted as a function of photon energy. As in the previous
study, REMPI resonances are clearly visible and the ionization rate may vary by orders
of magnitude in a small range of photon energies. Note the evident shift (in the range
0.1 to 0.2 a.u.) of the REMPI peaks towards higher photon energies with increasing
radiation intensity, especially well visible for the strong resonances with positions at
about 0.19 a.u. Although it makes it difficult to find universal behavior of ionization
rates, a general trend is well apparent. Whereas for an intensity of 5 × 1012 W/cm2
the ionization rate substantially decreases (by 7 orders of magnitude) with decreasing
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Figure 6.10.: Ionization rates of an H atom for an 800 nm laser field vs. laser intensity.
Floquet results are compared with ionization rates yielded by the TDSE method, L-gauge SFA
(L-SFA), L-gauge SFA with Krainov’s Coulomb correction (K-SFA), V-gauge SFA (V-SFA),
and V-gauge SFA with the Coulomb correction of A. Becker et al. (B-SFA).
photon energy, the slope of the decrease diminishes with increasing radiation intensity.
Surprisingly, for sufficiently low photon energies a very accurate estimation of the slope
dependence on photon energy and intensity is provided by a simple correction Ccor to
the quasistatic rates ΓQS,



















has been introduced by Perelomov et al. [95]. A comparison with the recently proposed
Coulomb-corrected short-range ionization rates [189] shows a reasonable agreement in
the whole range of the photon energies, although the resonances are not described and
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Figure 6.11.: The same as Fig. 6.10 but for an 400 nm laser field.
a slight underestimation can be observed for smaller intensities in the low-energy part
of Fig. 6.9, most likely due to the matching technique applied in [189, 190]3.
It is instructive to compare the Floquet ionization rates with the ones obtained using
the TDSE method (as discussed in Sec. 6.1.1) and various SFA implementations. Such
a comparison is presented in Fig. 6.10 for an 800 nm laser field. Besides the traditional
L-gauge and V-gauge SFA, L-gauge SFA with the Coulomb correction of Krainov [192]
as well as V-gauge SFA with the Coulomb correction of A. Becker et al. proposed in [168]
are presented as well.
The largest deviation from the Floquet results (about 3 orders of magnitude) is found
for the result of the V-gauge SFA. The L-gauge SFA results are roughly two orders
of magnitude smaller than the Floquet ionization rates, whereas the Krainov and A.
Becker et al. corrections yield ionization rates which are in a very good agreement with
the exact result. Finally, the agreement with ionization rates provided by the TDSE
3The present calculation uses the Coulomb correction defined by Eq. (25) in [189] instead of its ap-
proximate version given by Eq. (5) in [190]. The latter yields by about a factor of 2 smaller results
for γ ≈ 1. Note, the numerical results presented in [190] were also obtained using the Coulomb
correction defined by Eq. (25) [191].
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method is almost excellent disregarding small deviations caused by resonances.
Since SFA models do not take into account excited bound states of the H atom, the
agreement of the Coulomb corrected SFA models with the exact result becomes worser for
those laser parameters at which ionization occurs via an intermediate resonant state. An
example of such a situation is presented in Fig. 6.11 where the same type of comparison as
in Fig. 6.10 is carried out, but for an 400 nm radiation field. The Floquet ionization rate
exhibits a pronounced hump at intensities about 2.5× 1013 W/cm2 which is completely
absent in all SFA versions. A more comprehensive analysis shows that this hump is a
consequence of (4+1) REMPI through the 4d state. Since the TDSE method takes into
account both bound and continuum states, the TDSE rates are again in an excellent
agreement with the Floquet rates.
6.4. AC Stark shift of energy levels
In contrast to the shift of the energy levels in a stationary electric field, which is re-
ferred to as ’direct-current’ (DC) Stark shift, the shift of the levels in a monochromatic
electromagnetic field is known as the ’alternating-current’ (AC) Stark shift. While the
DC Stark shift of atomic levels was discovered by Johannes Stark in 1913 [193], the
first observation of the AC Stark effect initiated by laser radiation was made only in
1969 [194]. There are a number of reasons why the AC Stark effect differs dramatically
from the DC Stark effect.
The first difference is that while in a static field the perturbation of a nondegenerate
bound atomic state reduces to a shift in the energy of that state, in a monochromatic
electromagnetic field the initially nondegenerate state is transformed into an assembly of
stationary states with the energy difference between adjacent states equal to the energy
of the photon of the radiation field (see discussion in Sec. 6.1.2). The second difference
is that at a certain frequency of the electromagnetic field a resonance may occur, if
this frequency is close to the frequency of a transition from this energy level to another
bound state. If this happens, even in a weak electromagnetic field, the resonance level
may really become populated. In such a case, Rabi mixing of the energy levels takes
place, which is accompanied by a splitting of both the initial and the resonance level
into two quasi-energy levels each, where the energy splitting depends linearly on the field
strength. This effect is referred to as resonance AC-Stark effect.
Since under laboratory conditions the maximally attainable strength of a DC electric
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field is by orders of magnitude weaker than the one of a laser field, the DC Stark shift can
usually be calculated employing perturbation theory. To the contrary, in a variable laser
radiation field the disturbance of a system can be enormous, although the broadening
of the levels may remain small. Resonances of a new type may emerge because of this
enormous energy shift induced by light. The main peculiarity of such resonances which
are referred to as dynamic (or Stark-induced) one- or multiphoton resonances is that for
a given frequency of the laser field they occur only within some intensity interval.
6.4.1. Dynamic dipole polarizability




where αa is the dynamical dipole polarizability and I is the field intensity. The value of







where ωka (Dka) is the frequency (dipole matrix element) of a transition from the initial
state a to an intermediate state k. In the low-frequency limit the dynamical dipole
polarizability αa(ω) reduces to the static dipole polarizability αa = αa(0).
Fig. 6.12 shows the frequency dependence of the dynamic dipole polarizability for the
ground state of the H atom. As is demonstrated in Fig. 6.12 a, the dynamic polar-
izability has poles if the radiation frequency coincides with the frequencies of allowed
dipole transitions to excited states. For small frequencies the polarizability can be well






2 + 2975411728 ω
4 + . . . (6.10)
which is tested in Fig. 6.12 b for ω < 0.17 a.u. As can be seen, the approximation (6.10)
works very well for ω < 0.12 a.u. and thus for λ > 400 nm.
At frequencies exceeding the binding energy of a circular state5, the dynamic dipole
polarizability of this state rapidly tends to the asymptotic value α(ω)→ −ω−2, so that
4The expression is obtained by making Taylor expansion of Eq. (6.9) and performing the summation
(integration) for the first three terms.
5state (n, l) with l = n− 1
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Figure 6.12.: Frequency dependence of the dynamic dipole polarizability for the ground
state of an H atom. a) The dynamic polarizability has poles if the radiation frequency
coincides with the frequencies of allowed dipole transitions to excited states. b) Exact value
(solid line) is compared at low frequencies to the approximate analytical expression (6.10)
including either only ω2 term (dotted line) or additionally also the ω4 term (dashed line)





















Figure 6.13.: Dynamic dipole polarizability (scaled by factor ω2) of some excited states of
a H atom as a function of radiation frequency ω.
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λ = 1064 nm
λ = 800 nm
λ = 650 nm
λ = 532 nm
λ = 400 nm
Figure 6.14.: Scaled AC Stark shift δE of the 1S state of a H atom as a function of field
intensity I. The results for different wavelengths are obtained from the complex quasienergy
of the Floquet state as δE = Re{E} − E0 (colored solid lines) and compared in the low-
intensity limit to the corresponding dynamic dipole polarizabilities multiplied with -1 (colored
dotted lines). The result in the quasi-static limit (black solid line) is compared to the PT
prediction (black dashed line) given by Eq. (6.11)
the AC Stark shift of this state tends to the ponderomotive energy δE(ω)→ I/(4ω2) =
Up. Scaled dynamic dipole polarizabilities of circular states with n = 3−6 are shown on
Fig. 6.13. The behavior of the dynamic dipole polarizability for states with l 6= n− 1 is
more complicated, since there exist resonances due to transitions to lower bound states.
In Fig. 6.13, one can observe these resonances for the 3p and 4d states. However, all
such resonances appear only for ω < [2(|l − 1|+ 1)2]−1, and thus for higher frequencies
the asymptotic behavior is also valid.
6.4.2. AC Stark shift in the nonperturbative regime
Consider now the AC Stark shift δE of the ground state of the H atom for various in-
tensities and wavelengths of an external laser field. Figure 6.14 presents the intensity
dependence of the Floquet AC Stark shift (see Sec. 6.1.2) for 5 different radiation wave-
lengths in a range from 400 nm to 1064 nm. For a more detailed analysis, the obtained
AC Stark shifts δE are scaled with factor 4/I to converge to −α1S(ω) in the low-intensity
limit [as follows from Eq. (6.8)]. In the low-intensity limit the AC Stark shift reduces to
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Figure 6.15.: The AC Stark shift (solid curves) for the excited states of the H atom with
a) n = 2 and b) n = 4 in the presence of an 800 nm harmonic field is compared to the
corresponding prediction of the second-order PT (dashed lines). The dotted lines show the
horizontally shifted ponderomotive energy Up and serve to guide the eye.
the corresponding dynamic dipole polarizabilities (see Fig. 6.12 b), preliminarily mul-
tiplied with −1 for the sake of comparison. For longer radiation wavelengths, the AC
Stark shift approaches the quasi-static AC Stark shift obtained by cycle averaging of
the complex energy of the Stark resonance. The quasi-static AC Stark shift is in turn







The narrow resonant structures prominent in Fig. 6.14 originate from the resonant cou-
pling to other excited states and a subsequent uncertainty in the definition of the AC
Stark shift (see the discussion related to Fig. 6.2).
In general, for the presented range of parameters, the Floquet AC Stark shift of the
ground state differs from the one given by the PT by less than 20 percent. The overall
value of the AC Stark shift δE for optical frequencies is quite small and amounts to only
about 0.1 eV for a laser intensity of 1014W/cm2.
The situation is rather different for the excited states of an H atom. Figure 6.15 presents
the real part of the quasienergy for the excited states with n = 2 and n = 4 in an 800
nm radiation field. A comparison with the second-order PT prediction indicates that
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Figure 6.16.: Scaled real part of Floquet energies, n∗(I) = 1/
√
−(Re{E} − Up), for the
excited states of the H atom with n 6 8 in an 800 nm harmonic field. The quasienergy
states reducing (in the low-intensity limit) to the atomic bare states with different angular
momenta are specified by different colors. The black dashed curves represent the functions
n∗(N, I) = 1/
√
−(Re{E1S}+Nω − Up) for different values of N (explicitly specified on
the plot).
the applicability of PT for n = 2 states is limited to intensities I < 2 · 1011W/cm2. For
higher intensities the energy of the states increases with a slope similar to the one of the
ponderomotive energy Up. The states with n = 4 possess dynamic dipole polarizabilities
α(ω) whose values are approximately equal to −ω−2, so the deviation from the PT
prediction is not as significant as for n = 2.
As can be inferred from Fig. 6.15, the AC Stark shifts of excited states tend to Up for
higher intensities and n. To substantiate this conclusion, consider the following quantity,
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n∗(I) = 1/
√
−(Re{E} − Up). It represents the scaled real part of the Floquet energy
and has the following two properties. In the low-intensity limit n∗ tends to the principle
quantum number n = 1/
√
−ReE of the state. In the high-intensity limit, provided that









where the term in brackets defines an intensity-independent shift. Values of n∗ for the
excited states with n 6 8 in an 800 nm harmonic field are shown in Fig. 6.16. Note that
the intensity range in Fig. 6.16 is by a factor of 10 wider as compared to Fig. 6.15. As
one can see, the dependence of n∗ on intensity is often almost constant. Of course, the
simple relation does not work in the case of resonant coupling between excited states
which can usually be identified by a fast change of the character of the behavior of n∗(I).
On the other hand, for some states, e.g. for 2s, 2p, and 3s, the value of n∗ remains almost
constant over the whole range of considered intensities.
The functions n∗(N, I) = 1/
√
−(Re{E1S}+Nω − Up) for different integer values of N
are also presented in Fig. 6.16. If the relation n∗(N, Ir) = n∗(Ir) is fulfilled and the
function n∗(I) represents a quasienergy state reducing (in the low-intensity limit) to
the atomic bare state with the angular momentum l having the same parity as N , the
resonant N -photon coupling between the quasienergy state and the 1S state occurs at
the intensity Ir.
6.5. Ionization yields
As discussed in Sec. 6.2.3, the total duration of the pulse strongly influences the pho-
toelectron energy spectrum. Its influence on the total ionization yield will now be con-
sidered. Figure 6.17 presents TDSE ionization yields for a short (5-cycle) and a long
(40-cycle) Gaussian pulse6. For the sake of comparison, the ionization yields for the
short pulse are multiplied by a factor of 8, that is the ratio of the two pulse durations.
If a rate concept is applicable, these scaled ionization yields should agree to the ones for
the long pulse. As is apparent in Fig. 6.17, despite showing an overall common trend, the
ionization yields differ markedly except for the case of single-photon ionization. This is
a manifestation of the nonlinearity of the multiphoton ionization. One of the prominent
6The used pulse-duration convention for a Gaussian pulse is non-standard. The exact definition of
N -cycle Gaussian pulse is given in Sec. D.2. Here and in the following A-based pulses are used.
Chapter 6. Hydrogen atom in a strong laser field 140


































1 2 3 4 5 6 7 8 9 10 11
500 600 700 800 900





















Figure 6.17.: Ionization yield of an H atom as a function of the laser wavelength for a
Gaussian pulse with the peak intensity 5×1012 W/cm2. The red curve shows the result for a
40-cycle pulse, whereas the blue curve presents the result for a 5-cycle pulse, multiplied by a
factor of 8. The green curve depicts the Floquet ionization rates multiplied by the ’effective’
pulse duration (see the text for details). The N -photon ionization thresholds are depicted
by dashed vertical lines, with N explicitly indicated in the graph. The insert demonstrates
the effect of the pulse envelope on the final result by comparing the ionization yields for a
5-cycle Gaussian pulse (blue curve) and a 5-cycle cos2-shaped pulse (green curve).
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differences between the laser-wavelength dependence of the two ionization yields is their
different behavior in the proximity of ionization thresholds. The ionization yields of
the long pulse show a sharp decrease when the N -photon ionization channel closes with
increasing radiation wavelength. This sharp decrease is about 3 orders of magnitude for
N = 1 and can still be well resolved for N < 7. The ionization yields of the short pulse
also exhibit a decrease for small N which is, however, far from being as sharp as for
the long pulse. In fact, for longer wavelengths the dependence of the ionization yield
on the wavelength becomes almost structureless and tends to a monotonous decrease.
The ionization yields for the long pulse show on the other hand prominent resonant
structures. It is instructive to compare these resonant structures with those exhibited
by Floquet ionization rates. For a consistent comparison, the Floquet ionization rates
are multiplied with the ’effective’ pulse duration teff defined as
teff = 40Tc/
√
π(1/2 + λ/λ0) (6.13)
where Tc is the cycle period and λ0 = 91.1 nm is the threshold of single-photon ion-
ization. The concept of an ’effective’ pulse duration can be understood by considering
the ratio of the total ionization yield in a Gaussian pulse with the intensity profile




to the peak ionization rate Γpeak provided that the ioniza-
tion rate Γ depends on the laser intensity as Γ = Γpeak(I/Ipeak)N , where N is the number
of photons required for ionization and tsc = TFWHM/
√
2 ln 2. After some straightforward
algebra the desired result is
√
π/Ntsc. By definition, tsc equals 40Tc/π for the long
pulse. Equation (6.13) is then obtained replacing N by an approximate but continuous
expression (1/2 + λ/λ0).
As can be seen from Fig. 6.17, all broader REMPI peaks prominent in the TDSE ioniza-
tion yields perfectly agree with those found also in the scaled Floquet ionization rates.
In contrast, numerous narrower REMPI peaks (especially those caused by resonantly
shifted Rydberg states) which prevail in the Floquet results are absent in the TDSE
results. This indicates that the transition strength for such resonances is weak and thus
even longer pulses are required to observe them.
Ionization yields in few-cycle pulses may strongly depend on the pulse envelope. The
insert in Fig. 6.17 shows a comparison of the ionization yields for a 5-cycle Gaussian
and a 5-cycle cos2-shaped pulses. These pulses have an identical high-intensity part of
the pulse and differ only in the low-intensity part. Nevertheless, although the ionization
yields for the Gaussian pulse continue to decrease with increasing laser wavelength with
an almost constant slope (on the log scale), the slope of decrease for the cos2-shaped
Chapter 6. Hydrogen atom in a strong laser field 142




















1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
100 200 300 400 500 600



















Figure 6.18.: As Fig. 6.17 but for the peak intensity 5 × 1013 W/cm2. The insert shows
the ratio between the ionization yields for this peak intensity and the peak intensity 5× 1012
W/cm2 [the red (blue) curve depicts the ratio for the 40-cycle (5-cycle) pulses].
pulses shows a drastic change at about 700 nm. This effect is related to the anomalous
ionization efficiency observed in [195] and originates from the much broader spectral
wing of a cos2-shaped pulse compared to a Gaussian pulse with the same pulse duration.
In the low-intensity region where multiphoton ionization is the dominant ionization
mechanism, the extremely broad spectral bandwidth of the pulse gives rise to the opening
of ionization channels accessible with a lower number of photons whose contribution
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may dominate the one of the main ionization channel due to the high nonlinearity of
multiphoton ionization.
For the examined range of laser wavelengths (Fig. 6.17), the ionization yield varies over
ten orders of magnitude. As the pulse intensity increases, the dependence on the laser
wavelength becomes less pronounced. Thus, at a peak intensity of 5× 1013 W/cm2 the
ionization yields vary only over two orders of magnitude (Fig. 6.18). Nevertheless, all
conclusions drawn for the intensity 5× 1012 W/cm2 regarding the influence of the pulse
duration hold also for the intensity 5× 1013 W/cm2.
It is instructive to examine the ratio of the ionization yields for these two intensities
for both pulse durations that have been considered so far. Such a ratio is presented
in the insert of Fig. 6.18. Assuming that perturbation theory is applicable, the ratio
would be expected to be equal 10N . As can be seen, for one- and two-photon ionization
the observed ratios are basically in accordance with the PT prediction. However, the
step from 101 to 102 occurs for the short pulse at higher wavelengths reflecting the
fact that one-photon ionization is still dominant in the range 91 to 110 nm due to the
broad spectral width of the short pulse. In contrast, this step is sharp for the long
pulse. However, there is a pronounced dip at 120 nm caused by a strong resonance at
the intensity 5× 1012 W/cm2, which is only weakly resolved at the higher intensity. For
longer wavelengths the ratios become smaller than expected manifesting the breakdown
of perturbation theory. A distinctive feature of the ratio for the short pulse is its relative
smoothness compared to the one for the long pulse. The latter exhibits pronounced
peaks and dips. Besides the already mentioned different response to resonant ionization
such structures also result from the field-induced shift of the ionization thresholds and
the resonance positions (remember the discussion of Fig. 6.9). Thus, the observed ratio
at 360 nm amounts to about 30 (local minimum in the insert of Fig. 6.18) instead of
the expected value of 104-105, whereas at 390 nm it amounts to 106 instead of the
expected value of 105. These structures are absent in the ratio for the short pulse.
This comparative analysis demonstrates the importance of the pulse duration for the
discussion of the strong-field response in the multiphoton regime.
Valuable information on the details of the ionization response can be inferred from the
analysis of the residual population of excited states as well as the partial ionization
yields Yl where l is the angular momentum. An example of such an analysis is presented
in Fig. 6.19. It examines in detail the two- to four-photon regime for the same peak
intensity as in Fig. 6.18 using however a 60-cycle pulse instead of a 40-cycle pulse. A
sharp peak at 236 nm which is prominent also in Fig. 6.18 is obviously caused by (2+1)
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Figure 6.19.: Ionization and excitation yield of an H atom as a function of the laser wave-
length in the presence of a 60-cycle Gaussian pulse with a peak intensity of 5×1013 W/cm2.
The range of laser wavelengths is split by the vertical dashed lines into two-, three-, and four-
photon ionization regimes. a) Final populations of some specific excited states are shown.
b) Partial contributions of continuum states with different angular momenta to the total
ionization yield are presented.
REMPI through the 2S state, since the residual population of this state exhibits a strong
maximum and dominates in the total excitation yield. Besides, the P states prevail over
all other symmetries in the continuum. On the other hand, the peaks at 202 nm and
192 nm are due to (2+1) REMPI through the 3D and 4D states, respectively. Note the
dominant contribution of F states in the continuum. This indicates the higher transition
probability from the 3D and 4D states to the F-continuum manifold compared with those
to the P-continuum manifold. A similar effect is observed for (3+1) REMPI through
the 3P and 4P states occurring at 397 nm and 284 nm, respectively. An analysis of the
partial ionization yield reveals a much higher contribution of the D states as compared
to the S states.
The dependence of the final population of the 3D, 4D and 4P states on the laser wave-
length shows a clear oscillatory structure (fringes) on the right side of the corresponding
peaks. It might be surprising, at first glance, since Gaussian pulses are used and peaks
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Figure 6.20.: Ionization yield of an H atom as a function of the laser wavelength. Various
durations of a Gaussian pulse are presented for peak intensities a) 2 × 1013 W/cm2 and b)
5 × 1013 W/cm2. The dashed vertical lines show the positions of channel closings. The
numbers at the bottom of the plots specify the minimal number of photons required for
ionization.
without fringes are expected (in contrast to the cos2-shaped pulses where the sharp
turn-on and -off leads to an oscillatory behavior in the energy domain and thus in the
convolution function, as discussed in Sec. 7.4.2). Similar fringes, but on both sides
of the peak, can be obtained within the two-level model because of Rabi oscillations
(two-photon resonances can be treated in terms of two-photon Rabi frequencies). The
asymmetry observed in Fig. 6.18 could only be reproduced with the two-level model
allowing for the intensity-dependent AC Stark shift of the states. Then, if the energy
distance between the two states increases with increasing radiation intensity, the fringes
on the left side of the peak disappear and vice versa. For a better agreement with the
TDSE calculations, it is crucial to extend the two-level system by including also a decay
channel due to ionization. A systematic study of two-photon excitation dynamics by
means of a two-level system for hydrogenic systems in the presence of laser fields can be
found in [196].
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Figure 6.21.: Population of excited states of an H atom as function of the laser wavelength
after a Gaussian pulse of the peak intensity 2× 1013 W/cm2 and a pulse duration of (a) 20
and (b) 40 cycles.
Now the influence of an increased pulse duration on the ionization yields is discussed. A
comparative analysis in the range of radiation wavelengths from 725 nm to 850 nm for
the peak intensities of 2 × 1013 W/cm2 and 5 × 1013 W/cm2 is presented in Fig. 6.20.
The ionization yields in the presence of 5-, 10-, 20-, and 40-cycle pulses are plotted on a
log scale. Provided that the rate concept is applicable, the expected result should show
four identical curves which are shifted vertically in such a way that the distance between
any two adjacent curves is the same. As is apparent from Fig. 6.20, the obtained result
is different. Besides the observation of more structures for longer pulses, there is an
evident shift of some peaks with increasing pulse duration. On one hand, the position
of the peak visible (Fig. 6.20 a) for the 10-cycle pulse at 815 nm shifts gradually towards
shorter wavelengths. On the other hand, the position of the peak at 750 nm remains
unchanged (for pulse durations longer than 10 cycles). A similar behavior is observed
in Fig. 6.20 b, where the position of one peak changes from 745 nm to 735 nm, whereas
the position of another peak at about 810 nm remains unchanged (for pulse durations
longer than 10 cycles).
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Figure 6.22.: Analysis of the ionization and excitation yields of an H atom in the presence
of a Gaussian pulse with a peak intensity of 2×1013 W/cm2 as a function of pulse duration.
(a) Ionization yields for various wavelengths in the range from 790 to 810 nm. (b) Derivatives
with respect to the number of cycles for the ionization yields provided in a). (c) Excitation
yields for the pulses considered in a). (d) Contributions of the final populations of some
excited states to the total excitation yield for 800 nm pulses.
In general, the analysis of resonances in the many-photon ionization regime is very com-
plicated. In order to substantiate this statement, the resonance apparent in Fig. 6.20 a
at 800 nm is studied in detail. The excitation yields show a complicated dependence on
the pulse duration (Fig. 6.21). Thus, the leading contribution of the 2P and 5F states in
the total excitation yield indicate a resonant ionization through these states. Of course,
it is more proper to consider field-induced quasistates instead of bare states. Therefore,
the observed enhanced populations of these two bare states may result from their signif-
icant contribution to the resonant quasistate. The final populations exhibit asymmetric
fringes and respond differently on an increasing pulse duration. As is apparent from the
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comparison of Figs. 6.21 a and 6.21 b, the population of the 5F state at 800 nm increases,
whereas the population of the 2P state evidently decreases.
The resonant character of ionization at 800 nm is verified in Fig. 6.22 a where the ion-
ization yields at this wavelength are compared to those for slightly longer and shorter
wavelengths and for pulse durations up to 120 cycles. However, an analysis of the slope
with respect to the pulse duration (Fig. 6.22 b) shows a gradual decrease for durations
longer than 60 cycles. Note, the evident oscillatory character of the slope on the pulse
duration for 805 and 810 nm pulses. The dependence of the excitation yields on the pulse
duration also shows a complicated oscillatory behavior (Fig. 6.22 c). Thus, the excita-
tion yield for 800 nm pulses exhibits a prominent zigzag-like structure. An investigation
of the relative contributions of the excited states to the total excitation yield reveals a
drastic decrease of the final populations of the 2P and 5F states with the increase of the
pulse duration starting from a duration of 35 cycles. The negative slope of the excitation
yields changes to a positive one at a duration of 80 cycles when the final populations of
the 4P and 4F states become dominant in the total ionization yield. Note the almost
negligible populations of these states for shorter pulses (40-60 cycles). As can be seen
from Fig. 6.16, there exist a number of avoided crossings between different quasienergy
states. Therefore, such a drastic change in the structure of the excitation yield with
increasing pulse duration may indicate that the resonant state follows the adiabatic po-
tential curve and thus changes the character of its wavefunction. Undoubtedly, a deeper
analysis is required for a full understanding of this effect.
6.6. Investigation of the population dynamics during the pulse
in different gauges
The previous section reveals some problems which occur studying REMPI by looking
solely onto the final populations of bare states. Therefore, it is tempting to look onto
the dynamics of state populations during the pulse. Performing such an investigation
one faces a gauge dependence of the obtained result. As has been discussed above,
the TDSE can be solved in different gauges by projecting the wavefunction onto the
solutions of different generalized field-free Hamiltonians (Sec.4.4). Thus, the populations
of states, Pα(t) = |Cα(t)|2, will depend on a specific choice of the functions Gi(t). Since
only a single-electron problem is dealt with here, the electron index is discarded in the
following. For the sake of concreteness, the traditional (i.e. A(t)-independent) field-free
Hamiltonian is used and thus the function G(t) depends solely on the adopted gauge.
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G(t) = 0.6 A(t)












Figure 6.23.: Population of the ground bare state of the H atom in the presence of a
cos2-shaped 16-cycle 20 eV pulse with a peak intensity of 2× 1013 W/cm2. The black solid
curve line presents the result for traditional L-gauge, the red solid curve shows the result
for traditional V-gauge, whereas the blue dashed curve depicts the result obtained using an
intermediate gauge specified by G(t) = 0.6A(t). The insert shows the population dynamics
in the middle of the pulse in more detail.
In order to demonstrate the gauge dependence of the bare-state populations, the pop-
ulation dynamics of the ground bare state of the H atom undergoing single-photon
ionization is considered in Fig. 6.23 by using three different functions G(t). The first
one reads G(t) = 0, corresponds to the standard description in the L gauge and results




Cα(t) 〈Ψα′(t) |F(t) · r|Ψα(t)〉 , (6.14)
whereas the second one, G(t) = A(t), corresponds to the standard description in the V




Cα(t) 〈Ψα′(t) |A(t) · pc|Ψα(t)〉 . (6.15)
As can be seen from Fig. 6.23, the populations exhibit a different behavior for different
gauges during the pulse, although the final populations of the state are the same. Besides
an evident depletion of the state population in both gauges, there exists an additional
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oscillatory structure in the center of the pulse. The population in the L gauge shows a
local minimum when the electric field is equal to zero, whereas the population in the V
gauge exhibits the opposite behavior. The populations agree when the vector potential
is equal to zero, since both descriptions become identical at that moment.
This example reveals a non-triviality in defining instantaneous characteristics during
the pulse, for example, an instantaneous state population or an instantaneous ioniza-
tion. Quantum-mechanically this non-triviality is inherently connected to the uncer-
tainty principle, since the energy uncertainty for the time interval of a quarter of the
cycle period is about 4 photon energies. In contrast to the quasistatic regime, this en-
ergy range is too wide in the single-photon ionization regime and thus it is impossible
to distinguish between bound and continuum states. If the photon picture is used to
describe the laser pulse, one could intuitively relate the instantaneous probability of
photon absorption to the intensity envelope since it characterizes the photon density.
Therefore, one could consider the ionization (and thus the ground state depopulation)
as a smooth function of time, which imprints the pulse envelope function. In fact, for the
given example, there exists an intermediate gauge specified by G(t) = 0.6A(t), which
provides such a smooth evolution of the ground-state population. The corresponding




Cα(t) 〈Ψα′(t) |0.6A(t) · pc + 0.4F(t) · r|Ψα(t)〉 . (6.16)
Again, the population of the ground state in the intermediate gauge agrees with those
for the L gauge and V gauge when the electric field has its local maximum or minimum
(A(t) = 0), but in contrast to the traditional gauges the intermediate gauge predicts a
monotonous depopulation of the ground state, where the depopulation rate possesses its
maximum in the middle of the pulse (where the pulse intensity has its maximum) and
decreases with decreasing pulse intensity. This result might indicate certain advantages
of non-traditional gauges in studying strong-field phenomena. Moreover, the results
obtained with SFA-like theories formulated in the intermediate gauges provide a smooth
transition between the traditional L gauge and V gauge SFA results and may be of
interest for the ongoing discussions concerning gauge dependencies of the SFA.
7. Ionization of H2 in intense ultrashort
laser pulses
The full-dimensional ab initio numerical treatment of the multiphoton ionization process
for molecular hydrogen is a challenge. Up to now, only few studies have been reported.
First, an efficient grid point method was used by Harumiya el al. [29] in 2002 for the cal-
culation of the electronic wave-packet dynamics of H2 in a long-wavelength intense field
within the fixed-nuclei approximation. The first results with an alternative approach
were reported in 2005 [197]. They were obtained by expanding the electronic wave-
packet in terms of field-free eigenstates of an H2 molecule1 calculated with the electronic-
structure method described in chapter 2. Soon thereafter, the spectral method was used
with the field-free eigenstates calculated with the one-center approach [31], where the
vibrational motion was additionally included within the Born-Oppenheimer approxima-
tion2. However, only the parallel orientation of the molecular axis with respect to the
linear-polarized laser field was considered in these studies. For non-parallel orientations
the computational demands are much higher, since the cylindrical symmetry of H2 is
broken and the problem cannot be reduced to five spatial dimensions. Thus, the exten-
sion of the grid approach to the case of non-parallel orientations appears infeasible in
nearest future. However, a full understanding of the orientation-dependent strong-field
response is an important issue in the context of the recently proposed techniques for
imaging electrons and nuclear motion with a sub-femtosecond time-resolution [198–200].
The first results for the perpendicular oriented H2 molecule were reported by the author
in 2008 [34]. This chapter presents a pioneering investigation of the orientational de-
pendence of the behavior of H2 in ultrashort intense laser pulses performed by means of
solving the TDSE in full dimensionality. The implementation of the spectral method for
an arbitrarily-oriented H2 molecule3 is described in Sec. 7.1. The adopted basis-set pa-
1This approach to the solution of the TDSE is also known as the spectral method.
2Since the computational demands are much higher for this approach, the calculations are being per-
formed by means of a supercomputer and the important case of 800 nm laser pulses has not been
explored yet.
3The corresponding code was written from scratch by the author, since the code used for the time
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rameters are discussed in Sec. 7.2. Section 7.3 introduces a simple one-parameter atomic
model used to identify the influence of the intrinsic diatomic two-center character of the
problem. The investigation of the few-photon ionization regime for two different pulse
lengths (10- and 30-cycle pulses) and two different internuclear separations (1.4 a0 and
2.0 a0) is presented in Sec. 7.4. Section 7.5 examines the effect of zero-point vibrational
motion in the context of fixed-nuclei approximation using 400 nm laser pulses. Finally, a
simple interference model is tested in Sec. 7.6 using two different internuclear separations
(3 a0 and 4 a0) and 800 nm laser pulses.
7.1. Method
The solution of the TDSE describing molecular hydrogen exposed to a laser field follows
closely the approach that has been used for the hydrogen atom in Sec. 6.1.1. The total
in-field Hamiltonian is given by
Ĥ = Ĥ0 + V̂(t) (7.1)
where Ĥ0 is the field-free electronic Born-Oppenheimer Hamiltonian of a hydrogen
molecule and V̂(t) is the operator describing its interaction with the (time-dependent)
laser field. The non-relativistic approximation is used for both operators, and the inter-
action with the laser field is described within the dipole approximation and in velocity
gauge. For a linearly polarized laser field with the polarization axis ε the interaction
operator is given by
V̂(t) = A(t)ε ·P . (7.2)
Here, A(t) is the magnitude of the vector potential of the laser field and P is the total
momentum operator of the electrons, P = −i(∇1 +∇2). Without loss of generality, the
polarization vector ε can be specified as
ε = cos θ R̂ + sin θ x̂ (7.3)
where the unit vector x̂ is perpendicular to the molecular axis and θ specifies the angle
between the polarization axis and the internuclear axis.
The present study is restricted to the case where the H2 molecule starts in its ground
11Σ+g state. Since singlet and triplet states are not coupled by the operator V̂(t), only
singlet molecular symmetries are considered in the following. The number of molec-
propagation in [197] could not be easily extended to non-parallel orientations.
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ular symmetries involved in the solution of TDSE depends on the orientation of the
polarization vector. There are three different cases.
For parallel orientation, ε || R, only transitions from Σ+g to Σ+u and vice versa are
allowed. This reduces the problem effectively to a five-dimensional one, as cylindrical
symmetry is preserved. Since only two symmetries have to be considered, this case is
much easier to compute.
For perpendicular orientation, ε ⊥ R, the transitions Σ+g ↔ Πu ↔ ∆g ↔ Φu . . . are
allowed. Moreover, all states with the symmetries Π, ∆, . . . , i. e. with the absolute value
of the projection of the total angular momentum on the internuclear axis Λ > 0, are
doubly degenerate, since one has for the value of the total angular momentum along the
internuclear axis M = ±Λ. However, the explicit use of the reflection symmetry (in a
plane containing the molecular axis) helps to reduce the dimensionality of the problem.
Indeed, both Ĥ0 and V̂(t) are symmetric with respect to the reflection operation and the
same is true for the initial 1Σ+g state. Therefore, only the linear combinations of the pairs
of degenerate states that are symmetric with respect to the reflection transformation have
to be considered. (If the initial state would be 1Σ−g , the linear combinations had to be
antisymmetric.)
Finally, for an arbitrary orientation, all symmetries are allowed:
Σ+g ↔ Πu[1] ↔ ∆g[2] ↔ Φu[3] . . .
l l l l
Σ+u [1] ↔ Πg[2] ↔ ∆u[3] ↔ Φg[4] . . .
(In square brackets the minimal number of photons required to populate a given sym-
metry, Nph, is specified.) The reduction of dimensionality due to reflection symmetry











in terms of the time-independent wave functions |φnΩ〉. The latter are solutions of the
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field-free molecular Schrödinger equation
Ĥ0|φnΩ〉 = EnΩ |φnΩ〉 . (7.6)
The two-electron wavefunctions |φnΩ〉 are orthonormal and symmetric with respect to
the reflection symmetry. The compound index Ω represents Λ and the parity with respect
to inversion symmetry (gerade or ungerade). The index n just numbers the states with
a particular symmetry Ω. It is discrete for all states due to the discretization of the
electronic continuum.
In the case of perpendicular orientation the summation in Eq. (7.5) is restricted to Λ 6
Λmax. In the case of arbitrary orientation the summation is restricted to all symmetries
with Nph 6 Nphmax.
Since the CI method described in chapter 2 generates only solutions ψn,Ω for M = Λ,
they must be adapted for the present purpose. Although for Λ = 0 they are equivalent
to φnΩ, for Λ > 0 the following linear combination has to be used
φnΩ = (ψn,Ω + ψ∗n,Ω)/
√
2 . (7.7)
As discussed in chapter 2, with a proper normalization of ψn,Ω the reflection transforma-
tion is equivalent to a complex conjugation of the wavefunction. Therefore, the definition
(7.7) ensures that φnΩ is symmetric with respect to reflection.
Substitution of Eq. (7.5) into the TDSE [Eq. (7.4)], multiplication of the result by φ∗n′Ω′ ,













with D‖n′Ω′,nΩ = 〈φn′Ω′ |R̂ · (∇1 +∇2)|φnΩ〉 and D
⊥
n′Ω′,nΩ = 〈φn′Ω′ |x̂ · (∇1 +∇2)|φnΩ〉. As
can be shown using Eq. (7.7), these matrices are related to those obtained in chapter 2,
D̄
‖
n′Ω′,nΩ = 〈ψn′Ω′ |R̂ · (∇1 +∇2)|ψnΩ〉 and D̄
⊥










2D̄⊥n′Ω′,nΩ for Λ + Λ′ = 1
D̄⊥n′Ω′,nΩ otherwise.
(7.9)
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Here, the reality of D̄n′Ω′,nΩ and the identity for Λ > 0,
〈ψn′Ω′ |ε · (∇1 +∇2)|ψ∗nΩ〉 = 0, if Λ′ 6= 0 or Λ 6= 1 , (7.10)
was used.
It should be emphasized that with this approach the complete time dependence is in-
corporated in the coefficients CnΩ. They are calculated by propagating Eq. (7.8) numer-
ically in time using a variable-order, variable-step Adams solver for ordinary first-order
differential equations.
7.2. Basis set information
The optimal choice of the basis set parameters is determined by the problem to be solved.
Therefore, convergence with respect to different parameters was extensively studied for
different laser pulses and internuclear separations before the method has been applied
for the investigation of the intense-field response of H2. This section discusses four basis
sets which were found to be reasonable for the investigations described in the present
chapter.
For small internuclear separations (R < 3.0 a0) two different basis sets are chosen, basis
A and basis B. Basis A is supposed to be used for shorter wavelengths or pulse durations
due to a smaller box size. Basis B is obtained using a larger box size but its application
is more expensive.
The basis states ψn,Ω were obtained for every symmetry in basis A as follows. A box
size (defined implicitly by ξmax that depends on R) of about 350 a0 is chosen for different
R. Along the ξ coordinate 350 B splines of order k = 10 with an almost linear knot
sequence (the 40 first intervals are increased with geometric progression using g = 1.05,
all following intervals have the length of 40th one) were used. Along the η coordinate
30 B splines of order 8 were used in the complete interval −1 ≤ η ≤ +1, but using the
symmetry of a homonuclear system as is described in chapter 2. Out of the resulting
5235 orbitals for every symmetry only 3490 orbitals were further used to construct con-
figurations, whereas those orbitals with highly oscillating angular part (with more than
19 nodes for the η-dependent component) were omitted. In most of the subsequent CI
calculations approximately 6000 configurations were used for every symmetry. These
states result from very long configuration series (3490 configurations) in which one elec-
tron occupies the H+2 ground-state 1σg orbital while the other one is occupying one of


































































Figure 7.1.: Electronic potential curves of some low-lying states of H2. The the CI results
(blue circles) are compared to the quasi-exact values (solid curves). The dashed line shows
the ionization threshold of H2. The different adiabatic electronic states of a given molecular
symmetry are numbered in the order of their energies. (Published in [35].)
the remaining, e. g., nπu or n δg orbitals. The other configurations represent doubly-
excited situations and are responsible for describing correlation (and real doubly-excited
states). Finally, out of the obtained CI states only those with an energy below the energy
cut-off (here chosen to be 10 a.u. above the ionization threshold) were included in the
time propagation (about 5400 states per symmetry).
The preparation of the basis states ψn,Ω in basis B differs mainly by using a larger box
size, which was chosen to be twice as larger as for basis A (about 700 a0). Correspond-
ingly, the number of B splines along the ξ coordinate was increased to 500. To reduce
the number of orbitals, the number of B splines along the η coordinate was reduced from
30 to 24. Out of the resulting 5988 orbitals for every symmetry only 4990 orbitals were
further used to construct configurations, whereas those orbitals with highly oscillating
angular part (with more than 19 nodes for the η-dependent component) were omitted.
The adopted CI configurations differ from those of basis A only by extending the number
of configurations in the leading configuration series (where one electron occupies the 1σg
orbital) from 3490 to 4990. Thus, for every symmetry the full CI configuration series of
basis B is 1500 configurations longer than the one of basis A. Applying the same cut-off
results in about 6900 states per symmetry included in the time propagation.
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For internuclear separations R > 3 a0 the probability to find H+2 in the excited 1σu
state after ionization process becomes significant. Numerical tests have shown that the
discussed basis sets have to be extended in order to obtain converged photoelectron
energy spectra. For this purpose, all configurations in which one electron occupies the
H+2 1σu orbital were additionally included in the configuration series. This resulted in
an almost by a factor of 2 larger number of states per symmetry included in the time
propagation. These basis sets are labeled C (extended basis set A) and D (extended
basis set B).
A variation of the remaining parameter Nphmax (or Λmax) provides an additional conver-
gency test. This parameter can be chosen depending on the problem to be solved and
will be specified later.
The CI calculations using all basis sets discussed above yield almost the same electronic
energies En,Ω for the low-lying states of H2. Conversely, highly energetic Rydberg states
and discretized continuum states have different energies due to a larger box size for basis
sets B and D as compared to basis sets A and C. Figure 7.1 shows the electronic ener-
gies En,Ω of various low-lying states obtained using the discussed basis sets (compared
with quasi-exact energies calculated using state-optimized basis set. The agreement is
excellent for all states except for 11Σ+g and 11Σ+u (at larger internuclear distances) where
the electronic motion is highly correlated and cannot efficiently be described by a CI
calculation employing orbitals with no electron-electron interaction included. Neverthe-
less, even for these two states the obtained electronic energies are much better than
those obtained with the Hartree-Fock approximation. For example, for the ground state
of H2 with the exact electronic energy at R = 1.4 a0 being equal to −1.1745 a.u., the
Hartree-Fock limit is −1.1336 a.u., whereas the present CI calculation yields −1.1604 a.u.
For the subsequent discussion it is helpful to keep in mind the relevant energies and
transition frequencies (or wavelengths) of a number of electronic bound states of H2
that can resonantly be excited by a laser with the corresponding photon frequency.
Since the exact positions of the resonances depend on the adopted electronic structure
model, Table 7.1 reports the energies obtained with the present approach and basis set A.
Furthermore, Table 7.1 provides the ground-state energy of H+2 which allows to calculate
the exact position of the different N -photon thresholds. (The 1-photon threshold is given
explicitly.)
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Table 7.1.: Electronic energies E (in a. u.) of various H2 states as they are obtained with
the basis set A used in this work and the resulting resonant N -photon transition frequencies
ω (in eV) and wavelengths λ (in nm). The last row shows the ground-state energy of H+2
and the corresponding 1-photon ionization threshold. (Published in [34].)
State Ea, a.u. Eb, a.u. N ωa, eV ωb, eV λa, nm λb, nm
1 1Σ+g (X) -1.160351 -1.128787
2 1Σ+g (EF) -0.690087 -0.716303 2 6.3982 5.6121 193.778 220.922
4 3.1991 2.8060 387.556 441.844
3 1Σ+g (GK) -0.626453 -0.660305 2 7.2640 6.3739 170.682 194.515
4 3.6320 3.1870 341.364 389.030
1 1Σ+u (B) -0.702364 -0.745749 1 12.4623 10.4229 99.486 118.953
3 4.1541 3.4743 298.458 356.859
2 1Σ+u (B’) -0.627569 -0.663476 1 14.4975 12.6616 85.520 97.920
3 1Σ+u (B”) -0.602079 -0.636115 1 15.1914 13.4063 81.614 92.481
1 1Πu (C) -0.687338 -0.716903 1 12.8712 11.2078 96.326 110.622
3 4.2904 3.7359 288.978 331.866
2 1Πu (D) -0.623117 -0.654839 1 14.6187 12.8966 84.811 96.136
1 1∆g (J) -0.625213 -0.657517 2 7.2808 6.4119 170.286 193.364
2 1∆g (S) -0.601098 -0.633603 2 7.6089 6.7372 162.943 184.026
1 σg [H+2 ] -0.569984 -0.602634 1 16.0645 14.3171 77.178 86.597
a For the internuclear distance R = 1.4 a0 b For the internuclear distance R = 2.0 a0
7.3. Atomic model
A molecule treated in the fixed-nuclei approximation differs from an atom due to the
anisotropy of the electronic charge distribution which occurs even for the totally sym-
metric ground state. Alternatively, this anisotropic charge distribution may be described
in the language of the linear combination of atomic orbitals as a multi-centered struc-
ture that can give rise to interference phenomena. For the analysis of the effects of the
anisotropy and thus the corresponding orientational dependence it is therefore of interest
to compare the molecular results with the ones obtained for an artificial atom with an
isotropic, single-centered charge distribution. Since strong-field ionization is known to
be very sensitive to the electronic binding energy and the exact form of the long-ranged
Coulomb potential, it is important that the artificial atom agrees in these properties
with the molecule. For this purpose the simple one-parameter model potential











was introduced by the author in [34]. Its performance for describing various physical
problems was checked in [201] and it was recently also applied to the calculation of
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Figure 7.2.: Ionization potential Ip of the atomic-model potential [Eq. (7.11)] as a function
of parameter α. The dashed red line shows the approximation given by the expression (7.12).
antiproton–H2 scattering cross sections and stopping powers [202, 203]. The model
potential (7.11) satisfies V (r)→ −1/r for r →∞ and reduces to the potential of atomic
hydrogen, Ip(H) = 0.5 a. u., for α → 0. Although the exact ionization potential Ip for
arbitrary values of the parameter α can be obtained only numerically, it can be quite
well approximated (Fig. 7.2) by the following expression






where s = 1 for α > 0 and s = 11/4 for α < 0. For |α|  1 the ionization potential is
simply given by Ip(α) ≈ Ip(H) + α.
Since the molecular ionization potential depends on the internuclear distance R, the
value of α should also depend on R in order to compare the atomic-model and the
molecular results.
It should be noted that the model atom is a one-electron (hydrogen-like) atom in which
the effect of both the anisotropy due to the two nuclei and due to the second electron
in H2 is solely contained as a screening of the Coulomb potential modifying the ioniza-
tion potential. Therefore, this model does not describe any excitation or relaxation of
a second electron that can occur in the H2 calculation. In order to compare to H2 the
atomic results should be multiplied by a factor 2 in order to account for the two equiv-
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Figure 7.3.: a) Comparison of the R-dependent potential of H2 obtained in the present CI
calculation (red circles) with the quasi-exact one (black solid curve). b) The dependence of
the atomic-model parameter α in Eq. (7.11) on the internuclear distance R obtained using
the quasi-exact ionization potential αQE(R) (black solid curve) and the ionization potential
αCI(R) yielded by the present CI calculation (red circles). The dashed curve depicts the
solid curve shifted left by 0.1 a0.
alent electrons in H2. This procedure for comparing SAE results with full two-electron
calculations were shown to be reasonable (for not too high ionization yields exceeding
about 10%) in [40].
Since Ip(α) can be found numerically, one can also obtain the corresponding parameter
α yielding the necessary ionization potential as α = α(Ip). Also, one can introduce
an R-dependent (vertical) ionization potential in order to specify the minimal energy
required at a given internuclear separation R for the electronic transition from the ground
state of H2 into the continuum. Clearly, the value of α should also depend on R for
comparing atomic-model and the molecular results. Figure 7.3 a shows two R-dependent
ionization potentials. The first one is referred to as quasi-exact ionization potential. It
is obtained using the quasi-exact electronic energy of the ground state, EQEg (R), of
molecular hydrogen as IQEp (R) = E1σg(R)−E
QE
g (R). The second one is obtained using
the ground state energy ECIg (R) yielded by the present CI calculation as ICIp (R) =
E1σg(R)−ECIg (R). The two resulting R-dependent atomic model parameter, αQE(R) ≡
α(IQEp (R)) and αCI(R) ≡ α(ICIp (R)), are presented in Fig. 7.3 b.
Besides studying the effects of anisotropy, the atomic model can also be applied for
an error estimation. Indeed, comparing results obtained for both αQE(R) and αCI(R)
provides a way to estimate the error of the molecular calculation due to the inaccurate
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ionization potential what is virtually impossible by other means. Interestingly, there is a
simple approximate relation between the two α functions, αQE(R) ≈ αCI(R− 0.1). It is
verified in Fig. 7.3 where the CI-yielded dependence agrees very well with the quasi-exact
one shifted left by 0.1 a0. This simple relation allows one to predict the R-dependent
ionization yields obtained using αCI(R) provided that the R-dependent ionization yields
obtained using αQE(R) are known, and vice versa.
7.4. Few-photon regime
In this section the ionization and the electronic excitation are compared for parallel and
perpendicular orientations as a function of photon frequency; completely covering the
two- to five-photon regime (and partly extending into the one- and six-photon regimes).
For these regimes the calculations are performed using the basis set A. The parame-
ter Λmax for perpendicular orientation was varied from 3 to 5 (for longer wavelengths)
showing sufficient convergence for total yields already for Λmax = 3.
7.4.1. Results for R =1.4 a0 and 10-cycle pulses
Figure 7.4 shows the ionization and electronic excitation yields for H2 exposed to cos2-
shaped laser pulses with a total duration of 10 cycles, a peak intensity I = 1013 W/cm2,
and a variable photon energy obtained within the fixed-nuclei approximation for the
nuclear separation R = 1.40 a0 that corresponds (to a good approximation) to the equi-
librium distance of the field-free H2 molecule. The excitation yield Yexc is defined as the
population of all possible electronically bound excited states, i. e. Yexc = 1 − Pgs − Yion
where Pgs is the population left in the electronic ground state and Yion is the ionization
yield. (Populations and yields are defined in such a way that a value of 1 corresponds to
100%.) The results obtained for a parallel orientation of the molecular axis with respect
to the field that are shown in the upper graph agree qualitatively to the ones obtained
for different laser parameters (the peak intensities were either 2×1012 or 2×1014 W/cm2
and the pulse duration was fixed to 15 fs) in an earlier work [197]. However, one notices
that the present results are much less structured, despite the larger number of data
points and correspondingly higher resolution. Furthermore, the ionization thresholds
marking the transition from an N - to an (N − 1)-photon process are by far not as sharp
as in [197]. This is especially evident for the threshold dividing the 1- and 2-photon
ionization regimes. The reason is the (especially for those large photon energies) much
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Figure 7.4.: Ionization and excitation yields of an H2 molecule with fixed internuclear
distance R = 1.4 a0 for a 10-cycle linear-polarized laser pulse with peak intensity 1013 W/cm2
and either parallel or perpendicular orientation of the molecular axis with respect to the field.
Ionization and bound-state excitation yields are shown together as a function of the photon
energy in eV (a), while (b) and (c) shows the ionization and excitation yields as a function
of photon wavelength, respectively. In (b) and (c) also the yields obtained for a model
atom (multiplied by a factor 2, see corresponding discussion in Sec. 7.3) are plotted. The
N -photon thresholds (for N = 1 to 5) are indicated by vertical dashed lines. (Published
in [34].)
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shorter pulse duration of the present 10-cycle pulses compared to the 15 fs pulses used
in [197].
A short pulse duration leads to a broad spectral width of the Fourier-limited pulse.
Fixing the number of cycles instead of the total pulse duration leads, of course, to a
variation of the spectral width as a function of the photon energy. On the other hand, a
fixed number of cycles has the advantage that one expects the pulses for different photon
energy to become better comparable with respect to adiabaticity of the process, since a
fixed pulse duration can lead in an extreme case to pulses comprising of in one case many
and in the other case even less than a single cycle. An effect of the shorter pulse duration
can, for example, be seen for the (1+1)-REMPI peaks that are caused by resonant one-
photon transitions to the B and the B’ 1Σu states (cf. Table 7.1). They are clearly
visible in both the excitation and ionization yields in [197], but appear in Fig. 7.4 a as an
almost structureless broad peak in the excitation yield spanning the photon energy range
from about 11 to 16 eV. Another remarkable difference to the earlier result obtained for
fixed (longer) pulse length is the fact that in this energy window the resonantly enhanced
ionization yield increases almost uniformly with photon energy while in the earlier result
there was a pronounced peak at the position of the B state.
7.4.2. Results for R =1.4 a0 and 30-cycle pulses
In order to substantiate these arguments even more and to provide a more detailed
understanding of the influence of the pulse length on the photon-energy resolved multi-
photon spectra, a second series of calculations was performed in which the pulse length
was extended to 30 cycles. The results are shown in Fig. 7.5. Clearly, the ionization and
excitation spectra become much more structured. For example, in the already discussed
energy range from 11 to 16 eV one sees now in both the excitation and ionization yields
well separated peaks due to the (1+1)-REMPI process via the B state. Also the B’
resonance is clearly visible in the ionization signal and (though less pronounced) also
in the excitation yield. Furthermore, the cut-off due to the closing of the one-photon
ionization channel is much sharper for the 30-cycle pulse — in direct accordance with
the smaller band width with which the threshold is convoluted.
One notices also that the 30-cycle pulse leads to a more pronounced REMPI signal,
especially for the B state. This reflects the fact that the REMPI process needs some
time to occur, since the pulse has to be sufficiently long to first populate and then ionize
the resonant intermediate state. Interestingly, the B’ state leads to a larger ionization
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Figure 7.5.: As Fig. 7.4, but for 30-cycle laser pulses with peak intensity 5 · 1012 W/cm2.
(Published in [34].)
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Figure 7.6.: Excitation rate [solid line, extracted from the excitation yield using equation
(7.14)] for an H2 molecule with fixed internuclear distance R = 1.4 a0, a 30-cycle linear-
polarized laser pulse with peak intensity 5 · 1012 W/cm2, and a parallel orientation of the
molecular axis with respect to the field. It is compared with the square of the Fourier
component, F 2ω0(ω) [dashed line, defined in Eq. (7.13)], where ω0 is the transition frequency
from state X to state B. (Published in [34].)
yield than the B state, although the latter is much more populated. Evidently, the B’
state is more easily ionized with the given photon frequency than the B state with the
photon energy required for its resonant excitation. All these findings for different pulse
lengths underline the need for full time-dependent calculations, if ultrashort pulses are
considered.
The excitation spectra in Figs. 7.5 a and 7.5 c show in the energy range from about
8.5 to 12 eV (100 to 150 nm) a very pronounced oscillatory structure that is absent for
the 10-cycle pulses. The origin of this feature is the chosen pulse profile (cos2-type
envelope function). Its relatively sharp turn-on and turn-off (compared to a Gaussian
pulse) which is helpful for numerical calculations, since the pulse has a well defined
duration resulting in a well defined interval for the time integration, leads, however, to
an oscillatory behavior in the energy domain and thus in the convolution function. A
semi-quantitative model for this phenomenon may be obtained in the following way. For
the given laser intensity and the photon energy required for a resonant transition to the
B state (12.46 eV according to Table 7.1) 1st-order perturbation theory should provide a
reasonable approximation for the excitation process. Within lowest-order perturbation
theory the rate (and thus for a sufficiently long pulse also the yield) for an N -photon
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transition is proportional to IN where I ∝ |F |2 is the intensity and F the corresponding
electric field strength. The Fourier component of an Nc-cycle laser pulse with carrier
frequency ω (and the total pulse duration Tp = 2πNc/ω) at a particular frequency ω0







d t F (ω, t) cos(ω0t) . (7.13)
In Eq. (7.13) it was used that the cos2-shaped laser pulses (with a carrier-envelope
phase set to zero) considered in this work lead to an even function F (ω, t). Therfore,
the imaginary part of the Fourier transform vanishes.
Within the perturbative model outlined above the resonant 1-photon transition rate to
the B state is convoluted with |Fω0(ω)|2 where ω0 is equal to the transition frequency
from the ground state to state B (12.46 eV). Figure 7.6 shows this convolution function
together with the total excitation rate obtained from the numerical solution of the TDSE.
In order to obtain a rate from the calculated excitation yield Yexc the approximate
relation
Rexc ≈ − ln(1− Yexc)/Tp (7.14)
was used. Clearly, the simple model explains very well the observed oscillatory structure.
Although all sharp features (REMPI peaks or ionization thresholds) are, of course, con-
voluted with the same spectral function, the result is only visible if it stems from a
very pronounced, i. e. intense and well isolated, signal like the REMPI peak due to the
B state. Owing to its very low relative intensity, this structure is in other cases very
easily hidden in the background. For example, the oscillations are symmetric around
the position of the B-state resonance, but on the high-energy side all but the first side
band are completely covered by the excitation yield due to direct transitions to the B’
and higher lying Rydberg states. Thus these oscillations are almost only visible on the
low-energy side where due to energy conservation no excited state (B is the lowest-lying
one) can directly be populated, while the B state can be reached due to the spectral
width of the cos2-shaped pulse.
The features and trends discussed above mainly for the 2-photon ionization regime (in-
cluding the range of (1+1)-REMPI processes and the 1-photon ionization threshold)
occur also for the other energy ranges considered, but there they are less clearly visible.
A better visibility and linearity of the spectrum with respect to the number of photons
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involved (in a perturbative picture) is obtained, if the yields are shown as a function of
the photon wavelength as is done in the middle (lower) panels of Figs. 7.4 and 7.5 for
the ionization (excitation) yields. In all considered regimes up to five photons the longer
pulses lead to better resolved REMPI peaks and sharper cut-offs at the multi-photon
thresholds.
Figures 7.4 and 7.5 show also the results for perpendicular orientation (and R = 1.40 a0).
Clearly, the overall spectra look very similar for parallel and perpendicular orientation, if
a logarithmic scale is used. In the case of 10-cycle pulses both parallel and perpendicular
excitation yields show clearly one-photon absorption to the electronic excited states in
the energy window of 11 to 16 eV. It is, of course, different electronic states that are
excited in the two cases, since the dipole selection rule leads to the excitation of 1Σg
states for parallel and of 1Πu states for perpendicular orientation. Noteworthy, the
corresponding ionization yield shows almost no trace of enhancement in this energy
window, although the excitation to the lowest lying C state is only a factor 2 to 3 lower
than the one to the B state, and the excitation to the higher lying states is practically
identical.
For the 30-cycle pulses REMPI peaks become clearly visible in this energy window,
but they are much weaker than the corresponding peaks obtained for parallel orien-
tation, despite the again very similar excitation yields for the corresponding resonant
states. This indicates that the one-photon ionization of the Πu states (C, C’, etc.) with
linear-polarized laser light perpendicular to the molecular axis possesses a much lower
probability than the corresponding process for the Σu states using parallel orientation.
Such a pronounced difference between the resonantly-enhanced ionization yield and the
excitation yield of the resonant state is, however, only observed for the (1+1)-REMPI
processes. Already in the 3-photon regime in which (2+1)-REMPI processes occur the
ionization enhancement is to a good approximation proportional to the excitation yield,
if REMPI-processes in parallel and perpendicular direction are compared. Within the
same orientation (either parallel or perpendicular) the REMPI enhancement is now larger
for the dominant excitation peak (at lower energy) than for the one at higher energy.
7.4.3. Analysis of the ionization anisotropy
In fact, as already mentioned, if the region containing (1+1)-REMPI processes is ignored,
the parallel and perpendicular ionization yields are very similar. This is even the case
for the excitation yields that are only slightly shifted with respect to each other due to
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Figure 7.7.: Ratio of the ionization yields for parallel and perpendicular orientation for
the internuclear distances R = 1.4 a0 (a,b) and R = 2.0 a0 (c,d) on either a logarithmic
(a,c) or a linear (b,d) scale. Shown are the results for 10-cycle laser pulses with peak
intensity 1013 W/cm2 (red) and for 30-cycle pulses with peak intensity 5 · 1012 W/cm2
(blue). (Published in [34].)
the energy differences of the bound states with different angular momentum Λ. A closer
look reveals that apart from the the 1-photon regime where parallel and perpendicular
yields are almost identical (except the ionization yields at very high photon energies
where perpendicular orientation gives higher yields) the ionization and excitation yields
are rather uniformly larger for parallel than for perpendicular orientation. The ratio
between parallel and perpendicular ionization yields is shown in Fig. 7.7 a for the 10-
and 30-cycle pulses (and R = 1.40 a0). Despite some sharp resonant features that are
better resolved for the longer pulses the ratio is rather independent of the pulse duration
and varies in between about 1.5 and 2.5 in the whole 2- to 5-photon regime. This overall
finding is in reasonable agreement with the corresponding results of 2- and 3-photon
lowest-order perturbation theory in [84].
In a recent time-dependent SAE study [204] a rather large deviation to the LOPT result
in [84] was found for a photon energy of 10.85 eV (≈ 115 nm). The ratios parallel to
perpendicular were about 20 [204] or 1.8 [84]. As is clearly visible from Fig. 7.7, the
Chapter 7. Ionization of H2 in intense ultrashort laser pulses 169
ratio varies rather drastically around this wavelength. The present work gives a ratio of
1.6 at this photon frequency. However, it increases to about 1.8 already at a wavelength
of about 120 nm. On the other hand, in between about 115 and 105 nm the ratio drops
down to 0.5 before it sharply increases at about 100 nm. As can be especially seen from
Fig. 7.5 a, the reason for this pronounced variation of the ratio is the fact that there is
a minimum in the ionization yield for parallel orientation close to this photon energy
which may be caused by an interference with the REMPI peak caused by the B state.
This minimum together with the REMPI peak that occurs for slightly lower energies
than the one due to the C state (perpendicular orientation) leads to the sharp minimum
followed by a sharp maximum, if the photon wavelength approaches the region around
125 nm from above. Clearly, depending on the accuracy of the transition energy to the
B state provided by a particular electronic-structure model very different results may be
obtained for the ratio between parallel and perpendicular orientation at a wavelength
around 115 nm.
Similarly, it is difficult to compare to the other recent work discussing orientational
dependence of the ionization behavior of H2 within TD-DFT [205]. The present results
agree to that work in the sense that no pronounced (order-of-magnitude) difference
between the parallel and perpendicular orientation is found. However, the results in
[205] are either close to saturation of single ionization (Fig. 4) or the corresponding
value at R = 1.4 a0 is barely readable from the graph (Fig. 5). Furthermore, at the
considered wavelength of 266 nm there is some structure due to REMPI peaks. Therefore,
the exact result depends again critically on the corresponding excitation energies (and
spectral width of the laser pulse). Noteworthy, the present calculation confirms resonant
structure at this wavelength as is also noted (for this R value) in [205].
It is usually assumed that few-photon processes depend heavily on the electronic struc-
ture, if not too high intensities are considered, while many-photon processes depend
mostly on the ionization potential and shape of the long-range potential experienced by
the ejected electron. Accordingly, one would not expect an atomic model like the one de-
scribed in Sec. 7.3 to yield ionization and excitation yields in reasonable agreement to a
full molecular calculation for few-photon processes. However, as is evident from Figs. 7.4
and 7.5, the overall agreement even of the excitation yield is in fact surprisingly good.
The ionization yield agrees in the 1-photon regime almost perfectly with the molecular
result for perpendicular orientation. Especially for the 30-cycle pulses the agreement
continues in the 2-photon regime until the second REMPI peak where the atomic model
agrees quantitatively much better with the parallel result. At the threshold between 2-
and 3-photon ionization (at about 155 nm) all three curves agree very well for both pulse
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lengths. Once the parallel and perpendicular results start to disagree, the atomic result
follows now more closely the molecular results for parallel orientation. Starting at about
360 nm the atomic results disagree with the molecular ones that agree at these wave-
lengths rather well with each other. A very similar result is also found for the excitation
yields. This confirms that even the position (and dipole moments) of the excited states
are very well approximated by the atomic model proposed in this work.
7.4.4. Results for R =2.0 a0
Finally, it is interesting to investigate whether the findings reported so far apply only
to the case when the internuclear distance is relatively small and thus the ground-state
electron density is rather isotropic. A second series of calculations was thus performed
in which R = 2.0 a0 was used. The results are given in Figs. 7.8 and 7.9 as well as in
the right panel of Fig. 7.7. This choice of R is motivated by the fact that the ground
vibrational wavefunction of H2 extends to about this distance and it is at the same time
the equilibrium distance of the H+2 ion created in the ionization process.
Most evidently, the 1- and 2-photon ionization yields disagree for the two orientations
much more than for R = 1.40 a0. Only at the threshold between the two regimes reason-
able to good agreement is found. While the 1-photon yield for parallel orientation lies
below the perpendicular one, this changes drastically in the 2-photon regime. The latter
difference seems to be mainly due to the now even much more pronounced REMPI peaks
for parallel orientation. Noteworthy, the excitation yields are very similar for the two
orientations, besides the energy shifts due to different excitation energies. In the regimes
of 3- to 5-photon ionization the qualitative difference between the two orientations is less
pronounced than in the 2-photon case. Compared to R = 1.4 a0 it is especially the quan-
titative agreement between the two orientations which becomes worse, if R increases.
This is also seen from the corresponding ratio (Fig. 7.7) which covers a larger range of
values in this case. It is also interesting to note that a comparison of the results for
R = 1.4 and 2.0 a0 shows that there is quite good qualitative agreement. The main dif-
ference is that with increasing R value the excitation energies become smaller. Together
with a decrease of the vertical ionization potential when going from R = 1.4 to 2.0 a0
this leads to an effective compression of the wavelength ranges for a given N -photon
regime. The results of the atomic model agree not as well with the molecular yields for
larger than for smaller R, as is expected. Nevertheless, the atomic model still works
reasonably well for a qualitative or even semi-quantitative estimate.
Chapter 7. Ionization of H2 in intense ultrashort laser pulses 171








































































































2 photons 3 photons 4 photons 5 photons










































Figure 7.8.: As Fig. 7.4, but for internuclear distance R = 2.0 a0. (Published in [34].)
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Figure 7.9.: As Fig. 7.5, but for internuclear distance R = 2.0 a0. (Published in [34].)
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7.5. Ionization of H2 and D2 by frequency-doubled
Ti:Sapphire laser pulses
This section investigates the intense-field single ionization of molecular hydrogen or deu-
terium oriented either parallel or perpendicular to ultrashort linear-polarized laser pulses
with a wavelength of 400 nm, as they are, e. g., experimentally available from a frequency
doubling (second-harmonic generation) of a titanium:sapphire laser source. Besides the
experimental relevance, the chosen wavelength is also of theoretical interest, since one
expects six-photon ionization processes to dominate which lie somehow in the middle
between few-photon and many-photon regimes. Thus one expects neither a simple per-
turbative nor the quasistatic approximation to be applicable. This ambivalent character
is shown to be clearly visible, since, e. g., the ionization yield shows a pronounced depen-
dence on the internuclear separation (as is expected for the quasistatic regime), but also
clear structures due to resonance-enhanced multiphoton ionization (REMPI). Because of
the high intensity of the laser field, the ionization yield in the case of REMPI is sensitive
to the position of resonant states in the field, and thus to their AC Stark shifts.
In order to be able to compare the theoretical results for the hydrogen molecule with an
experiment, the dependence of the ionization process on the internuclear distance R has
to be carefully considered. This is especially important when studying the asymmetry of
ionization due to different orientations of molecular axis to the polarization axis of the
linear polarized laser field. So far, the ionization asymmetry for diatomic molecules has
been theoretically studied only at the equilibrium internuclear distance R0, where the
ground vibrational state of the molecule has the maximum of the probability density.
This section sheds light on how significant is the quantum-mechanically unavoidable
zero-point vibrational motion for the analysis of the ionization asymmetry.
When discussing REMPI for ultrashort intense laser pulses, it is important to look on the
time scale of the process. Therefore, the study is performed for three different durations
of the pulse. For the sake of simplicity, all calculations presented in this section were
performed with N -cycle cos2-shaped linear-polarized laser pulses with N = 10, 20, and
40. For a wavelength of 400 nm the FWHM of intensity of such pulses corresponds to
about 5, 10, and 20 fs. For this regime the calculations are performed using the basis
set A. For the perpendicular orientation only molecular symmetries with the absolute
value of the component of the total angular momentum along the internuclear axis
0 6 Λ 6 Λmax = 7 were included in the time propagation. Note, that the adopted value
of Λmax does not only guarantee the convergence of ionization yields, but also provides
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a reasonable convergence of photoelectron energy spectra.
7.5.1. Integration over internuclear separations
Once the TDSE is solved within the fixed-nuclei approximation for various fixed internu-
clear separations R of the H2 molecule exposed to linear-polarized laser pulses with the
angle θ between the internuclear and the polarization axis, the ionization yield Yion(R, θ)
can further be used to calculate the ionization yield Y (ν)ion (θ) of H2 (as well as D2) in a
given vibrational state ν described by the vibrational wavefunction φν(R). Indeed, if
the pulse duration is sufficiently short and depletion of the state during the pulse is
insignificant, one can neglect the motion of the wavepacket created during the pulse.






∣∣∣ ∫ dRYion(R, θ)1/2 φν(R)χν′(R)∣∣∣2, (7.15)
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∫∫





where the closure property of the orthonormal set of final vibrational states of the molec-
ular ion, ∑
ν′
χν′(R)χ∗ν′(R′) = δ(R−R′) (7.17)
has been used.
Application of Eq. (7.16) is further based on the assumption that the molecule has no
time to rotate during the pulse and neglect distortion of the electronic ground-state po-
tential curve due to the external field. The latter assumption implies that the index ν
of vibrational state should be sufficiently small. In the following, only ν = 0 is consid-
ered, but for the two isotopes H2 and D2 with their different vibrational wavefunctions
(Fig. 7.10). Due to the larger mass the D2 vibrational ground state is more compact
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Figure 7.10.: The probability densities of the ground vibrational states of the H2 (left)
and D2 (left) molecules. The maximum of each probability density is indicated by a vertical
dashed line.
than the one of H2, while the positions of the maximum of the probability density are
almost the same (1.432 a0 for H2 versus 1.423 a0 for D2).
7.5.2. Field-induced resonances
For the following discussion of the orientation dependence and isotope effects, it is helpful
to obtain a more detailed understanding of the influence of such parameters as peak
intensity and wavelength of the pulse or of the internuclear separation on the positions of
REMPI peaks and the N -photon ionization thresholds. In order to be able to correctly
predict REMPI through some resonant electronic state in intense laser pulses, it is
necessary to know the field-induced shift of the resonant state, what is a challenging
task by itself. However, if the field is sufficiently intense, one can assume that the field-
induced shift (dynamically induced Stark shift) of excited states is almost equal to the
ponderomotive energy (remember the discussion in Sec. 6.4.2). With this assumption
and using the field-free transition energies of the present CI calculation the positions
of the REMPI peaks are expected to depend on the laser parameters and internuclear
separation as shown in Fig. 7.11.
The dependence of the expected positions of the REMPI peaks and N -photon ionization
thresholds on the internuclear distance R for a 400 nm laser field is given in Fig. 7.11 a. In
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Figure 7.11.: Expected positions of REMPI peaks and N -photon ionization thresholds.
Dependence of the resonant intensities I (a) on the internuclear distance R for pulses with a
wavelength of 400 nm and (b) on wavelength for the fixed internuclear distance R = 1.4 a0.
Positions of REMPI peaks due to Σ+u (red solid), Πu (blue dashes), or Σ+g (black solid)
intermediate states are shown. Also shown are the N -photon ionization thresholds (dotted
lines, with N explicitly indicated in the graph). (Published in [35].)
this R range the ionization process can be referred to as 5-photon (7-photon) ionization
in the bottom-right (top-left) part of the figure, or as 6-photon ionization otherwise.
Different kinds of REMPI peaks are expected: (5+1) REMPI peaks through nΣ+u or
nΠu electronic states with n > 1, (5+2) REMPI peaks through the 1Σ+u or 1Πu states,
a (4+1) REMPI peak through the 3Σ+g state, and a REMPI peak through the 2Σ+g
state. Note, that in the last case the expected position of the resonance crosses the
expected position of the 5-photon ionization threshold. Therefore, the resonance can be
referred to as (4+1) REMPI for peak intensities smaller than 7.5× 1013 W/cm2, and as
(4+2) REMPI for higher intensities. Evidently, the correct character of the resonance
is sensitive to the exact intensity dependence of the field-induced shift of the 2Σ+g state,
and thus a non-trivial behavior is expected. A similar conclusion is valid for the REMPI
through the 1Σ+u or 1Πu electronic states, since their exact REMPI positions could in
fact cross the 6-photon ionization threshold.
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(a) R = 1.4 a0









































(b) R = 2.2 a0
Figure 7.12.: Wavelength-dependent ionization yields for a parallel orientation of an H2
molecule at the fixed internuclear distances (a) R = 1.40 a0 and (b) R = 2.20 a0 for various
peak intensities (specified in units of 1013 W/cm2) of 40-cycle cos2-shaped pulses. The
arrows indicate the resonant wavelengths (in the low-intensity limit) of REMPI peaks due to
nΣ+u (a) and nΣ+g (b) intermediate states. The expected (dashes) and found (dots) position
of a REMPI peak is also given in (a). (Published in [35].)
Similarly, Fig. 7.11 b shows the dependence of expected positions of REMPI peaks and
N -photon ionization thresholds on the laser wavelength for the fixed internuclear dis-
tance R = 1.4 a0. With larger peak intensity the increasing ponderomotive energy
leads to an increase of the transition energy between the initial and the resonant state.
This increase can be compensated by the increase of the photon energy, and thus the
new REMPI position will occur at a smaller wavelength. The calculations at a fixed
internuclear separation are more suitable for the investigation of the validity of the as-
sumed field-induced shift of electronic states, since in this case identical sets of field-free
electronic wavefunctions are used in the time propagation. For this purpose, a series
of 210 calculations for a parallel-oriented H2 molecule with fixed internuclear distance
R = 1.4 a0 exposed to laser pulses with a total duration of 40 cycles was performed for
21 different values of the wavelength and 10 different values of the peak intensity. The
results are shown in Fig. 7.12 a, where every point represents the outcome of one full
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TDSE calculation, and curves join the results obtained for the same peak intensity.
Figure 7.12 a shows a pronounced peak whose position moves from 407 nm for a peak
intensity of 5 × 1012 W/cm2 to 387 nm for a peak intensity of 7 × 1013 W/cm2. From
Fig. 7.11 b it follows that this peak can be assigned to REMPI through either one or
both of the closely lying 3Σ+u and 4Σ+u electronic states, since the spectral width of
the Fourier-limited pulse is too broad to resolve these two resonances. Clearly, the
intensity-dependent shift of the peak position is overestimated by the already mentioned
simple prediction based purely on the ponderomotive energy (δE(I) = Up). Instead,
the found intensity dependence of the field-induced energy shift can be well fitted by
δE(I) = 0.9Up − 0.002. At intensities 5 × 1012 W/cm2 and smaller it appears as the
energy shift of these low-lying excited states (responsible for the REMPI) is already
absent. The position of the REMPI peak agrees then much better with the low-intensity
limit than with the prediction based on Up, since the latter would predict a shift of about
2 nm. Such a shift by about 2 nm is, however, found for the (poorly resolved) REMPI
peak due to the higher lying 5Σ+u intermediate state. This demonstrates that in the
investigated regime of laser parameters different excited states behave differently, and a
common prediction for all excited states is impossible.
Figure 7.12 b shows again the results of a series of (this time 120) calculations for a
parallel-oriented H2 molecule, but for the larger internuclear separation R = 2.2 a0. In
this case the spacing of the 3Σ+g and 4Σ+g states that could lead to (4+1) REMPI is rather
large, and thus the pronounced peak in Fig. 7.12 b can be entirely assigned to REMPI
through the 3Σ+g state. Although the peak position clearly shifts to smaller wavelengths
with increasing laser peak intensity, the shift becomes visible only for rather large inten-
sities. As a consequence, the peak position crosses 400 nm at an intensity higher than
1013 W/cm2, whereas according to Fig. 7.11 a the crossing should have occurred at an
intensity that is smaller by a factor 2. Thus, although the positions presented in Fig. 7.11
give a satisfactory explanation of the main features, they should only be considered as
a rough estimate.
7.5.3. R-dependent ionization
If strong-field ionization of H2 or D2 initially in their vibrational ground states is consid-
ered, it is important to investigate the dependence of the ionization on the internuclear
separation R within an R range in which the vibrational wave function is nonvanishing
(Franck-Condon window). Therefore, the TDSE describing H2 within the fixed-nuclei
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approximation was solved for 25 different values of R (in between 1.0 a0 and 2.2 a0 with
a step size of 0.05 a0). This was repeated for 15 different values of peak intensities (in a
range from 2× 1013W/cm2 to 1.3× 1014W/cm2).
Figure 7.13 a (left panel) shows the obtained results for a parallel orientation of the
molecular axis with respect to the polarization vector and 40-cycle cos2-shaped (FWHM
of about 20 fs) laser pulses. Two main features may be observed. First, the ionization
yield increases with R. Second, pronounced structures are visible. The importance of
both effects decreases with intensity. The increase with R was first predicted in the
quasistatic regime [206]. Its occurrence at 400 nm shows that even for this wavelength
clear strong-field phenomena are observable beyond a pure multiphoton picture. On
the other hand, the observed structures are due to classical multiphoton phenomena
(channel closings and REMPI).
Some pronounced REMPI peaks are visible that should be compared with their predicted
positions in Fig. 7.11. The peaks at R = 1.2 a0 and R = 1.4 a0 for a laser peak intensity
of 2×1013W/cm2 can thus be assigned to (5+1) REMPI through the 2 Σ+u and 3−4 Σ+u
states, respectively. The position of the latter peak changes with the peak intensity
almost in the expected way as has also been demonstrated in Fig. 7.12 a. On the other
hand, the position and amplitude of the REMPI peak arising from the 2 Σ+u resonant
state cannot easily be understood. For a peak intensity of 1014W/cm2 this REMPI
peak is located at R = 1.6 a0 instead of the expected value of 1.5 a0. Interestingly, the
amplitude of the peak that is very large at small intensities is becoming very small for
higher intensities, as one may expect when going from the multiphoton in the direction
of the quasistatic regime. For intensities between 4 × 1013W/cm2 and 6 × 1013W/cm2
one can observe something similar to a splitting of the REMPI peak into two peaks.
This behavior can evidently not be explained using Fig. 7.11. It is also difficult to
explain the pronounced peak located at R = 1.4 a0 for the highest laser peak intensity
(1.3×1014W/cm2). According to Fig. 7.11 no peak should occur for these values of R and
I, since it lies in between the expected positions of the 1 Σ+u and the 2 Σ+u REMPI peaks.
This may indicate some field-induced coupling of these states and thus a clear strong-
field phenomenon. It is also interesting to note that the channel closings indicating the
transitions from 5- to 6-photon ionization and from 6- to 7-photon ionization are visible,
but not very pronounced. Furthermore, due to the REMPI peaks the channel thresholds
are sometimes difficult to identify in the shown ionization yields.
In order to consider the influence of vibrational motion onto the strong-field ioniza-
tion yields, the results obtained for a fixed nuclear orientation are weighted with the
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(a) Parallel orientation of the internuclear axis to a linear polarized laser field
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(b) Perpendicular orientation of the internuclear axis to a linear polarized laser field
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(c) Atomic model calculations (multiplied by a factor 2)
Figure 7.13.: Ionization yields for 40-cycle cos2-shaped (20 fs) laser pulses with a wave-
length of 400 nm and different peak intensities (specified in the graphs in units of
1013 W/cm2). The upper (middle) panel shows the results for a parallel (perpendicular)
orientation, while the lower panel shows the results obtained with the atomic model po-
tential in Eq. (7.11). The left panel shows the fixed-nuclei ionization yields, whereas the
middle and right panels display the weighted ionization yields for H2 and D2, respectively.
(Published in [35].)
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probability density of the ground vibrational state [see integrand of Eq. (7.16)]. The
corresponding result for H2 is shown in the middle panel of Fig. 7.13. Only in the case
of the highest laser peak intensity considered in this work, the maximum of the weighted
ionization yield agrees with the maximum of the vibrational wave function. At slightly
lower intensities (until about 8 × 1013W/cm2) the weighted ionization yield is largest
for smaller values of R, while for even lower intensities the REMPI peaks due to the
3 Σ+u and 4 Σ+u states determine the maximum of the weighted ionization yield. At the
lowest laser peak intensity considered (2× 1013W/cm2) the highest weighted ionization
yield is found at around R = 1.7 a0. This maximum should be due to an opening of
the 5-photon regime and may be further increased by (4+1) REMPI processes. At this
intensity one notices also a very slow decrease of the weighted ionization yield for R
values above 2 a0, despite the fact that the vibrational wave function has a very small
amplitude. The reason is the already discussed 3 Σ+g REMPI peak (Fig. 7.12 b).
In the case of D2 (left panel of Fig. 7.13 a) the narrower vibrational distribution is, how-
ever, sufficient to dominate over the resonant effect. In this case the weighted ionization
yield decreases rather pronouncedly for internuclear separations larger than 2.0 a0. Close
to the minimum of the electronic potential curve at about 1.4 a0 the weighted ioniza-
tion yields are, however, very similar for H2 and D2. Also for D2 the ionization yield
peaks only for the highest intensity considered here at the maximum of the vibrational
wavefunction. Consequently, the Franck-Condon approximation would not describe the
vibrational distribution of the formed H+2 ions properly. A proper calculation of these
distributions has to include the effects of channel closings and REMPI, but also of the
general increase of the ion yield as a function of internuclear separation. Neither a pure
multiphoton nor quasistatic prediction is thus sufficient.
7.5.4. Orientational dependence
For a perpendicular orientation of the molecule with respect to the field (Fig. 7.13 b) the
R-dependent ionization yield (left panel) looks on the first glance surprisingly similar to
the one for the parallel orientation. For the lowest intensities shown the spectra comprise
very pronounced peaks at about R = 1.25 a0 and R = 1.4 a0 that can be assigned to
(5+1) REMPI through the 2 Πu and the 3− 4 Πu states, respectively. It is a peculiarity
of H2 that already the lowest lying excited states of 1Σu and 1Πu symmetry and thus
REMPI peaks through those states lie energetically very close together. In contrast to the
results for parallel orientation a third peak at R = 1.55 a0 is, however, also well resolved.
From Fig. 7.11 it appears very likely that this peak stems from a superposition of (5+1)
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(a) Parallel orientation of the internuclear axis to a linear polarized laser field
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(b) Perpendicular orientation of the internuclear axis to a linear polarized laser field
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(c) Atomic model calculations (multiplied by a factor 2)
Figure 7.14.: As Figure 7.13, but for 20-cycle cos2-shaped (10 fs) laser pulses. (Published
in [35].)
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REMPI processes through the higher excited Πu states. Especially at lower intensities
one notices furthermore that the ionization yield does not increase that evidently for large
R values than it does for a parallel orientation. The threshold between 5- and 6-photon
ionization is rather well resolved and appears for the different laser peak intensities more
or less at the expected R values (Fig. 7.11 a). As a consequence of the smaller slope at
large R the weighted ionization yield decays for larger R values much faster for the
perpendicular than for the parallel orientation for both H2 (middle panel of Fig. 7.13 b)
and D2 (right panel).
Figure 7.13 c shows finally the ionization yield obtained with the simple isotropic one-
electron model potential given in Eq. (7.11). The agreement of the R-dependent ioniza-
tion yields obtained with this model and the full molecular two-electron calculation are
surprisingly good, especially with the results obtained for the parallel orientation. As in
the latter case, the atomic model gives a shifted threshold between the 5-and 6-photon
regimes compared to the prediction according to Fig. 7.11. The atomic model yields also
a rather pronounced increase in ionization for large R values, especially for low laser peak
intensities as was also found for the parallel orientation. A closer look reveals, however,
that for small R separations and especially for the first REMPI peak the atomic model
agrees slightly better with the molecular results obtained for the perpendicular orienta-
tion. The 2nd REMPI peak defines somehow the transition line. For smaller R values
the atomic model agrees better with the perpendicular results, while starting with the
2nd REMPI peak the ionization yields obtained for the atomic model and the molecular
one for a parallel orientation agree better with each other. The main difference to the
molecular calculations is the position of the 3rd REMPI peak that for the lowest shown
intensity lies so close to the 2nd one, that it appears in the R-dependent ionization yield
as a shoulder. For a laser peak intensity of 2.5 × 1013W/cm2 the 3rd REMPI peak is
shifted more than the 2nd one and is thus visible as a well separated peak. However, for
higher intensities it is less well resolved due to its low probability. Despite the overall
good agreement of the results for the atomic model with the full molecular calculations
(on a logarithmic scale!), the weighted ionization yields still reveal differences. For ex-
ample, the maximum of the weighted ionization yields for H2 and D2 and the largest
laser peak intensities is shifted to slightly smaller R values than is found for the full
molecular calculations.
A further important laser parameter is the pulse duration. Its influence is demonstrated
in Figs. 7.14 and 7.15 that show the corresponding results for 20- and 10-cycle pulses
(FWHM of 10 and 5 fs), respectively. The increased laser bandwidth leads to spectra that
show much less details compared to the relatively long 40-cycle pulse. The ionization
Chapter 7. Ionization of H2 in intense ultrashort laser pulses 184
1.0 1.2 1.4 1.6 1.8 2.0 2.2



























   2
2.5
   3
3.5
   4
4.5
   5
   6
   7
   8





1.0 1.2 1.4 1.6 1.8 2.0 2.2














































   2
2.5
   3
3.5
   4
4.5
   5
   6
   7
   8





1.0 1.2 1.4 1.6 1.8 2.0 2.2















































   3
3.5
   4
4.5
   5
   6
   7
   8









(a) Parallel orientation of the internuclear axis to a linear polarized laser field
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(b) Perpendicular orientation of the internuclear axis to a linear polarized laser field
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(c) Atomic model calculations (multiplied by a factor 2)
Figure 7.15.: As Figure 7.13, but for 10-cycle cos2-shaped (5 fs) laser pulses. (Published
in [35].)
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Figure 7.16.: Comparison of ionization yields (in a 20 fs laser pulse) for different internuclear
distances R (weighted with the probability density of the ground vibrational state of H2 at
this R) for a parallel (red curves) and a perpendicular (blue curves) oriented H2 molecule.
The R values are specified explicitly in the figure. The vertical dashed lines indicate the
position of a peak intensity 6×1013W/cm2 on the intensity axis for every corresponding pair
of curves. (Published in [35].)
yields for the 10-cycle pulse show almost no evidence of REMPI peaks. The curves are
fairly smooth and the remaining structures can be explained by the closing and opening
of N -photon ionization channels.
Because of the different positions of the REMPI peaks for parallel or perpendicular orien-
tations the ratio of parallel to perpendicular ionization yields may substantially change
for a small variation of R. This effect is demonstrated in Fig. 7.16 in which ioniza-
tion yields (multiplied with the probability density of the ground vibrational state) for
parallel and perpendicular oriented H2 molecule are compared for different internuclear
distances. A log-log scale is used and the pairs of curves (parallel and perpendicular
orientation for a given value of R) are shifted along the intensity axis for better read-
ability. To guide the eye, the vertical dashed lines indicate the position of the peak
intensity 6 × 1013W/cm2 on the intensity axis for every pair of curves. The multipli-
cation with the probability density was performed in order to emphasize the relative
contributions of different internuclear distances for the total ionization ratio between
parallel and perpendicular orientations obtained after integration over R.
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As can be seen from Fig. 7.16, the ionization yields for parallel and perpendicular orienta-
tion are almost equal in the range R = 1.3−1.7 a0 for a peak intensity of 6×1013W/cm2.
Whereas the ionization yield for the parallel orientation is larger than for the perpen-
dicular one at R = 1.3 and 1.5 a0, the opposite is found at R = 1.4, 1.45, and 1.6 a0.
At smaller values of R the parallel orientation is slightly easier ionized than the perpen-
dicular one, while for R values larger than 1.8 a0 parallel oriented molecules are much
easier ionized. This is a consequence of the slower decay of the ionization yield for a
parallel orientation and for large R values that was already discussed in the context of
Figs. 7.13 a and b.
The key conclusion that can be drawn from Fig. 7.16 is the need for systematic studies of
the intensity and internuclear-separation dependencies of the ratio between the ionization
yields for parallel or perpendicular orientation as they are performed in this work, since
a calculation for a single laser peak intensity and internuclear separation R can yield any
possible result, i. e. the ratio between the ionization yields for parallel and perpendicular
orientations may be found to be equal to 1, much smaller than 1, or much larger than 1.
Depending on the choice of intensity and R very different conclusions on the orientation
dependence of the ionization yield of H2 in strong laser fields would follow.
7.5.5. Integrated ionization yields
The R-independent ionization yields for H2 and D2 molecules (in their vibrational ground
states) are finally obtained by an integration of the weighted R-dependent ionization
yields over R according to Eq. (7.16). The results for parallel and perpendicular orienta-
tion are shown for the different pulse lengths in Fig. 7.17. The curves obtained after R
integration are much less structured than the fixed-nuclei ionization yields, as is evident
from a comparison with Fig. 7.16). Clearly, the structures due to REMPI processes are
smoothed out by the integration over R. As a consequence, the curves look almost like
straight lines on the used log-log scale.
In fact, it turns out that the linear dependence on the logarithmic scale is well described,
if the yield is fitted with the function
Ys(I, T ) = ΩT (I/I0)ks (7.18)
where I is the peak intensity, I0 = 3.5094452×1016 W/cm2 is the atomic unit of intensity,
and T is the FWHM duration of the pulse in atomic units. For the fit parameters the
values Ω = 1.55 · 106 and ks = 4.17 are found. The obtained value of ks indicates a non-


































































































































































































































































































































































































































(c) 40-cycle cos2-shaped (20 fs) laser pulse
Figure 7.17.: Final ionization yields (integrated over R) as a function of the peak intensity
for H2 (middle panel) and D2 (right panel) and a parallel (red circles) or a perpendicular (blue
squares) orientation and a) 10-cycle, b) 20-cycle, or c) 40-cycle laser pulses. Also shown are
the results obtained with the atomic model potential (green triangles). The inserts show the
ratio of the ionization yields to the fit function in Eq. (7.18). The resulting ratio of parallel
to perpendicular ionization yields is shown in the left panel in which also the corresponding
ratio obtained for R = 1.4 a0 is plotted. (Published in [35].)
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perturbative behavior, since according to Fig. 7.11 a one would expect mostly 6-photon
ionization to occur and thus ks should be close to 6. The included dependence on the
pulse duration T allows to compare the results obtained for different pulse lengths. A
linear dependence on T should be found, if a rate concept is applicable.
Dividing the ionization yields by the fit function (7.18) allows a direct comparison of
the parallel, perpendicular, and atomic model potential results on a linear scale. They
are shown in the inserts of Fig. 7.17. If the vibrational ground state of H2 is considered
(middle panel of Fig. 7.17), the scaled atomic-model results are closest to 1 and thus
most accurately described by the fit function. The scaled yield for parallel orientation
decreases from a value of 1.5 to about 1.0 for the 10-cycle pulse, but shows an increasing
behavior for higher intensities in the case of the 20-cycle pulse. The smallest intensity
dependence is found for the longest pulse considered in this work where the scaled yield
varies only between about 1.25 and 1.15. Interestingly, the scaled yield for perpendic-
ular orientation shows almost the opposite behavior. The most pronounced intensity
dependence is found for the longest pulse. Furthermore, the scaled yield increases for
low intensities as a function of intensity. As a consequence, the scaled yields for parallel
and perpendicular orientation first approach each other before they separate again for
even larger intensities.
Using the same fit function for scaling the D2 yields one notices that the yields for parallel
orientation are now almost flat (shortest pulse) or increase with intensity. Since the
vibrational density distribution of D2 is more localized around R0, one can conclude that
such higher ratio for H2 can be due to contributions to the ionization from either small
or large internuclear distances R. The comparison of the middle and the right panels
of Fig. 7.15 a shows that the effect stems from the enhanced ionization at R > 1.6 a0.
Also the scaled yields for perpendicular orientation or the atomic model potential show
a larger increase with intensity for D2 compared to H2, although this effect is a little bit
less pronounced. This indicates that the ionization yield of D2 possesses a slightly larger
slope than the one of H2, a rather unexpected (though small) isotope effect.
Finally, the ratio of the ionization yields for parallel to perpendicular orientation of
the molecular axis as a function of the peak intensity is also shown in Fig. 7.17. For
the 10-cycle pulse and H2 the ratio is about 2 for the peak intensity 2 × 1013W/cm2
and decreases smoothly to about 1.1 at 9 × 1013W/cm2, before it increases to 1.18 at
1.3 × 1014W/cm2. The occurrence of a minimum is due to the maximum found for
the scaled yield in the case of the perpendicular orientation, as was discussed in the
context of the inserts in the middle and right panels of Fig. 7.17. Increasing the pulse
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duration does not change the behavior in a qualitative fashion, but the ratio found at
small intensities decreases with increasing pulse length. At the same time, the increase at
the highest intensities is more pronounced, but this increase is smaller than the decrease
seen for the low intensities. In the case of the 40-cycle pulse the ratio starts at about 1.5,
decreases to almost 1.0 and increases to 1.26. The turning point shifts also to slightly
lower intensities for longer pulses. The intensity dependence of the ratios for D2 show a
similar behavior as was found for H2. However, at small intensities the ratio is clearly
smaller than for H2, i. e. the anisotropy of the ionization yield is less pronounced. For
high intensities the ratios found for H2 and D2 agree on the other hand almost perfectly
with each other. An isotope effect occurs thus only for low intensities.
The importance of the inclusion of nuclear motion is evident from the ratio of parallel to
perpendicular ionization yields obtained for a fixed internuclear separation (R = 1.4 a0)
that is also shown in Fig. 7.17. In the case of a 10-cycle pulse the ratio is also smooth,
but increases with intensity. The pronounced decrease found for the R-integrated ratio
at low intensities is thus completely absent. Interestingly, the agreement with the ratio
found for H2 is very good for high intensities for which also the H2 and D2 ratios agreed
well with each other. This indicates that for high intensities the ratio is less sensitive
to R. The reason is the less pronounced R dependence of the ionization yields for high
intensities that was found in general and discussed in the context of the weighted R-
dependent ionization yields in Figs. 7.13 to 7.15. One of the consequences of this reduced
R dependence was, e. g., that the maximum of the ionization yield was more or less found
for the R value at which the vibrational density had its maximum. For longer pulses
pronounced intensity-dependent maxima and minima become visible. As a consequence,
the ratio found for a single R value differs clearly from the R-integrated results. For
example, in the case of a 40-cycle pulse and R = 1.4 a0 the ratio decreases to about 0.5
at a laser peak intensity of 5 × 1013W/cm2 which means that perpendicular oriented
H2 ionizes much better than parallel oriented one. This is in complete contrast to the
R-integrated results for which the perpendicular orientation never ionizes faster than
parallel oriented molecules in the considered range of laser peak intensities.
7.5.6. Photoelectron energy spectra
The integration over internuclear separations can also be applied in order to obtain R-
independent photoelectron energy spectrum. Indeed, the R-dependent ionization yield
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(a) Peak intensity of 2× 1013W/cm2





















































(b) Peak intensity of 5× 1013W/cm2





















































(c) Peak intensity of 7× 1013W/cm2


























































(d) Peak intensity of 1.3× 1014W/cm2
Figure 7.18.: The interpolated photoelectron energy spectra (weighted with the probability
density of the ground vibrational state of H2) for parallel (left) and perpendicular (right)
orientations of an H2 molecule in the presence of 40-cycle cos2-shaped 400 nm laser pulses
with different peak intensities.
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is related to the R-dependent photoelectron spectrum, Pion(E,R, θ), as
Yion(R, θ) =
∫
dE Pion(E,R, θ). (7.19)
Substituting Eq. (7.19) into Eq. (7.16) and interchanging the order of integration, the





dE P (ν)ion (E, θ). (7.20)
Here, P (ν)ion (E, θ) is the R-independent photoelectron energy spectrum which is obtained
by integrating over the weighted R-dependent photoelectron energy spectra
P
(ν)
ion (E, θ) =
∫
dR Pion(E,R, θ) |φν(R)|2. (7.21)
In order to obtain the R-independent photoelectron energy spectrum, the weighted R-
dependent spectra [Pion(E,R, θ) |φ0(R)|2; only ν = 0 is used in the following] for all
25 values of the internuclear separation R are calculated using a dense energy grid.
Further, for every energy point, a spline interpolation over R is performed on the log
scale. Figure 7.18 presents such interpolated weighted spectra both for parallel and
perpendicular orientations of an H2 molecule for 40-cycle pulses with four different peak
intensities.
As is apparent from Fig. 7.18, the photoelectron spectrum for a given R exhibits pro-
nounced ATI peaks spaced by the photon energy (0.114 a. u.). The positions of the peaks
shift towards higher energies with increasing internuclear separation R as a consequence
of corresponding decrease of the molecular binding energy. The peaks are better re-
solved for lower peak intensities and become broader for higher intensities. The results
for parallel and perpendicular orientations are almost the same on the log scale, with
the only difference that the amplitudes of the peaks for the perpendicular orientation at
R > 1.7 a0 are smaller than for the parallel orientation.
Figure 7.19 a provides a more detailed comparison of the weighted R-dependent pho-
toelectron spectra for a perpendicular oriented H2 molecule exposed to a 40-cycle laser
pulse of a peak intensity of 2× 1013W/cm2. As discussed above, for this peak intensity
the R-dependent ionization yield comprises three pronounced peaks at R = 1.25, 1.4 and
1.55 a0. As is apparent from Fig. 7.19 a, the peaks for these internuclear separations
clearly dominate those obtained for the neighboring R. Therefore, one can expect that
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Figure 7.19.: Photoelectron energy spectra for an H2 molecule exposed to a 40-cycle cos2-
shaped 400 nm laser pulse with a peak intensity of 2 × 1013W/cm2. (a) The weighted
R-dependent spectra for the perpendicular orientation of H2 obtained for various fixed in-
ternuclear separations R. To guide the eye, the results for R = 1.25, 1.4 and 1.55 a0 are
presented in color, whereas the results for the other R values are plotted in black. (b) Com-
parison of the R-independent photoelectron spectra (integrated over R) for perpendicular
(black solid) and parallel (blue dashed) orientations of H2 molecule.
the R-independent photoelectron spectrum should exhibit peaks at the same photoelec-
tron energies, although the integration over R results in an almost complete smearing
out of spectral details. This expectation is confirmed in Fig. 7.19 b, where one can ob-
serve the maxima emerged at the expected positions due to the resonant ionization. In
fact, the R dependence of the weighted ionization yields is someway imprinted in the
R-independent photoelectron spectrum (compare to Fig. 7.13 b) due to the gradual de-
crease of the R-dependent ionization potential (Fig. 7.3). Besides, this decrease gives
rise to the same positions of the peaks at, for example, R = 1.1 a0 and R = 2.0 a0, as
can be seen in Fig. 7.19 a.
Figure 7.19 b provides also a comparison to the R-independent photoelectron spectrum
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obtained for the same pulse but a parallel oriented H2 molecule. Again, the main devia-
tion occurs due to different contributions coming from the larger internuclear separations
(e.g. in the ranges from 0 to 0.03 a.u. and from 0.1 to 0.15 a.u.) where the spectrum
for the parallel orientation is larger by more than a factor of 2. Note also a slight shift
towards smaller photoelectron energies compared to the perpendicular orientation which
can be observed for the maxima that result from the resonant ionization at R = 1.25 a0.
However, this shift should not change the total ionization yield. Therefore, the obtained
ratio (about 1.5, see Fig. 7.17 c) of the total ionization yields for the parallel to the
perpendicular orientation should arise solely from the higher ionization yields for the
parallel orientation at larger internuclear separations.
7.6. Investigation of two-center destructive interference.
As has been discussed in Sec. 5.4, MO-SFA-VG predicts a pronounced minimum to occur
at the photoelectron energy E ≈ π2/(2R2), if the ratio between the energy-resolved
electron spectra obtained for a parallel and a perpendicular orientation is considered.
This effect should be especially pronounced for larger internuclear separations R, since
at these distances the HOMO of H2 is extremely well described by two hydrogenic
1s orbitals. There are, in fact, two more reasons for choosing a larger R value. If
the predicted minimum lies at too high energies, rescattering that is not incorporated
in the first-order SFA theory could dominate and cover the interference phenomenon.
Furthermore, the energy-resolved spectra obtained from the TDSE calculation converge
more easily for lower energies, due to their fast exponential decay.
Therefore, two series of calculations have been performed, one for R = 3 a0 and the
second one for R = 4 a0. The basis set of type D has been used and the molecular
symmetries with Λ 6 Λmax = 9 have been included in the time propagation for the
perpendicular orientation. The pulse length of the 800 nm cos2-shaped laser pulse has
been fixed to 10 cycles (about 10 fs FWHM) in order to prevent possible reflections
from the box boundaries to alter the photoelectron energy spectrum for the energies
of interest4. Figure 7.20 shows the obtained results for two different values of the peak
intensity, 2×1013W/cm2 and 5×1013W/cm2. As can be seen, for all considered cases the
TDSE results disagree with the behavior predicted by MO-SFA-VG. In fact, the effect
is almost opposite. Indeed, at the energies E ≈ π2/(2R2) the ionization probability
4Note, the time propagation with the present basis set is substantially more expensive compared to
those performed in the previous chapters. Thus, a single time propagation for the perpendicular
orientation lasts 8-10 days and requires 25GB of memory
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Figure 7.20.: Photoelectron energy spectra for parallel (blue) and perpendicular (red) ori-
entations of an H2 molecule with fixed internuclear separations (a,c) R = 3 a0 and (b,d)
R = 4 a0 exposed to a 10-cycle laser pulse with the peak intensity (a,b) 2×1013 W/cm2 and
(c,d) 5×1013 W/cm2. The black dashed curves indicate the corresponding electron energies
E = π2/(2R2) where MO-SFA-VG predicts significantly smaller ionization probability for the
parallel orientation compared to the perpendicular orientation.
for the parallel orientation is clearly higher than for the perpendicular orientation. The
positions of the peaks for both orientations are different due to different polarizabilities
and the rather short pulse duration. Therefore, the ratios of parallel to perpendicular
photoelectron
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Figure 7.21.: Ratio of parallel to perpendicular energy-resolved electron spectra of H2
(R = 3.0 a0) for 10-cycle cos2-shaped 800 nm laser pulse and three different peak intensities.
The ratios predicted by MO-SFA-VG in Eq. 5.90 are also shown using circles. Black dashed
curve indicate the electron energy E = π2/(2R2).
spectra obtained from the TDSE results (Fig. 7.21) exhibit strong oscillations. Nev-
ertheless, the TDSE results indicate a rather universal overall behavior of the ratio
independent of the laser intensity. The ratio first clearly increases with increasing elec-
tron energy and remains on average above unity. The ratio predicted by MO-SFA-VG in
Eq. (5.90) is also almost intensity independent but its behavior is completely different.
Note, the approximate expression for the minimum of the ratio (E ≈ π2/(2R2)) predicts
a somewhat lower energy than the one that is obtained with Eq. (5.90). This is due to
the fact that the majority of photoelectrons are not ejected strictly parallel to the laser
polarization axis but with a small deflection.
Thus, the obtained TDSE results seem to indicate the failure of the simple interference
picture predicted by MO-SFA-VG. Therefore, it is certainly of interest to compare the
TDSE results with other molecular SFA models.

Conclusions and Outlook
In this thesis, the full-dimensional time-dependent Schrödinger equation describing a
two-electron diatomic molecule exposed to an ultrashort intense laser pulse is solved in
two steps. First, the stationary Schrödinger equation is numerically solved. Second,
the time-dependent wave function is expanded in terms of the obtained (in the first
step) field-free states and propagated in time. For solving the field-free problem a novel
molecular ab initio electronic-structure method has been developed and implemented.
The method employs the prolate spheroidal coordinate system, a B-spline basis set,
and a configuration-interaction approach. In contrast to a similar one-center approach,
the present method makes full use of the molecular symmetry and its applicability is
not limited to the case of small internuclear separations. Furthermore, the method was
extended for the numerical treatment of alkali dimers by means of a model potential.
The applicability of the developed electronic-structure method extends beyond the scope
of strong-field physics. For example, the calculated doubly-excited Q(2) states of H2
were successfully used for scattering calculations describing low-temperature collisions
between spin-polarized metastable hydrogen atoms.
This thesis presents the first results on the orientational dependence of intense-field
ionization of an H2 molecule. Results are obtained for both parallel and perpendicular
orientations of the molecular axis with respect to the laser field. An extensive systematic
numerical study has been performed for ultrashort 400 nm laser pulses. A key conclu-
sion of this study is the importance of consideration of the nuclear vibrational motion
for the interpretation of experiments. So far, it is taken into account by means of an
integration of the fixed-nuclei ionization yields multiplied with the corresponding vibra-
tional probability over the internuclear separation. Therefore, the full incorporation of
nuclear motion is an important direction for future developments. Besides, calculations
for arbitrary oriented H2 molecule are definitely of interest and will be performed in the
future.
Presently, the study is extended to longer wavelengths (especially the popular 800 nm of
the Ti:sapphire laser). These calculations demand more computer memory and compu-
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tational time. However, in view of existing experimental results and on-going research of
time-resolved imaging, the study of this regime is of a great importance. For relatively
long pulses and arbitrarily oriented H2 molecules such calculations require computer
resources that are provided nowadays only by supercomputers. However, in view of
the recent computer development, these requirements appear to be fulfilled for normal
workstations in the near future.
A direct comparison to experimental data requires a complete theoretical treatment of
all degrees of freedom and is at the same time hampered by experimentally enforced
averagings over, e.g., spatio-temporal pulse forms as well as uncertainties (exact pulse
shape, peak intensity, etc.). Therefore, the developed theoretical approach is of great
importance, since it allows a detailed test of other theoretical approaches and simpli-
fied models. The validity of the single-active-electron approximation, the molecular
Ammosov-Delone-Krainov tunneling model, and some versions of the molecular strong-
field approximation (MO-SFA) was investigated on the basis of a comparison with the
results yielded by the present method. A key result is that the calculated energy-resolved
spectra show no evidence of the simple interference pattern predicted by MO-SFA in
the velocity gauge. This finding is of great importance in view of the popularity of this
model for the interpretation of experimental results, e.g., for explaining the phenomenon
of suppressed ionization of molecules. Another interesting investigation to be done in the
future is a test of existing recollision models by means of calculating high-order harmonic
spectrum produced by the molecule exposed to a low-frequency laser pulse. All required
data (time-dependent wavefunctions and dipole moments) are already available.
The comparison with simplified models has led to an in-depth study of their formulations
and implementations. Undoubtedly, the most surprising finding was the significantly
different behavior of the length-gauge and velocity-gauge SFA ionization rates in the
low-frequency limit. It was shown that the velocity-gauge SFA ionization rate does not
converge to the tunneling limit for weak fields, if long-range Coulomb interactions are
present. The study of the length-gauge SFA has revealed an incorrect application of
the residue theorem within the so-called generalized Keldysh theory. This resolved the
corresponding puzzling discrepancies found in literature. Finally, a further interesting
finding was obtained in an investigation of the gauge problem within the SFA. Intro-
ducing the concepts of a generalized gauge and a generalized field-free Hamiltonian it
has been demonstrated that identical S-matrix expansions can be obtained in different




A. Quasi-classical action in the complex
plane
This appendix provides an outline of the derivations leading to the expressions used in
Secs. 5.2 and 5.3.
The quasi-classical action Sp(t) involved in the calculation of transition amplitudes in
the framework of the strong field approximation is given for the linear polarized harmonic












where Eb = κ2/2 is the binding energy of the initial bound state and π(t) is the me-
chanical (drift) momentum of the electron, π(t) = p− (F/ω) sinωt.





dt G(p, t) eiSp(t) (A.2)
where T = 2π/ω is the field period and the function G(p, t) depends on the gauge. [The
definition of G(p, t) in the length and velocity gauge can be inferred from Eqs. (5.54)
and (5.69), respectively.]
A.1. Integration in the complex plane
Since the function Sp(t) is a rapidly varying function of time t, it is useful to shift
the path of the integration over t in Eq. (A.2) into the complex plane by means of
the transformation t̃ = t + iε where ε is an infinitesimally small positive number. The
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Figure A.1.: (a) The path Cin of the contour integration for A(p). (b) The path Cu of
the contour integration for S(u).




dt into one on the closed contour Cin which encloses the interval (−1, 1)
(see Fig.A.1 a). Applying the same procedure to the integral contained in the function




du G̃(u) eiSp(u) (A.3)
where















Note, that usually (see, e.g., [138])
√
1− u2 is used in Eq. (A.4) instead of f(u). However,
the square root is defined in a standard way to possess a non-negative real part which




is introduced, which is analytical in the whole complex plane except its branch cut [−1, 1].
The path of integration Cu specifies the path around the branch cut (see Fig.A.1 b)
starting at v = iε and terminating at v = u. Since S(u) is a multivalued function, the
branch cut along the negative imaginary axis is selected.
Both Eqs. (A.2) and (A.3) can equivalently be used for performing a numerical integra-
tion to yield an exact result. However, the use of Eq. (A.3) provides more flexibility,
since the contour Cin can be deformed in a convenient way.
Due to the energy conservation law, one needs to calculate A(p) only for |p| = pN =√
2(Nω − Eb − Up), where N is the number of photons involved in the process and
Up = F 2/(4ω2) is the electron quiver (ponderomotive) energy due to the field. Then one
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N − z cos 2ωt′ + ξ sinωt′
]







4ω3 , ξ = −
p · F
ω2
= −pNF cos θpF
ω2
, (A.7)







N + z(2v2 − 1) + ξv
]
= ξ − iN ln[f(u) + iu]− zf(u)u− ξf(u).
(A.8)
In contrast to S(u), eiS(u) is a single-valued function and can be given as
eiS(u) = eiξ[f(u) + iu]Ne−zu[if(u)]−ξ[if(u)] . (A.9)
A.2. Saddle points
There exist two saddle points u± of S(u) in the complex plane u that are defined by
S′(u±) = 0. From Eq. (A.8) follows
4zu2± + 2ξu± + 2(N − z) = 4zu2± + 2ξu± + (p2N + κ2)/ω = 0 (A.10)







4z(p2N + κ2)/ω − ξ2
}




1 + q2N sin2 θpF , q‖ = qN cos θpF (A.12)
where γ = κω/F is the Keldysh parameter and qN = pN/κ is a scaled momentum.










Figure A.2.: Integration paths Cs and C±s passing through the steepest descent of
exp[iS(u)], where Cs passes through the the saddle point us and C+s (C−s ) passes slightly
above (below) us.
Using Eq. (A.12) the first derivative S′(u) can be expressed as
S′(u) = 2z (u− u+)(u− u−)
f(u) (A.13)








where the inverse field parameter τ = κ3/F = 4zγ3 is introduced.
A.3. Contours through steepest descent
We introduce the straight contours Cs (C±s ) that go through (slightly above or below)
the saddle point us (the index s = ± specifies one of the two saddle points). They are
given parametrically as
u(x,Qs) = us + (x+ ikε)Qs, −∞ < x <∞, ε→ 0+ (A.15)
starting at x→ −∞, where k = ±1 for the contours C±s and k = 0 for Cs. The contours
are schematically presented in Fig. A.2. The values of Q± are chosen in such a way that









= Qeiϑ± . (A.16)
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tan 4ϑ± = ∓
2ρq‖
γ−2 + ρ2 − q2‖







where R(u) = S(u) − S(us) − (1/2)S′′(us)(u − us)2, one obtains for u given by the
function u(x,Qs) in Eq. (A.15)
eiS(u) = eiS(us)e−x2−2ikε+k2ε2eiR(u) . (A.20)
Performing a Taylor expansion of the function R(u) at u = us yields
eiR(u) = 1 + iS
′′′(us)
6 (u− us)
3 + . . . (A.21)
A.4. Power series expansions at infinity












The second term on the right-hand side of Eq. (A.9) can be expanded as










4n(N + 2n) (A.23)
whereas the third term on the right-hand side of Eq. (A.9) can be separated into two
parts using the identities
1







2 − iuf(u) (A.24)
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2nn(n− 2k − 1)! (A.28)
where c0(z) = d0(ξ) = 1.
Note, that the behavior of eiS(u) at infinity is determined by the term e−zu2 . Since z > 0
and u2 = (Reu)2 − (Im u)2 + 2i(Reu)(Im u) one finds for u→∞
eiS(u) →
0 for |Reu| > |Im u|∞ for |Reu| < |Im u| (A.29)
where eiS(u) grows (vanishes) exponentially.





= | tanϑ±| < 1 , (A.30)
where the inequality (A.18) has been used.
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Using Eq. (A.32) one can calculate the residue of G̃(u)eiS(u) at infinity. Since infinity is








A.5. Function L in the quasistatic limit
The function L(p) which is defined as





can simply be expressed for p = pN p̂ using the generalized Bessel functions (we use for
them Reiss’ definition [117] which differs slightly from the one of Faisal [147]) as
L(pN p̂) = (−i)NeξiJN (ξ,−z/2) (A.35)
In the high-frequency and low-intensity regime the generalized Bessel functions can be
very efficiently calculated using an expansion over products of ordinary Bessel functions,




where only a few terms are required to yield high accuracy.
It is convenient to describe the quasistatic limit ω → 0 as γ → 0 by rewriting all




, z = τ4γ3 , N0 =
τ
4γ3 (1 + 2γ
2) (A.37)
where ζ = −p̂ · F̂. Since the numerical values of qN and ζ are usually of the order of one,
both arguments and the index of the generalized Bessel function in Eq. (A.35) tends to
infinity. In this case it is very problematic to use Eq. (A.36) in numerical calculations,
since very many terms are required and their amplitudes are much larger than the final
result. This can lead to large cancellation errors. A very efficient way for the numerical
computation of L(pN p̂) is possible by means of performing the integration through the
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saddle points, as will be discussed in the following paragraph.






Deforming the contour Cin to pass along the contour C− in positive direction, along C+
in negative direction (see Sec. A.3 for the definitions of C±), and connecting the ends of
these contours at infinity one obtains
L = L+ − L− (A.39)




Q±F(u± +Q±x)dx . (A.40)
It is sufficient to calculate only L+. Indeed, using
f(u∗) = −f∗(u), Q∗± = Q∓, (A.41)
eiS(u






L− = −(−1)N exp [2ξi]L∗+ . (A.43)
Substituting Eq. (A.43) into Eq. (A.39) yields
L = L+ + (−1)N exp [2ξi]L∗+ . (A.44)
Introducing the absolute value L and the argument Ω of L+ we obtain for the generalized
Bessel function
JN (ξ,−z/2) = 2L cos(ξ − Ω−Nπ/2) (A.45)
and
|L|2 = 2L2 [1 + cos(2ξ − 2Ω−Nπ)] . (A.46)
It follows from Eq. (A.11) that u+ → 0 in the limit γ → 0. The function f(u) is then
nearly 1 in the interval (0, u+) and S(u+) can be calculated using the Taylor expansion
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of f−1(u) at u = 0 for Im(u) > 0,




8 + . . . (A.47)







where χ = −qNζ/ρ.
Performing the Taylor expansion of S(u) at u = u+ gives

















has been used. Due to the smallness of Q+, the function eiS(u) decays quickly in the
vicinity of u+. Since the expansions (A.49) and (A.47) are expected to be valid in this
region, the integrand of L+ can be rewritten as
























Integration over x yields for the absolute value L and the argument Ω of L+












where Kν is the modified Bessel function of the second kind of order ν.

B. Method of steepest descent




du G̃(u) eiS(u) (B.1)
where C is one of the contours discussed in Sec. A.3. However, the approach called
method of steepest descent (MSD) (or saddle point approximation) can be employed to
approximate them.
B.1. Simple MSD formula
If the function G̃(u) has no singularity at a saddle point us (see Sec. A.2), the integrals
over Cs, C±s are equal and thus only integral over Cs (i.e. Is) needs to be discussed. The
vicinity of us is expected to give the main contribution to the integral. Besides, it is
assumed that the functions G̃(u) and R(u) (see Eq. A.19) are slowly varying functions







πQs G̃(us) eiS(us) (B.2)
However, if the function G̃(u) has a pole of order ν at us,
G̃(u) = gs(u)(u− us)ν
, (B.3)
the integration cannot be performed over Cs, and the integrals over C±s , I±s , should give
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follows. Similar to the previous case, the vicinity of us is assumed to give the main
contribution to the integral. However, the function G̃(u) cannot be seen as slowly varying
function in the vicinity of us. Instead, the functions gs(u) and R(u) are assumed to be


















The integration over x and η yields
I±s ≈ I±s,MSD = gs(us)Ī
±




Therefore, MSD predicts I+s and I−s to be equal for even ν and to differ only by the sign
for odd ν. For ν = 0 Eq. (B.7) reduces to Eq. (B.2).
B.2. Corrected MSD formula
The result of Eq. (B.7) can often be significantly improved by taking into account the
behavior of the functions gs(u) and R(u) in the vicinity of us. Performing a Taylor




g(m)s (u− us)m, (B.8)
and using Eq. (A.21), one can represent the function G̃(u)eiR(u) in the vicinity of us by
a sum over terms containing different non-positive powers of (u− us),
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s (ν−m− 3) (B.10)
is obtained as approximation for I±s .

C. Hydrogenlike atom
Consider some properties of hydrogenlike atom with potential U(r) = Z/r, where Z is
the charge of the nucleus.
C.1. Function Ṽ0(u) for the ns states














where Cnk are binomial coefficients and κ = Z/n. Using the identity ∇qf(q2) =


































F · q = −Fκ2 [P
−1
+ (u) + P−1− (u)],
κ2
q2 + κ2 = P+(u)P−(u)
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D(k)n Gk, Gk = P k−1+ P k− + P k+P k−1− . (C.6)
Here u± are the points defined in Eq. (A.11). It is evident from Eqs. (C.5) and (C.6)









(−1)mCk+m−1m Rk+m± P−m∓ (u), (C.8)





















Q(k)m = (−1)m{Ck+m−2m − Ck+m−2m−1 }, Q
(k)
0 = 1. (C.11)
Then the function g±(u) = Ṽ0(u)(u− u±)n+2 that has no poles at u± can be expanded






± (u− u±)m, (C.12)
where at u = u± one obtains
g±(u±) = M (n,n+2)± = −(±2)n−1




An expansion of Ṽ0(u) at u→∞ can be obtained using the identities
R−(P+P−) = P+ − P−, (P+P−)Tk = R−Tk+1 −R−(P+P−)Tk−1 (C.14)
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where











Indeed, it is sufficient to represent Gk as an expansion over {Tp}. From Eq. (C.14) one
obtains
G3 = R2−T3 −R3−T2, G4 = R3−T4 − 2R4−T3 + 2R5−T2 (C.16)
and the further terms are obtained using Gk+1 = (P+P−)Gk and the identity which


























where the terms for m < 5 are all equal to zero.
C.2. Functions B(ρ) for different states with n 6 3
The function














(1 + χ2)n = π
(2n− 3)!!
(2n− 2)!! (C.20)
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Φ̃(ρ, χ) = 2
7π2
κ3ρ8(1 + χ2)4 . (C.22)
Substitution of Eq. (C.22) into Eq. (C.19) and integration over χ yields B1S0 = 1. The
other functions B(ρ) for all hydrogenic states with principal quantum number n ≤ 3
(note, for hydrogenlike atoms function B is independent of κ) read
B2S0(ρ) = 4− 12ρ−2 + 10ρ−4
B2P0(ρ) = 2ρ−2
B2P1(ρ) = 5ρ−2 − 5ρ−4
B3S0(ρ) = 9− 72ρ−2 + 220ρ−4 − 280ρ−6 + 126ρ−8
B3P0(ρ) = 12ρ−2 − 30ρ−4 + 21ρ−6
B3P1(ρ) = 30ρ−2 − 135ρ−4 +
399
2 ρ





−4 − 492 ρ










−4 − 1894 ρ
−6 + 1898 ρ
−8 .
D. Theoretical description of a laser pulse
D.1. Physical conditions
The exact form of experimentally realized ultrashort intense laser pulses is unknown.
In theoretical studies one usually adopts a simple model of the pulse. It is, however,
important to select a pulse model such that it does not lead to unphysical results.
Realistic laser pulses always satisfy two principle conditions. The first is
F(−∞) = F(∞) = 0 . (D.1)
The second is the so-called zero-net-force condition∫ ∞
−∞
dtF(t) = 0 (D.2)
which is equivalent to A(−∞) = A(∞).
D.2. Various pulse specifications
In order to specify the pulse, two different concepts are used. Within the first concept
the pulse envelope is defined via the vector potential A(t),
A(t) = Apeak fenv(t) sin(ωt+ φ) [A-based pulse] (D.3)
whereas within the second concept the pulse envelope is defined via the electric field
F (t),
F (t) = Fpeak fenv(t) cos(ωt+ φ) [F-based pulse] (D.4)
Here, ω is the carrier frequency, φ is the carrier-envelope phase (CEP), and Apeak (Fpeak)
is the peak amplitude of the vector potential (electric field). The envelope function
219
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for ti 6 t < 0,






for Tflat < t 6 tf .
(D.5)
where the duration of the flat part of the pulse Tflat can also be equal to 0. The function
genv(x) specifies the shape of the pulse edge (ascent and descent) and the parameter
tsc specifies the duration of the pulse (its detailed meaning depends on the used edge
shape). The following edge shapes have been implemented:
Linear: genv(x) = gL(x) = 1− x, tsc = Tedge (D.6)
Parabolic: genv(x) = gP(x) = 1− x2, tsc = Tedge (D.7)
cos2: genv(x) = gC(x) = (cosx)2, tsc = (2/π)Tedge (D.8)
Gaussian: genv(x) = gG(x) = exp(−x2), tsc = TFWHM/
√
2 ln 2 (D.9)





Whereas the first three shapes represent finite pulses and their duration can be specified
using the duration Tedge of the edge part of the pulse (ascend or descent) as ti = −Tedge
and tf = Tflat + Tedge, Gaussian and sech shapes represent infinite pulses and to specify
their duration one uses either the full-width-at-half-maximum duration TFWHM (espe-
cially for Gaussian shape) or just the time-parameter τ (for sech shape). This makes
the comparison of results obtained with different edge shapes difficult. However, there
exist a unique and physically motivated way to specify the duration based on the fact
that usually most of the effect of the laser pulse comes from the top part of the pulse
(i.e. where x ≈ 1). For such x all shapes (except the linear one) satisfy genv(x) ≈ 1−x2.
Therefore, pulses with different edge shapes and the same tsc will have a nearly identical
top part, as shown in Fig. D.1. Since cos2 pulses are popular, it is convenient to specify
the duration of pulses with other shapes using the one with cos2. For example, 2N -cycle
cos2 pulses (without the flat part) possess Tedge = 2πN/ω and they are identical (in
the sense discussed above) to parabolic pulses with Tedge = 4N/ω, Gaussian pulses with
TFWHM = 4
√
2 ln 2N/ω and sech pulses with τ = 4N/(
√
2ω). For the sake of simplic-
ity, in the present work such pulses are referred to as 2N -cycle parabolic, Gaussian or
sech pulses. Similarly, N -M -N -cycle pulses are the same as the previous ones but with
Tflat = 2πM/ω.
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Figure D.1.: Electric field as a function of time for different pulse shapes with the same
tsc = 8.494 fs, peak intensity Ipeak = 1014 W/cm2, and wavelength λ = 800 nm. The
cos2 pulse (CF514a) has a real duration of 10 cycles, while the two infinite pulses can for
simplicity be referred to as (approximate) 10-cycle Gaussian (GF514a) and 10-cycle sech
(SF514a) pulses.
The peak intensity Ipeak is defined as the intensity of the harmonic electromagnetic
plane wave with the amplitude Fpeak (Apeak) of the electric field (vector potential),
that fulfills Ipeak = F 2peak = ω2A2peak (in atomic units with the atomic unit of intensity
I0 = 3.509 · 1016 W/cm2). It should, however, be noted that Ipeak can differ for very
short pulses from the real maximum of intensity (see [6] for a discussion on the definition
of the intensity of few-cycle pulses). The definitions (D.3) and (D.4) are chosen such
that the value Ipeak should be the closest to the real maximum of the intensity for the
CEP φ equal to 0. Note, the last condition is fulfilled for all laser pulses used in the
present work.
D.3. Pulse acronyms
For a convenient data processing (storage of results in a database, data selection from
the database) pulse acronyms were introduced, which make it possible to specify the
whole pulse characteristics using only a few letters. The following scheme is used in the
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developed code. The pulse acronym consists of 6 (or 7) characters:
• The first character specifies the shape of the pulse edge and whether the pulse is
defined according to Eq. (D.3) or Eq. (D.4). A-based pulses are specified by a
capital letter, e.g. C stands for cos2 shape, G stands for Gaussian shape, and S
stands for sech pulse, whereas F-based pulses are specified by the same but small
letter.
• The second character specifies the carrier-envelope frequency ω. For example, the
frequency of a Ti:Sapphire laser and its harmonics is specified by F (λ = 800 nm),
C (400 nm), and A (200 nm), whereas the frequency of a Nd:YAG laser and its
harmonics is specified by G (1064 nm), D (532 nm), and B (266 nm).
• The third character specifies the edge duration, i.e. the duration of ascending
(descending) part of the pulse. For example, the digit N = 1..9 stands for an
N -cycle ascent and an N -cycle descent (in the sense discussed above).
• The middle character specifies the duration of the flat part of the pulse, e.g., the
digit M = 1..9 stands for a flat part consisting of M cycles. For pulses without
flat part this character is absent.
• The following two characters specify the peak intensity of the pulse. If both are
digits, then the peak intensity is given by Ipeak = x · 1010+y W/cm2, where x (y)
denotes the first (second) character of the pair.
• The last character specifies the CEP, the most common cases are a (φ = 0) and b
(φ = π/2).
For example, the pulse acronym CG453a (see Fig. D.2) stands for an 8-cycle 1064 nm
laser pulse defined by Eq. (D.3) with the peak intensity Ipeak = 5 · 1013 W/cm2, carrier-
envelope phase φ = 0 and an envelope function that has a 4-cycle ascent and 4-cycle
descent, both of cos2 shape. The pulse acronym CG4753a stands for a 15-cycle pulse
which is identical to the previous one but possesses additionally a flat part with a dura-
tion of 7 cycles.
D.4. Fourier transform of the pulse
The knowledge about the Fourier transform of a pulse is important for understanding
certain features of the final result, e.g., details in the ATI spectrum. Applying the
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Figure D.2.: Electric field and intensity as a function of time for CG453a (red thick line)
and CG4753a (blue thin line) pulses.
Fourier transform to Eqs. (D.3) and (D.4) one obtains
A(ω̄) = Apeak
[
f+env(ω̄) sinφ+ if−env(ω̄) cosφ
]
[A-based] (D.11)
F (ω̄) = −Fpeak (ω̄/ω)
[
f−env(ω̄) cosφ− if+env(ω̄) sinφ
]
[A-based] (D.12)
F (ω̄) = Fpeak
[





fenv(ω̄ − ω)± fenv(ω̄ + ω)





dt fenv(t) eiω̄t . (D.14)
For example, within the first-order PT the transition probability from a ground state
with energy E0 to a continuum state with energy E is equal to
P (E) = 2π|D(E)|2|F (E − E0)|2ρ(E) . (D.15)
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can be obtained for each of the used edge shapes. The value of the parameter xenv =
Tedge/tsc for ideal pulses is given by
xL = xP = 1, xC = π/2, xG = xS =∞ . (D.18)
However, in numerical computations xenv is typically fixed to some finite value.
Consider now transitions to continuum states with energy E = E0 + ω + δE, where δE
is small. Then the identity
f±env(ω + δE) = [fenv(δE)± fenv(2ω + δE)]/2 ≈ fenv(δE)/2, (D.19)
is valid which leads to


















depends only on two parameters, k = δE tsc and q = Tflat/(2tsc). For k ≈ 0 the right
part of Eq. (D.20) reduces to F 2peakT 2eff/(2π), where Teff = γenvtsc + Tflat/2 and
γL =
1
2 , γP =
2
3 , γC =
π
4 , γG =
√
π






In the case Tflat = 0, the function |F (ω+ δE)|2 is proportional to the function Wenv(k, 0)
whose dependence on the envelope of the pulse is presented in Fig. D.3. The key fea-
ture is that even for the same tsc the height (γ2env) and width of the peak differs for
different envelope functions. The sech-shaped pulse gives the highest and narrowest
peak, while the parabolic pulse leads to the lowest and widest peak. Another impor-
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Figure D.3.: Function Wenv(k, 0) for different pulse shapes plotted on a linear (a) and
logarithmic (b) scale.













0 q = 0.4
q = 0.2
q = 0
















Figure D.4.: (a) Function WG(k, q) for different values of q. (b) Function W ′G(k′, q′) for
different values of q′.
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tant feature is that for finite pulses additional subpeak structures appear with peaks at
|δE| tsc = 4.73, 6.81, . . . for the cos2 pulse and |δE| tsc = 5.75, 9.11, . . . for the parabolic
pulse. Similar subpeak structures appear also for infinite pulses in the case Tflat 6= 0.
Figure D.4a demonstrates this effect for a Gaussian pulse. With an increase of Tflat (and,
therefore, q) the subpeaks become more and more pronounced.
Although the scaled variable k is useful to discuss the form of the peaks for the same
tsc, to discuss the form of peaks with the same height it is convenient to introduce
k′ = δE Teff and q′ = Tflat/(2Teff). The dependence on Tflat for fixed Teff can thus
be studied by varying the parameter q′ in the interval between 0 (no flat part) and 1
(Tflat  tsc). For this purpose, Eq. (D.20) can be rewritten in the form

























The function W ′env(k′, q′) is shown in Fig. D.4 b for a Gaussian pulse and different values





CI Configuration Interaction (method)
DFT Density Functional Theory
IMST Intense-field Many-body S-matrix Theory
FWHM Full Width at Half Maximum
GKT Generalized Keldysh Theory
HOMO Highest Occupied Molecular Orbital
KFR Keldysh-Faisal-Reiss (approximation)
LAPACK Linear Algebra PACKage
LOPT Lowest-Order Perturbation Theory
MSD Method of Steepest Descent




REMPI Resonant Enhanced MultiPhoton Ionization
SAE Single-Active Electron (approximation)
SFA Strong Field Approximation
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