In this paper we solve a long standing open problem for Random Schrödinger operators on L 2 (R d ) with i.i.d single site random potentials. We show that the Density of States (DOS) is m times differentiable in the part of the spectrum where exponential localization is valid, if the single site distribution has compact support and has Hölder continuous m + 1 st derivative. The required Hölder continuity depends on the fractional moment bounds satisfied by appropriate operator kernels. Our proofs extend to the case of Anderson type models on ℓ 2 (G), G a countable set. 
Introduction
In the study of the discrete random operators and Random Schrödinger operators in dimension larger than one, modulus of continuity of the Integrated Density of States (IDS) is well understood, see [33] for a comprehensive review). In contrast there are very few results, especially in dimension bigger than one, on further smoothness of the IDS, even when the single site distribution is assumed to have more smoothness, except for the case of the Anderson model itself at high disorder, (see for example [8, 36, 45] ).
In this paper we will show, in Theorems 3. 4 and 4.4 , that the IDS is almost as smooth as the single site distribution for a large class of continuous and discrete random operators namely,
on L 2 (R d ) and h ω = h 0 + n∈G ω n P n (1.2) {disc} {disc} on a separable Hilbert space H , with G a countable set. The h 0 is a bounded self-adjoint operator and the P n s have finite rank. We specify the conditions on H 0 , h 0 , u n , P n and ω n in the following sections. The IDS, denoted N (E), exists as the limit of distribution functions of a sequence of random atomic measures. The proof of the existence of N (E) for various models of random operators has a long history. These results are well documented in the books of Carmona-Lacroix [10] , Figotin-Pastur [42] , Cycon-Froese-Kirsch-Simon [17] , Kirsch [32] and the reviews of Kirsch-Metzger [33] and Veselić [51] and in a review for stochastic Jacobi matrices by Simon [44] . In terms of the projection valued spectral measures E H ω , E h ω , the function N (E) is defined for the model (1.1) as
and for the model (1.2) as 1 tr(P 0 )
E tr P 0 E h ω ((−∞
]) .
This abuse of notation will not cause confusion as the contexts are clearly separated to different sections. The first of these expressions for the IDS is often called the Pastur-Shubin trace formula.
To our knowledge all the results known to date on smoothness of N (E), beyond Lipschitz continuity given by the Wegner estimate [53] , are valid only in the region of pure point spectrum for any dimension, except for the case of the Lloyd model, where there is an exact expression for the IDS for any disorder.
In the case of the model (1.1) in dimensions d ≥ 2, there are no results in the literature on the smoothness of N (E), our results are the first to show even continuity of the density of states (DOS). The results of Bovier-Campanino-Klein-Perez in [8] are quite strong for the Anderson model at large disorder and it is not clear that their proof using supersymmetry extends to other discrete random operators.
In the one dimensional Anderson model Simon-Taylor [45] showed that N (E) is C ∞ , when the single site distribution (SSD) is compactly supported and Hölder continuous. Subsequently Campanino-Klein [9] proved that N (E) has the same degree of smoothness as the SSD. In the one dimensional strip smoothness results were shown by Speis [48, 47] , Klein-Speis [36, 35] , Klein-LaCroix-Speis [34] , Glaffig [29] . For some non-stationary random potentials on the lattice, Krishna [38] proved regularity for an averaged total spectral measure.
There are several results showing N (E) is analytic on ℓ 2 (Z d ). Constantinescu -Fröhlich-Spencer [15] showed analyticity of N (E) when SSD is analytic. The result of Carmona [10, Corollary VI.3.2] ) improved the condition on SSD to requiring fast exponential decay to get analyticity. In the case of the Anderson model over ℓ 2 (Z d ) at large disorder the results of Bovier-Campanino-Klein-Perez [8] give smoothness of N (E) when the Fourier transform h(t) of the SSD is C ∞ and the derivatives decay like 1/t α for some α > 1 at infinity. They also give variants of these, in particular if the SSD is C n+d then N (E) is C n under mild conditions on its decay at ∞. They also obtain some analyticity results. Acosta-Klein [1] show that N (E) is analytic on the Bethe lattice for SSD close to the Cauchy distribution. While all these results are valid in the entire spectrum, Kaminaga-Krishna-Nakamura [31] showed local analyticity of N (E) when the SSD has an analytic component in an interval allowing for singular parts elsewhere, in particular for the uniform distribution. Analyticity results were obtained by March-Sznitman [41] similar to those of Campanino-Klein [9] . In the case of random band matrices, with the random variables following a Gaussian distribution, Disertori-Lager [24] , Disertori [22, 21] , DisertoriPinson-Spencer [23] have smoothness results for an appropriately defined density of states. Recently Chulaevsky [52] proved infinite smoothness for non-local random interactions.
For the one dimensional ergodic random operators IDS was shown to be log Hölder continuous by Craig-Simon [16] . There are numerous results giving the modulus of continuity of N (E), one of which is the Wegner [53] estimate, for independent random potential, showing its Lipschitz continuity. Combes-Hislop-Klopp in [13] showed that for Random Scrödinger operators with independent random potentials, the modulus of continuity of N (E) is the same as that of the SSD. For non i.i.d potentials in higher dimensions there are some results on modulus of continuity for example that of Schlag [43] showing and by Bourgain-Klein [7] who show log Hölder continuity for the distribution functions of outer measures for a large class of random and non-random Schrödinger operators. We refer to these papers for more recent results on the continuity of N (E) not given in the books cited earlier.
One of us Krishna [38] showed smoothness for a non-stationary model in one dimension and noticed that there was a natural limitation on the decay rate required by the method of proof which implied smoothness for energies in the pure point spectrum. This raises an interesting question as to whether the IDS is arbitrarily smooth through the mobility edge even if the single site distribution is infinitely smooth.
The idea of proof of the our Theorems is the following. Suppose we have a self-adjoint matrix A ω of size N with i.i.d real valued random variables {ω 1 , . . . , ω N } on the diagonal with each ω j following the distribution ρ(x)dx. Then the average of the matrix elements of the resolvent of A ω are given by
Then we see that the resolvent kernel, as a function of ω k , z has the form
and an integration by parts gives
establishing the relation between derivative of f with the derivative of ρ, when the boundary terms vanish. Since the right hand side is the Borel-Stieltjes transform of a, possibly signed, measure, we can take non-tangential limits to get the boundary values. Since we are dealing with a random matrix with independent diagonal entries, taking average involves a product measure, which is a finite product, so taking derivatives of the product measure does not pose a problem. However if we were to replace A ω by an infinite dimensional operator we would encounter the problem of having an infinite sum of derivatives when we attempt the integration by parts. This is an important difficulty that needs to be solved.
One of the interesting aspects of the operator we are dealing with is that there is a sequence of finite rank operators (denoted by A ω k ) which converges to A ω in strong resolvent sense. Hence we can write the limit as a telescoping sum, namely,
Since the operators appearing in the summands are all finite rank the above mentioned integration by parts for derivatives works. Then, most of the work in the proof is to show that
is summable in k. This is the part where we use the fact that we are working in the localized regime, where it is possible to show that they are exponentially small in k.
For the discrete case the procedure is relatively straight forward and there are no major technical difficulties to overcome, but in the continuous case, the infinite rank perturbations pose a problem, since the BoreStieltjes transform of the average spectral measures do not converge. We overcome this problem by renormalizing this transform appropriately. For our estimates to work, we have to use fractional moment bounds and also uniform bounds on the integrals of resolvents. Both of these are achieved because we have dissipative operators (up to a constant) whose resolvents can be written in terms of integrals of contraction semigroups.
As stated above, our proof is in the localized regime. The tight binding model was formulated by Anderson [5] who argued that there is no diffusion in these models and in the one dimensional systems it was shown rigorously by Goldsheid-Molčanov-Pastur [30] for random Schrödinger operators and by for the tight binding model. For higher dimensional Anderson model the localization was proved simultaneously by Fröhlich-Martinelli-Scoppola-Spencer [25] , Simon-Wolff [46] , Delyon-Lévy-Souillard [19] based on exponential decay shown by Fröhlich-Spencer [26] who introduced a tool called multi scale analysis in the discrete case. A simpler proof based on exponential decay of fractional moments was later given by Aizenman-Molchanov [4] . There are numerous improvements and extensions of localization results beyond these papers.
In the case of continuous models, Combes-Hislop [13, 11] , Klopp [37] , Germinet-Klein [27] , Combes-Hislop-Tip [14] , Bourgain-Kenig [6] and Germinet-De Bievre [28] provided proof of localization for different types of models. The fractional moment method was first extended to continuous case in Aizenman-Elgart-Noboko-Shenker-Stolz in [3] and later improved by De Monvel-Naboko-Stollmann-Stolz [18] .
We refer to Stollmann [49] for the numerous advances that followed on localization.
The rest of the article is divided into three parts. Section 2 has all the preliminary results, which will be used significantly for both the discrete and the continuous case. Section 3 will deal with the discrete case, where we use a method of proof which will be reused for the continuous case. The main result of Section 3 is Theorem 3.4 which in the case of Anderson tight binding model would prove the regularity of density of states. Finally in Section 4 we will deal with the random Schrödinger operators and the main result there is Theorem 4.4.
Some Preliminary Results
The main result of this section is Theorem 2.1, which for functions can be stated as
for certain family of f . For operators, we need more work and need more uniformity for f . Let A, B be self-adjoint operators and F 1 , F 2 be bounded non-negative operators on a separable Hilbert space H . For X ∈ {A, B}, z ∈ C + , set, R(X, x, y, z) = (X + xF 1 + yF 2 − z)
for the following Theorem. For the rest of the paper by a smooth indicator function on an interval (a, b) we mean a smooth function which is one in 
2. Specializing to the case when
Remark 2.2. The integral appearing in (2.1)) and (2.2) are viewed as operators in the sense of direct integrals (see [55, Theorem XIII.85] ). This is the case because
Hence all the integrals over this operator valued function, that appear in the proof, are well-defined in the sense of direct integral representation.
Proof. We define
Then, we have the equality,
Using the resolvent equation, we have, with
which can be re-written as (using the notationÃ t = A t +
(I is the identity operator on the range of √ F ) Similar relations hold for B and B t ,B t are defined by replacing B with A in the above relations. We setR
Then using the above equality we get the relation,
2 . SinceR t X,z , X = A, B are operator valued Herglotz functions, their imaginary part is a positive operator for ℑ(z) > 0. Hence ι γI +R t X,z , X = A, B generate strongly continuous one parameter semi-groups, and we can apply the Lemma A.3 for the γ integral, and then the do the η integral to get 
The assumption we made on the supports of ρ 1 , ρ 2 implies that −
Thus for fixed t, η, the function ψ t,η (γ) is of compact support and has a τ -Hölder continuous derivative as a function of γ, for the τ stated as in the Theorem. Also, the derivative of ψ t,η is uniformly τ -Hölder continuous and the constant is bounded uniformly in t, η, which follows from the support properties of ψ t,η and the bounds on t, η. Therefore, if we write ψ t,η as the Fourier transform of ψ t,η , standard Fourier analysis gives the bound,
for someC independent of t, η. Again using the bounds on t, η and γ, we see that For small |w|, the w integral is bounded uniformly in t, η, by the L ∞ norm of ρ 1 and ρ 2 and hence theC is independent t, η for all w.
On other hand using the Lemma A.2, we have
By choosing s < τ /2 and using above bounds in (2.3) we have
The integral we started with is independent of t so we can integrate it with respect to the Lebesgue measure on an interval of length one. This integration yields the inequality,
Notice thatR t X,z is defined as
hence by change of variablex 1 = t + η andx 2 = t − η and increasing the range of integration, we have
We note that A +x 1 F 1 +x 2 F 2 is same as A + x 1 F 1 + x 2 F 2 except that the distribution of the random variables x 1 , x 2 are changed.
We will need the exponential decay bounds of definition 4.2, when for finitely many n ∈ Λ, ω n have a distribution different from ρ(x)dx. The following replacement Lemma is proved to achieve this.
{lem:expDecayEst}
Lemma 2.1 (Replacement Lemma). Let H 0 be a self adjoint operator on a separable Hilbert space H and
with u n non-negative operators such that n u n = I and {ω n } n are i.i.d random variables distributed by ρ(x)dx for a compactly supported probability distribution ρ. For a set S ⊂ S of cardinality m, define
Suppose each λ n is distributed by ρ n (x)dx, for n ∈ S, where ρ n are compact supported. If, for a metric d :
∀x, y ∈ S,
where C 1 > 0 depends only on C, ξ, {ρ n } n , ρ.
Proof. The proof is though induction and we only need to consider single perturbation. For n ∈ S define
Thus in the operator H ω , we replace the potential at the site n having distribution ρ(x)dx with the one having distribution ρ n (x)dx to get H ω|λ . Considering the operators
and using the resolvent equation, we get
, A norm estimate of the above equality gives the bound,
where D ρ,ρn denotes the diameter of supp(ρ) ∪ supp(ρ n ). Hence taking expectations and using Cauchy-Schwartz inequality gives (x,y) , and the last term
is uniformly bounded by assumption, so we get
This proves the Lemma for one replacement and the Lemma for any finitely many replacements follows by induction. We used in the above proof, the unstated fact that if the bounds in the assumption of the Lemma are valid for some s = s 0 , then they are valid for all 0 < s < s 0 , by an application of Hölder's inequality with a possible change in constants and where relevant, we gave the constants in question explicitly.
The Discrete case
Let (G, d) be a metric space with G countable and let H be a complex separable Hilbert space equipped with a countable family {P n } n∈G of finite rank orthogonal projections such that n∈G P n = Id, with the maximum rank of P n being finite. The set G is assumed to have an enumeration G = {x n : n ∈ N} satisfying the following. Denote
Given this model, let h 0 denote a bounded self-adjoint operator H and consider the random operator
2) {eq:randOp} {eq:randOp} where {ω n } n are i.i.d real random variables with absolutely continuous distribution having density ρ. Given a finite subset Λ ⊂ G, we will denote P Λ = n∈Λ P n , H Λ = P Λ H and
3) {eq:cutOffRandOp} {eq:cutOffRandOp} denotes the restriction of h ω to H Λ .
{hyp:expLocHyp} Definition 3.1. The compact interval J ⊂ R is said to be in region of localization for h ω with localization length 1 ξ and exponent 0 < s < 1 if there exists C, M, ξ > 0 such that We note that for a large class of h ω , where the norms of P n h 0 P k satisfy a summability condition and when the disorder is introduced through a coupling constant, the hypotheses 3.1 and 3.2 are valid. The proof essentially follows from Aizenman-Molchanov [4] or Aizenman [2] .
Henceforth let E A (·) denote the projection valued spectral measure of a self-adjoint operators A.
{lem:disCaseFinReg1}
Lemma 3.1. On a separable Hilbert space H , consider a family of random operator h ω given by (3.2). Suppose the density ρ ∈ C m c ((0, ∞)). If Λ ⊂ G of finite cardinality, then the function
(3.5) {eq:finiteIDS} {eq:finiteIDS} Remark 3.3. The above Lemma as stated is valid for any random matrices of the form (3.3) and the h ω Λ need not be a restriction of an infinite dimensional operator.
Proof. Since the cardinality of Λ is finite, the measurable function
In the above we used the notation
when N is the cardinality of Λ.
hence we can apply the Lemma (A.5) to conclude that the function N Λ (E) is m times continuously differentiable with the derivatives given by
which concludes the proof of the Lemma.
Here, our main goal is to show
is m times differentiable in the region of localization, if ρ has a bit more than m derivatives, which means that the density of states DOS is m − 1 times differentiable.
{thm:smoothnessThmDiscreteCase Theorem 3.4. Consider the Hilbert space H with G satisfying the condition (3.1) and the random self-adjoint operators h ω given by (3.2) with the distribution of {ω n } n having density ρ. Let J be an interval in the region of localization defined by Definition 3.1 with exponent 0 < s < 1.
and N (m) (E) exists a.e. E ∈ J.
Remark 3.5. 1. We stated the Theorem in this generality, hence it applies to multiple models, such as the Anderson models on Z d , the Bethe lattice etc. The models for which this Theorem is valid also include higher rank Anderson models, long range hopping with some restrictions, models with off diagonal disorder to state a few. In all of these models, by including sufficiently high diagonal disorder, through a coupling constant λ on the diagonal part, we will have exponential localization for the corresponding operators via the Aizenman-Molchanov method. So this Theorem shows smoothness of DOS in all such models.
3. In the case h ω is not the Anderson model, all these results are new and it is not clear that the method of proof using super symmetry, as done for the Anderson model at high disorder, will even work for these models.
4. The boundedness assumption on h 0 can be relaxed, with a bit more work in Lemma (3.2), but we do not feel it is worth it especially since we treat the continuous case later.
Proof. Since P 0 is finite rank, the trace in the definition of N can be written as a finite sum terms of the form
and the densities of the corresponding measures are bounded by Lemma A.4. Hence N is also absolutely continuous and its density, given by the boundary values,
is bounded. The Theorem follows from Lemma A.1 once we show
Clearly as Λ → G, h ω Λ → h ω in the strong resolvent sense. The projection P 0 is finite rank which implies that the bounded operator valued analytic functions P 0 (h ω −z) −1 , P 0 (h ω Λ −z) −1 are trace class for z ∈ C + . Therefore the linearity of the trace and dominated convergence Theorem imply that
compact uniformly in C + . For the rest of the proof we set h ω K = h ω Λ K for ease of writing.
The convergence means that the sequence of analytic functions
converges compact uniformly, in C + to
which implies that their derivatives of all orders also converge compact uniformly in C + . From Lemma 3.1, we know that the density of the measure
is C m (J). Therefore the inequality (3.7) follows if we prove the following uniform bound, for all 0 ≤ ℓ ≤ m − 1 and N large,
(3.8) {eq:thm1pfEq1} {eq:thm1pfEq1} To this end we only need to estimate
and proceed as in the proof of Lemma 3.1.
The Cauchy-Riemann equations give the derivatives in z of an analytic function f (z) in terms of the derivatives in x, if z = x + iy. So in what follows we only compute derivatives with respect to the real part of z. We have, as in the proof of Lemma 3.1, using the Lemma A.5,
Expanding the gradient, we have
where as before, ρ (l) denotes the l-th derivative of ρ. We note that, the above expression holds even if we added the integration with respect to
This is because tr(G ω M (E + ιǫ)) is independent of ω x M +1 , hence the integration over ω x M +1 can be separated from the rest and ρ (r) (ω x M +1 )dω x M +1 = δ r0 . Therefore, we have
dω n . (3.10) {eq:thm1pfEq2} {eq:thm1pfEq2}
Using Theorem 2.1 (2) we bound the ω 0 integral in the above expression by,
Using above with the inequality in the inequality (3.10), we have
(3.11) {eq:thm1pfEq6} {eq:thm1pfEq6}
Using the following Lemma 3.2, the above inequality results in the bound
which completes the proof since, by the definition of G,
which gives the exponential decay of (3.9) which leads to (3.8).
We need exponential bounded for the integral in (3.11). The main problem in bounding the integral using fractional moment result is that, the distribution of the random potential is not same as ρ for some sites. The following Lemma solves this problem.
{lem:expDecayExp} Lemma 3.2. Let J be an interval in the region of localization for the operator h ω , given by (3.2), satisfying the conditions of Theorem 3.4. Let ρ have support in (0, R). Given a subset {x n 1 , · · · , x n l } ⊂ Λ M +1 and probability densities {ρ n i } l i=1 with support in (0, R), set ρ i = ρ n i and ρ = ρ n for n ∈ {n 1 , · · · , n l }. Then
(3.12) {eq:lemDisExpDecEq} {eq:lemDisExpDecEq} Proof. We start by making L ∞ estimate for the densities of the variables {ω n 1 , · · · , ω n ℓ }, which gives us
ρ n (ω n )dω n (3.13) {eq:lemDisExpDecPfEq1} {eq:lemDisExpDecPfEq1}
whereΛ M = Λ M \ {n 1 , · · · , n l } and χ R is, as before, a smooth indicator function of (0, R) which is 1 on the support of ρ (hence the supports of any of its derivatives). Let C R = χ R (x)dx. Then the resolvent equation gives the relation,
which can be used in the inequality (3.13) together with Cauchy-Schwartz to give
The claim of the Lemma follows by applying Lemma 2.1 after using the inequality (3.13) once more.
The Continuous case
In this section we show that the density of states of some Random Schrödinger operators are almost as smooth as the single site distribution. We do not get the optimal result obtained in the discrete case, owing to the technical difficulties posed by non-finiteness of the rank of the single site perturbations, but we get quite close to it. On the Hilbert space L 2 (R d ) we consider the operator
with the vector potential A(x) = (A 1 (x), · · · , A d (x)) assumed to have sufficient regularity so that H 0 is essentially self-adjoint on C ∞ 0 (R d ). The random operators considered here are given by 
We have the following hypotheses on the operators considered above so that the operators H ω continue to be essentially self-adjoint on C ∞ 0 (R d ) for all ω. By now it is well known in the literature (see for example the book of Carmona-Lacroix [10] ) that the spectral and other functions of these operators we consider below will have the measurability properties, as functions of ω, required for the computations we perform on them and we will not comment further on measurability. common distribution given by a probability measure having density ρ, which is continuous and has compact support in (0, ∞).
The function u is a non-negative continuous function on
We need some notation before we state our results. Given a subset Λ ⊂ Z d , we set
and denote the restrictions of H 0 , H ω to [Λ] respectively by H 0,Λ , H ω Λ . While the boundary conditions are not that important, we will work with Dirichlet boundary conditions in this section. We will also denote u n,Λ to be the restriction of u n to [Λ] when the need arises. We denote by E A () the projection valued spectral measure of a self-adjoint operator A and from the context it will be clear that this symbol will not be confused with points in the spectrum denoted by E. We denote the Integrated Density of States (IDS) by
f or E ∈ R, (4.2) {eq:contIDS} {eq:contIDS} and the subscript Λ on the IDS is dropped in the case of the operator H ω . We note here that the support condition on ρ is not a real restriction on the generality since we can always add a constant to H 0 , so H ω has spectrum in the resolvent set of H 0 and the localization results continue to be valid in the large disorder regime or at the bottom of the spectrum of H ω .
We start with a Lemma on the IDS of the operators on finite 'boxes' Λ, which are assumed to satisfy {n ∈
As in the discrete case we define exponential localization in The Hypothesis above holds for continuous models where disorder is introduced through a coupling constant and the localization length depends on the coupling constant. For our proofs, we may need a slightly larger coupling constant than adequate for exponential localization. Proof. The proof is identical to that of Lemma 3.1, so we omit it.
Next Theorem is the analogue of Theorem 3.4 for the continuous case. We already know from Lemma A.6, that u 0 E H ω (−∞, E) is trace class for any E ∈ R, hence we will be working with
f or E ∈ R, (4.4) {eq:contIDSFull} {eq:contIDSFull}
The function N is well defined by Lemma A.6 and is known to be continuous (see [13, Theorem 1.1] for example) whenever ρ is continuous. By the Pastur-Shubin trace formula for the IDS, the function N is at most a constant multiple of IDS, since u 0 (x)dx may not be equal to 1, but this discrepancy does not affect the smoothness properties, so we will treat N as the IDS below.
Our main Theorem given below implies that the density of states DOS is m − 1 times differentiable in J when ρ satisfies the conditions of the Theorem. to H ω , which is easy to verity, implies that N Λ N converges to N point wise. Because of Lemma 4.1, it is enough to show that N (·)−N Λ N (·) is in C m (J) for some N , which is the difference of distribution functions, with appropriate normalizations, of the σ-finite measures tr(u 0 E H ω ()), tr(u 0 E H ω N ()). However the BorelStieltjes transforms of these measures, which are the quantities that we handle for the proof, do not converge. Therefore we have to approximate u 0 using finite rank operators first.
To this end let Q k be a sequence of finite rank orthogonal projections, in the range of u 0 such that they converge to the identity on this range. We then define,
Since the projections Q k strongly converge to the identity on the range of u 0 , the projections
for any fixed L. Henceforth we drop the subscript on Q k but remember that the rank of Q is finite and the arguments will be uniform in the rank.
Since Q is finite rank the measures tr(Qu 0 E H ω L )() are finite measures therefore we can define the Borel-Stieltjes transform of the finite signed
where the signed measure has finite total variation for each Q and each L. Then the derivatives of N L+1,Q (E) − N L,Q (E) are given by
which by the linearity of the trace is equal to
Therefore to prove the Theorem, we will follow the strategy of the proof of Theorem 3.4 and show that, for some fixed N large and ℓ = 0, 1, 2, . . . , m − 1,
(4.5) {toshow} {toshow} where the supremum in Q is taken over all finite rank projections. We will do this by showing, for ℓ = 1, 2, . .
where the constants C, γ > 0 are independent of Q, L, Re(z) ∈ J. We note that since the boundary of Λ L is supported far from that of u 0 , by using the resolvent equation and taking repeated commutators with a smooth function φ such that φu 0 = u 0 , we can show that
is trace class for fixed z ∈ C + , since u 0 (H 0 − z)
is trace class, (see for example [13, 3] for a proof).
Our strategy of proof is now to use this property to subtract sufficiently many free resolvents from the expression inside the trace in equation (4.5) so that we essentially have a fixed trace class operator multiplying the expression in the trace. This factor allows us to get a bound uniform in Q. Then we obtain exponential decay by bounding the norms of the averages of the resolvent differences of the random operator in that trace. The ℓ derivatives are transferred to the measure integrating the randomness, which is justified since they are finite product measures. Then we go through, as in the proof of Theorem 3.4, the Birman-Schwinger type expression for the resolvent, writing it in terms of a semi-group and then bounding all these using the fractional moment bound of Aizenman-Elgart-Naboko-Schenker-Stolz [3] , leading to inequality (4.6). Hence the series in equation (4.5) converges.
Since the operator given in (4.7) is trace class,
is well defined. Therefore as in the proof of Theorem 3.4, we do the integration by parts and transfer the derivatives to the densities ρ and get the bound
The Operator for which trace is taken above is trace class, even if Q is replaced by the identity, however its trace norm is not uniform in z and we will not be able to get exponential bounds in L uniform in ℜ(z) ∈ J. To solve this problem we will regularize the resolvent difference using free resolvents and the fact that (H 0,Λ + a) −1 ψ is in the Schatten class [
and a is in the resolvent set of H 0,Λ . When we subtract free resolvents from the resolvent difference of the random operators, we will get a factor of the type (H 0,Λ +a) −1 ψ multiplying the resolvent difference up to some minimal change. So we repeat this process until we have enough of these factors giving us a trace class operator multiplying the resolvent difference. The trace class factor so obtained will have trace norm polynomially bounded in L, so when we get exponential bounds on the norm of the resolvent difference of random operators we will still be left with enough exponential decay we need.
Hence before estimating the above expression, we choose a few smooth functions. We consider 0 < α 0 < · · · < α 2[
The main properties needed for these functions are θ j+1 θ j = θ j , and
for the rest of the proof. Given L large enough, we ca we choose α 0 , α 1 such that θ 0,L u 0 = u 0 . Since Q is a projection in the range of u 0 , Q, u 0 commute and we use the trace property to get the relation
Therefore we consider the operator
and write it as
We use the property (deduced from the definition of θ j,L ),
and the geometric resolvent identity to get , where we set
In the above equation we note that since the supports of ∇(θ 1,L ) (which comes from the commutators ) and θ 0,L are at a distance of δL, by Combes-Thomas the quantity G 1,L is a trace class operator independent of z and its trace norm G 1,L 1 is bounded by C(L)e −ηL , η = η(a) > 0, where C(L) is at most a polynomial in L (which depends on the volumes of the support of θ 0,L ). We will show that the integral of the remaining factor in the term multiplying G 1,L over the randomness is uniformly bounded in norm. So this term will not cause any problem.
The remaining term on the right hand side of equation (4.12) is similar to the term we started with, but which now has an operator R 0 L,a θ 0,L , which is in the Schatten [ We can now repeat this process and recursively get better and better factors multiplying the resolvent difference of the random operators until we reach a stage when the bad term actually has a trace class factor multiplying the resolvent difference.
To this end we define the quantities, where B ω j,L is defined recursively,
(4.13) {eq:pfth2Eq201} {eq:pfth2Eq201}
. Then from equation (4.12)we obtain the relation
(4.14) {eq:pftm2Eq202} {eq:pftm2Eq202}
Before estimating the above let us observe that in the sum, we have a good factor G j,L which has exponential decay in L in trace norm while the factor B ω j,L is uniformly bounded, but has some random variables which need to be taken into account when integrating the operators over the randomness. The factor B ω j,L is a sum of products of operators independent of ω multiplied by a factor of the form ℓ≤j ω ǫ ℓ n ℓ with 0 ≤ ǫ ℓ ≤ j and n ℓ ∈ S j,L .
Therefore when we take integrals of the form
later and get bounds for their norms, we will need to include at most a monomial ω r 0 ω s n multiplying the integrand when we expand the B ω j,L into a sum. The same argument holds for the last term.
Keeping these in mind we write the right hand side of the equation (4.14) as
and recursively expanding the above expression, we get
r,s≥0
Observe that the term in the bracket is independent of ω 0 and ω n , and there are only 
with T an operator in the Shatten
class, with polynomially bounded Shatten norm which is uniform in ω, z.
Finally combining the inequalities (4.8),(4.9) and the equations (4.15, 4.16,4.17 )and using the fact that G j,L is trace class with the trace norm exponentially decaying in L, (whose proof is similar to that of [13, Lemma 6 .1] by taking repeated commutators), we have
and C(L) polynomially bounded in L, by using the Lemma 4.2 below to get exponential bounds on the norms of the integrals appearing above and the fact that T in the last term is trace class.
L⌉ , L be large and let ρ satisfy the conditions of Theorem 4.4. Let r, s ≤ d, be non-negative integers. Then
where the ρ j = ρ except for at most ℓ ≥ 1 sites where it is any derivative
Remark 4.5. As in the Remark 2.2, the operator
hence all the integrals are viewed as direct integral operators.
Proof. We will use a Birman-Schwinger type reformulation of the resolvents in the above expression, which is possible if we consider resolvents of the form, with u positive,
from the range of u to itself. Since the operator occurring in the resolvents in the bound (4.19) is of the form A+ω 0 u 0 +ω n u n , we will estimate the off diagonal terms occurring in the equation (4.19) , by diagonal terms and estimate a typical term of the form where u = u 0 + u n , u 0 , u n as multiplication operators and σ 0 and σ n are probability densities C 1+τ (R). We can also throw away √ u in the norm, as u is independent of the variables of integration occurring in the expression in the equation (4.19) , replace u by √ u for later convenience.
Since all these estimates are similar and the case u = u 0 +u n is non-trivial we will only do that case. Applying Theorem 2.1(1) with
Taking expectations on both the sides, we see that the right hand side expression is of the form
where the functionsρ are different from ρ but essentially have its properties. Therefore with this replacement we consider a smooth function for some β 2 > 0. Then the geometric resolvent identity gives
We write
and note that K, K ω 1 are bounded operators whose norms are uniformly bounded in L. Denoting φ to be the indicator function on the support of ∇(Ψ L ), using Cauchy-Schwartz inequality, we get
.
Since the supports of √ u and φ are separated by at least by a factor β 2 L, the first factor gets an exponential bound by the Hypothesis 4.2 and Lemma 2.1, while the other factor is bounded by at most a polynomial in L by the same Hypothesis. Then putting together all the terms we will have the proof of the Lemma.
Since the integrands above are Harmonic functions in the strip, their boundary values exist, they are uniformly bounded in the strip, so by the dominated convergence Theorem the integral converges to
On the other hand the left hand side converges to
x ∈ J, a simple induction argument now gives the Lemma.
{lem:semiGrpNrmbdd} Lemma A.2. On a separable Hilbert space H , let A and B be two bounded operators generating strongly continuous contraction semi-groups e tA , e tB respectively, then for any 0 < s < 1,
Proof. Since e tA , e tB are strongly differentiable, the fundamental Theorem of calculus gives the bound,
Interpolating this bound with the trivial bound
we get the Lemma.
{lem:interchangingIntegrals}
Lemma A.3. Given a bounded operator A on a separable Hilbert space H such that (A + λI) −1 < C < ∞ for λ ∈ supp(g) and ℑA > 0, where g is a probability density with bounded τ -Hölder continuous derivative. Then
Proof. Since (A + λI) −1 is bounded we have,
Since ℑ(A) > 0, the bounded operator ι(A + ιǫ) is the generator of a semi-group, so using [54, Corollary 1, Section IX.4] we have g(λ)ι(A + ιǫ + λI) −1 dλ = g(λ) e ιt(A+ιǫ+λI) dtdλ = g(λ)e (−ǫ+ιλ)t e ιtA dtdλ.
Again using the fact that (A + ιǫ + λI) −1 < 2C for 0 < ǫ < 1 2C and g is a probability density, we have We give the Lemma below which is a consequence of proofs of results in Stollmann [50] and Combes-Hislop-Klopp [12] . These papers essentially prove the result, but we write it here since it does not occur in the form we need to use. {specavg} Lemma A.4. Suppose A is a self-adjoint operator on a separable Hilbert space H and suppose B ≥ 0 is a bounded operator. Consider the operators A(t) = A + tB, t ∈ R, φ ∈ Range(B) and ν φ A(t) the spectral measure of A(t) associated with the vector φ. Suppose µ is a finite absolutely continuous measure with bounded density, then This definition immediately implies that an absolutely continuous measure µ with bounded density ρ, satisfies s(µ, ǫ) ≤ ρ ∞ ǫ. Therefore the Theorem 3.3 of Stollman [50] , implies that s(ν, ǫ) ≤ 6 B φ s(µ, ǫ) ≤ C ρ ∞ ǫ.
This inequality implies that the density ofν is bounded. Since the function
is positive Harmonic in C + , by the maximum principle its supremum is attained on R. The boundary values of F on R exist and equal the density of the measureν = ν φ A(t) dt Lebesgue almost everywhere , by Theorem 1.4.16 of Demuth-Krishna [20] , giving the result.
The next Lemma is on taking derivatives of integrals.
{thm:intparts}
Lemma A.5. Let Ψ be a real valued function in C m c (R N ) and let F : R N → R be a bounded measurable function. We denote by x − E = (x 1 − E, x 2 − E, . . . , x n − E). Then the function F (x − E)Ψ(x)dx is m times continuously differentiable in E and we have
Proof. We change variables so that
It is then clear that the function on the right hand side is m times continuously differentiable. Then taking derivatives m times in E, we see that the derivatives of the boundary terms are zero by the assumption on the function Ψ (owing to which all its partial derivatives up to order m vanish on the boundary of its support), so we get
Now another change of variable x → x + E gives the Theorem. The integrals converge since F is bounded and ∇ (ℓ) Ψ are integrable for all 0 ≤ ℓ ≤ m since they are all continuous and have compact supports.
{lem:traceclass}
Lemma A.6. Consider the operators H ω , H ω Λ given in equation (4.1) and the following discussion. Then for any finite E ∈ R, the operators u 0 E H ω Λ ((−∞, E)), u 0 E H ω ((−∞, E)) are trace class for all ω. The traces of these operators are uniformly bounded in ω for fixed E.
Proof. We will give the proof for H ω , the proof for the others is similar. The hypotheses on H ω imply that it is bounded below and the pair H 0 , H ω are relatively bounded with respect to each other, being bounded perturbations of each other, the operators (H 0 + a) d E H ω ((−∞, E)) are bounded for any fixed (E, a, ω). So taking a in the resolvent set of H 0 and using the fact that u 0 (H 0 + a) −d is trace class we see that
is a product of a trace class operator and a bounded operators for each fixed (ω, a, E) and therefore is also trace class. The uniform boundedness statement is obvious from the assumptions on the random potential. 
