ABSTRACT Robots are playing an increasingly important role in modern surgery. However, conventional human-computer interaction methods, such as joystick control and sound control, have some shortcomings, and medical personnel are required to specifically practice operating the robot. We propose a human-computer interaction model based on eye movement with which medical staff can conveniently use their eye movements to control the robot. Our algorithm requires only an RGB camera to perform tasks without requiring expensive eye-tracking devices. Two kinds of eye control modes are designed in this paper. The first type is the pick and place movement, with which the user uses eye gaze to specify the point where the robotic arm is required to move. The second type is user command movement, with which the user can use eye gaze to select the direction in which the user desires the robot to move. The experimental results demonstrate the feasibility and convenience of these two modes of movement.
I. INTRODUCTION
There are a variety of human-computer interactions between medical personnel and surgical robots. Usually, medical staff can interact with the robot by hand, foot, voice and other means. However, operating the robot using a joystick is not a good method because, in a surgical environment, the hands of medical staff may be occupied by other medical devices, which makes difficult for them to use a joystick to operate surgical robots. Yip et al. [1] attempted to control the robot arm with an eye-tracking device. This was a good attempt. This human-computer interaction mode allows the medical staff to easily operate the robotic arm while still allowing other tasks to continue. However, the shortcoming of this solution is that the eye-tracking device is too expensive and the tracking accuracy is not high. A bigger problem is that some eye-tracking devices have higher requirements for the The associate editor coordinating the review of this manuscript and approving it for publication was Giancarlo Fortino.
wearer's posture. These shortcomings greatly limit the use of eye-tracking devices in controlling medical robots.
Eye gaze direction prediction has always been a popular topic in the field of computer vision [2] . The recent eye gaze direction prediction algorithm mainly utilizes large-scale real data and synthetic data and combines machine learning algorithms to complete the gaze direction prediction [3] - [6] . Using a monocular RGB camera to accomplish the eye gaze direction task in an unconstrained state is promising since monocular RGB cameras are very common on mobile devices [7] , [8] . Combining the eye gaze direction prediction algorithm with the medical robot arm control is a very interesting research topic. In recent years, deep learning has achieved great success in some computer vision tasks, proving the great prospect of convolutional neural network models in image processing. In this paper, we use a convolutional neural network model to accomplish the eye gaze direction prediction task. In order to avoid errors that are easily caused by single-frame images [9] , we used P. Li et al.: Appearance-Based Gaze Estimator for Natural Interaction Control of Surgical Robots FIGURE 1. Pipeline of our eye-tracking algorithm. We present DenseGaze, a novel approach for eye gaze prediction using a convolutional neural network. DenseGaze is an end-to-end network that can accurately predict the users gaze point based on images captured by a web camera mounted on a monitor.
multi-frame images for gaze direction prediction. The input to the model is the image of the user's eye, and the output is the predicted value of the user's gaze direction. The pipeline of our algorithm is shown in Fig. 1 . First, the user's image is obtained by using a common RGB camera, and the user's eye image is obtained by the face detection and the human eye detection algorithms. After the user's eye image is obtained, the pixel values of the image are normalized. Through the process described above, we obtain the standard input of the gaze estimation model. Our gaze estimation model consists of multiple layers of convolutional layers, pooling layers, and activation functions. Through an end-to-end method, the user's eye image is input into the prediction model to obtain the user's gaze direction prediction value. The process of the gaze direction prediction model based on a convolution neural network method is simple, and the prediction results are accurate.
Gaze estimation is a popular topic in the field of computer vision. Recently, more attention has been focused on training the gaze prediction model using synthetic data. These synthesized data are mixed with real data and used in a training model, which can greatly improve the performance of the model [3] - [6] . Most mobile devices today are equipped with a monocular camera, which makes the use of monocular cameras for unconstrained gaze direction prediction algorithms more common [7] , [8] . An interesting topic for study is whether we can use gaze estimation information to control surgical robots. Gaze direction prediction can be roughly divided into two methods; the first method is a model-based prediction method, and the second method is an appearance-based method. Model-based prediction methods mainly use prior knowledge of the human face and eye to build a model and use this model for gaze direction prediction. The appearance-based method can predict the gaze direction based on the user's eye image or an image of the entire face. A fixed head pose was required in the early stages of appearance-based methods. Later, works focused on posefree gaze estimation either from depth images [10] or monocular RGB images [11] - [13] . Although learning-based methods have a promising future to achieve pose and person independence, it requires large amounts of labeled training data [3] , [6] , [14] , [15] . As a result, increasing the size of the gaze estimation datasets has been important in recent years [16] - [18] . Most previous works predict gaze direction with a single eye image as input to the predictor. Some research has used two images, one of each eye [19] , or a single image covering the eye region [16] . Reference [14] found that gaze estimation methods that use individual eye images as well as a face image, and a face grid as input can improve performance. Eye gaze control has shown to be a promising modality in robot-assisted surgery and can be used to control endoscopes [20] and surgical robots [21] , [22] .
In the past few years, deep learning has performed very well in many areas such as image classification, speech recognition, and natural language processing. Among all kinds of deep neural networks, convolutional neural networks (CNN) have been widely used because of their excellent performance in image processing and natural language processing. Due to the emergence of large-scale label data and the great improvement of computational power, the research of convolutional neural networks has developed rapidly and has achieved the best results in many tasks. Convolutional neural networks are a deep learning framework inspired by biological vision neural systems. Lecun et al. [23] presented LeNet-5, which laid the foundation for the current CNN structure, and used this model for handwriting recognition. Consisting of a multilayer artificial neural network, LeNet-5 extracts useful features of the original image, enabling it to identify valid patterns directly from the pixels. However, due to limited computational power and lack of training data at the time, the CNN model was not used in more complex scenarios such as large-scale image or video classification [24] - [29] .
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In 2012, Krizhevsky et al. [30] proposed a classic convolutional neural network structure (AlexNet) and applied it to the task of image classification, which has achieved a significant lead over other methods. Since AlexNet appeared and achieved excellent results, researchers have conducted considerable research to improve convolutional neural networks, such as ZFNet, VGNet, GoogleNet, ResNet and DenseNet. With the improvement of the CNN network structure, a clear trend is that the network is becoming increasingly deeper; that is, the number of layers in the neural network is increasing. For example, ResNet, which won the ILSVRC 2015 competition, has 20 times the number of layers as the AlexNet neural network and 8 times the number of layers of VGGNet. As the number of neural network layers increases, the nonlinear increase of the network allows it to better fit the objective function and obtain a better feature representation. However, an increase in network depth also makes the training more difficult and more likely to overfit the training data [31] - [35] .
Although CNN has achieved excellent performance in many fields, there are still many problems for researchers to explore and solve. For example, in recent years, the depth of the CNN network has become increasingly deeper, which makes the demand for large-scale labeled training data and high-performance computers higher and labeling the training data requires considerable manpower. Therefore, there have been increasing studies on neural networks for unsupervised learning. At the same time, the deep network has higher requirements on the performance of the computing machine, and it is necessary to invest in researching high-performance parallel training algorithms. Deep networks limit the application scope of deep learning algorithms; for example, it is difficult to apply to some devices that lack computing resources, such as smartphones and tablets [36] - [38] .
The contributions of this paper can be summarized as follows: (1) an eye gaze direction prediction algorithm is designed to assist the control of the medical robot arm. The control mode is divided into two main types. The first model moves in the specified direction. The model predicts the user's gaze direction based on the eye image and then moves the arm in this direction. The second model moves to a specified location, where the user focuses on the point, and the medical robot arm automatically moves to the corresponding position. Fig. 2 shows the schematic diagram of the two control modes. (2) We designed an automatic annotation program to obtain a large number of eye image training data with user gaze direction labels. With this program, a large amount of training data can be obtained in a relatively short period of time. (3) The model used to predict the direction of the user's gaze is a very deep convolutional neural network. The structure of the network adopts the design idea of DenseNet [24] , which reuses a large number of feature information. This allows for better prediction performance, while the model requires fewer computing resources than the traditional convolution neural network structure (AlexNet, VggNet). This feature makes it possible to transplant the model to some computing resource-constrained devices, such as FPGA, mobile phones and other devices. At the same time, the amount of data required to train the multilayer convolutional neural network is greatly reduced, and the human resources and time resources for collecting the labeled data are reduced. (4) We apply the idea of transfer learning to the training of convolutional neural networks. We first use the relevant data to pretrain the model and then transfer the pretrained model to our task. The advantage is that the training model requires fewer data, and the convergence rate of the model is faster.
II. METHODS

A. TRADITIONAL CNN AND DENSENET
In general, convolutional neural networks are a kind of feedforward neural network and are used in machine learning tasks of various backgrounds. Krizhevsky et al. [30] used the multilayer convolutional neural network to complete the image classification task in ImageNet data. Since the advent of AlexNet, there have been many models of different convolutional neural network structures, such as the residual network [25] and the inception network [31] . To better introduce our work, we need to briefly introduce convolutional neural networks. Convolution is a common method in the field of P. Li et al.: Appearance-Based Gaze Estimator for Natural Interaction Control of Surgical Robots FIGURE 3. Convolution operations using the Sobel operator are commonly used for edge detection. The left side is the original image, the middle is the Sobel operator, and the right side is the output image after the convolution operation using the Sobel operator.
image processing. Figure 3 shows the process of convolution using the sobel operator. The mathematical definition of a continuous space convolution operation is shown in Equation (1), where the symbol ⊗ represents the convolution operation.
[
The mathematical expression of the 1d convolution operation in discrete space is shown in Equation (2).
where n and t are integers. However, in the CNN model, the mathematical expression of the discrete two-dimensional convolution operation is usually expressed by Equation (3).
Pointwise multiplication is a method commonly used in convolution operations to simplify calculations, and its mathematical expression is shown in Equation (4).
The CNN model is usually composed of a multilayer convolutional neural network, and the output of the layer l th convolutional network is defined as x l . In the traditional convolutional neural network model, the l th layer output x l is usually calculated by a nonlinear transformation function H l , and the input of this function is the output of the l − 1 st layer x l−1 .
The nonlinear function H is usually composed of a convolution function, a nonlinear function and a dropout function [39] . Models with very multilayered convolutional neural networks are often difficult to train. To make the CNN model easier to train, ResNets [25] use a residual block that sums the input and output of a layer. The mathematical expression of this relationship is shown in Equation (6), where X l represents the output of the l th network.
The residual block structure enables the CNN model to reuse features so that gradients are better transmitted in each layer of the neural network. In this case, the H function consists of multiple repetitions of batch normalization (BN), ReLU, and convolution functions. DenseNet [24] expands on the idea of ResNet. ResNet sums the input and output of each layer, and DenseNet uses all the outputs before each layer as input to this layer of network functions. The mathematical expression of the output X l of each layer of the neural network is shown in Equation (7), where [. . .] represents the concatenation operation.
In the DenseNet, the nonlinear function H consists of BN, ReLU, convolution, and dropout functions. This network structure allows each layer of the neural network to receive gradient monitoring information directly while reusing features. The output of each layer network has K feature maps, so parameter K is also called the growth rate. K is a hyperparameter, usually set to a very small value, such as 12. Based on the above, the feature maps output by each layer of the DenseNet will grow linearly. For example, when calculating in l layers, we need to consider that layer [
will have l × k feature maps. The dimensionality reduction function is needed to reduce the dimensionality of the input and reduce the number of calculations. DenseNet uses 1 × 1 convolution to reduce the number of feature maps, and 2 × 2 pooling operations to reduce the dimensions. The main component of DenseNet, dense block, is shown in Fig. 4 .
B. EYE-TRACKING DATA AND USER SURFACE
The eye-tracking algorithm is based on a web camera mounted on a laparoscopic monitor, as shown in Fig. 5 . The web camera captures the user's face images when the user is gazing at the laparoscopic monitor, and these images can be used as the CNN model input. The flow chart of the eyetracking algorithm is shown in Fig. 6 . The monitor is divided into 36 blocks; the user can specify the block, or the so-called region of interest (ROI), by gazing at the point in the laparoscopic monitor that the user interested . Once the ROI is selected, this region will be enlarged, and the user can select the ROI of the enlarged pictures until the ROI is small enough. Once the starting and ending regions have been specified, the surgical robot can be automatically driven from the starting region to ending region by using the method proposed in [1] . Fig. 7 illustrates the general concepts and operating flow of this approach. This control approach is named pick and place.
The surgical robot can also be controlled to move in 9 directions where the moving directions are specified by users using eye gaze information. The user's gaze directions are divided into 9 different directions instead of 36 directions. This control approach is named user command.
C. EYE GAZE DIRECTION CLASSIFICATION
We use the face-detector module in OpenCV to detect and extract faces from the images captured by a web camera mounted on a monitor. After the face region is detected, an eye detection [40] algorithm is used to segment the eye region, after this step the size of the image becomes 128×128. The CNN architecture is normally composed of four parts, namely, the convolutional layers, the pooling layers, the nonlinearity layers and the fully connected layers. The architecture of our eye-tracking CNN model is adopted from DenseNet [24] . DenseNet is much more computationally efficient as a result of feature reuse. First, we need to obtain the users eye-gazing images from our web camera mounted on the laparoscopic monitor. After obtaining the user's face image, double eyes detector cascaded using the Viola-Jones algorithm [40] is applied to detect the eyes and crop the eye region from the face images. Then, we normalize the eye images to ensure that the images pixel value has zero means. After all the above processes have been completed, this image is sent to our CNN model to estimate the user's eye gazing direction. A feature map is yielded by sliding a learnable filter over the RGB image and computing the dot product of the filter and the image. This feature map, which is also called the activation map, is an abstract of the image. The convolution not only preserves the spatial relation between pixels by learning features from the eye images, but it also extracts features from the image. After obtaining a features map, we replace all the negative pixel values with zero by applying a rectified linear unit (ReLU), which is a nonlinear activation function to reduce the exploding gradient or vanishing gradient problem. Maxpooling is applied to reduce the dimensionality of each feature map without losing the most important image information. This process is also called spatial pooling or downsampling. As shown in Fig. 8 , the eye region images are sent to the CNN model while the output of the model is the user's eye gaze direction. The gaze direction of users is divided into 36 blocks as shown in Fig. 9 .
D. EYE GAZING DATA SET
Deep learning algorithms require a considerable amount of labeled training data. A program is designed which can acquire and label eye images at the same time. Therefore, it is not trivial for us to introduce the method we used to produce and label the eye gaze dataset. With the method our paper presented, one can generate their own gaze estimate data with little time and effort. First, we divide the users monitor into an m × n block (in our paper, we divided the monitor into 6 × 6 blocks, as shown in Fig. 10 ), the user gazing in any position of the same block is considered as a gaze at the center of the block. By making this assumption, we convert the gaze position regression problem to a gaze direction prediction problem, which means that we will use a deep learning algorithm to find a mapping relation from the users eye image to the users eyes gaze direction. Although this kind of approximation may cause some inaccuracy, which means our algorithm cannot predict the exact gazing position that the user is looking at but only the approximate region, this kind of assumption yield a considerable advantage. To predict the approximate region of the users gaze is much easier than that of predicting the exact position. We can train a neural network more easily using less labeled data. A neural network that can predict the exact point that a user is looking at requires a considerable amount of data that covers every position the user might look at on the screen, which is a considerable number if the network needs to be fully trained. However, if we divide the screen into 36 small blocks, that means we need much less training data to cover each small block, which is much easier to realize. Following is the procedure for generating the eye gaze estimate neural network training dataset. When acquiring data, the user is requested to look at the small block of the screen that is highlighted. The positions of the highlighted block are specified. When the user is looking at the specified block, a web camera mounted on the screen automatically acquires the users image. Simultaneously, a small black circle randomly appears in the highlighted block to ensure that the users gaze dataset cover most of the locations on the screen.
E. GAZE ESTIMATE MODEL BASED ON LONG SHORT-TERM MEMORY NETWORK
In the real environment, people tend to have eye drift or blink when they look at the same point for a long time. The gaze direction prediction using a single image is susceptible to interference. Since the blinking movement is a natural human movement, we propose a gaze direction prediction model using multiframe images as input to avoid this interference. Fig. 11 shows the images captured by the user during blinking. Using these images to predict the direction of the gaze can lead to erroneous results. Specifically, the application background of our gaze estimation algorithm is in the operating room. Compared with other scenarios, the requirements for safety in the operating room environment will be higher. Therefore, we chose to use multiframe pictures in a certain period of time to predict the direction of the user's gaze during this period, rather than relying solely on a single picture. To utilize the timing information of multiframe pictures, we first extract the features of each frame using the CNN model trained in the previous section (Section II-C). Then, these image features are sequentially input into a bi-LSTM to encode the temporal features. At the same time, we introduced an attention mechanism to score the importance of each frame of the input image. The multiframe image features are then weighted averaged.
To avoid the user's blind eye causing gaze estimation errors when using the eyeball to control the surgical robot arm, thereby affecting the surgery, we use multiframe image information for prediction. The monocular camera used in the experiment can capture 30 images per second. To avoid excessive movement of the robot arm, the robot arm controller is set to accept no more than two control commands in one second. We use 200 milliseconds as a period of time, and use the 6 frames taken by the camera in this period as the input of the gaze estimation model. After face detection, eye detection and image normalization, each frame image is sent to a CNN-LSTM model for gaze direction prediction. We use the CNN model trained in Section II-C as the image feature extractor. Each frame of the image is first input into the CNN model for image feature extraction, and then these image features are sequentially fed into the long short-term memory network (LSTM) to obtain the prediction results. The processing flow of the gaze estimation model based on a multiframe image sequence is shown in Fig. 12 . Each frame of the image captured by the camera is used for face detection, eye segmentation, data normalization, and then input into the CNN model for feature extraction. After completing the above process, the extracted image features are stored, waiting for the next frame image and repeating the process of feature extraction. When the stored image features exceed 6 frames, these image features are input into the LSTM network in time order to extract temporal features such as eye trajectory information. Then, the importance of each frame's hidden vectors is scored based on an attention mechanism. After determining the weight value of each frame image, the feature sum of the input image is calculated as the expression of the eye movement feature in this period. Finally, the feature is fed into the classifier to obtain the gaze direction predicted by the model during this time period.
III. RESULTS
In this section, we discuss the relationship between the network structure and the accuracy of the eye gaze estimate. The user's gaze direction is divided into 36 blocks. Using the methods described above, we produced approximately 20 thousand datasets with gaze direction labels that contain a user's eye information. In the following, various classifiers are used to classify these datasets and perform performance comparisons.
A. HOG FEATURE COMBINED WITH SVM CLASSIFIER BASELINE
The processing flow of the gaze estimation algorithm is shown in Fig. 13 . After the original image of the user is captured by the camera, the image of the user's eye region is obtained through a process such as a face region segmentation, eye region segmentation, and image normalization. After obtaining the user's eye region image, we need to extract the features of the image, that is, extract the important details or features of the image, and remove some unnecessary details. There are mainly two kinds of image feature extraction algorithms. The first algorithm is based on the artificially designed image feature descriptor, and the second algorithm is based on the convolutional neural network. To test the effect of the artificially designed image feature extraction algorithm on the gaze direction prediction task, we use the histogram of oriented gradient (HOG) as the feature descriptor to describe the user's eye image.
The histogram of oriented gradient (HOG) feature is a feature descriptor used for object detection in computer vision and image processing. The HOG feature composes features by calculating and counting the gradient direction histograms of the local regions of the image. A support vector machine (SVM) is a supervised learning model commonly used in the field of machine learning, which is often used in classification or regression tasks. We chose the method commonly used in the field of computer vision, that is, using the HOG feature descriptor to describe the eye image, and then using the SVM to classify the feature descriptors of these images as a benchmark. As shown in Fig. 5 , after capturing the image of the user with the camera mounted on the endoscope display, an original image with a resolution of 640 × 480 is obtained. Then, face detection is carried out on the original image to determine the region where the face exists in the image. After obtaining the position of the face region, human eye region detection is performed to obtain the position information of the human eye region in the image.
In the process of face detection and eye detection, if there is no detection of human eyes or face, the current image will be abandoned, and the user's image will be retrieved. After the process of face detection and eye detection, an RGB image of the user's eyes with 128 × 128 image length and width is captured from the original image. After the user's eye image is obtained, HOG is used as the image feature descriptor to extract the eye image. After inputting a user's eye image with a resolution of 128 × 128 × 3, hog features with a dimension of 1 × 34020 are obtained. After collecting a large number of eye images using the method in Section II-D, the user's gaze directions of these images are divided into 36 blocks. The role of the image feature descriptor is to convert the original eye image into an image feature representation. After converting the eye image dataset into a HOG feature as described above, all eye image features are divided into a test set and a training set according to a ratio of 2:8. The data of the training set is used to train the SVM classifier, and the data of the test set is used to evaluate the effect of the SVM classifier. After the SVM classifier is trained, the data of the test set are used to validate the prediction effect of eye gaze direction.
As seen in Fig. 14 , the accuracy of the HOG combined with the SVM method on the 36 classification tasks is 17%, which is far less than methods based on deep learning. As seen from the classification results, the HOG feature descriptors perform poorly in describing the eye, resulting in very low accuracy of classification tasks. We visualize the HOG feature descriptor. From Fig. 15 , we see that when the user changes gaze direction, only a small part of the corresponding eye image has changed; that is, the eyeball has changed its position. The HOG feature descriptors and did not identify this point, resulting in relatively poor classification results. To explore why the accuracy of the deep learning-based method is far greater than that of the HOG combined with SVM solution, we visualize the feature map of the first layer of convolution. From Fig. 16 we see that the convolution kernel has learned the position of the eyeball information, which is very important for the gaze estimation task, so the eyeball region is cut out by a convolution operation. By comparing the handcrafted feature descriptors (HOG) and the feature descriptors that the machine has learned from different tasks, we find that the latter has a stronger description of the image features and focuses on different regions based on different classification backgrounds. 
B. CONTROLLING THE ROBOT WITH EYE MOVEMENT
A hysterectomy is a commonly used procedure in gynecology. Patients often need to remove the uterus because of uterine lesions. In the case of laparoscopic hysterectomy, an assistant is required to use a passive positioning device to move the patient's uterus to help the surgeon achieve a better operating angle or viewing angle. However, prolonged surgery can make assistants tired, leading to operational errors. We designed a hysterectomy robot for assisting doctors in surgery. To test the effect of eye movement control for the robot arm, we used the hysterectomy robot to perform experiments on a human pelvic model. The purpose of the eye gaze direction prediction is to provide a control signal for the movement of the robot arm as a means of humancomputer interaction. Fig. 5 illustrates how a doctor can use the movement of the eye to control the movement of the arm. Doctors need to keep an eye on the endoscope screen during the operation. At this time, the monocular camera located above the monitor captures the real-time image of the doctor's face. After face detection, eye detection and image normalization, the eye image is sent into the prediction model to determine where the doctor is looking at the monitor. After obtaining the gaze direction information of the doctor, the gaze information is converted into a movement instruction of the robot arm through a special mapping relationship and then sent to the robot arm controller through the TCP/IP protocol. The relationship between the gaze direction prediction system and the robot arm control system is shown in Fig. 17 .
To test the feasibility of our eye gaze direction prediction algorithm in a real environment, we performed the following experiments with the surgical robot. Our experimental environment is shown in Fig. 5 . The experimental results show that the user can use the movement of the eye to control the movement of the robot. We first divide the screen into nine parts, and the user can move the robot arm in the corresponding direction while looking at different parts of the screen. The corresponding moving direction of each part of the screen is shown in Fig. 18 . First, the camera captures the user's face image and then captures the user's eye area as the inputs of the CNN model. The model is responsible for predicting which part of the screen the user is looking at based on the user's eye picture. After obtaining the user's gaze direction information, we convert this direction information into a robot arm movement command and send this command to the robot arm controller. After completing the above steps, the robot arm moves in the specified direction according to the corresponding command. The experimental results show that our algorithm can control the robot arm in real time according to the user's eye movement, which can greatly reduce the burden on the user to operate the robot arm.
C. RESEARCH ON THE RELATIONSHIP BETWEEN NEURAL NETWORK DEPTH AND PREDICTION ACCURACY
From the above experiment, it can be seen that the deep learning-based methods perform much better than the traditional solution (HOG+SVM) in the gaze direction prediction task. The core idea of the deep learning methods is to allow the convolution kernel to learn the most suitable convolution descriptor by using a stochastic gradient descent update. To explore the effect of the depths of convolutional neural network layers on the performance of the CNN model, we compared the models with different convolutional neural network layers. These model are evaluated from the aspects of accuracy, computational time and parameter size. We compare the CNN models with different convolutional neural network layers, in which the depths of convolutional neural networks of the AlexNet-based model is 7 layers, the depths of the DenseNet_22 model is 22 layers, and the depths of the DenseNet_86 model network is 86 layers. As indicated in Fig. 20 , when the network layers become deeper, the classification accuracy of the model becomes higher. When the number of network layers increased from 7 to 166, the classification accuracy rate also rose from 77% to 90%. Although more neural network layers can achieve higher classification accuracy, the real-time performance of network classification is lower; that is, the time to predict a map will become longer. Moreover, deeper networks require more training data and obtaining more labeled training data usually requires considerable manpower and time costs. At the same time, because of the vanishing gradients, it becomes more difficult to train deeper neural networks. Table 1 compares the convolutional neural networks with different depths in terms of classification accuracy, forward inference time and parameter memory.
The AlexNet-based model in Table 1 represents the recurrence of the model proposed by [41] and the classification model retrained under the training set of this task. It has a 7 layer convolution neural network. The storage space occupied by the trainable parameters of these networks is approximately 16 MB (32-bit). Such large network parameters limit the application of convolutional neural network algorithms to devices that are in short supply of computing resources such as mobile phones, FPGAs and embedded devices. The network using a dense connection (shown in Fig. 4 ) structure has a smaller number of convolution kernels because each neural network can be directly connected to the input or gradient. Therefore, compared to the DenseNet_166 and AlexNet_base models, it can be seen that even if the DenseNet_166 model has 166 neural network layers, the required trainable parameters are only 40% of the trainable parameters of the AlexNet base with 7 neural network layers, and the classification accuracy is 12% higher than that of the AlexNet-based model.
At the same time, we find that the DenseNet_22 model with a 22 neural network layers has a storage space of only 10KB, and it can predict 64 pictures per second, and the prediction accuracy is approximately 82% (36 categories). A model that only occupies 10KB of storage space can be easily ported to some mobile computing devices such as embedded devices or FPGAs, greatly improving the range of application of the algorithm.
IV. DISCUSSION
As indicated in Fig. 20 , the deeper the neural network expands, the higher the classification accuracy reaches. However, a deeper neural network requires more training data at the same time. Otherwise, it is easy to overfit; that is, the model has a high classification accuracy on the training set, but it has poor performance on the test set, as shown in Fig. 21 . It can be seen that when there is more training data, the overfitting phenomenon is alleviated. However, the tagging of training data in supervised learning is timeconsuming and laborious, so we have solved this problem in two aspects. First, we designed a program to automate annotation data, enabling faster and more convenient access to a large number of tagged training datasets. We request that when a certain area of the screen is highlighted, the user stare at the area. When the user looks at the area, the camera captures these pictures. Since the position of the highlighted region is known, the user's gaze direction data is captured. Using this method, we obtained approximately 50,000 labeled training data within 3 hours.
Second, using the method of transfer learning, the model is pretrained with other open source datasets, and the pretrained model parameters are migrated to the new model as the initialization parameter values. Transfer learning has proven to be an effective method for addressing classification problems where the features of one task can be generalized to another and the dataset is sparse. Due to the sparsity of training data and a shortage of computational resources for our problem, transfer learning and fine-tuning minimal parameters seemed to be a good way to approach this task. Considering that most of the data or tasks are relevant, we can learn the model parameters (understood as model learned knowledge) through transfer learning, which can speed up the convergence of the model and achieve better performance with fewer data. The open source training dataset in [41] is presented in their paper, which divides the eye gaze direction into 10 directions. This dataset contains approximately 100 thousand pictures. The dataset provided by the paper is compared with our dataset as shown in Fig. 22 . We can see that our classification task is more complex than that of [41] , but these two datasets have a high ratio of similarities. Thus, the knowledge that is learned from the dataset in [41] is also instructive for our classification tasks.
To verify that transfer learning reduces the amount of data required for model training, we used only a small part of the entire dataset to train the model. At the same time, the accuracy difference between training from the scratch model and the transfer learning model is compared under the same data quantity.
As indicated in Fig. 24 , when the training set is relatively small, the training strategy using transfer learning can greatly enhance the performance of the model. However, it should be noted that when the training data is relatively small, the accuracy rate is very low whether it is the transfer learning model or the train from scratch model, but the performance of the transfer learning model is much better. When the training dataset is relatively large, the advantages of the transfer learning model are less obvious, and the performance of the two models is not much different. From Fig. 24 , it can be found that when the training set is relatively small, it is beneficial to use the pretraining model for initialization, and this can greatly improve the performance of the model. However, when the amount of training data is adequate, the advantage of this is not obvious.
As indicated in Fig. 25 , when the amount of training data is sufficient, the transfer learning model does not improve the accuracy of the classification dramatically, but it accelerates the convergence of the model and reduces the time for the training.
V. CONCLUSION
In this paper, an eye-tracking algorithm that can be used to control surgical robots is designed. Users can specify the moving direction or position of the surgical robot using an eye gazing method. Since a considerable amount of labeled data is needed for training neural networks, an automatic gaze picture capturing and labeling program is developed, which can generate a considerable amount of labeled data in a short time. Our gaze estimate algorithm is based on a very deep convolutional neural network. The architecture of this convolutional neural network is adopted from DenseNet, which is highly computationally efficient as a result of feature reuse. Our CNN model has very few trainable parameters, which makes it not only feasible to deploy on a field-programmable gate array (FPGA) and other hardware with limited memory but also reduces the need for a large amount of training data.
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