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In fact, such a regularity result is of importance in the analysis of numerical methods for solving the Stokes equations [6, 91, but to our knowledge a proof of the result has not appeared in the literature. In this paper we prove the appropriate result for the Stokes problem. This result is used by one of us in the study of an eigenvalue problem associated with the Stokes problem [16] . In addition, such reguIarity results are used in analyzing the stability of stationary solutions of the Navier-Stokes equations [17] . Our proof basically consists in applying the method used by KondratCv [12] in the analysis of single 2mth order elliptic equations, to the system of equations given by the Stokes problem. Kondratev's method, but only enough to give a self-contained proof of our main result (Theorem 2). The proof requires a use of the usual regularity estimates for the Stokes problem in a domain with a smooth boundary (see, e.g., [13] ), and the Paley-Wiener theorem.
In addition, the proof invoIves the consideration of a system of ordinary differential equations that is closely connected with the Stokes equations. This system of ordinary differential equations should be of importance in a more detailed study of the behavior of solutions of the Stokes problem near a vertex of the boundary. In the analysis of the solution operator associated with this system of ordinary differential equations certain problems are encountered which are not present in Kondratev's analysis of the 2mth order elliptic equation. A fundamental point in the method of KondratCv is the analytic continuation of the solution operator (which depends on a complex parameter [) up to the line Im [ m_ 1. If for the particular equation being considered there is a singularity on this line, the results in [12] do not apply. For the solution operator for the system of ordinary differential equations given by the Stokes problem there is a pole at < := i. Nevertheless it is shown (in Section 5) that a certain "part" of the solution operator can be analytically continued up to Im 2; These equations are obtained by suppressing the nonlinear terms in the two-dimensional stationary Navier-Stokes equations. We have set the viscosity v = 1 for convenience.
We suppose that fl , f2 and g lie in L,(D). If g = 0 we refer to the Stokes problem, as opposed to the generalized Stokes problem. We will say that functions u E Hoi(D), 'i' E H,yD), p EL,(D) g ive a generalized solution of (2.1) if for any smooth function p with compact support in D,
and if U, -j-z!, = g a.e. in D. Note that the latter equation plus the boundary conditions imply that g satisfies the constraint
It is known (see, e.g., [ 191) that if g = 0, or more generally if g satisfies (2.2), then there is a generalized solution (u, z, p) of (2.1).
If the curve bD and the data fi , f% , g are smooth, the solution of (2.1) is also smooth (see, e.g., [13] ). In particular we may obtain local regularity of the solution, and global regularity of the solution if the boundary is smooth. The following result may be obtained from To state the main theorem of this paper we let D be a convex polygon and we let a(~, y) == min{dist((x, y), P): P a vertex of Dj. To see this, let P be one of the vertices, and let <(x, y) be a smooth function which is identically 1 in a neighborhood of P and which satisfies i(x,y) = 0 for dist((x,y), P) > rO, where 2r, is the length of the smallest side of D. With no loss of generality we may set r0 = 1. We let 8 denote the infinite sector whose vertex is placed at P, and whose sides are the extension to infinity of the two sides of 8D which meet at P. We obtain formally from (2. It is easily verified that cu and 5~ are locally in Hz, and <p is locally in Hi, and that (2.5) is satisfied a.e. in Q. Also, the right sides of the first three equations of (2. Let the vertex of the sector Q be placed at the origin 0. Suppose that one of the sides of 0 lies on the positive r-axis. Letting the angle of Q be w, the sector Q is given, in polar coordinates, by the inequality 0 < 0 < w. We have thus reduced the proof of Theorem 2 to proving the following THEOREM 3. Let w < r and let u, z', and p be functions in 52 such that
7.4 L 0, u 1-z 0, p :-0 for 7 > 1, and in both the generalized and pointwise sense u, v, and p satisfy
Then u E H2(G), v E W2(Q), p E Hl(sz), and there is a constant c = such that (2.6) (2.7) (2.8) (2.9)
Remarks.
(1) In the application of Theorem 3 to the proof of Theorem 2 we apply (2.9) to each vertex and use the above mentioned estimate for zdO , a0 , p, . This yields for the solution of (2. The presence of the terms involving U, z', and p on the righthand side of this inequality is due to the form of the right-hand sides in (2.5). The desired estimate (2.4) is achieved by a standard argument based on uniqueness of solutions to (2.1).
(2) Similar to (2.2) it follows from (2.8) that (3) The proof of Theorem 3 will be given in Section 7. We derive in that section the stronger weighted inequality (7.2), which implies (2.9). ,4 similar improvement can be made in the inequality in Theorem 2.
(4) The condition r -'g E-L,(Q), or, in Theorem 2, the condition 6-rg EL&Q), may seem restrictive. In fact, the condition is necessary.
To see this suppose u E N2(Q) n H,,'(Q), let x0 :-> 0, and let L(x") be the line segment joining (x0,0) to (x" cos w, yo sin w); note that L(xO) is perpendicular to the angle bisector of L? (see Fig. 1 ). In this inequality we set p = 2'i and sum over all integers k. The inequality (3.3) results, proving the lemma.
With the next lemma we see that the right side of (3.3) is finite if u, v:, and p satisfy the hypotheses of Theorem 3.
LEMMA 2. For w E H;(Q) we haoe
See IS, p. 1381 f or a proof of this well-known result.
LEMMA 3. Let u, v and p satisfy the conditions of Theorem 3 and let Uand V begiven by (3.1). Thenfor 0 < E < 1,
Proof. This follows directly from Lemmas 1 and 2 and the previously established relations between the x, y and r, 0 derivatives.
The only purpose of Lemma 1 is to deduce the finiteness of the integral in (3.5). A specific bound for the integral is not required.
TRANSFORMATION OF THE PROBLEM
We introduce a new variable T by the relation r = e-'. In the -re plane the sector Q becomes the strip S m=: ((7, 0): 0 < 8 < W, -co < 7 < a>. Setting q == e-?p, (3.2) is readily transformed into the system -U,, -U,, + U $ 2Vu -qr -q =: eA2'Fl in S, -I;,,-V,,+V-2U,+q,-e-2TF, in S,
-117 + u -+ v* = "-'g in S,
I: --_ v = 0, e = 0, e = co.
In the new variables, (3.5) yields (4.1)
The purpose of introducing the dependent variable q is so that all the dependent variables appear with the same weight on the left side of (4.2). Summarizing, we have LEMMA 4. Let u, v, and p satisfy the conditions of Theorem 3.1. Then LT, V, and q are functions in the strip S which vanish for 7 < 0, and which satisfy (4.1) and (4.2).
We now introduce the Fourier transform
Note that the combined effect of introducing 7 and taking the Fourier transform is to take the Mellin transform of w with respect to the variable Y. (In [4] the Mellin transform is used directly in the study of corner singularities.). We have collected in Appendix A some facts concerning the Fourier transform. Using the formulas stated there we note that the system (4.1) is formally transformed into the system -lTOQ + (p + 1) 0 + 2i7@ -(it + I)q" = Pl(< -2i, e), 0 ,( e -( w, -PO8 + (5" + 1) P -208 + go = F2(S -2i, e), 0 sg e < w, The Fourier transforms ofl, , li, FO, POT,, , 4, 4" can be treated similarly.
SOLUTION OF THE SYSTEM (4.3)
In this section we shall obtain a solution of the system (4.3) for each value of the parameter f: = 5 -+ i7 in the strip ; -q ; K I. Regarding the right-hand sides of (4.3), we shall suppose throughout this section that the mappings are analytic functions from the strip ; 77 : -< I into L, [O, w] . (This will be established in Section 6. See Appendix A for a brief discussion of analyticity.) We shall then show that the solution of (4.3) consists of analytic functions of 5 in j 77 ' C 1, and we shall deduce some estimates for the solution that will be used in later sections.
Letting U j , ITj , qj , j =-I ,..., 4, be four solutions of the related homogeneous system we seek a particular solution of the nonhomogeneous system of the form by variation of parameters. It is easily seen that 0, P and 4 is a solution of (4.3) (neglecting the boundary conditions) if It is clear that the functions cj'([, 0) are analytic in 5 for / 7 / < 1 $nce they can be written as linear combinations of p,(< -2i, 6), F2(1 -26 @, J?(C -i, e>, and $(Z; -i, 0) with coefficients which are analytic for 5 # -i. Hence, cj(c, 6) is analytic in the strip 1 q 1 -C 1, and since Uj , Vi, and qi are analytic for 5 # -i, it follows that 00, PO , & are analytic for 1 71 / C I. Furthermore, using (5.1) we see that U,', oi, PC,', pl, and ffo' are analytic for j r) / < 1. linear system for the bj . The nonhomogeneous terms in this system involve D0 , pU and 4" and are hence analytic for I 77 \ -.: 1. The determinant of the system, is analytic for 5 + --i. We will show that ~(0 has no zeros in the strip -1 < rj < 1. Suppose for some < that l;j", 1 <.j < 4 is an independent set of solutions of (5.4). Then we can find cij(<) such that Remark. Even if the right sides were analytic for 7 ;, 1, the solution would not necessarily be analytic at 5 = i. In other words, the solution operator to (4..3) has a pole at < -~= i.
We turn now to the derivation of an estimate for the solution. First we estimate o0 , 0, , and go . It will be convenient to write We summarize these results in the following and c(c) is bounded on sets of the form Remark. It may be noted that in the estimate of 'l'heorem 5, one cannot include the quantity ;I (i \IL2r,l,w1 on the left side. This is reflected in the fact that the solution operator k%(c) associated with the system (4.3) has a pole at < ::: i.
ANALYTIC CONTINUATION
OF 0, p, AND i
Our object in this section is to use (4.3) to continue 0, 8, and 4 analytically up to the line 7) = 1, and to obtain L, estimates for these functions and their first and second B-derivatives. We start by establishing the region of analyticity of the functions PI , p2, and k which appear on the right-hand sides of (4.3). It remains to prove (6.2). From the Agmon-Nirenberg type estimate given in Appendix B we see that there is a [,, > 0 such that (6.2) holds for 5 which satisfy -j-< 77 < 1, I E ) > 5, . For 5 such that -+<v< 1, j f j < to , (6.2) follows directly from Theorem 5 in Section 5.
PROOF OF THEOREM 3
Let u, v and p satisfy the conditions of Theorem 3 and let U, V, and 4 be the transformed functions introduced above. We shall first establish the inequality This is the required bound for the first term in (7.1).
The remaining terms can all be treated in the same way. For the sake of clarity we shall consider the term involving qT + q in detail. 
Also
Together these relations imply (P, -k 4) e' = 2 E-US).
Furthermore,
This completes the proof of (7.1).
To complete the proof of Theorem 3 we transform (7.1) into the T, 0 variables. We obtain Now, using the inequalities of Section 3 for the change between polar coordinates and Cartesian coordinates, we obtain [I D2u I2 + re2 ) Dlu j2 + r-4 ) u j2 + 1 D2v I2 -j-r-2 1 Dlv 12 + r4 / 2, I2 + 1 D1p I"] d&x dy El.fl I2 + If2 I 2 + / Dig /z -1 rz 1 g j2] dx dy.
This last estimate is a sharper version of (2.9). The proof of Theorem 3 is now complete.
Remark.
The analysis presented here differs from that of KondratCv in one important detail. The solution operator of the system (4.3) has a pole on the line 77 = Im 5 = 1, which is the line to which analytic continuation is desired. (See the remark in Section 5, following Theorem 4.) Our analysis suggests the possibility of extending, in modified form, the estimates of KondratCv to lines containing singularities of the solution operator.
APPENDIX -4
In this appendix we discuss briefly the Fourier transform (.Fx)(t, 8) = a(,$, H) = (2n)-l/a [--x(7, 0) e--if* dT.
. 'Z
We pattern the discussion after the development of the Fourier transform given in [20, Chap. 61. We define Y(S) to be the set of rapidly decreasing functions in the strip S; that is, functions x(7, 0) which are infinitely differentiable in S and such that for all nonnegative integers /3, (pi , x2 . It may be verified by classical arguments that for z E 9, 9-x is well defined and 9x E ,9'. Furthermore, one has the usual formulas for -c, w F Y: Combining these inequalities, it is easily seen that if f 1 is large enough, we obtain (B.2).
