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RESUMO
Neste trabalho, investigamos a possibilidade de obter uma equac¸a˜o de
transporte quaˆntica e relativ´ıstica tipo Vlasov para a mate´ria nuclear
caracter´ıstica da crosta interna dos magnetares, assim como relac¸o˜es de
dispersa˜o, atrave´s do uso do formalismo de Wigner. Demonstramos que
o me´todo e´ consistente com outras maneiras de obter equac¸o˜es desse
tipo e aplicamos as equac¸o˜es obtidas para o ca´lculo de propriedades de
transporte da mate´ria nuclear assime´trica infinita sob a ac¸a˜o de campos
magne´ticos fortes, determinando limites de instabilidade relacionados
a transic¸o˜es de fase de primeira ordem.
Palavras-chave: Equac¸a˜o de Vlasov, Formalismo de Wigner, Magne-
tares.

ABSTRACT
In this work, we investigate the possibility of obtaining a Vlasov type
quantum-relativistic transport equation for the kind of nuclear matter
characteristic of the inner crust of magnetars, as well as dispersion re-
lations, using the Wigner formulation of quantum mechanics. We show
that the method is consistent with other approaches to the same pro-
blem and use the equations obtained here in order to calculate transport
properties of infinite asymmetric nuclear matter under the influence of
strong magnetic fields, determining instability limits related to first-
order phase transitions.
Keywords: Vlasov equation, Wigner formalism, Magnetars.
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11 INTRODUC¸A˜O
O estudo das estrelas compactas, assim como o das coliso˜es de
ı´ons pesados, representa uma boa oportunidade para os f´ısicos nucle-
ares e de part´ıculas compreenderem a mate´ria em situac¸o˜es extremas
(MARUYAMA et al., 2006; GLENDENNING, 2000; WEBER et al., 2007). Os
detalhes envolvidos nas exploso˜es de supernova e no comportamento e
composic¸a˜o das estrelas de neˆutrons teˆm sido objeto de estudo exten-
sivo nas u´ltimas de´cadas, e acredita-se que as estrelas de neˆutrons sejam
o resultado de exploso˜es de supernova tipo II, Ib e Ic. Nestas exploso˜es,
o nu´cleo estelar e´ comprimido ate´ uma densidade muitas vezes maior
que a densidade nuclear de saturac¸a˜o, e assim se mante´m esta´vel devido
a` competic¸a˜o entre a interac¸a˜o nuclear forte e a gravidade, enquanto
que o restante da estrela e´ expelido (AVANCINI et al., 2008).
Esta tese consiste prioritariamente de uma tentativa de aplicar
a formulac¸a˜o de Wigner da mecaˆnica quaˆntica (WIGNER, 1932) para
a obtenc¸a˜o de um ana´logo quaˆntico e relativ´ıstico para as equac¸o˜es
de transporte cla´ssicas e a inserc¸a˜o de contribuic¸o˜es devidas a campos
magne´ticos fortes, de forma a calcular propriedades de transporte na
mate´ria nuclear e os limites das regio˜es de instabilidade desta mate´-
ria. Temos interesse particular no estudo da estrutura das estrelas de
neˆutrons sujeitas a enormes campos magne´ticos, os chamados magne-
tares (DUNCAN; THOMPSON, 1992). Por tratar-se de um estudo sobre
volumes muito grandes de mate´ria nuclear homogeˆnea, consideramos a
mate´ria constituinte das estrelas de neˆutrons como um caso da mate´ria
nuclear assime´trica infinita.
Ao longo deste texto, aplicamos aproximac¸o˜es semicla´ssicas a
um modelo de campo me´dio relativ´ıstico (SEROT; WALECKA, 1986) e
obtemos para o caso de interesse uma equac¸a˜o tipo Vlasov (VLASOV,
1945; LANDAU, 1946) ou, na realidade, uma equac¸a˜o tipo Boltzmann
sem termos de colisa˜o. Demonstramos equivaleˆncias com outros me´to-
dos utilizados na literatura, e estabelecemos os meios de introduzir um
campo magne´tico forte externo ao sistema para melhor reproduzir as
condic¸o˜es encontradas nos magnetares. Para isso, nos baseamos em ca´l-
culos anteriores para um formalismo de equac¸a˜o de Vlasov sem campo
magne´tico, que podem ser vistos em (AVANCINI et al., 2005). A intenc¸a˜o
e´ utilizar o me´todo das func¸o˜es de Wigner (GROOT; SUTTORP, 2000;
BRACK; BHADURI, 2003; MARCHIOLLI, 2002; RING; SCHUCK, 1980) para
obter resultados compara´veis aos obtidos com aquele formalismo ou ou-
tros, tais como a teoria de Landau para o l´ıquido de Fermi (LIFSHITZ;
2PITAEVSKII, 1980).
Estamos interessados, a princ´ıpio, em parametrizac¸o˜es do modelo
relativ´ıstico na˜o-linear de Walecka (BOGUTA; BODMER, 1977). Modelos
relativ´ısticos, ao serem aplicados em altas densidades e assimetrias de
isospin ou em altas temperaturas, providenciam informac¸o˜es adicionais
a`quelas obtidas com modelos na˜o-relativ´ısticos, como, por exemplo,
uma explicac¸a˜o natural da forc¸a spin-o´rbita. Tambe´m pode-se esperar
que seja poss´ıvel estabelecer uma conexa˜o entre esses modelos e des-
cric¸o˜es mais fundamentais das interac¸o˜es nucleares em teoria de cam-
pos, e que eles sirvam de base para uma descric¸a˜o da mate´ria nuclear
mais quente e densa, para a qual a relatividade torna-se mais impor-
tante (GREINER; MARUHN, 1996). A enorme dificuldade em aplicar
diretamente as teorias mais fundamentais a sistemas de muitos corpos,
no entanto, justifica o uso dos modelos efetivos tais como o modelo
de Walecka e outros modelos com formalismo semelhante, como o de
Nambu-Jona-Lasinio (NJL) (NAMBU; JONA-LASINIO, 1961).
Em densidades de cerca de 0.01 a 0.1 fm−3, a mate´ria restante
das exploso˜es de supernovas pode se organizar em fases exo´ticas chama-
das de“pasta”nuclear, devido ao fato de que as escalas de comprimento
das interac¸o˜es nuclear forte e eletromagne´tica esta˜o mais pro´ximas, e
ocorre uma competic¸a˜o entre os dois tipos de interac¸a˜o (RAVENHALL;
PETHICK; WILSON, 1983; HOROWITZ; PE´REZ-GARCIA; PIEKAREWICZ,
2004, 2005). Acredita-se que tais fases ocorram na crosta das estrelas
de neˆutrons, onde as densidades atingem os valores acima. Em densi-
dades muito baixas, a mate´ria nuclear se arranja formando uma rede
em um mar de ele´trons, de modo a minimizar a energia coulombiana.
Com o aumento da densidade, estruturas intermedia´rias comec¸am a
aparecer, como uma fase mista em uma transic¸a˜o de fase l´ıquido-ga´s de
primeira ordem. Essas configurac¸o˜es intermedia´rias enfim desaparecem
em uma densidade abaixo da densidade de saturac¸a˜o, dando origem
a uma fase homogeˆnea. Identificando a equac¸a˜o de estado da mate´-
ria nuclear, pode-se determinar onde esta cruza as curvas espinodais
(AVANCINI et al., 2008) caracter´ısticas da transic¸a˜o de fase, e portanto
em que temperaturas e densidades ha´ o aparecimento da fase mista.
Utilizando um formalismo de Vlasov, tambe´m podemos determinar em
que situac¸o˜es a mate´ria nuclear homogeˆnea torna-se insta´vel, portanto
estabelecendo limites para o aparecimento da fase “pasta”.
Como ha´ part´ıculas carregadas no sistema, ocorre um equil´ıbrio
entre a tensa˜o superficial e a interac¸a˜o coulombiana nas fases exo´ticas,
e as estruturas que surgem nessa transic¸a˜o de fase teˆm tamanho e forma
definidos, formando redes de “pedac¸os” de uma fase embutidas na outra
3fase. Os pedac¸os das fases que aparecem na pasta podem ser modela-
dos por estruturas com simetria esfe´rica em treˆs dimenso˜es, em relac¸a˜o
a rotac¸o˜es ao redor do eixo z em duas dimenso˜es, ou em relac¸a˜o ao
eixo perpendicular a`s camadas em uma dimensa˜o. A essas estruturas
sa˜o normalmente dados os nomes de droplet (gota) e bubble (bolha) em
treˆs dimenso˜es, rod (basta˜o) e tube (tubo) em duas dimenso˜es, e slab
(placa) em uma dimensa˜o, e todas sa˜o tipicamente definidas dentro
de uma ce´lula de Wigner-Seitz (MARUYAMA et al., 2006). As estrutu-
ras denominadas gota e basta˜o caracterizam-se por terem densidades
maiores do que as das suas imediac¸o˜es na ce´lula, assim como aquelas
chamadas de bolha e tubo teˆm densidades menores. As estruturas que
aparecem pro´ximas ao limite de instabilidade da mate´ria nuclear sa˜o
aquelas com simetria esfe´rica, ou seja dos tipos gota e bolha (AVANCINI
et al., 2008). Ja´ realizamos estudos aprofundados sobre a mate´ria nes-
tas regio˜es de instabilidade (AVANCINI; BERTOLINO, 2015), o que nos
permitira´ eventualmente comparar nossos resultados com aqueles que
obtivemos anteriormente, assim como outros estudos sobre a regia˜o de
instabilidade utilizando modelos de fases coexistentes (AVANCINI et al.,
2009), modelo de Thomas-Fermi (AVANCINI et al., 2010), me´todos de
funcional da densidade (GO¨GELEIN; MU¨THER, 2007) ou potenciais tipo
Skyrme-Hartree-Fock (MARUYAMA et al., 2005), por exemplo.
Em densidades maiores, estuda-se a possiblidade de haver outras
transic¸o˜es de fase. Em uma densidade va´rias vezes maior que a densi-
dade de saturac¸a˜o, acredita-se que ocorra uma transic¸a˜o de fase de pri-
meira ordem para um estado condensado de ka´ons (KAPLAN; NELSON,
1986). Este condensado kaoˆnico deve ocorrer em estrelas de neˆutrons,
em regio˜es onde a densidade e´ muito grande, com uma larga faixa de
densidades em que aparece a fase mista, ocorrendo tambe´m estrutu-
ras com geometria definida chamadas de pasta kaoˆnica. Com maior
energia dispon´ıvel, tambe´m tornam-se importantes as contribuic¸o˜es de
ba´rions mais massivos. Ale´m da transic¸a˜o de fase kaoˆnica, em densi-
dades ou temperaturas muito grandes, considera-se o desconfinamento
dos quarks, que daria origem a uma fase mista de ha´drons e quarks des-
confinados (WITTEN, 1984). Entende-se esta u´ltima como um plasma
de quarks e glu´ons, e procura-se compreender as propriedades da ma-
te´ria quark utilizando-se me´todos de primeiros princ´ıpios baseados na
cromodinaˆmica quaˆntica (QCD), tais como QCD na rede. Pouco se co-
nhece sobre essa transic¸a˜o de fase, mas e´ sugerido que ela seja tambe´m
uma transic¸a˜o de primeira ordem, com a possibilidade de surgimento de
uma fase mista (ALAVERDYAN; HARUTYUNIAN; VARUTYUNIAN, 2004),
como nos casos anteriores.
4O estudo das propriedades de transporte da mate´ria nuclear em
estrelas de neˆutrons e´ de considera´vel interesse para prever certas ca-
racter´ısticas das regio˜es exteriores dessas estrelas, tais como a conduti-
vidade te´rmica e a emissividade de neutrinos, que sa˜o importantes para
determinar a rapidez com que a estrela se resfria (YAKOVLEV; PETHICK,
2004), e tambe´m a viscosidade, momento de ine´rcia e outras proprie-
dades mecaˆnicas, importantes na previsa˜o dos glitches observados em
pulsares. (LINK; EPSTEIN; LATTIMER, 1999) Como essas propriedades
teˆm relac¸a˜o com observa´veis, permitem que os resultados da teoria
sejam comparados com dados astronoˆmicos, que servem como um la-
borato´rio astrof´ısico para as teorias e modelos. No nosso caso, para
chegar a resultados mais adequados, no entanto, sera´ necessa´rio mo-
delar tambe´m as coliso˜es na mate´ria nuclear, indo, portanto, ale´m da
equac¸a˜o de Vlasov. Este e´ um dos objetivos que procuramos alcanc¸ar
futuramente.
O presente texto se dedica quase inteiramente a desenvolver, jus-
tificar e demonstrar a aplicabilidade do me´todo da func¸a˜o de Wigner
para a futura obtenc¸a˜o das propriedades de transporte da mate´ria nu-
clear sob a influeˆncia de campos magne´ticos fortes, detalhando as bases
teo´ricas para este fim. Os ca´lculos ja´ realizados na a´rea encontram-se,
de certa forma, dispersos. (VASAK et al., 1987; TENREIRO; HAKIM, 1977;
KELLY, 1964) Aqui reunimos os resultados de va´rios trabalhos e cons-
truimos sobre eles, de maneira a estabelecer um formalismo ab initio
para a resoluc¸a˜o dos problemas que queremos investigar. Em para-
lelo a este densenvolvimento anal´ıtico, dispomos de algoritmos capazes
de calcular as soluc¸o˜es das equac¸o˜es de dispersa˜o que obtemos aqui,
dependendo de pequenos ajustes para atingir objetivos espec´ıficos. A
intenc¸a˜o, portanto, e´ utilizar estes algoritmos para obter informac¸o˜es
sobre modos coletivos na mate´ria nuclear e realizar comparac¸o˜es com
outros resultados obtidos por no´s e aqueles encontrados na literatura.
No segundo cap´ıtulo do trabalho - imediatamente apo´s esta in-
troduc¸a˜o - descrevemos, de maneira breve mas suficiente para os nos-
sos propo´sitos, o modelo efetivo de Walecka (SEROT; WALECKA, 1986)
para a interac¸a˜o nuclear mediada por me´sons, que utilizamos ao longo
de todo o estudo. O terceiro cap´ıtulo esta´ dedicado ao formalismo de
Wigner da mecaˆnica quaˆntica (WIGNER, 1932), nos seus fundamentos e
e algumas particularidades que necessitamos aqui. No quarto cap´ıtulo,
realizamos uma revisa˜o dos resultados ja´ obtidos por outro me´todo para
as equac¸o˜es de transporte e de dispersa˜o para o caso com campo mag-
ne´tico nulo, que pode ser encontrado em uma formulac¸a˜o original em
(BRITO et al., 2006), desta vez utilizando a formulac¸a˜o de Wigner. O
5corpo do trabalho em si e´ desenvolvido ao longo do quinto cap´ıtulo, onde
realizamos a extensa˜o dos procedimentos do quarto cap´ıtulo para o caso
da mate´ria nuclear sujeita a um campo magne´tico externo constante,
analisando detalhadamente a evoluc¸a˜o de perturbac¸o˜es longitudinais
e transversais a` direc¸a˜o do campo, obtendo as relac¸o˜es de dispersa˜o
para cada caso, propondo e aplicando um me´todo nume´rico para resol-
ver as equac¸o˜es e obter informac¸o˜es sobre as regio˜es de instabilidade
caracter´ısticas da transic¸a˜o de fase. No sexto cap´ıtulo, descrevemos
sucintamente o me´todo nume´rico empregado e expomos os resultados
obtidos para alguns casos escolhidos. Finalmente, no se´timo cap´ıtulo,
encerramos com a conclusa˜o.
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72 MODELO DE WALECKA NA˜O LINEAR
O problema de descrever a mate´ria nuclear infinita para aplica-
c¸o˜es como o ca´lculo da equac¸a˜o de estado e propriedades das estrelas
de neˆutrons e´ extremamaente complicado de ser resolvido em n´ıvel fun-
damental. Uma maneira de obter resultados adequados e´ a utilizac¸a˜o
de modelos efetivos parametrizados com o aux´ılio de constantes co-
nhecidas. Ha´ va´rios destes modelos que sa˜o muito conhecidos e veˆm
sendo utilizados ha´ bastante tempo e diferem entre si principalmente
na maneira como se considera as interac¸o˜es. Exemplos sa˜o o modelo de
Nambu-Jona-Lasinio (NJL) (NAMBU; JONA-LASINIO, 1961), que modela
interac¸o˜es entre quarks, e a hadrodinaˆmica quaˆntica (HDQ), proposta
por Walecka e colaboradores (SEROT; WALECKA, 1986), que modela
interac¸o˜es entre me´sons. A princ´ıpio, escolhemos parametrizac¸o˜es do
modelo de Walecka para realizar nossos ca´lculos no decorrer deste tra-
balho.
Sabe-se hoje que a interac¸a˜o nuclear que gera os potenciais nucleon-
nucleon adve´m da dinaˆmica subjacente de quarks e glu´ons, mas esta
tambe´m pode ser descrita, no regime de energias mais baixas, de ma-
neira efetiva por uma teoria de me´sons, fornecendo uma descric¸a˜o da
mate´ria hadroˆnica. O formalismo da HDQ trata da interac¸a˜o nuclear
como sendo originada da troca de me´sons virtuais, e os efeitos relati-
v´ısticos sa˜o incorporados naturalmente a` teoria, que e´ portanto uma
teoria de campo quaˆntico relativ´ıstica.
Na forma mais simples da HDQ, consideram-se dois campos
mesoˆnicos: um campo isoescalar-escalar atrativo associado ao me´son
σ e um campo isoescalar-vetorial repulsivo associado ao me´son ω, que
origina o comportamento da interac¸a˜o em curtas distaˆncias. Desta
maneira, ficamos com o chamado modelo σ-ω de Walecka. A intro-
duc¸a˜o desses dois me´sons e´ motivada pela observac¸a˜o de componentes
escalares e quadrivetoriais na interac¸a˜o nuclear. Os efeitos das trocas
de me´sons pi sa˜o nulos em me´dia ao descrevermos as propriedades da
mate´ria nuclear na aproximac¸a˜o de Hartree, devido a` dependeˆncia da
interac¸a˜o com o spin (SEROT; WALECKA, 1986), e por isso a colaborac¸a˜o
do me´son pi e´ desprezada nesta descric¸a˜o mais simples.
A densidade Lagrangeana para este modelo σ-ω e´ a seguinte:
8L1 = ψ¯[γµ(i∂µ − gvV µ)−M∗]ψ + 1
2
(∂µφ∂
µφ−m2s)
− 1
4
ΩµνΩ
µν +
1
2
m2vVµV
µ + δL,
(2.1)
onde:
Ωµν = ∂µVν − ∂νVµ, (2.2)
M∗ = M − gsφ. (2.3)
Aqui, os campos φ e V µ sa˜o os campos escalar e vetorial, respec-
tivamente. As contantes de acoplamento entre os campos mesoˆnicos
e barioˆnicos sa˜o, para cada um deles, gs e gv. M e´ a massa do nu-
cleon, considerada igual para pro´tons e neˆutrons, e M∗ definida acima
e´ chamada massa efetiva. As massas ms e mv sa˜o propriedades dos me´-
sons σ e ω. Todas as massas e constantes de acoplamento constituem
paraˆmetros da teoria.
E´ importante perceber, entretanto, que no modelo σ-ω de Wa-
lecka linear, o valor da incompressibilidade da mate´ria nuclear e´ con-
sideravelmente superestimado. O valor obtido com esta teoria mais
simples e´ de κ = 545 MeV, muito acima dos valores obtidos empirica-
mente, o que nos mostra a necessidade de correc¸o˜es a` teoria. A ideia
de Boguta e Bodmer (BOGUTA; BODMER, 1977) de acrescentar termos
proporcionais ao campo escalar ao cubo e a` quarta poteˆncia a` densi-
dade Lagrangiana e´ o me´todo mais utilizado para deslocar o valor da
incompressibilidade para regio˜es aceita´veis. Uma parametrizac¸a˜o co-
mum desse modelo e´ a parametrizac¸a˜o NL3. A densidade Lagrangeana
proposta para esta finalidade tem a seguinte forma:
LNL3 = L1 − 1
6
κ(gsφ)
3 − 1
24
λ(gsφ)
4. (2.4)
Mais recentemente, Tood-Rutel e Piekarewicz propuseram um
modelo com outros termos na˜o-lineares, ale´m dos termos acima. Para
este caso, temos a densidade Lagrangeana:
LFSU =L1 − 1
6
κ(gsφ)
3 − 1
24
λ(gsφ)
4 +
ξ
24
(
g2vVµV
µ
)2
+ gwr
(
g2ρ
~bµ ·~bµ
) (
g2vVµV
µ
)
.
(2.5)
9Ale´m dessas correc¸o˜es, para darmos uma boa descric¸a˜o da mate´-
ria nuclear, e´ essencial que levemos em conta a assimetria entre pro´tons
e neˆutrons. A contribuic¸a˜o dessa assimetria a` densidade Lagrangiana se
da´ na forma da adic¸a˜o de um campo isovetorial-vetorial correspondente
ao me´son ρ. Tambe´m devem ser adicionados para nossa descric¸a˜o da
mate´ria em estrelas de neˆutrons os termos referentes a` interac¸a˜o ele-
tromagne´tica, de maneira a levar em conta a repulsa˜o entre os pro´tons
e a atrac¸a˜o entre os pro´tons e os ele´trons, que sa˜o necessa´rios para
satisfazer as condic¸o˜es de neutralidade de carga e o equil´ıbrio β.
Dessa maneira, consideraremos para nossos propo´sitos uma ex-
tensa˜o ao modelo de Walecka original chamado modelo σ-ω na˜o-linear,
que reproduz de maneira bastante mais satisfato´ria as propriedades da
mate´ria nuclear. A densidade Lagrangeana completa e´ a seguinte:
L =
∑
i=p,n
Li + Le + Lσ + Lω + Lρ + Lωρ + Lγ . (2.6)
Explicitando os termos:
Li = ψ¯i [γµiDµ −M∗]ψi, (2.7)
Le = ψ¯e [γµ (i∂µ + eAµ)−me]ψe, (2.8)
Lσ = 1
2
(
∂µφ∂
µφ−m2sφ2 −
1
3
κ(gsφ)
3 − 1
12
λ(gsφ)
4
)
, (2.9)
Lω = 1
2
(
−1
2
ΩµνΩ
µν +m2vVµV
µ +
ξ
12
(g2vVµV
µ)2
)
, (2.10)
Lρ = 1
2
(
−1
2
~Bµν · ~Bµν +m2ρ~bµ ·~bµ
)
, (2.11)
Lωρ = gwr(g2ρ~bµ ·~bµ)(g2vVµV µ) (2.12)
Lγ = −1
4
FµνF
µν , (2.13)
onde
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iDµ = i∂µ − gvV µ − gρ
2
~τ ·~bµ − e1 + τ3
2
Aµ, (2.14)
~Bµν = ∂µ~bν − ∂ν~bµ − gρ(~bµ ×~bν), (2.15)
Fµν = ∂µAν − ∂νAµ. (2.16)
Os operadores ψi e os seus adjuntos ψ¯i representam os campos
dos nucleons. Aqui, ~bµ e´ um campo isovetorial-vetorial com massa
mρ e constante de acoplamento gρ, associado ao me´son ρ, de onde se
origina a contribuic¸a˜o do isospin (AVANCINI et al., 2008). Aµ e´ o campo
eletromagne´tico, cujo bo´son de calibre, o fo´ton, possui massa nula. A
constante de acoplamento do campo eletromagne´tico e´ igual a` carga
elementar e =
√
4pi
137 . Por fim, me corresponde a` massa dos ele´trons, o
vetor ~τ e´ o operador de isospin, e τ3 e´ definido da seguinte forma:
τ3(p) = 1
τ3(n) = −1.
(2.17)
2.1 CA´LCULO DAS EQUAC¸O˜ES DE MOVIMENTO
A partir da densidade Lagrangeana, podemos calcular as equa-
c¸o˜es de movimento para os campos ξ do modelo, atrave´s das equac¸o˜es
de Euler-Lagrange:
∂µ
∂L
∂ (∂µξ)
− ∂L
∂ξ
= 0. (2.18)
Para ξ = ψ¯i, temos:
∂L
∂
(
∂µψ¯i
) = 0, (2.19)
∂L
∂ψ¯i
= [γµiD
µ −M∗]ψi, (2.20)
∂µ
∂L
∂
(
∂µψ¯i
) − ∂L
∂ψ¯i
= [γµiD
µ −M∗]ψi = 0. (2.21)
Para ξ = ψ¯e:
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∂L
∂
(
∂µψ¯e
) = 0, (2.22)
∂L
∂ψ¯e
= [γµ (i∂
µ + eAµ)−me]ψe, (2.23)
∂µ
∂L
∂
(
∂µψ¯e
) − ∂L
∂ψ¯e
= [γµ (i∂
µ + eAµ)−me]ψe = 0, (2.24)
que e´ a equac¸a˜o de Dirac. Para ξ = φ:
∂L
∂ (∂µφ)
=
∂
∂ (∂µφ)
(
1
2
∂µφ∂
µφ
)
= ∂µφ, (2.25)
∂L
∂φ
= −m2sφ−
κ
2
φ2 − λ
6
φ3 + gsψ¯iψi, (2.26)
∂µ
∂L
∂ (∂µφ)
− ∂L
∂φ
= ∂µ∂
µφ+m2sφ+
κ
2
φ2 +
λ
6
φ3 − gsψ¯iψi = 0. (2.27)
Para ξ = Vµ:
∂L
∂ (∂µVµ)
=
∂
∂ (∂µVµ)
(
−1
4
Ωµ′ν′Ω
µ′ν′
)
= −1
4
∂
∂ (∂µVµ)
[(∂µ′Vν′ − ∂ν′Vµ′)
×
(
∂µ
′
V ν
′ − ∂ν′V µ′
)
]
= −1
4
[(δµµ′δµν′ − δµν′δµµ′) Ωµ′ν′
+ Ωµ′ν′
(
δµ
′
µ δ
ν′
µ − δν
′
µ δ
µ′
µ
)
]
= −Ωµµ,
(2.28)
∂L
∂Vµ
= m2vV
µ+
1
6
ξg4vV
µV µVµ+2gwrg
2
ρg
2
v
~bµ · ~bµV µ−gvψ¯iγµψi, (2.29)
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∂µ
∂L
∂ (∂µVµ)
− ∂L
∂Vµ
=− ∂µΩµµ −m2vV µ +
1
6
ξg4vV
µVµV
µ
+ 2gwrg
2
ρg
2
v
~bµ · ~bµV µ + gvψ¯iγµψi = 0,
(2.30)
onde
∂µΩ
µµ = ∂µ∂
µV µ − ∂µ∂µV µ = ∂µ∂µV µ. (2.31)
Podemos ver que o segundo termo na expressa˜o acima se anula
tomando ∂µ da equac¸a˜o (2.30):
−∂µ∂µΩµµ −m2v∂µV µ + gv∂µ
(
ψ¯iγ
µψi
)
= −m2v∂µV µ = 0, (2.32)
onde o primeiro termo se anula por se tratar de um tensor sime´trico
operando em um tensor anti-sime´trico, e o terceiro termo se anula de-
vido a` equac¸a˜o da continuidade para a corrente jµ = ψ¯iγ
µψi, que deve
ser conservada. Finalmente, obtemos:
∂µ
∂L
∂ (∂µVµ)
− ∂L
∂Vµ
= −∂µ∂µV µ −m2vV µ + gvψ¯iγµψi = 0. (2.33)
Para ξ = ~bµ:
∂L
∂
(
∂µ~bµ
) = ∂
∂
(
∂µ~bµ
) (−1
4
~Bµ′ν′ ~B
µ′ν′
)
= − ~Bµµ, (2.34)
∂L
∂~bµ
= m2ρ
~bµ + 2gwr(g
2
ρ
~bµ)(g2vVµV
µ)− gρ
2
ψ¯iγ
µ~τψi, (2.35)
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∂µ
∂L
∂
(
∂µ~bµ
) − ∂L
∂~bµ
= −∂µ ~Bµµ −m2ρ~bµ
+ 2gwr(g
2
ρ
~bµ)(g2vVµV
µ) + gρψ¯iγ
µψi
= −∂µ∂µ~bµ −m2ρ~bµ
+ 2gwr(g
2
ρ
~bµ)(g2vVµV
µ) + gρψ¯iγ
µψi
= 0.
(2.36)
Para ξ = Aµ:
∂L
∂ (∂µAµ)
=
∂
∂ (∂µAµ)
(
−1
4
Fµ′ν′F
µ′ν′
)
= −Fµµ, (2.37)
∂L
∂Aµ
= −eψ¯iγµ (1− τ3)
2
ψi + eψ¯eγ
µψe, (2.38)
∂µ
∂L
∂ (∂µAµ)
− ∂L
∂Aµ
= −∂µFµµ + eψ¯iγµ (1− τ3)
2
ψi
− eψ¯eγµψe
= −∂µ∂µAµ + eψ¯iγµ (1− τ3)
2
ψi
− eψ¯eγµψe = 0.
(2.39)
A partir da densidade Lagrangeana, podemos obter tambe´m o
tensor densidade de energia-momento, de acordo com a equac¸a˜o:
T µν = −gµνL+
∑
ξ
∂L
∂∂µξ
∂νξ. (2.40)
Ja´ calculamos os termos do somato´rio, de maneira que o tensor
tem a forma:
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T µν = −gµν
{
ψ¯i
[
γµ′iD
µ′ −M∗
]
ψi
+ ψ¯e
[
γµ′
(
i∂µ
′
+ eAµ
′)−me]ψe+
+
1
2
(
∂µ′φ∂
µ′φ−m2sφ2
)
− 1
3!
k(gsφ)
3 − 1
4!
λ(gsφ)
4
− 1
4
Ωµ′ν′Ω
µ′ν′ +
1
2
m2vVµ′V
µ′ − 1
4
~Bµ′ν′ · ~Bµ′ν′
+
1
2
m2ρ
~bµ′ ·~bµ′ + ξ
4!
(
g2vVµ′V
µ′
)2
+ gwr
(
g2ρ
~bµ′ ·~bµ′
)(
g2vVµ′V
µ′
)
− 1
4
Fµ′ν′F
µ′ν′
}
+ ψ¯iiγ
µ∂νψi + ψ¯eiγ
µ∂νψe
+ ∂µφ∂νφ− Ωµν′∂νVν′
− ~Bµν′ · ∂ν~bν′ − Fµν′∂νAν′ .
(2.41)
Usando as equac¸o˜es de movimento para os campos dos nucleons
e dos ele´trons, temos que os primeiros termos da equac¸a˜o sa˜o nulos, e
desta forma:
T µν = −gµν
[
1
2
(
∂µ′φ∂
µ′φ−m2sφ2
)
− 1
3!
k(gsφ)
3 − 1
4!
λ(gsφ)
4
− 1
4
Ωµ′ν′Ω
µ′ν′ +
1
2
m2vVµ′V
µ′ − 1
4
~Bµ′ν′ · ~Bµ′ν′
+
1
2
m2ρ
~bµ′ ·~bµ′ + ξ
4!
(
g2vVµ′V
µ′
)2
+ gwr
(
g2ρ
~bµ′ ·~bµ′
)(
g2vVµ′V
µ′
)
− 1
4
Fµ′ν′F
µ′ν′
]
+ ψ¯iiγ
µ∂νψi + ψ¯eiγ
µ∂νψe
+ ∂µφ∂νφ− Ωµν′∂νVν′
− ~Bµν′ · ∂ν~bν′ − Fµν′∂νAν′ .
(2.42)
Do tensor densidade de energia-momento, tomando a compo-
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nente T 00, obtemos a densidade de Hamiltoniana:
H = −
[
1
2
(
∂µφ∂
µφ−m2sφ2
)− 1
3!
k(gsφ)
3 − 1
4!
λ(gsφ)
4 − 1
4
ΩµνΩ
µν
+
1
2
m2vVµV
µ − 1
4
~Bµν · ~Bµν + 1
2
m2ρ
~bµ ·~bµ
+
ξ
4!
(
g2vVµ′V
µ′
)2
+ gwr
(
g2ρ
~bµ′ ·~bµ′
)(
g2vVµ′V
µ′
)
− 1
4
FµνF
µν
]
+ ψ¯iiγ
0∂0ψi + ψ¯eiγ
0∂0ψe
+ ∂0φ∂0φ− Ω0ν∂0Vν − ~B0ν · ∂0~bν − F 0ν∂0Aν .
(2.43)
2.2 APROXIMAC¸A˜O DE CAMPO ME´DIO
As equac¸o˜es de movimento para os campos mesoˆnicos que obtive-
mos na u´ltima sec¸a˜o sa˜o equac¸o˜es de campo na˜o lineares, com soluc¸o˜es
muito complicadas. Como esperamos que as constantes de acoplamento
gs, gv e gρ sejam grandes, tambe´m na˜o podemos esperar utilizar me´-
todos perturbativos para solucionar as equac¸o˜es. No entanto, existe
uma aproximac¸a˜o que se torna cada vez mais va´lida conforme a den-
sidade nuclear aumenta, a chamada aproximac¸a˜o de campo me´dio. Os
termos de fonte no lado direito das equac¸o˜es de movimento aumentam
com a densidade barioˆnica, e quando esses termos sa˜o grandes, os ope-
radores de campo mesoˆnicos e do campo eletromagne´tico podem ser
substitu´ıdos pelos seus valores esperados. Para um sistema esta´tico e
uniforme, a invariaˆncia rotacional implica que os valores esperados das
componentes espaciais dos campos quadridimensionais se anulam, res-
tando somente as componentes tipo tempo (SEROT; WALECKA, 1986).
Considerando tambe´m a invariaˆncia em relac¸a˜o a rotac¸o˜es em torno
do terceiro eixo do espac¸o de isospin, somente a terceira componente
isovetorial do campo do me´son ρ permanece (BUNTA; GMUCA, 2003).
Isto pode ser escrito formalmente como:〈
φˆ
〉
= φ0(x), (2.44)〈
Vˆ µ
〉
= V0(x)δ
µ0, (2.45)
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〈
bˆµi
〉
= b0(x)δ
µ0δi3, (2.46)〈
Aˆµ
〉
= A0(x)δ
µ0, (2.47)
com
∂0φ0 = ∂
0V0 = ∂
0b0 = ∂
0A0 = 0. (2.48)
Dessa forma, na aproximac¸a˜o de campo me´dio:
H = 1
2
~∇φ0 · ~∇φ0 + 1
2
m2sφ
2
0 +
1
3!
κ(gsφ)
3 +
1
4!
λ(gsφ)
4
+
ξ
4!
(
g2vV
2
0
)2
+ gwr
(
g2ρg
2
vb
2
0V
2
0
)
− 1
2
~∇V0 · ~∇V0 − 1
2
m2vV
2
0 −
1
2
~∇b0 · ~∇b0 − 1
2
m2ρb
2
0
− 1
2
~∇A0 · ~∇A0 + ψ¯iiγ0∂0ψi + ψ¯eiγ0∂0ψe,
(2.49)
onde utilizamos a relac¸a˜o:
1
4
ΩµνΩ
µν =
1
4
(∂µVν − ∂νVµ) (∂µV ν − ∂νV µ)
=
1
2
(∂µVν∂
µV ν − ∂µVν∂νV µ)
=
1
2
(
∂µV0∂
µV0 − ∂µV0∂0V0
)
= −1
2
(
~∇V0 · ~∇V0
)
,
(2.50)
e relac¸o˜es similares para os demais tensores. Enta˜o, a partir das equa-
c¸o˜es de movimento para o campo do nu´cleon e do ele´tron (2.21) e (2.24),
calculadas na aproximac¸a˜o de campo me´dio, podemos escrever:
iγ0∂0ψi = {−i~γ · ~∇+ γ0[gvV0 + gρ
2
b0τ3
+
e
2
(1 + τ3)A0] +M
∗}ψi
(2.51)
iγ0∂0ψe =
[
−i~γ · ~∇− γ0eA0 +me
]
φe, (2.52)
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ou seja,
ψ¯iiγ
0∂0ψi = ψ
†
i γ
0{−i~γ · ~∇+ γ0[gvV0 + gρ
2
b0τ3
+
e
2
(1 + τ3)A0] +M
∗}ψi
(2.53)
ψ¯eiγ
0∂0ψe = ψ
†
eγ
0
[
−i~γ · ~∇− γ0eA0 +me
]
φe. (2.54)
Portanto, como γ0~γ = ~α e γ0 = β, podemos escrever a hamilto-
niana como:
Hˆ =
∫
d3r
ˆ
ψ†i [−i~α · ~∇+ β(M − gsφ(~r)) + gvV0(~r) +
1
2
gρτ3b0(~r)
+ e
1 + τ3
2
A0(~r)]ψˆi +
1
2
[
(~∇φ(~r))2 +m2sφ2(~r)
]
+
κ
6
(gsφ)
3(~r)
+
λ
24
(gsφ)
4(~r)− ξ
24
(
g2vV
2
0 (~r)
)2 − gwr (g2ρg2vb20(~r)V 20 (~r))
− 1
2
[
(~∇V0(~r))2 +m2vV 20 (~r)
]
− 1
2
[
(~∇b0(~r))2 +m2ρb20(~r)
]
− 1
2
[
~∇A0(~r)
]2
+
ˆ
ψ†e
[
−i~α · ~∇+ βme − eA0(~r)
]
ψˆe.
(2.55)
Podemos tambe´m escrever as equac¸o˜es de movimento para os
campos mesoˆnicos e o campo eletromagne´tico na aproximac¸a˜o de campo
me´dio, a partir das que t´ınhamos obtido anteriormente, usando ψ¯i =
γ0ψ†i :
(
−~∇2 +m2s
)
φ = gs
〈
ˆ¯ψiψˆi
〉
− 1
2
κg3sφ
2 − 1
6
λg4sφ
3, (2.56)
(
−~∇2 +m2v
)
V0 = gv
〈
ˆ
ψ†i ψˆi
〉
+
1
12
g2vV0 + 2gwrg
2
ρg
2
vb
2
0V0, (2.57)
(
−~∇2 +m2ρ
)
b0 =
gρ
2
〈
ˆ
ψ†i τ3ψˆi
〉
+ 2gwrg
2
ρg
2
vb0V
2
0 , (2.58)
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−~∇2A0 = e
〈
ˆ
ψ†i
1 + τ3
2
ψˆi
〉
− e
〈
ˆ
ψ†eψˆe
〉
, (2.59)
onde os valores esperados acima, que correspondem a densidades, de-
pendem da posic¸a˜o espacial. Finalmente, identificamos os operadores
de campo da seguinte maneira:
ρ(~r) = ρp(~r) + ρn(~r) =
〈
ˆ
ψ†i ψˆi
〉
, (2.60)
ρ3(~r) = ρp(~r)− ρn(~r) =
〈
ˆ¯ψiτ3ψˆi
〉
, (2.61)
ρs(~r) = ρsp(~r) + ρsn(~r) =
〈
ˆ¯ψiψˆi
〉
, (2.62)
ρe(~r) =
〈
ˆ
ψ†eψˆe
〉
. (2.63)
Escrevemos as equac¸o˜es de movimento em func¸a˜o das densidades:(
−~∇2 +m2s
)
φ = gsρs(~r)− 1
2
κg3sφ
2 − 1
6
λg4sφ
3, (2.64)
(
−~∇2 +m2v
)
V0 = gvρ(~r) +
1
12
g2vV0 + 2gwrg
2
ρg
2
vb
2
0V0, (2.65)
(
−~∇2 +m2ρ
)
b0 =
gρ
2
ρ3(~r) + 2gwrg
2
ρg
2
vb0V
2
0 , (2.66)
−~∇2A0 = e (ρp(~r)− ρe(~r)) . (2.67)
Neste trabalho, iremos nos concentrar nestas equac¸o˜es como o
ponto de partida para o ca´lculo de propriedades de transporte, espe-
cialmente sob um campo magne´tico externo muito forte, condic¸a˜o que
ocorre nos magnetares. Visando este objetivo, iremos investigar um
me´todo de obter um ana´logo quaˆntico a` equac¸a˜o de Vlasov, a equac¸a˜o
de transporte cla´ssica na auseˆncia de coliso˜es.
De posse destas equac¸o˜es, a princ´ıpio, ja´ podemos calcular di-
versas propriedades da mate´ria nuclear. Por serem mais simples, elas
sa˜o de relativamente fa´cil implementac¸a˜o nume´rica. A partir desta
base, refinamentos podem ser feitos tanto ao modelo em si como a`s
aproximac¸o˜es utilizadas. Dependendo da faixa de densidade em que
se trabalha, pode ser necessa´ria a inclusa˜o da contribuic¸a˜o de outros
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ha´drons, por exemplo. No caso de termos mate´ria homogeˆnea, iremos
obter func¸o˜es de distribuic¸a˜o de equil´ıbrio independentes da posic¸a˜o.
No entanto, para a mate´ria na˜o-homogeˆnea, como no caso das fases
exo´ticas, torna-se necessa´rio considerarar a dependeˆncia espacial, e e´
comum a utilizac¸a˜o da aproximac¸a˜o de Thomas-Fermi. Visto que esta
e´ uma aproximac¸a˜o de ordem zero, e´ interessante utilizar um me´todo
para melhorar sua precisa˜o de maneira progressiva e consistente com
princ´ıpios fundamentais, denominada aproximac¸a˜o de Thomas-Fermi
estendida (TFE) (CENTELLES, 1992). Tal me´todo foi estudado por no´s
como parte de um curso de mestrado, com a intenc¸a˜o de calcular den-
sidades de energia e limites de existeˆncias das geometrias bolha e gota
na fase “pasta” em estrelas de neˆutrons. (BERTOLINO, 2012).
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3 OBTENC¸A˜O DA EQUAC¸A˜O DE VLASOV PELA
FUNC¸A˜O DE WIGNER
No seu trabalho pioneiro (WIGNER, 1932), Wigner desenvolveu
uma formulac¸a˜o da mecaˆnica quaˆntica na qual as suas propriedades
estat´ısticas se mostram evidentes. Desta forma, a formulac¸a˜o de Wig-
ner (tambe´m conhecida como Weyl-Wigner ou Weyl-Wigner-Moyal) e´
bastante adequada para a obtenc¸a˜o de ana´logos quaˆnticos a`s equac¸o˜es
de transporte cla´ssicas. No presente momento, estamos interessados na
equac¸a˜o de transporte na auseˆncia de coliso˜es, isto e´, em uma equa-
c¸a˜o de Vlasov quaˆntica e relativ´ıstica. Detalharemos aqui o me´todo
de obtenc¸a˜o desta equac¸a˜o de Vlasov de maneira a acomodar nossas
necessidades, isto e´, prover as ferramentas para calcular os limites de
instabilidade e propriedades de transporte na mate´ria nuclear infinita.
A princ´ıpio buscamos utilizar um modelo σ-ω similar ao originalmente
proposto por Walecka (SEROT; WALECKA, 1986), mas as equac¸o˜es ob-
tidas sa˜o gerais, portanto devem ser apropriadas para o ca´lculo de pro-
priedades com outros modelos efetivos.
Na mecaˆnica estat´ıstica, podemos definir uma func¸a˜o P (qn, pn, t)
que determina a probabilidade de encontrar o sistema em um dado mi-
croestado no espac¸o de configurac¸o˜es em um instante t. O sistema
quaˆntico caracterizado por mate´ria nuclear infinita (N → ∞) e´ des-
crito pelo operador densidade ρˆ, portanto buscamos encontrar uma
representac¸a˜o do operador densidade na base das coordenadas e dos
momentos. Mostraremos que essa representac¸a˜o, chamada func¸a˜o de
Wigner e geralmente representada por F (r,Π) faz o papel da func¸a˜o
de distribuic¸a˜o cla´ssica, e de fato se reduz a esta quando desprezamos
fatores de ordem quadra´tica ou maior em ~. Wigner definiu em seu
trabalho a seguinte func¸a˜o para esse propo´sito:
F (r,Π) =
1
2pi~
∫ ∞
−∞
dζ e−
i
~Πζ
〈
r +
ζ
2
∣∣∣∣ ρˆ ∣∣∣∣r − ζ2
〉
. (3.1)
Em seu trabalho, Wigner demonstra que esta func¸a˜o e´ a u´nica
escolha poss´ıvel para atender a`s necessidades de um ana´logo quaˆntico a`
func¸a˜o de distribuic¸a˜o cla´ssica, isto e´: deve existir um operador hermi-
tiano tal que, calculado entre estados de um corpo, resulta na func¸a˜o
definida; a func¸a˜o deve ser normalizada, transformar-se da mesma ma-
neira que o estado quaˆntico φ(x) sob transformac¸o˜es de translac¸a˜o,
reflexa˜o e inversa˜o temporal; e, finalmente, como dito anteriormente,
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reduzir-se a` func¸a˜o cla´ssica ao desprezarmos termos de ordens ~2 ou
superiores, isto e´, quando fazemos ~ → 0. Utilizando essa func¸a˜o,
poderemos utilizar o ferramental da mecaˆncia estat´ıstica cla´ssica para
resolver problemas em um sistema quaˆntico, constituindo dessa forma
um me´todo semicla´ssico.
3.1 MATRIZ DE WIGNER
Para levarmos em conta os efeitos relativ´ısticos e de spin, no en-
tanto, devemos ir ale´m e definir uma func¸a˜o de Wigner covariante de
um corpo. Como pode ser encontrado na literatura, essa definic¸a˜o na˜o e´
u´nica, e tambe´m tem a propriedade de na˜o ser estritamente positiva, o
que na˜o nos permite interpreta´-la de maneira rigorosa como uma distri-
buic¸a˜o de probabilidades. Ainda assim, tal func¸a˜o se revela muito u´til
para resolver os problemas que procuramos atacar. Definimos (VASAK
et al., 1987; SAFANELLI, 2010) a func¸a˜o para um fe´rmion como segue:
F (x,Π) =
1
(2pi)4
∫
d4R e−iΠ
µRµ
〈
: ˆ¯ψ(x+
R
2
)⊗ ψˆ(x− R
2
) :
〉
, (3.2)
onde a notac¸a˜o que representa as coordenadas espaciais foi mudada de
r para x por motivos de clareza. Esta e´ chamada matriz de Wigner, e
possui os seguintes elementos de matriz, reais:
Fα,β(x,Π) =
1
(2pi)4
∫
d4R e−iΠ
µRµ
〈
: ˆ¯ψβ(x+
R
2
)ψˆα(x− R
2
) :
〉
,
(3.3)
sendo que acima a notac¸a˜o
〈
: ˆ¯ψβ(x+
R
2 )ψˆα(x− R2 ) :
〉
representa a me´-
dia estat´ıstica quaˆntica sobre o produto de operadores em ordenamento
normal, e os ı´ndices α e β correm de 1 a 8, levando em conta todos os
graus de liberdade de neˆutrons e pro´tons.
Para considerarmos a assimetria de isospin, ou seja, realizar a
diferenciac¸a˜o entre pro´tons e neˆutrons, notamos que o momento gene-
ralizado Πµ assume formas diferentes para cada um. No modelo σ-ω
mais simples, onde desconsideramos o campo vetorial-isovetorial do me´-
son ρ, podemos escrever o momento generalizado ou canoˆnico Πµ em
func¸a˜o do momento cine´tico pµ e dos campos como se segue:
Πµp = p
µ + eAµ + gvω
µ, (3.4)
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Πµn = p
µ + gvω
µ. (3.5)
Podemos escrever uma matriz de Wigner para cada espe´cie da
seguinte forma, com i = p,n:
Fi(x,Π) =
1
(2pi)4
∫
d4Re−iΠ
µ
i Rµ
〈
: ˆ¯ψi(x+
R
2
)⊗ ψˆi(x− R
2
) :
〉
. (3.6)
Os elementos de matriz sa˜o bastante similares ao caso sime´trico,
mas os ı´ndices α e β agora va˜o de 1 a 4 para cada matriz, onde antes
corriam de 1 a 8, levando em conta todos os graus de liberdade de
neˆutrons e pro´tons.
A formulac¸a˜o de Wigner, utilizando as definic¸o˜es acima, e´ muito
u´til pois permite a avaliac¸a˜o de valores esperados de operadores. Con-
sideremos um operador aditivo Oˆ, a princ´ıpio independente do isospin,
que pode ser decomposto como:〈
Oˆ
〉
= 〈Ψ0| Oˆ |Ψ0〉 =
∑
λ 〈λ| Oˆ1 |λ〉 nλ, (3.7)
onde λ sa˜o os nu´meros quaˆnticos do sistema e nλ os pesos estat´ısti-
cos dos estados ligados a esses nu´meros quaˆnticos. Podemos, enta˜o,
reescrever o valor esperado do operador em termos dos operadores de
campo:
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〈
Oˆ
〉
=
〈
:
∫
d4x ˆ¯ψ(x)Oˆ1(x)ψˆ(x) :
〉
=
〈
:
∫
d4x ˆ¯ψp(x)Oˆ1(x)ψˆp(x) +
∫
d4x ˆ¯ψn(x)Oˆ1(x)ψˆn(x) :
〉
=
∫
d4x Sp[Oˆ1(x)
〈
: ˆ¯ψp(x)⊗ ψˆp(x) :
〉
]
+
∫
d4x Sp[Oˆ1(x)
〈
: ˆ¯ψn(x)⊗ ψˆn(x) :
〉
]
=
∫
d4xd4R δ(4)(R)Sp[Oˆ1(x)
〈
: ˆ¯ψp(x+
R
2
)⊗ ψˆp(x− R
2
) :
〉
]
+
∫
d4xd4R δ(4)(R)Sp[Oˆ1(x)
〈
: ˆ¯ψn(x+
R
2
)⊗ ψˆn(x− R
2
) :
〉
]
=
∫
d4xd4Πp Sp[Oˆ1Fp] +
∫
d4xd4Πn Sp[Oˆ1Fn],
(3.8)
onde Sp denota o trac¸o sobre os ı´ndices espinoriais α e β. Assim fica
claro que a func¸a˜o de Wigner e´ uma ferramenta ana´loga a` func¸a˜o de
distribuic¸a˜o cla´ssica, para um sistema quaˆntico, permitindo a obtenc¸a˜o
dos valores esperados de operadores. As densidades barioˆnica e escalar,
por exemplo, podem ser escritas compactamente da seguinte forma:
ρ(x) =
〈
ˆ¯ψγ0ψˆ
〉
=
∫
d4Π Sp[γ0F (x,Π)], (3.9)
ρs(x) =
〈
ˆ¯ψ ψˆ
〉
=
∫
d4Π Sp[F (x,Π)]. (3.10)
Realizaremos uma mudanc¸a de varia´vel do momento generali-
zado Π para o momento cine´tico p, com jacobiano igual a 1 para os
casos de interesse. Podemos, enta˜o, escrever a densidade de pro´tons ou
neˆutrons da seguinte forma:
ρi(x) =
∫
d4p Sp[γ0Fi(x, p)] =
∫
d3p fi(~r, ~p, t), (3.11)
com:
fi(~r, ~p, t) =
∫
dp0 Sp[γ0Fi(x, p)]. (3.12)
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3.2 EQUAC¸A˜O DE MOVIMENTO
Vamos deduzir em seguida a equac¸a˜o de movimento para a ma-
triz de Wigner. Realizaremos todo o ca´lculo para os pro´tons, no entanto
um racioc´ınio ideˆntico resulta na equac¸a˜o para os neˆutrons. Tomare-
mos a equac¸a˜o para os operadores de campo do pro´ton na aproximac¸a˜o
de Hartree, considerando apenas a contribuic¸a˜o dos campos mesoˆnicos
σ e ω. A equac¸a˜o e´:
[γµ(i∂
µ − gvωµ − eAµ(x))− (mp − gsσ(x))]ψˆp(x) = 0. (3.13)
Fazendo as trocas de varia´veis x1 = x +
R
2 e x2 = x − R2 nos
elementos de matriz dados pela equac¸a˜o (3.3), e derivando em relac¸a˜o
a xµ, obtemos:
[∂µ−2iΠµ]F = 2
(2pi)4
∫
d4Re−iΠ
µRµ
〈
: ˆ¯ψ(x1)⊗ (∂νx2 ψˆ(x2)) :
〉
(3.14)
e, portanto:
[γµ(∂
µ − 2iΠµ) + 2im]F = 2
(2pi)4
∫
d4R e−iΠ
µRµ〈
: ˆ¯ψ(x1)⊗ [(γν∂νx2 + im)ψˆ(x2)] :
〉
,
(3.15)
onde suprimimos o ı´ndice p. Reescrevendo a equac¸a˜o (3.13):
(γµ∂
µ + im)ψˆp(x) = i(gsσ(x)− gvγµωµ(x)− eγµAµ(x))ψˆp(x), (3.16)
de forma que o lado direito da equac¸a˜o (3.15) pode ser escrito como:
2i
(2pi)4
∫
d4R e−iΠ
µRµ〈
: ˆ¯ψ(x1)⊗ (gsσ(x2)− gvγµωµ(x2)− eγµAµ(x2)ψˆ(x2)) :
〉
.
(3.17)
Na aproximac¸a˜o de campo me´dio, podemos extrair os campos
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do ca´lculo da me´dia, pois consideramos que seu valor e´ igual ao valor
esperado, em me´dia. Tambe´m podemos reescreveˆ-los nas coordenadas
originais x e R, da seguinte forma:
σ(x2) = σ(x− r
2
) = e−
1
2Rµ∂
µ
x σ(x)
ωµ(x2) = ω
µ(x− r
2
) = e−
1
2Rµ∂
µ
xωµ(x)
Aµ(x2) = A
µ(x− r
2
) = e−
1
2Rµ∂
µ
xAµ(x),
(3.18)
de maneira que a equac¸a˜o (3.17) fica:
2i
(2pi)4
∫
d4R e−iΠ
µRµe−
1
2Rµ∂
µ
x (gsσ(x)gvγµω
µ(x)− eγµAµ(x))〈
: ˆ¯ψ(x1)⊗ ψˆ(x1) :
〉
=
2i
(2pi)4
e−
1
2∂
µ
Π∂
µ
x
∫
d4R e−iΠ
µRµ(gsσ(x)gvγµω
µ(x)− eγµAµ(x))〈
: ˆ¯ψ(x1)⊗ ψˆ(x1) :
〉
= 2ie−
1
2∂
µ
Π∂
µ
x (gsσ(x)gvγµω
µ(x)− eγµAµ(x))F.
(3.19)
Substituindo este resultado na equac¸a˜o de movimento para o
campo barioˆnico, equac¸a˜o (3.15), chegamos a uma equac¸a˜o de movi-
mento para a matriz de Wigner:
[γµ(∂
µ − 2iΠµ) + 2im]F (x,Π) =
2ie−
1
2∂
µ
Π∂
µ
x (gsσ(x)gvγµω
µ(x)− eγµAµ(x))F (x,Π).
(3.20)
Esta equac¸a˜o matricial representa um conjunto de 16 equac¸o˜es
diferenciais acopladas, de soluc¸a˜o extremamente dif´ıcil. Mas podemos
utilizar duas aproximac¸o˜es para tornar o problema mais trata´vel, e
reduzir a equac¸a˜o acima a` forma funcional da equac¸a˜o de Vlasov. A
primeira consiste em considerar que a matriz de Wigner seja suave no
espac¸o de configurac¸o˜es e que, portanto, podemos desprezar as ordens
acima da primeira nas derivadas sem afetar desproporcionalmente o
resultado. A segunda e´ a aproximac¸a˜o de spin saturado, que admite
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que na˜o ha´ contribuic¸o˜es do spin para as correntes calculadas atrave´s
da func¸a˜o de Wigner.
3.3 APROXIMAC¸A˜O DE LIMITE CLA´SSICO
Comec¸ando pela aproximac¸a˜o da suavidade da matriz de Wigner,
tambe´m chamada de limite cla´ssico por desprezar efeitos que surgem
apenas quanticamente, iremos expandir a equac¸a˜o (3.20) em ordens de
~ e manter somente a primeira ordem. Explicitando ~ na equac¸a˜o,
temos:
[γµ(~∂µ−2iΠµ)+2im]F = 2ie− 12~∂
µ
Π∂
µ
x (gsσ(x)gvγµω
µ(x)−eγµAµ(x))F.
(3.21)
Tomando apenas a primeira ordem ao expandir o operador ex-
ponencial, obtemos:
[γµ(~∂µ − 2iΠµ) + 2im]F = 2i
(
1− 1
2
i~∂Πν ∂µx
)
· (gsσ(x)gvγµωµ(x)− eγµAµ(x))F,
2i[−γµ(Πµ − gvωµ − eγµAµ) +m− gsσ]F = −γµ~∂µF + ~∂Πν ∂µx
· (gsσ(x)gvγµωµ(x)− eγµAµ(x))F.
(3.22)
Da maneira que definimos a matriz de Wigner, sabemos que
ela tem elementos de matriz reais, como visto na equac¸a˜o (3.3). Sendo
assim, as partes real e imagina´ria da equac¸a˜o acima devem ser satisfeitas
de maneira independente. A parte imagina´ria nos da´:
(γµp
µ −m∗)F = 0, (3.23)
com pµ = Πµ− gvωµ− eA e m∗ = m− gsσ. Ja´ a parte real nos oferece:
[γµ∂
µ − ∂Πµ ∂µx (gsσ(x)gvγµωµ(x)− eγµAµ(x))]F = 0, (3.24)
onde novamente fizemos ~ = 1.
De maneira geral, qualquer matriz 4x4 pode ser decomposta em
uma base de 16 matrizes. Conforme demonstrado em (ITZYKSON; ZU-
BER, 1980), uma base completa para as matrizes ψ¯ ⊗ ψ e´ dada por:
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Γi =
{
14, γµ, σµν =
i
2
[γµ, γν ], γ5γµ, γ5
}
. (3.25)
A matriz de Wigner pode ser, portanto, decomposta nessa base,
e levando em conta as aproximac¸o˜es com as quais estamos trabalhando,
va´rios componentes dessa decomposic¸a˜o se tornam nulos. Desta forma,
podemos escrever a matriz de Wigner como:
F =
1
4
Sp[F ] + γµ
1
4
Sp[γµF ] = F + γµVµ. (3.26)
Aplicando o trac¸o nos ı´ndices espinoriais na equac¸a˜o (3.23) e
usando a expansa˜o da matriz na base, temos:
Sp[γµp
µF ] = Sp[M∗F ]
pµVµ = M∗F .
(3.27)
Fazendo o mesmo para a equac¸a˜o (3.24):
Sp[∂Πν ∂
µ
xgsσ(x)F ] = Sp{[γµ∂µ + ∂Πµ ∂µx (gvωµ(x)γµ − eAµ(x)γµ)]F}
× [∂µ + ∂Πν ∂µx (gvωµ(x)− eAµ(x))]V
= gs∂
Π
ν ∂
µ
x (σ(x)F).
(3.28)
Multiplicando a equac¸a˜o (3.23) por (γνp
ν +m∗) e considerando
F na˜o nula, temos:
[
(γνp
νγµp
µ)−M∗2]F = 0[
(γνp
νγµp
µ)−M∗2]14 = 0
Sp[(γνp
νγµp
µ)−M∗2]14 = 4gµνpνpµ − 4M∗2 = 0
p2 = M∗2.
(3.29)
Esta u´ltima e´ conhecida como condic¸a˜o de camada de massa.
Com ela, mais a equac¸a˜o (3.27), podemos reescrever a equac¸a˜o (3.28):
29
[∂µ + ∂
Π
ν ∂
µ
x (gvωµ(x)− eAµ(x))]pµ
F
M∗(x)
= −M∗(x)[∂Πν ∂µxM∗(x)]
F
M∗(x)
.
(3.30)
Utilizando as restric¸o˜es:
∂µω
µ = 0, (3.31)
∂µA
µ = 0, (3.32)
onde esta u´ltima e´ a condic¸a˜o de Lorenz, calculamos o seguinte comu-
tador:
[∂µ + ∂
Π
ν ∂
µ
x (gvωµ(x)− eAµ(x)) , pµ] = 0. (3.33)
Usando isto na equac¸a˜o (3.30), obtemos:
[pµ∂
µ
x + (gvpµ∂
ν
xω
µ + epµ∂
ν
xA
µ)∂Πν +M
∗(∂νxM
∗)∂Πν ]
F
M∗
= 0. (3.34)
Se realizarmos a mudanc¸a de varia´veis do momento generalizado
Π para o cine´tico p, devemos trocar a derivada da seguinte forma:
[∂µxF(x,Π)] = [∂µxF(x, p)]− gv(∂µxων(x))∂pνF(x, p)
− e(∂µxAν(x))∂pνF(x, p).
(3.35)
A derivada em relac¸a˜o aos momentos fica inalterada, como ja´
comentamos. Fazendo a mudanc¸a de varia´veis nas derivadas da equac¸a˜o
(3.34):
[pµ∂
µ
x + gvpµ(∂
ν
xω
µ − ∂µxων)∂pµ + epµ(∂νxAµ − ∂µxAν)∂pµ
+M∗(∂νxM
∗)∂pν ]
F(x, p)
M∗
= 0.
(3.36)
Podemos escrever esta equac¸a˜o de maneira mais compacta como:
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[pµ∂
µ
x + (gvpµΩ
νµ + epνF
νµ)∂pν +M
∗(∂νxM
∗)∂pν ]
F(x, p)
M∗
= 0, (3.37)
onde Ωνµ = (∂νxω
µ− ∂µxων) e F νµ = (∂νxAµ− ∂µxAν). Esta e´ a equac¸a˜o
de Vlasov na sua forma covariante, o que pode ser visto explicitando
a parte temporal da equac¸a˜o e substituindo as derivadas dos campos
pelas forc¸as e velocidades relacionadas, de forma a obter um ana´logo a`
equac¸a˜o cla´ssica com a mesma forma funcional.
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4 DINAˆMICA NUCLEAR COM CAMPO MAGNE´TICO
NULO
Este cap´ıtulo esta´ dedicado a demonstrar a equivaleˆncia do me´-
todo que usaremos a`quele usado na refereˆncia (BRITO et al., 2006) para
calcular a func¸a˜o de dispersa˜o para uma perturbac¸a˜o longitudinal na
mate´ria nuclear. Com isso pretendemos justificar o uso do me´todo,
no sentido de que podemos obter uma boa func¸a˜o de distribuic¸a˜o que
descreve o sistema quaˆntico atrave´s do me´todo da func¸a˜o de Wigner.
4.1 RELAC¸A˜O DE DISPERSA˜O
No cap´ıtulo anterior, chegamos a` equac¸a˜o (3.37), que afirma-
mos ser uma equac¸a˜o do tipo Vlasov para o caso quaˆntico. Escrevere-
mos esta equac¸a˜o de maneira diferente para posteriormente justificar
a maneira de adicionar a contribuic¸a˜o do campo isovetorial-vetorial do
me´son ρ e outras correc¸o˜es ao modelo:
[pµ∂
µ
x + (pµ (∂
ν
xVµ) +M∗ (∂νxM∗))∂pν ]
F(x,Π)
M∗
= 0, (4.1)
onde Π e´ o momento canoˆnico, e os campos ω e eletromagne´tico foram
colocados na forma do potencial Vµ, de forma que:
pµ = Πµ − Vµ(x). (4.2)
Por convenieˆncia, realizaremos uma mudanc¸a de varia´veis de
(x,Π) para (R,p), com Rµ = xµ e pµ = Πµ - Vµ. Vamos escrever a
func¸a˜o de distribuic¸a˜o quaˆntica como:
f(x, p) =
F(x,Π)
M∗
. (4.3)
Nas novas coordenadas, a equac¸a˜o (4.1) fica:
[pµ∂
µ
x − pµΩ˜µν∂pν +M∗ (∂νxM∗) ∂pν ]f(x, p) = 0, (4.4)
onde Ω˜µν = (∂µxVν − ∂νxVµ). A partir deste ponto vamos omitir o til
para simplificar a notac¸a˜o, embora deva ficar claro que o Ωµν definido
desta forma e´ diferente daquele do cap´ıtulo anterior.
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Vamos calcular as correntes barioˆnica e escalar a partir da fun-
c¸a˜o de distribuic¸a˜o f(x,Π). Para isto, usaremos um ansatz para esta
func¸a˜o:
f(x, p) = 2θ(p0)δ(p
2 −M∗2)f˜(x, ~p) = 1
p0
δ(p0 −
√
p2 −M∗2)f˜(x, ~p).
(4.5)
As densidades de correntes escalar e barioˆnica sa˜o definidas res-
pectivamente por:
ρs =
2
(2pi)3
∫
d4p m∗(x)f(x, p), (4.6)
jµ =
2
(2pi)3
∫
d4p pµf(x, p). (4.7)
Devido a` func¸a˜o delta no ansatz para a func¸a˜o de distribuic¸a˜o,
essas integrais no quadrimomento cine´tico se reduzem a integrais tridi-
mensionais: ∫
d4p f(x, p)→
∫
d3p
p0
f˜(x, ~p). (4.8)
Substituindo nas equac¸o˜es (4.6) e (4.7), e omitindo o til da no-
tac¸a˜o, obtemos:
ρs =
2
(2pi)3
∫
d3p
p0
m∗(x)f(x, p), (4.9)
jµ =
2
(2pi)3
∫
d3p
p0
pµf(x, p). (4.10)
Substituindo novamente na equac¸a˜o (4.4) e efetuando um pouco
de a´lgebra, e´ poss´ıvel mostrar que temos a conservac¸a˜o da corrente
barioˆnica, ou seja:
∂xµj
µ = 0. (4.11)
Agora, usando o comutador:
[pµ∂
µ
x − pµΩ˜µν∂pν +M∗ (∂νxM∗) ∂pν , δ(p2 −M∗2)] = 0, (4.12)
podemos reescrever a equac¸a˜o (4.4) como:
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[pµ∂
µ
x − pµΩ˜µk∂pk +M∗
(
∂kxM
∗) ∂pk]f(x, ~p) = 0, (4.13)
com k indo de 1 a 3. Desta forma, a equac¸a˜o pode ser escrita com a
forma funcional da equac¸a˜o de Vlasov usual:[
∂
∂t
+ ~˙x · ~∇x + ~˙p · ~∇p
]
f(x, ~p) = 0, (4.14)
onde:
~˙x =
~p
p0
=
~p
Ep
, (4.15)
~˙p = − ∂
∂t
~V − ~∇xV0 + 1
p0
[
~p×
(
~∇x × ~V
)
−M∗~∇xM∗
]
, (4.16)
sendo que a equac¸a˜o (4.13) e´ equivalente a` equac¸a˜o com a derivada
total no tempo:
d
dt
f(x, ~p) =
d
dt
f(x, ~p, t) = 0. (4.17)
Para a mate´ria homogeˆnea em equil´ıbrio a temperatura nula,
sabemos que devemos ter f(x, ~p) = θ(EF−Ep), onde EF =
√
p2F +m
∗2
e´ a energia de Fermi. Desta maneira obtemos as densidades escalar e
barioˆnica de equil´ıbrio:
ρs =
2
(2pi)3
∫
d3p
p0
M∗θ(EF − Ep)
=
2
(2pi)3
∫ 2pi
0
dφ
∫ pi
0
dθ sen(θ)
∫ pF
0
dp p2
M∗
Ep
=
1
pi2
∫ pF
0
dp
p2M∗√
p2 +M∗2
,
(4.18)
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ρ = j0 =
2
(2pi)3
∫
d3p
p0
p0θ(EF − Ep)
=
1
pi2
∫
dp p2θ(EF − Ep)
=
1
pi2
∫ pF
0
dp p2 =
p3F
3pi2
.
(4.19)
Agora, no caso de uma pequena perturbac¸a˜o em relac¸a˜o ao equi-
l´ıbrio, na mate´ria nuclear uniforme na auseˆncia de campos externos,
podemos escrever para a func¸a˜o de distribuic¸a˜o:
f(x, ~p) = f (0)(~p) + δf(x, ~p), (4.20)
e a equac¸a˜o de Vlasov pode enta˜o ser escrita como:
∂
∂t
(f (0) + δf) +
~p
E(0)
(f (0) + δf)
+ { 1√
p2 + (m− gs(φ(0) + δφ))2
[~p×
(
~∇x × (~V(0) + δ~V)
)
− (m− gs(φ(0) + δφ))~∇x(m− gs(φ(0) + δφ))]
− ∂
∂t
(~V(0) + δ~V)− ~∇x(V(0)0 + δV0)}
· ~∇p(f (0) + δf) = 0.
(4.21)
Expandindo a raiz no denominador em se´rie de poteˆncias, temos
para o termo envolvendo derivadas no momento:
(
1
E(0)
+
M∗(0)
E(0)3
gsδφ
)
(~p× (~∇x × ~V(0)) + ~p× (~∇x × δ~V)
−M∗(0)~∇xδφ−M∗(0)~∇xM∗(0)) ·
(
~∇pf (0) + ~∇pδf
)
=
{(
1
E(0)
+
M∗(0)
E(0)3
gsδφ
)
[~p× (~∇x × ~V(0))
+ ~p× (~∇x × δ~V) +M∗(0)gsδφ]
}
·
(
~∇pf (0) + ~∇pf
)
.
(4.22)
Portanto, a equac¸a˜o de Vlasov para a flutuac¸a˜o na func¸a˜o de
distribuic¸a˜o e´:
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∂
∂t
δf +
~p
E(0)
· ~∇xδf + ~p
E(0)
× (~∇x × ~V(0)) · ~∇pδf
−
(
∂
∂t
~V(0) + ~∇x~V(0)
)
· ~∇pδf
+ [
~p
E(0)
(~∇x × δ~V) + M
∗(0)gs
E(0)
~∇xδφ+ M
∗(0)gs
E(0)3
δφ
(
~p× (~∇x × ~V(0))
)
− ∂
∂t
δ~V − ~∇xδV ′] · ~∇pδf (0) = 0,
(4.23)
onde consideramos que ~∇xφ(0) = 0. Na auseˆncia de campos externos,
~V = 0, e V0 e´ constante. Portanto a equac¸a˜o (4.23) se reduz a:
∂
∂t
δf +
~p
E(0)
· ~∇xδf
+ [
~p
E(0)
(~∇x × δ~V) + M
∗(0)gs
E(0)
~∇xδφ
− ∂
∂t
δ~V − ~∇xδV ′] · ~∇pδf (0) = 0.
(4.24)
Realizando uma transformada de Fourier na equac¸a˜o, obtemos:
∫
d3qdω ei(ωt−~q·~r)
[iωδf +
~p
E(0)
· (−i~q)δf − i
(
~p
E(0)
· δ~V~q − ~p · ~q
E(0)
δ~V
)
· ~∇pδf (0)
+
(
M∗(0)
E(0)
gsδφ(−i~q)− iωδ~V + δV0i~q
)
· ~∇pδf (0)] = 0.
(4.25)
Podemos reescrever a equac¸a˜o como:
i
(
ω − ~p
E(0)
· ~q
)
δf(~q, ~p, ω) =
i[
(
ω − ~p
E(0)
· ~q
)
δ~V(~q, ~p, ω)− (δV0
− ~p
E(0)
· δ~V − m
∗(0)
E(0)
gsδφ)~q] · ~∇pδf (0),
(4.26)
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ou seja:
δf =
δ~V −
(
δV0 − ~p
E(0)
· δ~V − M∗(0)
E(0)
gsδφ
)
~q
ω − ~p·~q
E(0)
 · ~∇pδf (0). (4.27)
Para obtermos as relac¸o˜es de dispersa˜o, vamos analisar as den-
sidades de corrente barioˆnica e escalar:
jµ = j(0)µ + δjµ, (4.28)
ρs = ρ
(0)
s + δρs, (4.29)
de maneira que, para a parte temporal da densidade de corrente bari-
oˆnica temos, de acordo com a equac¸a˜o (4.10):
j0 =
2
(2pi)3
∫
d3p
p0
p0(f (0) + δf), (4.30)
e enta˜o:
δj0 =
2
(2pi)3
∫
d3p δf, (4.31)
pois a variac¸a˜o da densidade de corrente barioˆnica e´ uma variac¸a˜o em
m∗(0), mas a func¸a˜o de distribuic¸a˜o de equil´ıbrio, f (0) na˜o depende de
m∗.
A parte espacial da densidade de corrente barioˆnica fica:
jk(x) =
2
(2pi)3
∫
d3p
pk√
p2 + (m− gs(φ(0) + δφ))2
(f (0) + δf)
=
2
(2pi)3
∫
d3p pk
(
1
E(0)
+
M∗(0)
E(0)3
gsδφ
)
(f (0) + δf)
=
2
(2pi)3
∫
d3p pk
[
1
E(0)
f (0) +
M∗(0)
E(0)3
gsδφ+
δf
E(0)
]
.
(4.32)
Analisando a equac¸a˜o de movimento, vemos que δφ na˜o e´ func¸a˜o
de pk, e portanto os u´ltimos termos ficam:∫
d3p pk
1
E(0)3
=
∫
d3p pkf(|~p|) = 0, (4.33)
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de maneira que:
jk(x) =
2
(2pi)3
∫
d3p
E(0)
pkδf. (4.34)
Agora, para a densidade escalar, temos:
ρs =
2
(2pi)3
∫
d3p
p0
M∗(f (0) + δf)
=
2
(2pi)3
∫
d3p
(m− gs(φ(0) + δφ))√
p2 + (m− gs(φ(0) + δφ))2
(f (0) + δf)
=
2
(2pi)3
∫
d3p
(
1
E(0)
+
M∗(0)
E(0)3
gsδφ
)
(M∗(0) − gsδφ)(f (0) + δf)
=
2
(2pi)3
∫
d3p
f (0)
E(0)
M∗(0)
+
2
(2pi)3
∫
d3p
(
M∗(0)
E(0)
δf − f
(0)
E(0)
gsδφ+
M∗(0)2
E(0)3
f (0)gsδφ
)
.
(4.35)
Notando que:
∂
∂M∗
ρ(0)s =
∂
∂M∗(0)
2
(2pi)3
∫
d3p
M∗(0)
E(0)
f (0)
=
2
(2pi)3
∫
d3p
[
f (0)
E(0)
+M∗(0)
∂
∂M∗(0)
f (0)
E(0)
]
=
2
(2pi)3
∫
d3p
[
f (0)
E(0)
+
M∗(0)
E(0)
∂
∂M∗(0)
f (0) − M
∗(0)2
E(0)3
f (0)
]
,
(4.36)
podemos escrever:
δρs =
2
(2pi)3
∫
d3p
M∗(0)
E(0)
δf − gsdρ(0)s δφ, (4.37)
onde:
dρ(0)s =
∂
∂M∗
ρ(0)s −
2
(2pi)3
∫
d3p
M∗(0)
E(0)
∂
∂m∗
f (0). (4.38)
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Vamos calcular as transformadas de Fourier e somar as contri-
buic¸o˜es de pro´tons, neˆutrons e ele´trons:
δjµ(~q, ω) =
∑
i=p,n,e
2
(2pi)3
∫
d3p
p0
pµδfi(~q, ~p, ω) (4.39)
δρs(~q, ω) =
∑
i=p,n
[
2
(2pi)3
∫
d3p
p0
M∗(0)δfi − gs
(
∂
∂M∗(0)
ρ
(0)
is
)
δφ(~q, ω)
]
.
(4.40)
Usando a equac¸a˜o de movimento do campo escalar φ no modelo
de Walecka na˜o linear, equac¸a˜o (2.62), e considerando as perturbac¸o˜es
no campo e na densidade escalar:
∂2t δφ−∇2δφ+M∗2δφ+ kφ(0)δφ+
λ
2
φ(0)2δφ
= gs
∑
i=p,n
[
2
(2pi)3
∫
d3p
p0
M∗(0)δfi − gs
(
∂
∂M∗(0)
ρ
(0)
is
)
φ(0)
] (4.41)
e definindo:
m˜2s ≡ m2s + kφ(0) +
λ
2
φ(0)2 + g2s
∑
i=p,n
∂
∂M∗(0)
ρ
(0)
is , (4.42)
podemos reescrever a equac¸a˜o (4.41) como:
∂2t δφ−∇2δφ+ m˜2sδφ = gs
∑
i=p,n
2
(2pi)3
∫
d3p
p0
M∗(0)δfi. (4.43)
Fazendo a transformada de Fourier, obtemos:
[−ω2 + q2 + m˜2s]δφ(~q, ω) = gsM∗(0)
∑
j=p,n
2
(2pi)3
∫
d3p
E(0)
δfj(~q, ~p, ω).
(4.44)
Analogamente, para os campos mesoˆnicos ω e ρ, e para o campo
eletromagne´tico, respectivamente, obtemos:
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[−ω2 + q2 + m˜2ω]δV µ(~q, ω) = gv
∑
j=p,n
2
(2pi)3
∫
d3p
p(0)
pµδfj (4.45)
[−ω2 + q2 + m˜2ρ]δbµ(~q, ω) =
gρ
2
∑
j=p,n
τj
2
(2pi)3
∫
d3p
p(0)
pµδfj (4.46)
[−ω2 + q2]δAµ(~q, ω) = e
[
2
(2pi)3
∫
d3p
p(0)
pµδfp − 2
(2pi)3
∫
d3p
E(0)
pµδfe
]
,
(4.47)
onde τp = 1 e τn = -1. Como no nosso modelo temos:
δVµi = gvδV µ +
gρ
2
δbµ + e
1 + τi
2
δAµ, (4.48)
usando as equac¸o˜es (4.45) a (4.47), podemos escrever:
δVµi =
g2v
−ω2 + q2 + m˜2ω
∑
j=p,n
2
(2pi)3
∫
d3p
p(0)
pµδfj
+
(
gρ
2 )
2τi
−ω2 + q2 + m˜2ρ
∑
j=p,n
τj
2
(2pi)3
∫
d3p
p(0)
pµδfj
+
e2( 1+τi2 )
−ω2 + q2
[
2
(2pi)3
∫
d3p
p(0)
pµ (δfp − δfe)
]
.
(4.49)
Definindo:
δjµi ≡
2
(2pi)3
∫
d3p
p(0)
pµδfj(~q, ~p, ω), (4.50)
temos:
δVµi (~q, ω) =
∑
j=p,n
[
g2v
−ω2 + q2 + m˜2ω
+
(
gρ
2 )
2τiτj
−ω2 + q2 + m˜2ρ
]
+
e2( 1+τi2 )
−ω2 + q2
(
δjµp − δjµe
)
.
(4.51)
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Substituindo na equac¸a˜o (4.27) a equac¸a˜o de Vlasov covariante,
δfi = δVki
∂
∂pk
f
(0)
i −
(
δV0i − ~p·
~Vi
E(0)
− M∗(0)
E(0)
gsδφ
)
ω − ~p·~q
E(0)
~q · ~∇pf (0)i
= δVki
[
∂
∂pk
f
(0)
i +
pk
E(0)
~q · ~∇pf (0)i
ω − ~p·~q
E(0)
]
− δV
0
i ~q · ~∇pf (0)i
ω − ~p·~q
E(0)
+
M∗(0)
E(0)
gs
~q · ~∇pf (0)i
ω − ~p·~q
E(0)
δφ.
(4.52)
Usando as equac¸o˜es (4.44) e (4.51), reescrevemos:
δfi =
 ∑
j=p,n
(
g2v
−ω2 + q2 + m˜2ω
+
(
gρ
2 )
2τiτj
−ω2 + q2 + m˜2ρ
)
δjkj
+
e2( 1+τi2 )
−ω2 + q2
(
δjkp − δjke
)] · [ ∂
∂pk
f
(0)
i +
pk
E(0)
~q · ~∇pf (0)i
ω − ~p·~q
E(0)
]
+
 ∑
j=p,n
(
g2v
−ω2 + q2 + m˜2ω
+
(
gρ
2 )
2τiτj
−ω2 + q2 + m˜2ρ
)
δj0j
+
e2( 1+τi2 )
−ω2 + q2
(
δj0p − δj0e
)] · [~q · ~∇pf (0)i
ω − ~p·~q
E(0)
]
+
M∗(0)
E(0)
gs
gsM
∗(0)
−ω2 + q2 + m˜2s
∑
j=p,n
δj˜js
[~q · ~∇pf (0)i
ω − ~p·~q
E(0)
]
,
(4.53)
onde definimos:
ρ˜js ≡ 2
(2pi)3
∫
d3p
E(0)
δfj(~q, ~p, ω). (4.54)
No caso do ele´tron, temos Vµe = −eAµ e δVµe = −eδAµ. Usando
a equac¸a˜o (4.47) para o campo eletromagne´tico:
Vµe =
−e2
−ω2 + q2
[
δjµp − δjµe
]
. (4.55)
Substituindo na equac¸a˜o (4.52), temos:
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δfe =
−e2
−ω2 + q2
[
δjµp − δjµe
] ∂
∂pk
f (0)e +
pk
E
(0)
e
~q · ~∇pf (0)e
ω − ~p·~q
E
(0)
e

+
e2
−ω2 + q2
[
δj0p − δj0e
] ~q · ~∇pf (0)e
ω − ~p·~q
E
(0)
e
,
(4.56)
onde E
(0)
e =
√
p2 +m2e.
4.2 ONDAS LONGITUDINAIS
Vamos considerar o caso espec´ıfico de pequenas perturbac¸o˜es cor-
respondentes a ondas longitudinais em um referencial escolhido. Calcu-
laremos a equac¸a˜o de dispersa˜o, mostrando que nosso me´todo reproduz
resultados obtidos anteriormente em outro artigo (BRITO et al., 2006).
Para uma onda longitudinal:
δ~Vi ≡ δVi3, (4.57)
com i = p,n,e, e onde os ı´ndices 1,2,3 representam os eixos coordenados.
Portanto, δVi1 = δVi2 = 0. Da mesma forma, δj1 = δj2 = 0. A
perturbac¸a˜o esta´ limitada apenas a` direc¸a˜o escolhida, no caso, 3. Como
temos conservac¸a˜o da corrente barioˆnica, podemos escrever a equac¸a˜o
de continuidade:
∂µj
µ
i (t, ~x) = 0, (4.58)
ou de maneira equivalente:
∂
∂t
j0i (t, ~x) + ~∇ ·~ji(t, ~x) = 0. (4.59)
Usamos a tranformada de Fourier para obter:
iωj0i (~q, ω)− i~q ·~ji(~q, ω) = 0
⇒ ωj0i (~q, ω) = ~q ·~ji(~q, ω).
(4.60)
Como os campos mesoˆnicos tambe´m satisfazem equac¸o˜es de con-
servac¸a˜o:
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∂µV
µ
i = ∂µb
µ
i = ∂µA
µ
i = 0 (Calibre de Lorenz), (4.61)
temos:
ωδV 0 = ~q · δ~V
ωδb0 = ~q · δ~b
ωδA0 = ~q · δ ~A,
(4.62)
Observando as equac¸o˜es de movimento dos campos dos me´sons
ω, ρ e o eletromagne´tico, equac¸o˜es (4.45) a (4.47), vemos que apenas
j3i e´ diferente de zero. Com a equac¸a˜o de continuidade, equac¸a˜o (4.59),
temos:
ωδj0i = q3δj
3
i , (4.63)
portanto as densidades de corrente oscilam em relac¸a˜o ao equil´ıbrio
devido a` perturbac¸a˜o. Vamos enta˜o considerar as integrais envolvidas
no ca´lculo das densidades barioˆnica e escalar. Em primeiro lugar, a
equac¸a˜o de Vlasov, equac¸a˜o (4.52), pode ser escrita no presente caso
como:
δfi = δV3i
[
∂
∂pk
f
(0)
i +
p3
E(0)
~q · ~∇pf (0)i
ω − ~p·~q
E(0)
]
− δV
0
i ~q · ~∇pf (0)i
ω − ~p·~q
E(0)
+
m∗(0)
E(0)
gs
~q · ~∇pf (0)i
ω − ~p·~q
E(0)
δφ.
(4.64)
Das equac¸o˜es (4.62), temos que ωδV 0 = q3δV 3. Logo,
δfi = δV0i [
ω
q3
(
∂
∂pk
f
(0)
i +
p3
E(0)
~q · ~∇pf (0)i
ω − ~p·~q
E(0)
)
− ~q ·
~∇pf (0)i
ω − ~p·~q
E(0)
]
+
m∗(0)
E(0)
gs
~q · ~∇pf (0)i
ω − ~p·~q
E(0)
δφ.
(4.65)
Como:
43
ωδj0i =
2
(2pi)3
∫
d3p
p0
p0δfi, (4.66)
da equac¸a˜o (4.65) vem que:
δj0i = δV0i
2
(2pi)3
∫
d3p [
ω
q3
(
∂
∂pk
f
(0)
i +
p3
E(0)
~q · ~∇pf (0)i
ω − ~p·~q
E(0)
)
− ~q ·
~∇pf (0)i
ω − ~p·~q
E(0)
]
+M∗(0)gsδφ
2
(2pi)3
∫
d3p 1
E(0)
~q · ~∇pf (0)i
ω − ~p·~q
E(0)
.
(4.67)
Na equac¸a˜o que envolve a func¸a˜o de distribuic¸a˜o de equil´ıbrio,
a integral e´ nula devido a` paridade da func¸a˜o f
(0)
i = θ(EFi − Ep)
quando integrada em coordenadas esfe´ricas. Tambe´m temos que ~q · ~∇p
= qkˆ · eˆp ∂∂p = qcosθ ∂∂p . Dessa maneira:
δj0i = δV0i
2
(2pi)3
∫
d3p [
ω
q3E(0)
(
pcosθ qcosθ
ω − pqcosθ
E(0)
)
−
qcosθ ∂∂pf
(0)
i
ω − pqcosθ
E(0)
]
+M∗(0)gsδφ
2
(2pi)3
∫
d3p
1
E(0)
qcosθ ∂∂pf
(0)
i
ω − pqcosθ
E(0)
.
(4.68)
Agora,
∂
∂p
f
(0)
i =
∂
∂p
θ(EFi − Ep) = ∂θ(EFi − Ep)
∂p
∂(EFi − Ep)
∂p
= δ(EFi − Ep) ∂
∂p
(
EFi −
√
p2 −M∗(0)2
)
= −δ(EFi − Ep) |~p|√
p2 −M∗(0)2
= − pFi
EFi
√
p2 −M∗(0)2
(4.69)
e notando que δ(f(x)) = 1|f ′(x0)|δ(x − x0), se f(x0) 6= 0 e f ′(x0) 6= 0
(assumindo apenas uma raiz), temos:
44
δ(EFi − Ep) = 1∣∣∣ ∂∂p (EFi − Ep)∣∣∣δ(pFi − p) =
δ(pFi − p)
√
p2 −M∗(0)2
|~p| ,
(4.70)
e enta˜o:
∂
∂p
f
(0)
i = −δ(pFi − p). (4.71)
Agora vamos escrever a equac¸a˜o (4.68) como:
δj0i = δV0i [ω
2
(2pi)3
∫
d3p
E(0)
pcos2θ
ω − pqcosθ
E(0)
∂
∂p
f
(0)
i
− q 2
(2pi)3
∫
d3p
E(0)
cosθ
ω − pqcosθ
E(0)
]
∂
∂p
f
(0)
i
+M∗(0)gsδφ
2
(2pi)3
∫
d3p
E(0)
cosθ ∂∂pf
(0)
i
ω − pqcosθ
E(0)
,
(4.72)
onde passamos a omitir o ı´ndice 3 da coordenada q. A expressa˜o para
δj0i acima envolve treˆs integrais:
H1 =
2
(2pi)3
∫
d3p
E(0)
pcos2θ
ω − pqcosθ
E(0)
∂
∂p
f
(0)
i
1
2pi2
∫ 1
−1
dx
∫ ∞
0
dp
E(0)
− p
3x2
ω − pqx
E(0)
δ(pFi − p)
= − 1
2pi2
p3Fi
∫ 1
−1
dx
x2
qpFi
(
ωEFi
qpFi
) .
(4.73)
Definindo:
ω0i ≡ qpFi
EFi
, Si =
ω
ω0i
(4.74)
e usando a definic¸a˜o da func¸a˜o de Lindhard:
L(x0) ≡
∫ 1
−1
dx
x
x0 − x, (4.75)
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que tem a propriedade:∫ 1
−1
dx
x2
x0 − x = −x0L(x0), (4.76)
temos:
H1 =
1
2pi2
p2Fi
q
SiL(Si) =
1
2pi2
ω
q2
pFiEFiL(Si). (4.77)
A segunda integral e´:
H2 =
2
(2pi)3
∫
d3p
cosθ
ω − pqcosθ
E(0)
∂
∂p
f
(0)
i
= − 1
2pi2
∫ 1
−1
dx
∫ ∞
0
dp
p2x
ω − pqx
E(0)
δ(pFi − p)
= − 1
2pi2
p2Fi
∫ 1
−1
dx
x
qpFi
x EFi
(
ωEFi
qpFi
) = 1
2pi2
pFiEFi
q
L(Si).
(4.78)
A terceira integral e´:
H3 =
2
(2pi)3
∫
d3p
E(0)
cosθ
ω − pqcosθ
E(0)
∂
∂p
f
(0)
i
= − 1
2pi2
∫ 1
−1
dx
∫ ∞
0
dp
p2
E(0)
x
ω − pqx
E(0)
δ(pFi − p)
= − 1
2pi2
p2Fi
∫ 1
−1
dx
x
qpFi
(
ωEFi
qpFi
) = 1
2pi2
pFi
q
L(Si) =
H2
EFi
.
(4.79)
Substituindo na equac¸a˜o (4.72):
δj0i = δV0i L(Si)[ω
1
2pi2
ω
q2
pFiEFi − 1
2pi2
pFiEFi]
+m∗(0)gsδφL(Si)
1
2pi2
pFi,
(4.80)
ou de maneira mais compacta:
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δj0i = −
1
2pi2
(
1− ω
2
q2
)
pFiEFiL(Si)δV0i +
1
2pi2
pFiL(Si)M
∗(0)gsδφ.
(4.81)
Para eliminar δφ vamos utilizar as equac¸o˜es (4.44) e (4.65). Es-
crevemos:
[−ω2 + ω2s ]δφ = gsM∗(0)
∑
j=p,n
2
(2pi)3
∫
d3p
E(0)
δfj , (4.82)
onde ω2s = q
2 − m˜2s. Assim:
[−ω2 + ω2s ]δφ = gsM∗(0)
∑
j=p,n
{δV0j
2
(2pi)3
∫
d3p
E(0)
[
ω
q
p3
E(0)
~q · ~∇pf (0)j
ω − ~p · ~q −
~q · ~∇pf (0)j
ω − ~p·~q
E(0)
]
+M∗(0)gsδφ
2
(2pi)3
∫
d3p
E(0)
1
E(0)
~q · ~∇pf (0)j
ω − ~p·~q
E(0)
}.
(4.83)
Como as integrais que aparecem acima envolvem a func¸a˜o delta,
elas podem ser obtidas trivialmente a partir dos ca´lculos das integrais
(H1-H3). Basta dividir estas integrais por EFj e obter:
[−ω2 + ω2s ]δφ = gsM∗(0)
∑
j=p,n
{−δV0j
1
2pi2
(
1− ω
2
q2
)
pFjL(Sj) +M
∗(0)gsδφ
1
2pi2
pFj
EFj
L(Sj),
(4.84)
ou seja:
[−ω2 + ω2s ]δφ = gsM∗(0)
∑
j=p,n
δj0j
EFj
. (4.85)
Substituindo na equac¸a˜o (4.81), obtemos:
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δj0i = −
1
2pi2
(
1− ω
2
q2
)
pFiEFiL(Si)δV0i
+
1
2pi2
pFi
L(Si)M
∗(0)2
−ω2 + ω2s
g2s
∑
j=p,n
δj0j
EFj
.
(4.86)
Usando a equac¸a˜o (4.51), chegamos a:
δj0i =
∑
j=p,n
[
g2v
−ω2 + ω2ω
+
(
gρ
2 )
2τiτj
−ω2 + ω2ρ
]
δj0j +
e
(
1+τi
2
)
−ω2 + q2
(
δjµp − δjµe
)
·
[
− 1
2pi2
(
1− ω
2
q2
)
pFiEFiL(Si)
]
+
1
2pi2
pFiL(Si)m
∗(0)2g2s
−ω2 + ω2s
∑
j=p,n
δj0j
EFj
.
(4.87)
A equac¸a˜o acima e´ equivalente a`quela da refereˆncia (BRITO et al.,
2006), como pretend´ıamos demonstrar. Sua soluc¸a˜o envolve a escolha
de um ansatz apropriado para δfi. Se escolhermos:
δfi = δfi(~q, ~p, ω) = δfi(~q, ω, cosθ)δ(pFi − p), (4.88)
enta˜o obtemos:
δj0i =
2
(2pi)3
∫
d3p δfi(~q, ω, cosθ)δ(pFi − p)
=
p2Fi
pi2
∫
dθ senθ fi(~q, ω, cosθ)
(4.89)
e podemos definir:
δj0i = p
2
FiAωi. (4.90)
Substituindo na equac¸a˜o (4.87), temos:
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p2FiAωi = {
∑
j=p,n
[
g2v
−ω2 + ω2ω
+
(
gρ
2 )
2τiτj
−ω2 + ω2ρ
]p2FjAωj
+
e
(
1+τi
2
)
−ω2 + q2
(
p2FpAωp − p2FeAωe
)}
·
[
− 1
2pi2
(
1− ω
2
q2
)
pFiEFiL(Si)
]
+
1
2pi2
pFiL(Si)M
∗(0)2g2s
−ω2 + ω2s
∑
j=p,n
p2FjAωj
EFj
.
(4.91)
Definindo:
Cijω ≡
1
2pi2
g2v
ω2 − ω2ω
(
1− ω
2
q2
)
p2FjEFi
pFi
=
1
2pi2
g2v
ω2 − ω2ω
(
1− ω
2
q2
)
p2Fj
VFi
,
(4.92)
onde VFi =
pFi
EFi
= qpFiEFi q =
ω0i
q ,
Cijρ ≡
1
2pi2
( gv2 )
2
ω2 − ω2ρ
(
1− ω
2
q2
)
p2Fj
VFi
, (4.93)
Cije ≡
1
2pi2
e2
ω2 − q2
(
1− ω
2
q2
)
p2Fj
VFi
= − 1
2pi2
e2
q2
p2Fj
VFi
, (4.94)
Cijs ≡
1
2pi2
m∗(0)2g2s
ω2 − ω2s
pFjVFj
EFj
, (4.95)
reescrevemos a equac¸a˜o (4.91) como:
Aωi =
∑
j=p,n
(
Cijω + C
ij
ρ τiτj − Cijs
)
L(Si)Aωj
+
[
1 + τi
2
Cipe Aωp −
1 + τi
2
Ciee Aωe
]
L(Si).
(4.96)
Esta soluc¸a˜o e´ para i = p,n. No caso dos ele´trons, o procedimento
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e´ similar. Da equac¸a˜o (4.56):
δfe = δVµe
 ∂
∂pk
f (0)e +
pk
E
(0)
e
~q · ~∇pf (0)e
ω − ~p·~q
E
(0)
e

− δV0e
~q · ~∇pf (0)e
ω − ~p·~q
E
(0)
e
,
(4.97)
onde:
Vµe = −eδAµ =
−e2
−ω2 + q2
[
δjµp − δjµe
]
. (4.98)
Para o nosso caso de perturbac¸o˜es tipo onda longitudinal, δV2e
= δV3e = 0. Logo, escrevemos uma equac¸a˜o ana´loga a` equac¸a˜o (4.72)
para nucleons:
δj0e = δV0e [ω
2
(2pi)3
∫
d3p
E(0)
pcos2θ
ω − pqcosθ
E(0)e
∂
∂p
f (0)e
− q 2
(2pi)3
∫
d3p
E
(0)
e
cosθ
ω − pqcosθ
E(0)e
]
∂
∂p
f (0)e ,
(4.99)
e da equac¸a˜o (4.81):
δj0e = −
1
2pi2
(
1− ω
2
q2
)
pFeEFeL(Se)δV0e , (4.100)
ou ainda:
p2FeAωe = −
1
2pi2
(
1− ω
2
q2
)[ −e2
−ω2 + q2
(
p2FpAωp − p2FeAωe
)]
· pFeEFeL(Se),
(4.101)
com:
Aωe = (−Cepe Aωp + Ceee Aωe)L(Se). (4.102)
Destas equac¸o˜es, obtemos a relac¸a˜o de dispersa˜o para os ele´trons.
Vamos definir:
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F ij ≡ −Cijω − τiτjCijρ + Cijs − Cije
(
1 + τi
2
)(
1 + τj
2
)
, (4.103)
e enta˜o:
Aωp = −F ppL(Sp)Aωp − F pnL(Sp)Aωn − Cpee AωeL(Sp), (4.104)
Aωn = −FnpL(Sn)Aωp − FnnL(Sn)Aωn, (4.105)
Aωp = −Cepe L(Se)Aωp + Ceee L(Se)Aωe. (4.106)
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5 DINAˆMICA NUCLEAR COM CAMPO MAGNE´TICO
CONSTANTE
Neste cap´ıtulo, pretendemos demonstrar que o me´todo utilizado
na refereˆncia (ZHUANG; HEINZ, 1996) para a eletrodinaˆmica quaˆntica
(EDQ) com spin e´ adequado para obtermos a equac¸a˜o de transporte
para a mate´ria nuclear na presenc¸a de um campo magne´tico. O cerne
do argumento esta´ em que os espinores da EDQ, assim como os cam-
pos mesoˆnicos que consideramos no modelo de Walecka na˜o-linear, sa˜o
campos vetoriais, e que as mesmas considerac¸o˜es que se aplicam aos
primeiros justificam a validade do me´todo para os u´ltimos. Para es-
clarecer o me´todo, exploramos os resulatdos de Zhuang e Heinz em
detalhes, adicionando o potencial nuclear do nosso modelo. Enta˜o,
a partir desses resultados e nos baseando no trabalho de Kelly sobre
plasmas quaˆnticos (KELLY, 1964), que nosso grupo de trabalho ja´ vem
investigando ha´ algum tempo (SAFANELLI, 2010), buscamos obter as
relac¸o˜es de dispersa˜o para perturbac¸o˜es longitudinais e transversais do
nosso sistema.
5.1 OBTENC¸A˜O DE EQUAC¸O˜ES TIPO VLASOV ATRAVE´S DA
FUNC¸A˜O DE WIGNER
Nesta sec¸a˜o voltamos a tratar da func¸a˜o de Wigner para ob-
termos uma descric¸a˜o adequada para o nosso sistema completo. Uti-
lizaremos a formulac¸a˜o de Wigner covariante e invariante por calibre
em tempos iguais para obter a equac¸a˜o de transporte para a mate´ria
nuclear (npe). Vamos definir a func¸a˜o de Wigner de maneira que ela
seja invariante por calibre, e demonstrar essa propriedade da nossa de-
finic¸a˜o. Nesta sec¸a˜o, seguimos paralelamente ao trabalho realizado em
(VASAK et al., 1987), adicionando um termo de fase que e´ fundamental
para obtermos a invariaˆncia desejada:
Wˆ
(j)
4 (x, p) =
∫
d4y e−ip·y Φ(j)4 (x, y), (5.1)
com
Φ
(j)
4αβ(x, y) ≡ ˆ¯Ψjβ(x)ey·
D
†
j
2 e−y·
Dj
2 Ψˆjα(x). (5.2)
E podemos demonstrar que tambe´m, dada a definic¸a˜o acima,
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Φ
(j)
4αβ(x, y) =
ˆ¯Ψjβ(x+
1
2
y)e
−iy ∫ 12− 1
2
ds V(j)(x+ys)
Ψˆjα(x+
1
2
y). (5.3)
Nas equac¸o˜es acima, o ı´ndice j se refere a`s espe´cies (pro´tons,
neˆutrons e ele´trons), e os ı´ndices α, β = 0, 1, 2, 3 sa˜o ı´ndices espinoriais.
Vamos demonstrar porque o termo de fase e´ necessa´rio para ga-
rantir a invariaˆncia de calibre da func¸a˜o de Wigner. E´ importante notar,
tambe´m, que este termo, como escrito na equac¸a˜o 5.3, conte´m explicita-
mente uma integral de linha do ponto x− y2 ao ponto x+ y2 . A princ´ıpio
a integral poderia ser feita por qualquer caminho, mas a invariaˆncia de
calibre demanda que o caminho seja uma linha reta (ZHUANG; HEINZ,
1996), como iremos demonstrar tambe´m.
A Lagrangeana do nosso modelo, assim como as equac¸o˜es de
movimento para os fe´rmions e os campos dela obtidas, possuem inva-
riaˆncia de calibre. Para considerarmos a func¸a˜o de Wigner, tal como
desejamos, um ana´logo quaˆntico da func¸a˜o de distribuic¸a˜o no espac¸o de
fase, e´ importante que ela tambe´m tenha essa propriedade, e e´ poss´ı-
vel fazeˆ-lo adicionando um termo de fase, como aquele descrito acima.
Detalharemos o problema a seguir. Suprimindo os ı´ndices de espe´cie,
seja um operador de Wigner dado por:
Wˆαβ(x, p) =
∫
d4y
(2pi)4
e−ip·y ˆ¯Ψβe
1
2y·∂†e−
1
2y·∂Ψˆα. (5.4)
A interpretac¸a˜o f´ısica, de um ana´logo a uma func¸a˜o de distribui-
c¸a˜o quaˆntica, segue da definic¸a˜o do operador quadrimomento cine´tico:
pˆµ =
1
2
i(∂µ − ∂†µ), (5.5)
com ∂†µ = ∂
←
µ e pˆµ = i∂µ. Dessa forma, temos que:
Wˆαβ(x, p) =
∫
d4y
(2pi)4
e−ip·y ˆ¯Ψβe−i[pµ−
1
2 i(∂µ−∂†µ)]yµΨˆα
= ˆ¯Ψβ
∫
d4y
(2pi)4
e−i(pµ−pˆµ)y
µ
Ψˆα ≡ ˆ¯Ψβδ4(p− pˆ)Ψˆα.
(5.6)
Desta maneira, o trac¸o do operador de Wigner,
〈
: ˆ¯Ψβδ
4(p− pˆ)Ψˆα :
〉
,
representa a densidade - escalar de Lorentz - das part´ıculas fermioˆnicas
no ponto xµ do espac¸o-tempo que possuem momento cine´tico pµ, que
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e´ o que procuramos. E´ imediato que:
〈jµ(x)〉 =
〈
: ˆ¯Ψ(x)γµΨˆ(x) :
〉
≡ Tr
∫
d4p γµ =
〈
: Wˆ (x, p) :
〉
= Tr
∫
d4p γµW (x, p).
(5.7)
Temos ainda um problema: a func¸a˜o de Wigner definida aqui
viola a invariaˆncia por transformac¸a˜o de calibre local. Vejamos, a partir
da equac¸a˜o (5.6),
Wˆαβ(x, p) =
∫
d4y
(2pi)4
e−ip·y ˆ¯Ψβ(x)e−i[pµ−
1
2 i(∂µ−∂†µ)]yµΨˆα =
=
∫
d4y
(2pi)4
ˆ¯Ψβ(x+
y
2
)Ψˆα(x− y
2
),
(5.8)
pois
ea·∂xf(x) = f(x+ a), (5.9)
com aµ · ∂µx = a0∂0 +~a · ~∇x. Por uma transformac¸a˜o de calibre deter-
minada pela func¸a˜o escalar Λ,
Wˆαβ(x, p)→ Wˆ ′αβ(x, p) =
∫
d4y
(2pi)4
e−ip·y
× ˆ¯Ψβ(x+ y
2
)e−iΛ(x+
y
2 )eiΛ(x−
y
2 )Ψˆα(x− y
2
)
=
∫
d4y
(2pi)4
e[p·y+Λ(x+
y
2 )−Λ(x− y2 )] ˆ¯Ψβ(x+
y
2
)Ψˆα(x− y
2
).
(5.10)
Se tomarmos o trac¸o da maneira usual na formulac¸a˜o de Wigner,
veremos que os observa´veis dependera˜o da escolha do calibre. Para
remover esta dependeˆncia, vamos incluir o fator de fase:
U(V;x+ y
2
, x− y
2
) = eif(V;x,y) (5.11)
e, portanto, redefinir o operador de Wigner:
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Wˆαβ(x, p) ≡
∫
d4y
(2pi)4
e−ip·y ˆ¯ΨβU(V;x+ y
2
, x− y
2
)Ψˆα, (5.12)
por uma transformac¸a˜o de calibre, ou seja,
Ψ⇒ Ψ′ = ΨeiΛ, Vµ ⇒ V ′µ = Vµ − ∂µΛ, (5.13)
temos:
Wˆ ′αβ(x, p) =
∫
d4y
(2pi)4
e−i[p·y+Λ(x+
y
2 )−Λ(x− y2 )]
× U(Vµ − ∂µΛ; y
2
, x− y
2
) ˆ¯Ψβ(x+
y
2
)Ψˆα(x− y
2
).
(5.14)
Para termos a invariaˆncia, naturalmente, basta que Wˆαβ(x, p) =
Wˆ ′αβ(x, p). Das equac¸o˜es (5.12) e (5.14), obtemos que esta exigeˆncia se
resume a` seguinte igualdade:
U(Vµ − ∂µΛ;x+ y
2
, x− y
2
)e−iΛ(x+
y
2 )eiΛ(x−
y
2 ) = U(Vµ;x+ y
2
, x− y
2
).
(5.15)
Usando a equac¸a˜o (5.11), escrevemos o requisito como:
eif(V
µ−∂µΛ;x+ y2 ,x− y2 )e−iΛ(x+
y
2 )eiΛ(x−
y
2 ) = eif(V
µ;x+ y2 ,x− y2 ) (5.16)
e, portanto,
f(Vµ−∂µΛ;x+ y
2
, x− y
2
) = f(Vµ;x+ y
2
, x− y
2
)+Λ(x+
y
2
)−Λ(x− y
2
),
(5.17)
assim como f(Vµ;x = 0, y = 0) = 0. Apresentaremos um ansatz a
seguir e mostraremos que ele satisfaz essas condic¸o˜es:
f(Vµ;x, y) = −yµ
∫ 1
0
ds Vµ(x− y
2
+ sy), (5.18)
onde a integral e´ uma integral de linha sobre o campo cla´ssico Vµ ao
longo de uma linha reta entre os pontos x− y2 e x+ y2 . A satisfac¸a˜o da
condic¸a˜o para x = y = 0 e´ trivial. No caso geral, temos:
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f(Vµ − ∂µΛ;x, y) = −yµ
∫ 1
0
ds
[
Vµ(x− y
2
+ sy)− ∂µΛ(x− y
2
+ sy)
]
= −yµ
∫ 1
0
ds Vµ(x− y
2
+ sy)
+ yµ
∫ 1
0
ds ∂µΛ(x− y
2
+ sy)
= f(Vµ;x, y) + yµ
∫ 1
0
ds ∂µΛ(x− y
2
+ sy).
(5.19)
Mas ∂µΛ(x) ≡ ∂∂xµΛ(x). Definindo z = x− y2 + sy, temos que:
yµ∂µΛ(x− y
2
+ sy) = yµ
∂
∂zµ
Λ(z)|z=x− y2 +sy, (5.20)
e dado que
d
ds
Λ(x− y
2
+ sy) =
d
ds
Λ[z(s)] =
∂Λ
∂zµ
∂zµ
∂s
= yµ
∂Λ
∂zµ
, (5.21)
yµ
∫ 1
0
ds ∂µΛ(x− y
2
+ sy) =
∫ 1
0
ds
d
ds
Λ[z(s)]
= Λ[z(1)]− Λ[z(0)] = Λ[x+ y
2
]− Λ[x− y
2
].
(5.22)
Substituindo na equac¸a˜o (5.19), obtemos:
f(Vµ − ∂µΛ;x, y) = f(Vµ;x, y) + Λ(x+ y
2
)− Λ(x− y
2
), (5.23)
como quer´ıamos demonstrar. Voltando a` equac¸a˜o (5.11), podemos es-
crever:
U(V;x+ y
2
, x− y
2
) = e−i
∫ 1
0
ds V(x− y2 +sy)·y
= e
−i ∫ 12− 1
2
ds V(x+sy)·y
.
(5.24)
56
Agora vamos escrever o operador de Wigner em termos das de-
rivadas covariantes:
Wˆαβ(x, p) =
∫
d4y
(2pi)4
e−ip·y ˆ¯Ψβ(x+
y
2
)e
−i ∫ 12− 1
2
ds V(x+sy)·y
Ψˆα(x− y
2
).
(5.25)
Para completar a demonstrac¸a˜o, vamos apresentar uma propri-
edade do operador de translac¸a˜o covariante Dx, como definido abaixo.
A demonstrac¸a˜o pode ser encontrada em (ELZE; GYULASSY; VASAK,
1986):
e−yDxΨ(x) = U(V;x, x− y)Ψ(x− y), (5.26)
onde
U(V;x, x− y) = e−i
∫ 1
0
ds V[x−(x−y)s]·y. (5.27)
Expandindo a exponencial, temos que:
e−yDx = lim
n→∞
(
1− y
n
·Dx
)n
= lim
n→∞(1−
y
n
·Dx)n
= lim
n→∞[1−
y
n
· (∂x + iV)]n
= lim
n→∞[(1− i
y
n
· V)(1− i y
n
· V)(1 +O(( y
n
)2))]n,
(5.28)
pois
(1− i y
n
· V)e− yn ·∂x = (1− i y
n
· V)(1− y
n
· ∂x + ...)
= 1− y
n
· (∂x + iV) +O(( y
n
)2).
(5.29)
Para n suficientemente grande,
I = [(1− i y
n
· V)(1− i y
n
· V)]n = (1− i y
n
· V)e− yn ·∂x
× (1− i y
n
· V)e− yn ·∂x × ...
(5.30)
Mas
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e−ia·∂xf(x)g(x) = f(x− a)e−ia·∂xg(x), (5.31)
desde que a seja infinitesimal e tomemos o limite da expansa˜o da ex-
ponencial. Assim:
I = (1− i y
n
· V(x))(1− i y
n
· V(x− y
n
))(1− i y
n
· V(x− 2y
n
))
× ...× (1− i y
n
· V[x− ( (n− 1)y
n
)])e−n·
y
n∂x
= [(1− i y
n
· V)e−n· yn∂x ]n = (1− i y
n
· V(x))(1− i y
n
· V(x− y
n
))
× ...× (1− i y
n
· V(x− y + y
n
))e−y·∂x
= e−i
∫ x
x−y ds V(s)·y.
(5.32)
Usando a propriedade aqui demonstrada, podemos escrever:
e−
y
2 ·DxΨα(x) = U(V;x, x− y)Ψα(x− y), (5.33)
e substituindo na equac¸a˜o (5.25), temos:
Wˆαβ(x, p) =
∫
d4y
(2pi)4
e−ip·y ˆ¯Ψβ(x)e
y
2 ·D†xe−
y
2 ·DxΨˆα(x), (5.34)
onde usamos que
[e
y
2 ·Dx ˆ¯Ψβ(x)]† = ˆ¯Ψβ(x)e
y
2 ·D†x = ˆ¯Ψβ(x+
y
2
)U(V;x+ y
2
, x), (5.35)
e tambe´m
U(V; a, b)U(V; b, c) = U(V; a, c), (5.36)
o que significa restringir o caminho da integral a uma linha reta.
5.2 EQUAC¸O˜ES CINE´TICAS PARA A FUNC¸A˜O DE WIGNER
Nesta sec¸a˜o, vamos obter equac¸o˜es de evoluc¸a˜o para a func¸a˜o
de Wigner no tempo, utilizando a definic¸a˜o da sec¸a˜o anterior para a
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func¸a˜o, com o fator de fase que garante a invariaˆncia por mudanc¸a de
calibre. Primeiramente, vamos obter as derivadas de Φ4αβ(x, y) em
relac¸a˜o a`s coordenadas x e y. Com as definic¸o˜es da sec¸a˜o anterior,
temos para a derivada na coordenada x:
∂xµΦ4αβ(x, y) = ∂xµ
[
ˆ¯Ψβ(x+
y
2
)e
−i ∫ 12− 1
2
ds V(x+sy)·y
Ψˆα(x− y
2
)
]
=
[
∂xµ
ˆ¯Ψβ(x+
y
2
)
]
e
−i ∫ 12− 1
2
ds V(x+sy)·y
Ψˆα(x− y
2
)
+ ˆ¯Ψβ(x+
y
2
)
[
e
−i ∫ 12− 1
2
ds V(x+sy)·y
]
Ψˆα(x− y
2
)
+ ˆ¯Ψβ(x+
y
2
)e
−i ∫ 12− 1
2
ds V(x+sy)·y [
∂xµΨˆα(x− y
2
)
]
.
(5.37)
Para o ca´lculo desta expressa˜o, vamos primeiro analisar a deri-
vada do fator de fase:
∂xµe
−i ∫ 12− 1
2
ds V(x+sy)·y
= e
−i ∫ 12− 1
2
ds V(x+sy)·y
∂xµe
−i ∫ 12− 1
2
ds V(x+sy)·y
=
[
−iyν
∫ 1
2
− 12
ds ∂xµVν(x+ sy) · y
]
× e−i
∫ 1
2
− 1
2
ds V(x+sy)·y
.
(5.38)
Definindo:
F˜µν ≡ ∂xµVν − ∂xνVµ, (5.39)
enta˜o
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yν
∫ 1
2
− 12
ds ∂xµVν(x+ sy) = yν
∫ 1
2
− 12
ds [∂xνVµ(x+ sy) + F˜µν(x+ ys)
=
∫ 1
2
− 12
ds
d
ds
Vµ(x+ sy)
+ yν
∫ 1
2
− 12
ds F˜µν(x+ ys)
= Vµ(x+ y
2
)− Vµ(x− y
2
)
+ yν
∫ 1
2
− 12
ds F˜µν(x+ ys).
(5.40)
Definindo agora x± = x± 12y,
∂xµe
−i ∫ 12− 1
2
ds V(x+sy)·y
= −i [Vµ(x+)− Vµ(x−)
+yν
∫ 1
2
− 12
ds F˜µν(x+ ys)
]
× e−i
∫ 1
2
− 1
2
ds V(x+sy)·y
.
(5.41)
De modo completamente ana´logo, podemos calcular a derivada
na coordenada y:
∂yµe
−i ∫ 12− 1
2
ds V(x+sy)·y
= e
−i ∫ 12− 1
2
ds V(x+sy)·y
× ∂yµ(−i)
∫ 1
2
− 12
ds V(x+ sy) · y
(5.42)
E enta˜o:
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∂yµ
∫ 1
2
− 12
ds V(x+ sy) · y =
∫ 1
2
− 12
ds [∂yµV(x+ sy)] · y
+
∫ 1
2
− 12
ds Vν(x+ ys)δνµ
=
∫ 1
2
− 12
ds [∂zµ′Vν(z)]∂zµ
′
∂yµ
yν +
∫ 1
2
− 12
ds Vν(x+ ys)
=
∫ 1
2
− 12
ds syν [∂xµVν(x+ ys)] +
∫ 1
2
− 12
ds Vν(x+ ys)
=
∫ 1
2
− 12
ds syν [∂xνVµ(x+ ys) + F˜µν ] +
∫ 1
2
− 12
ds Vν(x+ ys)
=
∫ 1
2
− 12
ds s
d
ds
Vµ(x+ ys) +
∫ 1
2
− 12
ds syν F˜µν +
∫ 1
2
− 12
ds Vν(x+ ys)
= sVν(x+ ys)|
1
2
− 12
+
∫ 1
2
− 12
ds syν F˜µν ,
(5.43)
com z = x +ys. Assim:
∂yµe
−i ∫ 12− 1
2
ds V(x+sy)·y
= −i
[
1
2
Vµ(x+)− Vµ(x−) +
∫ 1
2
− 12
ds syν F˜µν
]
× e−i
∫ 1
2
− 1
2
ds V(x+sy)·y
.
(5.44)
Para simplificar a notac¸a˜o daqui em diante, vamos definir:
Gˆ ≡ e−i
∫ 1
2
− 1
2
ds V(x+sy)·y
. (5.45)
Assim, podemos escrever as derivadas de Φ4αβ(x, y) como:
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∂xµΦ4αβ(x, y) = [∂x+µ
ˆ¯Ψβ(x+)]GˆΨˆα(x−) + ˆ¯Ψβ(x+)Gˆ∂x−µΨˆα(x−)
+ ˆ¯Ψβ(x+)(∂xµGˆ)Ψˆα(x−),
(5.46)
e
∂yµΦ4αβ(x, y) =
1
2
[∂x+µ
ˆ¯Ψβ(x+)]GˆΨˆα(x−)− ˆ¯Ψβ(x+)Gˆ1
2
∂x−µΨˆα(x−)
+ ˆ¯Ψβ(x+)(∂yµGˆ)Ψˆα(x−),
(5.47)
onde usamos que ∂yµf(x+) =
1
2∂x+µf(x+) e ∂yµf(x−) = − 12∂x−µf(x−).
Agora vamos calcular:
1
2
∂xµΦ4αβ(x, y)− ∂yµΦ4αβ(x, y) = ˆ¯Ψβ(x+)Gˆ∂x−µΨˆα(x−)
+ ˆ¯Ψβ(x+)
[(
1
2
∂xµ − ∂yµ
)
Gˆ
]
Ψˆα(x−).
(5.48)
Vamos usar as equac¸o˜es de movimento dos fe´rmions:
iγµ∂xµΨˆ(x± 1
2
y) =
[
γµVµ(x± 1
2
y) +M∗(x± 1
2
y)
]
Ψˆ(x± 1
2
y), (5.49)
[
i∂xµ
ˆ¯Ψ(x± 1
2
y)
]
γµ = − ˆ¯Ψ(x± 1
2
y)
[
γµVµ(x± 1
2
y) +M∗(x± 1
2
y)
]
.
(5.50)
Usando estas equac¸o˜es de movimento e as derivadas do operador
Gˆ, vamos reescrever a equac¸a˜o (5.48) e multiplica´-la por γµ:
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γµλα
(
1
2
∂xµ − ∂yµ
)
Φ4αβ(x, y) =
ˆ¯Ψβ(x+)Gˆγ
µ
λα∂x−µΨˆα(x−)
= ˆ¯Ψβ(x+)Gˆ
1
i
[
γµλαVµ(x−)Ψˆα(x−) +M∗(x−)Ψλ(x−)
]
+ ˆ¯Ψβ(x+)
[
γµλα
(
1
2
∂xµ − ∂yµ
)
Gˆ
]
Ψˆα(x−)
+ ˆ¯Ψβ(x+)γ
µ
λα
−i
2
[
Vµ(x+)− Vµ(x−) + yν
∫ 1
2
− 12
ds F˜µν
]
GˆΨˆα(x−)
− ˆ¯Ψβ(x+)γµλα(−i)
[
1
2
Vµ(x+) + 1
2
Vµ(x−) +
∫ 1
2
− 12
ds syν F˜µν
]
GˆΨˆα(x−).
(5.51)
Com alguns ca´lculos, simplificamos a equac¸a˜o para:
(
1
2
∂xµ − ∂yµ
)
γµλαΦ4αβ = −iM∗(x−)Φ4αβ
− i
2
γµλαy
ν
∫ 1
2
− 12
ds F˜µν(x+ sy)Φ4αβ
+ iγµλαy
ν
∫ 1
2
− 12
ds sF˜µν(x+ sy)Φ4αβ .
(5.52)
Definindo:
D˜µ(x, y) ≡ ∂µx + i
∫ 1
2
− 12
ds yν F˜
µν(x+ sy), (5.53)
Π˜µ(x, y) ≡ i
(
∂µy + i
∫ 1
2
− 12
ds syν F˜
µν(x+ sy)
)
, (5.54)
podemos reescrever a equac¸a˜o (5.52) como:
(
1
2
D˜µ(x, y) + iΠ˜µ(x, y)
)
γµΦ4 = −iM∗(x−)Φ4. (5.55)
Esta e´ uma equac¸a˜o de movimento para o operador de Wigner.
Para nossos propo´sitos nas proximas sec¸o˜es, no entanto, procuramos
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escreveˆ-la de forma diferente. Para isto, tomaremos a transformada de
Fourier da expressa˜o para a func¸a˜o de Wigner:
W4(x, p) =
∫
d4y e−ip·yΦ4(x, y) (5.56)
∫
d4y
(2pi)4
e−ip·y
′
W4(x, p) =
∫
d4y
d4p
(2pi)4
e−ip·(y−y
′)Φ4(x, y), (5.57)
onde vemos uma func¸a˜o delta formal do lado direito, ou seja, temos:
Φ4(x, y) =
∫
d4p
(2pi)4
e−ip·yW4(x, p). (5.58)
Substituindo na equac¸a˜o (5.55):
[
1
2
(
∂xµ + i
∫ 1
2
− 12
ds yν F˜
µν(x+ sy)
)
−
(
∂yµ + i
∫ 1
2
− 12
ds syν F˜
µν(x+ sy)
)]
γµ
×
∫
d4p
(2pi)4
e−ip·yW4(x, p)
= −iM∗(x− y
2
)
∫
d4p
(2pi)4
e−ip·yW4(x, p).
(5.59)
Integrando por partes e supondo que W4(x, p) se anule na fron-
teira:
∫
d4p
(2pi)4
yνe−ip·yW4(x, p) =
∫
d4p
(2pi)4
1
i
(
∂pνe
−ip·y)W4(x, p)
=
∫
d4p
(2pi)4
e−ip·y
(
1
i
∂pν
)
W4(x, p).
(5.60)
Portanto para qualquer func¸a˜o f(y) que admita expansa˜o em se´rie
de Taylor,
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∫
d4p
(2pi)4
f(y)e−ip·yWˆ4(x, p) =
∫
d4p
(2pi)4
e−ip·yf(y ⇒ i∂νp )W4(x, p).
(5.61)
Particularmente, substituindo yν → i~∂pν e ∂µy → ipµ na equa-
c¸a˜o (5.55):
[
1
2
(
∂xµ −
∫ 1
2
− 12
ds F˜µν(x+ i~s∂p)∂µp
)
−
(
ipµ + i~
∫ 1
2
− 12
ds sF˜µν(x+ i~s∂p)
)]
γµW4(x, p)
= −iM∗(x− i~s∂p)W4(x, p).
(5.62)
Podemos agora definir os operadores que agem no espac¸o de fase:
Dµ ≡ ∂xµ −
∫ 1
2
− 12
ds F˜µν(x+ i~s∂p)∂νp , (5.63)
Πµ ≡ pµ + i~
∫ 1
2
− 12
ds sF˜µν(x+ i~s∂p)∂νp , (5.64)
e a equac¸a˜o (5.62) pode ser escrita como:
[
γµ
(
Πµ +
i~
2
Dµ
)
−M∗(x− i~s∂p)
]
W4(x, p) = 0. (5.65)
Note que, tendo restaurado o ~, podemos considerar aproxima-
c¸o˜es em ordens sucessivas para a equac¸a˜o acima. A seguir, vamos ana-
lisar esta equac¸a˜o e realizar a me´dia na energia, integrando na varia´vel
p0. A func¸a˜o de Wigner e´ dada por uma matriz 4x4 no espac¸o de
espinores de Dirac, portanto vamos considerar a sua decomposic¸a˜o es-
pinorial e, atrave´s do ca´lculo dos trac¸os da equac¸a˜o (5.65) obteremos
os v´ınculos entre as componentes espinoriais.
Sem perda de generalidade, podemos decompor a func¸a˜o de Wig-
ner nas bases da a´lgebra de Clifford. Esse procedimento e´ realizado no
livro (GREINER; MARUHN, 1996). Da forma mais geral, essa decompo-
sic¸a˜o e´ como segue:
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W4(x, p) =
1
4
[
F (x, p)I+ iγ5P (x, p) + γµFµ(x, p)
+ γµγ5Ωµ(x, p) +
1
2
σµνSµν(x, p)
]
.
(5.66)
Substituindo esta expansa˜o na equac¸a˜o (5.65), obtemos:
[
γλ
(
Πλ +
i~
2
Dλ
)
−M∗
(
x− i~
2
∂p
)]
× 1
4
[
F (x, p)I+ iγ5P (x, p) + γµFµ(x, p)
+ γµγ5Ωµ(x, p) +
1
2
σµνSµν(x, p)
]
= 0,
(5.67)
onde σµν = i2 (γ
µγν−γνγµ) e´ um tensor antissime´trico e, portanto, Sµν
tambe´m deve ser antissime´trico. Vamos calcular agora os trac¸os desta
equac¸a˜o, com o objetivo de obter as relac¸o˜es entre os coeficientes da
decomposic¸a˜o. Para simplificar a notac¸a˜o, vamos omitir a dependeˆncia
em (x,p) e definir o operador:
Oλ ≡ Πλ + i~
2
Dλ. (5.68)
Desta maneira, a equac¸a˜o (5.67) fica:
[
Oλγ
λ −M∗](F I+ iγ5P + γµFµ + γµγ5Ωµ + 1
2
σµνSµν
)
= 0.
(5.69)
Agora vamos calcular os trac¸os da equac¸a˜o (5.69) multiplicada
por alguns operadores. Vamos calcular primeiro Tr[I× (5.69)]:
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Oλ(F Tr[γ
λ] + iP Tr[γλγ5] + Fµ Tr[γ
λγµ]
+ Ωµ Tr[γ
λγ5γµ] +
1
2
Sµν Tr[γ
λσµν ])
−M∗(F Tr[I] + iP Tr[γ5] + Fµ Tr[γµ] + Ωµ Tr[γ5γµ]
+
1
2
Sµν Tr[σ
µν ])
= OλFµ4g
λµ − 4M∗F = 0⇒(
Πµ +
i~
2
Dµ
)
Fµ(x, p)−M∗(x− i~
2
∂p)F (x, p) = 0.
(5.70)
Agora, vamos calcular Tr[γ5 × (5.69)]:
Oλ(F Tr[γ
5γλ] + iP Tr[γ5γλγ5] + Fµ Tr[γ
5γλγµ]
+ Ωµ Tr[γ
5γλγ5γµ] +
1
2
Sµν Tr[γ
5γλσµν ])
−M∗(F Tr[γ5] + iP Tr[γ5γ5] + Fµ Tr[γ5γµ]
+ Ωµ Tr[γ
5γ5γµ] +
1
2
Sµν Tr[γ
5σµν ])
= 4Oλg
λµΩµ − 4M∗iP = 0⇒(
Πµ +
i~
2
Dµ
)
Ωµ(x, p)− iM∗(x− i~
2
∂p)P (x, p) = 0.
(5.71)
E enta˜o Tr[γα × (5.69)]:
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Oλ(F Tr[γ
αγλ] + iP Tr[γαγλγ5] + Fµ Tr[γ
αγλγµ]
+ Ωµ Tr[γ
αγλγ5γµ] +
1
2
Sµν Tr[γ
αγλσµν ])
−M∗(F Tr[γα] + iP Tr[γαγ5] + Fµ Tr[γαγµ] + Ωµ Tr[γαγ5γµ]
+
1
2
Sµν Tr[γ
ασµν ])
= 4Oλ
(
Fgαλ + iSλα
)− 4M∗Fµgαµ = 0⇒(
Πµ +
i~
2
Dµ
)
F (x, p) + i
(
Πµ +
i~
2
Dµ
)
Sλα(x, p)
−M∗(x− i~
2
∂p)F
α(x, p) = 0.
(5.72)
E tambe´m Tr[γαγ5 × (5.69)]:
Oλ(F Tr[γ
αγ5γλ] + iP Tr[γαγ5γλγ5] + Fµ Tr[γ
αγ5γλγµ]
+ Ωµ Tr[γ
αγ5γλγ5γµ] +
1
2
Sµν Tr[γ
αγ5γλσµν ])
−M∗(F Tr[γαγ5] + iP Tr[γαγ5γ5] + Fµ Tr[γαγ5γµ]
+ Ωµ Tr[γ
αγ5γ5γµ] +
1
2
Sµν Tr[γ
αγ5σµν ])
= −4Oλ
(
iPgαλ +
1
2
Sµν
αλµν
)
+ 4M∗Ωµgαµ = 0⇒(
Πµ +
i~
2
Dµ
)
iP (x, p) +
(
Πµ +
i~
2
Dµ
)
1
2
Sµν
αλµν
−M∗(x− i~
2
∂p)Ω
α(x, p) = 0.
(5.73)
E finalmente Tr[σαβ × (5.69)]:
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Oλ(F Tr[σ
αβγλ] + iP Tr[σαβγλγ5] + Fµ Tr[σ
αβγλγµ]
+ Ωµ Tr[σ
αβγλγ5γµ] +
1
2
Sµν Tr[σ
αβγλσµν ])
−M∗(F Tr[σαβ ] + iP Tr[σαβγ5] + Fµ Tr[σαβγµ] + Ωµ Tr[σαβγ5γµ]
+
1
2
Sµν Tr[σ
αβσµν ])
= 4Oλ
[
iFµ
(
gλβgµα − gλαgµβ)+ Ωµλµαβ]
− 2M∗ (gαµgβν − gανgβµ) = 0⇒(
Πµ +
i~
2
Dµ
)
iFµ
(
gλβgµα − gλαgµβ)+ (Πµ + i~
2
Dµ
)
Ωµ
λµαβ
+
1
2
M∗
(−Sαβ + Sβα) = 0⇒(
Πµ +
i~
2
Dµ
)
i
(
gλβFα − gλαF β)
+
(
Πµ +
i~
2
Dµ
)
Ωµ
λµαβ −M∗Sαβ = 0⇒(
Πβ +
i~
2
Dβ
)
Fα(x, p)− i
(
Πα +
i~
2
Dα
)
F β(x, p)
+
(
Πµ +
i~
2
Dµ
)
Ωµ(x, p)
λµαβ −M∗(x− i~
2
∂p)S
αβ(x, p) = 0.
(5.74)
Vamos escrever as partes imagina´rias e reais das cinco equac¸o˜es
acima:
ΠµF
µ = M∗RF, (5.75)
~DµFµ = 2~M∗I F, (5.76)
ΠµΩ
µ = −~M∗I P, (5.77)
~DµΩµ = 2M∗RP, (5.78)
ΠαF − ~
2
DλS
λα = M∗RF
α, (5.79)
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~
2
Dα = ΠλS
αλ + ~M∗I Fα, (5.80)
−~DαP + αλµνΠλSµν = 2M∗RΩα, (5.81)
ΠαP = −1
4
~αλµνDλSµν + ~M∗I Ωα, (5.82)
~
2
(
DαF β −DβFα)+ λµαβΠλΩµ = M∗RSαβ , (5.83)
ΠαF β −ΠβFα = ~
2
λµαβDλΩµ − ~M∗I Sαβ , (5.84)
onde usamos uma decomposic¸a˜o que sera´ discutida mais adiante, dada
por:
M∗(x− i~
2
∂p) = M
∗
R + i~M∗I . (5.85)
5.3 ME´DIAS NA ENERGIA
Agora vamos integrar a func¸a˜o de Wigner na varia´vel p0, ou seja,
realizar uma me´dia na energia, com o intuito de recuperar a equac¸a˜o de
Vlasov para o caso cla´ssico, quando ~→ 0. Temos a func¸a˜o de Wigner:
W4(x, p) = W4(x, p0, ~p) =
∫
d4y e−ip·yΦ4(x, y). (5.86)
Vamos definir:
W3(x, ~p) =
∫
dp0 W4(x, p)γ
0. (5.87)
A partir da equac¸a˜o (5.66), podemos calcular a me´dia na energia
de W4(x, p):
70
W3(x, ~p) =
∫
dp0 W4(x, p)γ
0 =
1
4
[
γ0
∫
dp0 F (x, p)+
+ iγ5γ0
∫
dp0 P (x, p) + (γ
0)2
∫
dp0 F0(x, p)
− ~γγ0
∫
dp0 ~F (x, p)
+ γ0γ5γ0
∫
dp0 Ω0(x, p)− ~γγ5γ0
∫
dp0 ~Ω(x, p)
+ iγ0γkγ0
∫
dp0 S0k(x, p)
+
∑
k
γ5γ0γkγ0
∫
dp0
1
2
ijkSij(x, p)
]
.
(5.88)
Definindo:
f0(x, ~p) =
∫
dp0 F0(x, p) =
∫
dp0 Tr[γ
0W4], (5.89)
f1(x, ~p) = −
∫
dp0 Ω0(x, p) = −
∫
dp0 Tr[γ
0γ5W4], (5.90)
f2(x, ~p) =
∫
dp0 P (x, p) =
∫
dp0 Tr[−iγ5W4], (5.91)
f3(x, ~p) =
∫
dp0 F (x, p) =
∫
dp0 Tr[W4], (5.92)
~g0(x, ~p) = −
∫
dp0 ~Ω(x, p) =
∫
dp0 Tr[~γγ
5W4], (5.93)
~g1(x, ~p) =
∫
dp0 ~F (x, p) =
∫
dp0 Tr[~γW4], (5.94)
g2i(x, ~p) = −
∫
dp0 S
0i(x, p) =
∫
dp0 S0i(x, p) =
∫
dp0 Tr[σ
0iW4],
(5.95)
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g3k(x, ~p) =
1
2
ijk
∫
dp0 Sij(x, p) =
1
2
ijk
∫
dp0 Tr[σ
ijW4]. (5.96)
Substituindo na equac¸a˜o (5.88):
W3(x, ~p) =
1
4
[
f0(x, ~p) + γ
5f1(x, ~p) + iγ
5γ0f2(x, ~p) + γ
0f3(x, ~p)
+ γ5γ0~γ · ~g0(x, ~p) + γ0~γ · ~g1(x, ~p)
− i~γ · ~g2(x, ~p)γ5~γ · ~g3(x, ~p).
]
(5.97)
Para obter as equac¸o˜es de movimento para W3(x, ~p), vamos in-
tegrar as equac¸o˜es (5.75) a (5.84) na coordenada p0 e separar as partes
reais e imagina´rias dessas equac¸o˜es.
Integrando a equac¸a˜o (5.76) e utilizando (5.89) e (5.94), obtemos:
~
(
Dtf0 + ~D · ~g1
)
= 2~
∫
dp0 M
∗
I F. (5.98)
Integrando a equac¸a˜o (5.80) com α = 0 e utilizando (5.92) e
(5.95):
~Dtf3 − ~Π · ~g2 = ~
∫
dp0 M
∗
I
~F . (5.99)
Multiplicando a equac¸a˜o (5.84) por σταβ :
σταβ
(
ΠαF β −ΠβFα) = ~
2
σταβ
λµαβDλΩµ − ~M∗I σταβSαβ .
(5.100)
Como:
σταβ
λµαβ = −2 (δσλδτµ− δσµδτλ) , (5.101)
σταβ
(
ΠαF β −ΠβFα) = −~ (DσΩτ −DτΩσ)− ~M∗I σταβSαβ .
(5.102)
Tomando σ = 0 e τ = i:
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0iαβ
(
ΠαF β −ΠβFα) = −~(−Dt~Ωi − ~DiΩ0)− ~M∗I 0iαβSαβ .
(5.103)
Mas:
0iαβ
(
ΠαF β −ΠβFα) = 0ijk (ΠjF k −ΠkF j) = 2(~Π× ~F)
i
.
(5.104)
Portanto, usando (5.90), (5.93) e (5.94) e integrando na varia´vel
p0:
~
(
Dt~g0 + ~Df1
)
+ 2
(
~Π× ~g1
)
i
= ~
∫
dp0 M
∗
I ijkS
jkeˆi. (5.105)
Da equac¸a˜o (5.82) com α = i, temos:
ΠiP +
1
4
~iλµνDλSµν = ~M∗I Ωi, (5.106)
ou:
ΠiP +
1
4
~i0µνD0Sµν +
1
4
~ijµνDjSµν = ~M∗I Ωi. (5.107)
Mas:
i0µνD0Sµν = −imnDtSmn, (5.108)
e tambe´m:
ijµνDjSµν = ij0kDjS0k + ijk0DjSk0 = 2ijkDjS0k. (5.109)
Integrando:
Πi
∫
dp0P− 1
4
Dtimn
∫
dp0Smn+2~ijkDj
∫
dp0S0k = ~
∫
dp0M
∗
I Ω
i.
(5.110)
Usando as equac¸o˜es (5.91), (5.95) e (5.96), obtemos:
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~
(
Dt~g3 − ~D × ~g2
)
− 2~Πf2 = −2~
∫
dp0 M
∗
I
~Ω. (5.111)
Tomando a equac¸a˜o (5.78), com as equac¸o˜es (5.90) e (5.105) e
integrando:
~
(
Dtf1 + ~D · ~g0
)
= −2
∫
dp0 M
∗
RP. (5.112)
Tomando a equac¸a˜o (5.81) com α = 0,
~DtP + 0λµνΠλSµν = 2M∗RΩ0. (5.113)
Usando as equac¸o˜es (5.91) e (5.96) e uma ana´loga a` (5.108) e
integrando:
~Dtf2 + 2~Π · ~g3 = −2
∫
dp0 M
∗
RΩ
0. (5.114)
Tomando a equac¸a˜o (5.83) com α = 0 e β = i,
−~
2
(
Dt ~F i −DiF 0
)
− jkiΠjΩk = M∗RS0i, (5.115)
ou seja:
−~
2
(
Dt ~F i +DiF 0
)
−
(
~Π× ~Ω
)
i
= M∗RS
0i. (5.116)
Usando (5.89), (5.93) e (5.94) e integrando:
~
(
Dt~g1 + ~Df0
)
− 2~Π× ~g0 = −2
∫
dp0 M
∗
RS
0i. (5.117)
Tomando a equac¸a˜o (5.79) com α = i e manipulando:
~ΠiF −
(
~
2
DtS
0i + ~DjS
ji
)
= M∗R ~F
i. (5.118)
Usando (5.92), (5.95) e (5.96) e integrando:
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~Πif3 − ~
2
(
−Dtg2i + ~Dj
∫
dp0 S
ji
)
=
∫
dp0 M
∗
R
~F i. (5.119)
Mas como:
(
~D × ~g3
)
i
= imn ~Dm
1
2
jkn
∫
dp0 Sjk
=
1
2
(δijδmk − δikδjm) ~Dm
∫
dp0 Sjk
=
1
2
~Dk
∫
dp0 Sik − 1
2
~Dj
∫
dp0 Sji = ~Dj
∫
dp0 S
ij ,
(5.120)
temos que:
~
(
Dt~g2 + ~Dj × ~g3
)
+ 2~Πif3 = 2
∫
dp0 M
∗
R
~F . (5.121)
Tomando a equac¸a˜o (5.79) com α = 0:
Π0F − ~
2
DλS
λ0 = M∗RF
0. (5.122)
Usando a equac¸a˜o (5.95) e integrando:∫
dp0 Π0F − ~
2
~D · ~g2 =
∫
dp0 M
∗
RF
0. (5.123)
Podemos reescrever a integral em Π0 usando a equac¸a˜o (5.64):
Π0 ≡ p0 + i~
∫ 1
2
− 12
ds sF˜ 0i(x+ i~s∂p)∂ip ≡ p0 + Π˜0(x, ~p), (5.124)
onde definimos:
Π˜0(x, ~p) = i~
∫ 1
2
− 12
ds sF˜ 0i(~x+ i~~∇~p, t) ∂
∂pi
, (5.125)
segundo (ZHUANG; HEINZ, 1996). Desta forma:
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∫
dp0
(
p0 + Π˜0
)
F − ~
2
~D · ~g2 =
∫
dp0 M
∗
RF
0, (5.126)
e usando a equac¸a˜o (5.92), temos:
∫
dp0 p0F − ~
2
~D · ~g2 + Π˜0f3 =
∫
dp0 M
∗
RF
0. (5.127)
Tomando a equac¸a˜o (5.82) com α = 0 e manipulando, vem:
Π0P +
1
2
~Di
1
2
ijkSjk + ~M∗I Ω0, (5.128)
Usando as equac¸o˜es (5.91) e (5.96) e integrando:
∫
dp0 p0P +
1
2
~ ~D · ~g3 + Π˜0f2 = ~
∫
dp0 M
∗
I Ω
0. (5.129)
Tomando a equac¸a˜o (5.75), usando imediatamente as equac¸o˜es
(5.89) e (5.94) e integrando:
∫
dp0 p0F0 − ~Π · ~g1 + Π˜0f0 =
∫
dp0 M
∗
RF. (5.130)
Tomando a equac¸a˜o (5.84) com α = 0 e β = i, e manipulando:
Π0 ~Fi − ~ΠiF 0 + ~
2
jkiDjΩk = ~M∗I S0i. (5.131)
Usando as equac¸o˜es (5.89), (5.93) e (5.94) e integrando:
∫
dp0 p0 ~F − ~
2
~D × ~g0 + Π˜0~g1 = −~
∫
dp0 M
∗
I S
0i. (5.132)
Da equac¸a˜o (5.77), usando imediatamente as equac¸o˜es (5.90) e
(5.93) e integrando:
∫
dp0 p0Ω0 + ~Π · ~g0 − Π˜0f1 = −~
∫
dp0 M
∗
I F. (5.133)
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Da equac¸a˜o (5.83), multiplicada por σταβ :
~
2
σταβ
(
DαF β −DβFα)+σταβλµαβΠλΩµ = M∗RσταβSαβ , (5.134)
e fazendo um procedimento ana´logo a`quele pelo qual obtemos a equac¸a˜o
(5.111),
~
2
σταβ
(
DαF β −DβFα)− 2 (ΠσΩτ −ΠτΩσ) = M∗RσταβSαβ .
(5.135)
Tomando α = 0:
~
(
~D × ~F
)
i
+ 2Π0~Ωi − 2Πi~Ω0 = −M∗RijkSjk. (5.136)
Usando as equac¸o˜es (5.90), (5.93) e (5.94) e integrando:
∫
dp0 p0~Ω +
~
2
~D × ~g1 + ~Πf1 − Π˜0~g0 = −
∫
dp0 M
∗
R
1
2
ijkS
jk. (5.137)
Tomando a equac¸a˜o (5.80) com α = i:
~
2
Di = Π0S
i0 + ~M∗I F i. (5.138)
Mas como: (
~Π× ~g3
)
i
= ~Πj
∫
dp0 S
ij , (5.139)
podemos usar as equac¸o˜es (5.92), (5.95) e (5.96) e integrar:
∫
dp0 p0S
0ieˆi − ~
2
~Df3 + ~Π× ~g3 − Π˜0~g2 = ~
∫
dp0 M
∗
I
~F . (5.140)
Tomando a equac¸a˜o (5.81) com α = i:
−~DiP + i0jkΠ0Sjk + ij0kΠjS0k + ijk0ΠjSk0 = 2M∗RΩi. (5.141)
Usando as equac¸o˜es (5.91), (5.95) e (5.96) e integrando:
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~ ~Dif2 −
(∫
dp0 p0ijkSjk + 2Π˜0g3i
)
− 2ijk~Πjg2k = 2
∫
dp0 M
∗
R
~Ωi,
(5.142)
ou seja,
∫
dp0p0ijkSjkeˆi−~ ~Df2 +2~Π×~g2 +2Π˜0~g3 = −2
∫
dp0M
∗
R
~Ω. (5.143)
Em suma, obtivemos oito equac¸o˜es:
~
(
Dtf0 + ~D · ~g1
)
= 2~
∫
dp0 M
∗
I F, (5.144)
~
(
Dtf1 + ~D · ~g0
)
= −2
∫
dp0 M
∗
RP, (5.145)
~Dtf2 + 2~Π · ~g3 = −2
∫
dp0 M
∗
RΩ
0, (5.146)
~Dtf3 − ~Π · ~g2 = ~
∫
dp0 M
∗
I
~F , (5.147)
~
(
Dt~g0 + ~Df1
)
+ 2
(
~Π× ~g1
)
i
= ~
∫
dp0 M
∗
I ijkS
jkeˆi, (5.148)
~
(
Dt~g1 + ~Df0
)
− 2~Π× ~g0 = −2
∫
dp0 M
∗
RS
0i, (5.149)
~
(
Dt~g2 + ~Dj × ~g3
)
+ 2~Πif3 = 2
∫
dp0 M
∗
R
~F , (5.150)
~
(
Dt~g3 − ~D × ~g2
)
− 2~Πf2 = −2~
∫
dp0 M
∗
I
~Ω, (5.151)
ale´m de outras oito equac¸o˜es de v´ınculo, que na˜o dependem da coorde-
nada t = x0:
78
∫
dp0 p0F − ~
2
~D · ~g2 + Π˜0f3 =
∫
dp0 M
∗
RF
0, (5.152)
∫
dp0 p0P +
1
2
~ ~D · ~g3 + Π˜0f2 = ~
∫
dp0 M
∗
I Ω
0, (5.153)
∫
dp0 p0F0 − ~Π · ~g1 + Π˜0f0 =
∫
dp0 M
∗
RF, (5.154)
∫
dp0 p0 ~F − ~
2
~D × ~g0 + Π˜0~g1 = −~
∫
dp0 M
∗
I S
0i, (5.155)
∫
dp0 p0Ω0 + ~Π · ~g0 − Π˜0f1 = −~
∫
dp0 M
∗
I F, (5.156)
~
2
σταβ
(
DαF β −DβFα)− 2 (ΠσΩτ −ΠτΩσ) = M∗RσταβSαβ ,
(5.157)
∫
dp0 p0S
0ieˆi − ~
2
~Df3 + ~Π× ~g3 − Π˜0~g2 = ~
∫
dp0 M
∗
I
~F , (5.158)
∫
dp0p0ijkSjkeˆi−~ ~Df2 +2~Π×~g2 +2Π˜0~g3 = −2
∫
dp0M
∗
R
~Ω. (5.159)
Vamos, agora, tomar o limite cla´ssico das equac¸o˜es cine´ticas para
a func¸a˜o de Wigner. Para isto, primeiro notamos que a equac¸a˜o (5.65),
no limite ~→ 0, pode ser escrita como:
(γµpµ −M∗(x))W4(x, p) = 0, (5.160)
que tem a forma de uma equac¸a˜o de Dirac. Multiplicando por γνpν +
M∗, temos:
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(γνpν +M
∗) (γµpµ −M∗(x))W4(x, p) = 0, (5.161)
ou seja, (
γνpνγ
µpµ −M∗2(x)
)
W4(x, p) = 0. (5.162)
Mas:
γνpνγ
µpµ =
1
2
(pµpνγ
µγν + pνpµγ
νγµ)
=
1
2
pµpν {γµ, γν} = 1
2
pµpν2g
µν = p2.
(5.163)
Logo, (
p2 −M∗2)W4(x, p) = 0, (5.164)
ou seja, a func¸a˜o de Wigner esta´ na camada de massa. Definindo
Ep =
√
p2 +M∗2, podemos escrever a componente de ordem zero em
~, W (0)4 (x, p), como:
W
(0)
4 (x, p) = W
(+)(0)
4 (x, p)δ(p0−Ep)+W (−)(0)4 (x, p)δ(p0+Ep), (5.165)
onde os ı´ndices mais e menos correspondem a`s contribuic¸o˜es de energia
positiva e negativa, respectivamente. Com esta decomposic¸a˜o, as fun-
c¸o˜es fα(x, ~p) e ~gαi(x, ~p) podem ser decompostas de maneira similar, e
todas as integrais na coordenada p0 tornam-se triviais devido a`s func¸o˜es
delta, resultando nos v´ınculos:
f
(±)(0)
3 = ±
M∗
Ep
f
(±)(0)
0 , (5.166)
f
(±)(0)
2 = 0, (5.167)
±Epf (±)(0)0 − ~p · ~g(±)(0)1 = M∗f (±)(0)3 , (5.168)
~g
(±)(0)
1 = ±
~p
Ep
f
(±)(0)
0 , (5.169)
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−(±)Epf (±)(0)1 + ~p · ~g(±)(0)0 = 0, (5.170)
−(±)Ep~g(±)(0)0 + ~pf (±)(0)1 = −M∗~g(±)(0)3 , (5.171)
(±)Ep~g(±)(0)2 = ~p× ~g(±)(0)3 , (5.172)
±2Ep~g(±)(0)3 + 2~p× ~g(±)(0)2 = 2M∗~g(±)(0)0 . (5.173)
Estas equac¸o˜es podem ser reescritas de forma a mostrar que to-
dos os v´ınculos dependem apenas de f
(±)(0)
0 e ~g
(±)(0)
0 , obtendo para os
demais fatores:
f
(±)(0)
1 = ±
~p · ~g(±)(0)0
Ep
, (5.174)
f
(±)(0)
2 = 0, (5.175)
f
(±)(0)
3 = ±
M∗
Ep
f
(±)(0)
0 , (5.176)
~g
(±)(0)
1 = ±
~p
Ep
f
(±)(0)
0 , (5.177)
~g
(±)(0)
2 =
~p× ~g(±)(0)0
M∗
, (5.178)
~g
(±)(0)
3 = ±
E2p~g
(±)(0)
0 − (~p · ~g(±)(0)0 )~p
M∗Ep
. (5.179)
5.4 EQUAC¸O˜ES DE TRANSPORTE
As equac¸o˜es de transporte ira˜o surgir ao levarmos em conta or-
dens ale´m de zero em ~ nas equac¸o˜es cine´ticas. A equac¸a˜o de Vlasov,
particularmente, corresponde a considerar as equac¸o˜es ate´ primeira or-
dem. Vamos partir da equac¸a˜o (5.144), repetida aqui:
~
(
Dtf0 + ~D · ~g1
)
= 2~
∫
dp0 M
∗
I F. (5.180)
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Para eliminarmos consistentemente os termos de ordem ~2 ou
maior, notamos que Dµ e Πµ podem ser escritos como:
Dµ ≡ ∂xµ −
∫ 1
2
− 12
ds ˜Fµν(x+ i~s∂p)∂νp = ∂xµ − ˜Fµν∂νp +O(~), (5.181)
Πµ ≡ pµ + i~
∫ 1
2
− 12
ds s ˜Fµν(x+ i~s∂p)∂νp = pµ +O(~2). (5.182)
Tambe´m vamos explicitar a decomposic¸a˜o da massa efetiva em
suas partes real e imagina´ria, utilizada na sec¸a˜o anterior:
M∗(x− i~
2
∂p) ≡M∗R + i~M∗I = M∗(x)
−i~
2
(∂xM
∗) · ∂p
+
1
2!
(
i~
2
)2(∂2xM
∗) · ∂2p −
1
3!
(
i~
2
)3(∂3xM
∗) · ∂3p + ...
(5.183)
ou de modo mais formal, seguindo os passos encontrados em
(ELZE et al., 1987), definimos:
∆ ≡ ∂x∂p, (5.184)
de forma que:
∆M∗ =
(
∂
∂xµ
M∗
)
∂
∂pµ
≡ ∂xM∗ · ∂p, (5.185)
M∗(x− i~
2
∂p) =
∞∑
n=0
1
n!
(−i~
2
)n
∆nM∗(x)
= cos
(
~
2
∆
)
M∗ − isen
(
~
2
∆
)
M∗ ≡M∗R + i~M∗I .
(5.186)
Temos que:
M∗R(x) = M
∗(x) +O(~2), (5.187)
M∗I (x) = −
1
2
(∂xµM
∗(x)) ∂µp +O(~2). (5.188)
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Substituindo na equac¸a˜o (5.180) as expanso˜es que obtivemos:
(
∂t − F˜0ν∂νp
)
f
(±)(0)
0 +
(
∇xi + F˜ij ∂
∂pj
)
g
(±)(0)
1i
= −
∫
dp0 (∂xµM
∗) ∂µpF
(±)(0).
(5.189)
A integral em p0 pode ser simplificada notando que estamos na
camada de massa e, portanto:
∫
dp0
(
∂
∂x0
M∗
)
∂
∂p0
F (±)(0) =
∂
∂x0
M∗
∫
dp0
∂
∂p0
F (±)(0)
= M∗F (±)(0)|p0=∞p0=−∞ = 0.
(5.190)
Logo,
−
∫
dp0 (∂xµM
∗) ∂µpF
(±)(0) =
∫
dp0
∂
∂xi
M∗
∂
∂pi
F (±)(0)
=
∂
∂xi
M∗
∂
∂pi
∫
dp0 F
(±)(0),
(5.191)
que podemos escrever como:
2
∫
dp0 M
∗
I f = ~∇M∗ · ~∇p
∫
dp0 f. (5.192)
Por analogia com a teoria eletromagne´tica, vamos definir os se-
guintes operadores: E˜i ≡ F˜0i, B˜1 ≡ −F˜23, B˜2 ≡ −F˜31 e B˜3 ≡ −F˜12,
que sa˜o ana´logos aos campos ele´trico e magne´tico. Com essas definic¸o˜es,
Dµ em ordem zero e´ dado por:
Dt ≡ ∂t − F˜0ν∂νp = ∂t − F˜0i∂ip = ∂t + ~˜E · ~∇p, (5.193)
Di ≡ ~∇xi − F˜ij∂jp =
(
~∇x + ~˜B × ~∇p
)
i
. (5.194)
Portanto, podemos reescrever a equac¸a˜o (5.189) como:
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(
∂t + ~˜E · ~∇p
)
f
(±)(0)
0 +
(
∇x + ~˜B × ~∇p
)
g
(±)(0)
1i =
(
~∇xM∗
)
~∇pf (±)(0)3 ,
(5.195)
que podemos escrever em func¸a˜o de f
(±)(0)
0 usando os v´ınculos:
(
∂t + ~˜E · ~∇p
)
f
(±)(0)
0 ±
(
∇x + ~˜B × ~∇p
)
· ~p
Ep
f
(±)(0)
0
= ±~∇xM∗ · ~∇pM
∗
Ep
f
(±)(0)
0 ,
(5.196)
e, portanto,
~∇x ·
(
~p
Ep
f0
)
=
[
~∇x
(
~p
Ep
)]
+
~p
Ep
· ~∇xf0
= −
M∗(x)
(
~∇xM∗(x)
)
E3p
· ~pf0 + ~p
Ep
· ~∇xf0
= −M
∗(x)
E3p
~p ·
(
~∇xM∗(x)
)
f0 + ~v · ~∇xf0,
(5.197)
onde definimos ~v ≡ ~pEp . Tambe´m podemos obter:
~˜B × ~∇p ·
(
~p
Ep
f0
)
= ijk ~˜Bj
∂
∂pk
pi
Ep
f0
= ijk ~˜Bj
(
δik
Ep
− p
ipk
E3p
)
f0 + ijk ~˜Bj
pi
Ep
∂
∂pk
f0
= ~v × ~˜B · ~∇pf0,
(5.198)
e tambe´m:
~∇pM
∗
Ep
f0 = M
∗
(−~p
E3p
f0 +
1
Ep
~∇pf0
)
. (5.199)
Substituindo as equac¸o˜es (5.197), (5.198) e (5.199) na equac¸a˜o
(5.196):
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(
∂t + ~˜E · ~∇p
)
f
(±)(0)
0 ±
(−M∗
E3p
~p · ∇xM∗f (±)(0)0 + ~v · ~∇xf (±)(0)0
)
± ~v × ~˜B · ~∇pf (±)(0)0 ∓M∗~∇xM∗
(−~p
E3p
+
1
Ep
~∇pf (±)(0)0
)
= 0,
(5.200)
ou seja,
∂tf
(±)(0)
0 ± ~v · ~∇xf (±)(0)0 +
(
~˜E ± ~v × ~˜B
)
· ~∇pf (±)(0)0
∓ M
∗
Ep
~∇xM∗ · ~∇pf (±)(0)0 = 0.
(5.201)
Esta u´ltima e´ a equac¸a˜o de Vlasov usual, como quer´ıamos ob-
ter. Para completar a descric¸a˜o dinaˆmica em ordem zero, vamos obter
tambe´m uma equac¸a˜o para ~g
(±)(0)
0 . Dispondo de equac¸o˜es para esses
dois fatores, todos os demais podem ser obtidos atrave´s das equac¸o˜es
de v´ınculo, e o sistema esta´ totalmente descrito nessa aproximac¸a˜o. To-
maremos. enta˜o, a equac¸a˜o (5.151), e usaremos tambe´m as equac¸o˜es
(5.93) e (5.183):
~
(
Dt~g3 − ~D × ~g2
)
− 2~Πf2 = −2~
∫
dp0 M
∗
I
~Ω
= −~
(
~∇xM∗
)
· ~∇p
∫
dp0 ~Ω = ~
(
~∇xM∗
)
· ~∇p~g0.
(5.202)
Agora, tomamos a equac¸a˜o (5.152) e usamos a equac¸a˜o (5.91):
~
(
Dtf1 + ~D × ~g0
)
= −2
∫
dp0 M
∗P = −2M∗f2. (5.203)
Substituindo na equac¸a˜o anterior:
Dt~g3 − ~D × ~g2 + 2~Π 1
M∗
(
Dtf1 + ~D · ~g0
)
=
(
~∇xM∗
)
· ~∇p~g0. (5.204)
Usando as equac¸o˜es de v´ınculo para reescrever ~g2 e ~g3 em func¸a˜o
de ~g0 e as equac¸o˜es (5.193) e (5.194) para reescrever Dµ, temos:
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±
(
∂t + ~˜E · ~∇p
) E2p~g(±)(0)0 − (~p · ~g(±)(0)0 )
M∗Ep
−
(
~∇x + ~˜B × ~∇p
)
×
(
~p× ~g(±)(0)0
M∗
)
+
~p
M∗
[
±
(
∂t + ~˜E · ~∇p
) ~p · ~g(±)(0)0
Ep
+
(
~∇x + ~˜B × ~∇p
)
· ~g(±)(0)0
]
− ~∇xM∗ · ~∇p~g(±)(0)0 = 0.
(5.205)
Efetuando as derivadas, com o cuidado de notar que M∗ e Ep
dependem de xµ, temos:
± ∂t
(
Ep
~g
(±)(0)
0
M∗
)
∓ ∂t
(
~p · ~g(±)(0)0 ~p
M∗Ep
)
± ~˜E · ~∇pEp~g
(±)(0)
0
M∗
∓ ~˜E · ~∇p
(
~p · ~g(±)(0)0 ~p
M∗Ep
)
− ~∇x ×
(
~p× ~g(±)(0)0
M∗
)
−
(
~˜B × ~∇p
)
×
(
~p× ~g(±)(0)0
M∗
)
− ~∇xM∗ · ~∇p~g(±)(0)0
± ~p
M∗
∂t
(
~p · ~g(±)(0)0
Ep
)
± ~p
M∗
~˜E · ~∇p
(
~p · ~g(±)(0)0
Ep
)
+
~p
M∗
~∇x~g(±)(0)0 +
~p
M∗
~˜B × ~∇p · ~g(±)(0)0 = 0,
(5.206)
dado que:
∂t
(
~p · ~g(±)(0)0
Ep
~p
M∗
)
= ∂t
(
~p · ~g(±)(0)0
Ep
)
~p
M∗
+
~p · ~g(±)(0)0
Ep
∂t
~p
M∗
,
(5.207)
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~˜E · ~∇p
(
~p · ~g(±)(0)0
Ep
~p
M∗
)
=
[
~˜E · ~∇p
(
~p · ~g(±)(0)0
Ep
)]
~p
M∗
+
~p · ~g(±)(0)0
Ep
~˜E · ~∇p ~p
M∗
.
(5.208)
5.5 CA´LCULO DA FUNC¸A˜O DE EQUILI´BRIO COM UM CAMPO
MAGNE´TICO FORTE
Como discutimos na sec¸a˜o anterior, a func¸a˜o de Wigner no limite
~→ 0 esta´ na camada de massa. Com este v´ınculo, dado pela equac¸a˜o
(5.164), podemos escrever:
W
(0)
4 (x, p) = W
(+)(0)
4 (x, p)θ(p0)δ(p
2 −M∗2)
+W
(−)(0)
4 (x, p)θ(−p0)δ(p2 −M∗2),
(5.209)
isto e´, podemos separar as contribuic¸o˜es de energia positiva e negativa.
Vamos supor que nosso sistema consiste em mate´ria nuclear composta
de neˆutrons, pro´tons e ele´trons no modelo de Walecka com interac¸a˜o
isovetorial, na presenc¸a de um campo magne´tico forte na direc¸a˜o z:
~B = Bkˆ, (5.210)
e vamos considerar o calibre de Landau:
Aµ = (0, 0, Bx1, 0) = (0, ~A)⇒ ~A = Bx1eˆ2, (5.211)
que fornece ~B = ~∇ × ~A = Beˆ3 e ~∇ · ~A = 0. Vamos, enta˜o, calcular
a nossa func¸a˜o de distribuic¸a˜o de equil´ıbrio, f
(±)(0)
0 , que satifaz uma
equac¸a˜o generalizada de Vlasov, como demonstramos. Por definic¸a˜o,
temos:
f
(±)(0)
0 (t, ~x, ~p) =
∫
dp0 Tr[γ
0W
(±)(0)
4 (x, p)], (5.212)
Para escrever a func¸a˜o no equil´ıbrio, vamos utilizar o operador
matriz densidade, ρˆ:
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ρˆ =
1
Z
e−β(Hˆ−µN). (5.213)
Na situac¸a˜o em que o sistema se encontra em equil´ıbrio, temos:
feq(t, ~x, ~p) =
∫
dp0 Tr[ρˆγ
0
∫
d4y e−ip·y
× ˆ¯Ψ(x+)e
−iy ∫ 12− 1
2
ds V(0)(x+ys)
Ψˆ(x−)].
(5.214)
No equil´ıbrio, temos para os nu´cleons:
V(0)µ = gvV (0)µ + gρ
2
~τ ·~b(0)µ + e
2
(1 + τj)A
(0)µ, (5.215)
e para os ele´trons:
V(0)µ = −eA(0)µ. (5.216)
Os campos sa˜o:
A(0)µ = (A0, 0, Bx1, 0), (5.217)
V (0)µ = (V0, 0, 0, 0), (5.218)
b(0)µ = (b0, 0, 0, 0), (5.219)
com A0, V0 e b0 constantes. Logo,
V(0)µ = (V0, 0, Bx1, 0), (5.220)
e a fase na equac¸a˜o (5.214) pode ser calculada explicitamente:
∫ 1
2
− 12
dsV(0)(x+ys) =
∫ 1
2
− 12
ds(V0, 0, x1+y1s, 0) = (V0, 0, Bx1, 0) = V(0)µ,
(5.221)
pois a integral sime´trica se anula. Portanto, podemos reescrever a equa-
c¸a˜o (5.214) como:
88
feq(t, ~x, ~p) =
∫
dp0 Tr[ρˆγ
0
∫
d4y e−i(p+V
(0))·y ˆ¯Ψ(x+)Ψˆ(x−)]. (5.222)
Vamos considerar os operadores de campo fermioˆnico:
Ψˆ =
∑
r
Ψ(+)r (x)ar + Ψ
(−)
r (x)d
†
r, (5.223)
Ψˆ† =
∑
r
Ψ(+)†r (x)a
†
r + Ψ
(−)†
r (x)dr, (5.224)
para os quais os estados de base sa˜o:
Ψ(+)r (x) = ur(x)e
−i(Ert−p2x2−p3x3), (5.225)
Ψ(−)r (x) = vr(x)e
i(Ert−p2x2−p3x3), (5.226)
onde a soma em r significa soma nos estados n, nos spins, e em p2 e
p3, e Er = E(p3, n) =
√
p23 +M
∗2 + 2eBn sa˜o energias dos n´ıveis de
Landau. Os estados de base sa˜o soluc¸o˜es da equac¸a˜o de Dirac. Supomos
o ansatz :
Ψ(+)(t, ~x) = ur(x1)e
−i(E±n t−p2x2−p3x3), (5.227)
Ψ(−)(t, ~x) = vr(x1)ei(E
±
n t−p2x2−p3x3), (5.228)
com
E(±)n =
√
p23 +M
∗2 + 2eBn± V(0)0 , (5.229)
sendo o mais ou menos, nesta equac¸a˜o em particular, referente ao sinal
da carga ele´trica, de forma a escrever a equac¸a˜o para todas as espe´cies
de forma condensada. Os espinores u e v aqui dependem tambe´m do
sinal da carga ele´trica:
ue,s=1 = N+

vn−1(ξ(+))
0
p3
E−n +M∗
vn−1(ξ(+))
ipn
n+M∗
vn(ξ
(+))
 , (5.230)
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up,s=1 = N+

vn(ξ
(+))
0
p3
E+n+M∗
vn(ξ
(+))
−ipn
n+M∗
vn−1(ξ(+))
 , (5.231)
ue,s=−1 = N+

0
vn(ξ
(+))
−ipn
E−n +M∗
vn−1(ξ(+))
−p3
n+M∗
vn(ξ
(+))
 , (5.232)
up,s=−1 = N+

0
vn−1(ξ(+))
ipn
E+n+M∗
vn(ξ
(+))
−p3
n+M∗
vn−1(ξ(+))
 , (5.233)
ve,s=1 = N−

vn−1(ξ(−))
0
−p3
−E−n +M∗ vn−1(ξ
(−))
ipn
n+M∗
vn(ξ
(−))
 , (5.234)
vp,s=1 = N−

vn(ξ
(−))
0
−p3
−E+n+M∗ vn(ξ
(−))
ipn
n+M∗
vn−1(ξ(−))
 , (5.235)
ve,s=−1 = N−

0
vn(ξ
(−))
−ipn
E−n +M∗
vn−1(ξ(−))
p3
−n+M∗ vn(ξ
(−))
 , (5.236)
vp,s=−1 = N−

0
vn−1(ξ(−))
ipn
E+n+M∗
vn(ξ
(−))
p3
−n+M∗ vn−1(ξ
(−))
 , (5.237)
com
N (±) =
1 + s
2
(eB)
1
4
√
±E±n +M∗√
2E±n
√
L2L3
, (5.238)
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ξ(+) =
√
eB
(
x1 +
p2
eB
)
, (5.239)
ξ(−) =
√
eB
(
x1 − p2
eB
)
, (5.240)
n =
√
p23 +M
∗2 + 2eBn, (5.241)
pn =
√
2eBn, (5.242)
vn(ξ) =
1√
pi
1
2 2nn!
Hn(ξ)e
− ξ22 , (5.243)
sendo que estes estados formam uma base ortonormal. Para calcular a
func¸a˜o de distribuic¸a˜o de equil´ıbrio, vamos considerar os produtos de
operadores em ordem normal, de forma a desprezar efeitos do va´cuo:
: ˆ¯Ψ(x+
y
2
)γ0Ψˆ(x− y
2
) :=: Ψˆ†(x+)Ψˆ(x−) : . (5.244)
Como temos um operador de um corpo e estamos usando a base
que diagonaliza Hˆ, podemos calcular o trac¸o na equac¸a˜o (5.222):
Tr[ρˆ : ˆ¯Ψγ0Ψˆ :]
(0) =
∑
q
Ψˆ(+)†q (x+)Ψˆ
(+)
q (x−)
1
1 + eβ(q−µ)
−
∑
q
Ψˆ(−)†q (x+)Ψˆ
(−)
q (x−)
1
1 + eβ(q+µ)
,
(5.245)
onde o ı´ndice q se refere a` carga da part´ıcula. Substituindo os espinores,
obtemos:
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Tr[ρˆ : ˆ¯Ψγ0Ψˆ :]
(0) =
∞∑
n=0
∑
p2
∑
p3{[
u†s=1(x+)us=1(x−)e
i(E(+)x0+−p2x2+−p3x3+)e−i(E
(+)x0−−p2x2−−p3x3−)
+u†s=−1(x+)us=−1(x−)e
i(E(+)x0+−p2x2+−p3x3+)e−i(E
(+)x0−−p2x2−−p3x3−)
]
× 1
1 + eβ(E(+)−µ)
−
[
v†s=1(x+)vs=1(x−)e
−i(E(−)x0+−p2x2+−p3x3+)ei(E
(−)x0−−p2x2−−p3x3−)
+v†s=−1(x+)vs=−1(x−)e
−i(E(−)x0+−p2x2+−p3x3+)ei(E
(−)x0−−p2x2−−p3x3−)
]
× 1
1 + eβ(E(+)+µ)
}
.
=
∞∑
n=0
∑
p2
∑
p3
{
N2+
[
vn−1(ξ
(+)
+ )vn−1(ξ
(+)
− )
+
p23
(n +M∗)2
vn−1(ξ
(+)
+ )vn−1(ξ
(+)
− )
+
p2n
(n +M∗)2
vn(ξ
(+)
+ )vn(ξ
(+)
− ) + vn(ξ
(+)
+ )vn(ξ
(+)
− )
+
p2n
(n +M∗)2
vn−1(ξ
(+)
+ )vn−1(ξ
(+)
− )
+
p23
(n +M∗)2
vn(ξ
(+)
+ )vn(ξ
(+)
− )
]
ei(E
(+)y0−p2y2−p3y3)
1 + eβ(E(+)−µ)
+N2−
[
vn−1(ξ
(−)
+ )vn−1(ξ
(−)
− ) +
p23
(−n +M∗)2 vn−1(ξ
(−)
+ )vn−1(ξ
(−)
− )
+
p2n
(−n +M∗)2 vn(ξ
(−)
+ )vn(ξ
(−)
− ) + vn(ξ
(−)
+ )vn(ξ
(−)
− )
+
p2n
(−n +M∗)2 vn−1(ξ
(−)
+ )vn−1(ξ
(−)
− )
+
p23
(−En +M∗)2 vn(ξ
(−)
+ )vn(ξ
(−)
− )
]
e−i(E
(−)y0−p2y2−p3y3)
1 + eβ(E(−)+µ)
}
.
(5.246)
Levando em conta a normalizac¸a˜o, e definindo o potencial qu´ı-
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mico efetivo para o caso do pro´ton:
µ˜ = µ− V(0)0 , (5.247)
temos, apo´s algumas manipulac¸o˜es, que:
Tr[ρˆ : ˆ¯Ψγ0Ψˆ :]
(0) =
∞∑
n=0
∑
p′2
∑
p′3
√
eB
L2L3
n +M
∗
2n
{[
vn−1(ξ
(+)
+ )vn−1(ξ
(+)
− ) + vn(ξ
(+)
+ )vn(ξ
(+)
− )
]
× e
i(E(+)y0−p′2y2−p′3y3)
1 + eβ(n−µ˜)
+
−n +M∗
2n
[
vn−1(ξ
(−)
+ )vn−1(ξ
(−)
− ) + vn(ξ
(−)
+ )vn(ξ
(−)
− )
]
×e
−i(E(−)y0−p′2y2−p′3y3)
1 + eβ(En+µ˜)
}
.
(5.248)
Substituindo na func¸a˜o de equil´ıbrio, obtemos:
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feq(t, ~x, ~p) =
∞∑
n=0
∑
p′2
∑
p′3
√
eB
L2L3
[
n +M
∗
2n
∫
dp0
×
∫
dy0 e
i[p0+V(0)0 −(n+V(0)0 )]y0
∫
dy2 e
+i(p2+eBx1−p′2)y2
×
∫
dy3e
i(p3−p′3)y3
×
∫
dy1 e
ip1y1vn−1(ξ
(+)
+ )vn−1(ξ
(+)
− ) + vn(ξ
(+)
+ )vn(ξ
(+)
− )
× 1
1 + eβ(En−µˆ)
+
−n +M∗
2n
∫
dp0
∫
dy0 e
−i[p0+V(0)0 +(En−V(0)0 )]y0
×
∫
dy2 e
+i(p2+eBx1+p
′
2)y2
∫
dy3e
i(p3+p
′
3)y3
×
∫
dy1 e
ip1y1vn−1(ξ
(−)
+ )vn−1(ξ
(−)
− ) + vn(ξ
(−)
+ )vn(ξ
(−)
− )
× 1
1 + eβ(n+µˆ)
]
.
(5.249)
Das equac¸o˜es (5.239) e (5.240):
ξ
(+)
± = ξ
(+)
(
x± y
2
)
=
√
eB
(
x1 ± y1
2
+
p2
eB
)
, (5.250)
ξ
(−)
± = ξ
(−)
(
x± y
2
)
=
√
eB
(
x1 ± y1
2
− p2
eB
)
. (5.251)
Como:
1
L2
∫
dy2 e
i(p2+eBx1−p′2)y2 = δp′2,p2+eBx1 , (5.252)
1
L3
∫
dy3 e
i(p3−p′3)y3 = δp3,p′3, (5.253)
e tambe´m: ∫
dy0 e
−i(p0−n)y0 = 2piδ(p0 − n), (5.254)
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podemos reescrever novamente a func¸a˜o de equil´ıbrio como:
feq(t, ~x, ~p) =
∞∑
n=0
√
eB
∫
dp0 2pi
×
{
n +M
∗
2n
δ(p0 − n)
1 + eβ(n−µˆ)
×
∫
dy1 e
ip1y
1
vn−1(ξ
(+)
+ )vn−1(ξ
(+)
− ) + vn(ξ
(+)
+ )vn(ξ
(+)
− )
+
−n +M∗
2n
δ(p0 + n)
1 + eβ(n+µˆ)
×
∫
dy1 e
ip1y
1
vn−1(ξ
(−)
+ )vn−1(ξ
(−)
− ) + vn(ξ
(−)
+ )vn(ξ
(−)
− )
}
.
(5.255)
Agora,
I =
∫
dy1 e
ip1y
1
vn(ξ
(+)
+ )vn(ξ
(+)
− ) =
∫
dy1 e
ip1y
1 1√
pi2nn!
× e− eB2 (− p2eB+ y12 )2− eB2 (− p2eB− y12 )2
×Hn
[√
eB(− p2
eB
+
y1
2
)
]
Hn
[√
eB(− p2
eB
− y1
2
)
]
.
(5.256)
Definindo v =
√
eB
2 y, a integral pode ser escrita como:
I =
1√
pi2nn!
2√
eB
∫ ∞
−∞
dv e
2ip1√
eB
v
e
− 12
(
p1√
eB
+v
)2−( p1√
eB
−v
)2
×Hn
(
− p2√
eB
+ v
)
Hn
(
− p2√
eB
− v
)
=
2√
eB
(−1)ne−w2Ln(2w2),
(5.257)
onde:
w =
p21 + p
2
2
eB
. (5.258)
Substituindo na equac¸a˜o para a func¸a˜o de equil´ıbrio e integrando
em p0, obtemos:
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feq(t, ~x, ~p) =
∞∑
n=0
4pi{
1
1 + eβ(n−µˆ)
n +M
∗
2n
[
Ln−1(2w2)(−1)n−1 + Ln(2w2)(−1)n
]
− 1
1 + eβ(n+µˆ)
−n +M∗
2n
[
Ln−1(2w2)(−1)n−1 + Ln(2w2)(−1)n
]}
.
(5.259)
Para normalizar, temos que fazer feq → feq(2pi)4 . Assim, temos:
feq(t, ~x, ~p) =
2
(2pi)3
1
1 + eβ(0−µˆ)
0 +M
∗
20
L0(2w
2)e−w
2
+
2
(2pi)3
∞∑
n=1
(−1)n
1 + eβ(n−µˆ)
n +M
∗
2n
× [Ln(2w2)− Ln−1(2w2)] e−w2
− 2
(2pi)3
1
1 + eβ(0+µˆ)
−0 +M∗
20
L0(2w
2)e−w
2
− 2
(2pi)3
∞∑
n=1
(−1)n
1 + eβ(n+µˆ)
−n +M∗
2n
× [Ln(2w2)− Ln−1(2w2)] e−w2 .
(5.260)
No limite de temperaturas baixas, T → 0, temos:
(−1)n
1 + eβ(n−µˆ)
→ θ(µˆ− n), (5.261)
(−1)n
1 + eβ(n+µˆ)
→ 0, (5.262)
e enta˜o:
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feq(t, ~x, ~p)→ 2
(2pi)3
θ(EF − 0)0 +M
∗
20
L0(2w
2)e−w
2
+
2
(2pi)3
∞∑
n=1
θ(EF − n)n +M
∗
2n
(−1)n
× [Ln(2w2)− Ln−1(2w2)] e−w2
(5.263)
e, portanto,
Np =
∫
d3xd3p feq(t, ~x, ~p) = V
∫
d3p
2e−w
2
(2pi)3
×
{
θ(EF − 0)L0(2w2)0 +M
∗
20
+
∞∑
n=1
θ(EF − n)(−1)n n +M
∗
2n
[
Ln(2w
2)− Ln−1(2w2)
]}
.
(5.264)
Realizando a mudanc¸a de varia´veis:
u = w2 =
p21 + p
2
2
eB
=
p2⊥
eB
, (5.265)
em coordenadas cil´ındricas:
∫
d3p =
∫ ∞
−∞
dp3
∫ 2pi
0
dφ
∫ ∞
0
dp⊥ p⊥ =
1
2
∫ ∞
−∞
dp3
∫ 2pi
0
dφ
∫ ∞
0
dp2⊥,
(5.266)
logo,
Np =
4piV
(2pi)3
∫ ∞
0
dp3
∫ ∞
0
du eBe−u
×
{
θ(EF − 0)L0(2u)0 +M
∗
20
+
∞∑
n=1
θ(EF − n)(−1)n n +M
∗
2n
[Ln(2u)− Ln−1(2u)]
}
.
(5.267)
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A func¸a˜o θ de Heaviside implica em realizar um corte em n =
EF , a energia de Fermi, ou, o que e´ equivalente ser dito, um corte em
p23 = E
2
F−M∗2−2eBn. Usando a expressa˜o para a func¸a˜o de Lindhard:∫ ∞
0
du Ln(2u)e
−u = (−1)n, (5.268)
temos que:
ρp =
Np
V
=
4pi
(2pi)3
eB
{∫ ∞
0
dp3 θ(EF − 0)0 +M
∗
20
+
∞∑
n=1
(−1)nθ(EF − n)n +M
∗
2n
[
(−1)n − (−1)n−1]} .
=
1
2pi2
eB
EF +M
∗
2F
[
pF (0) + 2
nmax∑
n=1
pF (n)
]
,
(5.269)
onde pF (n) =
√
2F −M∗2 − 2eBn e´ o momento de Fermi, e nmax e´ o
maior nu´mero inteiro tal que pF (nmax) ≥ 0, ou seja, o maior n´ıvel de
Landau que pode ser ocupado.
5.6 PERTURBAC¸O˜ES E RELAC¸A˜O DE DISPERSA˜O
Agora vamos obter as relac¸o˜es de dispersa˜o para a mate´ria npe
na presenc¸a de um campo magne´tico forte. Partimos da equac¸a˜o de
Vlasov generalizada que obtivemos anteriormente:
∂tfi± ± ~v · ~∇xfi± +
(
~˜E(i) ± ~v × ~˜B(i)
)
· ~∇pfi± = 0, (5.270)
onde:
~˜E(i) = −∂t~V(i) − ~∇xV(i)0 ∓ M
∗
Ep
~∇xM∗, (5.271)
~˜B(i) = ~∇× ~V(i), (5.272)
com i = n, p, e. Vamos considerar pequenas oscilac¸o˜es em relac¸a˜o ao
equil´ıbrio geradas por perturbac¸o˜es da func¸a˜o de distribuic¸a˜o:
fi±(t, ~x, ~p) = f0i±(t, ~x, ~p) + δfi±, (5.273)
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As perturbac¸o˜es tambe´m gerara˜o alterac¸o˜es nos campos, por-
tanto escreveremos estes como segue:
φ = φ(0) + δφ, (5.274)
V0 = V
(0)
0 + δV0, Vi = V
(0)
i + δVi, (5.275)
b0 = b
(0)
0 + δb0, bi = b
(0)
i + δbi, (5.276)
A0 = A
(0)
0 + δA0, Ai = A
(0)
i + δAi. (5.277)
Vamos considerar um sistema homogeˆneo infinito, portanto com
invariaˆncia rotacional no equil´ıbrio, o que significa que temos:
V
(0)
i = b
(0)
i = 0 (5.278)
e
A(0)µ = (0, ~A), (5.279)
pois o sistema se encontra na presenc¸a do campo magne´tico externo.
Com as definic¸o˜es acima, temos:
Vµi = V(0)µi + δVµi , (5.280)
V(0)µi = (V(0)0i , Qi ~A), (5.281)
onde Qi e´ a carga da part´ıcula: e para pro´tons, −e para ele´trons e 0
para neˆutrons. Vamos obter as relac¸o˜es de dispersa˜o a partir da ana´lise
das correntes:
jµi (x) ≡
2
(2pi)3
∫
d3p
p0
pµ(fi+ − fi−). (5.282)
A corrente assim definida satisfaz a equac¸a˜o de continuidade:
∂µj
µ
i (x) = 0. (5.283)
Com a perturbac¸a˜o na func¸a˜o de distribuic¸a˜o, tambe´m a corrente
pode ser escrita como uma parte correspondente ao equil´ıbrio mais a
perturbac¸a˜o:
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jµi (x) = j
(0)µ
i (x) + δj
µ
i , (5.284)
onde:
j
(0)µ
i (x) =
2
(2pi)3
∫
d3p
p0
pµ(f0i+ − f0i−), (5.285)
δjµi = δj
µ
i+ − δjµi−, (5.286)
com:
δjµi± =
2
(2pi)3
∫
d3p δfi± (5.287)
para µ = 0 e:
δjµi± =
2
(2pi)3
∫
d3p
E
(0)
p
pµδfi± (5.288)
para µ = 1, 2, 3, de forma que:
δjµi =
2
(2pi)3
∫
d3p
E
(0)
p
pµ(δfi+ − δfi−). (5.289)
Para obter esta equac¸a˜o, notamos que:
δj0i± =
2
(2pi)3
∫
d3p pµ(f0i+ + δfi+ − f0i− − δfi−), (5.290)
δjki =
2
(2pi)3
∫
d3p
pk√
p2 + [mN − gs(φ+ δφ)]2
(f0i++δfi+−f0i−−δfi−),
(5.291)
e tambe´m que:
1√
p2 + [mN − gs(φ+ δφ)]2
≈ 1√
p2 +M∗(0)2
+
gsM
∗(0)
[p2 +M∗(0)2]
2
3
δφ,
(5.292)
Agora: ∫
d3p
pk
[p2 +M∗(0)2]
2
3
= 0, (5.293)
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logo nos reduzimos a` equac¸a˜o (5.289). No caso da densidade escalar,
usando as equac¸o˜es para as componentes da func¸a˜o de Wigner, podemos
escrever:
f3i± = ±M
∗
Ep
fi±, (5.294)
ρsi =
2
(2pi)3
∫
d3p
Ep
M∗(fi+ + fi−). (5.295)
Com as perturbac¸o˜es, temos:
ρsi = ρ
(0)
si + δρsi
=
2
(2pi)3
∫
d3p [mN − gs(φ+ δφ)]√
p2 + [mN − gs(φ+ δφ)]2
(f0i+ + δfi+ + f0i− + δfi−)
=
2
(2pi)3
∫
d3p
[
M∗(0)
E
(0)
p
− gsp
2
E
(0)3
p
δφ
]
(f0i+ + δfi+ + f0i− + δfi−),
(5.296)
ou seja,
δρsi = δρ˜si + gsdρ
(0)
si δφ, (5.297)
com:
δρ˜si =
2
(2pi)3
∫
d3p
M∗(0)
E
(0)
p
(δfi+ + δfi−) ≡ δρ˜si+ + δρ˜si−, (5.298)
dρ
(0)
si = −
2
(2pi)3
∫
d3p
p2
E
(0)3
p
(f0i+ + f0i−). (5.299)
Para obtermos as relac¸o˜es de dispersa˜o, vamos calcular δjµi a
partir das equac¸o˜es (5.287) e (5.288) usando a equac¸a˜o de Vlasov para
o ca´lculo de δfi±. Substituindo fi± = f0i±+δfi± na equac¸a˜o de Vlasov,
obtemos:
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∂t(f0i± + δfi±)± ~p
Ep
· ~∇x(f0i± + δfi±)
+
[
−∂t(~V(0)i + δ~Vi)− ~∇x(V(0)i0 + δVi0)
∓ [mN − gs(φ
(0) + δφ)]√
p2 + [mN − gs(φ(0) + δφ)]2
~∇x[mN − gs(φ(0) + δφ)]
± ~p
Ep
× ~∇x × (~V(0)i + δ~Vi)
]
· ~∇p(f0i± + δfi±) = 0.
(5.300)
Mantendo apenas termos de primeira ordem em δfi±, ficamos
com:
∂tδfi± ± ~p
E
(0)
p
· ~∇xδfi± ± ~p
E
(0)
p
× (~∇x × ~V(0)i ) · ~∇pδfi±
−
[
± ~p
E
(0)
p
× (~∇x × ~V(0)i )±
~p
E
(0)
p
× (~∇x × δ~Vi)± gsM
∗(0)
E
(0)
p
~∇xδφ
−∂tδ~Vi − ~∇xδVi0
]
· ~∇pf0i± = 0.
(5.301)
Para ~B = 0,
f0i = θ(p
2
Fi − p2), T = 0, (5.302)
f0i± =
1
1 + eβ(E
(0)
p ∓Vi)
, T 6= 0, (5.303)
E para ~B 6= 0, temos as equac¸o˜es obtidas na sec¸a˜o anterior. Para
utiliza´-las, vamos primeiro escrever ~∇p em coordenadas cil´ındricas:
~∇p = eˆp⊥
∂
∂p⊥
+ eˆφ
1
p⊥
∂
∂φ
+ eˆ3
∂
∂p‖
. (5.304)
A partir das definic¸o˜es mais acima, podemos escrever:
~∇x × ~V(0)i = Qi~∇x × ~A = Qi ~B, (5.305)
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~p× (~∇x × ~V(0)i ) · ~∇pf0i± = Qi(~p× ~B) · ~∇pf0i±
≈ Qieˆφ · ~∇pf0i± = 0,
(5.306)
pois ∂∂φf0i± = 0. Tambe´m podemos escrever:
~p× (~∇x × ~V(0)i ) · ~∇pfi± = Qi(~p× ~B) · ~∇pfi±
= Qi[(p⊥eˆ⊥ + p‖eˆ3)× (Beˆ3)] · ~∇pfi± = −QiBp⊥eˆ⊥ · ~∇pfi±
= −QiB ∂
∂φ
fi±.
(5.307)
Portanto, podemos escrever a equac¸a˜o de Vlasov como:
∂tδfi± ± ~p
E
(0)
p
· ~∇xfi± ∓ QiB
E
(0)
p
∂
∂φ
fi±
+
[
± ~p
E
(0)
p
× (~∇x × δ~Vi)± gsM
∗(0)
E
(0)
p
~∇xδφ
− ∂
∂t
δ~Vi − ~∇x × δVi0
]
· ~∇pf0i± = 0.
(5.308)
Notando que a equac¸a˜o continua va´lida para o caso do neˆutron,
bastando fazer Qi = 0. Para obtermos da´ı as relac¸o˜es de dispersa˜o,
consideraremos a transformada de Fourier:
δfi±(t, ~x, ~p)δφ(t, ~x)
δVµi (t, ~x)
 =
∫
d3q dω
δfi±(ω, ~q, ~p)δφ(ω, ~q)
δVµi (ω, ~q)
 ei(ωt−~q·~x). (5.309)
Notando que:
~p×
[
~∇x ×
(
δ~Vi(ω, ~q)ei(ωt−~q·~x)
)]
= −i
[
~p · δ~Vi~q − ~p · ~qδ~Vi
]
ei(ωt−~q·~x),
(5.310)
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e substituindo a transformada de Fourier na equac¸a˜o de Vlasov, obte-
mos:
i
(
ω ∓ ~p · ~q
E
(0)
p
)
δfi± ∓ QiB
E
(0)
p
∂
∂φ
fi±
= i
[(
ω ∓ ~p · ~q
E
(0)
p
)
δ~Vi
−
(
δVi0 ∓ ~p · δ
~Vi
E
(0)
p
∓ M
∗(0)
E
(0)
p
δφ
)
~q
]
· ~∇pf0i±.
(5.311)
Notando que temos uma dependeˆncia expl´ıcita no aˆngulo φ, o
que tornara´ mais dif´ıcil a resoluc¸a˜o da equac¸a˜o acima. Para resolver
este problema, vamos utilizar a te´cnica descrita em (KELLY, 1964), com
o referencial:
~B = Beˆ3, (5.312)
~q = q⊥eˆx + q‖eˆ3 = (q⊥, 0, q‖), (5.313)
~p = p⊥eˆ⊥ + p‖eˆ3 = (p⊥cosφ, p⊥senφ, p‖), (5.314)
com ~q fixo e arbitra´rio, e o referencial escolhido de tal maneira que ~q
esteja no plano x-z, sem perda de generalidade. Vamos procurar, enta˜o,
separar o aˆngulo φ em δfi±, isto e´:
δfi±(ω, ~q, ~p) ≡
∞∑
m=−∞
cm(ω, ~q, p⊥, p‖)eimφ. (5.315)
Por convenieˆncia, vamos utilizar a transformada de Oberman-
Ron (KELLY, 1964) para realizar a separac¸a˜o angular. Pra uma func¸a˜o
arbitra´ria G(ω, ~q, ~p) = G(ω, ~q, p⊥, φ, p‖) podemos escrever:
G(ω, ~q, ~p) = eibsenφ
∞∑
m=−∞
e−imφJm(b)G(m)(ω, ~q, p⊥, p‖), (5.316)
e a transformada inversa:
104
G(m)(ω, ~q, p⊥, p‖) =
1
2piJm(b)
∫ 2pi
0
dφ e−ibsenφeimφG(ω, ~q, ~p). (5.317)
Vamos usar a notac¸a˜o:
δfi±(ω, ~q, ~p) = eibsenφ
∞∑
m=−∞
e−imφJm(b)δf
(m)
i± (ω, ~q, p⊥, p‖). (5.318)
Substituindo esta expressa˜o na equac¸a˜o de Vlasov, e por conve-
nieˆncia escolhendo:
b = −q⊥p⊥
QiB
, (5.319)
temos:
eibsenφ
∞∑
m=−∞
ie−imφ
[
ω ∓
(
q⊥p⊥cosφ
E
(0)
p
+
q‖p‖
E
(0)
p
)
∓QiB
E
(0)
p
(m+ bcosφ)
]
Jm(b)δf
(m)
i±
= i
[(
ω ∓ ~p · ~q
E
(0)
p
)
δ~Vi −
(
δVi0 ∓ ~p ·
~Vi
E
(0)
p
− gsM
∗(0)
E
(0)
p
δφ
)
~q
]
· ~∇pf0i±.
(5.320)
Agora, integramos a equac¸a˜o acima em φ, multiplicando por:
1
2pi
∫ 2pi
0
dφ e−i(bsenφ−kφ). (5.321)
Usaremos a propriedade:
1
2pi
∫ 2pi
0
dφ e−i(bsenφ−kφ)eibsenφe−imφ = δmk (5.322)
para obter:
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(
ω ∓ p‖q‖
E
(0)
p
∓ QiB
E
(0)
p
k
)
Jk(b)δf
(k)
i± (ω, ~q, p⊥, p‖)
=
1
2pi
∫ 2pi
0
dφ e−i(bsenφ−kφ)
·
[
ωδ~Vi −
(
δVi0 ∓ gsM
∗(0)
E
(0)
p
δφ
)
~q
∓
(
~p · ~q
E
(0)
p
δ~Vi − ~p · δ
~Vi
E
(0)
p
~q
)]
· ~∇pf0i±.
(5.323)
Na expressa˜o acima, podemos realizar as integrais em φ:
δ~Vi · ~∇pf0i± = (δVixeˆx + δViy eˆy + δViz eˆz)
·
(
eˆ⊥
∂
∂p⊥
f0i± + eˆz
∂
∂p‖
f0i±
)
= cosφδVix ∂
∂p⊥
f0i± + senφδViy ∂
∂p⊥
f0i± + δViz ∂
∂p‖
f0i±.
(5.324)
Definindo:
D
(i)
⊥± =
∂
∂p⊥
f0i±, (5.325)
D
(i)
‖± =
∂
∂p‖
f0i±, (5.326)
temos:
δ~Vi · ~∇pf0i± = cosφδVixD(i)⊥± + senφδViyD(i)⊥± + δVizD(i)‖±, (5.327)
~q · ~∇pf0i± = (q⊥eˆx + q‖eˆz) · (eˆ⊥D(i)⊥± + eˆ‖D(i)‖±)
= q⊥cosφD
(i)
⊥± + q‖D
(i)
‖±,
(5.328)
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~p · ~qδ~Vi · ~∇pf0i± − (~p · δ~Vi)~q · ~∇pf0i±
= (p⊥q⊥cosφ+ p‖q‖)(cosφδVixD(i)⊥± + senφδViyD(i)⊥± + δVizD(i)‖±)
− (p⊥cosφδVix + p⊥senφδViy + p‖δViz)(q⊥cosφD(i)⊥± + q‖D(i)‖±)
= (p⊥q⊥cos2φD
(i)
⊥± + p‖q‖cosφD
(i)
⊥± − p⊥q⊥cos2φD(i)⊥± − p⊥q‖cosφD(i)‖±)δVix
+ (p⊥q⊥cosφsenφD
(i)
⊥± + p‖q‖senφD
(i)
⊥±
− p⊥q⊥cosφsenφD(i)⊥± − p⊥q‖senφD(i)‖±)δViy
+ (p⊥q⊥cosφD
(i)
⊥± + p‖q‖cosφD
(i)
‖± − p‖q⊥cosφD(i)⊥± − p‖q‖cosφD(i)‖±)δViz
= (p‖q‖D
(i)
⊥± − p⊥q‖D(i)‖±)cosφδVix + (p‖q‖D(i)⊥± − p⊥q‖D(i)‖±)senφδViy
+ (p⊥q⊥D
(i)
‖± − p‖q⊥D(i)⊥±)cosφδViz.
(5.329)
A integrac¸a˜o angular da equac¸a˜o (5.323) pode ser realizada uti-
lizando os resultados acima e as integrais a seguir:
1
2pi
∫ 2pi
0
dφ e−i(bsenφ−kφ) = Jk(b), (5.330)
1
2pi
∫ 2pi
0
dφ e−i(bsenφ−kφ)senφ = i
dJk
dx
|x=b = iJ ′k(b), (5.331)
1
2pi
∫ 2pi
0
dφ e−i(bsenφ−kφ)cosφ =
k
b
Jk(b). (5.332)
Usaremos estes resultados para fazer a substituic¸a˜o:
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(
ω ∓ P‖q‖
E
(0)
p
∓ QiB
E
(0)
p
k
)
Jk(b)δf
(k)
i± (ω, ~q, p⊥, p‖)
=
{
ω
(
k
b
Jk(b)D
(i)
⊥±δVix + iJ ′k(b)D(i)⊥±δViy + Jk(b)D(i)‖±δViz
)
∓ 1
E
(0)
p
[(
p‖q‖D
(i)
⊥± − p⊥q‖D(i)‖±
) k
b
Jk(b)δVix
+
(
p‖q‖D
(i)
⊥± − p⊥q‖D(i)‖±
)
iJ ′k(b)δViy
+
(
p⊥q⊥D
(i)
‖± − p‖q⊥D(i)⊥±
) k
b
Jk(b)δViz
]
−
(
δVi0 ∓ gsM
∗(0)
E
(0)
p
δφ
)(
q⊥D
(i)
⊥±
k
b
Jk(b) + q‖D
(i)
‖±Jk(b)
)}
.
(5.333)
Com a expressa˜o acima, reconstru´ımos δfi±(ω, ~q, ~p) usando a
equac¸a˜o (5.318):
δfi±(ω, ~q, ~p) = eibsenφ
∞∑
m=−∞
e−imφ{
m
b
Jm(b)
[
ωD
(i)
⊥± ∓
1
E
(0)
p
(p‖q‖D
(i)
⊥± − p⊥q‖D(i)‖±)
]
δVix
+ iJ ′m(b)
[
ωD
(i)
⊥± ∓
1
E
(0)
p
(p‖q‖D
(i)
⊥± − p⊥q‖D(i)‖±)
]
δViy
+ Jm(b)
[
ωD
(i)
‖± ∓
1
E
(0)
p
(p⊥q⊥D
(i)
‖± − p‖q⊥D(i)⊥±)
m
b
]
δViz
−Jm(b)
[
q⊥D
(i)
⊥±
m
b
+ q‖D
(i)
‖±
](
δVi0 ∓ gsM
∗(0)
E
(0)
p
δφ
)}
×
[
ω ∓ p‖q‖
E
(0)
p
∓ QiB
E
(0)
p
m
]−1
.
(5.334)
Agora consideramos a transformada de Fourier das perturbac¸o˜es
das correntes:
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δjµi±(t, ~x) =
∫
dω d~q δjµi±(ω, ~q)e
i(ωt−~q·~x), (5.335)
e usando as equac¸o˜es (5.287), (5.288) e (5.309), obtemos:
δjµi±(ω, ~q) =
2
(2pi)3
∫
d3p
E
(0)
p
pµδfi±(ω, ~q, ~p). (5.336)
A equac¸a˜o de continuidade e´:
∂µδj
µ
i (t, ~x) = ∂µ
[
δj
(0)µ
i + δji
]
= 0, (5.337)
e notemos que:
∂µδj
µ
i = 0⇒ ωδj0i + ~∇xδ~ji = 0, (5.338)
Uma vez que estamos interessados em pequenas perturbac¸o˜es das
densidades, vamos considerar o caso µ = 0, ou seja,
δρi± ≡ δj0i±(ω, ~q) =
∫
d3p δfi±(ω, ~q, ~p)
=
2
(2pi)3
∫ ∞
0
dp⊥ p⊥
∫ ∞
0
dp‖
∫ 2pi
0
dφ δfi±(ω, ~q, ~p).
(5.339)
Substituindo a expressa˜o que obtivemos para δfi±(ω, ~q, ~p) e usando
que: ∫ 2pi
0
dφ ei(bsenφ−mφ) = 2piJm(b), (5.340)
e definindo a func¸a˜o Si±[x] tal que:
Si±[x] =
∞∑
m=−∞
2
(2pi)2
∫
dp⊥ p⊥dp‖ [x]
ω ∓ p‖q‖
E
(0)
p
∓ QiB
E
(0)
p
m
, (5.341)
obtemos:
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δρi±(ω, ~q) =
2
(2pi)3
∫ ∞
0
dp⊥ p⊥
∫ ∞
0
dp‖
∫ 2pi
0
dφ δfi±(ω, ~q, ~p)
=
{
Si±
[
m
b
J2m(b)
[
ωD
(i)
⊥± ∓
1
E
(0)
p
(p‖q‖D
(i)
⊥± − p⊥q‖D(i)‖±)
]]
δVix
+ Si±
[
iJm(b)J
′
m(b)
[
ωD
(i)
⊥± ∓
1
E
(0)
p
(p‖q‖D
(i)
⊥± − p⊥q‖D(i)‖±)
]]
δViy
+ Si±
[
J2m(b)
[
ωD
(i)
‖± ∓
1
E
(0)
p
(p⊥q⊥D
(i)
‖± − p‖q⊥D(i)⊥±)
m
b
]]
δViz
− Si±
[
J2m(b)
(
q⊥
m
b
D
(i)
⊥± + q‖D
(i)
‖±
)]
δVi0
±Si±
[
J2m(b)
E
(0)
p
(
q⊥
m
b
D
(i)
⊥± + q‖D
(i)
‖±
)]
gsM
∗(0)δφ
}
.
(5.342)
A u´ltima expressa˜o relaciona a densidade de part´ıculas ρi± com
os campos (V µ, bµ, Aµ, φ). A partir das equac¸o˜es de movimento, vamos
substituir os campos pelas densidades e, enta˜o, obter as equac¸o˜es de
dispersa˜o. Ainda precisamos de uma equac¸a˜o que relacione a densidade
escalar ρ˜si± com os campos. Da equac¸a˜o (5.297), temos que:
ρ˜si± =
2
(2pi)3
∫
d3p
M∗(0)
E
(0)
p
δfi±. (5.343)
Comparando com a equac¸a˜o (5.339), obtemos por analogia, de
modo trivial, a expressa˜o para ρ˜si±, bastando incluir o termo M
∗(0)
E
(0)
p
no
integrando da equac¸a˜o (5.342), ou, de maneira equivalente, nas func¸o˜es
Si±[x]. Para completar nossa tarefa, precisamos agora das equac¸o˜es de
movimento para as perturbac¸o˜es dos campos, de modo a obter δVµi e
δφ. Temos as equac¸o˜es de movimento dos campos na˜o perturbados:
∂2t φ−∇2φ+m2sφ+
κ
2
φ2 +
λ
6
φ3 = gsρs = gs
∑
i=p,n
ρsi, (5.344)
∂2t V
µ −∇2V µ +m2vV µ = gvjµ = gv
∑
i=p,n
jµi , (5.345)
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∂2t b
µ −∇2bµ +m2ρbµ = gρjµ3 = gρ
∑
i=p,n
τij
µ
i , (5.346)
∂2tA
µ −∇2Aµ = e(jµp − jµe ) =
∑
i=p,n,e
Qij
µ
i . (5.347)
Agora vamos considerar perturbac¸o˜es em relac¸a˜o ao equil´ıbrio.
Para o campo φ:
∂2t (φ
(0) + δφ)−∇2(φ(0) + δφ) +m2s(φ(0) + δφ) +
κ
2
(φ(0) + δφ)2
+
λ
6
(φ(0) + δφ)3 = gs(ρ
(0)
s + δρs).
(5.348)
A expressa˜o ate´ primeira ordem e´:
[
∂2t −∇2 +m2sφ+ κφ(0) +
λ
2
φ(0)2
]
δφ = gsδρs, (5.349)
onde usamos que φ(0) e´ soluc¸a˜o da equac¸a˜o de Klein-Gordon com os
termos na˜o lineares:
m2sφ
(0) +
κ
2
φ(0)2 +
λ
6
φ(0)3 = gsρ
(0)
s . (5.350)
Vamos substituir a equac¸a˜o (5.297) na (5.349) e realizar uma
transformada de Fourier:
[
−ω2 + q2 +m2s + κφ(0) +
λ
2
φ(0)2
]
δφ(ω, ~q)
= gs
∑
i=p,n
(δρ˜i+ + δρ˜i−) + gs
∑
i=p,n
dρ˜
(0)
si δφ(ω, ~q)
 . (5.351)
Definindo:
m˜2s = m
2
s + κφ
(0) +
λ
2
φ(0)2 + gs
∑
i=p,n
dρ˜
(0)
si , (5.352)
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obtemos:
[−ω2 + q2 + m˜2s] δφ(ω, ~q) = gs ∑
j=p,n
2M∗(0)
(2pi)3
∫
d3p
E
(0)
p
(δfj+ + δfj−),
(5.353)
e analogamente,
[−ω2 + q2 + m˜2v] δV µ(ω, ~q) = gv ∑
j=p,n
2
(2pi)3
∫
d3p
E
(0)
p
pµ(δfj+ − δfj−),
(5.354)
[−ω2 + q2 + m˜2ρ] δbµ(ω, ~q) = gρ2 ∑
j=p,n
τj
2
(2pi)3
∫
d3p
E
(0)
p
pµ(δfj+ − δfj−),
(5.355)
[−ω2 + q2] δAµ(ω, ~q) = e ∑
j=p,e
Qj
2
(2pi)3
∫
d3p
E
(0)
p
pµ(δfj+ − δfj−).
(5.356)
Usando as definic¸o˜es das perturbac¸o˜es das correntes barioˆnicas
e escalar, podemos reescrever as u´ltimas equac¸o˜es como:
δφ(ω, ~q) =
gs
−ω2 + ω2s
∑
j=p,n
(δρ˜js+ + δρ˜js−)
=
gs
−ω2 +−ω2s
∑
j=p,n
δρ˜sj ,
(5.357)
δV µ(ω, ~q) =
gv
−ω2 + ω2v
∑
j=p,n
(δjµj+ + δj
µ
j−)
=
gv
−ω2 +−ω2v
∑
j=p,n
δjµj ,
(5.358)
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δbµ(ω, ~ρ) =
gρ
2
−ω2 + ω2ρ
∑
j=p,n
τj(δj
µ
j+ + δj
µ
j−)
=
gv
2
−ω2 +−ω2ρ
∑
j=p,n
τjδj
µ
j ,
(5.359)
δAµ(ω, ~q) =
1
−ω2 + q2
∑
j=p,e
Qj(δj
µ
j+ + δj
µ
j−)
=
1
−ω2 + q2
∑
j=p,n
Qjδj
µ
j ,
(5.360)
onde definimos ω2s = m˜
2
s + q
2, ω2v = m
2
v + q
2 e ω2ρ = m
2
ρ + q
2.
Como δVµi e´ dado por:
δVµi = gvδV µ +
gρ
2
τiδb
µ +
e
2
(1 + τi)δA
µ, (5.361)
δVµe = −eδAµ, (5.362)
podemos escrever:
δVµi =
∑
j=p,n
[
gv
−ω2 + ω2v
+
gρτiτj
2
−ω2 + ω2ρ
+
QiQj
−ω2 + q2
]
δjµj +
QjQe
−ω2 + q2 δj
µ
e ,
(5.363)
δVµe =
∑
j=p,e
QeQj
−ω2 + q2 δj
µ
j =
Q2e
−ω2 + q2 δj
µ
e +
QeQp
−ω2 + q2 δj
µ
p . (5.364)
As equac¸o˜es acima nos da˜o as perturbac¸o˜es nos campos em fun-
c¸a˜o das perturbac¸o˜es nas correntes. Agora, vamos expandir as pertur-
bac¸o˜es em se´ries. Definindo:
Dij ≡ gv−ω2 + ω2v
+
gρτiτj
2
−ω2 + ω2ρ
+
QiQj
−ω2 + q2 , (5.365)
escrevemos:
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δφ =
∑
j
Cjδρ˜sj , (5.366)
δVµi =
∑
j
Dµijδj
µ
j . (5.367)
A partir da equac¸a˜o (5.334) e das expanso˜es acima, podemos
obter:
δρ˜sj =
∑
j=p,n
C˜jδρ˜sj +
∑
µ
∑
j=n,p,e
Dµjiδj
µ
i , (5.368)
δjµj =
∑
j=p,n
C˜µj δρ˜sj +
∑
ν
∑
j=n,p,e
Dµνji δj
ν
i . (5.369)
O conjunto das equac¸o˜es acima pode ser resolvido em func¸a˜o das
varia´veis δρ˜si e δj
µ
i , e com isto, podemos obter as relac¸o˜es de dispersa˜o.
Vamos tomar o caminho mais pragma´tico e obter soluc¸o˜es para casos
particulares. Por convenieˆncia, vamos escrever explicitamente δρ˜si, a
partir da sua definic¸a˜o, da equac¸a˜o (5.334) e por comparac¸a˜o com a
equac¸a˜o (5.342):
δρ˜si(ω, ~q) =
2
(2pi)3
∫ ∞
0
dp⊥ p⊥
∫ ∞
0
dp‖
∫ 2pi
0
dφ
M∗(0)
E
(0)
p
δfi±(ω, ~q, ~p)
=
{
Si±
[
m
b
M∗(0)J2m(b)
[
ωD
(i)
⊥± ∓
1
E
(0)
p
(p‖q‖D
(i)
⊥± − p⊥q‖D(i)‖±)
]]
δVix
+ Si±
[
iM∗(0)Jm(b)J ′m(b)
×
[
ωD
(i)
⊥± ∓
1
E
(0)
p
(p‖q‖D
(i)
⊥± − p⊥q‖D(i)‖±)
]]
δViy
+ Si±
[
M∗(0)J2m(b)
[
ωD
(i)
‖± ∓
1
E
(0)
p
(p⊥q⊥D
(i)
‖± − p‖q⊥D(i)⊥±)
m
b
]]
δViz
− Si±
[
M∗(0)J2m(b)
(
q⊥
m
b
D
(i)
⊥± + q‖D
(i)
‖±
)]
δVi0
±Si±
[
M∗(0)
J2m(b)
E
(0)
p
(
q⊥
m
b
D
(i)
⊥± + q‖D
(i)
‖±
)]
gsM
∗(0)δφ
}
.
(5.370)
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5.7 PERTURBAC¸O˜ES LONGITUDINAIS
Vamos considerar o caso particular em que as oscilac¸o˜es da den-
sidade de part´ıculas se da˜o na direc¸a˜o do campo magne´tico externo ~B,
isto e´, na direc¸a˜o z do referencial que escolhemos. Tambe´m vamos con-
siderar o regime de baixas temperaturas (T = 0). Neste caso, ~q = q‖eˆ3
= q, e q⊥ = 0. As perturbac¸o˜es na direc¸a˜o paralela ao campo mag-
ne´tico sa˜o geradas pelas perturbac¸o˜es na corrente, δ~ji = δjieˆ3, com
δjix = δjiy = 0. As equac¸o˜es para as perturbac¸o˜es dos campos nos
permitem concluir que tambe´m δVix = δViy = 0, e a conservac¸a˜o das
correntes, ∂µj
µ
i = 0 nos da´ que ∂µδV
µ = ∂µδb
µ = ∂µδA
µ = 0. Fazendo
uma transformada de Fourier nestas u´ltimas expresso˜es, temos:
ωδV0i = ~q · δ~Vi. (5.371)
No caso de ondas longitudinais:
δρi±(ω, ~q) = Si±[J2m(0)ωD
(i)
‖±]δViz
− Si±[J2m(0)qD(i)‖±]δV0i ± Si±[
1
E
(0)
p
J2m(0)qD
(i)
‖±]gsM
∗(0)δφ.
(5.372)
Como δViz = ωq δV0i ,
δρi±(ω, ~q) = −q
(
1− ω
2
q2
)
Si±[J2m(0)ωD
(i)
‖±]δV0i
± Si±[J
2
m(0)
E
(0)
p
D
(i)
‖±]qgsM
∗(0)δφ.
(5.373)
Como Jm(0) = δm0,
Si±[J2m(0)ωD
(i)
‖±] =
∞∑
m=−∞
1
2pi2
∫ dp⊥ p⊥dp‖ δm0D(i)‖±
ω ∓ p‖q
E
(0)
p
∓ QiB
E
(0)
p
m
=
1
2pi2
∫
dp⊥ p⊥
∫
dp‖
D
(i)
‖±
ω ∓ p‖q
E
(0)
p
,
(5.374)
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Si±
[
J2m(0)
E
(0)
p
ωD
(i)
‖±
]
=
1
2pi2
∫
dp⊥ p⊥
∫
dp‖
E
(0)
p
D
(i)
‖±
ω ∓ p‖q
E
(0)
p
. (5.375)
Vamos definir:
L˜
(k)
i± =
1
2pi2
∫
dp⊥ p⊥
∫
dp‖
1
E
(k)
p
D
(i)
‖±
ω
q ∓
p‖
E
(0)
p
. (5.376)
Com isto, podemos escrever:
δρi±(ω, ~q) = −
(
1− ω
2
q2
)
L˜
(0)
i± δV0i ± gsM∗(0)L˜(1)i± δφ. (5.377)
De modo ana´logo, podemos obter, a partir da equac¸a˜o (5.370):
δρsi±(ω, ~q) = −
(
1− ω
2
q2
)
M∗(0)L˜(1)i± δV0i ± gsM∗(0)2L˜(2)i± δφ. (5.378)
Usando as equac¸o˜es de movimento, obtemos enta˜o:
δρi = δρi+ − δρi− =
(
1− ω
2
q2
)(
L˜
(0)
i+ − L˜(0)i−
)
×
∑
j=p,n
Dijδρj +
QiQe
−ω2 + q2 δρ− e

+ gsM
∗(0)
(
L˜
(1)
i+ + L˜
(1)
i−
) gs
−ω2 + ω2s
∑
j=p,n
δρ˜sj ,
(5.379)
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δρsi = δρsi+ − δρsi− =
(
1− ω
2
q2
)
M∗(0)
(
L˜
(1)
i+ + L˜
(1)
i−
)
×
∑
j=p,n
Dijδρj +
QiQe
−ω2 + q2 δρ− e

+ gsM
∗(0)2
(
L˜
(2)
i+ − L˜(2)i−
) gs
−ω2 + ω2s
∑
j=p,n
δρ˜sj .
(5.380)
A t´ıtulo de teste de consisteˆncia para as expresso˜es acima, vamos
utiliza´-las para calcular o caso mais simples do sistema com campo
magne´tico nulo. Neste caso, teremos:
D
(i)
‖± =
∂
∂p‖
f0i± ⇒
{
D
(i)
‖+ =
∂
∂p‖
θ(p2Fi − p2)
D
(i)
‖− = 0
, (5.381)
onde
D
(i)
‖+ =
∂
∂p‖
θ(p2Fi − p2) =
∂θ(u)
∂u
∂u
∂p‖
= −2p‖δ(p2Fi − p2), (5.382)
com
|p‖|, |p⊥| < pFi.
Temos que:
δ(p2Fi − p2) = δ(p2Fi − p2‖ − p2⊥) = δ(
(√
p2Fi − p2⊥
)
− p2‖)
= δ(
(√
p2Fi − p2⊥
)
+ p‖)δ(
(√
p2Fi − p2⊥
)
− p‖)
=
δ(
(√
p2Fi − p2⊥
)
+ p‖) + δ(
(√
p2Fi − p2⊥
)
− p‖)
2|p‖|
(5.383)
e, portanto,
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D
(i)
‖± ≡ D(i)‖+ = −δ(
(√
p2Fi − p2⊥
)
− p‖) + δ(
(√
p2Fi − p2⊥
)
+ p‖).
(5.384)
Substituindo na equac¸a˜o (5.376), obtemos:
L˜
(k)
i± =
1
2pi2
∫ pFi
0
dp⊥ p⊥
∫
dp‖
1
E
(0)
p
1(√
p2‖ + p
2
⊥ +M∗(0)2
)k
×
−δ(
(√
p2Fi − p2⊥
)
− p‖) + δ(
(√
p2Fi − p2⊥
)
+ p‖)
ω
q −
p‖√
p2‖+p
2
⊥+M
∗(0)2
= − 1
2pi2
∫
0
pFidp⊥ p⊥
1
(
(0)
F )
k
 1
ω
q −
√
p2Fi−p2⊥

(0)
F
− 1
ω
q +
√
p2Fi−p2⊥
E
(0)
Fi
 ,
(5.385)
onde definimos E
(0)
Fi ) =
√
p2Fi +M
∗(0)2. Agora faremos as integrais nos
dois termos do lado direito da equac¸a˜o (5.385). Para o primeiro caso,
realizamos a mudanc¸a de varia´veis:
x =
√
p2Fi − p2⊥
pFi
⇒ dx = −p⊥dp⊥√
p2Fi − p2⊥
1
pFi
⇒ dp⊥p⊥ = −p2Fixdx.
No segundo,
x = −
√
p2Fi − p2⊥
pFi
⇒ dx = p⊥dp⊥√
p2Fi − p2⊥
1
pFi
⇒ dp⊥p⊥ = −p2Fixdx,
logo,
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L˜
(k)
i± =
p2Fi
2pi2
∫ 0
1
x dx
1
(
(0)
Fi )
k
1
ω
q − xpFiE(0)Fi
− p
2
Fi
2pi2
∫ 0
−1
x dx
1
(
(0)
Fi )
k
1
ω
q − xpFiE(0)Fi
= − 1
2pi2
pFi
(E
(0)
Fi )
k−1
∫ 1
−1
dx
x
ω
qpFi/E
(0)
Fi
− x.
(5.386)
Usando a definic¸a˜o da func¸a˜o de Lindhard, L(x), dada na equa-
c¸a˜o (5.268):
L˜
(k)
i± =
1
2pi2
pFi
(E
(0)
Fi )
k−1
L(Si), (5.387)
com Si =
ω
ω0i
, e ω0i =
qpFi
E
(0)
Fi
.
Devido ao fato da func¸a˜o delta de Dirac na func¸a˜o de distribuic¸a˜o
ρ˜si se relacionar de maneira trivial com ρi, podemos escrever:
ρ˜si ≡ M
∗(0)
E
(0)
Fi
δρi, (5.388)
de maneira a escrever a equac¸a˜o (5.379) para este caso como:
δρi =
(
1− ω
2
q2
) ∑
j=p,n
[(
g2v
ω2 − ω2v
+
(gρ/2)
2τiτj
ω2 − ω2ρ
+
QiQj
ω2 − q2
)
δρe
]
× 1
2pi2
p2Fi
pFi/E
(0)
Fi
L(Si)− g
2
s +M
∗(0)
ω2 − ω2s
∑
j=p,n
M∗(0)
E
(0)
Fj
1
2pi2
pFiL(Si)δρj .
(5.389)
Definindo vFi = pFiE
(0)
Fi e δρi = p
2
FiAωi, podemos comparar
a expressa˜o acima com aquela encontrada na refereˆncia (BRITO et al.,
2006). Vamos explicitar a equivaleˆncia:
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p2FiAωi +
∑
j=p,n
[
1
2pi2
g2s +M
∗(0)
ω2 − ω2s
pFi
EFj
− 1
2pi2
g2v
ω2 − ω2v
(
1− ω
2
q2
)
p2Fi
vFi
− 1
2pi2
(gρ/2)
2τiτj
ω2 − ω2ρ
(
1− ω
2
q2
)
p2Fi
vFi
− 1
2pi2
QiQj
ω2 − q2
(
1− ω
2
q2
)
p2Fi
vFi
]
× L(Si)p2FjAωj
− 1
2pi2
QpQe
ω2 − q2
(
1− ω
2
q2
)
p2Fe
vFe
= 0,
(5.390)
com i= p,n. Definindo:
Cijs =
1
2pi2
g2s +M
∗(0)
ω2 − ω2s
1
pFi
pFjvFj ;
Cijv =
1
2pi2
g2v
ω2 − ω2v
(
1− ω
2
q2
)
p2Fj
vFi
Cijρ =
1
2pi2
(gρ/2)
2
ω2 − ω2ρ
(
1− ω
2
q2
)
p2Fj
vFi
;
CijA = −
e2
2pi2
1
q2
p2Fj
vFi
,
(5.391)
e obtemos na u´ltima expressa˜o:
Aωi +
∑
j=p,n
[
Cijs − Cijv − τiτjCijρ −
QiQj
e2
CijA
]
L(SiAωj
+
QiQe
e2
CieAL(Si)Aωe = 0;
Aωe = −
∑
j=p,e
QeQj
e2
CejA L(Se)Aωj = 0.
(5.392)
Estas u´ltimas equac¸o˜es sa˜o ideˆnticas a`s obtidas nas refereˆncias
citadas para o caso em questa˜o, mostrando que as expresso˜es para as
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relac¸o˜es de dispersa˜o com campo magne´tico forte se reduzem a`quelas
ja´ obtidas para o caso do campo magne´tico nulo, no regime adequado.
Agora, vamos obter expresso˜es relacionando especificamente as
flutuac¸o˜es nas densidades umas com as outras, de maneira a obter uma
matriz que permita o ca´lculo auto-consistente das densidades e cam-
pos. Para fixar a notac¸a˜o, primeiro consideraremos especificamente o
ele´tron. As expresso˜es associadas aos pro´tons e neˆutrons sa˜o obtidas
por analogia. Para chegar a`s relac¸o˜es de dispersa˜o para os modos longi-
tudinais, vemos das equac¸o˜es (5.376), (5.379) e (5.380) que precisamos
calcular:
D
(e)
‖ =
∂
∂p‖
f0e+. (5.393)
Na func¸a˜o de distribuic¸a˜o de equil´ıbrio, toda a dependeˆncia na
componente paralela do momento, p‖, encontra-se na func¸a˜o de Heavi-
side, θ(µe − n), para temperatura zero. Portanto:
D
(e)
‖ ∝
∂
∂p‖
θ(µe − n) = ∂
∂p‖
θ(µe −
√
p2n +m
2
e + p
2
‖). (5.394)
Definindo u = µe −
√
p2n +m
2 + p2‖,
∂
∂p‖
θ(u) =
∂θ
∂u
∂u
∂p‖
=
p‖√
p2n +m
2
e + p
2
‖
δ(µe−
√
p2n +m
2
e + p
2
‖). (5.395)
Agora, considerando a propriedade da func¸a˜o delta de Dirac:
δ(f(x)) =
∑
i
1
|f ′(xi)|δ(x− xi),
onde f(xi = 0, e f
′(xi) 6= 0, e supondo:
f(p‖) = µe −
√
p2n +m
2
e + p
2
‖, (5.396)
temos:
f ′(p‖) = −
p‖√
p2n +m
2
e + p
2
‖
, (5.397)
e temos que:
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f(p‖) = 0⇒ µe −
√
p2n +m
2
e + p
2
‖ = 0⇒ µe 2 = p2n +m2e + p2‖
⇒ p‖ = ±
√
p2n +m
2
e + p
2
‖ ⇒ f ′(p‖) 6= 0.
(5.398)
Definimos:
pF (n) ≡
√
µ2e − p2n −m2e =
√
µ2e − 2eBn−m2e ≥ 0. (5.399)
Assim:
∂
∂p‖
θ(u) =− p‖√
p2n +m
2
e + p
2
‖
 p‖| δ(p‖−pFn)√
p2n+m
2
e+p
2
‖
|
+
δ(p‖ + pFn)
| p‖√
p2n+m
2
e+p
2
‖
|

= −δ(p‖ − pFn) + δ(p‖ + pFn).
(5.400)
Usando o resultado acima e aqueles obtidos para a func¸a˜o de dis-
tribuic¸a˜o somadas nos spins, podemos reescrever a equac¸a˜o (5.376) para
os ele´trons como a seguir, somando de maneira trivial as contribuic¸o˜es
de spin positivo e negativo:
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L˜(k)e = L˜
(k)
es=1 + L˜
(k)
es=−1 =
1
2pi2
∫ ∞
0
dp⊥ p⊥
∫ ∞
−∞
dp‖
1
(E
(0)
p )k
D
(e)
‖
ω
q − p‖
=
1
2pi2
∑
s=±1
∫
dp⊥ p⊥
∫
dp‖
− 1
(
√
p2‖ + p
2
⊥ +m2e)k
e−w
2
ω
q −
p‖√
p2‖+p
2
⊥+m
2
e
×
{
1 + s
2
∞∑
n=1
(−1)n
[
−
0
n +me
20n
Ln−1(2w2) +
0n −me
20n
Ln(2w
2)
]
× [δ(p‖ − pF (n))− δ(p‖ + pF (n))]
− 1− s
2
∞∑
n=0
(−1)n
[
−
0
n +me
20n
Ln−1(2w2) +
0n −me
20n
Ln(2w
2)
]
× [δ(p‖ − pF (n))− δ(p‖ + pF (n))]} .
(5.401)
Notamos que foi omitido o fator 1(2pi)3 , que multiplica a func¸a˜o
de distribuic¸a˜o de equil´ıbrio. Isto na˜o modificara´ o ca´lculo dos modos
normais ou das variac¸o˜es relativas de densidade. Agora, como:
∫ ∞
−∞
dp‖
1
(
√
p2‖ + p
2
⊥ +m2e)k
1
ω
q −
p‖
p‖2+p2⊥+m2e
× [δ(p‖ − pF (n))− δ(p‖ + pF (n))]
=
1√
(p2F (n) + p
2
⊥ +m2e)k
 1
ω
q − pF (n)p2F (n)+p2⊥+m2e
− 1
ω
q +
pF (n)
p2F (n)+p
2
⊥+m
2
e

=
1√
(p2F (n) + p
2
⊥ +m2e)k
2pF (n)
p2F (n)+p
2
⊥+m
2
e(
ω
q − pF (n)p2F (n)+p2⊥+m2e
)(
ω
q +
pF (n)
p2F (n)+p
2
⊥+m
2
e
)
=
2pF (n)√
(p2F (n) + p
2
⊥ +m2e)k+1
1(
ω
q
)2
− p2F (n)
p2F (n)+p
2
⊥+m
2
e
.
(5.402)
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Substituindo a expressa˜o acima na equac¸a˜o (5.401), temos:
L˜(k)e =
1
2pi2
∑
s=±1{
1 + s
2
∞∑
n=1
(−1)n
∫
dp⊥ p⊥
×
[
−
0
n +me
20n
Ln−1(2w2) +
0n −me
20n
Ln(2w
2)
]
× (−1)n2pF (n) −e
−w2√
(p2F (n) + p
2
⊥ +m2e)k+1
1(
ω
q
)2
− p2F (n)
p2F (n)+p
2
⊥+m
2
e
+
1− s
2
∞∑
n=0
(−1)n
∫
dp⊥ p⊥
×
[
−
0
n +me
20n
Ln−1(2w2) +
0n −me
20n
Ln(2w
2)
]
× (−1)n2pF (n) −e
−w2√
(p2F (n) + p
2
⊥ +m2e)k+1
1(
ω
q
)2
− p2F (n)
p2F (n)+p
2
⊥+m
2
e
.
}
(5.403)
Aqui, vamos definir a nova varia´vel u = 2w2, lembrando que
w2 =
p2⊥
eB e, portanto, p
2
⊥ = eBw
2 = eB2 u. Assim:
du
dp⊥
=
d
dp⊥
2
p2⊥
eB
= 4
p⊥
eB
⇒ p⊥dp⊥ = eB
4
du,
e as novas func¸o˜es dadas por:
I
(k)
(1) (n, pF (n),me,
ω
q
) ≡
∫ ∞
0
du e−
u
2 Ln(u)(−1)n+12pF (n)
× eB
4
1
(p2F (n) +m
2
e +
eB
2 u)
k+1
2
1(
ω
q
)2
− p2F (n)
p2F (n)+m
2
e+
eB
2 u
.
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I
(k)
(2) (n, pF (n),me,
ω
q
) ≡
∫ ∞
0
du e−
u
2 Ln−1(u)(−1)n+12pF (n)
× eB
4
1
(p2F (n) +m
2
e +
eB
2 u)
k+1
2
1(
ω
q
)2
− p2F (n)
p2F (n)+m
2
e+
eB
2 u
,
(5.404)
Deste modo, vamos escrever, por convenieˆncia, L˜
(k)
e ≡ 12pi2 L¯(k)e ,
com:
L¯(k)e =
∑
s=±1
{
1 + s
2
nmax∑
n=1
[
−
0
n +me
20n
I
(k)
(2) (n, pF (n),me,
ω
q
)
+
0n −me
20n
I
(k)
(1) (n, pF (n),me,
ω
q
)
]
+
1− s
2
nmax∑
n=0
[
−
0
n +me
20n
I
(k)
(2) (n, pF (n),me,
ω
q
)
+
0n −me
20n
I
(k)
(1) (n, pF (n),me,
ω
q
).
]}
(5.405)
Analogamente, para o pro´ton, L˜
(k)
p ≡ 12pi2 L¯(k)p , com:
L¯(k)p =
∑
s=±1
{
1 + s
2
nmax∑
n=1
[
−
0
n +M
∗
20n
I
(k)
(2) (n, pF (n),M
∗,
ω
q
)
+
0n −M∗
20n
I
(k)
(1) (n, pF (n),M
∗,
ω
q
)
]
+
1− s
2
nmax∑
n=0
[
−
0
n +M
∗
20n
I
(k)
(2) (n, pF (n),M
∗,
ω
q
)
+
0n −M∗
20n
I
(k)
(1) (n, pF (n),M
∗,
ω
q
).
]}
(5.406)
Por fim, podemos reescrever as relac¸o˜es de dispersa˜o, das equa-
c¸o˜es (5.379) e (5.380), como:
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δρi =
(
1− ω
2
q2
) ∑
j=p,n
[(
g2v
ω2 − ω2v
+
(gρ/2)
2τiτj
ω2 − ω2ρ
+
QiQj
ω2 − q2
)
δρj
+
QiQe
ω2 − q2 δρe
]
× 1
2pi2
L¯
(0)
i −
g2s
ω2 − ω2s
M∗(0)
∑
j=p,n
δρ˜sj
1
2pi2
L¯
(1)
i ,
(5.407)
δρ˜si =
(
1− ω
2
q2
) ∑
j=p,n
[
g2v
ω2 − ω2v
+
(gρ/2)
2τiτj
ω2 − ω2ρ
+
QiQj
ω2 − q2
]
× δρjM∗(0) 1
2pi2
L¯
(1)
i
− g
2
s
ω2 − ω2s
M∗(0)2
∑
j=p,n
δρ˜sj
1
2pi2
L¯
(2)
i .
(5.408)
As equac¸o˜es acima podem ser reescritas novamente como:
δρi =
∑
j=p,n
[
Bijv + τiτjB
ij
ρ +
QiQj
e2
BijA
]
L¯
(0)
i δρj
+
QiQj
e2
BieA L¯
(0)
i δρe −BsM∗(0)
∑
j=p,n
δρ˜sjL¯
(1)
i ,
(5.409)
δρ˜si =
∑
j=p,n
[
Bijv + τiτjB
ij
ρ +
QiQj
e2
BijAM
∗(0)
]
L¯
(1)
i δρj
−BsM∗(0)2
∑
j=p,n
δρ˜sjL¯
(2)
i ,
(5.410)
δρe =
∑
j=p,n
QeQj
e2
BejA L¯
(0)
e δρj . (5.411)
Acima, definimos:
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Bijv ≡
1
2pi2
g2v
ω2 − ω2v
(
1− ω
2
q2
)
; (5.412)
Bijρ ≡
1
2pi2
(gρ/2)
2
ω2 − ω2ρ
(
1− ω
2
q2
)
; (5.413)
BijA ≡ −
e2
2pi2
1
q2
; (5.414)
Bs ≡ 1
2pi2
g2s
ω2 − ω2s
. (5.415)
Definindo tambe´m:
F ij ≡ −
(
Bijv + τiτjB
ij
ρ +
QiQj
e2
BijA
)
, (5.416)
podemos escrever de forma ainda mais compacta as equac¸o˜es para as
densidades barioˆnica e escalar:
δρi +
∑
j=p,n
F ijL¯
(0)
i δρj −
QiQj
e2
BieA L¯
(0)
e δρe
+M∗(0)Bs
∑
j=p,n
δρ˜sjL¯
(1)
i = 0,
(5.417)
δρ˜si +
∑
j=p,n
F ijM∗(0)L¯(1)i δρj +BsM
∗(0)2 ∑
j=p,n
δρ˜sjL¯
(2)
i = 0. (5.418)
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De forma matricial, temos:

1+FppL¯(0)p F
pnL¯(0)p B
pe
A L¯
(0)
p M
∗(0)BsL¯(1)p M
∗(0)BsL¯(1)p
FnpL¯(0)n 1+F
nnL¯(0)n 0 M
∗(0)BsL¯(1)n M
∗(0)BsL¯(1)n
BepA L¯
(0)
e 0 1−BeeA L¯(0)e 0 0
FppM∗(0)L¯(1)p F
pnM∗(0)L¯(1)n 0 1+BsM
∗(0)2L¯(2)p BsM
∗(0)2L¯(2)n
FnnM∗(0)L¯(1)n F
npM∗(0)L¯(1)n 0 BsM
∗(0)2L¯(2)p 1+BsM
∗(0)2L¯(2)n

×

ρp
ρn
ρe
ρsp
ρsn
 = 0. (5.419)
Notamos aqui que no caso do neˆutron, a func¸a˜o de distribuic¸a˜o
de equil´ıbrio e´ dada por f0n =
1
(2pi)3 θ(µn− n)), com n =
√
p2 +M∗2.
O fator 1(2pi)3 esta´ de acordo com a nossa definic¸a˜o da func¸a˜o de distri-
buic¸a˜o, onde:
Nn =
∫
d3x d3p f0n = V
1
(2pi)3
∫ pFn
0
dp p2
∫ 2pi
0
dφ
∫ pi
0
dθ =
p3Fn
3pi2
.
(5.420)
Por esse motivo, ao calcular os termos L¯
(u)
n , omitiremos o fator
1
(2pi)3 , como foi feito mais acima onde se realizou o teste de consisteˆncia
da func¸a˜o.
5.8 PERTURBAC¸O˜ES TRANSVERSAIS
Vamos calcular as relac¸o˜es de dispersa˜o para o caso ~B = Bzˆ,
T = 0, considerando, desta vez, os modos de propagac¸a˜o tranversais.
Para esses modos, utilizando a mesma notac¸a˜o da sec¸a˜o anterior, esco-
lheremos uma flutuac¸a˜o na direc¸a˜o de eˆx. Assim, temos que q‖ = 0,
q⊥ = qx = q; δViz = δViy = 0. Da expressa˜o obtida para as variac¸o˜es
nas densidades (5.342), com as restric¸o˜es acima, escrevemos:
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δρi±(ω, ~q) = Si±
[m
b
J2m(b)ωD
(i)
⊥±
]
δVix − Si±
[
J2m(b)q
m
b
D
(i)
⊥±
]
δVi0
± Si±
[
J2m(b)
E
(0)
p
q
m
b
D
(i)
⊥±
]
gsM
∗(0)δφ.
(5.421)
Dado que ωδVi0 = ~q · δ~Vi, temos que ωδVi0 = qδVix, ou seja,
δVix = ωq δVi0. Logo,
δρi±(ω, ~q) = −q
(
1− ω
2
q2
)
Si±
[
J2m(b)D
(i)
⊥±
m
b
]
δVi0
± qSi±
[
J2m(b)
E
(0)
p
m
b
D
(i)
⊥±
]
gsM
∗(0)δφ.
(5.422)
A func¸a˜o Si±[x] esta´ definida na equac¸a˜o (5.341) e neste caso
aparecem:
Si±
[
J2m(b)D
(i)
⊥±
m
b
]
=
∞∑
m=0
1
2pi2
∫
dp⊥p⊥dp‖J2m(b)D
(i)
⊥±
ω ∓ QiBm
E
(0)
p
m
b
, (5.423)
Si±
[
J2m(b)
E
(0)
p
m
b
D
(i)
⊥±
]
=
∞∑
m=0
1
2pi2
∫
1
E
(0)
p
dp⊥p⊥dp‖J2m(b)D
(i)
⊥±
ω ∓ QiBm
E
(0)
p
m
b
,
(5.424)
onde os somato´rios sa˜o realizados ate´ o u´ltimo n´ıvel de Landau ocupado,
e um dos termos no denominador da equac¸a˜o (5.341) e´ nulo devido ao
fato de que q⊥ = 0 nos modos transversais. A partir da definic¸a˜o de
L˜
(k)
i± na equac¸a˜o (5.376), faremos uma modificac¸a˜o para comportar as
func¸o˜es de Bessel que, neste caso, devem ser tambe´m integradas:
L˜
(k)
i± =
∞∑
m=0
1
2pi2
q
∫
dp⊥ p⊥
∫
dp‖
1
E
(k)
p
J2m(b)D
(i)
⊥±
ω ∓ QiBm
E
(0)
p
m
b
., (5.425)
Desta maneira, escrevemos as flutuac¸o˜es nas densidades como:
129
δρi±(ω, ~q) = −
(
1− ω
2
q2
)
L˜
(0m)
i± δVi0 ± gsM∗(0)L˜(1m)i± δφ (5.426)
e, analogamente para as flutuac¸o˜es nas densidades escalares:
δρsi±(ω, ~q) = −
(
1− ω
2
q2
)
L˜
(1m)
i± δVi0 ± gsM∗(0)L˜(2m)i± δφ. (5.427)
Utilizando as equac¸o˜es de movimento, temos:
δρi = δρi+ + δρi− =
(
1− ω
2
q2
)(
L˜
(0)
i+ − L˜(0)i−
)
×
∑
j=p,n
Dijδρj +
QiQe
−ω2 + q2 δρ− e

+ gsM
∗(0)
(
L˜
(1)
i+ + L˜
(1)
i−
) gs
−ω2 + ω2s
∑
j=p,n
δρ˜sj
(5.428)
δρsi = δρsi+ + δρsi− =
(
1− ω
2
q2
)
M∗(0)
(
L˜
(1)
i+ + L˜
(1)
i−
)
×
∑
j=p,n
Dijδρj +
QiQe
−ω2 + q2 δρ− e

+ gsM
∗(0)2
(
L˜
(2)
i+ − L˜(2)i−
) gs
−ω2 + ω2s
∑
j=p,n
δρ˜sj
(5.429)
Agora vamos realizar o ca´lculo de D
(i)
⊥± para o caso dos ele´trons.
Comec¸ando com os ele´trons e omitindo o fator 12pi2 , como na u´ltima
sec¸a˜o, temos, para T = 0:
D
(e)
⊥± ≡ D(e)⊥ =
∂
∂p⊥
f0e, (5.430)
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D
(e)
⊥ = θ(EF − 0)
∂
∂p⊥
{
L0(2w
2)e−w
2
}
+
∞∑
n=1
θ(EF − n)(−1)n ∂
∂p⊥
{[
Ln(2w
2)− Ln−1(2w2)
]
e−w
2
}
,
(5.431)
onde w2 =
p2⊥
eB conte´m toda a dependeˆncia em p⊥. Derivando os po-
linoˆmios utilizando a propriedade:
L′n(x) = −L1n−1(x), (5.432)
onde L1n(x) e´ o polinoˆmio de Laguerre generalizado, com α = 1. Enta˜o,
temos:
D
(e)
⊥ = θ(EF − 0)e−w
2
[
−2p⊥
eB
L0(2w
2)
]
+ θ(EF − 1)e−w2
[
4p⊥
eB
L1(2w
2)
]
+
∞∑
n=2
(−1)nθ(EF − n)e−w2
{−2p⊥
eB
[
Ln(2w
2)− Ln−1(2w2)
]
− 4p⊥
eB
[
L1n−1(2w
2)− L1n−2(2w2)
]}
.
(5.433)
Utilizaremos agora mais uma propriedade dos polinoˆmios de La-
guerre:
L1n−2(x) =
2n− x
n
L1n−1(x)− L1n(x), (5.434)
Com esta propriedade recursiva, podemos eliminar os termos que
conte´m polinoˆmios com ı´ndices n− 2. Assim, tambe´m na˜o sera´ neces-
sa´rio separar o termo para n = 1. Calculando, obtemos:
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D
(e)
⊥ = θ(EF − 0)e−w
2
[
−2p⊥
eB
L0(2w
2)
]
+
∞∑
n=1
(−1)nθ(EF − n)e−w2
{−2p⊥
eB
[
Ln(2w
2)− Ln−1(2w2)
]
− 4p⊥
eB
[
L1n(2w
2) +
2w2 − n
n
L1n−1(2w
2)
]}
.
(5.435)
Devido ao fato da func¸a˜o de distribuic¸a˜o de equil´ıbrio conter uma
func¸a˜o θ de Heaviside limitando a energia n a` energia de Fermi, na˜o
sera˜o poss´ıveis quaisquer valores para n, de maneira que os somato´rios
dos polinoˆmios tera˜o um limite que depende dos paraˆmetros do sistema:
o campo magne´tico externo e a energia de Fermi. Especificamente, para
os ele´trons, obtemos um valor ma´ximo para n de nmax ≤ E
2
F−m2e
2eB , sendo
necessa´rio tomar o maior nu´mero inteiro que satisfac¸a essa condic¸a˜o.
Para as demais espe´cies, o resultado e´ similar. Nas pro´ximas equac¸o˜es,
ja´ escreveremos os somato´rios como estando limitados superiormente
em n = nmax.
Para obter o valor de L˜ke , somaremos as contribuic¸o˜es de spin
positivo e negativo. Assim como na sec¸a˜o anterior, a soma e´ trivial ja´
que a func¸a˜o na˜o depende explicitamente do spin. Tambe´m e´ preciso
notar que as integrais na componente paralela do momento, acima, sa˜o
limitadas pela func¸a˜o θ de Heaviside, de forma que o limite superior e´
igual ao momento de Fermi, pFn. Enta˜o, escreveremos L˜
k
e como:
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L˜ke = L˜
k
e,s=1 + L˜
k
e,s=−1 =
1
2pi2
∞∑
m=0
4
(
Qe
e
)
∫ ∞
0
dp⊥ p⊥
∫ pFn
0
dp‖
1
(
√
p2‖ + p
2
⊥ +m2e)k
J2m(b) e
−w2m
ω − QeBm√
p2‖+p
2
⊥+m
2
e
×
{
−L0(2w2)0 +me
20
+
nmax∑
n=1
(−1)n n +me
2n
×
[
− Ln(2w2) + Ln−1(2w2)
−2L1n(2w2)−
(
4p2⊥
eBn
− 2
)
L1n−1(2w
2)
]}
(5.436)
onde omitimos o fator 1(2pi)3 que multiplica a func¸a˜o de distribuic¸a˜o de
equil´ıbrio. Definimos agora as func¸o˜es que conteˆm as integrais:
I
(k)
(0) (m,me, ω) ≡
∫ ∞
0
dp⊥ p⊥e−w
2
J2m(b)m
×
∫ pFn
0
dp‖
1
(
√
p2⊥ + p
2
‖ +m
2
e)
k
1
ω + eBm√
p2⊥+p
2
‖+m
2
e
0 +me
20
;
I
(k)
(1) (m,n,me, ω) ≡
∫ ∞
0
dp⊥ p⊥e−w
2
× [Ln(2w2) + 2L1n(2w2)] (−1)nJ2m(b)m
×
∫ pFn
0
dp‖
1
(
√
p2⊥ + p
2
‖ +m
2
e)
k
1
ω + eBm√
p2⊥+p
2
‖+m
2
e
n +me
2n
;
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I
(k)
(2) (m,n,me, ω) ≡ −
∫ ∞
0
dp⊥ p⊥e−w
2
×
[
Ln−1(2w2) +
(
2− 4p
2
⊥
eBn
)
L1n−1(2w
2)
]
(−1)nJ2m(b)m
×
∫ pFn
0
dp‖
1
(
√
p2⊥ + p
2
‖ +m
2
e)
k
1
ω + eBm√
p2⊥+p
2
‖+m
2
e
n +me
2n
,
(5.437)
onde usamos que L0(x) = 1. No caso dos modos transversais temos
que resolver as integrais que dependem da componente paralela do mo-
mento, ale´m de somar para todos os n´ıveis de Landau ocupados, o que
tornara´ os ca´lculos nume´ricos mais extensos. Agora, vamos escrever,
por convenieˆncia, L˜
(k)
e ≡ 12pi2 L¯(k)e , com:
L¯(k)e = 4
∞∑
m=0
{
I
(k)
(0) (m,me, ω)
+
nmax∑
n=1
[
I
(k)
(1) (m,n,me, ω) + I
(k)
(2) (m,n,me, ω)
]}
.
(5.438)
Analogamente, para o pro´ton, L˜
(k)
p ≡ 12pi2 L¯(k)p , entendendo as
integrais agora dependendo de M∗ em vez de me, e da carga do pro´ton
no lugar da do ele´tron. Para o neˆutron, a situac¸a˜o e´ ana´loga, com carga
nula. Como na sec¸a˜o anterior, podemos escrever as equac¸o˜es (5.428) e
(5.429) na forma das equac¸o˜es (5.407) e (5.408):
δρi =
∑
j=p,n
[(
g2v
ω2 − ω2v
+
(gρ/2)
2τiτj
ω2 − ω2ρ
+
QiQj
ω2 − q2
)
δρj +
QiQe
ω2 − q2 δρe
]
×
[(
1− ω
2
q2
)
1
2pi2
L¯
(0)
i
]
− g
2
s
ω2 − ω2s
M∗(0)
∑
j=p,n
δρ˜sj
1
2pi2
L¯
(1)
i ,
(5.439)
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δρ˜si =
∑
j=p,n
[
g2v
ω2 − ω2v
+
(gρ/2)
2τiτj
ω2 − ω2ρ
+
QiQj
ω2 − q2
]
δρjM
∗(0)
×
[(
1− ω
2
q2
)
1
2pi2
L¯
(1)
i
]
− g
2
s
ω2 − ω2s
M∗(0)2
∑
j=p,n
δρ˜sj
1
2pi2
L¯
(2)
i .
(5.440)
δρe =
∑
j=p,n
QeQj
e2
BejA
(
L¯(0)e
)
δρj , (5.441)
ou simplesmente:
δρi +
∑
j=p,n
F ij
(
L¯
(0)
i
)
δρj − QiQj
e2
BieA
(
L¯(0)e
)
δρe
+M∗(0)Bs
∑
j=p,n
δρ˜sj
(
L¯
(1)
i
)
= 0,
(5.442)
δρ˜si+
∑
j=p,n
F ijM∗(0)
(
L¯
(1)
i
)
δρj+BsM
∗(0)2 ∑
j=p,n
δρ˜sjL¯
(2)
i = 0. (5.443)
com as mesmas definic¸o˜es das equac¸o˜es (5.412) - (5.416), embora com
diferentes func¸o˜es L¯
(k)
i Assim, obtemos as relac¸o˜es de dispersa˜o na
forma matricial, essencialmente igual a` equac¸a˜o (5.419). A comple-
xidade adicional dos modos transversais se encontra, em termos nume´-
ricos, em resolver as integrais e somato´rios que teˆm uma forma menos
conveniente do que para o caso longitudinal. Abaixo, as relac¸o˜es de
dispersa˜o:
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
1+FppL¯(0)p F
pnL¯(0)p B
pe
A L¯
(0)
p M
∗(0)BsL¯(1)p M
∗(0)BsL¯(1)p
FnpL¯(0)n 1+F
nnL¯(0)n 0 M
∗(0)BsL¯(1)n M
∗(0)BsL¯(1)n
BepA L¯
(0)
e 0 1−BeeA L¯(0)e 0 0
FppM∗(0)L¯(1)p F
pnM∗(0)L¯(1)n 0 1+BsM
∗(0)2L¯(2)p BsM
∗(0)2L¯(2)n
FnnM∗(0)L¯(1)n F
npM∗(0)L¯(1)n 0 BsM
∗(0)2L¯(2)p 1+BsM
∗(0)2L¯(2)n

×

ρp
ρn
ρe
ρsp
ρsn
 = 0. (5.444)
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6 CA´LCULO COMPUTACIONAL E RESULTADOS
As equac¸o˜es obtidas na sec¸a˜o anterior, (5.419) e (5.444), permi-
tem encontrar as regio˜es de instabilidade na mate´ria nuclear estudada,
para os casos longitudinal e transversal, respectivamente. Como expli-
cado na introduc¸a˜o deste trabalho, nosso objetivo e´ encontrar os pontos
onde ha´ soluc¸o˜es para estas equac¸o˜es e analisar a curva por eles des-
crita, procurando as intersec¸o˜es com as espinodais caracter´ısticas desta
mate´ria, para estudar a transic¸a˜o de fase de primeira ordem que deve
ocorrer nas crostas das estrelas de neˆutrons. Dado que a introduc¸a˜o de
um campo magne´tico forte necessariamente altera as distribuic¸o˜es de
part´ıculas carregadas, e´ evidente que algum formalismo que introduza
fenoˆmenos de transporte deve ser levado em conta para uma descric¸a˜o
precisa dos fenoˆmenos envolvidos. Um estudo na mesma linha pode ser
encontrado em (FANG et al., 2016), onde se conclui que o aparecimento
de uma estrutura de bandas na espinodal dinaˆmica sugere que devem
surgir fases heterogeˆneas na parte interior da crosta das estrelas de
neˆutrons, ale´m da fase “pasta”. A nossa contribuic¸a˜o para o desenvol-
vimento desta linha de pesquisa e´ a inclusa˜o expl´ıcita das equac¸o˜es de
transporte atrave´s de um formalismo derivado de primeiros princ´ıpios a
partir da formulac¸a˜o de Wigner da Mecaˆnica Quaˆntica, diferentemente
do uso de func¸o˜es geratrizes no artigo citado.
As equac¸o˜es matriciais supracitadas na˜o sa˜o de dif´ıcil resoluc¸a˜o
por me´todos nume´ricos. No entanto, o ca´lculo das func¸o˜es que esta˜o
impl´ıcitas nas equac¸o˜es demanda a realizac¸a˜o de uma integral dupla
nos momentos paralelo e transversal, assim como duas somas: uma
nos ı´ndices da expansa˜o em func¸o˜es de Bessel e outra nos n´ıveis de
Landau. Particularmente, para campos magne´ticos menos altos, no
contexto dos magnetares - da ordem de 1016G - os n´ıveis de Landau se
comprimem, havendo mais n´ıveis ocupados para uma dada densidade
de energia. Isso faz com que o tempo computacional necessa´rio para
somar as contribuic¸o˜es de todos os n´ıveis se alargue consideravelmente.
Neste trabalho, nosso foco esteve, sobretudo, no desenvolvimento da
teoria e da te´cnica necessa´ria para o estudo das transic¸o˜es de fase na
crosta das estrelas de neˆutrons com o uso das equac¸o˜es de transporte.
Os dados que sera˜o aqui expostos servem, neste sentido, como demons-
trac¸a˜o da aplicabilidade do me´todo. Deixamos ca´lculos e ana´lises mais
aprofundadas e precisas sobre os diversos casos poss´ıveis e interessantes
para investigac¸o˜es futuras.
Os me´todos nume´ricos utilizados, em si, envolvem a execuc¸a˜o de
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um co´digo compilado em linguagem FORTRAN que ataca o problema
diretamente, resolvendo as integrais (5.404) e (5.437). Sa˜o utilizados
os me´todos de pesos de Gauss e Gauss-Hermite e somados os ı´ndices
ate´ o maior n´ıvel de Landau ocupado e, no caso do ı´ndice m, ate´ um
valor de corte arbitra´rio para o qual os valores subsequentes pouco
alteram a soma. Os inputs sa˜o o valor em mo´dulo do campo magne´tico
externo e do momento transferido. As densidades de pro´tons e neˆutrons
sa˜o variadas passo a passo, longitudinalmente e diagonalmente em um
plano ρn x ρp de maneira a procurar uma soluc¸a˜o para uma ampla
variedade de combinac¸o˜es de densidades, de maneira a aproximarem-
se os resultados finais da espinodal cont´ınua. Para cada uma destas
combinac¸o˜es, as integrais sa˜o calculadas e as equac¸o˜es matriciais sa˜o
resolvidas. Assim que o programa atinge valores pro´ximos de zero para
o determinante da matriz, ele realiza ajustes finos para encontrar mais
precisamente a soluc¸a˜o correta.
Nas tabelas (1) e (2) explicitamos os valores assumidos nas pa-
rametrizac¸o˜es:
Paraˆmetro Valor
M 939 MeV
ms 508.194 MeV
mv 782.501 MeV
mρ 763 MeV
gs 10.217
gv 12.868
gρ 8.948
κ 20.862
λ -173.31
ρ0 0.148 fm
−3
Tabela 1 – Valores dos paraˆmetros para a parametrizac¸a˜o NL3.
Abaixo, nas figuras (1) e (2), reproduzimos os resultados de ca´l-
culos para os modos longitudinais. Ale´m da amplamente utilizada para-
metrizac¸a˜o NL3 (BOGUTA; BODMER, 1977) do modelo de Walecka, cujos
termos na˜o-lineares adicionamos explicitamente a` lagrangeana no cap´ı-
tulo 2, tambe´m realizamos ca´lculos utilizando a parametrizac¸a˜o FSU,
proposta mais recentemente (TODD-RUTEL; PIEKAREWICZ, 2005). O
objetivo e´ verificar alterac¸o˜es nos resultados que sejam dependentes de
modelo. Em particular, por meio dos estudos recentes (PAAR et al.,
2014; DUCOIN et al., 2011; SULAKSONO; ALAM; AGRAWAL, 2014; PAIS
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Paraˆmetro Valor
M 939 MeV
ms 491.5 MeV
mv 782.5 MeV
mρ 763 MeV
gs 10.592
gv 14.302
gρ 11.767
κ 1.4203 × g3s
λ 0.023762 × g4s
ξ 0.06 × g4v
gwr 0.03 × g2ρ g2v
ρ0 0.148 fm
−3
Tabela 2 – Valores dos paraˆmetros para a parametrizac¸a˜o FSU.
et al., 2016) sabe-se que as densidades para as quais ocorre a transic¸a˜o
de fase variam muito com a dependeˆncia na densidade da energia de
simetria, e muitos esforc¸os veˆm sendo dispendidos para melhorar os
v´ınculos que se tem para ela (FATTOYEV et al., 2013).
Nos gra´ficos a seguir, cada ponto representa um par de densi-
dades para a qual uma soluc¸a˜o das equac¸o˜es diferenciais acopladas foi
encontrada pelo nosso programa e, portanto, o seu conjunto delimita
uma zona de instabilidade que tem relac¸a˜o com a transic¸a˜o de fase que
deve ocorrer na crosta interna das estrelas de neˆutrons, obtida atra-
ve´s das equac¸o˜es de transporte, isto e´, uma espinodal dinaˆmica. Em
primeiro lugar, fixamos o campo magne´tico externo em um valor de
4.4 × 1016G, e variamos o momento transferido K, aqui em unidades
de MeV. Este ca´lculo e´ feito somente para efeito de comparac¸a˜o, com
o intuito de determinar um valor de K para o qual encontra-se maior
instabilidade. A seguir, nas figuras (3) e (4) escolhemos em nosso algo-
ritmo o valor de K = 100MeV , para o qual nossos resultados fornecem
uma espinodal que, aproximadamente, delimita as demais, e variamos
o campo magne´tico (B em unidades de 4.4 × 1018G). Aqui ressalta-
mos que, apesar dos campos mais intensos observados na superf´ıcie de
estrelas de neˆutrons na˜o serem maiores que 2× 1015G, esperamos que
haja campos maiores no seu interior. Particularmente, para o caso de
campos toroidais, configurac¸o˜es esta´veis foram encontradas nas quais
surgem campos maiores que 1017G (KIUCHI; YOSHIDA, 2008; FRIEBEN;
REZZOLLA, 2012).
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Nas figuras (1) e (2) ja´ podemos notar o aparecimento da es-
trutura de bandas, caracterizada por uma estrutura de bandas que se
projeta da a´rea definida pela espinodal. Essas bandas esta˜o associ-
adas com o preenchimento dos n´ıveis de Landau na mate´ria nuclear
e, dados os resultados publicados em (FANG et al., 2016; RABHI; PRO-
VIDEˆNCIA; PROVIDEˆNCIA, 2009), esperar´ıamos identificar tambe´m, em
gra´ficos mais detalhados, regio˜es desconectadas que aparecem em densi-
dades mais altas com a abertura de novos n´ıveis de Landau. Quanto a`s
comparac¸o˜es entre as parametrizac¸o˜es NL3 e FSU, observamos nas fi-
guras (3) e (4) que ha´ diferenc¸as pequenas mas nota´veis que evidenciam
uma certa dependeˆncia com o modelo na determinac¸a˜o das densidades.
Desta maneira, esperamos que os resultados possam variar um pouco no
ca´lculo de grandezas como o tamanho ma´ximo dos clusters de mate´ria
na˜o-homogeˆnea que surgem na nova fase, dependendo da parametri-
zac¸a˜o escolhida. De fato, esperamos que a transic¸a˜o para a mate´ria
na˜o-homogeˆnea seja bastante sens´ıvel a` dependeˆncia na densidade da
energia de simetria.
Figura 1 – Comparac¸a˜o de espinodais dinaˆmicas para a parametrizac¸a˜o NL3
com campo magne´tico externo, modos longitudinais.
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Figura 2 – Comparac¸a˜o de espinodais dinaˆmicas para a parametrizac¸a˜o FSU
com campo magne´tico externo, modos longitudinais.
Finalmente, na figura (5) reproduzimos o gra´fico ρn X ρp para
os modos transversais. Como fica aparente no cap´ıtulo 6, ao contra´-
rio dos modos longitudinais, onde fatores concorrem para simplificar as
expresso˜es que entram na equac¸a˜o matricial, no caso dos modos trans-
versais elas sa˜o bastante mais complexas. Por isso, ainda na˜o dispomos
de grande quantidade de dados para estes modos, mas esperamos que,
com algum refinamento e o uso de processadores mais a´geis, seja pos-
s´ıvel obteˆ-los sem maiores complicac¸o˜es. Para este ca´lculo, utilizamos
a parametrizac¸a˜o NL3 do modelo de Walecka e um campo magne´tico
de 4.4× 1016G.
Notamos nos gra´ficos que a estrutura de bandas devida ao pre-
enchimento dos n´ıveis de Landau fica ainda mais evidente nas figuras
(3) e (4), mas tambe´m aparece nos nossos resultados preliminares para
os modos transversais, na figura (5).Apesar de ainda na˜o termos ob-
tido muitas soluc¸o˜es para os modos transversais, ja´ e´ aparente que a
espinodal se comporta de maneira similar a`quela calculada a partir dos
modos longitudinais, o que nos da´ confianc¸a na te´cnica utilizada.
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(a) B = 0.01
(b) B = 0.1
(c) B = 1
Figura 3 – Espinodais dinaˆmicas para a parametrizac¸a˜o NL3 com campo
magne´tico externo, modos longitudinais.
143
(a) B = 0.01
(b) B = 0.1
(c) B = 1
Figura 4 – Espinodais dinaˆmicas para a parametrizac¸a˜o FSU com campo
magne´tico externo, modos longitudinais.
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Figura 5 – Espinodal dinaˆmica para a parametrizac¸a˜o NL3 com campo mag-
ne´tico externo, modos transversais.
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7 CONCLUSA˜O
Com o formalismo descrito e desenvolvido neste texto, esperamos
ser capazes de aplicar o me´todo da func¸a˜o de Wigner para o ca´lculo
de propriedades de transporte e limites de instabilidade em mate´ria
nuclear. Os detalhes fornecidos aqui formam a base desta pesquisa, no
entanto existem outras vias que tambe´m desejamos explorar. Como
dito no texto, uma extensa˜o importante da pesquisa e´ a inclusa˜o de
termos de colisa˜o a` equac¸a˜o de transporte, que permitira´ o ca´lculo de
diversas propriedades que deles adveˆm. Outras possibilidades incluem
a utilizac¸a˜o do modelo de Nambu-Jona-Lasinio, ale´m do modelo de
Walecka, como modelo das interac¸o˜es nucleares. Apesar de os ca´lculos
necessa´rios na˜o terem sido ainda completos, acreditamos que, devido a
certas similaridades entre os modelos, sera´ pra´tico utiliza´-lo para este
fim. Tais projetos fazem parte tambe´m de um esforc¸o de pesquisa mais
geral que vem sendo realizado pelo orientador, demais alunos, e o grupo
de F´ısica Nuclear da UFSC.
O fato de termos observado em nossos resultados o aparecimento
de uma estrutura de bandas essencialmente igual a`quela obtida pelo me´-
todo de func¸o˜es geratrizes na refereˆncia (FANG et al., 2016) nos propicia
certo otimismo quanto a` adequabilidade do me´todo desenvolvido aos
estudos que desejamos empreender no futuro sobre o aparecimento de
fases na˜o-homogeˆneas na crosta interna das estrelas de neˆutrons, como
a obtenc¸a˜o do tamanho ma´ximo e taxa de crescimento dos clusters de
mate´ria na˜o-homogeˆnea. Foi demonstrado em (AVANCINI et al., 2008)
que essas propriedades podem ser bem estimadas pelo comprimento
de onda relacionado aos modos mais insta´veis da mate´ria, que o nosso
me´todo permitira´ obter.
E´ importante ressaltar que nossas equac¸o˜es de dispersa˜o para
a mate´ria sob efeito de um campo magne´tico externo forte, para os
modos longitudinais e transversais, sa˜o ine´ditas. Embora partes do for-
malismo ja´ estivesse estabelecido, particularmente na f´ısica de plasmas,
pela primeira vez ele e´ aplicado consistentemente para a obtenc¸a˜o de
equac¸o˜es de dispersa˜o para a mate´ria nuclear. Somente com o me´todo
desenvolvido aqui, ja´ sera´ poss´ıvel realizar investigac¸o˜es mais profundas
sobre a estrutura e evoluc¸a˜o das estrelas de neˆutrons. A determinac¸a˜o
da condutividade ele´trica desse tipo de mate´ria nuclear, por exemplo,
e´ essencial para calcular a poss´ıvel diminuic¸a˜o no campo magne´tico
proposta por Pons et al. (PONS; VIGANO`; REA, 2013) que, conforme
argumentam os autores, poderia explicar a na˜o observac¸a˜o de pulsares
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de raios-X isolados com per´ıodos acima de 12s.
De maneira geral, vemos esta tese como um aspecto de um tra-
balho mais amplo, principalmente ao levarmos em conta a grande gama
de assuntos de interesse na a´rea de mate´ria nuclear em estrelas de neˆu-
trons, a possibilidade natural de colaborac¸a˜o com pesquisas em astro-
f´ısica e a dificuldade de obter boas descric¸o˜es desses objetos atrave´s de
teorias mais fundamentais. Nos interessa, no futuro, produzir artigos
cient´ıficos explorando algumas dessas possibilidades, particularmente
no ca´lculo das condutividades te´rmica e ele´trica da crosta interna das
estrelas de neˆutrons.
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