Intelligent reflecting surface (IRS) has recently been recognized as a promising technology to enhance the energy and spectrum efficiency of wireless networks by controlling the wireless medium with the configurable electromagnetic materials. In this paper, we consider the downlink transmit power minimization problem for a IRS-empowered non-orthogonal multiple access (NOMA) network by jointly optimizing the transmit beamformers at the BS and the phase-shift matrix at the IRS. However, this problem turns out to be a highly intractable non-convex bi-quadratic programming problem, for which an alternative minimization framework is proposed via solving the non-convex quadratic programs alternatively. We further develop a novel difference-of-convex (DC) programming algorithm to solve the resulting non-convex quadratic programs efficiently by lifting the quadratic programs into rank-one constrained matrix optimization problems, followed by representing the non-convex rank function as a DC function. Simulation results demonstrate the performance gains of the proposed method.
I. INTRODUCTION
Intelligent reflecting surface (IRS), as an emerging costeffective technology, has the great potential to significantly enhance the spectrum and energy efficiency of wireless networks by reconfiguring the wireless propagation environment [1, 2] . Specifically, an IRS is a metasurface composed of a large number of passive reflecting elements, each of which is able to independently change the phase shift of the incident signal to be reflected [3, 4] . By adaptively altering the reflected signal propagation, an IRS is able to achieve desired channel responses for constructive signal combination and interference cancellation at the receivers, thereby enhancing the wireless network performance [5] .
The beamforming design for IRS-empowered wireless networks has recently attracted considerable attention [6] [7] [8] [9] . The base station (BS) transmit power minimization problem was considered in [6] by jointly optimizing active beamforming at the BS and passive beamforming at the IRS. It was demonstrated that the IRS can significantly reduce the energy consumption in wireless networks [6] . The achievable maximin data rate optimization problem was considered in [7] via random matrix theory, while the fractional programming algorithm was developed in [8] to solve the weighted sum-rate maximization problem. In addition, the IRS was leveraged to boost the received signal power for over-the-air computation in multiple access networks [9] .
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Non-orthogonal multiple access (NOMA) becomes one of the key enabling techniques in wireless networks to support massive connected devices and enhance the spectral efficiency [10, 11] . With power-domain NOMA, a BS can concurrently serve multiple users in the same resource block by using superposition coding and performing successive interference cancellation at the BS and users, respectively [12] . The performance gains of NOMA over orthogonal multiple access has been demonstrated in massive multiple input single output networks [13] , millimeter wave networks [14] , and etc. In the emerging 6G networks, it becomes critical to support new intelligent services with stringent requirements on data rates, latency, and connectivity [15, 16] , for which we shall propose an IRS-empowered NOMA technique to provide a potential multiple access solution for the future 6G networks.
In this paper, we consider a downlink IRS-empowered NOMA network, where a single BS serves multiple users with the help of an IRS. Specifically, we propose to jointly optimize the beamforming vectors at the BS and the phaseshift matrix at the IRS to minimize the total transmit power consumption at the BS, while satisfying the quality-of-service (QoS) requirements of each user. The formulated problem turns out to be a highly intractable non-convex bi-quadratic programming problem, for which we present an alternative optimization method to update the beamforming vectors and the phase-shift matrix alternatively. We further propose to lift the non-convex quadratically constrained quadratic programming (QCQP) problems in the alternatively updating procedure into rank-one constrained matrix optimization problems. Although dropping the fixed-rank constraint using the semidefinite relaxation (SDR) [17] approach could yield a convex problem [13] , the obtained solutions normally yield poor performance in the high-dimensional settings [9, 18] .
To overcome the limitations of the SDR method, we instead propose a difference-of-convex (DC) method by recasting the non-convex QCQP problem as a DC programming problem. Specifically, we present an exact DC representation for the non-convex rank-one constrained positive semidefinite (PSD) matrix by exploiting the difference between the trace norm and the spectral norm [19] . We then develop an efficient DC algorithm to solve the resulting non-convex DC programming problem. Due to the superiority of the proposed DC representation, the numerical results show that the proposed DC method considerably outperforms the existing methods in terms of minimizing the downlink transmit power in the IRSempowered NOMA network. 
II. SYSTEM MODEL AND PROBLEM FORMULATION A. System Model
Consider the downlink NOMA transmission of a single-cell network, where an IRS with N passive reflecting elements is deployed to assist the transmission from a M -antenna BS to K single-antenna users, as shown in Fig. 1 . We consider the overloaded scenario, where the number of users is not less than the number of antennas at the BS, i.e., K ≥ M . We denote s k and w k ∈ C M as the signal and beamforming vector for user U k , respectively, where k ∈ K = {1, 2, . . . , K}. Without loss of generality, signal s k is assumed to have zero mean and unit variance, i.e., E[s k s H k ] = 1, ∀ k ∈ K, where (·) H denotes the conjugate transpose. After transmitted by the BS and reflected by the IRS, the signal received at user U k is given by
where h d,k ∈ C M , G ∈ C N ×M , and h r,k ∈ C N denote the channel responses from the BS to U k , from the BS to the IRS, and from the IRS to U k , respectively, Θ = diag(e jθ1 , . . . , e jθN ) ∈ C N ×N represents the diagonal phaseshift matrix of the IRS with θ n ∈ [0, 2π], n ∈ {1, . . . , N}, and e k ∼ CN(0, σ 2 ) is the additive white Gaussian noise (AWGN).
To facilitate NOMA transmission, the users are ordered based on their channel quality with respect to the BS, which has been widely adopted in the literature. Specifically, K users are ordered as h d,1 2 ≤ h d,2 2 ≤ . . . ≤ h d,K 2 , where h d,k 2 denotes the channel quality between user U k and the BS. Based on the decoding principle of NOMA, user U 1 directly decodes its own signal by treating the signals intended for other users as noise. On the other hand, user U k , k ≥ 2, sequentially decodes and removes other users' signals, until its own signal s k is decoded. Thus, the signal at user U l before decoding signal s k can be expressed as
After successfully canceling the signals intended for users {U 1 , . . . , U k−1 }, the achievable data rate of U k is given by
where the signal-to-interference-plus-noise ratio (SINR) of signal s k at user U l can be expressed as
B. Problem Formulation
In this subsection, we formulate an optimization problem to jointly optimize the beamforming vectors (i.e., {w k , ∀ k ∈ K}) at the BS and the phase-shift matrix (i.e., Θ) at the IRS, aiming to minimize the total transmit power while satisfying the data rate requirements of each user. The transmit power minimization problem is thus formulated as
where w k 2 is the power assigned to transmit signal s k and R min k denotes the minimum data rate requirement of user U k . To assist the algorithm design, we rewrite constraints (5) of problem P 1 as
where γ min k = 2 R min k − 1 is the minimum SINR required to successfully decode signal s k . Constraints (7) can be further rewritten as
Therefore, problem P 1 can be equivalently reformulated as
subject to constraints (6), (8) .
However, problem P 2 is still highly intractable due to the non-convex bi-quadratic constraints (i.e., (8) ), in which the beamforming vectors and the phase-shift matrix are coupled. To address this challenge, we present an alternating optimization approach to solve problem P 2 in the next section.
III. ALTERNATING OPTIMIZATION FRAMEWORK
In this section, we present an alternating minimization approach to solve problem P 2 with good performance. In particular, the beamforming vectors {w k , k ∈ K} and phaseshift matrix Θ are optimized alternatively until convergence. Moreover, we transform the resulting non-convex QCQP problem in the procedure of alternating minimization into a rankone constrained matrix optimization problem via matrix lifting.
For a given phase-shift matrix Θ,
is fixed, and hence problem P 2 can be simplified as the following non-convex QCQP problem
∀k, l = k, . . . , K.
To address the non-convex constraints in problem (10), a natural way is to reformulate problem (10) as a semidefinite programming (SDP) problem by using the matrix lifting technique [13] . By lifting vector w k into a PSD matrix (10) can be equivalently rewritten as
where
On the other hand, for given beamforming vectors
. . , e jθN ] H and a l,k = diag(h H r,l )Gw k . As a result, problem P 2 can be simplified into the following nonconvex feasibility detection problem
Although problem (12) is non-convex and inhomogeneous, it can be reformulated as a homogenous non-convex QCQP problem by introducing an auxiliary variable t. Thus, problem (12) can be rewritten as findṽ subject to γ min
Ifṽ * is a feasible solution to problem (13), then we obtain a feasible solution to problem (12) 
Similarly, we adopt the matrix lifting technique to reformulate the non-convex quadratic constraints in problem (13) . By denoting V =ṽṽ H and Tr(R l,k V ) =ṽ H R l,kṽ , problem (13) can be equivalently rewritten as the following rank-one constrained matrix optimization problem:
Problems (11) and (15) are still non-convex due to the low-rank constraints. The SDR technique [17] can be used to deal with the non-convex rank constrains, as the fixedrank constrained SDP problem after dropping the rank-one constraint can be solved by the existing solvers. If the returned solution of the relaxed SDP problem fails to be rank-one, then Gaussian randomization [17] is adopted to obtain a suboptimal solution. Although the SDR technique can solve problems (11) and (15), the probability of the obtained solution being rank-one is small, especially when the dimension of the optimization parameters is high [9, 18] .
To address the limitations of the SDR technique, we shall propose an exact DC representation for the rank constraint of the PSD matrix by exploiting the difference between the trace norm and the spectral norm in the following section.
IV. PROPOSED ALTERNATING DC METHOD
In this section, we present an exact DC representation for the rank function, followed by proposing an alternating DC method to solve the original fixed-rank constrained matrix optimization problem.
A. Proposed Alternating DC Programming
Firstly, we introduce an exact DC representation for the fixed-rank constraint in the following proposition. Proposition 1. For PSD matrix X ∈ C N ×N and Tr(X) > 0, we have [18] rank(X) = 1 ⇔ Tr(X) − X 2 = 0, where trace norm Tr(X) = N i=1 σ i (X) and spectral norm X 2 = σ 1 (X) with σ i (X) denoting the i-th largest singular value of matrix X.
We then apply the DC framework to problems (11) and (15) . Given the phase-shift matrix Θ, we solve the following DC programming to find K rank-one matrices to problem (11):
where ρ > 0 is a penalty parameter. By enforcing the penalty term to be zero, problem (16) induces K rank-one matrices.
After solving problem (16) , we can recover the beamforming vectors w k , k ∈ K, through Cholesky decomposition W * k = w k w H k . Similarly, given beamforming vectors {w k , k ∈ K}, we minimize the following difference between the trace norm and the spectral norm to detect the feasibility of problem (15) :
Specifically, when the objective value of problem (17) becomes zero, we obtain an exact rank-one optimal solution, denoted as V * . Using Cholesky decomposition V * =ṽṽ H , we obtain a feasible solutionṽ to problem (13) . If the objective value fails to be zero, we claim that the original problem (12) is infeasible. (16) and (17) Although the DC programming problems (16) and (17) are still non-convex, they have a good structure, which can be exploited to develop efficient algorithms by successively solving the convex relaxation versions of the primal and dual problems of DC programming [20] . Specifically, we can equivalently rewrite problem (16) as
B. DC Algorithm for Problems
and problem (17) as
where C 1 , C 2 are PSD cones that respectively satisfy the constraints in problems (16) and (17) and the indicator function is defined as
It turns out that problems (16) and (17) have the structure of minimizing the difference of two convex functions, i.e.,
According to the Fenchel's duality [21] , the dual problem of problem (20) is represented by
where g * and h * are the conjugate functions of g and h, respectively. The conjugate function is defined as
where the inner product is defined as X, Y = R(Tr(X H Y )) according to Wirtinger's calculus [22] in the complex domain. The DC algorithm iteratively updates both primal and dual variables via successive convex approximation. The t th iteration is given by
Based on the Fenchel biconjugation theorem [21] , (23) can be represented as
where ∂ Z t h is the sub-gradient of h with respect to Z at Z t . Thus, {W t k , ∀ k ∈ K} at the t th iteration for problem (16) are the solution to the following convex optimization problem
Similarly, V t at the t th iteration for problem (17) can be obtained by solving the following convex programming
Tr(R l,j V ) + |b l,j | 2 + σ 2 ⎞ ⎠ ≤ Tr(R l,k V ) + |b l,k | 2 , ∀ k, l = k, . . . , K, V n,n = 1, ∀ n = 1, . . . , N + 1, V 0.
Problems (26) and (27) are convex and can be efficiently solved by using CVX. It is worth noting that the sub-gradient of X 2 at X t (i.e., ∂ X t X 2 ) can be efficiently computed as in Proposition 2.
Proposition 2. For PSD matrix X ∈ C N ×N , the sub-gradient of X 2 can be efficiently computed as
The proposed alternating DC algorithm to solve problem P 2 is summarized in Algorithm 1, where problems (16) and (17) are solved in an iterative manner until convergence. Both DC programming problems (16) and (17) are solved in each iteration by successively solving the convex relaxation of the primal and dual problems of DC programming. It is worth noting that the proposed alternating DC method can guarantee the feasibility of the rank-one constraint, which yields good network performance. In this section, simulation results are presented to demonstrate the effectiveness of the proposed alternating DC method and show the performance of IRS-empowered downlink NOMA networks. We consider a three-dimensional (3D) coordinate system, where the BS is located at (0, 0, 25) meters. The IRS is placed at (50, 50, 40) meters, where the passive reflecting elements are uniformly distributed on a rectangular surface. In addition, the users are uniformly distributed in the region of (−50, 50, 0) × (70, 150, 0) meters. The path loss model under consideration is L(d)
where T 0 is the path loss at the reference distance d 0 = 1 meter, d is the link distance, and α is the path loss exponent. We set T 0 = 30 dB, and the path loss exponents for the BS-user link, the BS-IRS link, and the IRS-user link are set to be 3.5, 2.2, and 2.8, respectively. All channels are assumed to suffer from Rayleigh fading. We denote d k BU , d k IU , and d IB as the distance between user U k and BS, the distance between user U k and IRS, and the distance between BS and IRS, respectively. Hence, the channel coefficients are given by We compare the proposed alternating DC method with the alternating SDR method and the random phase shift method. The SDR method solves problems (11) and (15) alternatively using CVX after removing the rank-one constraints. For the random phase shift method, the phase-shift matrix Θ is randomly chosen and fixed, followed by solving the transmit power minimization problem (16) .
We show the convergence behavior of the proposed alternating DC method and the alternating SDR method in Fig.2(a) when K = 6, M = 5, and N = 20. It can be observed that the alternating SDR method with Gaussian randomization terminates at the third iteration since it fails to return a feasible solution to problem (12) . In contrast, the proposed alternating DC method is able to induce exact rank-one optimal solutions and hence accurately detect the feasibility of problem (12) . Fig. 2(b) shows the impact of the number of BS antennas (i.e., M ) on the total transmit power when N = 15 and K = 6. As the value of M increases, the transmit power decreases, which indicates that more antennas at the BS can bring better performance. Moreover, both the proposed alternating DC method and the alternating SDR method significantly outperforms the random phase shift method. It demonstrates that jointly optimizing the active beamforming at the BS and the passive phase shifts at the IRS can significantly decrease the transmit power. Due to the superiority of the proposed DC representation, the proposed alternating DC method consumes much less transmit power than the alternating SDR method. Fig. 2(c) illustrates the impact of the number of passive reflecting elements at the IRS (i.e., N ) on the total transmit power when M = 5, and K = 6. The total transmit power decreases quickly as the value of N increases, which indicates that a larger number of passive reflecting elements leads to better performance. Fig. 2(d) shows the performance of downlink NOMA networks with and without IRS when M = 5 and N = 10. The performance of NOMA networks without IRS is obtained by solving problem (16) with Θ = 0. From Fig. 2(d) , the IRS-empowered networks outperforms the networks without IRS, which demonstrates the importance of deploying IRS in cellular networks.
VI. CONCLUSIONS
In this paper, we presented an IRS-empowered NOMA method to significantly reduce the transmit power for the emerging 6G networks. To design the beamforming vectors at the BS and the phase-shift matrix at the IRS for transmit power minimization, we proposed an alternating DC method. Specifically, to decouple the beamforming vectors and the phase-shift matrix in the formulated problem, we presented an alternating optimization method by solving two non-convex QCQP problems alternatively. We then transformed the nonconvex QCQP problems into SDP problems via matrix lifting, followed by introducing an exact DC representation for rankone constraint. Furthermore, we developed an DC algorithm to solve the resulted DC programming problems. Simulation results demonstrated that the proposed alternating DC method outperforms the state-of-the-art methods in terms of the total transmit power in the IRS-empowered NOMA networks.
