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5Introduction
Le développement de l'informatique et de ses applications a entraîné une de-
mande sans cesse croissante en puissance de calcul. Pour répondre à ce besoin les
machines parallèles ont reçu un intérêt tout particulier. De ce fait, de nombreux
domaines de recherche nouveaux ont émergé ; par exemple, les langages parallèles,
la parallélisation automatique, les architectures distribuées, les environnements
de programmation, l'analyse de complexité parallèle et l'algorithmique parallèle.
Actuellement, la plupart des machines existantes reposent sur des architec-
tures à mémoire distribuée. Une des diérences essentielles entre les machines
traditionnelles, dites de  Von Neumann , et les réseaux de processeurs que
sont les machines à mémoire distribuée, est la gestion des communications. Si
on cherche à distribuer le plus possible les traitements élémentaires, on obtient
le parallélisme potentiellement le plus ecace, mais les communications induites
peuvent alors être pénalisantes. Optimiser les communications est donc une des
clefs de l'ecacité des algorithmes parallèles.
Si on peut souhaiter une modélisation complète des calculateurs parallèles qui
prendrait en compte à la fois le réseau d'interconnexion, les calculs parallèles et
les communications associées, la diculté d'une telle étude apparaît bien vite et
seuls quelques résultats particuliers concernant le recouvrement des communica-
tions et des calculs existent (dans ce cadre les seuls résultats existants sont en
général associés à des instances particulières de machine). Notons au passage que
le nombre de modèles  globaux  est immédiatement déraisonnablement élevé
puisqu'un modèle complet doit prendre en compte la vitesse relative des instruc-
tions de calcul et de communication, leur parallélisme ou non, etc. Ainsi, à l'heure
actuelle, il semble raisonnable d'étudier séparément les calculs et les communi-
cations, pour ensuite, dans le cas d'une application réelle, tenter de prendre en
compte les spécicités de l'architecture utilisée en espérant qu'un bon algorithme
muni de bonnes routines de communication fournisse un résultat ecace.
Les résultats obtenus dans cette thèse, qui s'est déroulée au sein du projet
Sloop
1
[1], portent donc principalement sur l'étude des communications
1: Sloop (Simulation, langages orientés objets et parallélisme) est un projet commun entre
le Cnrs, l'Inria et L'Université de Nice - Sophia Antipolis.
6dans les architectures parallèles, distribuées ou réseaux d'intercon-
nexion.
Dans le chapitre 1, nous présentons brièvement une rapide classication des
machines parallèles. Puis nous décrivons en détail les principaux mécanismes de
routage des messages existant à l'heure actuelle dans les réseaux des machines à
mémoire distribuée. Nous montrons que de plus en plus dans ce type de machine,
les constructeurs tendent à remplacer le routage par commutation de messages
utilisé depuis de nombreuses années par un routage du type  wormhole . Ce
dernier apparaît posséder de nouvelles qualités importantes, notamment celui
d'être beaucoup moins sensible à la distance entre les n÷uds communiquant entre
eux.
Pour étudier les réseaux d'interconnexion et surtout pouvoir comparer leurs
performances mutuelles ou l'ecacité des divers protocoles de communications,
il est nécessaire de travailler sur un modèle commun. Il existe de nombreux outils
permettant de modéliser tel ou tel aspect d'un réseau d'interconnexion. Cepen-
dant, l'un des outils privilégiés pour l'étude des communications et des propriétés
inhérentes des réseaux est la théorie des graphes. Le section 1.4 contient un bref
rappel des principales notions de théorie des graphes nécessaires à une telle mo-
délisation ainsi que les dénitions des réseaux utilisés dans la suite de cette thèse.
Les problèmes de routage des communications intervenant au cours d'appli-
cations parallèles, au sens large du terme (calculs scientiques, systèmes d'exploi-
tation, etc) peuvent être regroupés en deux grandes classes : les routages temps-
réels et les routages précalculés.
Le terme temps-réel est utilisé lorsque, et c'est le cas dans de nombreuses ap-
plications, le problème de routage n'est pas connu à l'avance (i.e. non connu avant
l'exécution du programme). Cependant, quelquefois nous pouvons connaître par
avance des schémas de communications qui interviendront à coup sûr dans l'ap-
plication. Dans ce cas, il est possible de calculer, avant l'exécution, une solution
au routage de tels schémas. Nous utiliserons pour cela le terme précalculés. Ré-
soudre, avant l'exécution, de tels problèmes peut être particulièrement intéressant
dans le cas où ils sont susceptibles d'intervenir un grand nombre de fois au cours
de l'exécution d'une même application.
Ainsi, au cours d'une application, les processeurs communiquent en échan-
geant des messages, mais la répartition des communications sur le réseau dépend
fortement de l'algorithme utilisé. Heureusement, l'étude de paradigmes classiques
montre qu'il existe dans la classe des routages précalculés un certain nombre
de communications structurées (globales, généralisées, ou collectives) qui appa-
raissent très souvent dans de nombreux problèmes de calculs parallèles ou dis-
tribués, comme par exemple en algèbre linéaire ou non-linéaire, en traitement
d'images, ou bien encore dans les systèmes de bases de données.
7Dans le chapitre 2 nous commençons par redénir brièvement la notion de
communications globales. Dans la section 2.2 nous construisons un modèle géné-
ral appelé modèle de type commutation de circuits synchrone, c'est-à-dire dans
lequel les communications globales s'eectuent comme une succession d'étapes.
Nous verrons dans la suite que c'est ce modèle qui est en fait le plus abondam-
ment utilisé dans la littérature traitant de ce sujet. Nous montrons que pour le
problème particulier des communications globales, nous pouvons regrouper sous
notre modèle général la plupart des modes de commutation les plus utilisés ac-
tuellement que sont le wormhole, le virtual-cut-through, le direct-connect ou le
mode commutation de circuits. Cette approche nous permettra dans la suite d'ef-
fectuer une synthèse des divers travaux eectués sur le sujet, et aussi de pouvoir
les comparer entre eux. Cette synthèse devrait également servir de base à un
article [4] futur.
Dans la section 2.3 nous dénissons, dans notre modèle général, le temps de
communication d'un processeur à un autre à partir duquel nous dénissons le coût
total d'un protocole de communications globales qui dépend de trois paramètres :
le nombre d'étapes, les distances de communication et le ot d'information. De
plus, comme les machines parallèles existantes implémentent des technologies
parfois très diérentes (composants, logiciels, etc) il apparaît que leur modéli-
sation unique est impossible. Ainsi, il est nécessaire de prendre en compte dans
nos modèles les principales contraintes qui portent sur la nature des liens de
communications (télégraphique ou téléphonique), les communications (chemins
disjoints) et les émetteurs/récepteurs (1, k ou  ports).
Le chapitre 3 dresse une synthèse des travaux qui nous paraissent les plus
signicatifs sur le problème de la diusion par commutation de circuits, tout du
moins lorsque l'on cherche essentiellement à minimiser le nombre d'étapes des
protocoles. Une partie de nos travaux s'insère dans ce chapitre. Dans la section
3.1.2 nous prouvons qu'il est contradictoire de vouloir optimiser plusieurs pa-
ramètres simultanément, notamment le nombre d'étapes et le ot d'information.
Pour cela nous donnons quelques premières bornes inférieures exprimant la quan-
tité minimum du ot d'information en fonction du nombre d'étapes. Le but est
de pouvoir comparer entre eux les divers algorithmes du type pipeline.
Nous étudions ensuite successivement le modèle 1 port (section 3.2 et 3.4),
puis le modèle  ports (section 3.3 et 3.5). L'expérience acquise dans ce
dernier nous permet de dégager une méthodologie générale que nous synthétisons
en section 3.3.2.
Dans la section 3.3.6-ii nous résumons nos travaux sur le tore de dimension
k. Nous y construisons notamment un algorithme optimal en nombre d'étapes
et donnons une estimation ne de la longueur des chemins. Ce travail qui est
repris en détail dans l'annexe A page 149, a fait l'objet des articles [7, 8].
Nous montrons que notre technique s'appuie essentiellement sur deux méthodes
combinant des outils d'algèbre linéaire et de théorie des codes.
8En section 3.3.9 nous détaillons notre approche pour eectuer une diusion
sur le graphe orienté Buttery
~
WBF(2; n). Nous proposons un algorithme récursif
ecace bien que non optimal pour le nombre d'étapes. Nous évoquons également
la méthode à utiliser pour eectuer la même opération sur la version non orientée
de ce graphe.
Le chapitre 4 traite des problèmes d'échange total et de multidistribution.
Dans la section 4.2.1 nous donnons une borne inférieure générale non triviale
sur le nombre d'étapes de l'échange total dans un graphe G. La preuve entière qui
se trouve en annexe B page 169 (Cf. [5]) est basée sur une énumération précise
de la charge des chemins pouvant être utilisés au cours d'un algorithme. Cette
notion est à rapprocher de l'indice arc de transmission.
Nous résumons en section 4.2.3 notre protocole optimal en nombre d'étapes
pour l'échange total sur des tores de dimension 3 (Cf. annexe B page 169 et
articles [6, 5]). Nous montrons en outre que les longueurs des chemins utilisés
sont proches de l'optimal. Ici encore, la méthode utilisée repose sur des notions
de théorie des codes.
Les propriétés nécessaires au bon fonctionnement d'un réseau dépendent bien
entendu de l'utilisation de ce dernier, ce qui implique de trouver des algorithmes
de communications ecaces, mais aussi d'étudier ses propriétés topologiques.
Plusieurs paramètres et propriétés, considérés comme importants et en tout cas
révélateurs des qualités d'un réseau sont étudiés dans la littérature. Dans le cha-
pitre 5 nous résumons nos contributions sur deux de ces propriétés.
Tout d'abord en section 5.1 nous considérons les décompositions hamilto-
niennes de réseaux. En particulier nous résumons en section 5.1.3 les résultats
obtenus dans le Buttery généralisé. Ceci fait l'objet des articles en annexes
C page 193 et annexe D page 221. Plus précisément, nous prouvons [2] que le
réseau Buttery généralisé orienté de degré d admet (d 1) circuits Hamiltoniens
arc-disjoints (ceci répond à une conjecture de D. Barth). Nous conjecturons que
pour n  2 et hormis trois exceptions, le réseau se décompose en circuits Hamil-
toniens. Nous prouvons qu'il sut de vérier la conjecture pour n = 2 et un degré
premier. Par une recherche exhaustive très contrainte, eectuée sur ordinateur,
nous avons vérié la propriété pour les nombres premiers inférieurs à 12000. Les
démonstrations utilisent la structure récursive du réseau Buttery. Nous mon-
trons aussi [3] que le réseau Buttery généralisé dans sa version non orienté, se
décompose en cycles Hamiltoniens (ceci répond à une conjecture de D. Barth et
A. Raspaud).
Enn, en section 5.2, nous introduisons le désormais classique problème des
larges (; D) graphes. Ce problème a été posé en 1964 par Elspas sous la forme
suivante :  quel est le nombre maximum de sommets d'un (; D)-graphe, un
(; D)-graphe étant un graphe de degré maximum  et de diamètre D ?. On
note N(; D) le nombre maximum de sommets d'un (; D)-graphe. Depuis fort
9longtemps maintenant, de nombreux auteurs n'ont cessé d'essayer de construire
les plus grands graphes possible. Une table résumant les résultats est maintenue à
jour par l'équipe de graphes d'Espagne de l'Universitat Politècnica de Catalunya
et est accessible via le réseau Internet
2
.
Généralement ce type de problème demande de posséder de fortes puissances
de calcul, car la recherche de tels graphes est souvent astreinte à des vérications
ou des recherches sur ordinateur. Pour notre part nous avons abordé le problème,
et malgré des moyens de calcul relativement limité (3 ou 4 Sun Sparc Station 10,
ou 16 processeurs i860), nous donnons en section 5.2.1 le résultat principal que
nous avons obtenu, à savoir améliorer la valeur N(4; 10) qui est maintenant de
17525 sommets, au lieu de 16555 qui était la précédente valeur. Du fait du peu de
puissance de calcul à notre disposition, nous n'avons pas pu étendre la recherche
au delà de  = 5 et D = 8. Cependant il est à signaler que nous avons retrouvé
des graphes aussi bons que certains existant et non isomorphes.
Enn, nous concluons en présentant les perspectives de nouveaux axes de re-
cherches sur les communications et routages qu'il semble d'ores et déjà intéressant
d'approfondir.
2: Par l'URL : http://www_mat.upc.es/grup_de_ grafs/
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Chapitre 1
Machines parallèles et mécanismes
de communication
4 Après une brève classication des machines parallèles, ce
chapitre décrit en détail les principaux mécanismes de rou-
tage des messages existant à l'heure actuelle dans les réseaux
de machines à mémoire distribuée. Puis, nous rappellons
quelques dénitions de graphes modélisant les réseaux d'in-
terconnexion qui seront les plus fréquemment utilisés dans
cette thèse.
A l'heure actuelle l'informatique apparaît être un outil de plus en plus indis-
pensables dans presque tous les secteurs de la société. L'évolution technologique
et les contraintes économiques ont entraîné une demande et un besoin sans cesse
croissant en puissance de calcul susceptible d'être fourni par les ordinateurs. Pour
répondre en puissance à ces besoins il a fallu fabriquer des machines de plus en
plus performantes.
Historiquement, les premiers ordinateurs étaient mono processeur (i.e. ils ne
disposait en tout et pour tout que d'une seule unité de calcul, et toutes les tâches
devaient s'eectuer de façon purement séquentielle). Plus tard, est apparu une
nouvelle génération de machines dites machine vectorielles.
Mais, désormais, la meilleure réponse à ces besoins semble venir des  ma-
chines et de l'algorithmique parallèles. Ces machines parallèles ont elles mêmes
constamment évolué dans le temps, et il semble de plus en plus dicile de faire
une quelconque comparaison de l'ecacité des solutions proposées. En eet, les
diérents choix technologiques ont conduit à une grande diversité des machines
parallèles [1, 2, 3, 5, 9, 10, 20]. Flynn a introduit une classication [7] qui même
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si elle semble aujourd'hui un peu obsolète, fournit tout de même une classica-
tion cohérente, même s'il est parfois dicile d'y classer de façon précise certaines
familles d'architectures (par exemple, les machines systoliques) ou de distinguer
les machines à mémoire distribuée des machines à mémoire partagée. Dans cette
classication on trouve notamment les machines du type SIMD (Single Instruc-
tion, Multiple Data ow) ou bien du type MIMD (Multiple Instructions, Multiple
Data ow).
Désormais dans le cadre d'applications nécessitant de fortes puissances de
calcul, les machines SIMD tendent à être remplacées par des machines MIMD.
Pour s'en convaincre, le lecteur pourra se référer à la page Web :
http://www.crpc.rice.edu/CRPC/newsletters/oct93/news.top500.html
Celle-ci est maintenue par Meuer, Strohmaier et Dongarra et fait état des 500 sites
possédant les plus fortes puissances de calcul. Bien entendu, cette page n'a pas
l'intention d'être exhaustive, mais représente tout de même une vue statistique
des systèmes informatiques les plus puissants. Cette liste montre clairement que
la quasi-totalité des machines puissantes sont du type MIMD. De plus, au moins
la moitié de cette liste est constitué de machine parallèles à mémoire distribuée
utilisant un réseau d'interconnexion point-à-point.
Ces machine parallèles à mémoire distribuée correspondent à celles que nous
abordons dans cette thèse. La plupart de ces machines utilisent un routage du
type mode commutation de circuits (que nous décrivons plus en détails dans
la suite). Ce routage est celui que nous utilisons dans les chapitres suivant.
Sur ce type de machine, l'échange d'informations (messages) entre processeurs
est essentielle pour mettre au point des applications parallèles ou distribuées e-
caces. Cette thèse porte donc essentiellement sur des problèmes de communication
utilisant un routage de type mode commutation de circuits  sur les machines
parallèles à mémoire distribuée utilisant un réseau d'interconnexion point-à-point.
1.1 Modélisation du réseau d'interconnexion
d'une machine distribuée
1.1.1 Modélisation d'un n÷ud du réseau
Une machine parallèle à mémoire distribuée se présente comme un réseau
d'interconnexion point-à-point. Chaque point ou n÷ud est généralement maté-
riellement une entité complexe composée de diérents modules (processeur(s),
mémoire(s) externes et/ou composants de gestion et routage ou routeur des com-
munications). La gure 1.1 donne une schématisation ou modèle d'un n÷ud d'un
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réseau.
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Fig. 1.1  : Schématisation d'un n÷ud.
Dans une telle schématisation, nous considérons que le processeur (générale-
ment de calculs) échange des messages avec le reste du réseau par l'intermédiaire
d'un commutateur ou routeur. Dans ce cas, certains liens alimentent le routeur
depuis le processeur, ou utilisent des messages en provenance du réseau. Ces liens
sont les canaux internes du n÷ud. D'autres au contraire permettent le transit de
messages par le routeur, ce sont les canaux externes. Comme nous le verrons plus
tard, des contraintes sur les capacités d'émission ou de réception de messages se-
ront liées au nombre et à l'usage concurrent ou non de ces divers canaux internes
et externes.
Le rôle d'un routeur est d'acheminer les messages entre n÷uds non voisins.
Les routeurs réalisent de façon distribuée un algorithme de routage qui spécie
le chemin à suivre dans le réseau pour se rendre de tout n÷ud x vers tout n÷ud
y. Cet algorithme de routage est décrit par une fonction de routage [8].
1.2 Diérents modes de commutation
Dans un réseaux d'interconnexion point-à-point, la transmission d'un message
entre processeurs non directement voisins, doit être routé via des n÷uds intermé-
diaires. Comme schématisé sur la gure 1.1, nous considérons ici que le routage
du message se fait par l'intermédiaire de routeurs implanté dans chaque n÷ud.
La commutation d'un routeur est le phénomène consistant en la réception d'une
adresse de destination, puis au décodage de cette adresse pour déterminer le ca-
nal de sortie convenable et à l'envoi de cette adresse sur ce canal. Mais il existe
diérents mécanismes physiques ou technologiques de commutation utilisés par
les routeurs. Ces diérences de mécanismes sont en partie dues au progrès et à
la maîtrise technologiques acquises par les diérents constructeurs au cours du
temps. Néanmoins, comme nous le verrons dans la suite de cette thèse, tous les
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types de commutations ont dans certains cas des avantages et dans d'autres des
inconvénients.
On trouve une présentation des diverses techniques de commutation classiques
dans [12, 18, 21]. Pour que le lecteur non familier avec le sujet puisse comparer ces
diérents modes de commutation nous redonnons les diérents modes classiques
tels que présentés en partie dans le livre Rumeur [18].
1.2.1 Commutation de messages (store-and-forward)
Il s'agit certainement du modèle le plus simple et le plus ancien (modélisant
la quasi totalité des machines parallèles jusqu'au début des années 90). Dans ce
cas, les communications s'eectuent entre voisins. Les messages avancent dans le
réseau vers leur destination en transitant dans les n÷uds intermédiaires. Ainsi,
le message est stocké avant d'être reémis
1
par un n÷ud intermédiaire. A
chaque étape, le canal emprunté est aussitôt libéré. Un défaut de cette technique
est de nécessiter une taille de registre importante pour stocker le message sur
les processeurs intermédiaires. En fait, ces messages sont généralement stockés
en mémoire. Mais les temps d'accès à la mémoire, proportionnels à la taille des
messages, ralentissent alors fortement les communications.
Exemples. La Computing Surface de Meiko, le T-node et le Mega-node de
Telmat, les Volvox d'Archipel, ainsi que les autres machines à base de Transpu-
ters utilisent un routage par commutation de messages.
1.2.2 Commutation de paquets (packet-switching)
Ce mode dérive du précédent. En eet, cette fois-ci les messages sont décou-
pés en paquets de taille xe, on bénécie alors d'un eet pipeline. Les paquets
sont routés indépendamment les uns des autres, car chacun a en en-tête l'adresse
de destination ; ils peuvent même emprunter des chemins diérents. Notons que
ceci implique, par rapport à la commutation de messages, un surplus de commu-
nications engendré par le supplément d'information ajouté à chaque paquet. De
plus, la recomposition du message à partir des diérents paquets demande égale-
ment le transport d'un supplément d'information sur chaque paquet. Par contre,
l'avantage de ce mode de commutation est de pouvoir utiliser des registres de
petite taille, locaux au routeur. La capacité de stockage nécessaire sur un n÷ud
pour un canal se limite à la taille d'un paquet.
1: D'où le terme anglais consacré dans le cadre des machines distribuées : Store-and-
Forward.
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1.2.3 Routage par déexion (deection or hot-patato routing)
Le routage par déexion est une autre technique permettant de diminuer le
surcoût induit par les recopies d'un message dans la mémoire d'un n÷ud inter-
médiaire. Ceci est dû au fait que cette technique élimine les les d'attente des
messages sur les n÷uds intermédiaires. Pour ce faire, un message essaye toujours
de transiter vers sa destination, mais cependant si deux messages (ou plus) ar-
rivent via deux liens (ou plus) d'entrée diérents sur un n÷ud intermédiaire et
qu'ils cherchent à en sortir sur un seul et même lien, alors le n÷ud intermédiaire
route l'un des deux messages sur ce lien de sortie tandis que l'autre message est
routé sur un autre lien de sortie diérent. En particulier, avec un tel mécanisme,
des messages peuvent temporairement être amenés à transiter dans le réseau en
s'éloignant de leur destination. L'analyse du routage par déexion est considéra-
blement plus dicile que dans le cas de la commutation de messages ou paquets.
Il n'y a a priori pas de borne sur le nombre de liens qu'un message pourrait
être amené à utiliser avant d'atteindre sa destination. En eet, un message peut
être renvoyé vers une région inopinée du réseau, interférant ainsi avec d'autres
messages transitant dans cette même région. Nonobstant, ce mécanisme semble
bien fonctionner dans la pratique, puisque quelques machines parallèles, comme
la Tera Computer ou la HEP mutiprocessor l'implantent.
1.2.4 Commutation de circuits (circuit-switching)
C'est le principe du téléphone. On établit d'abord la liaison (ici, cela consiste à
réserver une suite de canaux), la conversation commence ensuite. D'autres com-
munications qui voudraient emprunter une partie d'un circuit déjà établi sont
bloquées jusqu'à la libération de la totalité de la liaison.
Exemple. Le direct-connect, qui est proposé par Intel sur les hypercubes de la
série iPSC/2 et iPSC/860, est un routage par commutation de circuits.
1.2.5 Routage wormhole
Sur les machines à mémoire distribuée les plus récentes, le mode de rou-
tage par commutation de messages est abandonné au prot du mode de routage
wormhole. Au contraire du mode commutation de messages, où les messages (ou
paquets) sont entièrement stockés dans la mémoire du n÷ud intermédiaire avant
d'être transmis au n÷ud suivant, dans le mode de routage wormhole, les messages
progressent dans le réseau de processeurs it par it
2
, le premier it contenant
l'adresse de destination. La tête du message, c'est-à-dire le premier it, avance
d'un canal, chaque fois que cela est possible. Le reste du message suit, libérant la
2: Un it  pour ow control digit  est égal à la taille de la queue d'un canal.
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queue du dernier canal, qui stocke la n du message. Ce dernier canal est alors
disponible pour un nouveau message.
Remarque. Il convient de bien distinguer ce mode de routage d'un routage par
commutation de paquets. En eet, dans ce dernier, chaque paquet contient en
en-tête l'adresse de destination et peut donc être routé indépendamment les uns
des autres, pas forcément le long d'un même chemin. Au contraire, dans le cas du
wormhole, seul le premier it contient l'adresse de destination, les autres suivants
à la queue leu leu le premier, ils empruntent tous le même chemin.
Dans le mode de routage wormhole, les étapes intermédiaires entre la source et
la destination consistent en l'établissement d'un circuit virtuel. On peut comparer
l'avancée d'un message dans ce mode à celle d'un ver qui progresse sous la terre.
Un message peut commencer à être reçu avant que l'émission ne soit terminée. De
la même façon, si le message est susamment court, la source est libérée avant
la réception du premier it par le destinataire. Notons qu'une fois que le it de
tête a été aecté à un canal, ce canal ne peut transmettre aucun it d'un autre
message, tant que le message originel n'est pas passé (on ne peut pas  couper
le ver  ). Sur un n÷ud, seul un it est stocké dans la queue du canal : il n'y
a pas d'accès à la mémoire (pas de stockage intermédiaire du message, coûteux
en temps [19]). De plus, des its de petite taille permettent d'utiliser des queues
de taille réduite, ce qui facilite l'implantation en VLSI du routeur. Si l'en-tête
est bloqué, c'est-à-dire si le ou les canaux de sortie sont utilisés par d'autres
messages, la propagation du message est stoppée et les its restent stockés dans
les queues des canaux qu'ils occupent.
Remarque. Une erreur fréquente est de confondre le routage wormhole avec
le routage par commutation de circuits. Dans ce dernier, le fonctionnement est
analogue à celui du téléphone : établissement d'un circuit physique entre les cor-
respondants, discussion, puis destruction du circuit. Dans le cas du wormhole, il
n'y a pas construction de circuit au sens propre : l'en-tête (le premier it) établit
des connexions physiques sur chacun des routeurs intermédiaires, au fur et à
mesure de sa progression. Les its intermédiaires suivent, et le dernier it détruit
les connexions. Le circuit n'est que virtuel et n'existe qu'entre le premier et le
dernier it.
1.2.6 Virtual-cut-through
Une technique semblable au wormhole, le virtual-cut-through, a été étudiée
par Kermani et Kleinrock [12]. Le mode de routage virtual-cut-through est iden-
tique en tout point au wormhole, sauf lorsque la propagation du premier it d'un
message est impossible, le ou les canaux de sortie étant déjà tous utilisés pour pro-
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pager d'autres messages. Rappelons que dans le cas du wormhole, les its restent
stockés localement dans les queues des canaux qu'ils occupent, c'est-à-dire sur le
chemin . Au contraire, dans le cas du routage virtual-cut-through, les its conte-
nant le corps du message continuent à avancer et sont tous stockés sur le n÷ud
où le premier it s'est trouvé bloqué. Le routeur doit donc disposer de queues
de tailles arbitrairement grandes, ce qui ne permet pas de l'intégrer facilement
sur un n÷ud. Cette technique n'a donc pas été implantée à notre connaissance,
alors que le wormhole fait l'objet d'études et, comme nous l'avons déjà dit, de
réalisations réelles.
1.2.7 Autres modes
Des recherches plus récentes tendent à montrer les avantages d'une mise en
÷uvre matérielle de nouveaux mécanismes de routage [16]. Cette prise en charge
matérielle passe par l'ajout de diverses fonctionnalités au sein des routeurs. En
particulier, nous évoquons ici deux nouveaux modes de routage qui nous semblent
intéressants et qui commencent à être étudiés, même s'ils n'ont pas encore été
implantés dans les machines :
 Un mode diusion, qui permettrait au routeur de transmettre sur tous
ses canaux en sortie un it accepté en entrée. On routerait alors sur des
arbres au lieu de router sur des chemins. Cela faciliterait les procédures
apparentées à la diusion d'un message d'un n÷ud vers tous les autres.
 Un mode transparence ou capacité de réception intermédiaire [6, 11, 14, 15],
dans lequel le processeur de calcul pourrait lire les its qui transitent par
le routeur auquel il est rattaché. Ici aussi, cela faciliterait les procédures
de diusion. En eet, en mode wormhole par exemple, lorsqu'un message
est émis par un n÷ud x à destination de z et que ce message transite par
un n÷ud y lors du routage, le message n'a pas été stocké dans la mémoire
de y, mais seulement dans les registres du routeur. Ainsi, y n'a pas eu
connaissance du message.
1.3 Commutation de messages versus
commutation de circuits
Il semble qu'à l'heure actuelle, le marché des machines parallèles distribuées
s'orientent de plus en plus vers un mécanisme de routage du type wormhole au
détriment de la commutation de messages. Les deux dernières générations de
Cray (T3D et T3E), l'IBM SP2 ou la Paragon d'Intel en sont de bons exemples.
Ce changement de situation est en partie dû au fait que la technologie worm-
hole (et ses variantes) est désormais bien maîtrisée par les grand constructeurs de
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machines, tels que Cray et Silicon Graphics, Intel ou IBM. Une autre raison tient
au fait que les performances d'un mécanisme de communication dépendent de la
topologie du réseau d'interconnexion utilisé. En eet, très souvent les construc-
teurs sont astreints à divers contraintes de fabrication (niveau d'intégration VSLI
des composants, problèmes de connectivité entre un grand nombre de composants
sur une même ou plusieurs cartes, etc), et les réseaux réels proposés ne sont pas
ceux susceptibles, du moins théoriquement, de fournir le plus de puissance. No-
tamment, la distance (en terme de nombre de n÷uds intermédiaires) qu'il peut
y avoir entre certains couples de n÷uds dans les réseaux existant peut souvent
être importante. Alors s'il intervient, au cours de l'exécution d'une application
parallèle réelle, un grand nombre de communications entre ces n÷uds, les perfor-
mances peuvent en être aectées. C'est pourquoi, plutôt que de mettre au point
de nouvelles topologies de réseaux, qui aurait très certainement demandé l'éla-
boration d'un nouveau  savoir-faire et donc une augmentation importante des
coûts en recherche des entreprises, les constructeurs ont préféré la solution d'im-
planter un mécanisme de communication moins sensible aux principaux défauts
structurels de leurs réseaux. Ainsi, le choix pratique ce tourne de plus en plus
vers un routage de type wormhole qui est, comme le montre l'encadré 1.3.1, bien
moins sensibles aux distances entre les n÷uds que ne l'est la commutation de
messages.
Encadré 1.3.1  Comparaison de diérentes techniques de commutation
Nous comparons (de façon simpliée) en gure 1.2 le coût de communication d'un mes-
sage entre les principaux mécanismes de routage (routage par commutation de messages
ou paquets, commutation de circuits et wormhole) dans un réseau en absence de toute
contention.
Le cas du virtual-cut-through n'est pas représenté, car en l'absence de contention il
est identique au routage wormhole. Le temps de propagation sur un lien n'est pas pris
en compte ici. Cette gure représente l'activité de chaque n÷ud (axe des ordonnées)
en fonction du temps (axe des abscisses) pour un message allant de l'émetteur source
S vers son destinataire D via les n÷uds intermédiaires N1, N2 et N3.
A la diérence de la commutation de messages ou de paquets, la gure 1.2 montre
clairement que le routage par commutation de circuits et wormhole ont des coûts de
communication pratiquement indépendants de la longueur du chemin établi entre la
source et la destination. Clairement, cela signie que le routage par commutation de
messages (ou paquets) sera très sensible au diamètre du réseau, alors que les routages
du type commutation de circuits ou wormhole le seront peu. Cette caractéristique a été
conrmée par des mesures sur des machines réelles [17].
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Fig. 1.2  : Diérentes techniques de commutation : (a) commutation de mes-
sages ; (b) commutation de paquets ; (c) commutation de circuits ; (d) wormhole.
Une grande partie de cette thèse traite des communications dans les réseaux
d'interconnexion. Nous verrons, pour le problème particulier des communications
globales que nous introduisons au chapitre 2, que nous pourrons regrouper sous
un seul et même modèle théorique l'ensemble des mécanismes de routage du type
wormhole qui sont désormais les plus populaires. Sous cette optique, les chapitres
3 et 4 dressent une synthèse des travaux les plus signicatifs dans ce domaine.
C'est également dans ces chapitres que s'intègre une part importante de nos
travaux sur ces problèmes de communications globales.
1.4 Graphes et réseaux d'interconnexion
La théorie des graphes [4] apparaît être l'un des outils permettant d'obtenir
une bonne modélisation des réseaux d'interconnexion [13, 18]. Comme nous en
aurons besoin dans toute la suite, nous dénissons dans cette section quelques
graphes et éléments de théorie des graphes les plus fréquemment utilisés dans cette
thèse. Nous renvoyons le lecteur au livre [18] pour les dénitions non données ici
et les preuves des propriétés des réseaux abordées dans cette section.
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Un réseau est en général modélisé par un graphe G orienté. Dans le cas
ou celui-ci est symétrique on utilisera souvent la terminologie plus classique de
graphe non orienté et c'est la manière dont nous présenterons les réseaux dans
cette section.
1.4.1 Constructions classiques
Il existe des méthodes classiques de construction de graphes permettant de
générer des familles (ou classes) de graphes ayant des propriétés de régularité.
Généralement ces méthodes permettent d'obtenir un résultat immédiat pour tous
ces graphes, dès qu'il est prouvé pour la classe à laquelle ils appartiennent.
Remarque. Il existe de nombreuses constructions. Nous n'en présentons ici que
deux, celles les plus utilisées dans cette thèse.
Definition. La somme cartésienne (cartesian sum, souvent appelée cartesian
product) de deux graphes G et G
0
, que nous noterons G2G
0
, est le graphe dont les
sommets sont tous les couples (x; x
0
) où x est un sommet de G et x
0
est un sommet
de G
0
. Deux sommets (x; x
0
) et (y; y
0
) de G2G
0
sont adjacents si et seulement si
x = y et [x
0
; y
0
] est une arête de G
0
ou si x
0
= y
0
et [x; y] est une arête de G.
La même dénition s'applique aux graphes orientés, en remplaçant les arêtes par
des arcs. Cette opération est associative et commutative.
Definition. Soit un graphe orienté G, on appelle graphe représentatif des arcs
du graphe G (line-digraph), le graphe orienté L(G) dont les sommets représentent
les arcs de G et dont les arcs sont dénis de la façon suivante : il existe un arc du
sommet e vers le sommet f dans L(G), si et seulement si l'arc de G représenté
par e a pour extrémité terminale, l'extrémité initiale de l'arc de G représenté par
f .
On dénit inductivement le k
eme
 itéré du graphe représentatif des arcs de la
façon suivante :
L
0
(G) = G
L
k
(G) = L(L
k 1
(G)) pour k  1
1.4.2 Réseaux classiques
Nous donnons ici, les dénitions de quelques réseaux couramment utilisé dans
la suite de cette thèse.
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Le cycle
C
N
représente le cycle d'ordre N . C'est un graphe connexe régulier (tous les
sommets ont le même degré) de degré 2, à N sommets.
Le graphe complet
K
N
représente le graphe complet d'ordre N. C'est un graphe à N sommets
dont deux sommets quelconques sont adjacents. La distance entre deux sommets
quelconques est 1, donc le diamètre est égal à 1.
Remarque. On utilise aussi K

N
, graphe complet orienté symétrique, dans lequel
il existe un arc de tout sommet x vers tout sommet y. Le diamètre de K

N
est 1.
Pour tout sommet x, d
+
(x) = d
 
(x) = N   1.
L'hypercube
On appelle hypercube de dimension n et on note H(n), le graphe dont les som-
mets sont les mots de longueur n sur un alphabet à deux lettres 0 et 1, et dont deux
sommets sont adjacents si et seulement si ils dièrent en une seule coordonnée.
Un sommet, noté x
1
x
2
  x
i
  x
n
, est donc relié aux sommets x
1
x
2
  x
i
  x
n
,
avec i = 1; 2; : : : ; n.
H(n) a 2
n
sommets et est régulier de degré n. C'est un graphe de Cayley et son
diamètre est n. On peut remarquer que H(1) est le graphe isomorphe à une arête,
H(2) est isomorphe à C
4
et H(3) peut se voir comme le cube classique. Notons
également que H(n) est aussi une somme cartésienne de K
2
:
H(n) = K
2
2H(n  1) = K
2
2K
2
2   2K
2
| {z }
n fois
La grille
Etant donnés d entiers n
i
tels que, 8i 2 f0;    ; d   1g, n
i
 2, la grille de
dimension d, appelée aussi grille d-dimensionnelle et notée M(n
0
; n
1
; : : : ; n
d 1
),
est la somme cartésienne de d chaînes de n
i
sommets, soit P
n
0
2P
n
1
2 : : :2P
n
d 1
.
Les sommets de la grille sont les d-uplets (x
0
; x
1
; : : : ; x
d 1
), avec x
i
2 [0; n
i
  1]
et i 2 [0; d 1]. Une arête joint deux sommets qui dièrent de 1 sur l'une de leurs
coordonnées. Enn, on appelle grille n-régulière et on note M(n)
d
une grille telle
que : 8i 2 [0; d  1], n
i
= n.
La grille torique
Un tore de dimension k est la somme cartésienne de k cycles d'ordre
l
1
; l
2
; : : : ; l
k
et sera noté par TM(l
1
; l
2
; : : : ; l
k
) = C
l
1
2C
l
2
2   2C
l
k
. Lorsque l
1
=
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l
2
=    = l
k
= l, nous utiliserons la notation condensée TM(l)
k
. Nous appelle-
rons ces graphes des tores carrés de coté l et de dimension k.
Le graphe de de Bruijn
Le graphe de de Bruijn B(d;D) (aussi noté B(d;D)) est le graphe orienté dont
les sommets sont les mots de longueur D sur un alphabet de taille d (d  2) et
dont un sommet, noté x
1
x
2
  x
D
, est relié aux sommets x
2
  x
D
,  étant une
lettre quelconque de l'alphabet. On passe donc d'un sommet à un autre par un
décalage à gauche avec adjonction d'une lettre. On notera x
1
x
2
  x
D
x
D+1
l'arc
reliant le sommet x
1
x
2
  x
D
au sommet x
2
  x
D
x
D+1
.
Notons que le graphe de de Bruijn est aussi un graphe représentatif des arcs
puisque B(d;D) = L(B(d;D   1)).
Le graphe Buttery
Le graphe Buttery de demi-degré d et de dimension n, noté
~
WBF(d; n), est
le graphe orienté dont les sommets sont les couples (x; l) où x est un mot de
longueur n dont les lettres sont les éléments de ZZ
d
et l est le numéro de niveau,
tel que 0  l < n. Un sommet, noté (x
n 1
x
n 2
  x
l
  x
0
; l) est relié par un arc
à tout sommet (x
n 1
x
n 2
  x
l+1
(x
l
+) x
l 1
  x
0
; l+1 (mod n)) où  est une
lettre prise parmi les éléments de ZZ
d
. Chacun de ces arcs est dit être de pente .
Cette dénition construit des graphes orientés d-réguliers d'ordre nd
n
et de dia-
mètre 2n   1. On en obtient une version non orientée, notée WBF(d; n), en
remplaçant les arcs par des arêtes.
Il existe une autre dénition de ce graphe, plus courante mais aussi plus
réductrice. En eet, on note BF (n) et on appelle graphe Buttery de dimen-
sion n le graphe isomorphe à WBF(2; n). C'est pour cette raison qu'on l'appelle
communément graphe Buttery binaire (voir gure 1.3), par opposition à ce que
l'on pourrait appeler le graphe Buttery généralisé de la dénition précédente.
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001
010
011
100
101
110
111
0 1 2 0
000
Fig. 1.3  : Graphe Buttery WBF(2; 3) ou BF (3)
Le degré du graphe BF (n) est toujours 4, son ordre est n2
n
et son diamètre
vaut : n+ b
n
2
c.
Remarque. De manière à obtenir une gure plus lisible, on représente presque
toujours le graphe Buttery en dédoublant le niveau 0, comme sur la gure 1.3.
Cependant, ce graphe ne possède bien que n niveaux de d
n
sommets. C'est pour
cette raison qu'on l'appelle aussi graphe Buttery rebouclé, par opposition au
réseau multiétages correspondant, qui lui, compte n + 1 niveaux (ou étages). Ce
dernier est noté
~
BF(d; n) en orienté et BF(d; n) en non orienté. Il est aussi appelé
graphe FFT car sa structure est calquée sur les permutations de données d'une
Transformée de Fourier Rapide. Notons que certains auteurs ou ouvrages (par
exemple [18]) représente ce graphe dans le sens opposé, i.e. en dessinant de la
gauche vers la droite les niveaux 0; n  1; n  2; : : : ; 1; 0.
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Chapitre 2
Introduction aux communications
globales en mode commutation de
circuits
4 La littérature traitant des communications globales est
très abondante (voir les articles de synthèse de Fraigniaud et
Lazard [17], d'Hedetniemi, Hedetniemi et Liestman [19] et de
Hromkovi¢, Klasing, Monien et Peine [21]). Ces synthèses
n'adressent cependant que le problème des communications
globales en mode commutation de messages. Notre objectif
est d'eectuer une synthèse identique, mais dédiée au mode
 commutation de circuits . Celle-ci regroupe les chapitres
2, 3 et 4. Dans ce chapitre introductif, nous décrivons notre
modélisation des problèmes.
Dans tout ce chapitre ainsi que dans les chapitres 3 et 4, nous nous place-
rons dans le cadre de machines parallèles à mémoire ditribuée pour lesquelles
les échanges de données entre processeurs s'eectuent par échange de messages
sur un réseau d'interconnexion point-à-point statique
1
. De plus, nous ne ferons
pas ici de diérence entre processeur et routeur et les assimilerons à une seule et
même entité.
Les problèmes de routage des communications intervenant au cours d'appli-
cations parallèles, au sens large du terme (calculs scientiques, systèmes d'exploi-
tation, etc) peuvent être regroupés en deux grandes classes : les routages temps-
réels
2
et les routages précalculés
3
[16, 23].
1: C'est-à-dire non-recongurable.
2: On-line en anglais.
3: O-line en anglais.
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Le terme temps-réel est utilisé lorsque, et c'est le cas dans de nombreuses
applications, le problème de routage n'est pas connu à l'avance (i.e. non connu
avant l'exécution du programme). Cependant, nous pouvons quelquefois connaître
par avance des schémas de communications qui interviendront à coup sûr dans
l'application. Dans ce cas, il est possible de calculer, avant l'exécution, une solu-
tion au routage de tels schémas. Nous utiliserons pour cela le terme précalculés.
Résoudre, avant l'exécution, de tels problèmes peut être particulièrement intéres-
sant dans le cas où ils sont susceptibles d'intervenir un grand nombre de fois au
cours de l'exécution d'une même application. Le lecteur trouvera dans [16] une
dénition plus formelle des problèmes de routage temps-réel et précalculé.
Un tel classement est justié par le fait que les techniques utilisées pour ré-
soudre ces deux types de problèmes sont diérentes. En eet, c'est à l'exécution
du programme
4
qu'une solution au problème du routage temps-réel doit être
trouvée. Cela signie que chaque processeur doit décider du routage des mes-
sages qu'il reçoit et ne peut pour cela se baser que sur un contrôle local (comme
le contenu de diérents registres, les connexions établies entre diérents ports
d'entrée et de sortie, le contenu du message à router, etc). Dans ce cas de gure,
les communications peuvent intervenir à tout moment, sans aucune synchroni-
sation entre elles, et on pourra parler de communications anarchiques. L'étude
de cette classe de problèmes passe par l'étude de fonctions de routages qui es-
sayent de garantir au mieux des communications de faibles coûts tout en essayant
d'éviter des problèmes de blocage (comme l'interblocage ou le mouvement perpé-
tuel) et fait, pour cela, généralement intervenir des outils théoriques particuliers
(graphes de dépendances, canaux virtuels, etc) [5, 6, 7, 9, 10, 11, 12, 14].
Ainsi, au cours d'une application, les processeurs communiquent en échan-
geant des messages, mais la répartition des communications sur le réseau dépend
fortement de l'algorithme utilisé. Heureusement, l'étude de paradigmes classiques
montre qu'il existe dans la classe des routages précalculés un certain nombre
de communications structurées (globales, généralisées, ou collectives) qui appa-
raissent très souvent dans de nombreux problèmes de calculs parallèles ou distri-
bués [1, 8, 15], comme par exemple en algèbre linéaire ou non-linéaire [3, 4, 20], en
traitement d'images [25], ou bien encore dans les systèmes de bases de données
[18, 29]. Dès lors, il sera intéressant d'étudier ces schémas de communications
globales, pour éviter qu'ils soient résolus seulement à l'exécution. Alors, lors-
qu'un programme fera intervenir au cours de son exécution un tel schéma de
communication, il n'aura qu'à appliquer la solution précalculée. C'est cette classe
particulière de communications structurées ou globales que nous étudions dans
ce chapitre.
4: Run-time en anglais.
29
2.1 Communications globales
Il existe de nombreux schémas de communications globales. Nous dénissons
ici, les schémas les plus fréquemment mis en ÷uvre.
 La diusion (one to all ou broadcasting) : opération qui consiste à envoyer
un message à tous les processeurs à partir d'un initiateur unique.
 L'échange total (commérage, all to all, total exchange ou gossiping) : opé-
ration qui consiste à eectuer une diusion à partir de tous les processeurs
simultanément.
 La distribution (diusion personnalisée, personalized one to all, distri-
buting ou scattering) : opération qui consiste, pour un initiateur unique, à
envoyer un message diérent à chacun des autre processeurs. La distribution
se diérencie de la diusion par le fait que les messages échangés ne sont
pas les mêmes tout au long du processus de communication, i.e. lorsqu'un
processeur a reçu le message qui lui était destiné, il n'a plus besoin de le
renvoyer aux autres.
 Le rassemblement (gathering) : opération qui consiste à récupérer en un
processeur des données diérentes, provenant de tous les autres. Remar-
quons, que cette opération est l'inverse de la distribution. Cela signie que
savoir réaliser une distribution, implique que l'on sache réaliser un ras-
semblement et réciproquement. L'étude de ces deux problèmes est donc
identique.
 La multidistribution (échange total personnalisé, personalized all to all,
complete exchange ou multiscattering) : opération qui consiste à eectuer
une distribution simultanément à partir de tous les processeurs, i.e. chaque
processeur veut envoyer un message diérent à chacun des autres.
Il existe bien évidemment quantité d'autres types de communications globales
ou structurées, comme par exemple le one to many où un processeur envoie le
même message à un groupe particulier de processeurs (multicasting). On peut
également considérer toutes les extensions du type many to many ou bien encore
les permutations sur un ensemble de processeurs. Tout schéma de communica-
tions structurées peut motiver une étude. Pour notre part, nous aborderons ici
seulement trois grands types d'opérations globales (couramment rencontrés [24])
que sont la diffusion, l'échange total et la multidistribution.
2.2 Le modèle de type commutation de circuits
Nous regrouperons sous le terme modèle de type commutation de circuits,
plusieurs modes de commutation. Nous verrons, que même si ces modes de com-
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mutation implantent des mécanismes diérents, ils peuvent être classés dans un
même ensemble pour le problème particulier des communications globales.
Ainsi, nous regrouperons dans le modèle de type commutation de cir-
cuits, les routages par commutation de circuits, wormhole [28], virtual cut-
through [22] ou direct connect [26]. Nous avons vu en section 1.2, que des dif-
férences existent entre ces divers techniques (par exemple, présence ou non d'un
accusé de réception, faible ou grande taille des tampons d'entrée et sortie des
liens, etc). Mais pour l'étude des communications globales, les diérences entre
ces modes de routage apparaissent comme trop nes et en tout état de cause
dicilement modélisables pour être prises en compte dans une étude théorique.
Pour exemple, si l'on voulait étudier des schémas de communications globales
utilisant le routage wormhole, il faudrait prendre en compte le fait qu'un lien,
utilisé pour router un message, ne peut router un nouveau message qu'à partir
du moment où le dernier it du premier message a terminé de traverser ce
lien. Ceci implique que le coût d'une telle opération est très fortement lié à la
longueur des messages, mais aussi à la taille des tampons
5
des routeurs. En
eet, si les messages sont petits, ils n'occuperont les liens de communications que
très peu de temps. Au contraire, si les messages sont plutôt longs, les liens sur
lesquels ils transitent seront occupés plus longtemps, empêchant un autre message
de réutiliser un de ces liens ; ce nouveau message devra alors trouver un autre
chemin disjoint an d'établir sa communication. Ainsi, il est clair que pour un
problème de communication globale xé et pour un réseau donné, les chemins des
communications seront totalement diérents en fonction de la taille des messages.
De plus, avec ce mode de routage le nombre d'étapes d'un algorithme devient
une notion plutôt oue, car il n'y a pas forcément de synchronisation entre les
communications. Une telle étude apparaît donc comme très dicile d'un point
de vue théorique.
Dans le but de pouvoir comparer les divers protocoles proposés et d'évaluer
leur qualité, il est nécessaire d'adopter un modèle commun. Ceci a déterminé la
plupart des auteurs à se placer dans le cadre du modèle de type commutation
de circuits qui est désormais le plus communément adopté. Celui-ci consiste à
dire que les protocoles de communications globales s'eectuent comme
une succession d'étapes. Une étape comporte généralement plusieurs commu-
nications entre divers couples de sommets. Ces communications, pour éviter des
blocages ou des pertes, devront s'eectuer le long de chemins arc-disjoints.
Dans la terminologie des télécommunications un chemin est appelé circuit dans
la mesure ou l'on établit au moins virtuellement une communication de x à y
et de y à x. Le coût d'une étape est le maximum du coût des communications
ayant lieu au cours de cette étape. Souvent, il est pratique de considérer qu'une
5: Buers en anglais.
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étape ne peut commencer que si toutes les communications de l'étape
précédente sont achevées. Dans ce cas, on dit que les protocoles sont  syn-
chrones. Il devient alors possible de comparer les résultats entre eux et de donner
des bornes sur les problèmes étudiés. On pourra ainsi parler d'optimalité ou de
non-optimalité des protocoles. Un tel modèle théorique est motivé par le fait sui-
vant : l'implémentation d'un protocole optimal ou même quasi-optimal, dans le
modèle simplié théorique, fournira sur une machine réel avec un mécanisme de
routage complexe (comme par exemple le wormhole), un protocole, il est vrai
non-optimal, mais à coup sûr ecace. C'est ce fait qui a conduit un grand nombre
de chercheurs à étudier de façon théorique les problèmes de communications glo-
bales.
Dans la suite, nous regrouperons les routages du  type commutation de cir-
cuits sous le terme mode commutation de circuits.
2.3 Modélisation des problèmes
Maintenant que nous avons donné le modèle général de communication que
nous utiliserons, il est désormais nécessaire de modéliser avec précision le temps
de transfert d'un message entre deux processeurs.
2.3.1 Temps de communication
d'un processeur à un autre
Dans le mode commutation de circuits, lorsqu'un processeur envoie un mes-
sage à un autre processeur, la modélisation du temps de transmission s'exprime
comme la somme de trois termes : le premier tient compte d'un délai constant,
aussi appelé délai d'initialisation
6
, induit par le processus qui envoie le mes-
sage ; le second est associé au temps de commutation des commutateurs par les-
quels transite le message et le troisième mesure le débit de l'information. Ainsi,
pour un message de longueur L allant d'un processeur x à un processeur y, le
long d'un chemin de longueur l, le temps de communication sera modélisé par
T
x!y
= + l+L , où  est le délai d'initialisation
7
,  le temps de commutation
d'un commutateur intermédiaire
8
et
1

la bande passante des liens
9
.
6: Ceci inclut, si besoin, les délais nécessaires aux divers accusés de réception.
7: Start-up time en anglais.
8: Hop time en anglais.
9: Parfois  est appelé it-transfer time en anglais.
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+ Il est intéressant de remarquer que le modèle théorique commutation de circuits est
au moins aussi puissant que le modèle commutation de messages dans lequel un pro-
cesseur ne peut envoyer et recevoir des messages qu'avec ses voisins directs. En eet, la
modélisation du temps de communication d'un processeur à un autre en commutation
de messages dépend de deux paramètres : le premier tient compte d'un délai d'initiali-
sation et le second mesure le ot d'information. Ainsi, pour un message de longueur L
allant d'un processeur x à un processeur y, le long d'un chemin de longueur l, le temps
de communication sera modélisé par T
x!y
= l(+L), où  est le délai d'initialisation
et
1

la bande passante des liens (pour une description plus précise du mode commu-
tation de messages voir [27]). Donc, le mode commutation de circuits peut simuler la
commutation de messages, puisqu'il sut d'envoyer les messages à distance au plus 1.
Cela correspond à dire + = . Alors, tout algorithme construit pour la commutation
de messages fonctionnera en commutation de circuits.
Il existe diverses simplications justiées par la réalité de ce modèle de temps.
En eet, les paramètres ,  et  dièrent généralement entre les diverses ma-
chines réelles qui implémentent des mécanismes de routage du type commutation
de circuits, et certains paramètres négligeables devant les autres dans une ma-
chine, ne le sont plus du tout dans une autre machine. Une autre hypothèse
simplicatrice très souvent utilisée, revient à considérer des messages de petite
longueur pour lesquels  >> L et l >> L . Le modèle de temps peut alors
se réduire à T
x!y
=  + l. Le cas des messages longs se traitent généralement
avec des techniques très diérentes (pipeline, arbres couvrants arc-disjoints, ...)
de celles utilisées pour les messages courts [27].
Nous résumons dans le tableau 2.1, les principaux modèles de temps les plus
communément utilisés pour un message de longueur L allant d'un processeur x
à un processeur y le long d'un chemin de longueur l.
Modèle Hypothèses
+ l + L Modèle linéaire complet
+ l Petit message (L petit) et/ou  >> L et l >> L
+ L Distance négligeable  >> l et L >> l
 Modèle temps constant  >> l et  >> L
Tab. 2.1  : Principales modélisations du temps de communication d'un message
de taille L le long d'un chemin de longueur l.
Remarque. Il est à noter que le terme  apparaît dans tous ces modèles. Ceci est
justié par le fait qu'actuellement toutes les machines implémentant un routage
du type commutation de circuits ont comme paramètre prépondérant leur délai
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d'initialisation.
2.3.2 Coût des protocoles de communications globales
Soient G un graphe connexe modélisant un réseau d'interconnexion, et x un
sommet de G.
 Le temps (ou coût) de diusion du sommet x, noté b(x;G), est le
temps minimum nécessaire pour eectuer la diusion dans G à partir du
sommet x. Dans le modèle linéaire complet, ce temps s'exprime comme la
somme de trois termes : b(x;G) = b

(x;G) + b

(x;G) + b

(x;G)L , où
b

(x;G) représente le nombre d'étapes, b

(x;G) la somme du maximum des
distances des communications entre processeurs impliqués à chaque étape
et b

(x;G) mesure le ot d'information.
 Le temps (ou coût) de diusion du graphe G, noté b(G), est le maxi-
mum de tous les temps de diusion des sommets de G, c'est-à-dire b(G) =
max
x2V (G)
b(x;G). Comme précédemment, ce temps de diusion s'exprime
comme la somme de trois termes : b(G) = b

(G)+ b

(G) + b

(G)L .
Des dénitions similaires seront utilisées pour le temps d'échange total :
g(G) = g

(G) + g

(G) + g

(G)L ; et pour le temps de multidistribution :
m(G) = m

(G) +m

(G) +m

(G)L .
Notation 1  Lorsqu'il n'y aura pas d'ambiguïté, nous utiliserons la notation
simpliée suivante : b(G) = b

 + b

 + b

L pour la diusion. De même, pour
l'échange total et la multidistribution nous employerons le même type de notation
simpliée.
Remarque. Il va de soi que le coût d'une opération globale dépendra du modèle
de temps utilisé. Ainsi, par exemple, le coût de la diusion dans le modèle petit
message s'exprimera alors uniquement comme la somme de deux termes : b(G) =
b

(G) + b

(G). Le coût de l'échange total dans le modèle temps constant ne
dépendra plus que d'un seul terme : g(G) = g

(G).
2.3.3 Choix d'une fonction de routage
Le but recherché dans les problèmes de communications globales est d'obtenir
un coût (réalisable sur une machine réelle durant l'exécution de vraies appli-
cations) de communication le plus faible possible. Ce problème peut en fait être
abordé de deux façons diérentes, suivant que l'on impose ou non à l'avance une
fonction de routage.
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En eet, certains auteurs considèrent d'abord le problème de communication
en faisant abstraction de la méthode de routage, puis essayent de construire cette
dernière, permettant d'obtenir un coût de communication minimum. D'autres
considèrent les communications en tenant compte directement d'un couple réseau
d'interconnexion - méthode de routage.
L'inconvénient de la première approche est de risquer de ne pas prendre en
compte ses défauts structurels, ce qui n'est pas le cas de la seconde. Par contre,
l'avantage de la première est que les résultats obtenus seront meilleurs (en terme
de coût, ou de bornes inférieures) que pour la seconde.
Cette seconde approche est justiée par le fait que les machines parallèles
existantes, implémentent généralement un type de routage particulier, et doivent
réaliser toutes les opérations de communications, qu'elles soient structurées ou
non, via leur routage prédéterminé. Citons pour exemple, le cas de la machine
Cray-T3D
10
qui implémente une fonction de routage du type XY Z. Cette ma-
chine utilise cette dernière pour réaliser toutes les communications intervenant
au cours d'une application. En fait, elle dispose pour cela d'une table (chier)
de routage chargée sur les routeurs lors de son initialisation. Il est possible de
lui fournir d'autres tables (chiers) de routage, mais pour qu'un nouveau routage
soit pris en compte par les routeurs, il est nécessaire de réinitialiser la machine, ce
qui implique l'impossibilité de changer les fonctions de routage dynamiquement
au cours d'une application. Mais, même si un tel routage restreint forcément les
capacités de communications de la machine (par exemple, avec un routage XY Z
sur un tore en 3 dimensions comme le Cray-T3D, l'émission d'un message ne peut
se faire en  ports), comme très souvent une communication globale intervient
dans un réseau en même temps que d'autres communications globales ou anar-
chiques, alors la charge moyenne des liens est très souvent proche du maximum.
Alors le comportement moyen de la machine dans ce cas de gure tend à atteindre
un comportement optimal. Par contre, dans la nouvelle machine Cray-T3E
11
, il
semble qu'il sera possible de redéterminer dynamiquement le type de routage
utilisé par les routeurs.
Pour ces raisons, les deux approches du problème des communications globales
avec ou sans routage imposé sont dignes d'intérêt. Dans la suite nous diérencie-
rons ces deux approches en utilisant la notation 2.
Notation 2  Si la fonction de routage est imposée a priori, nous la noterons
R
fonction
. Si elle n'est pas xée à l'avance, nous la noterons R
?
.
10: La topologie de cette machine est un tore de dimension 3.
11: Cette nouvelle machine implémente également une topologie de tore de dimension 3.
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2.3.4 Contraintes dues au réseau
Depuis la création de l'informatique et la mise au point des premières ma-
chines parallèles jusqu'à nos jours, les technologies (composants, logiciels, etc)
n'ont cessé d'évoluer. Une modélisation unique des diverses machines est impos-
sible. Or, il apparaît important de modéliser correctement le réseau étudié. Pour
cela, il faut prendre en compte ces contraintes technologiques. Dans la suite nous
présentons les principales contraintes qu'il est nécessaire de considérer pour une
bonne modélisation. Elles portent sur :
 la nature des liens de communications,
 les communications,
 les émetteurs et les récepteurs.
Nature des liens de communications
La modélisation du réseau se fera à l'aide d'un graphe orienté dans lequel
les processeurs seront représentés par les sommets du graphe. Un lien physique
entre un processeur x et y sera représenté dans le graphe orienté par un arc
(x; y) si et seulement si dans le réseau le processeur x est capable d'envoyer un
message vers y via ce lien. On parle alors de liens unidirectionnels. Cependant,
dans la plupart des machines existantes si un processeur x peut communiquer
avec un processeur y, alors la réciproque est vraie. On modélise un tel réseau
soit par un graphe non orienté soit par un graphe orienté symétrique et on parle
de liens bidirectionnels entre x et y. Nous choisirons ici la modélisation par un
graphe orienté symétrique
12
qui nous permettra de distinguer deux contraintes,
couramment utilisées, sur les liens.
 Si un lien ne peut transmettre qu'une seule information à une étape donnée,
donc dans un seul sens à la fois, alors le lien est dit fonctionner en mode
télégraphique
13
. Dans le graphe modélisant le réseau, cela signie que
l'on interdit d'établir des circuits de communication de longueur 2.
 Si un lien peut transmettre, à une étape donnée, simultanément deux mes-
sages dans les deux directions opposées, le lien sera dit fonctionner en
mode téléphonique
14
. Dans le graphe modélisant le réseau, cela signie
que l'on autorise l'utilisation de circuits de communication de longueur 2.
12: Dans ce cas même si nous représentons dans les gures, un lien [x; y] par une arête, cela
sous-entend que cette arête gure les arc (x; y) et (y; x).
13: Half-duplex en anglais.
14: Full-duplex en anglais.
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+ Jusqu'à présent, toutes les machines parallèles implémentent des liens de communi-
cations homogènes, c'est-à-dire de même nature. C'est pour cela que nous ne prenons
pas en compte la modélisation d'une machine qui implémenterait des liens hétérogènes,
c'est-à-dire ayant une partie de ses liens en mode télégraphique, une autre en mode
téléphonique.
Conditions sur les communications
Dans une opération synchrone de communications globales, les processeurs
d'un réseau communiquent par étapes. La contrainte physique consiste à réserver
un canal de communication, à une étape donnée, pour un seul message. Ceci
conduit à imposer la condition suivante sur les communications.
A chaque étape d'un protocole d'opération synchrone globale, les commu-
nications devront nécessairement s'établir le long de chemins arc-disjoints
dans le graphe modélisant le réseau.
Conditions sur les récepteurs et émetteurs
Il faut également prendre en compte les contraintes technologiques sur les
capacités des routeurs à émettre et transmettre simultanément plusieurs messages
sur leurs ports d'entrée et de sortie. Si un n÷ud (sommet, processeur ou routeur)
ne peut gérer à un instant donné qu'un seul de ses ports en entrée et en sortie,
on parlera de modèle 1 port. S'il peut en gérer simultanément k, on parlera de
modèle k ports. Et enn s'il est capable de gérer tous ses liens simultanément
nous parlerons de modèle  ports.
Nous résumons, dans le tableau 2.2, les contraintes physiques des liens et des
routeurs, en utilisant la notation standardisée de [17, 27].
- Contraintes technologiques -
Nature des liens Capacité des routeurs
1-port k-ports -ports
Télégraphe H
1
H
k
H

Téléphone F
1
F
k
F

Tab. 2.2  : Notations des divers contraintes technologiques nécessaires à la mo-
délisation d'un problème de communications globales.
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2.4 Notation complète
Comme le coût d'un protocole de communications globales dépendra des hy-
pothèses utilisées (contraintes technologiques, fonction de routage), nous devrons
faire apparaître ces hypothèses dans la notation du coût. Pour cela, nous repre-
nons les notations xées dans [17, 27] et qui sont aussi reprises dans [13].
Notation 3  Etant donné un graphe G et un sommet initiateur u. Le temps
de diusion du sommet u sous la contrainte M 2 fH
1
; H
k
; H

; F
1
; F
k
; F

g, en
employant une fonction de routage xée ou non à l'avance R 2 fR
fonction
; R
?
g
sera noté par b
R
M
(u;G). De même, le temps de diusion dans le graphe G sera
noté par b
R
M
(G) = max
x2V (G)
b
R
M
(x;G).
Remarque. Le même symbolisme sera utilisé pour l'échange total et la multi-
distribution, i.e. g
R
M
(G) et m
R
M
(G).
Dans un esprit de synthèse, nous représenterons systématiquement les prin-
cipaux résultats évoqués dans toute la suite de ce chapitre, sous la forme d'un
tableau du type :
b
R
M
(G)
b

b

b

=L
signiant :  il existe un protocole de diusion tel que b
R
M
(G)  b

(G)+b

(G)+
b

(G)L . Le même symbolisme sera utilisé pour l'échange total et la multidis-
tribution.
Enn rappelons que D(G) (également noté D, lorsqu'il n'y aura pas d'ambi-
guïté) représente le diamètre du graphe G (orienté ou non selon le cas).
2.5 Taxinomie des problèmes
de communications globales
La classication des problèmes de communications globales dépend donc de
plusieurs paramètres. Il faut prendre en compte :
 la topologie du réseau (choix du graphe),
 les caractéristiques physiques des liens (télégraphiques ou téléphoni-
ques),
 les contraintes des routeurs (1, k ou  ports),
 la fonction de routage (imposée ou non à l'avance),
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 et bien entendu, le problème de communication globale étudié (diffusion,
échange total ou multidistribution).
Toute combinaison de ces divers paramètres est susceptible d'engendrer un
problème particulier. Tout choix de classication a ses avantages et inconvé-
nients. Nonobstant, certains paramètres ont de nombreux points en commun.
Tout d'abord, le type de problème posé paraît être un discriminant important. En
eet, même s'il existe des similitudes entre plusieurs types de problèmes (comme
par exemple la diusion et l'échange total), souvent ils apparaissent comme dié-
rents sur des points fondamentaux (par exemple, les bornes inférieures dièrent).
Nous choisirons donc tout d'abord de séparer les problèmes entre eux. Ensuite,
l'ordre du choix des autres paramètres de classication est semble-t-il plus ou
moins important. Cependant, au vu des résultats existants, nous choisirons tout
de même de classier les problèmes en fonction de l'utilisation ou non d'une fonc-
tion de routage imposée à l'avance (dans l'un ou l'autre cas les bornes inférieures
peuvent diérer). Nous continuerons cette classication en prenant en compte les
contraintes technologiques puis enn la topologie du réseau.
Ainsi, en continuité directe d'un premier travail de synthèse eectué par E.
Fleury dans [13], nous nous proposons dans la suite de regrouper les travaux qui
nous paraissent être les plus signicatifs sur les problèmes de diusion, d'échange
total et de multidistribution utilisant le modèle de  type commutation de cir-
cuits. Néanmoins, nous adressons essentiellement dans cette synthèse les travaux
essayant de minimiser en premier lieu le nombre d'étapes d'un protocole de com-
munications globales. Ce travail ainsi que l'étude préliminaire d'E. Fleury, devrait
donner lieu à un article de synthèse [2] actuellement en cours de préparation.
Dans le seul but de garder un équilibre entre les divers chapitres de cette thèse,
nous avons décidé de scinder toute la partie traitant des communications globales
en plusieurs chapitres. Les deux chapitres faisant suite à cette partie introductive
portent, l'un sur la diusion, tandis que l'autre regroupe l'échange total et la
multidistribution. Nonobstant ce découpage, il est clair que ces chapitres 2, 3 et
4 sont à regrouper sous une seule et même partie.
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Chapitre 3
La diusion en mode commutation
de circuits
4 Ce chapitre, partie intégrante du précédent, dresse une
synthèse des travaux qui nous paraissent les plus signicatifs
sur le problème de la diusion, tout du moins lorsque l'on
cherche en premier lieu à minimiser le nombre d'étapes.
Rappelons que dans tout ce chapitre, nous considérons des protocoles de dif-
fusion synchrones, c'est-à-dire se déroulant comme une succession d'étapes et que
les graphes considérés sont, sauf indication contraire, orientés symétriques.
3.1 Généralités
3.1.1 Equivalence des modes téléphoniques et
télégraphiques pour le nombre d'étapes
Si l'on ne considère que le nombre d'étapes d'un protocole de diusion dans
lequel on ne découpe pas l'unique message à transmettre, alors les modes télé-
graphiques et téléphoniques sont équivalents.
En eet, supposons qu'au cours d'une étape donnée dans un protocole de dif-
fusion utilisant le mode téléphonique, un sommet x envoie le message à diuser à y
via le chemin (x; u); (u; v); (v; y) et qu'un sommet z envoie le message à diuser à
w via le chemin (z; v); (v; u); (u; w). Ces deux chemins sont bien arc-disjoints mais
empruntent un même lien de communication dans les deux directions opposées,
i.e. les arcs (u; v) et (v; u) sur l'exemple de la gure 3.1-(a), alors il est possible
de transformer ce protocole pour le faire fonctionner en mode télégraphique, sans
pour cela augmenter le nombre d'étapes, en établissant cette fois-ci des chemins
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arc-disjoints, i.e. les chemins (x; u); (u; w) et (z; v); (v; y) sur l'exemple de la gure
3.1-(b), n'empruntant jamais le même lien de communication. Dans l'exemple de
la gure 3.1-(b), le sommet y sera alors informé par z et le sommet w par x.
w
u
x
v
z
y
x
y
u
v
w
z
(b)(a)
Fig. 3.1  : Equivalence des modes téléphoniques et télégraphiques pour le nombre
d'étapes d'un protocole de diusion n'autorisant pas le découpage du message.
Clairement, cette transformation n'est plus valide si l'on cherche également à
minimiser le maximum des longueurs des chemins utilisés à chaque étape.
Cette remarque apparaît nécessaire, car comme nous le verrons dans la suite,
des études portant sur la diusion (Cf. section 3.3.8-iii ou 3.5.3-i) adoptent ces
hypothèses (pas de découpage du message à diuser, longueur de chemins non
prise en compte).
Par contre dans la section suivante, nous considérons au contraire des pro-
tocoles de diusion pour lesquels nous autorisons le découpage des messages.
Nous cherchons alors à étudier le comportement du paramètre b

(G) notamment
lorsqu'un algorithme ne s'eectue pas en un nombre optimal d'étapes.
3.1.2 Compromis entre le nombre d'étapes et le ot d'in-
formation
Il apparaît souvent contradictoire de vouloir optimiser plusieurs paramètres
simultanément, notamment le nombre d'étapes et le ot d'information. Ainsi,
très souvent, les algorithmes utilisés pour un réseau et des contraintes physiques
xées, dépendent fortement des paramètres que l'on cherche à optimiser.
Souvent les auteurs proposent des algorithmes de diusion optimaux pour le
nombre d'étapes. Ces algorithmes sont ecaces lorsque l'on considère que la taille
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du message initial est petite ou lorsque l'on ne s'autorise pas à découper le message
puisque jusqu'à présent le paramètre prépondérant dans les machines existantes
est le temps d'initialisation . Dans ce type d'algorithme, le ot d'information
est souvent très élevé. Pour le diminuer, en s'autorisant le découpage du message
en plusieurs paquets, les auteurs proposent des algorithmes du type pipeline ou
arbres couvrants disjoints, utilisant souvent le mode commutation de paquets,
qui diminuent toujours le ot d'information au détriment du nombre d'étapes.
Même si généralement pour ce type de problème, les auteurs ne considèrent pas les
temps nécessaires aux divers découpages, concaténations ou réorganisations des
paquets en mémoire des routeurs, les algorithmes proposés restent néanmoins très
ecaces pour de long messages. Pour exemple, citons les algorithmes pipelines ou
arbres couvrants disjoints développés pour les grilles [3, 12] ou pour l'hypercube
[11, 16, 31]. Pour de plus amples informations sur ce sujet, nous renvoyons le
lecteur à l'article de synthèse [13] ou le livre [28].
Ainsi, il apparaît obligatoire de faire un compromis
1
entre ces deux para-
mètres. Pour étudier ce compromis, il faudrait établir une borne inférieure ex-
primant le nombre minimum d'étapes b

(G) en fonction du ot d'information
b

(G). Comme nous n'avons trouvé aucune référence traitant de cette question
(sauf dans [4], où les auteurs établissent quelques relations sur le compromis né-
cessaire, mais dans le cas d'une opération de multidistribution), nous détaillons
ici notre approche du problème.
Les algorithmes en mode commutation de circuits ou bien de messages obéis-
sent en général à la règle suivante : l'optimalité en nombre d'étapes et l'optimalité
en terme d'utilisation de la bande passante sont antinomiques. Ceci est dû au fait
suivant. La bande passante utilisable par des messages issus du sommet émetteur
croît de manière géométrique à partir de la date initiale d'émission. An de
formaliser ce comportement nous considérons que le modèle de temps ne dépend
que du temps d'initialisation  et de l'inverse de la bande passante des liens  , i.e.
nous ne prenons pas en compte . Ainsi, dans cette section le modèle de temps
utilisé est :
Hypothèse 1 (Modèle de temps linéaire)  Le temps nécessaire pour
qu'un message de longueur L transite d'un sommet x vers un sommet y est :
T
x!y
=  + L:
Dans la suite, nous étudions la diusion en mode k ports, sous notre modèle
de temps, dans le graphe complet K
N
et par souci de simplicité nous ferons
l'hypothèse suivante :
Hypothèse 2 (Ordre du graphe complet)  Le nombre de sommets du
graphe complet K
N
est N = (k + 1)
T
avec T entier supérieur ou égal à 1.
1: trade-o en américain.
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Remarque. Comme, dans un tel graphe, tout couple de sommets peut commu-
niquer, alors clairement les bornes inférieures qui y seront établies seront valides
en commutation de circuits car on ne considère pas la longueur des chemins,
ou bien en commutation de messages dans un graphe G quelconque de degré
maximal (G) = k.
Remarque. Nous savons que le nombre minimal d'étapes nécessaire pour ef-
fectuer une diusion k ports dans le graphe complet avec N = (k + 1)
T
est
b

(K
N
) = T .
A ce niveau nous introduisons la notation suivante :
Notation 4  Le nombre d'étapes optimal pour la diusion sur le graphe com-
plet K
N
est T . Lorsqu'un protocole de diusion sur K
N
s'eectue en un nombre
d'étapes strictement plus grand que l'optimal, nous dirons que ce protocole s'exé-
cute en T + r étapes, avec r > 1. Dans cette notation, r représente le surcoût en
nombre d'étapes par rapport à l'optimalité.
D'ores et déjà, à partir de notre modèle de temps, nous avons la propriété
suivante.
Propriete. Le coût minimal d'une diusion k ports s'eectuant en exactement
T + r étapes dans le graphe complet est de la forme :
b
R
?
F
k
(K
N
) = (T + r) + f
T
(r)L
où N = (k+1)
T
, r  0 et f
T
(r) appelé coût de transmission, est une fonction ne
dépendant que du surcoût en étapes par rapport à l'optimalité.
Preuve. Formellement nous devrions écrire le coût comme b
R
?
F
k
(K
N
)  (T +
r)+f
T
(r; L) . Cependant, il est clair que f
T
(r; L) s'exprime simplement : f
T
(r)L.
En eet, le coût de transmission à une étape donnée des messages étant linéaire
nous avons f
T
(r; L) =   f
T
(r; L).
En eet, supposons que l'on dispose d'un protocole de diusion P
1
pour un
message de longueur L, utilisant un découpage en n blocs de longueur L
1
; L
2
; : : : ;
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L
n 1
; L
n
et ayant un coût de tranmission total C
1
(voir gure 3.2-a).
. . . . .M1 M2 M3 Mn-1 Mn
Ln-1 Ln
figure a
figure b
. . . . .L1 L2 L3 L
  L
Fig. 3.2  : La gure-a représente un message de longueur L découpé en n blocs
qui ne sont pas forcément de même taille. Idem pour la gure-b, mais avec un
message de longueur   L, où  n'est pas forcément un entier.
Alors nous pouvons déduire de P
1
un protocole de diusion P
2
pour un mes-
sage de longueur   L (avec  un réel strictement positif) ayant un coût de
transmission total C
2
. En eet, en utilisant un protocole similaire à P
1
pour le
message de longueur  L nous obtenons C
2
  C
1
. Pour cela, il sut de découper
(voir gure 3.2-b) le message de longueur   L en n blocs de taille M
1
; : : : ;M
n
,
avec M
1
=  L
1
; : : : ;M
n
=  L
n
, alors à l'étape t au lieu d'envoyer un message
de taille L
t
, on envoie un message de taille M
t
=   L
t
, le coût de transmis-
sion à cette étape est donc  fois le coût de transmission de cette même étape
dans le protocole P
1
, puisque par l'hypothèse 1 le coût de transmission à une
étape donnée est linéaire. De même, en inversant le raisonnement, c'est-à-dire en
utilisant sur le message de taille L un protocole cette fois-ci similaire à P
2
(i.e.
M
1

= L
1
; : : : ;
M
n

= L
n
), où à l'étape t au lieu d'envoyer un message de taille M
t
,
on envoie un message de taille L
t
=
M
t

, alors nous obtenons toujours par l'hy-
pothèse 1 de linéarité que C
1

C
2

. Ces deux raisonnements impliquent l'égalité,
C
1
=   C
2
et donc la linéarité du coût de transmission. 2
Remarque. Comme f
T
est une fonction linéaire en L, nous pourrons sans perte
de généralité nous restreindre à l'étude du cas L = 1.
Nous cherchons ici à évaluer f
T
(r), ce qui permet de comprendre dans quelle
mesure l'ajout d'étapes supplémentaires au protocole implique une meilleure uti-
lisation de la bande passante du réseau.
i) Diusion avec r = 0
Dans ce cas la diusion est optimale pour le nombre d'étapes.
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Proposition 3.1.1 
f
T
(0) = T:
Preuve. La preuve est claire, en remarquant simplement que le nombre d'étapes
étant optimal, chaque sommet n'a le temps de recevoir qu'une et une seule in-
formation. Pour que la diusion soit eectuée, il est donc nécessaire de ne pas
couper le message. Ainsi, à chaque étape la quantité d'information circulant sur
un lien est de 1. 2
Avant d'établir la proposition du compromis nécessaire en s'autorisant des
étapes supplémentaires par rapport à l'optimalité, nous introduisons les déni-
tions suivantes.
Definition.
 Nous noterons L
t
, avec 1  t  T + r, la taille maximale des messages
échangés au cours de l'étape t de l'algorithme de diusion et L
t
=
P
i=t
i=1
L
i
.
 Nous noterons I
t
, avec 1  t  T + r, la quantité totale d'information (i.e.
la somme des tailles de chaque message) circulant sur le réseau au cours de
l'étape t; A
t
désignera
P
t
i=1
I
i
.
Notons que pour un algorithme optimal, f
T
(1) =
P
i=T+1
i=1
L
i
.
ii) Diusion avec r = 1
Nous commençons par établir une borne supérieure.
Proposition 3.1.2 
f
T
(1) 
1
k + 1
(T + 1):
Preuve. Cette preuve est donnée par l'algorithme suivant :
Nous représentons l'ensemble des sommets du graphe complet par une matrice
de k + 1 lignes et (k + 1)
T 1
colonnes.
V (K
N
) =
0
B
B
B
B
@
(1; 1) (1; 2)    (1; (k + 1)
T 1
)
(2; 1) (2; 2)    (2; (k + 1)
T 1
)
.
.
.
.
.
.
.
.
.
.
.
.
(k + 1; 1) (k + 1; 2)    (k + 1; (k + 1)
T 1
)
1
C
C
C
C
A
Le sommet (1; 1) est l'initiateur. Il découpe le message en k+1 paquets, notés
m
i
, avec 1  i  k + 1. Chaque paquet à une taille égale à
1
k+1
. A partir de ce
découpage, on applique l'algorithme suivant :
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Algorithme 3.1.1  Algorithme de diusion dans K
N
 A la première étape, le sommet source (1; 1) envoie en parallèle le message m
i
au
sommet (i; 1) avec 2  i  k + 1. Le coût en bande passante est
1
k+1
 .
 Durant les T   1 étapes suivantes, on eectue une diusion en parallèle dans
chaque ligne.
Pour cela, chaque sommet (i; 1) avec 1  i  k+1 diuse (de façon optimale pour
le nombre d'étapes) le message m
i
sur les sommets (i; j) avec 2  j  (k+1)
T 1
.
Le coût en bande passante est
T 1
k+1
 .
 Enn, durant la dernière étape, comme la totalité de l'information est répartie
sur chaque colonne, on eectue un échange total entre les sommets d'une même
colonne. Le coût en bande passante est
1
k+1
 .
Le coût global de cet algorithme est (T + 1)+
T+1
k+1
 .
2
Remarque. Nous verrons, en section 3.2.2-ii, un autre exemple sur la chaîne en
mode 1 port qui atteint cette borne.
Nous établissons maintenant une borne inférieure.
Proposition 3.1.3 
f
T
(1) 
N   1
N(k + 1)  1
(T + 1):
Preuve. Tout d'abord, pour L
2
= (L
1
+ L
2
) xé, nous cherchons à maximiser
la quantité A
2
= I
1
+ I
2
. Pour cela nous établissons les relations suivantes :
 A la première étape, le sommet initiateur peut envoyer des messages sur au
plus k liens, ainsi I
1
 kL
1
(a);
 à la n de l'étape 1, il y a au plus k + 1 sommets qui possèdent de l'infor-
mation, donc I
2
 k(k + 1)L
2
(b);
 l'information transmise à l'étape 2 par les sommets autres que l'initiateur ne
peut excéder kI
1
, car chaque sommet ne peut renvoyer que k fois (i.e. sur k
liens) les messages qu'il a déja reçus, or la quantité totale de messages reçue
auparavant (par les sommets autres que l'émetteur) est I
1
. Par ailleurs, le
sommet émetteur transmet au plus kL
2
informations. Ainsi, I
2
 kI
1
+kL
2
(c).
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Si on optimise la quantité A
2
pour L
2
xé, on trouve la condition L
1
= L
2
=
L
2
2
. En eet, les inégalités (a) et (b) donnent :
A
2
 kL
1
+ k(k + 1)L
2
= k(L
2
  L
2
) + k(k + 1)L
2
= kL
2
+ k
2
L
2
D'autre part, les inégalités (a) et (c) donnent :
A
2
 kL
1
+ kI
1
+ kL
2
 kL
1
+ k
2
L
1
+ kL
2
= kL
2
+ k
2
L
1
Ainsi, A
2
 kL
2
+k
2
min(L
1
; L
2
). Or, min(L
1
; L
2
) 
L
2
2
et la valeur maximale de
A
2
pour L
2
xé est
L
2
2
(k
2
+ 2k) et ne peut être atteinte que si L
1
= L
2
.
Par itération du même raisonnement, nous allons montrer que A
t
avec 3  t 
T +1 ne peut atteindre une valeur maximale, pour L
t
xé égale à
L
t
t
[(k+1)
t
  1]
que si tous les L
i
avec 1  i  t sont égaux, valant
L
t
t
. Nous venons de le montrer
pour t = 2. Supposons maintenant la propriété vraie pour un t compris entre 2
et T et montrons qu'elle reste vraie pour t+ 1.
Pour les mêmes raisons que précédemment, nous avons :
 d'une part, I
t+1
 kA
t
+ kL
t+1
et
 d'autre part, I
t+1
 k(k + 1)
t
L
t+1
.
Comme A
t+1
= A
t
+ I
t+1
, ces deux inégalités donnent par hypothèse :
A
t+1
 (k + 1)A
t
+ kL
t+1

L
t
t
(k + 1) [(k + 1)
t
  1] + kL
t+1
A
t+1
 A
t
+ k(k + 1)
t
L
t+1

L
t
t
[(k + 1)
t
  1] + k(k + 1)
t
L
t+1
En utilisant le fait que L
t
= L
t+1
  L
t+1
nous obtenons :
A
t+1

L
t+1
t
(k + 1) [(k + 1)
t
  1] + L
t+1
h
k  
k+1
t
[(k + 1)
t
  1]
i
= g
1
(L
t+1
)
A
t+1

L
t+1
t
[(k + 1)
t
  1] + L
t+1
h
k(k + 1)
t
 
1
t
[(k + 1)
t
  1]
i
= g
2
(L
t+1
)
L
t+1
étant supposé xé, g
1
et g
2
sont deux fonctions linéaires en L
t+1
. Au vu
des c÷cients respectifs de L
t+1
, on observe que g
1
est décroissante en fonction
de L
t+1
alors que g
2
est croissante. Cette borne supérieure de A
t+1
ne peut être
atteinte que si L
t+1
=
L
t+1
t+1
et si la valeur maximale de A
t
pour L
t
= L
t+1
 L
t+1
=
tL
t+1
t+1
est également atteinte, autrement dit si tous les L
i
avec 1  i  t + 1 sont
égaux, ce qui achève la démonstration de l'itération.
Ainsi une valeur maximale de A
T+1
pour L
T+1
xé est
L
T+1
T+1
[(k + 1)
T+1
  1].
D'autre part, comme tous les sommets du graphe, excepté l'initiateur, doivent
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recevoir l'information complète, on a A
T+1
 N   1 = (k + 1)
T
  1. On obtient
alors,
L
T+1
T + 1

N   1
N(k + 1)  1
Ce qui montre que quel que soit l'algorithme,
T+1
X
i=1
L
i

N   1
N(k + 1)  1
(T + 1)
2
Ces deux dernières propositions conduisent à l'encadrement suivant.
Corollaire 1 
N   1
N(k + 1)  1
(T + 1)  f
T
(1) 
1
k + 1
(T + 1):
Remarque. L'encadrement obtenu est presque exact. Notons aussi que notre
système pourrait être ané en utilisant le fait suivant: à l'étape T +1 nous avons
utilisé la majoration : I
T+1
 (k(k + 1)
T
)L
T+1
= kNL
T+1
or il n'est pas possible
d'utiliser k arcs entrants sur chaque noeud durant cette étape. En eet, ceux
entrants sur le sommet initiateur sont inutiles. La contrainte exacte est donc
I
T+1
 (k(k + 1)
T
  k)L
T+1
. Mais nous n'avons pas pu prouver que le deuxième
type de contrainte sur I
T+1
peut être ané de manière analogue. Cependant
si lors de notre optimisation nous estimions I
T+1
par (k(k + 1)
T
  k)L
0
nous
obtiendrions la borne exacte : f
T
(1) = (T + 1)
1
k+1
.
An d'obtenir une borne exacte, une idée est d'essayer d'aner l'analyse
comme suit. Si L
T
est xé nous savons que la transmission de message sera
optimale jusqu'au temps T si L
t
=
L
T
T
= L
1
pour t  T . Cette transmission
est alors égale à ((k + 1)
T
  1)L
1
= (N   1)L
1
. Ceci implique qu'il existe au
temps T au moins un sommet autre que l'émetteur qui n'a reçu qu'au plus L
1
informations. A la dernière étape ce sommet devra donc recevoir au moins 1 L
1
informations, ce qui implique kL
T+1
 1  L
1
. Le coût total en transmission de
l'algorithme sera au moins:
f
T
(1) 
1  L
1
k
+ TL
1
Comme f
T
(1) 
T+1
k+1
, on obtient L
1

1
k+1
et L
T+1

1
k+1
. De plus, un algorithme
ayant un coût en transmission strictement inférieur à
T+1
k+1
devrait nécessairement
envoyer des messages de taille strictement inférieure à
1
k+1
pendant les T premières
étapes et au moins un message de taille strictement supérieure à
1
k+1
lors de lors
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de la (T + 1)
ieme
étape. Nous pensons qu'un tel algorithme n'existe pas et nous
émettons la conjecture suivante.
Conjecture 3.1.4 
f
T
(1) =
T + 1
k + 1
:
iii) Diusion avec r > 1
Nous commençons par généraliser la borne supérieure initialement donnée
pour le cas r = 1 en proposition 3.1.2.
Proposition 3.1.5  Pour r  T ,
f
T
(r) 
T   r
(k + 1)
r
+
2
k
 
1 
1
(k + 1)
r
!
Preuve. Nous dénissons l'algorithme par induction sur r. Pour r = 1 le résultat
est prouvé dans 3.1.2. Considérons les N = (k+1)
T
sommets comme une matrice
de k+1 lignes et (k+1)
T 1
colonnes. A la première étape le message à diuser est
découpé en k + 1 messages m
0
; m
1
;    ; m
k
de longueur
1
k+1
, le message m
i
étant
transmis au sommet de la i
eme
ligne première colonne. Ensuite durant T + r   2
étapes, dans la ligne i , le sommet de la première colonne diuse le message m
i
aux noeuds de sa ligne. Durant cette phase dans chaque ligne il s'eectue une
diusion d'un message de longueur
1
k+1
vers (k + 1)
T 1
sommets en T + r   2
étapes. Par dénition ce type de protocole aura un coût en bande passante de :
1
k + 1
 f
T 1
(r   1)
A la n de cette phase il sut d'eectuer un échange total dans chaque colonne,
des messages m
i
. Ceci s'eectue en une étape en échangeant des messages de
longueur
1
k+1
.
Globalement nous avons montré que :
f
T
(r) 
2
k + 1
+
f
T 1
(r   1)
k + 1
ce qui implique par itérations successives,
f
T
(r)  2
 
1
k + 1
+
1
(k + 1)
2
+   +
1
(k + 1)
r
!
+
1
(k + 1)
r
 f
T r
(0)
ce qui donne le résultat de la proposition. 2
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Pour les bornes inférieures, nous émettons seulement une conjecture pour le
cas r = 2. Dans ce cas, nous verrons que la borne inférieure donnée en conjec-
ture 3.1.6 est de la même forme que celle de la borne supérieure obtenue à la
proposition 3.1.5 lorsque r = 2, i.e. f
T
(2) 
T
(k+1)
2
+
2
k+1
.
Conjecture 3.1.6  Pour k xé et T grand, alors
f
T
(2) 
T
(k + 1)
2
+
2
k + 1
 
k
(k + 1)
3
+ 

1
T

Nous donnons ci-dessous un certains nombre d'arguments en faveur de cette
conjecture et nous ramenons le problème à un problème d'optimisation convexe
que nous espérons résoudre ultérieurement.
An de généraliser le résultat précédent nous devons aner quelque peu l'ana-
lyse. Pour cela nous allons considérer deux type de paquets :
 ceux qui transportent de l'information émise par l'initiateur lors de la pre-
mière étape, et
 ceux qui transportent ce qu'il reste de l'information initiale.
Remarquons alors que la longueur du message qui n'a pas quitté le sommet
initial après la première étape est au moins max(1   kL
1
; 0). Nous eectuons
deux estimations opposées qui permettent de déterminer assez précisément le
comportement de f
T
(2).
a) Tout d'abord notons que L
1
ne doit pas être trop faible. En eet, après la
première étape il reste à diuser 1 kL
1
informations en T+1 étapes. Or la valeur
minimale de ce coût est donné en proposition 3.1.3. Comme nous travaillons à k
xé et T variant pour des valeurs relativement grandes nous avons :
N   1
N(k + 1)  1
=
(k + 1)
T
  1
(k + 1)
T+1
  1
=
1
k + 1
+ 
 
1
(k + 1)
T+1
!
(3.1)
Soit au total :
f
T
(2)  L
1
+ (T + 1) 
1  kL
1
k + 1
 
1 + 
 
1
(k + 1)
T+1
!!
(3.2)
Cette fonction de L
1
étant décroissante, l'estimation montre que L
1
doit être
relativement grand.
b) En revanche, la première étape transmet très peu de messages. Celle-ci ne doit
donc pas avoir un coût excessif, ce qui revient à dire que L
1
ne doit pas être trop
grand.
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Nous considérons A
2
xé, et cherchons à maximiser la valeur A
T+2
pour un
coût L
t
=
P
i=t
i=1
L
i
supposé également xé. Remarquons alors qu'à l'étape t la
quantité maximale de messages qui peut être transmise est majorée par les deux
estimations suivantes :
I
t
 kA
t 1
+ kL
t
I
t
 N
t 1
kL
t
où N
t 1
désigne le nombre maximal de sommets possèdant de l'information au
temps t  1.
A ce niveau, nous émettons la conjecture suivante qui se ramène à un problème
d'optimisation convexe :
En utilisant des outils de programmation linéaire convexe, on peut montrer que
les points extrémaux sont atteints lorsque les valeurs de L
t
vérient :
kA
t 1
+ kL
t
= N
t 1
kL
t
Ce qui implique
L
t
=
A
t 1
N
t 1
  1
(3.3)
b-1) Cas t < T + 2
Pour 2  t < T + 2, N
t 1
vaut (k + 1)
t 1
. La solution optimale est donc
caractérisée par :
L
t
=
A
t 1
(k + 1)
t 1
  1
(3.4)
I
t
= k(k + 1)
t 1
L
t
(3.5)
Nous montrons alors par itérations successives que pour 2 < t < T + 2,
A
t
= ((k + 1)
t
  1)A = k
t 1
X
i=0
(k + 1)
i
A (3.6)
où A est déterminé par la condition initale
A
2
= ((k + 1)
2
  1)A (3.7)
En eet si l'hypothèse est vraie pour t nous trouvons L
t+1
=
A
t
(k+1)
t
 1
= A. Il
vient alors I
t+1
= k(k+1)
t
A et A
t+1
= A
t
+ I
t+1
= k
P
t 1
i=0
(k + 1)
i
+ k(k+1)
t
=
((k + 1)
t+1
  1)A.
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b-2) Cas t = T + 2
Le système est un peu diérent lorsque t = T + 2, puisque cette fois-ci le
nombre de sommets possédant de l'information au temps T + 1 est N
T+1
= N =
(k + 1)
T
et non pas (k + 1)
T+1
comme lors des étapes précédentes, car il est
impossible d'informer plus de sommets que l'ordre du graphe.
A partir des relations (3.3) et (3.6) nous déduisons une relation sur L
T+2
, et la
relation sur I
T+2
se déduit de (3.5).
L
T+2
=
(k + 1)
T+1
  1
(k + 1)
T
  1
A (3.8)
I
T+2
= k(k + 1)
T
L
T+2
(3.9)
Comme A
T+2
= A
T+1
+ I
T+2
, à partir de (3.6), (3.8) et (3.9) nous obtenons,
A
T+2
= A((k + 1)
T+1
  1) 
 
1 +
k(k + 1)
T
(k + 1)
T
  1
!
Comme A
T+2
 (k + 1)
T
  1 c'est-à-dire A
T+2
 N   1, nous déduisons une
minoration de A :
A 
 
(k + 1)
T
  1
(k + 1)
T+1
  1
!
2
(3.10)
soit, A 
1
(k + 1)
2
+ 
 
1
(k + 1)
2T+4
!
(3.11)
Concernant le coût de ce protocole optimisant la transmission des messages nous
avons grâce aux relations (3.4) et (3.6) :
f
T
(2) = L
1
+ L
2
+ (T   1)A+ L
T+2
En utilisant la relation (3.8) et le fait que ((k+1)
2
 1)A = A
2
 kL
1
+k(k+1)L
2
,
nous trouvons une minoration sur L
T+2
. Quant à la relation sur L
2
, elle se déduit
directement de (3.7).
L
T+2

(k + 1)
T
  1
(k + 1)
T+1
  1
L
2
 (1 +
1
k + 1
)A 
L
1
k + 1
Nous obtenons le coût du meilleur algorithme transmettant susamment de mes-
sages, et utilisant à la première étape des messages de longueur L
1
:
f
T
(2) =
k
k + 1
L
1
+
A
k + 1
+ TA+ L
T+2
f
T
(2) =
k
k + 1
L
1
+
1
(k + 1)
3
+
T
(k + 1)
2
+
1
k + 1
+ 
 
1
(k + 1)
T+1
!
(3.12)
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c) Nous avons donc obtenu deux estimations du coût, l'une donnée par l'équation
(3.2) et l'autre par l'équation (3.12). Comme l'une des fonction est croissante
tandis que l'autre est décroissante, nous pouvons minorer le coût par la valeur
commune de ces fonctions en leur intersection. Ceci donne :
L
1
=
1
k + 1
 
k
2
((T + 1)k   1)(1 + k)
2
+
 
T
(k + 1)
T+1
!
En réinjectant cette valeur de L
1
dans l'équation (3.12), nous obtenons :
f
T
(2) 
k
(k + 1)
2
+
T
(k + 1)
2
+
1
k + 1
+
1
(k + 1)
3
 
k
2
(k + 1)
3
(T + 1)k   1
+ 
 
T
(k + 1)
T+1
!
soit,
f
T
(2) 
T
(k + 1)
2
+
2
k + 1
 
1
(k + 1)
2
+
1
(k + 1)
3
 
k
2
(k + 1)
3
(T + 1)k   1
+ 
 
T
(k + 1)
T+1
!
ce qui donne nalement,
f
T
(2) 
T
(k + 1)
2
+
2
k + 1
 
1
(k + 1)
2
+
1
(k + 1)
3
+

1
T

Remarque. Lorsque T est grand et r < T nous avons vu apparaitre un phéno-
mème de décroissance exponentielle de f
T
(r) lorsque r croît, de fait f
T
(r) est de
la forme
T
(k+1)
r
. En revanche quand r est supérieur à T un phénomène de type
pipeline semble apparaître.
3.2 La diusion sans fonction de routage imposée
dans le modèle 1 port
3.2.1 Bornes inférieures générales dans le modèle 1 port
Signalons que le nombre d'étapes dans le modèle 1-port est résolu puisque
dans [5] les auteurs montrent principalement qu'il est non seulement possible de
diuser en dlog
2
Ne étapes (résultat prouvé par Farley [9]), mais aussi que toutes
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les communications réalisées à chaque étape de la diusion peuvent s'eectuer
sur des plus courts chemins. Ce résultat s'exprime comme le théorème suivant.
Théorème 3.2.1 ([5])  Pour tout graphe G = (V;E) de N sommets et pour
tout sommet u de G, on peut construire en temps polynômial un schéma de dif-
fusion à partir du sommet u en dlog
2
Ne étapes tel que
1. toutes les communications s'eectuent sur des plus courts chemins;
2. à chaque étape, la somme des longueurs des chemins utilisés est minimum.
+ Notons que, dans la preuve de ce théorème, le schéma de diusion à partir du
sommet u ne minimise pas nécessairement la somme pour i allant de 1 à dlog
2
Ne de la
somme des longueurs des chemins utilisés à l'étape i. En fait, il est montré dans [5] que
minimiser ce paramètre est un problème NP complet.
Les bornes inférieures sur les autres paramètres de la diusion sont données
par la proposition suivante.
Proposition 3.2.2  Soit un graphe G d'ordre N et de diamètre D, alors sous
la contrainte 1 ports, les deux autres paramètres de la diusion sont minorés par :
b

(G)  max(D; log
2
N); et b

(G)  L
Ceci conduit à une minoration du coût globale de la diusion.
Proposition 3.2.3  Dans un graphe G d'ordre N et de diamètre D, le coût
de la diusion sous la contrainte 1 ports, est minorée par :
b
R
?
F
1
(G)  dlog
2
Ne +max(D; log
2
N) + L
Ainsi, la diusion 1 port apparaît être particuliere puisque la recherche de
l'optimalité sur le nombre d'étapes est désormais un problème clos. Il reste cepen-
dant, pour un nombre d'étapes optimal, à construire des algorithmes minimisant
la longueur des chemins utilisés. En eet, si on considère le graphe en étoile avec
N = n + 1 sommets qui est de diamètre 2, alors tout protocole de diusion en
dlog
2
Ne étapes a un c÷cient en  d'au moins 1 à la première étape et 2 à
chaque autre étape, donc au moins 2dlog
2
Ne  1. Si le réseau est assez dense, en
particulier s'il contient un hypercube H(n), alors le protocole classique utilisant
la commutation de messages (i.e. des chemins de longueur 1 à chaque étapes),
permet d'obtenir un coecient b

(H(n)) optimal puisque nous savons que dans
un tel graphe le coût est :
b
R
?
F
1
(H(n))
b

b

b

=L
log
2
N log
2
N b
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Pour le ot d'information, nous avons vu, en section 3.1.2, que l'amélioration
du ceocient en  nécessitait une augmentation du nombre d'étapes et l'utilisa-
tion de techniques du type pipeline ou arbres couvrants disjoints. Dans la suite,
nous donnons les protocoles étudiés dans la littérature pour des réseaux réguliers
et peu denses : chaîne, cycle, grille, tore.
3.2.2 La chaîne dans le modèle F
1
i) Protocole optimal en nombre d'étapes
Nous redonnons ici un protocol trivial et optimal sur la chaîne. Montrons par
induction que l'on peut en dlog
2
Ne étapes réaliser un protocole de diusion sur
la chaîne P
N
vériant b

(G) = N   1 = D.
Tout d'abord découpons la chaîne P
N
en 2 parties, l'une de cardinalité
l
N
2
m
,
l'autre de
j
N
2
k
. Alors, l'initiateur envoie son message au sommet, dans l'autre
partie, qui est le plus proche de lui, donc à distance inférieure ou égale à
j
N
2
k
.
Ensuite, chacun des deux sommets ayant l'information diuse, de façon disjointe
dans sa partie, son message en utilisant le même algorithme récursivement. Ainsi,
deux diusions disjointes s'eectueront sur chacune des deux chaînes, l'une de
cardinalité
l
N
2
m
, l'autre de
j
N
2
k
. La gure 3.3 fournit un exemple d'une telle
diusion dans la chaîne à 8 sommets.
000 001 010 011 100 101 110 111
étape 2
étape 3
étape 1
Fig. 3.3  : Diusion dans une chaîne de 8 sommets, à partir du sommet 0 qui
est le cas le plus défavorable pour la longueur des chemins.
L'équation de récurrence qui en découle est :
b

(P
N
) 

N
2

+ b

(P
d
N
2
e
)
Donc par induction pour N
0
< N , on a b

(P
0
N
) = N
0
  1, soit
b

(P
N
) 

N
2

+

N
2

  1
= N   1
57
Soit un coût global de :
b
R
?
F
1
(P
N
)
b

b

b

=L
log
2
N N   1 = D b

Remarque. Ce protocole est aussi décrit dans [1] au moins pour N puissance
de 2, car les auteurs le réutilisent pour la grille.
ii) Protocole non optimal en nombre d'étapes
Seidel avait déjà utilisé en partie le fait que le mode de commutation est peu
sensible à la distance des chemins. Il propose dans [29] un algorithme de diusion
bidirectionnel, qui ne cherche pas à obtenir l'optimalité sur le nombre d'étapes
mais à diminuer de moitié le facteur proportionnel à la longueur du message L,
en s'autorisant une étape supplémentaire par rapport à l'optimalité.
L'idée est de diuser non plus sur un seul arbre couvrant, mais sur deux arbres
couvrants. La source commence par envoyer dans un premier temps la moitié du
message à la racine du second arbre. Les deux racines diusent ensuite leur moitié
de message (voir gure 3.4).
000 001 010 011 100 101 110 111
étape 2
étape 3
étape 1
étape 4
Légende :
Sommet détenant toute l'information
Sommet détenant la première moitié
de l'information
Sommet détenant la seconde moitié
de l'information
Fig. 3.4  : Diusion dans une chaîne de 8 sommets, à partir du sommet 0 qui
est le cas le plus dévavorable pour la longueur des chemins. L'algorithme suit le
plongement dynamique de deux arbres recouvrants.
Le temps de cet algorithme est b
R
?
F
1
(P
2
i
)  + (2
i
  1) +
L
2
 +
P
i
j=1
(2
i j
+
 +
L
2


, soit :
b
R
?
F
1
(P
N
) avec N = 2
i
b

b

b

=L
1 + log
2
N = 1 + i 2D
b

2
Seidel montre que cet algorithme est sans conit et qu'il est valide quel que
soit le sommet initiateur.
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Remarque. D'après la proposition 3.1.3, ce protocole est optimal pour le coef-
cient b

=L avec k = 1.
3.2.3 Le cycle dans le modèle F
1
Fraigniaud et Peters ont étudié [14] la diusion dans les cycles C
N
, avec N =
2
i
. Le coût de leur protocole est :
b
R
?
F
1
(C
N
) avec N = 2
i
b

b

b

=L
log
2
N = i D b

A la première étape, l'émetteur envoie le message à un de ses voisins. A l'étape
j, 2  j  log
2
N , chaque sommet informé envoie un message à un processeur à
distance
N
2
j
.
Remarque. On peut aisément étendre ce résultat en utilisant le protocole pour
la chaîne (Cf. section 3.2.2-i). A la première étape l'initiateur envoie son message à
l'un de ses voisins directs. Puis, chacun des deux sommets eectue simultanément
le protocole vu pour la chaîne qui est de longueur au plus
l
N
2
m
. Ce protocole utilise
dlog
2
Ne étapes avec un coecient b

(C
N
) =
l
N
2
m
qui est le meilleur possible et
égal au diamètre lorsque N est pair. En eet, si à la première étape, l'émetteur
(représenté par le sommet 0) informe le sommet j, il faudra pour les autres étapes
informer le sommet
N j+1
2
donc en tout un coecient b

(C
N
) 
l
N j+1
2
m
+ j, soit
b

(C
N
) 
l
N
2
m
. Le minimum est atteint lorsque j = 1.
3.2.4 Le tore de dimension k dans le modèle F
1
Fraignaud et Peters généralisent leur résultat sur le cycle (Cf. section 3.2.3),
au cas du tore de dimension k. Pour cela, ils appliquent directement l'algorithme
sur les cycles dimension après dimension.
Ce résultat s'étend aisément, en utilisant le résultat sur le cycle (Cf. section
3.2.3), au cas du tore de coté pair. Le coût de ce protocole est :
b
R
?
F
1
(TM(2p)
k
)
b

b

b

=L
dlog
2
Ne D b

Cet algorithme optimal pour le nombre d'étapes, l'est également pour la lon-
gueur des chemins utilisés.
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3.2.5 La grille de dimension k dans le mode F
1
i) Protocole optimal pour le nombre d'étapes
Barnette, Payne et van de Geijn généralisent très facilement leur algorithme
sur la chaîne (Cf. section 3.2.2-i), au cas des grilles M(2
k
1
; : : : ; 2
k
n
) = P
2
k
1
2
P
2
k
2
2 : : :2P
2
k
n
, de dimension n. Il sut d'appliquer l'algorithme de diusion
dans une chaîne, dimension par dimension. Le sommet source va dans un premier
temps informer tous les sommets de sa ligne, puis dans un deuxième temps, tous
les sommets de la ligne informée vont diuser l'information dans les colonnes, et
ainsi de suite. On obtient comme temps de diusion :
b
R
?
F
1
(M(2
k
1
; : : : ; 2
k
n
)) 
n
X
j=1
k
j
X
i=1

 + 2
k
j
 i
 + L

 
n
X
j=1
k
j
+ 
n
X
j=1
(2
k
j
  1) + L
n
X
j=1
k
j
Soit un coût de :
b
R
?
F
1
(M(2
k
1
; : : : ; 2
k
n
))
b

b

b

=L
log
2
N D b

Remarque. L'algorithme présenté ici, valable pour tout sommet emetteur, est
optimal à la fois sur le nombre d'étapes et la longueur des chemins utilisés.
+ Contrairement à l'algorithme développé pour les chaînes, cette généralisation aux
grilles M(p
1
; : : : ; p
n
) de dimension n n'est pas optimale en nombre d'étapes lorsque le
nombre de sommets dans chaque dimension n'est pas une puissance de deux, puisqu'elle
requiert
P
n
i=1
dlog
2
p
i
e étapes, ce qui, dans le cas général, est supérieur à la borne
inférieure égale à dlog
2
Ne étapes (d'un facteur additif au plus égal à n  1).
Nous avons donné ici un protocole optimal pour le nombre d'étapes. Nous
décrivons dans les deux points suivants des algorithmes non optimaux pour le
nombre d'étapes, mais diminuant le ot d'information.
ii) Algorithme de Seidel
Dans [29], Seidel généralise son algorithme sur les chaînes (Cf. section 3.2.2-
ii), aux grilles de dimension 2, avec 2
k
i
sommets par dimension, dans le cas où
l'initiateur est le sommet (0; 0). Il ne cherche pas à obtenir un nombre d'étapes
minimum, mais à diminuer le ot d'information en s'autorisant 2 ou 3 étapes
supplémentaires par rapport à l'optimalité.
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Pour cela, il considère que la grille M(2
k
1
; 2
k
2
) est constituée de 4 grilles
M(2
k
1
 1
; 2
k
2
 1
) entrelacées (voir la grille de gauche dans la phase d'échange de
la gure 3.5 où chacune des sous-grilles est représentée avec une couleur dié-
rente Q
1
; Q
2
; Q
3
et Q
4
). Une première phase de 2 étapes consiste à envoyer une
partie du message (de taille
L
4
) à un sommet de chaque sous-grille (phase de
distribution). On utilise ensuite l'algorithme de l'arbre couvrant sur chacune
des sous-grilles (phase de diffusion), puis une phase d'échange entre proces-
seurs voisins suivant les 2 dimensions (phase d'échange). La gure 3.5 présente
l'algorithme sur une grille 4 4.
Distribution
Diffusion
Echange
Information totale
1/2 information
1/2 information
1/4 information
1/4 information
1/4 information
1/4 information
D1T
D2
T
D1
D2
Q1
Q1Q1
Q1
D1 D1 D1 D1
D1 D1 D1 D1
D2 D2 D2 D2
D2 D2 D2 D2
Q1
Q1 Q1
Q1
Q2
Q3
Q4
Q3
Q2 Q4
Q3
Q4
Q2
Q3 Q3
Q2 Q4 Q2
Q4Q2 Q2
Q3Q3
Q4
Q4
Q2
Q3
Q4
Fig. 3.5  : Diusion suivant le plongement dynamique d'un arbre de recouvre-
ment sur une grille M(4; 4).
Si l'on note k = max(k
1
; k
2
), le temps de cet algorithme est :
b
R
?
F
1
((0; 0);M(2
k
1
; 2
k
2
))  2
2
X
i=1

 +  +
L
2
i


+ 2
k 1
X
i=1

 +

4
L

+
2
X
j=1
k
j
X
i=1
2
k
j
 i

 (2 + 2k) + (2 +
2
X
j=1
2
k
j
) +
 
2 (k   1)  2
4
+ 2
!
L
Si k
1
= k
2
= k, le coût est :
b
R
?
F
1
((0; 0);M(2
k
)
2
)
b

b

b

=L
2 + log
2
N D + 4
b

+2
4
= 1 +
log
2
N
4
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Seidel [29] améliore l'algorithme précédent en s'inspirant de l'algorithme de
diusion sur un arbre recouvrant bidirectionnel utilisé sur le chemin. Le message
est découpé en 8 paquets. Le message est, lors d'une première phase, distribué
parmi les 8 sommets de deux carrés de quatre sommets (l'un en haut à gauche
contenant la source (0; 0) et l'autre en bas à droite contenant le sommet diamé-
tralement opposé à la source). A la n de cette première phase, chaque sommet
détient un paquet de taille
L
8
. Ensuite, les 8 sommets diusent la partie du message
qu'ils détiennent sur 8 sous grilles M(2
k
1
 1
; 2
k
2
 1
) entrelacées de façon similaire
à l'algorithme précédent. À la n de cette phase, il sut de faire un échange
entre sommets voisins suivant chaque dimension pour que chaque sommet prenne
connaissance de la totalité du message. La gure 3.6 illustre cet algorithme sur
une grille 8 8.
1/8 information
1/4 information
1/2 information
Information totale
Diffusion sur les arbres recouvrants
Echange
Distribution
Fig. 3.6  : Diusion suivant le plongement dynamique de deux arbres de recou-
vrement sur une grille M(4; 4).
Si l'on note k = max(k
1
; k
2
). En appliquant cet algorithme on obtient :
b
R
?
F
1
((0; 0);M(2
k
1
; 2
k
2
))   +D +
L
2
 +
2
X
i=1

+  +
L
2
i+1


+
1
X
i=0

+  +
L
2
2 i


+2
k 1
X
i=1

 +
L
8


+
2
X
j=1
k
j
 1
X
i=1
2
k i

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 (2k + 3) + (2D + 2) +
 
2k + 3
8
+ 1
!
L
Si k
1
= k
2
= k, le coût est :
b
R
?
F
1
((0; 0);M(2
k
)
2
)
b

b

b

=L
3 + log
2
N 2(D + 1) 1 +
b

8
Les algorithmes présentés par Seidel permettent, en fonction de la taille des
messages et des diérents paramètres, d'ajuster le coût d'une diusion. Cepen-
dant, ces algorithmes ne sont présentés que dans le cas où le sommet initiateur
est le sommet (0; 0). Seidel conjecture dans [29] qu'ils restent valides pour tout
sommet initiateur.
+ E. Fleury conjecture [10] que le premier algorithme de Seidel, présenté ici pour
la grille de dimension 2, peut se généraliser à des grilles de dimension n, notamment
dans le cas où la source est le sommet (0; : : : ; 0). On applique la même stratégie mais
en envoyant les messages de façon cyclique suivant les dimensions. Quant au second
algorithme, il pense également qu'il peut se généraliser. La source (sommet (0; : : : ; 0))
envoie lors de la première phase la moitié du message au sommet qui lui est antipodal.
Puis ces deux sommets distribuent le message dans les hypercubes de dimension n
auquel ils appartiennent. La diusion se fait de façon similaire et de façon cyclique
suivant les n dimensions.
iii) Algorithme de Barnett, Payne, van de Geijn et Watts
Notons, pour nir, l'algorithme basé sur une méthode de pipeline (utilisant
des techniques classiques de la commutation de messages) suivant le plongement
dynamique de deux arbres couvrants proposé par Barnett, Payne, van de Geijn
et Watts [2, 37]. Les sommets de la grille M(l
1
; l
2
) sont considérés comme étant
de couleur blanche ou noire (comme sur un échiquier). Les sommets noirs trans-
mettent l'information vers l'Est lors des étapes paires, et vers le Sud lors des
étapes impaires, tandis que les sommets blancs transmettent l'information vers
le Sud lors des étapes paires, et vers l'Est lors des étapes impaires. Pour que tout
sommet puisse jouer le rôle de la source, la grille est rebouclée de façon logique
pour former un tore (i.e., des messages circulent vers l'Ouest et vers le Nord). La
gure 3.7 illustre cet algorithme.
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(0,0)Source
Etape impaire
Etape paire
Fig. 3.7  : Plongement dynamique de deux arbres recouvrants arc-disjoints dans
la grille M(4)
2
.
En appliquant cet algorithme, et en supposant que le message de longueur L
est découpé en p paquets de même longueur, on obtient :
b
F
1
(M(l
1
; l
2
))  (p+ l
1
+ l
2
)( +
L
p
)
où  =  + (max(l
1
; l
2
)  1). Ainsi, le coût est :
b
R
?
F
1
(M(l
1
; l
2
))
b

b

b

=L
p+ l
1
+ l
2
(p+ l
1
+ l
2
)(max(p1; p2)  1)
b

p
= 1 +
l
1
+l
2
p
Remarque. Cet algorithme se comporte en L pour le ot d'information, uni-
quement lorsque le rapport
l
1
+l
2
p
est négligeable devant 1. Clairement cela signie
que pour l
1
et l
2
xés, il faut avoir p >> l
1
+ l
2
, ce qui implique une augmentation
non négligeable du nombre d'étapes de l'algorithme.
3.3 La diusion sans fonction de routage imposée
dans le modèle k et  ports
3.3.1 Bornes inférieure générales dans le modèle k ports
Nous donnons ici, des bornes inférieures génériques au sens ou elle ne dépende
pas de la topologie, mais seulement des contraintes physiques des liens et routeurs.
Proposition 3.3.1  Soit un graphe G d'ordre N de degré , de diamètre D
et d'arête connectivité , alors sous la contrainte k ports, les trois paramètres de
la diusion sont minorés par :
b

(G) 
l
log
k+1
N
m
; b

(G)  D; et b

(G) 
L
min(;k)
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Une preuve de cette proposition est développée, pour le cas k = , dans
[26, 28]. Il est aisé de généraliser ces preuves pour 1  k  .
3.3.2 Diusion dans le modèle  ports - Méthodologie
générale
Au vu des résultats existants sur la diusion  ports, il semble ressortir
une méthodologie générale que nous tentons de synthétiser dans cette section.
En eet, comme nous le verrons dans la suite, bien que de nombreux auteurs
utilisent généralement des notations et dénitions diérentes, très souvent leur
méthode de diusion utilise un même principe commun qui est très proche de
celui que nous décrivons dans [8]. Cette méthodologie générale est la suivante.
Nous considérons un protocole de diusion s'eectuant en T étapes.
Notation 5  S
t
représente l'ensemble des sommets qui connaissent l'infor-
mation après l'étape t.
Nous dénissons ensuite quelques propriétés sur ces ensembles.
Propriétés 1  Soit G un graphe de degré . Alors, pour 0  t < T ,
 S
0
est le sommet émetteur,
 S
T
est l'ensemble de tous les sommets du graphe,
 S
t
 S
t+1
,
 S
t
peut prévenir S
t+1
en une étape le long de chemins arc-disjoints.
 jS
t+1
j    jS
t
j,
Si on veut réaliser un protocole atteignant la borne inférieure T dans un
graphe d'ordre N = ( + 1)
T
, il faudra avoir la propriété jS
t+1
j =   jS
t
j. Dans
ce cas les propriétés 1 sont nécessaires et susantes.
Souvent on cherchera un ensemble S
T 1
tel que chaque sommet de G appar-
tienne à S
T 1
ou bien soit voisin d'un unique élément de l'ensemble S
T 1
. Dit
autrement, les boules de rayon 1, centrées sur chaque sommet de S
T 1
, forment
une partition des sommets de G. La dernière étape qui a priori semble la plus di-
cile, car c'est au cours de celle-ci qu'intervient généralement le plus grand nombre
de communications, est dans ce cas aisée car les chemins sont tous de longueur
1. En fait, il apparait que les cas optimaux correspondent à des ensembles S
t
associés à des codes correcteurs (Cf. l'exemple de la section 3.3.6-ii).
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3.3.3 Le cycle dans le modèle H

Pour un message petit, nous avons la proposition suivante:
Proposition 3.3.2  Soit C
N
le cycle d'ordre N. Pour N = 3
i
, il existe un
protocole de diusion tel que:
b
R
?
H

(C
N
) avec N = 3
i
b

b

b

=L
log
3
N = i
1
2
(N   1) = D b

Une preuve de cette proposition gure dans [28] ou [30].
La méthodologie générale de la section 3.3.2 s'applique ici en prenant :
S
t
= k3
i t
avec 0  k  3
t
; donc jS
t
j = 3
t
:
3.3.4 Les graphes hamiltoniens dans le modèle H

Une conséquence directe du résultat sur le cycle, implique les propositions
suivantes :
Proposition 3.3.3  Si G est un graphe hamiltonien d'ordre N , alors il existe
un protocole de diusion tel que :
b
R
?
H
2
(G)
b

b

b

=L
dlog
3
Ne
1
2
(N   1) b

Proposition 3.3.4  Soit G un graphe d'ordre N admettant une décompo-
sable hamiltonienne arc-disjoints, alors il existe un protocole de diusion en mode
 ports tel que :
b
R
?
H

(G)
b

b

b

dlog
3
Ne
1
2
(N   1)
b


Il sut pour cela de couper le message en  blocs de longueur
L

et de diuser
simultanément un bloc sur chaque cycle hamiltonien.
3.3.5 Le tore de dimension 2 dans le modèle H

et F

+ Pour un nombre xé d'étapes T dans un protocole de diusion, le nombre maximum
potentiel de sommets susceptible de recevoir le message est majoré par (+ 1)
T
. Dans
le tore TM(l)
2
cette valeur vaut 5
T
. Ainsi, dans cette partie Peters et Syska considèrent
le problème critique de la diusion sur les tores TM(5
i
)
2
.
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Pour un petit message, J. Peters et M. Syska [26] ont établit la proposition
suivante:
Proposition 3.3.5 ([26])  Dans le tore TM(5
i
)
2
, il existe un protocole de
diusion tel que :
b
R
?
H

(TM(5
i
)
2
)
b

b

b

=L
log
5
(5
2i
) = 2i 5
i
  1 = D b

Leur algorithme appelé circuit-switched tiling est basé sur un pavage récursif
du tore de dimension 2.
La gure 3.8 décrit le protocole de diusion utilisé dans le tore TM(5)
2
. Pour
ne pas surcharger la gure, nous avons omis de représenter tous les liens. La
gure 3.8 - a représente les chemins de communication utilisés au cours de la
première étape du protocole. Le sommet initiateur informe 4 nouveaux sommets
le long de chemins arc-disjoints de longueur 3. La gure 3.8 - b représente les
chemins de la seconde étape. Sur cette gure, en noir, sont représentés les sommets
connaissant l'information après la première étape. Ces sommets noirs ont été
choisis, comme indiqués par la méthodologie générale en section 3.3.2, de telle
sorte qu'en envoyant leur information à l'ensemble de leurs voisins directs, tout
le tore est informé. Ces communications se font sur des chemins arc-disjoints de
longueur 1.
figure - b
figure - a
Fig. 3.8  : Diusion dans le tore TM(5)
2
.
Les auteurs généralisent ce protocole de façon récursive aux tores dont le coté
est une puissance de 5. La gure 3.9 représente les quatre étapes du protocole de
diusion dans le tore TM(5
2
)
2
. Comme précédemment, pour ne pas surcharger le
dessin, nous avons omis de représenter les liens. Les points noirs représentent les
sommets connaissant l'information au début d'une étape. La gure 3.9 - a décrit
les chemins utilisés pour la première étape. En fait ces chemins sont les même
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que sur la gure 3.8 - a mais avec un facteur de dilatation de 5. La longueur de
ces chemins arc-disjoints est de 53 = 15. La deuxième étape, représentée par la
gure 3.9 - b, utilise elle aussi des chemins similaires à ceux de la gure 3.8 - b, avec
toujours un facteur de dilatation de 5. La longueur de ces chemins arc-disjoints
est de 5  1 = 5. En fait, au cours de cette étape chaque sommets noir envoie
son information au centre de chaque bloc de 5 5 sommets voisin de son propre
bloc 5  5. Enn, les gures 3.9 - c et d représentent les deux dernières étapes
du protocole. Ces deux étapes consistent simplement à eectuer le protocole de
la gure 3.8, sur chaque bloc 5  5 de façon simultanée. La longueur totale des
chemins est 15 + 5 + 3 + 1 = 24 = D(TM(5
2
)
2
). Il est possible de poursuivre la
récursion de cet algorithme aux tore TM(5
i
)
2
.
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figure - a figure - b
figure - d
figure - c
Fig. 3.9  : Diusion dans le tore TM(5
2
)
2
.
Remarque. Les pavages peuvent être adaptés à d'autres tailles, et donner ainsi
des protocoles de diusion optimaux en nombre d'étapes.
Dans le cas d'un long message, des techniques pipe-line ou arbres couvrants
disjoints seront plus appropriés. Néanmoins ces techniques simulant celles em-
ployées dans le mode commutation de messages se font au détriment du nombre
d'étapes. Dans [26], J. Peters et M. Syska, ont développé deux autres algorithme
appelé hybrides, qui combine le mode commutation de circuit avec les techniques
de pipe-line et d'arbres couvrants disjoints utilisés habituellement dans le mode
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commutation de messages. En eet, lorsque le temps de propagation du message
à travers le réseau devient important, leurs algorithmes hybrides permettent d'ef-
fectuer la diusion de façon ecace pour les trois paramètre à la fois. Ce sont
les premiers algorithmes qui utilisant le mode commutation de circuit permettent
d'obtenir de bonnes performance sur les trois paramètres simultanément. Pour
cela, nous donnons une idée de leurs algorithmes. Ces algorithmes permettent de
diminuer le paramètre b

(G) sans pour cela augmenter de façon trop importante
les deux autres paramètres b

(G) et b

(G).
L'idée sur laquelle repose ces algorithmes hybrides est la suivante. Un proto-
cole de diusion forme un arbre couvrant orienté où la racine est le sommet émet-
teur. Dans le mode commutation de message les arcs de cet arbre représentent un
lien de communication du réseau. Dans le mode commutation de circuits, chaque
arcs de l'arbre représente un chemin dans le réseau. Dans les deux cas les arcs de
l'arbre de diusion doivent être disjoints pour un instant donné. Dans le mode
commutation de message, le message doit être complètement reçu avant de pou-
voir être reémis par un n÷ud du réseau. Si le message est long, le délai entre le
début et la n de la réception du message peut-être très long. La technique du
pipe-line réduit ce délai en partitionnant le message en paquets et en les envoyant
les uns après les autres le long d'un même chemin. Ainsi, un n÷ud peut com-
mencer à reémettre le message (dès qu'il a reçu le premier paquet), avant même
d'avoir reçu tout le message. Ainsi, le délai est réduit par recouvrement des phases
de l'algorithme. Cette même technique est applicable à la commutation de circuit
si les chemins permettant le recouvrement des phases sont arc-disjoints.
Comme l'algorithme précédent, ne peut pas utiliser une méthode de recouvre-
ment de phases, les auteurs ont développé dans [26] deux algorithmes hybrides
appelés circuit-switched D&C et circuit-switched H-trees. Nous donnons ici une
idée de l'algorithme circuit-switched H-trees sur les tores TM(2
i
  1)
2
.
x
y
x
y
x
x
x x
x x
y
yy y
yy
figure - a figure - b
Fig. 3.10  : H-tree dans le tore TM(3)
2
.
La gure 3.10 montre comment réaliser une diusion dans le tore TM(3)
2
en
utilisant deux arbres de diusion arc-disjoints. Le premier est représenté par les
arcs solides, et le second par les arcs en pointillé (le second est obtenu par rotation
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de 90 degrés du premier). Ces arbres sont appelé H-tree pour des raisons évidentes.
L'algorithme utilise deux phases. La gure montre que le message est partionné
en deux paquets X et Y . Dans une première phase (gure 3.10 - a) le sommet
émetteur envoie le paquet X sur les liens verticaux et Y sur les horizontaux. Dans
l'autre phase (gure 3.10 - b), le schéma à partir du sommet source est inversé et
les quatre sommets informés après la première étape réémettent le paquet qu'il
ont déjà reçu vers leurs deux voisins dans le H-tree.
Fig. 3.11  : H-tree dans le tore TM(7)
2
.
La gure 3.11 montre un H-tree dans le tore TM(7)
2
. Ce schéma de com-
munications se généralise facilement en utilisant une dénition récursive de l'al-
gorithme de diusion utilisant des H-trees. De plus des techniques de pipe-line
peuvent être utilisé sur ce schéma de communication.
En supposant que le message initial de longueur L est partitionné en p paquets
(ou blocs) de même taille, nous résumons dans les tableaux ci-dessous, le coût de
leurs algorithmes hybrides.
b
R
?
F

(TM(2
i
)
2
)
- Algorithme - b

b

b

=L
Circuit-switched D&C i+ p  1 2
i 1
(p+ 1)
b

p
= 1 +
i 1
p
Le ot d'information de cet algorithme se comporte asymptotiquement en L
lorsque p >> i   1. Mais dans ce cas cela augmente de façon non négligeable le
nombre d'étapes.
b
R
?
F

(TM(2
i
  1)
2
)
- Algorithme - b

b

b

=L
Circuit-switched H-tree 2i+
p
2
  2 2
i 2
(
p
2
+ 3)  1
b

p
=
1
2
+
2(i 1)
p
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Le ot d'information de cet algorithme se comporte asymptotiquement en
L
2

lorsque p >> 2(i  1). Mais dans ce cas cela augmente de façon non négligeable
le nombre d'étapes.
3.3.6 Le tore de dimension k dans le modèle H

i) Algorithme de Park et Choi
Park et Choi ont étudié [24, 25] un algorithme de diusion, pour un message
petit, optimal en nombre d'étapes sur les tores TM((2k+ 1)
i
)
k
. Elles obtiennent
en particulier :
b
R
?
H

(TM((2k + 1)
i
)
k
)
b

b

=L
log
+1
N = log
2k+1
(2k + 1)
ki
= ki b

Leur algorithme est basé sur un partitionnement du tore en sous-grilles, le
sommet émetteur allant informer le centre de chaque sous-grille. Néanmoins, l'al-
gorithme conçu pour un petit message, ne prend pas en compte le paramètre
b

(TM((2k + 1)
i
)
k
). Il ne cherche pas à minimiser ce paramètre. Par exemple,
lors de la dernière étape de l'algorithme, les chemins utilisés sont de longueur
supérieure à 1.
ii) Algorithme de Delmas et Perennes
Indépendamment des travaux de Park et Choi, nous avons étudié dans [7, 8],
pour un petit message, la diusion dans les tores TM((2k + 1)
i
)
k
de dimension
k . Nous donnons des protocoles de diusion optimaux en nombre d'étapes et
quasi-optimaux pour les longueurs des chemins. Ceci généralise le résultat [26]
obtenu pour k = 2.
Peut mieux aborder cette section, le lecteur pourra également se reporter
à l'article en annexe A. Dans [7] nous montrons que notre technique s'appuie
essentiellement sur deux méthodes combinant des outils d'algèbre linéaire et de
théorie des codes. En eet, nos algorithmes sont basés sur une décomposition du
tore en domaines, qui est associée à un pavage répliqué. Nous commençons par
redonner avec notre approche le résultat obtenu par Peters et Syska (Cf. section
3.3.5) sur les tore de dimension 2. Nous verrons que cette approche permet de
généraliser aux tores de dimension supérieure.
Ainsi, si on note B
k
= fe
1
; e
2
;    ; e
k
; 0; e
1
; e
2
;    ;  e
k
g le vecteur nul et
l'ensemble des vecteurs de norme 1 de l'espace ZZ
k
2k+1
on remarque les propriétés
suivantes:
 pour k = 2 et i = 1, ZZ
2
5
= (M
2
+ I
d
)B
2
où M
2
=

1 2
2  1

,
 plus généralement pour k = 2 et 8i, ZZ
2
5
i
= (M
2i 1
2
+M
2i 2
2
+  +M
2
+I
d
)B
2
.
L'algorithme de diusion est alors le suivant :
72
Algorithme 3.3.1  Algorithme de diusion dans TM(5
i
)
2
 Pour tous les temps t allant de 1 à 2i faire
 Au temps t tout sommet x informé transmet son information aux sommets
x+M
2i t
2
B
2
.
 fin faire
On montre qu'il est possible de réaliser les communications de cet algorithme
le long de chemins arcs disjoints. Par induction les sommets informés après l'étape
t sont les éléments de l'ensemble S
t
= (M
2i 1
2
+M
2i 2
2
+    +M
2i t
2
)B
2
. Ainsi
l'algorithme dure 2i étapes et une analyse plus détaillée montre qu'il utilise des
chemins de longueur optimale. Le temps de diusion est donc b
R
?
H

(TM(5
i
)
2
) =
2i +D(TM(5
i
)
2
) + 2iL .
Nous avons généralisé cette technique aux tores TM(7
i
)
3
de dimension 3. En
utilisant la matrice :
M
3
=
0
B
@
0 1 0
 2 3 1
 1 0  3
1
C
A
nous obtenons :
b
R
?
H

(TM(7
i
)
3
)
b

b

b

=L
log
+1
N = log
7
(7
3i
) = 3i
10
9
D b

En dimension 4, sur une remarque de C. Delorme, il est préférable d'utiliser
le tore TM(3)
4
. Ainsi, en utilisant la matrice :
M
4
=
0
B
B
B
@
0 1 1 1
 1 0 1  1
 1  1 0 1
 1 1  1 0
1
C
C
C
A
on démontre de manière analogue que pour TM(3
i
)
4
nous avons :
b
R
?
H

(TM(3
i
)
4
)
b

b

b

=L
log
9
(3
4i
) = 2i D b

Plus généralement, nous montrons dans [8] (Cf. annexe A) que le nombre
d'étapes de la diusion dans le tore TM((2k + 1)
i
)
k
est optimale, le long de che-
mins de longueur quasi-optimale. Ainsi, nous avons pu établir les faits suivantes.
Proposition 3.3.6  Soit G
k
i
= TM((2k + 1)
i
)
k
. Il existe un protocole de dif-
fusion dans G
k
i
tel que b

(G
k
i
)  b

(G
k
1
)i et b

(G
k
i
) 
b

(G
k
1
)
D(G
k
1
)
D(G
k
i
).
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+ Il est remarquable que du fait des équations de récurrence le rapport
b

(G
k
i
)
D(G
k
i
)
reste
au plus xe, égal à celui obtenu pour le premier tore G
k
1
.
Corollaire 3.3.7  Il existe un protocole de diusion sur le tore TM(2k+1)
k
tel que b

(TM(2k+1)
k
) = log
2k+1
(2k+1)
k
= k et b

(TM(2k+1)
k
)  k
2
+2k+
k ln (k
2
+ 1).
Ce qui conduit au corollaire suivant :
Corollaire 3.3.8  Il existe un protocole de diusion dans le tore TM((2k +
1)
i
)
k
tel que :
b
R
?
H

(TM((2k + 1)
i
)
k
)
b

b

b

=L
log
+1
N = log
2k+1
((2k + 1)
i
k
) = ki (1 +
2
k
+ ln (k + 1))D b

Pour aboutir à ces résultats, nous avons suivit la métodologie générale décrite
en section 3.3.2 an d'eectuer une diusion optimale en nombre d'étapes sur le
tore TM(2k + 1)
k
.
Dans le tore TM(2k + 1)
k
le nombre potentiel minimum d'étapes est
log
2k+1
(2k+1)
k
= k. Eectuer une diusion optimale en k étapes revient à cher-
cher des ensembles S
t
ayant les propriétés 1, mais vériant également la condition
jS
t+1
j = (2k + 1)  jS
t
j, alors ces propriétés sont nécessaires et susantes.
An de diuser dans le tore TM(2k + 1)
k
, nous devons dénir les ensembles
S
t
. Pour obtenir une diusion en un nombre optimum d'étapes, il est nécessaire
que S
k
= ZZ
k
2k+1
. Nous chercherons ensuite à dénir l'ensemble S
k 1
à partir de
la remarque suivante.
Dans un protocole de diusion utilisant les ensembles S
t
, l'étape dans laquelle
est impliqué le plus grand nombre de communications est la dernière, c'est-à-dire
lorsque les sommets de S
k 1
informent ceux de S
k
. Comme remarqué en section
3.3.2, il est intéressant de choisir un ensemble S
k 1
réparti de telle sorte que
l'on sache réaliser aisément les communications de cette étape. C'est le cas si
l'ensemble S
k 1
vérie la dénition :
Definition. Les sommets S
k 1
sont dit être les éléments d'un code parfait,
s'il vérie la propriété suivante: chaque sommet de S
k
est soit un élément de S
k 1
soit un voisin direct (i.e. à distance 1) d'exactement un et un seul élément de
S
k 1
.
En eet, si S
k 1
est un code couvrant, alors l'union des éléments de S
k 1
et
de tous leurs voisins directs correspond à S
k
. La dernière étape se réduit alors
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à l'envoi par chaque sommets de S
k 1
du message à chacun de ses voisins, les
chemins sont alors tous de longueur 1 et clairement arc-disjoints.
Remarque. La distance dans le tore correspond à la distance de Lee sur ZZ
k
2k+1
(voir [23]). La propriété que nous recherchons sur S
k 1
se traduit [23] en théorie
des codes ainsi: S
k 1
est un code de Lee de rayon de recouvrement 1 de cardinalité
(2k + 1)
k 1
, c'est donc un code parfait de rayon 1.
De tels codes parfaits de rayon 1 sont bien connus, nous choisirons d'utiliser
S
k 1
= fx 2 S
k
j x
1
+ 2x
2
+   + kx
k
= 0 (2k + 1)g.
Nous dénissons alors les ensembles S
t
inductivement comme suit: pour k 2 
t  0 S
t
= fx 2 S
t+1
j x
t+2
= 0g. Les dénitions des ensembles S
t
se résument
par:
8
>
<
>
:
S
k
= ZZ
k
2k+1
;
S
k 1
= fx 2 S
k
j
P
t=k
t=1
tx
t
= 0 (2k + 1)g;
S
t
= fx 2 S
t+1
j x
t+2
= 0g, pour k   2  t  0:
Nous montrons dans [8] que de tels ensembles S
t
vérient les propriétés 1.
3.3.7 La grille de dimension k dans le mode H

Park et Choi [24] ont étudié le problème de la diusion dans les grilles en
considérant le cas d'un petit message. Elles montrent que, dans le cas d'une grille
M(2k + 1)
k
de dimension k, on ne peut pas atteindre la borne inférieure sur le
nombre d'étapes.
Proposition 3.3.9 ([24])  Sur la grille M(2k + 1)
k
de dimension k, le
nombre d'étapes nécessaire pour eectuer une diusion est :
b

(M(2k + 1)
k
)  log
2k+1
(2k + 1)
k
+ 1
 k + 1
En modiant leur algorithme initialement construit pour le tore de dimension
k, elles obtiennent un protocole dont le coût est :
b
R
?
H

(M((2k + 1)
i
)
k
)
b

b

=L
log
2k+1
((2k + 1)
ik
) + i + k   1 = ki+ i + k   1 b

Dans cette étude les auteurs ne considèrent pas la longueur des chemins.
+ Peu de références existent sur la diusion en mode de commutation wormhole dans
les grilles sous la contrainte F

. Du fait que tous les sommets n'ont pas le même degré,
les algorithmes n'atteignent pas la borne inférieure sur le nombre d'étapes.
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3.3.8 L'hypercube dans le modèle F

La diusion d'un petit message dans l'hypercube paraît être un problème
dicile si l'on cherche un protocole optimal en nombre d'étapes. Pour cette raison
et comme nous le verrons dans cette section, souvent les auteurs ne considère pas
la longueur des chemins, car cela conduirait à aboutir à un problème encore plus
ardu. Le coût de la diusion, dans l'hypercube de dimension n, est donc réduit
ici à b
R
?
F

(H(n)) = b

(H(n)) + b

(H(n))L . Les deux premiers protocoles que
nous proposons utilisent le mode classique de commutation de messages.
i) Algorithme de l'arbre binômial recouvrant
Une première idée est d'avoir recours à un arbre de recouvrement binômial
et de diuser le message sur les n ports de sortie. Cependant, cet algorithme,
nommé SBT pour Spanning Binômial Tree (Cf. section 3.4.3), se révèle ne pas
être une bonne approche comme l'illustre la gure 3.12. Certes, certains sommets
vont recevoir le message plus tôt que dans la version 1-port (voir gure 3.20),
mais le nombre d'étapes sera toujours n.
0101
1111
0111 1011
0011
1101
1001 0110
1110
1010 1100
1000010000100001
0000
[1]
[2]
[3]
[4]
[3] [3] [3]
[2] [2] [2] [2] [2]
[1] [1] [1]
Fig. 3.12  : Algorithme de diusion SBT dans le mode F

sur un hypercube H(4).
Ainsi, la complexité de cet algorithme est identique à celle du mode F
1
pré-
senté en section 3.4.3.
ii) Algorithme de l'arbre double
McKinley et Tretz [19] ont modié légèrement l'algorithme SBT et ont pro-
posé un algorithme nomméDT (Double Tree) an d'améliorer le nombre d'étapes.
L'idée est d'eectuer, cette fois-ci, la diusion le long de deux arbres de recou-
vrement dont les sources sont respectivement s et s.
Dans cet algorithme, le sommet émetteur, noté s, eectue la première étape de
l'algorithme SBT en mode  ports, sauf que le message envoyé dans la dimension
1, n'est pas à destination du voisin de s dans cette dimension, mais au sommet
qui lui est antipodal (i.e. s). Ensuite, les deux sommets s et s se comportent
comme les racines de deux arbres couvrants partiels. Dans le premier arbre, le
routage s'eectue en changeant les 0 en 1, et dans le second arbre, le routage
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s'eectue en changeant les 1 en 0. Un exemple de diusion dans H(5) est illustré
par la gure 3.13.
0101000011
01111
01101
01011
01001
00111
01000
00001
00010
00101
00110
1001110010
11111
11110
111001010110100
00100
11011
11101
01100
10110
11001
10111
11000
10000
11010
10001
01110
00000
01111
01101
01011
00111
00001
00010
00101
00110
1001110010
11111
11110
111001010110100
00100
11101
10110
11001
10111
10000 10001
00000
00011 01010
11010
01100
01110
01000 01001
11011
11000
Etape 1
Etape 2
Etape 3
Fig. 3.13  : Algorithme DT dans l'hypercube H(5).
En appliquant cet algorithme on obtient b
R
?
F

(H(n))  +D+L+
j
n 1
2
k
(+
 + L), soit :
b
R
?
F

(H(n))
b

b

b

=L
l
log
2
N
2
m
3
2
D b

Cet algorithme est n'est pas optimal en nombre d'étapes.
iii) Protocole utilisant des sous hypercubes disjoints
Le principe de cet algorithme, qui se trouve aussi dans [18], a été donné par
Perennes (communication privée) et est à la base de l'article de Ho et Kao [17]
qui ont obtenu des résultats similaires de façon indépendante (Cf. section 3.5.3-i).
Il construit l'ensemble S
t+1
à partir de S
t
de manière récursive.
On essaie de partitionner l'hypercube H(n) en d+1 sous hypercubes (deux à
deux sommets disjoints) H
0
; H
1
;    ; H
d
, de sorte que le sommet initiateur envoie
son message à un représentant de chaque sous hypercube selon des chemins deux
à deux arc-disjoints. A l'étape suivante, on diuse en parallèle dans chacun des
sous hypercubes et on obtient la relation suivante :
b

(H(n)) = 1 + max b

(H
i
):
L'idée est de choisir les dimensions des sous-hypercubes H
i
de sorte que le
maximum de leurs dimensions soit le plus petit possible. Si la dimension de H
i
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est n
i
, on a
P
d
i=0
2
n
i
= 2
n
. Le meilleur choix consiste à prendre tous les n
i
égaux
ou quasi égaux, c'est-à-dire n
i
= m, pour tout i, 0  i  d, ou n
i
= m ou
m + 1 pour tout i. Ceci implique (d + 1)2
m
 2
n
et (d + 1)2
m+1
> 2
n
d'où
m = n  blog
2
(d+ 1)c.
On doit donc choisir d le plus grand possible. Les chemins entre le sommet
initiateur et les représentants des d+1 sous hypercubes doivent être deux à deux
arc-disjoints. On peut choisir le sommet initiateur comme représentant du sous
hypercube auquel il appartient. Comme le degré de H(n) est n, on pourra au
plus trouver n autres chemins arc-disjoints et donc d + 1  n + 1 soit d  n.
On est donc amené à décomposer, si possible, H(n) en n+ 1 sous hypercubes de
dimension m ou m + 1 avec m = n  blog
2
(n + 1)c.
De telles décompositions existent en grand nombre. Une fois la décomposi-
tion trouvée, soit H
0
le sous hypercube contenant l'initiateur. On peut choisir
n'importe quel sommet x
i
comme représentant de H
i
. En eet, l'hypercube étant
n-connexe, il existe n chemins deux à deux sommet (et donc arc)-disjoints entre
l'émetteur et les x
i
, 1  i  n.
Pour la décomposition, une manière simple est de prendre comme sous hyper-
cubes de dimension n m (resp. n m+1) celui contenant les sommets ayant m
(resp. m + 1) coordonnées xées. Deux tels sous hypercubes sont disjoints si les
valeurs xées ne sont pas identiques. Par exemple, si n = 2
k
 1, alors n k = m.
On peut considérer les 2
k
possibilités obtenues en xant les k premières coordon-
nées (voir exemple avec n = 7). Si 2
k
  1 < n < 2
k+1
  1, on a m = n  k et on
xe les k premières coordonnées pour 2
k+1
  n   1 sous hypercubes et les k + 1
premières pour les autres (voir l'exemple ci-dessous pour n = 5).
Exemple. Exemples de décomposition. Les huit sous hypercubes (de dimension
4) pour n = 7 et les six sous hypercubes (deux de dimension 4 et quatre de
dimension 3) pour n = 5.
0002222
0012222
0102222
0112222
1002222
1012222
1102222
1112222
00222
01222
10022
10122
11022
11122
Une autre manière consiste à procéder par récurrence.
Considérons le cas n = 2
k
 1. On divise les sous hypercubes cherchés en deux
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catégories : ceux dont la dernière coordonnée vaut 0 et les k 1 autres coordonnées
xées sont choisies parmi les dimensions 1; 2;    ; 2
k 1
 1 et ceux dont la dernière
coordonnée vaut 1 et les k   1 autres coordonnées xées sont choisies parmi
2
k 1
; 2
k 1
+2;    ; 2
k
 1. On répète le processus k fois (voir l'exemple ci-dessous).
Exemple. Exemples de décomposition avec n = 3 et n = 7.
020 H
0
120 H
1
211 H
2
201 H
3
0202220 H
0
1202220 H
1
2112220 H
2
2012220 H
3
2221201 H
4
2222111 H
5
2222011 H
6
2220201 H
7
Nous verrons dans la section3.5.3-i que cette méthode à l'avantage de pouvoir
réaliser les étapes de communications le long de chemins arc-disjoints en utilisant
une fonction de routage classique de l'hypercube.
En résumé, nous avons :
Théorème 3.3.10 
b

(H(n))  b

(H(n  log
2
(n+ 1))) + 1
Une application répétée de ce théorème fournit un protocole asymptotiquement
optimal.
b
R
?
F

(H(n))
b

(H(n))


n
log
2
(n+1)

= 

log
+1
N

Sans fonction de routage imposée, on peut eectuer la diusion en deux étapes
sur H(5), ce qui est optimal.
Proposition 3.3.11  Pour un hypercube de dimension 5, b

(H(5)) = 2.
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Preuve. L'idée est de choisir
5 sommets relativement éloignés
comme ensemble S
1
pour que la
diusion s'eectue approximative-
ment entre des sommets voisins à la
deuxième étape.
Les 5 sommets choisis pour S
1
sont
00111, 10101, 01110, 11011 et 11100.
Il est aisé de trouver des chemins
disjoints pour cette étape. Ensuite,
comme le montre la gure 3.14, ces
sommets diusent le message à tous
les sommets non informés selon des
chemins de longueur 1 excepté dans
quatre cas où l'on a besoin de che-
mins de longueur 2 ou 3. 2
01011
01001
00111
01000
00010
00101
00110
11110
111001010110100
11101
10110
11000
11111
00100
10000
00000
00001
00011 01010
0111101110
01100
01101
1101010010 10011
10001
10111
11001
11011
Fig. 3.14  : Diusion dans le mode F

sur H(5).
Remarque. La valeur obtenue pour H(5) permet d'améliorer d'autres valeurs
par le théorème 3.3.10 comme par exemple n = 8 pour lequel b

(H(8)) = 3.
iv) Protocole basé sur les codes
Ce protocole est présenté dans la thèse de Kodate [18]. Il utilise pour n =
2
m
  1 l'existence de codes linéaires cycliques très particuliers. Ainsi, l'ensemble
S
t 1
correspond à l'existence de codes parfaits de Hamming (Cf. [23]). En eet,
un sommet de l'hypercube peut être considéré comme un mot binaire d'un code,
la distance dans l'hypercube correspond à la distance de Hamming entre 2 mots
du code.
v) Résumé des résultats sur l'hypercube
Le tableau suivant montre la borne inférieure et les nombres d'étapes néces-
saires avec diérents algorithmes proposés.MT désigne l'algorithme de McKinley
et Tretz (section 3.3.8-ii), HK celui de Ho et Kao (Cf. section 3.5.3-i), HK
0
ce-
lui présenté en section 3.3.8-iii et Codes celui obtenu par l'utilisation de codes
correcteurs d'erreur et présenté en section 3.3.8-iv.
3.3.9 Le Buttery dans le modèle F

Nous étudions ici la diusion sur le graphe Buttery orienté de degré (entrant
et sortant) d = 2, noté
~
WBF(2; n). Comme nous l'avons vu dans le chapitre 1.4,
nous utiliserons, dans le but de simplier la représentation graphique où le niveau
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n 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16    31
Borne inf. 2 2 2 2 3 3 3 3 3 4 4 4 4 4 4 5
MT 2 2 2 3 3 4 4 5 5 6 6 7 7 8 8 16
HK 2 2 2 3 3 3 4 4 4 5 5 5 6 6 6    10
HK
0
2 2 2 2 3 3 3 4 4 4 5 5 5 5 6 9
Codes 2 3 3 4 4 5
Tab. 3.1  : Nombres d'étapes nécessaires avec diérents algorithmes de diusion
dans l'hypercube H(n).
0 est dédoublé . Dans cette étude, nous ne prendrons pas en compte la longueur
des chemins. La borne inférieure sur le nombre d'étapes est b

(
~
WBF(2; n)) =
l
log
d+1
(n2
n
)
m
=
l
n log
d+1
2 + log
d+1
n
m
. Il semble dicile de trouver un protocole
atteignant cette borne inférieure. Nous donnons donc ici un protocole ecace,
mais non optimal.
Comme le graphe Buttery est un graphe de Cayley, nous pourront supposer
dans la suite, sans perdre de généralité, que le sommet émetteur est (0; 0). Alors
nous cherchons à construire un algorithme de diusion utilisant deux phases
2
.
Dans la première phase, le sommet émetteur envoie son information à tous les
sommets du niveau 0. Puis dans la seconde phase, l'ensemble des sommets infor-
més diuse l'information au reste du réseau. Ainsi, le nombre d'étapes nécessaires
à un tel protocole sera la somme du nombre d'étapes de la phase 1 et de la phase
2, et nous le noterons :
b

(
~
WBF(2; n)) = b
1

(
~
WBF(2; n)) + b
2

(
~
WBF(2; n))
Dans la suite nous aurons besoin de la dénition suivante.
Definition. Soit (x; l), avec x 2 ZZ
n
2
et l 2 ZZ
n
, les sommets du graphe orienté
~
WBF(2; n), alors on appelle ligne(x) le circuit (x; 0); (x; 1);    ; (x; n  1); (x; 0).
Nous commençons par résoudre la seconde phase du protocole.
Proposition 3.3.12  Si dans
~
WBF(2; n) les 2
n
sommets d'un même niveau
connaissent l'information, alors il est possible de diuser l'information sur les
(n  1)2
n
autres sommets en dlog
3
ne étapes.
Preuve. Comme tous les niveaux jouent le même rôle, nous supposerons sans
perdre de généralité que tous les sommets du niveau 0 connaissent l'information.
Alors les sommets détenant l'information sont tous sur une ligne(x) diérente.
Pour être optimal en nombre d'étapes, il faut simuler la diusion d ports opti-
male du cycle sur chaque ligne. Comme le graphe est orienté, toujours dans le
2: Une phase peut contenir plusieurs étapes
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même sens, il n'est pas possible de simuler la diusion du cycle en n'utilisant que
les arcs de pente
3
0. Cependant, comme le graphe est 2-régulier, chaque sommet
à un degré 2 entrant et sortant. Ainsi, si chaque sommet du niveau 0 envoie son
information selon deux chemins arc-disjoints, l'un n'utilisant que les pentes 0,
l'autre que les pentes 1, alors il est possible en une première étape d'informer 2
nouveaux sommets sur chacune des lignes. L'un reçoit son information du som-
met du niveau 0 de sa propre ligne (en utilisant que les pentes 0), l'autre reçoit
l'information d'un sommet de niveau 0 en provenance d'une autre ligne (en utili-
sant que des pentes 1). Comme toutes les lignes utilisent simultanément le même
protocole et comme les chemins utilisent soit que des arcs de pente 0 ou bien que
de pente 1, alors les chemins sont arc-disjoints. En appliquant le même type de
stratégie, pour les étapes suivantes (i.e. un sommet connaissant l'information la
renvoie selon deux chemins, l'un n'utilisant que les pentes 0, l'autre que les pentes
1), et comme le protocole est le même sur chaque ligne, alors il est possible de
simuler la diusion optimale en nombre d'étapes du cycle le long de chemins
arc-disjoints sur chacune des lignes. 2
Nous nous intéressons maintenant à la première phase du protocole. Pour cela
il faut étudier la diusion sur tous les sommets du niveau 0. Pour ce problème,
la borne inférieure sur le nombre d'étape est
l
n log
d+1
2
m
.
Nous étudions dans un premier temps la diusion dans
~
WBF(2; 3). La gure
3.15, montre comment le sommet (000; 0) informe tous les sommets du niveau 0
en deux étapes.
3: Cf. section 1.4.2 pour une dénition de pente.
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0 1 2 0 0 1 2 0
Figure-a Figure-b
000
001
010
011
100
101
110
111
000
001
010
011
100
101
110
111
Fig. 3.15  : Diusion dans
~
WBF(2; 3) sur les sommets de niveau 0. Au cours de
la première étape (gure-a), l'initiateur informe les sommets (010; 0) et (101; 0)
par des chemins arc-disjoints. Durant la seconde étape (gure-b) les trois sommets
détenant l'information informent tous les sommets du niveau 0 par des chemins
arc-disjoints.
Remarque. Notons qu'en utilisant la proposition 3.3.12 et l'algorithme de dif-
fusion sur le cycle, nous pouvons informer les sommets restants en une étape,
c'est-à-dire eectuer de façon optimale la seconde phase du protocole. Les che-
mins utilisés sont :
(
8x 2 ZZ
3
2
; (x; 0) ! (x; 1) ! (x; 2) et
8x 2 ZZ
3
2
; (x; 0) ! (x + 1; 1)
Le coût global de la diusion est donc b

(
~
WBF(2; 3)) = 2 + dlog
3
3e = 3.
Nous pousuivons l'étude sur le
~
WBF(2; 6). Nous montrons que nous pouvons
induire un protocole de diusion à partir de celui décrit pour
~
WBF(2; 3). Le
protocole consiste à informer en deux étapes les sommets (y 000; 0) 8y 2 ZZ
3
2
. La
gure 3.16-a montre comment le sommet (0; 0) informe dans une première étape
les sommets (010 000; 0) et (101 000; 0). La gure 3.16-b montre comment les
sommets (y 000; 0) avec y 2 ZZ
3
2
reçoivent l'information au cours de la seconde
étape. Remarquons que ces deux première étapes correspondent aux deux pre-
mières étapes de la diusion dans
~
WBF(2; 3) lorsque l'on xe les trois bits de
poids faibles des sommets à 000 (i.e. en considérant les sommets (y 000; 0) avec
y 2 ZZ
3
2
).
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110
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101
110
111
000
001
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001
010
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011
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0 1 2 3 4 5 0 0 1 2 3 4 5 0
000
001
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011
100
101
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111
000
001
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011
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110
111
Figure-a Figure-b
Fig. 3.16  : Représentation des deux premières étapes de la diusion dans
~
WBF(2; 6). Par souci de clarté, nous ne représentons pas les liens du graphe,
mais seulement les chemins arc-disjoints utilisés aux cours des deux premières
étapes.
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Ainsi après la seconde étape les sommets (y 000; 0) 8y 2 ZZ
3
2
, i.e. tous les
sommets 000 de chaque copie y 2 ZZ
3
2
du niveau 0, ont reçu l'information. Il est
alors possible d'informer en deux étapes tous les sommets du niveau 0. Pour cela
il sut d'appliquer simultanément le protocole du
~
WBF(2; 3) dans chaque copie
y du
~
WBF(2; 6). Les gure 3.17-a et gure 3.17-b montre comment appliquer ce
protocole dans une copie y. Comme le
~
WBF(2; 3) n'a que 3 niveau, les chemins
traversant les niveaux 3,4 et 5 utilisent toujours des arcs de pentes 0.
000
001
010
011
100
101
110
111
1 4 5 0
x
0 2 3
000
001
010
011
100
101
110
111
0 1 2 3 4 5 0
x
Figure-bFigure-a
Fig. 3.17  : Représentation des étapes 3 (gyre-a) et 4 (gure-b) de la diusion
dans
~
WBF(2; 6). On applique simultanément sur chaque copie x 2 ZZ
3
2
les deux
premières étapes de la diusion dans
~
WBF(2; 3).
Remarque. Après ces 4 premières étapes, tous les sommets du niveau 0 con-
naissent l'information. Il est alors possible d'achever le protocole en dlog
3
6e = 2
étapes grâce à la proposition 3.3.12 et le protocole sur le cycle. Le coût global de
la diusion est b

(
~
WBF(2; 3)) = 6.
En fait, il est possible d'induire un tel protocole sur le Buttery
~
WBF(2; 3i).
Pour cela il faut remarquer que le graphe Buttery
~
WBF(2; n) possède une dé-
composition récursive qui est détaillée en annexe D. Cette décomposition montre
que les n+1 premiers niveaux de
~
WBF(d; n+1) forment d sous-graphes sommets
disjoints chacun isomorphique à
~
WBF(d; n). Cette relation reste bien entendue
valable lorsque d = 2. A partir de cette propriété, on établit la relation de récur-
rence suivante :
Proposition 3.3.13  Le nombre d'étapes nécessaires pour eectuer la pre-
mière phase de la diusion dans le graphe
~
WBF(2; p+ q) est :
b
1

(
~
WBF(2; p+ q)) = b
1

(
~
WBF(2; p)) + b
1

(
~
WBF(2; q)):
En particulier, nous avons :
b
1

(
~
WBF(2; 3i)) = b
1

(
~
WBF(2; 3(i  1))) + b
1

(
~
WBF(2; 3))
= i  b
1

(
~
WBF(2; 3)) = 2i
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Coût du protocole lorsque n = 3i
Nous analysons ici le coût de notre protocole sur le graphe
~
WBF(2; n) avec
n = 3i. Sur un tel réseau, le nombre optimal d'étapes est b

(
~
WBF(2; 3i)) =
dlog
3
(3i) + 3i log
3
2e. Comme nous l'avons déjà fait remarquer, il semble di-
cile de trouver un protocole atteignant cette borne. C'est pourquoi nous avons
proposé un protocole récursif non optimal mais ecace. Rappelons que l'idée
est d'eectuer la diusion en deux phases. La première consiste à informer les
sommets du niveau 0. Puis durant une seconde phase, on achève le protocole
en eectuant des simulations de diusion optimale dans le cycle (ligne du But-
tery). Le nombre minimum d'étapes d'un tel protocole est b

(
~
WBF(2; 3i)) =
d3i log
3
2e+ dlog
3
(3i)e. Or le protocole récursif que nous proposons à un coût de
b

(
~
WBF(2; 3i)) = id3 log
3
2e + dlog
3
(3i)e = 2i + dlog
3
(3i)e =
2
3
n + dlog
3
(3i)e.
Comme
2
3
 0; 666 et que log
3
2  0; 630, notre protocole est donc proche de
l'optimal.
Coût du protocole pour n quelconque
Dans le graphe
~
WBF(2; n) pour n quelconque, on eectue la division eu-
clidienne de n par 3, i.e. n = 3p + r avec 0  r < 3, nous savons alors par
induction que nous pouvons informer le premier niveau en 2(p + 1) = 2
l
n
3
m
étapes, tandis que la diusion dans les cycles s'eectue de façon optimale. Le
nombre total d'étapes pour eectuer les deux phases de notre protocole est donc
b

(
~
WBF(2; n)) = 2
l
n
3
m
+ dlog
3
ne.
Remarque. Considérons la classe des algorithmes récursifs fonctionnant en
deux phases : la première pour informer tous les sommets d'un niveau, l'autre
pour simuler la diusion optimale sur les cycles. L'algorithme que nous avons
présenté ici pour le
~
WBF(2; n) fait partie de cette classe. Comme nous savons
toujours réaliser la seconde phase de façon optimale, nous examinons ici uni-
quement la première phase. Notre induction commençant sur
~
WBF(2; 3) nous
obtenons pour la première phase un coecient de
2
3
n lorsque n est un multiple
de 3, pour le nombre d'étapes. Nous avons vu que cette valeur est relativement
bonne car proche de log
3
2. Néanmoins on peut se demander s'il n'aurait pas été
plus judicieux de commencer l'induction avec une autre valeur de n an d'obtenir
un coecient encore plus proche du log
3
2. On peut montrer qu'il est toujours
possible de s'approcher de plus en plus de log
3
2, mais que cela nécessite de dé-
marrer l'induction avec un n de plus en plus grand. Supposons que l'on démarre
l'induction sur
~
WBF(2; p), alors le nombre d'étapes nécessaire pour eectuer la
première phase sur
~
WBF(2; n) avec n = ip sera noté f(p) n. Nous donnons dans
le tableau 3.2 les premières valeurs de la fonction f(p).
Ce tableau montre que la première valeur, meilleure que f(3), est f(11). Cela
signie, qu'il faudrait eectuer la première phase de diusion de façon optimale
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p 2 3 4 5 6
f(p) 1
2
3
 0; 666
3
4
= 0; 75
4
5
= 0; 8
4
6
=
2
3
p 7 8 9 10 11
f(p)
5
7
 0; 714
6
8
= 0; 75
6
9
=
2
3
7
10
= 0; 7
7
11
 0; 636
p 12 13 14 15 16
f(p)
8
12
=
2
3
9
13
 0; 692
9
14
 0; 642
10
15
=
2
3
11
16
 0; 687
Tab. 3.2  : Tableau des premières valeurs de f(p). En supposant que l'induction
commence sur
~
WBF(2; p), alors le nombre d'étapes nécessaire pour eectuer la
première phase dans
~
WBF(2; n) avec n = ip est de la forme f(p)  n.
sur
~
WBF(2; 11), an d'induire un algorithme récursif ayant un meilleur coût que
le notre. Le calcul montre qu'il faut aller jusqu'à f(30)  0; 633 pour obtenir la
première valeur meilleure que f(11).
Ranement de notre protocole
Nous avons vu que pour appliquer notre protocole sur
~
WBF(2; n) avec n
quelconque, il fallait commencer par eectuer la division euclidienne de n par
3, soit n = 3p + r avec 0  r < 3. Nous allons voir comment améliorer de
façon simple le nombre d'étapes de la première phase de notre protocole pour
certaine valeurs de n. Pour cela utilisons l'exemple du
~
WBF(2; 7). Sur ce graphe,
la première phase de notre protocole nécessite 6 étapes. Or, en remarquant que
le nombre d'étapes sur le
~
WBF(2; 6) est 4, nous montrons qu'il est possible de
construire simplement un protocole n'utilisant que 5 étapes sur
~
WBF(2; 7). Le
protocole utilisé est le suivant : comme sur chaque niveau de
~
WBF(2; 7) il y
a 2  64 = 128 sommets, nous commençons par couper en deux parties P
1
et
P
2
le graphe
~
WBF(2; 7) où P
1
(resp. P
2
) est le sous-graphe engendré par les
sommets (x; l) avec 0  x  63 (resp. 64  x  127) et l 2 ZZ
n
. Alors, nous
commençons par informer en 4 étapes les 64 sommets du niveau 0 de P
1
. Pour
cela, nous appliquons simplement l'algorithme de
~
WBF(2; 6) sur P
1
. Alors, il est
clair qu'en une étape, les 64 sommets du niveau 0 de P
1
peuvent informer les 64
autres sommets de niveau 0 de P
2
le long de chemins arc-disjoints. Il sut par
exemple que le sommet (0; 0) trouve un chemin quelconque vers un sommet du
niveau 0 de P
2
, et que chaque autre sommet de P
1
utilise un chemin parallèle à
celui de (0; 0).
Ainsi, il est clair que pour n = 3p+1, le nombre d'étapes de la première phase
est égal à 2
n 1
3
+ 1 = 2p+ 1. Le coût global de notre protocole est donc :
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b
R
?
F

(
~
WBF(2; n)) avec n = 3p ou n = 3p+ 2
b

b

=L
2
l
n
3
m
+ dlog
3
ne b

b
R
?
F

(
~
WBF(2; n)) avec n = 3p+ 1
b

b

=L
2
3
(n  1) + 1 + dlog
3
ne b

Remarque. Une autre approche du problème, consiste à essayer de construire là
encore un algorithme fonctionnant en deux phases, mais qui ne soit plus récursif.
Une tel protocole permettrait d'être optimal pour la première phase, c'est-à-dire
d'atteindre dn log
3
2e étapes sur
~
WBF(2; n). Nous pensons que dans ce type
d'approche la méthodologie à utiliser est celle décrite en section 3.3.2.
+ Il semble possible qu'une stratégie semblable à la notre puisse être utilisé dans la
version non orienté du ButteryWBF(2; n). En particulier, la seconde phase consistant
à diuser sur les cycles s'eectuera en

log
2d+1
n

. Pour cela, il sut d'appliquer notre
protocole de la version orienté simultanément dans les deux directions dans le graphe
non orienté. Il resterait alors à déterminer un protocole ecace pour la première phase,
consistant à informer tous les sommets d'un même niveau. En induisant, de manière
semblable à la notre, un algorithme récursif à partir du protocole optimal pour la
première phase sur WBF(2; n) décrit en gure 3.18, nous obtiendions un coût en

n
2

étapes.
000
001
010
011
10 0
Fig. 3.18  : Représentation de la première phase du protocole de diusion sur le
Buttery BF(2; 2) non orienté à partir du sommet (0; 0). Cette phase qui consiste
à informer tous les sommets de niveau 0 s'eectue en une étape (donc de façon
optimale).
Cette valeur est a comparer au log
5
2 = 0; 430. Le calcul montre que pour obtenir un
meilleur coût que

n
2

étapes, il faudrait commencer l'induction sur WBF(2; 9), le coût
de la première phase serait alors de 4

n
9

.
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3.4 La diusion avec fonction de routage imposée
dans le modèle 1 port
3.4.1 Le tore de dimension 2 dans le modèle F
1
En étudiant le problème de la diusion partielle, McKinley, Xu, Esfahanian
et Ni [21] ont proposé une méthode utilisant une fonction de routage de type
e-cube (correspondant à un routage du type XY sur le tore et que l'on notera
R
XY
) et permettant de diuser un message à un ensemble de N processeurs en
log
2
(N+1) étapes. Bien que cette méthode soit initialement prévue pour eectuer
des diusions partielles, elle peut être appliquée au cas d'une diusion [20, 22].
L'idée est basée sur le tri des destinations, i.e. l'ensemble des processeurs
dans le cas d'une diusion, suivant l'ordre lexicographique des dimensions pour
former une séquence . Le processeur source scinde successivement en deux la
séquence . Si la source se trouve dans la demie partie inférieure (respectivement
supérieure) de , elle envoie un message au plus petit processeur de la demie
partie supérieure (respectivement inférieure). Ce processeur va alors à son tour
jouer le rôle de source et retransmettre le message aux autres sommets en utilisant
la même stratégie. A chaque message est associée la liste des sommets destinations
qu'il doit atteindre.
Remarque. Cette stratégie est aussi applicable aux grilles et aussi aux hyper-
cubes et génère des chemins arc-disjoints.
Dans le cas des tores, il faut légèrement changer la façon dont est divisée la
séquence  en eectuant une rotation des adresses de telle sorte que l'adresse de
la source apparaisse en première position dans la liste  [27]. En appliquant cet
algorithme on obtient :
b
R
XY
F
1
(TM(l
1
; l
2
))
b

b

b

=L
dlog
2
(N + 1)e dlog
2
(N + 1)eD b

3.4.2 La grille de dimension 2 dans le modèle F
1
Barnett, Payne, van de Geijn et Watts [2] ont généralisé leur algorithme de
diusion, présenté en section 3.2.5, au cas des grilles M(p
1
; p
2
) dont le nombre
de processeurs par dimension n'est pas une puissance de deux. La grille est nu-
mérotée de façon classique, c'est-à-dire, soit par colonne, soit par ligne, soit en
serpentin. Leur algorithme de diusion s'exécute en fait sur un chemin virtuel de
N = p
1
p
2
processeurs, numérotés de 0 à N   1 de la gauche vers la droite (voir
gure 3.19). Ce chemin est plongé dans la grille en utilisant le plongement induit
par la numérotation des sommets de la grille et du chemin. Leur algorithme divise
les processeurs du chemin virtuel en deux partitions de taille approximativement
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égale. La racine émet le message vers le processeur le plus à droite (respectivement
à gauche) de la nouvelle partition ne contenant pas la racine, si la nouvelle par-
tition est à gauche (respectivement à droite) de la racine. L'algorithme s'exécute
de façon récursive dans la partition contenant la racine. Dans l'autre partition,
le sommet venant de recevoir le message devient la racine, et envoie le message
uniquement vers la gauche (respectivement la droite). La gure 3.19 illustre cet
algorithme sur une grille 3 3, numérotée par ligne.
0 1 2 3 4 5 6 7 8
0
0
0
1
1
1
2
2
2
3
3
3
4
4
4
5
5
5
6
6
6
7
7
7
8
8
8
Etape 1
Etape 2
Etape 3
Etape 4
5
2
87
4
10
3
6
0
6 7
4
1 2
5
8
0
3 3
6 7
4 5
21
8
2
5
87
4
10
3
6
Etape 2
Etape 3 Etape 3
Etape 1
Fig. 3.19  : Illustration d'une diusion dans une grille 3  3. L'algorithme de
diusion opère en fait sur une chaîne de longueur 9.
Cet algorithme requiert dlog
2
Ne étapes. Les auteurs montrent que chaque
étape est exempte de conits si un routageXY , que l'on noteraR
XY
, est employé.
On obtient comme temps de diusion :
b
R
XY
F
1
(M(p
1
; p
2
))
b

b

b

dlog
2
Ne dlog
2
NeD b

3.4.3 L'hypercube dans le modèle F
1
Comme nous l'avons déjà signalé, l'algorithme de diusion classique nommé
SBT (pour Spanning Binomial Tree) [13, 15] développé en mode commutation de
messages atteind les bornes inférieures en commutation de circuits (Cf. section
3.2.1), sur le nombre d'étapes et les longueurs de chemins utilisés. Cet algorithme
utilise un routage e-cube que l'on notera R
e cube
. La gure 3.20 illustre cet algo-
rithme pour un hypercube de dimension 4.
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0101
1111
0111 1011
0011
1101
1001 0110
1110
1010 1100
1000010000100001
0000
[1] [4][3][2]
[4][3][2] [3] [4] [4]
[3] [4] [4] [4]
[4]
Fig. 3.20  : Algorithme de diusion SBT dans le mode F
1
sur un hypercube H(4).
La complexité de cet algorithme est :
b
R
e cube
F
1
(H(n))
b

b

b

=L
log
2
N log
2
N b

3.5 La diusion avec fonction de routage imposée
dans le modèle  ports
3.5.1 Le tore de dimension 2 et 3 dans le modèle F

Tsai et McKinley [36] ont mis en ÷uvre un algorithme pour les tores basé sur
la notion d'ensemble dominant étendu (voir la section 3.5.2 sous le même type de
contrainte). Leur algorithme utilise une fonction de routage déterministe de type
XY Z, que l'on notera R
XY
, avec 3 types de canaux virtuel par dimension.
Pour le tore de dimension 2, de coté en puissance paires de 2, les auteurs
obtiennent b
R
XY
F

(TM(2
2k
)
2
)  2k( + L) +
4
3
(2
2k
  1), soit :
b
R
XY
F

(TM(2
2k
)
2
)
b

b

b

=L
log

N
4
3
(D   1) b

Pour le tore de dimension 2, de coté en puissance impaires de 2, ils obtiennent
b
R
XY
F

(TM(2
2k+1
)
2
)  (2k + 1)( + L) + (2
2k+2
  2
k+2
+ 2), soit :
b
R
XY
F

(TM(2
2k+1
)
2
)
b

b

b

=L
log

N 2D   4
q
D
2
+ 2) b

Enn pour le tore de dimension 3, avec 7 6
m
+1  z  7 6
m+1
, le coût de
leur protocole est b
R
XY
F

(TM(2
k+2
; 2
k+2
; z))  ((k + 2) + (m+ 2))(+D + L),
soit :
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b
R
XY
F

(TM(2
k+2
; 2
k+2
; z)) avec 7 6
m
+ 1  z  7 6
m+1
b

b

b

=L
O(log
 2
N) O(log
 2
N)D b

Remarque. Les algorithmes développés par Tsai et McKinley n'atteignent pas
les bornes inférieures en nombre d'étapes. Cela est principalement dû au fait que
la fonction de routage utilisée est déterministe et ne permet pas d'employer tous
les chemins possibles pour connecter deux sommets distants.
3.5.2 La grille de dimension 2 et 3 dans le modèle F

Dans le cas des grilles de dimension 2, Tsai et McKinley [34, 35] ont proposé
une méthode basée sur les ensembles dominants (dominating sets) et ensembles
dominants étendus (extended dominating sets).
Definition. Etant donné un graphe G = (V;E), un sous-ensemble V
0
 V est
un ensemble dominant si tout sommet v 2 V est soit dans V
0
, soit connecté à au
moins un sommet de V
0
par une arête de E.
sommet de niveau 0
sommet de niveau 1
sommet de niveau 2
sommet de niveau 3
(b)(a) (c)
Fig. 3.21  : Ensembles dominants étendus dans une grille 16  16. (a) Les 4
sommets de niveau 3 informent les sommets de niveau 2 dans la grille 16  16.
(b) Au sein de chaque sous-grille 8 8, les 4 sommets de niveau 2 informent les
sommets de niveau 1. (c) Au sein de chaque sous-grille 4 4, les 4 sommets de
niveau 1 informent les sommets de niveau 0.
Tsai et McKinley généralisent cette notion d'ensemble dominant et intro-
duisent la notion d'ensemble dominant étendu en permettant que les sommets
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de V   V
0
soient dominés par les sommets de V
0
par des chemins arc-disjoints
deux à deux. Si les sommets de V
0
connaissent l'information, alors ils peuvent
informer tous les sommets de V   V
0
en une étape (voir gure 3.21). Le but est
donc de trouver une suite d'ensembles dominants étendus telle que les sommets
d'un ensemble dominant de niveau i dominent les sommets de l'ensemble domi-
nant de niveau i   1. Leur stratégie consiste à trouver des schémas d'ensembles
dominants récursifs qui forment des motifs réguliers. La gure 3.21 illustre un
exemple sur une grille 16 16. Dans le cas d'une grille M(2
k
; 2
k
), cet algorithme
nécessite k+2 étapes. Le facteur additif 2 étant dû à deux étapes d'initialisation
nécessaires dans le cas où la source n'appartient pas à un ensemble dominant. En
appliquant leur algorithme on obtient :
b
R
XY
F

(M(2
k
)
2
)  2(+ (2
k+1
  2) + L) +
k
X
i=1

 + (2
i+1
  2) + L

 (k + 2)+

2
k+3
  2k   8

 + (k + 2)L
Soit,
b
R
XY
F

(M(2
k
)
2
)
b

b

b

=L
2 + log

N 4D   2k b

Tsai et McKinley ont appliqué cette notion au cas des grilles de dimension
3 [33]. Le nombre d'étapes nécessaires à leur algorithme dans le cas d'une grille
M(2
k+2
; 2
k+2
; 4:3
m
) est k +m + 4 ce qui donne comme coût :
b
R
XY
F

(M(2
k+2
; 2
k+2
; 4:3
m
))
b

b

b

=L
1 + log
 2
N (1 + log
 2
N)D b

3.5.3 L'hypercube dans le modèle F

Dans toute la partie traitant de la diusion dans l'hypercube, nous suppo-
serons que l'initiateur dans H(n) est le sommet 0
n
. Ceci ne restreint en rien la
généralité du problème, car l'hypercube est un graphe de Cayley et donc sommet
transitif.
Nous dirons également, en utilisant la terminologie de [32], qu'un routage est
ascendant (resp. descendant) dans l'hypercube, si pour toute paire de som-
met (x; y), le chemin de x à y est un routage des plus courts chemins et si
les coordonnées sont changées dans l'ordre croissant (resp. décroissant) des
dimensions. Un tel routage ascendant (resp. descendant) est appelé routage
e-cube et sera noté R
e cube
.
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Exemple. Si le sommet 000 envoie un message au sommet 111, alors
 le chemin (000; 100); (100; 110); (110; 111) correspond à un routage e-cube
ascendant,
 le chemin (000; 001); (001; 011); (011; 111), correspond à un routage e-cube
descendant,
 par contre le chemin (000; 010); (010; 110); (110; 111) ne correspond pas à
un routage e-cube.
Remarque. Il a été montré par Dally et Seitz [6] que le routage e-cube est sans
interblocage. C'est pour cela qu'une telle fonction de routage est très souvent
utilisée dans les algorithmes de communications de l'hypercube [32].
Tout d'abord signalons que les deux algorithmes, présentés en section 3.3.8-i
et ii, s'appliquent aussi avec une fonction de routage e-cube.
i) Protocole utilisant des hypercubes disjoints
Dans la thèse de Kodate [18], il est montré que l'approche récursive (Cf. section
3.3.8-i) est avantageuse, car il est facile d'exhiber les chemins arc-disjoints utilisés
à chaque étape. En eet, l'avantage de ce découpage est que l'on peut trouver une
bijection entre les d dimensions et les d sous hypercubes (autre que celui où les k
coordonnées xées valent 0) de sorte que l'hypercube H
i
contienne son premier 1
dans la dimension i. Si on prend comme représentant x
i
de H
i
, le sommet dont
les coordonnées non xées valent 0 ; et si P
i
est le plus court chemin de 0
n
à x
i
obtenu en changeant d'abord la dimension i puis les autres dans l'ordre croissant,
alors les chemins P
i
sont deux à deux arc-disjoints. Notons que leur longueur est
k et en fait ils correspondent à un routage ascendant de type e-cube. Ainsi, avec
un tel routage le résultat est identique qu'en section 3.3.8-i, c'est-à-dire :
b
R
?
F

(H(n))
b

b

=L


n
log
2
(n+1)

= 

log
+1
N

b

Ce résultat est aussi décrit dans [17] où Ho et Kao donnent une manière très
particulière d'exhiber les n + 1 sous hypercubes H
i
et leurs représentants x
i
de
sorte que les chemins entre x et x
i
soient ceux du routage e-cube. Le coût de la
diusion est lui aussi asymptotiquement optimal (identique à celui de la partie
iii précédente).
Remarque. Ce résultat n'est optimal qu'asymptotiquement. Ho et Kao mon-
trent de plus, que pour n = 5, si l'on impose un routage e-cube, alors tout
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protocole nécessite au moins trois étapes, alors que l'on a vu (Cf. section 3.3.8-i)
que si l'on n'impose pas de condition sur le routage, on peut en fait eectuer la
diusion de façon optimale en deux étapes.
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Chapitre 4
L'échange total et la
multidistribution en mode
commutation de circuits
4 Ce chapitre, partie intégrante du chapitre 2, dresse une
synthèse des travaux qui nous paraissent les plus signicatifs
sur les problèmes de l'échange total et de la multidistribu-
tion, tout du moins lorsque l'on cherche en premier lieu à
minimiser le nombre d'étapes.
Rappelons, comme précédemment, que dans tout ce chapitre, nous considé-
rons des protocoles de diusion synchrones, c'est-à-dire se déroulant comme une
succession d'étapes.
4.1 L'échange total   Hypothèses
supplémentaires
A ce niveau, les hypothèses utilisées pour le problème de la diusion ne sont
plus susantes. En eet, l'échange total nécessite de décrire plus nement les
contraintes technologiques dues aux routeurs. Du début jusqu'à la n d'une dif-
fusion, le message qui circule sur le réseau est le même, et donc, conserve toujours
la même taille L. Dans le problème de l'échange total, chaque sommet du réseau
doit diuser sa propre information, i.e. le message initial de chaque sommet est
diérent. Par simplicité, nous utiliserons une hypothèse supplémentaire sur la
taille des messages initiaux.
Hypothèse 3  Les longueurs initiales des messages intervenant dans une opé-
ration d'échange total sont toutes identiques (de taille L).
100
En outre, en mode k-ports, un sommet est susceptible de recevoir k messages
au cours d'une étape (par exemple, après la première étape un sommet peut avoir
reçu k messages diérents, chacun de longueur L). Lors de l'étape suivante, ce
même sommet peut vouloir retransmettre, en parallèle sur k de ses ports, l'en-
semble des nouvelles informations qu'il a reçues, plus eventuellement la sienne.
Or, cette information peut avoir une taille bien supérieure à L. Il est donc né-
cessaire de connaître les contraintes sur les tailles des messages susceptibles de
transiter sur les liens en une étape. Si cette taille est supérieure à L, il faudrait
aussi prendre en compte le temps de concaténation des messages à l'intérieur
des routeurs. Par souci de simplicité, nous utiliserons l'hypothèse supplémentaire
suivante :
Hypothèse 4  La taille des messages pouvant circuler sur un lien de commu-
nication est indénie. Le temps de concaténation de messages à l'intérieur d'un
routeur est négligeable et ne sera pas pris en compte.
Remarque. Cette seconde hypothèse est réaliste lorsque les messages devant
être échangés sont initialement de petites tailles. Ainsi, dans la suite de cette
partie, nous nous intéresserons avant tout au problème de l'échange total de mes-
sages de petites tailles, et nous évoquerons essentiellement les protocoles essayant
de minimiser le nombre d'étapes.
4.2 L'échange total
sans fonction de routage imposée
4.2.1 Bornes inférieures générales
Proposition 4.2.1  Soit G, un graphe d'ordre N et de diamètre D, alors le
temps d'échange total sous la contrainte k-ports dans G est minoré par :
g
R
?
F
k
(G)  max(
l
log
k+1
N
m
;D;
N   1
k
L)
Nous donnons dans [12, 13], une borne inférieure non triviale sur le nombre
d'étapes nécessaire à l'échange total.
Théorème 4.2.2 ([13])  Soit G un graphe orienté symétrique d'ordre N , de
degré (entrant ou sortant) maximum  et d'arc-indice de transmission
1
(G) et
1: Cf. [17] pour une dénition de l'arête ou arc-indice de transmission.
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soit t
0
=
l
log
+1
N
m
, alors le nombre d'étapes de l'échange total sous la contrainte
F

est minoré par :
g

(G)  t
0
+ log
+1
 
(G)
N
!
  O(log
+1
log
+1
N)
Preuve. Cf. annexe B. 2
4.2.2 Le cycle dans le modèle F

Dans le modèle F

, il est plus pratique de considérer le circuit orienté symé-
trique que le cycle. Ainsi, dans cette partie nous noterons par C
N
le circuit orienté
symétrique d'ordre N .
Suivant le paramètre que l'on cherche à optimiser, il y a deux approches
triviales, chacune favorable à l'un des paramètres de l'échange total.
1. Initialement, chaque sommet transmet son message à ses deux voisins di-
rects. Puis chaque sommet renvoie sur son voisin de droite (resp. de gauche)
le message reçu à la n de l'étape précédente de son voisin de gauche (resp.
de droite). Le coût de ce protocole est :
g
R
?
F

(C
N
)
g

g

g

=L
j
N
2
k j
N
2
k j
N
2
k
2. Dans un premier temps on eectue l'inverse de l'opération de diusion,
décrite en section 3.3.3, pour obtenir une concentration de tous les messages
sur un seul sommet. Dans un second temps, le sommet en possession de
l'ensemble de l'information eectue la diusion de la section 3.3.3. Le coût
de ce protocole est :
g
R
?
F

(C
N
)
g

g

g

=L
Phase de concentration log
3
N
N 1
2
N 1
2
Phase de diffusion log
3
N
N 1
2
N log
3
N
Somme des deux phases 2 log
3
N N   1 N log
3
N +
N 1
2
L'approche 1 est favorable aux cas de longs messages, tandis que l'approche 2 est
favorable aux petits messages.
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4.2.3 Le tore de dimension k dans le modèle F

Avant de passer en revue les principaux travaux eectués sur le tore, nous
donnons la borne inférieure sur le nombre d'étapes dans la cas d'un tore de
dimension k. En appliquant le théorème 4.2.2 avec la proposition suivante :
Proposition 4.2.3 (M.C. Heydemann, J.C. Meyer, D. Sotteau [17])  L'arc
indice de transmission du graphe orienté symétrique TM(n)
k
est
(TM(n)
k
) =
n
k 1
2
$
n
2
4
%
;
nous obtenons dans [12, 13] une borne inférieure sur le nombre d'étapes nécessaire
à l'échange total dans le tore carré de coté n et de dimension k.
Corollaire 4.2.4  Soit le graphe orienté symétrique TM(n)
k
, de degré (en-
trant ou sortant)  = 2k, alors le nombre d'étapes de l'échange total sous la
contrainte F

est minoré par :
g

(TM(n)
k
)  (k + 1) log
2k+1
(n)  O(log
2k+1
log
2k+1
n)
+ Il existe une analogie entre l'arc-indice de transmission et la bissection sommets,
puisque dans [27], Klasing établit une borne inférieure du même type, en utilisant la
bissection sommets (mais dans un modèle qu'il appelle two-way vertex-disjoint paths
mode).
De plus, en appliquant les algorithmes classiques d'échange total développés
dans le cadre du mode commutation de paquets [11, 14, 28, 31], il est possible
de donner une borne supérieure du coût de l'échange total dans le tore carré de
coté n de dimension 2 (d'ordre N = n
2
).
g
R
?
F

(TM(n)
2
)  D(TM(n)
2
)( + ) +
&
(N   1)L
4
'

i) Le tore de dimension 2 - Protocole ne minimisant pas le nombre
d'étapes
Dans [30], Peters et Syska proposent une adaptation simple de leur algo-
rithme de diusion (Cf. section 3.3.5) pour eectuer un échange total. L'idée
est de concentrer dans une première phase l'ensemble de l'information sur un
seul sommet (en appliquant dans le sens inverse l'algorithme de diusion). Puis
dans une seconde phase, le sommet connaissant toute l'information eectue une
diusion. Le coût de cette stratégie dans le tore TM(5
i
)
2
d'ordre N est :
g
R
?
F

(TM(5
i
)
2
)
g

g

g

=L
2 log
+1
N 2D
N
4
+N log
+1
N
Cette stratégie n'est pas optimale en nombre d'étapes.
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ii) Le tore de dimension 2 - Protocole minimisant le nombre d'étapes
Calvin, Perennes et Trystram [9, 10] ont développé un algorithme optimal
en nombre d'étapes. Leur algorithme procède récursivement et est construit de
façon similaire à l'algorithme de diusion de Peters et Syska (Cf. section 3.3.5).
Ils utilisent un pavage du tore avec des tuiles en forme de croix. La gure 4.1
illustre cet algorithme sur un tore 5 5.
(c)(b)(a)
Fig. 4.1  : Echange total dans le tore TM(5)
2
en trois étapes : (a) concentration
de l'information des sommets de chaque  croix  au centre de la croix. La taille
des messages échangés est L et la longueur des chemins est 1. (b) échange total
entre les sommets centres des cinq croix. La taille des messages échangés est 5L et
la longueur des chemins est 3. (c) diusion de l'information à partir des sommets
centres des croix sur leur voisins directs. La taille des messages échangés est 25L
et la longueur des chemins est 1.
Leur algorithme, qui procède de façon récursive sur le tore TM(5
i
)
2
d'ordre
N = 5
2i
, a un coût de :
g
R
?
F

(TM(5
i
)
2
)
g

g

g

=L
3
2
log
+1
N
5
4
D
3
2
N  
5
p
N+1
4
Cet algorithme optimal en nombre d'étapes est approprié pour de petits messages.
Dans le cas où la taille des messages est plus longue, les auteurs proposent une
amélioration du facteur de transmission au détriment du nombre d'étapes.
g
R
?
F

(TM(5
i
)
2
)
g

g

g

=L
2 log
+1
N
3
2
D
1
2
N +
3
p
N 1
4
iii) Le tore de dimension 3 - Protocole minimisant le nombre d'étapes
Dans [12, 13] nous présentons, pour de petits messages, un algorithme optimal
en nombre d'étapes sur les tores TM(7
i
)
3
de dimension 3. Les principes sont
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semblables à ceux développés en section 4.2.3-ii et reposent sur une technique
générale que nous pouvons résumer ainsi :
Algorithme 4.2.1  Algorithme générique pour un tore TM(n
i
)
k
 si i = 1
1. Concentrer l'information sur un ensemble de représentants.
2. Eectuer un échange total des représentants.
3. Distribuer l'information au reste du réseau
 sinon:
1. Concentrer l'information sur un ensemble de représentants.
2. Partitionner l'ensemble des représentants en familles de façon à ce que
chaque famille forme un tore TM(n
i 1
)
k
.
3. Eectuer en parallèle un échange total au sein de chaque famille.
4. Eectuer un échange total entre les familles.
5. Distribuer l'information au reste du réseau
L'algorithme 4.2.1 fonctionne à condition de déterminer un ensemble de re-
présentants et de familles vériant certaines propriétés. Il faut aussi dénir un
échange total des représentants lorsque i = 1. C'est ce que nous avons fait dans
[12, 13] pour les tores de dimension 3. Pour cela, nous utilisons comme ensemble
de représentants les sommets appartenant à des codes de Lee parfaits [29]. Nous
montrons qu'il est possible, sur le tore de dimension 3, de réaliser à chaque étape
de l'algorithme des communications le long de chemins arc-disjoints. En particu-
lier, lorsque i = 1 nous obtenons sur le tore TM(7)
3
(i.e. n = 7, k = 3 et i = 1)
un protocole dont le coût est :
g
R
?
F

(TM(7)
3
)
g

g

g

=L
(k + 1) log
2k+1
n = 4
12
9
D = 12 1 + 7 + 7
2
+ 7
3
ce qui est optimal pour le nombre d'étapes et quasi-optimal pour la longueur des
chemins. Grâce aux propriétés de l'ensemble des représentants choisi (celui déni
comme un code de Lee parfait), nous montrons qu'il est possible d'appliquer
l'algorithme 4.2.1 sur les tores TM(7
i
)
3
(i.e. n = 7
i
, k = 3, i  1 et N = 7
3i
).
Dans ce cas, le coût de notre protocole est :
g
R
?
F

(TM(7
i
)
3
)
g

g

g

=L
(k + 1) log
2k+1
n = 4i
12
9
D

57
49
(7
i 1
  1) + 7
3 2i
  7
 3i

N
6
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Dans [13], nous examinons aussi le cas où la longueur des messages est plus
importante. Nous montrons que l'on peut, à condition d'augmenter le nombre
d'étapes, utiliser plus ecacement la bande passante du réseau. Le coût de ce
protocole, sur le tore TM(7
i
)
3
(i.e. n = 7
i
, k = 3, i  1 et N = 7
3i
), est :
g
R
?
F

(TM(7
i
)
3
)
g

g

g

=L
5i
13
9
D

22
49
(7
i 1
  1) + 19  7
1 2i
  7
 3i

N
6
iv) Le tore de dimension k - Protocole ne minimisant pas le nombre
d'étapes
Dans [26] Juurlink, Rao et Sibeyn proposent plusieurs algorithmes d'échange
total dans les grilles et tores de dimension k. Il est important de noter que les au-
teurs ne cherche pas ici à optimiser le nombre d'étapes. Ils se placent dans le cadre
d'un message de longueur moyenne (i.e. ni de très grande taille, ni de très petite
taille), et proposent des algorithmes ayant un bon compromis entre le nombre
d'étapes et le ot d'information. Dans cette étude les auteurs ne considèrent pas
les longueurs des chemins.
L'idée générale est basée sur le fait suivant : comme il existe des protocoles très
ecaces pour des petits messages mais très mauvais dans le cas où les messages
sont longs et qu'il existe des protocoles très ecaces pour de longs messages mais
très mauvais dans le cas où les messages sont petits, alors un protocole hybride
mélangeant ces deux approches devrait être ecace pour des messages de taille
moyenne. Pour illustrer cette idée, les auteurs donnent dans [26] le protocole
utilisé dans le cas du cycle (tore de dimension 1).
Nous avons vu à la section 4.2.2, qu'il existe deux approches triviales pour
eectuer un échange total dans le cycle, l'une favorable aux longs messages (ap-
proche 1), l'autre favorable aux messages de petite tailles (approche 2). A partir
de ces deux méthodes ils construisent l'algorithme 4.2.2. Pour cela on considère
que chaque sommet du cycle C
N
a une donnée de taille 1.
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Algorithme 4.2.2  Algorithme hybride d'échange total dans le cycle
Soit deux entiers positifs a et b.
1. Concentrer
N
a
informations sur a sommets équitablement espacés en utilisant
l'aproche 2. Ces sommets sont appelés points de concentration.
2. Durant

a
2

étapes les points de concentration s'échangent leurs donnée de taille
N
a
en utilisant l'approche 1.
3. Durant dlog
a
N   1e phases (une phase comprend plusieurs étapes), on augmente
le nombre de points de concentration de a jusqu'à N . L'information est envoyée
à a  1 nouveaux points entre deux points de concentration dénis après l'étape
1, en b 

a
2

étapes avec des paquets de taille
N
2b a+2
.
Remarque. L'algorithme 4.2.2 est identique à celui de l'approche 1 lorsque
a = N .
La gure 4.2 donne un exemple de cet algorithme pour N = 9, a = 3 et b = 2.
1/9 de l’information 3/9 de l’information 1/1 de l’information1/2 de l’information
(b)(a)
(c-1) (c-2)
Sommet ayant :
Fig. 4.2  : Algorithme hybride d'échange total dans le cycle. Les paramètres
utilisés sont N = 9, a = 3 et b = 2. Au cours de la première étape (gure-a) l'in-
formation est distribuée sur 3 points de concentration. La seconde étape (gure-b)
correspond à l'échange des informations entre chaque point de concentration. En-
n les gures c   1 et c   2 montrent comment les points de concentrations qui
connaissent toute l'information, la renvoient, en coupant ici le message en 2 pa-
quets, sur les autres sommets.
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Le coût de de leur protocole dépend donc des deux paramètres a et b.
g
R
?
F

(C
N
)
g

g

=L
Phase 1 log
3
N
a
N
2a
Phase 2
j
a
2
k j
a
2
k
N
a
Phase 3 (log
a
(N)  1)b (log
a
(N)  1)b
l
N
2b a+2
m
Le coût global pour b

et
b

L
est la somme des coûts de chacune des trois phases.
Bien entendu les meilleurs choix de a et b dépendent des autres paramètres de
la machine (i.e. ,  et L). Pour certaines valeurs xées de ces paramètres, les
auteurs trouvent par un calcul sur ordinateur les meilleurs choix de a et b. L'étude
du comportement de leur algorithme montre qu'il est mieux approprié au cas de
messages de longueur moyenne par rapport à l'approche 1 ou 2, ce qui est bien
entendu tout à fait normal.
Les auteurs généralisent ce type d'approche aux cas des tores de dimension
2 et supérieure. Ils montrent là aussi que cette approche hybride garde un bon
comportement même sur des tores de grande dimension dans le cas de messages
de longueur moyenne.
Remarque. Moyennant quelques modications mineures (nécessitant notam-
ment d'adapter le protocole d'échange total du cycle à celui de la chaîne), les
auteurs sont en mesure d'adapter l'ensemble de leurs protocoles au cas des grilles
de dimension k.
4.2.4 L'hypercube dans le modèle F

Signalons enn, le récent résultat de Fujita et Yamashita, puisque dans [16], les
auteurs donnent un protocole asymptotiquement optimal pour le nombre d'étapes
dans l'hypercube H(n). En fait, ils étudient un problème plus général appelé
group-gossiping problem qui correspond à eectuer un échange total entre un
sous-ensemble de sommet U  V de l'hypercube H(n) = (V;E), et construisent
pour cela un algorithme nécessitant
log
2
jU j
log
2
n
+ o
 
log
2
jU j
log
2
n
!
étapes, ce qui est asymptotiquement optimal. Ce résultat reste bien entendu
valable pour l'échange total, c'est-à-dire lorsque U = V . Le coût global est alors :
g
R
?
F

(H(n))
g

log
2
N
log
2
n
+ o

log
2
N
log
2
n

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4.3 L'échange total avec fonction de routage im-
posée
4.3.1 L'hypercube dans le modèle F

Les algorithmes développés en mode commutation de paquets [14, 21, 34]
saturant complètement les liens, atteignent les bornes inférieures sur la longueur
des chemins et le ot d'information. En utilisant un routage e-cube, le coût du
protocole sur l'hypercube de dimension n d'ordre N = 2
n
est :
g
R
e cube
F

(H(n))
g

g

g

=L
log
2
N D
N 1

4.3.2 L'hypercube dans le modèle F
1
Seidel [33] propose un algorithme très simple d'échange total où chaque pro-
cesseur envoie une copie de son message aux 2
n
  1 autres sommets. Il montre
qu'en utilisant une fonction de routage e-cube cet algorithme se révèle être sans
conit. Le coût de cet algorithme est g
R
e cube
F
1
(H(n)) 
P
n
i=1

n
i

( + i + L),
soit :
g
R
e cube
F
1
(H(n))
g

g

g

=L
N   1 D2
D 1
N   1
Cet algorithme est optimal en temps de propagation, mais pas en temps d'initia-
lisation ni en distance de chemin emprunté.
Cependant, l'algorithme développé en mode commutation de circuit, consis-
tant à échanger toute l'information détenue par un sommet, dimension par di-
mension (en utilisant un routage e-cube), obtient de meilleures performances. Le
coût d'un tel protocole est g
R
e cube
F
1
(H(n)) 
P
n
i=1
(+  + 2
i
L), soit :
g
R
e cube
F
1
(H(n))
g

g

g

=L
log
2
N D N   1
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4.4 La multidistribution   Notations et
hypothèses supplémentaires
On trouve dans la littérature deux grandes classes d'algorithmes de multi-
distribution. Une première approche consiste à envoyer les messages de façon
directe, c'est-à-dire sans étape intermédiaire entre la source et la destination des
messages. La seconde approche utilise des envois de messages regroupés, et donc
des retransmissions. Dans le premier cas, nous parlerons d'algorithmes directs
et dans le second d'algorithmes indirects. Dans le but de bien diérencier ces
deux approches, nous utiliserons la notation suivante.
Notation 6  Le coût d'un protocole de multidistribution dans un graphe G,
sera noté par m
R;Direct
M
(G) dans le cas d'un algorithme de type direct et m
R
M
(G)
dans le cas indirect. M et R ont les mêmes signications que celles dénies en
notation 3.
Dans le cas d' algorithmes indirects, nous ferons l'hypothèse supplémentaire
suivante :
Hypothèse 5  Dans un algorithme de multidistribution du type indirect, les
divers temps de recopies mémoire et réarrangement de messages au sein des rou-
teurs sont négligeables et ne seront pas pris en compte.
Comme dans le cas de l'échange total, cette hypothèse est réaliste lorsque
les messages sont de petite taille. De plus, dans tous les cas nous adopterons
l'hypothèse 3 sur la longueur initials des messages.
4.5 La multidistribution
sans fonction de routage imposée
4.5.1 Bornes inférieures générales
Proposition 4.5.1  Soit G un graphe d'ordre N de diamètre D(G). Le coût
de la multidistribution sous la contrainte 1-port est minoré par :
m
R
?
F
1
(G)  max (dlog
2
Ne;D(G); L(N   1))
La borne inférieure sur la multidistribution dans un graphe G proposée par
Fraigniaud et Lazard [14] s'applique au mode commutation de circuits sous la
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contrainte F

. Ils appliquent le principe de globalité, i.e. en comparant la quan-
tité d'information devant circuler dans le réseau par rapport à la capacité de ce
dernier.
Proposition 4.5.2 ([14])  Soit j 
i
u
j le nombre de sommets à distance i d'un
sommet u d'un graphe G dont la bande passante totale est B
G
. On a :
m
R
?
F

(G) 

P
u2V
P
D
i=1
ij 
i
u
j

B
G
L
De plus, les bornes inférieures sur le temps de la multidistribution dans un
modèle -ports sont identiques au mode de commutation de paquets.
Proposition 4.5.3  Soit G un graphe d'ordre N de degré  et de diamètre
D(G).
m
R
?
U

(G)  max
l
log
+1
N
m
;D(G)

4.5.2 Compromis entre le nombre d'étapes et
le ot d'information
Bruck, Ho, Kipnis et Weathersby [8] ont étudié la multidistribution dans le
cadre d'une machine parallèle k-ports, où tout processeur peut communiquer
avec tout autre processeur. Ils s'intéressent donc seulement aux deux paramètres
m

(G) et m

(G). Leur approche suppose que les performances d'une communica-
tion point-à-point entre deux processeurs ne dépend pas de la paire de processeurs
considérée, donc que la topologie sous-jacente est le graphe complet.
Les auteurs prouvent que l'optimisation simultanée des paramètres m

(G) et
m

(G) est incompatible. Pour cela, ils fournissent des bornes inférieures expri-
mant le nombre minimum d'étapes m

(G) en fonction de la quantité de données
échangées m

(G), c'est-à-dire le compromis
2
qu'il est nécessaire de faire entre
ces deux paramètres. Clairement, ceci signie que diminuer le ot d'information
implique d'augmenter le nombre d'étapes (et inversement) d'un protocole de mul-
tidistribution (Cf. section 3.1.2). Les bornes obtenues dans le graphe complet sont
valables sur un graphe G quelconque en mode commutation de circuits.
Théorème 4.5.4 ([8])  Soit G un graphe d'ordre N . Dans tout algorithme
de multidistribution, sous la contrainte F
1
,
si m

(G) = log
2
N alor m

(G) = 
(N log
2
(N)L):
Théorème 4.5.5 ([8])  Soit d  0 et G un graphe de degré  et d'ordre
N = ( + 1)
d
. Dans tout algorithme de multidistribution, sous la contrainte F

,
si m

(G) = log
+1
N alor m

(G) 
N log
+1
N
+ 1
L:
2: Trade-o en américain.
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Proposition 4.5.6 ([8])  Soit G un graphe d'ordre N de degré . Dans tout
algorithme de multidistribution, sous la contrainte F

, si chaque sommet transmet
exactement
N 1

L données, alors :
m

(G) 
N   1

:
4.5.3 La chaîne dans le modèle F
1
i) Algorithme de Scott
Scott étudie dans [32] des algorithmes d'échange total personnalisé du type
direct dans les chaînes. En considérant le nombre de messages qui doivent être
échangés entre la partie gauche et la partie droite dans un chaîne P
N
, Scott
obtient comme borne inférieure :
m

(P
N
) 
j
N
2
kl
N
2
m
, pour les algorithmes de type direct.
Il propose un algorithme d'échange total personnalisé dans un chemin P
N
qui
atteint la borne inférieure en nombre d'étapes. A chaque étape, quatre processeurs
participent et envoient leur information suivant un cycle. Les quatre processeurs
(notés A;B;C et D) sont choisis de tel sorte qu'il n'y ait pas de conit. Pour tout
processeur A et B de la première moitié de P
N
, les deux autres processeurs C etD
sont les processeurs symétriques de A et B respectivement (voir gure 4.3). Toutes
les paires source-destination existent sauf celles entre processeurs symétriques (il
y en a
N
2
) pour lesquelles il faut réaliser des étapes spéciales d'échange entre deux
processeurs. Le cas où le nombre de processeurs est impair est similaire, sauf pour
les étapes spéciales pour lesquelles trois processeurs envoient des données (voir
gure 4.3).
(c)(b)(a)
A B C D
Fig. 4.3  : Diérentes phases au cours de l'échange total personnalisé dans un
chemin P
N
. (a) étape normale d'échange entre 4 processeurs (N pair ou impair).
(b) étape spéciale dans le cas où N est pair. (c) étape spéciale dans le cas où N
est impair.
Ainsi, lorsque N = 2n est pair :
m
R
?
;Direct
F
1
(P
N
) 
N
2
X
i=1

(2i  1)(+ L) + 2
i 1
X
j=1
2i  1  j

soit un coût de :
m
R
?
;Direct
F
1
(P
N
) avec N = 2n
m

m

m

=L
N
4
2
N
8
3
N
4
2
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Lorsque N = 2n+ 1 est impair :
m
R
?
;Direct
F
1
(P
N
) 
N 1
2
X
i=1

2i ( + L) + 2
i
X
j=1
2i  j + 1

soit un coût de :
m
R
?
;Direct
F
1
(P
N
) avec N = 2n+ 1
m

m

m

=L
N
2
 1
4
N
3
+N
2
 N 1
8
N
2
 1
4
ii) Algorithme de Takkella et Seidel
Dans [38] Takkella et Seidel développent un algorithme de multidistribution
pour un chemin P
N
qui s'exécute en deux phases. Soit h =
l
N 1
2
m
. Lors de
la première étape de la première phase, chaque processeur groupe les messages
destinés aux h processeurs situés à sa droite (de façon cyclique) et envoie ces h
messages vers son voisin de droite. Les processeurs gardent les messages dont ils
sont destinataires et retransmettent le reste. Cette opération de décalage cyclique
est répétée h fois. La seconde phase est similaire à la première mais dans la
direction opposée et comporte N  h  1 étapes. Le temps de cet algorithme est :
m
R
?
F
1
(P
N
)
m

m

m

=L
N   1 D
2
l
N
2
mj
N
2
k
4.5.4 La grille de dimension 2 dans le modèle F
1
i) Algorithmes de Bokhari et Berryman
Bokhari et Berryman [4] proposent de simuler sur une grille M(2
k
)
2
, l'algo-
rithme SBT de multidistribution développé sur hypercube (Cf. section 4.6.2).
Pour cela, la grille est successivement partitionnée en deux suivant l'axe des x et
l'axe des y, et les échanges de messages se font de part et d'autre de la frontière.
Après la phase 1, tous les messages ont rejoint la moitié de la grille dans laquelle
se trouve leur destination. Après la phase 2, ils sont dans le bon quadrant, etc.
Au cours de la phase i, les échanges doivent s'eectuer en 2
i 1
étapes pour éviter
les conits. Le temps de cet algorithme est :
m
F
1
(M(2
k
; 2
k
)) 
k
X
i=1
2

2
i 1

+ 2
2k 1
L

+ 2
2(i 1)




2
k+1
  2

 +
2
3
(2
2k
  1) +

2
3k
  2
2k

L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Soit,
m
R
?
F
1
(M(2
k
)
2
)
m

m

m

=L
2(
p
N   1)
1
6
(D
2
+ 4D) N(
p
N   1)
Les mêmes auteurs proposent un autre algorithme nommé quadrant exchange
qui exécute des séquences de 3 types d'échanges, illustrées par la gure 4.4 -(a).
Ces trois types d'échanges permettent à quatre sommets d'échanger entre eux leur
données en trois étapes et sans conit. A la première phase, la grille est divisée en
quadrants, et chaque sommet échange ses données avec les sommets symétriques
(par rapport à x, par rapport à y et par rapport au centre) dans les autres
quadrants en eectuant une séquence de trois échanges. An d'éviter les conits,
seuls certains sommets sont autorisés à communiquer, et une phase s'eectue
donc en plusieurs séquences. A la n de la première phase, toutes les données ont
transité vers leur bon quadrant. L'algorithme s'exécute alors récursivement au
sein de chacun des quadrants. La gure 4.4 -(b) illustre cet algorithme sur une
grille 4 4.
=++
(b)
(a)
Fig. 4.4  : (a) La séquence de trois types d'échanges appliquée récursivement au
cours de l'algorithme par quadrant. (b) Algorithme par quadrant sur une grille
4 4. La première phase s'exécute en deux étapes. La deuxième phase s'exécute
en une étape.
Le temps de cet algorithme est :
m
F
1
(M(2
k
; 2
k
))  3
k
X
i=1
2
i 1

+ 2
2 k 2
L + 4

2
i
  1



 3(2
k
  1)+

8  4
k
  12  2
k
+ 4

 +
3
4
(2
3k
  2
2k
)L
Soit,
m
R
?
F
1
(M(2
k
)
2
)
m

m

m

=L
3(
p
N   1) 2(D
2
+D)
3
4
N(
p
N   1)
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ii) Algorithmes de Takkella et Seidel
Takkella et Seidel [38] modient la séquence d'échanges qui était employée
dans l'algorithme de Bokhari et Berryman décrit en section 4.5.4-i en l'augmen-
tant d'une étape mais en permettant de couvrir plus de sommets, ce qui réduit
globalement le nombre d'étapes. Le temps de leur algorithme est :
m
F
1
(M(2
k
; 2
k
))  4
k
X
i=1
2
i 2

 + 2
2 k 2
L + 6

2
i
  1



Soit,
m
R
?
F
1
(M(2
k
)
2
)
m

m

m

=L
2(
p
N   1) 2(D
2
+D)
1
2
N(
p
N   1)
De plus, les auteurs proposent d'adapter leur algorithme initalement déve-
loppé pour les chaînes (Cf. section 4.5.3-ii) aux grilles M(p
1
; p
2
) en l'utilisant
d'abord sur les lignes pour amener les messages dans la bonne colonne, puis sur
les colonnes pour les amener à leur destination nale. Le coût de cet algorithme
pour une grille M(p
1
; p
2
) est :
m
R
?
F
1
(M(p
1
; p
2
))
m

m

m

=L
p
1
+ p
2
  2 (p
1
  1)
2
+ (p
2
  1)
2
l
p
1
2
mj
p
1
2
k
p
2
+
l
p
2
2
mj
p
2
2
k
p
1
ce qui donne, dans le cas d'une grille M(2
k
)
2
:
m
R
?
F
1
(M(2
k
)
2
)
m

m

m

=L
2(
p
N   1)
D
2
2
1
2
N
p
N
iii) Algorithmes de Sundar, Jayasimha, Panda et Sadayappan.
Dans [35], Sundar, Jayasimha, Panda et Sadayappan proposent un algorithme
nommé cyclic exchange (CE). Cet algorithme est de type indirect, i.e. il regroupe
un certain nombre de données que doit envoyer un processeur à un sous-ensemble
de processeurs de la grille, et les envoie à un représentant de ce sous-ensemble.
Cet algorithme est illustré par la gure 4.5 dans le cas d'une grille M(8)
2
.
115
Phase 1 Phase 2 Phase 3
Fig. 4.5  : Algorithme cyclique exchange (CE) sur une grille 8 8.
Sur cet exemple, l'algorithme requiert trois phases. Au cours de chaque phase
i, avec i = 0; : : : ; k   1, les processeurs communiquent avec deux autres proces-
seurs qui sont à distance 2
i
, un sur la même ligne, et l'autre sur la même colonne.
Les processeurs sont coloriés comme un échiquier de façon à entrelacer les com-
munications pour qu'il n'y ait pas de conit. Au cours de chaque phase i, avec
i = 1; : : : ; k   1, une première moitié des processeurs communiquent horizonta-
lement (par exemple les blancs sur la gure 4.5), et l'autre moitié communique
verticalement (les noirs) ce qui requiert 2
i 1
étapes. Cet ordre est ensuite inversé.
La dernière phase i = 0, s'eectue en deux étapes. Le temps de cet algorithme
est :
m
F
1
(M(2
k
; 2
k
)) 
k 1
X
i=1
2
i
(+ 2
i
 +
2
2k
2
L) + 2(+  +
2
2k
2
L)
Soit,
m
R
?
F
1
(M(2
k
)
2
)
m

m

m

=L
p
N
1
3

D
2
4
+D + 3

1
2
N
p
N
Les même auteurs présentent dans [36] un algorithme hybride construit à
partir de l'algorithme CE (Cf. section 4.5.4-iii) et de l'algorithme DE (décrit
en section 4.6.1). Cette approche est très similaire à celle employée dans le cas
des hypercubes [3, 19, 20] (voir section 4.6.2-ii sous la même contrainte). Ils
remplacent les K dernières phases de l'algorithme CE par une multidistribution
réalisée à l'aide de l'algorithme DE (K = 0 correspond à l'algorithme CE, et
K = N correspond à l'algorithme DE). Le temps de cet algorithme, pour K > 0
est :
m
R
?
F
1
(M(2
k
)
2
)  2
3K 2
( + 2
K 1
 + 2
2k 2K
L) +
k K
X
i=1
2
i
(+ 2
i
 +
2
2k
2
L)
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Soit,
m
R
?
F
1
(M(2
k
)
2
)
m

m

m

=L
2
k K+1
+ 2
3K 2
  2
4
k K+1
3
+
2
4K
8
 
4
3
2
k

2
k K
+ 2
K 2
  1

+ Sundar et al. remarquent dans leur article [36] que pour des grilles et/ou des messages
de taille importante, il peut être avantageux, lors de la mise en ÷uvre des algorithmes,
d'insérer des barrières de synchronisation entre les phases, voire entre chaque étape, an
de réduire les conits qui peuvent survenir au sein d'une machine parallèle du fait de
l'asynchronisme des processeurs. De plus, ils considèrent que les temps d'initialisation
des diérentes étapes au sein d'une même phase sont  recouverts . Cela permet de
diminuer avantageusement le facteur d'initialisation, mais nous n'en avons pas tenu
compte dans notre modèle.
Remarque. Par rapport aux algorithmes de multidistribution indirects que
nous venons de présenter, l'algorithme CE de Sundar et al. est celui qui obtient
les meilleures performances que cela soit en nombre d'étapes (
p
N) ou en temps
de propagation
1
2
N
p
NL .
Par contre nous verrons en section 4.6.1 que les algorithmes de type direct
présentés par Scott obtiennent les meilleures performances en terme de temps de
propagation
1
4
N
p
NL mais requièrent un nombre important d'étapes. Cepen-
dant, par dénition, ces algorithmes ne nécessitent pas de recopies mémoire ni
de réarrangement de messages. Le temps nécessaire à ces divers mouvement de
données au sein de la mémoire n'est pas pris en compte dans les complexités des
algorithmes indirects et peuvent accroître le temps de ces algorithmes.
An de réduire le nombre d'étapes, Thakur et Choudhary [39], ainsi que
Fraigniaud et Peters [15] présentent des algorithmes d'échange total personnalisé
qui ne sont pas sans conit. Leur modèle suppose que les messages se partagent
la bande passante des liens de communication. Il est dicile de pouvoir comparer
leurs algorithmes étant donné que notre modèle suppose l'absence de conit.
Néanmoins leur approche est intéressante dans la mesure où sur les machines
actuelles, plusieurs messages peuvent être multiplexés sur un lien.
4.5.5 Le tore de dimension 2 dans le modèle F
1
i) Algorithme de Hinrischs, Kosak, O'Hallaron, Striker et Take et de
Horie et Hayashi.
Hinrischs, Kosak, O'Hallaron, Striker et Take [18] mettent en ÷uvre des al-
gorithmes de multidistribution directe en modiant les routeurs iWARP [6, 7]
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pour qu'ils se synchronisent sur les phases des algorithmes de multidistribution,
évitant les phases de synchronisation globale nécessaires pour que les algorithmes
soient eectivement sans conit.
Les auteurs généralisent l'algorithme de Scott [32] développé sur un chemin P
N
(Cf. section 4.5.3-i) au cas des anneaux C
N
, et applique une méthode similaire,
à celle des grilles, pour l'étendre au cas des tores. Une borne inférieure sur le
nombre d'étapes dans le cas d'un tore de dimension n est :
m

(TM(p)
n
) 
p
n+1
8
, pour les algorithmes de type direct.
Le temps de leur algorithme est :
m
R
?
;Direct
F
1
(TM(p)
2
)
m

m

m

=L
N
p
N
8
N
p
N
8
D m

Ce protocole est optimal en nombre d'étape dans le cas d'algorithmes directs.
Remarque. Notons que Horie et Hayashi [22] présentent des algorithmes directs
sur des tores utilisant le même genre de stratégie.
ii) Algorithme de Tseng, Gupta et Panda
Dans [40], Tseng, Gupta et Panda proposent un algorithme d'échange total
personnalisé indirect dans un tore TM(2
k
)
2
. Les processeurs du tore sont di-
visés en quatre groupes qui forment un pavage du tore suivant ses diagonales,
i.e., le groupe i est composé des processeurs dont les coordonnées x; y vérient :
(x   y) mod 4 = i. Au cours de chaque étape, les processeurs ne communiquent
qu'avec un autre processeur du même groupe, chaque groupe ayant une direction
particulière an d'éviter les conits (voir gure 4.6).
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Phase 6Phase 5Phase 4
Phase 1 Phase 2 Phase 3
Fig. 4.6  : Exemple de propagation suivant la diagonale sur un tore 8 8. Seul
quelques chemins représentatifs ont été tracés sur cette gure. Tous les sommets
de même couleur communiquent avec un autre sommet à une position similaire.
Le temps de cet algorithme est :
m
F
1
(T (2
k
; 2
k
))  4(+ 2
2n 1
L) + 6  +
n 1
X
i=2
2
i 1

+ 2
i
 + 2
2n 1
L



2
k 1
+ 2

 +
 
10
3
+
4
k
6
!
 +
 
2
2 k
+
2
3 k
4
!
L
Soit,
m
R
?
F
1
(TM(2
k
)
2
)
m

m

m

=L
p
N
2
+ 2
1
3
(D
2
+ 10) N

1 +
p
N
4

4.5.6 Le tore de dimension 3 dans le modèle F
1
Tseng, Lin, Gupta et Panda ont proposé, dans [41], une version pour le tore
de dimension 3. Le temps de leur algorithme est :
m
F
1
(T (2
k
; 2
k
; 2
k
))  4
n 1
X
i=3
2
i 3

 + 2
i
 + 2
3n 1
L

+ 9+ 21  + 9 2
3n 1
L


2
k 1
+ 5

+
 
4
k
6
+
31
3
!
 +
 
5
2
2
3k
+
2
4k
4
!
L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Soit,
m
R
?
F
1
(TM(2
k
)
3
)
m

m

m

=L
3
p
N
2
+ 5
1
3

2

D
3

2
+31

N

5
2
+
p
N
4

4.6 La multidistribution avec fonction de routage
imposée
4.6.1 La grille de dimension 2 dans le modèle F
1
Dans le cas d'une grille M(p)
2
où le routage se fait de façon XY , Scott [32]
donne une borne inférieure sur le nombre d'étapes nécessaires pour eectuer une
multidistribution directe :
m

(M(p)
2
) 
p
3
4
, pour les algorithmes de type direct.
Il propose un algorithme, appelé DE, dans une grille M(4p)
2
d'ordre N ,
atteignant cette borne inférieure en nombres d'étapes. Les étapes sont obtenues
en eectuant le produit cartésien des étapes eectuées dans un chemin P
4p
en
utilisant le protocole décrit en section 4.5.3-i (voir un exemple sur la gure 4.7).
=+
Fig. 4.7  : Etape au cours de la multidistribution dans une grille 4 4 obtenue
à partir du produit cartésien entre deux étapes eectuées sur un chemin P
4
.
Le temps de cet algorithme est :
m
R
XY
;Direct
F
1
(M(4p)
2
)
m

m

m

=L
N
p
N
4
N
p
N
4
D
N
p
N
4
4.6.2 L'hypercube dans le modèle F
1
Rappelons la complexité de l'algorithme nommé SBT utilisé dans le mode
commutation de paquet qui s'exécute en n étapes [21, 19, 20, 34] sur l'hypercube
H(n) :
m
R
e cube
F
1
(H(n))
m

m

m

log
2
N D
N log
2
N
2
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Remarque. Notons que cet algorithme entraîne de nombreux mouvements et
réordonnancements de données au sein même de la mémoire des processeurs,
temps qui n'est pas pris en compte dans l'estimation de la complexité ci-dessus.
i) Algorithme de Seidel
Dans [33], Seidel propose un algorithme dans lequel tous les processeurs
échangent leur information initiale avec tous les autres processeurs. Il montre
qu'en utilisant une fonction de routage e-cube, cet algorithme (aussi appelé DR
direct-route) est sans conit :
m
R
e cube
F
1
(H(n))
m

m

m

=L
N   1 D2
D 1
m

Remarque. Cet algorithme est repris dans divers articles [5, 19, 20, 32] et
apparaît initialement dans [37] mais en version japonaise !!
ii) Algorithme de Ho et Raghunath et de Bokhari
Notons que Ho et Raghunath [19, 20] proposent une stratégie hybride cons-
truite à partir des deux approches précédentes (SBT et DR) an de trouver un
compromis entre le nombre d'étapes (n pour SBT et 2
n
 1 pour DR) et le temps
de transmission (il existe un rapport
n
2
entre DR et SBT ). Cette approche est
aussi employée par Bokhari [3]. En eet, l'algorithme standard est plus ecace
pour des tailles  petites  de messages. Donc, en combinant les deux et en ef-
fectuant des échanges partiels simultanément au sein de sous-cubes de dimension
n
1
, n
1
< n, puis sur les sous-cubes de dimension n   n
1
, on peut obtenir un
algorithme plus performant que les deux algorithmes précédents pris séparément.
Pour chaque partition possible, D = fn
1
; : : : ; n
d
g de n tel que
P
d
i=1
n
i
= n, le
meilleur algorithme est employé à chaque phase. Le nombre de partitions d'un
entier n est exponentiel et est de l'ordre de (n) 
1
4n
p
3
e

p
2=3
p
n
, mais pour
des valeurs de n raisonnables, les valeurs de (n) sont faibles ((10) = 42 et
(20) = 627). Le temps correspondant à cet algorithme étant donnée une parti-
tion D = fn
1
; : : : ; n
d
g de n est :
m
R
e cube
F
1
(H(n))
m

m

m

=L
P
d
i=1
(2
n
i
 1
  1)
P
d
i=1
(2
n
i
 1
  1)

n
i
2
n
i
 1
2
n
i
 1

P
d
i=1
(2
n
i
 1
  1)
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Remarque. Notons que la complexité en temps de transmission de l'algorithme
- ii - de Seidel est meilleure que la borne inférieure sur le temps de transmis-
sion calculée dans le mode de commutation par paquets sous la contrainte 1-port
qui est égale à
N log(N)
2
L . Cela est dû au fait que, dans le mode de commuta-
tion wormhole, plusieurs messages peuvent transiter par un sommet alors que
ce dernier est lui même source et/ou destination d'une communication ce qui
est impossible dans le mode commutation par paquets sous la contraint 1-port.
Le mode commutation wormhole permet une meilleure utilisation de la bande
passante globale oerte par le réseau.
4.6.3 L'hypercube dans le modèle F

Seidel adapte son algorithme présenté en section 4.6.2-i dans le cas 1-port au
mode -ports. A chaque phase j, 0  j  n=2, chaque processeur échange son
information avec un processeur à distance j et un processeur à distance n j, cela
pour tous les processeurs qui sont à distance j. Cet algorithme n'utilise en fait que
2-ports de communication simultanément. Il montre qu'en utilisant une fonction
de routage e-cube, les chemins sont arc-disjoints au cours de chaque étape.
m
R
e cube
F

(H(n)) 
b
n 1
2
c
X
i=0
 
n
i
!
( + (n  i) + L)
+(1  n mod 2)
1
2
 
n
n
2
!
(+
n
2
 + L)
 2
n 1
 + n2
n 1
 + 2
n 1
L
+(1  n mod 2)
2
n 1
p
n
(+
n
2
 + L)
Donc, à partir d'un certain rang, on a :
m
R
e cube
F

(H(n))
m

m

m

=L
N
2
D2
D 1
m

Cet algorithme atteint la borne inférieure en temps de transmission, mais conserve
un temps d'initialisation important.
Notons que l'algorithme SBT [21, 34] obtient un meilleur temps :
m
R
e cube
F

(H(n))
m

(H(n)) m

(H(n)) m

(H(n))
log
2
N D(H(n))
N
2
L
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Cependant, comme il n'est pas de type direct, il requiert un grand nombre de
copies mémoires au sein des processeurs an de réorganiser les messages, temps
qui n'est pas pris en compte dans le coût.
4.7 Conclusion des chapitres 2, 3 et 4
Nous avons tout au long de ces trois chapitres cherché à synthétiser les travaux
principaux pourtant sur la diusion, l'échange total et la multidistribution essen-
tiellement lorsque l'on cherche en premier lieu à minimiser le nombre d'étapes
de protocoles utilisant le modèle de  type commutation de circuits synchrone.
Néanmoins cette synthèse n'est bien évidemment pas exhaustive.
 En premier lieu, nous n'avons pas considérer ici, tous les modèles (portant
sur les contraintes technologiques des routeurs) existant dans la littérature.
Citons par exemple le modèle appelé  sommets disjoints [24, 25, 23, 27]
dans lequel l'ensemble des chemins réalisés (modélisant l'établissement des
communications) au cours d'une étape donné doit être sommets disjoints,
i.e. un sommet ne être traversé que un seul chemin à une étape donnée.
Bien entendu, un tel modèle peut lui aussi se décliner comme de coutume
en fonction de la nature des liens (télégraphique ou téléphonique).
 En second lieu, nous avons regroupé les travaux portant sur les réseaux
les plus usuellement étudiés. Mais, d'autres graphes tout aussi intéressant
même si moins classiques ont fait l'objet d'études (voir par exemple [1, 2]).
De plus comme nous l'avons déjà précisé dans l'introduction de cette partie,
il existe d'autres schémas de communications globales.
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Chapitre 5
Propriétés et construction de
graphes
4 Nous abordons dans ce chapitre, deux des propriétés de
réseau couramment étudiés dans la littérature. En premier
lieu, nous résumons nos travaux sur la décomposition hamil-
tonienne du graphe Buttery généralisé, puis nous abordons
le problème des larges (;D) graphes.
Les propriétés nécessaires au bon fonctionnement d'un réseau dépendent bien
entendu de l'utilisation de ce dernier, ce qui implique de trouver des algorithmes
de communications ecaces. Cette étude a fait l'objet des chapitres précédents.
Cependant, certaines propriétés dans la plupart des réseaux sont exigées, par
exemple on veut que le nombre de liaisons à utiliser ne soit pas trop grand, ce qui
correspond à respecter les contraintes technologiques sur le nombre d'entrées/sor-
ties dans la fabrication d'un processeur. Souvent, les constructeurs ne peuvent
gérer qu'un petit nombre de ces entrées/sorties par composants. D'autres proprié-
tés peuvent être intéressantes. Même si elles ne sont pas encore toujours utilisées
par les constructeurs, elles peuvent devenir, dans un avenir proche, essentielles à la
construction d'un réseau ecace, par exemple comment connecter un maximum
de processeurs pour un degré petit xé et un diamètre faible également xé. Ainsi,
en plus de l'étude d'algorithmes ecaces il est important de trouver ou d'étudier
de  bon réseaux. Mais dénir le terme  bon n'est pas toujours chose facile.
Nonobstant, quelques paramètres et propriétés, considérés comme importants et
en tout cas révélateurs des qualités ou défauts d'un réseau sont particulièrement
étudiés. Le nombre de ces propriétés est important et pour notre part nous n'en
aborderons que deux dans ce chapitre.
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La première partie résume la recherche menée sur le sujet de la décomposition
hamiltonienne d'un graphe. Après en avoir montré son intérêt, nous résumons
notre contribution à la résolution de ce problème dans le cas du graphe Buttery
généralisé.
La seconde partie concerne le problème désormais classique de recherche de
larges graphes (; D). Après avoir rappelé quelques résultats fondamentaux, nous
évoquons nos travaux sur ce sujet.
5.1 Décomposition hamiltonienne du réseau
Buttery généralisé
5.1.1 Motivation
Tout d'abord, xons la terminologie employée :
Definition. Lorsqu'un graphe G admet p cycles (resp. circuits) hamiltoniens
deux-à-deux arête-disjoints (resp. arc-disjoints), nous dirons que G admet p cycles
(resp. circuits) hamiltoniens compatibles.
Cette terminologie vient de celle en vigueur pour les cycles (resp. circuits) eu-
lériens. Rappelons que deux cycles eulériens sont dits compatibles si toute paire
d'arêtes consécutives dans un cycle ne se retrouve pas dans l'autre cycle. De plus
pour les graphes représentatifs des arcs, nous avons :
Théorème 5.1.1  Si G est un graphe orienté fortement connexe, alors L(G)
est hamiltonien si et seulement si G est eulérien.
Ce résultat vient du fait qu'un circuit hamiltonien de L(G) est un circuit eulérien
de G. La démonstration, que l'on peut trouver dans les livres [8] et [30], est
algorithmique, un circuit eulérien dans G se calculant en temps (N). Notons
que l'on peut aisément montrer la généralisation suivante du théorème 5.1.1 :
Théorème 5.1.2  L(G) admet p cycles (resp. circuits) hamiltoniens compa-
tibles si et seulement si G admet p cycles (resp. circuits) eulériens compatibles.
Le cas particulier où les cycles (resp. circuits) recouvrent toutes les arêtes (resp.
arcs) a été particulièrement étudié.
Definition. G est décomposable (ou se décompose) en cycles (resp. circuits)
hamiltoniens si on peut partitionner les arêtes (resp. arcs) de G en cycles (resp.
circuits) hamiltoniens.
Cette dénition implique que si G est non orienté et décomposable en p cycles
hamiltoniens, alors G est régulier de degré pair 2p et admet p cycles hamiltoniens
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compatibles. De même, dans le cas orienté, si G est décomposable en p circuits
hamiltoniens, alors cela implique que G est fortement régulier (i.e. pour tout
sommet x, d
+
(x) = d
 
(x) = p) et admet p circuits compatibles.
Remarque. Notons que dans la synthèse [1], une dénition plus générale de dé-
composable est donnée dans le cas non orienté. Pour traiter le cas des graphes
réguliers de degré impair, on dit alors qu'un graphe 2p+ 1 régulier est décompo-
sable en cycles hamiltoniens s'il admet p cycles hamiltoniens compatibles. Ceci
revient à dire qu'il est possible de partitionner ses arêtes en p cycles hamiltoniens
plus un couplage parfait.
L'existence de plusieurs cycles ou circuits hamiltoniens est importante en algo-
rithmique distribuée. En eet, si avec un cycle hamiltonien on peut exécuter tous
les algorithmes écrits pour l'anneau sans perte de performance, avec p cycles, on
peut exécuter p instances de ces algorithmes (pas forcément les mêmes) de façon
concurrente. Par exemple, si un graphe G est hamiltonien, on obtient une borne
supérieure immédiate sur le temps de diusion ou d'échange total en appliquant
l'algorithme de communication de l'anneau. Or, si G admet p cycles hamiltoniens,
ces temps sont améliorés puisque l'on dispose d'une bande passante p fois plus
grande : au lieu de diuser un message de longueur L sur un cycle hamiltonien,
on en diuse p portions de longueur
L
p
(on peut aussi imaginer une adaptation
de l'algorithme d'échange total). De plus, cela renforce sa capacité à résister aux
pannes, puisqu'il faudra au moins p liens en panne pour casser tous les cycles et
donc empêcher l'exécution de l'algorithme.
5.1.2 Etat de l'art
Nous rappellons ici quelques résultats et conjectures connus en matière de
décomposition hamiltonienne pour des constructions présentées dans la section
1.4.1. Ces constructions donnent des graphes en général très réguliers, donc sus-
ceptibles d'être décomposables en cycles ou en circuits hamiltoniens. Pour plus
de détails, on pourra consulter la synthèse [1], dans laquelle le lecteur pourra
notamment trouver la preuve de la proposition suivante :
Proposition 5.1.3  Le graphe complet K
N
se décompose en
N 1
2
cycles
hamiltoniens si N est impair, et admet
N 2
2
cycles hamiltoniens compatibles
si N est pair.
Le cas du graphe complet orienté symétrique a été résolu par Tillson et sert de
base aux récurrences des principaux résultats des sections qui suivent.
Théorème 5.1.4 (Tillson, 1980 [32])  Si d 62 f4; 6g, K

d
est décomposable
en d   1 circuits hamiltoniens. Si d = 4 ou 6, K

d
contient d   2 circuits
hamiltoniens compatibles et un 1-difacteur formé d'arcs doubles.
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Remarque. Rappelons qu'un 1 difacteur est un graphe orienté régulier avec
d
+
(x) = d
 
(x) = 1 pour tout sommet x.
5.1.2.1 Graphes de Cayley et sommes cartésiennes
Il est connu que tout graphe de Cayley déni sur un groupe ni abélien (c'est-
à-dire commutatif) est hamiltonien. La conjecture suivante est plus forte :
Conjecture 5.1.5 (Alspach, 1990 [1])  Tout graphe de Cayley déni sur un
groupe abélien se décompose en cycles hamiltoniens.
Cette conjecture a été vériée par Bermond, Favaron et Mahéo [15] pour les
graphes de degré 4. Depuis, des progrès ont été faits par Liu dans le cas des
graphes de Cayley dénis sur un groupe abélien d'ordre impair [24].
La conjecture a aussi été montrée pour des graphes particuliers tels que la grille
torique de dimension k notée TM(l)
k
ou l'hypercube H(2k) de dimension 2k (qui
sont décomposables en k cycles hamiltoniens). Le résultat sur la grille torique
résulte du fait que la somme cartésienne de deux cycles est décomposable en
deux cycles hamiltoniens. Pour l'hypercube, cela résulte aussi du résultat suivant
dû à Aubert et Schneider [3], à savoir que la somme cartésienne d'un cycle et
du graphe G formé de deux cycles hamiltoniens est décomposable en trois cycles
hamiltoniens.
Plus généralement, la conjecture suivante est toujours ouverte, même si de nom-
breux cas ont déjà été prouvés par Stong [31]. Récemment, Mellendorf l'a démon-
tré dans le cas de multicycles [25].
Conjecture 5.1.6 (Bermond, 1978 [9])  Si G et G
0
sont décomposables en
cycles hamiltoniens, alors la somme cartésienne G2G
0
l'est aussi.
5.1.2.2 Graphes représentatifs des arêtes ou des arcs
Dans [10], Bermond a émis la conjecture suivante concernant le graphe repré-
sentatif des arêtes L(G) d'un graphe non orienté G.
Conjecture 5.1.7 (Bermond, 1988 [10])  Si G se décompose en cycles ha-
miltoniens, alors L(G) aussi.
Cette conjecture a été quasiment résolue par Muthusamy et Paulraja dans [26]
et Zhan dans [33]. Ils ont montré que si G est décomposable en un nombre pair
(resp. impair) de cycles hamiltoniens, alors L(G) est décomposable en cycles ha-
miltoniens (resp. en cycles hamiltoniens et un 2-facteur). Ils ont aussi montré
que si G est seulement hamiltonien et de degré 2r, alors L(G) admet 2r   2
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cycles hamiltoniens compatibles. De plus, Heinrich et Verrall ont récemment
montré dans [23] que L(K
2k+1
) était décomposable en cycles hamiltoniens, en
construisant 2k cycles eulériens compatibles dans K
2k+1
.
En ce qui concerne le cas orienté, Bond et Muthusamy ont exhibé des familles
de graphes décomposables en cycles hamiltoniens dont les graphes représentatifs
des arcs ne sont pas décomposables [16]. Néanmoins, Fleischner et Jackson ont
prouvé dans [22] que tout graphe représentatif des arcs d'un graphe d-régulier
admet b
d
2
c circuits hamiltoniens compatibles. De plus, Balakrishman, Bermond
et Paulraja ont montré dans [4] que les graphes sous-jacents de graphes représen-
tatifs des arcs d-réguliers admettent presque toujours d  1 cycles hamiltoniens,
résultat quasi-optimal.
Concernant les graphes de de Bruijn orientés qui sont des itérés de graphes
représentatifs des arcs de K
+
d
, Bond a émis la conjecture suivante :
Conjecture 5.1.8 (Bond)  B(d; n) admet d   1 circuits hamiltoniens com-
patibles.
Notons que cette conjecture est vériée par le théorème 5.1.4 pour n = 1 et d 62
f4; 6g. Dans [6], Barth, Bond, et Raspaud prouvent cette conjecture pour n = 2
et d premier. Elle est alors énoncée dans les termes suivants :
Conjecture 5.1.9  K
+
d
admet un ensemble de d   1 circuits eulériens com-
patibles.
Rowley et Bose ont ensuite montré dans [29] que lorsque d est une puissance de
nombre premier, le graphe de de Bruijn orienté admet une décomposition en d
1-difacteurs isomorphes, tous constitués d'un circuit passant par tous les som-
mets sauf un et d'une boucle. Leur démonstration repose sur des propriétés des
récurences linéaires sur les corps nis. En modiant et en croisant les structures
obtenues, les auteurs prouvent la conjecture de Bond lorsque d = 2
i
et démontrent
que si d est une puissance de premier (d = p
i
), B(d; n) admet b
d 1
2
c circuits ha-
miltoniens compatibles.
Pour le cas général, la meilleure borne obtenue se déduit du résultat de Fleischner
et Jackson.
5.1.3 Décomposition hamiltonienne du graphe Buttery
Le graphe Buttery est à la fois un graphe de Cayley et un graphe représen-
tatif des arcs. Barth et Raspaud ont démontré dans [7] que le graphe buttery
non orienté binaire WBF(2; n) est décomposable en 2 cycles hamiltoniens. Ils
conjecturaient plus généralement :
Conjecture 5.1.10  WBF(d; n) se décompose en d cycles hamiltoniens.
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En revanche, à propos du cas orienté, Barth conjecturait dans [5] :
Conjecture 5.1.11 
~
WBF(d; n) admet d   1 circuits hamiltoniens deux à
deux arc-disjoints.
La preuve de ces conjectures fait l'objet des articles [11, 12] donnés en annexe C
pour le cas orienté et en annexe D pour le cas non orienté. Les articles étant en
anglais, les sections suivantes ont pour but de résumer en français les résultats et
les idées principales.
5.1.3.1 Cas orienté
Une des idées clefs est de ramener l'étude des cycles hamiltoniens dans
~
WBF(d; n) à l'existence de permutations sur ZZ
n
d
. Nous dirons qu'une permu-
tation de ZZ
n
d
est cyclique si pour un élément quelconque x 2 ZZ
n
d
, les éléments

i
(x) avec 0  i < d
n
sont tous distincts. En fait à un cycle hamiltonien de
~
WBF(d; n) on peut associer dans le Buttery multiétages
~
BF(d; n) un ensemble
de chemins deux à deux arc-disjoints reliant les sommets du niveau 0 aux sommets
du niveau n qui correspondent dans la terminologie des réseaux multiétages, à
une permutation dite réalisable. Un cycle hamiltonien de
~
WBF(d; n) correspond
à une permutation cyclique et réalisable dans
~
BF(d; n).
De plus, à un ensemble de p circuits hamiltoniens compatibles de
~
WBF(d; n), on
associe p permutations cycliques réalisables qu'on dira compatibles dans la mesure
où les chemins qui leur correspondent dans le réseau multiétages
~
BF(d; n) sont
arc-disjoints.
Cette caractérisation énoncée, nous montrons qu'il existe p permutations cy-
cliques compatibles et réalisables dans
~
BF(d; n + 1), dès qu'il en existe p dans
~
BF(d; n). Pour cela, nous utilisons la construction récursive de
~
BF(d; n + 1) à
partir de d copies isomorphes à
~
BF(d; n). Ce résultat peut s'énoncer de la manière
suivante :
Proposition 5.1.12  Le nombre de circuits hamiltoniens compatibles du gra-
phe Buttery
~
WBF(d; n) ne décroît pas lorsque n croît.
En utilisant ce résultat et le fait que K

d
se décompose en circuits hamiltoniens
pour d 62 f4; 6g et que
~
WBF(4; 2) et
~
WBF(6; 2) contiennent respectivement 4
et 6 circuits hamiltoniens compatibles (voir le tableau suivant), nous prouvons la
conjecture de Barth :
Proposition 5.1.13 
~
WBF(d; n) contient d   1 circuits hamiltoniens com-
patibles, sauf
~
WBF(4; 1), isomorphe à K

4
, et
~
WBF(6; 1), isomorphe à K

6
.
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Nous avons alors mené une recherche exhaustive sur ordinateur ; celle-ci est pré-
sentée en détails dans [19]. Elle montre que le résultat précédent n'est pas optimal.
En eet, le tableau suivant donne le nombre de circuits hamiltoniens compatibles
dans
~
WBF(d; n), en fonction des premières valeurs des paramètres d et n :
2 3 4 5 6 7 d
1 1 2 2 4 4 6
2 1 2 4 5 6 7
3 1 3 4 5 6 7
4 2 3 4 5 6 7
n
Ces résultats nous ont conduit à modier la conjecture de Barth :
Conjecture 5.1.14 
~
WBF(d; n) est décomposable en circuits hamiltoniens,
sauf pour n = 1, et pour
~
WBF(2; 2),
~
WBF(2; 3) et
~
WBF(3; 2).
Quand n = 1, on est en présence du graphe complet orienté symétrique, cas résolu
par Tillson (proposition 5.1.4). La recherche exhaustive, utilisée comme point de
départ de l'induction de la proposition 5.1.13, répond à la conjecture pour d  7.
Il reste donc à prouver que
~
WBF(d; 2) = L(K
d;d
) est décomposable en circuits
hamiltoniens pour d > 3.
Pour parfaire la réduction du problème, nous cherchons alors à nous ramener
au cas d premier. Pour ce faire, nous utilisons une technique de conjonction dont
nous rappelons la dénition ci-dessous.
Definition. Etant donnés deux graphes G et G
0
, la conjonction de G et G
0
,
notée G G
0
est dénie par :
 L'ensemble des sommets de G  G
0
est le produit cartésien V (G)  V (G
0
),
un sommet de G G
0
étant noté (x; x
0
) avec x 2 V (G) et x
0
2 V (G
0
).
 Dans G  G
0
, il existe une arête entre les sommets (x; x
0
) et (y; y
0
) si et
seulement si [x; y] est une arête de G et [x
0
; y
0
] est une arête de G
0
.
On obtient une dénition similaire pour les graphes orientés en remplaçant les
arêtes par des arcs.
Remarque. La conjonction commute avec l'opération de passage au graphe
représentatif des arcs : L(G G
0
) = L(G)  L(G
0
)
Tout d'abord, nous exprimons une propriété couramment citée du graphe But-
tery qui établit que le graphe de de Bruijn est un graphe quotient du graphe
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Buttery. Si l'on note L(G) le graphe représentatif des arcs de G et L
p
(G) le
graphe obtenu en itérant p fois l'opération L
p
(G) = L(L
p 1
(G)), alors ce résultat
de graphe quotient, souvent expliqué de manière complexe (par exemple dans [2]),
s'exprime très clairement de la façon suivante :
Proposition 5.1.15  On a les égalités :
B(d; n) = L
n 1
(K
+
d
) (5.1)
B(d
1
d
2
; n) = B(d
1
; n)  B(d
2
; n) (5.2)
~
WBF(d; n) = B(d; n) 
~
C
n
= L
n 1
(K
+
d

~
C
n
) (5.3)
~
BF(d; n) = B(d; n) 
~
P
n
(5.4)
~
WBF(d
1
d
2
; n) =
~
WBF(d
1
; n)  B(d
2
; n) (5.5)
Nous prouvons alors que :
Proposition 5.1.16  B(d; 2) 
~
C
n
est décomposable en circuits hamiltoniens
dès que n  3.
Mais il semble assez dicile de conclure lorsque n = 2 (cas où l'on a
~
WBF(d; 2) =
B(d; 2) 
~
C
2
= L(K

d;d
)).
Les propriétés usuelles de la conjonction vis-à-vis de la décomposition en graphes
partiels induisent alors, plus généralement :
Théorème 5.1.17  Si G, possédant au moins 3 sommets, est décomposable
en circuits hamiltoniens, alors B(d; 2) G l'est aussi.
Ce résultat implique clairement que si
~
WBF(d
1
; 2) (avec d
1
> 1) est décompo-
sable en circuits hamiltoniens, alors
~
WBF(d
1
d
2
; 2) l'est aussi :
 si d
2
= 1, c'est une tautologie ;
 si d
2
> 1, alors
~
WBF(d
1
d
2
; 2) =
~
WBF(d
1
; 2)  B(d
2
; 2) ; comme d
1
> 1,
~
WBF(d
1
; 2) contient plus de 3 sommets et le théorème précédent permet
alors de conclure.
Utilisant alors le fait que
~
WBF(4; 2),
~
WBF(6; 2) et
~
WBF(9; 2) sont décompo-
sables, la conjecture 5.1.14 se ramène à prouver que pour tout p premier stricte-
ment supérieur à 3,
~
WBF(p; 2) = L(K

p;p
) se décompose en circuits hamiltoniens.
La recherche exhaustive devenant rapidement impossible (pour p > 9), nous
nous sommes alors limités à des solutions très régulières, telles que les circuits
soient obtenus par isomorphisme. Après quelques essais infructueux, il est apparu
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une famille de solutions très restreinte (pour un p xé, le nombre d'éléments de la
famille est p
2
) qui permet de résoudre le problème pour tous les premiers inférieurs
à 12000. Nous conjecturons qu'il existe toujours une telle solution dès que p est
supérieur ou égal à 7 :
Conjecture 5.1.18  Pour tout p premier, supérieur à 5, il existe  62 f0; 1g
et  6= 0, tels que la permutation  de (ZZ
p
)
2
dénie par
(ab) = (a + b+ 1)(b) (a 6= 0)
(0b) = ( + b+ 1)( + b)
soit cyclique.
Répondre à cette conjecture de théorie des nombres cloturerait le problème.
Pour conclure, nous pouvons résumer les résultats obtenus :
 Si d admet un diviseur strict compris entre 4 et 12000, alors
~
WBF(d; n) est
décomposable en circuits hamiltoniens dès que n  2.
 Si d admet un diviseur strict inférieur à 12000, alors
~
WBF(d; n) est décom-
posable en circuits hamiltoniens pour n  4.
 Si la conjecture 5.1.18 est résolue, alors le problème de la décomposition du
graphe Buttery en circuits hamiltoniens est clos :
2 3 4 5 6 d  7
1 1 2 2 4 4 d  1 gK

d
2 1 2 4 5 6 d gL(K

d;d
)
3 1 3 4 5 6 d
4 2 3 4 5 6 d
n  5 2 3 4 5 6 d
Remarque. La méthode utilisée implique certains résultats pour le graphe de
de Bruijn, en particulier :
Proposition 5.1.19  Si p est le plus grand facteur premier de d, alors B(d; 2)
admet
p 1
p
d circuits hamiltoniens compatibles.
Proposition 5.1.20  B(2
i
q; 2) admet (2
i
  1)q circuits hamiltoniens compa-
tibles.
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Ces résultats sont des conséquences de la proposition 5.1.16 (et des contructions
précédentes). Nous pensons pouvoir les généraliser et savoir prouver que la con-
jonction B(d; n) 
~
C
n
0
est décomposable en circuits hamiltoniens, dès que n
0
est
strictement supérieur à n (le cas du graphe Buttery correspond à n
0
= n).
Une question analogue est de déterminer à partir de quelle valeur de f
d
(n) la
conjonction B(d; n) 
~
C
f
d
(n)
est décomposable en circuits hamiltoniens.
5.1.3.2 Cas non orienté
Pour trouver une proposition analogue à 5.1.12 et démontrer la conjecture
5.1.10 de Barth et Raspaud, nous construisons une décomposition de
~
WBF(d; n)
en circuits ou en cycles orientés qui ont une propriété particulière que nous ap-
pelons l crossing (voir annexe D).
De plus, notre preuve utilise une décomposition de
~
WBF(d; n) en deux graphes
partiels : l'un contenant les arcs de type !

, avec  2 f0; 1g, c'est-à-dire ceux de
pente 0 ou 1 ; l'autre comprenant les arcs restants, c'est-à-dire ceux de type !

,
avec  2 [2; d  1]. Nous prouvons alors que le premier graphe se décompose en 2
cycles hamiltoniens, alors que le second admet presque toujours d   2 circuits
hamiltoniens compatibles. Certains cas apparaissant comme des exceptions, nous
obtenons :
 Pour n  2 et d 62 f3; 4; 6g,
~
WBF(d; n) se décompose en d   2 circuits
hamiltoniens et 2 cycles hamiltoniens.
 Pour d 2 f4; 6g,
~
WBF(d; n) est décomposable en circuits hamiltoniens.
 Pour n  3,
~
WBF(3; n) est décomposable en 3 circuits hamiltoniens.

~
WBF(3; 2) est décomposable en 3 cycles hamiltoniens.
Ainsi, appliqué au cas non orienté ceci prouve :
Théorème 5.1.21  Quelque soit d et n  2, WBF(d; n) est décomposable en
cycles hamiltoniens.
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5.2 Problème (; D)
Le but d'un réseau, quelque soit sa nature (informatique ou non), est de
connecter des composants de telle façon que chacun d'entre eux puisse joindre
tous les autres (i.e. on cherche à construire des réseaux connexes). Dans la ma-
jorité des cas, et a fortiori dans le monde informatique, on désire que le nombre
de composants connectés soit le plus grand possible (par exemple, plus une ma-
chine parallèle comporte de processeurs, plus sa puissance de calcul potentielle
est grande). Cependant, on est bien souvent limité par des contraintes physiques
de réalisation, exprimées sous la forme de paramètres. Dans la problématique
qui nous intéresse, on en retient que deux : le degré maximum , qui limite le
nombre de voisins possibles pour un des composants du réseau (représentés par
les sommets du graphe) et le diamètre D qui est la distance maximale qui peut
exister entre deux composants du réseau (en eet, l'ecacité globale du réseau est
dépendante de cette quantité qui détermine la vitesse des échanges entre les com-
posants). Ce problème a été posé en 1964 par Elspas [21] sous la forme suivante :
quel est le nombre maximum de sommets d'un (; D)-graphe, un (; D)-graphe
étant un graphe de degré maximum  et de diamètre D?. On note N(; D) le
nombre maximum de sommets d'un (; D)-graphe.
Nous rappellons ci-après les résultats fondamentaux dont on peut trouver les
preuves dans [30].
La borne obtenue sur le nombre maximum de sommets d'un (; D)-graphe
est appelée borne de Moore (du nom de l'auteur qui est à l'origine des résultats
qui vont suivre). Les graphes de Moore sont les (; D)-graphes atteignant cette
borne.
Proposition 5.2.1 (E. F. Moore, 1958)  On a l'inégalité suivante :
N(; D)  1 +  +(  1) +   +(  1)
D 1
ce qui donne :
N(; D) 
(  1)
D
  2
  2
pour   3
et N(2; D)  2D + 1
Le résultat suivant montre qu'en fait il existe très peu de graphes de Moore.
Théorème 5.2.2  Les graphes de Moore existent seulement pour :
  = 2, ce sont les cycles C
2D+1
.
 D = 1, ce sont les graphes complets K
+1
.
 D = 2 et  = 3, c'est le graphe de Petersen (voir [30] pour sa dénition).
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 D = 2 et  = 7, c'est le graphe de Homan-Singleton [17].
 Peut-être pour D = 2 et  = 57 [14].
Le lecteur trouvera dans les synthèses [13, 14] un état de l'art sur le pro-
blème des (; D)-graphes. De plus dans [14], on peut trouver une table des
(; D)-graphes ayant le plus grand nombre de sommets connus. Cependant, ce
problème a suscité beaucoup d'émulation dans le monde de la recherche en théo-
rie des graphes et de nombreux chercheurs ont essayé d'exhiber les plus grands
graphes pour  et D xés. Certains résultats présentés dans les articles de syn-
thèse que nous venons de citer sont peut-être aujourd'hui obsolètes. Aussi, si-
gnalons l'interessante initiative de l'équipe de graphes d'Espagne de l'Universitat
Politècnica de Catalunya - Department of Applied Mathematics and Telematics
qui maintiennent à jour des tables accessibles via le réseau Internet par l'URL :
http://www_ mat.upc.es/grup_ de_ grafs/.
Remarque. Il existe aussi des résultats dans le cas de graphes orientés (voir
par exemple [18, 27, 28]). La borne obtenue sur N est alors appelée borne de
Moore orientée. Le lecteur trouvera pour ce type de problème des références dans
[28, 30].
5.2.1 Notre approche du problème
L'une des approches possible pour trouver de larges (; D) graphes consiste à
eectuer des recherches ou constructions sur ordinateur(s) [20]. Comme ce type de
recherche procède toujours de façon quasiment exhaustive, elle est très coûteuse
en temps et requiert très souvent de forte puissance de calcul. Ainsi, les recherches
eectuer jusqu'à présent se sont faites pour de faible degré (  16) et diamètre
(D  10) [14, 20].
Actuellement, beaucoup des meilleurs (; D) graphes connus qui ont été ob-
tenu par ordinateurs sont des graphes de Cayley. L'une des explication à cette
dominance tient au fait que de tels graphes sont sommets transitifs. Cette pro-
priété implique que le diamètre du graphe est obtenu simplement en calculant
l'excenticité d'un sommet quelconque du graphe. Un des groupes souvent utilisé
[20] pour construire de tels graphes de Cayley est le  produit semidirect  de
deux groupes dans le cas particulier où les groupes concercnés sont ZZ
n
et ZZ
m
(où
ZZ
q
représente l'ensemble des entiers modulo q) :
Definition. Soit a un élément de ZZ
n
dont l'ordre divise m, alors le produit
semidirect de ZZ
m
avec ZZ
n
est déni par :
[x; y][u; v] = [x + u mod m; ya
u
+ v mod n]:
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Ces groupes sont dénis en termes de générateurs et de relations par :
m
a
n = hx; yjx
m
= y
n
= x
 1
yxy
 a
= 1i:
L'un des avantages du produit semidirect est qu'il est possible de le program-
mer simplement de façon ecace. Ainsi, en eectuant une recherche par ordina-
teur sur des graphes de Cayley dénis par un produit semidirect, nous avons pu
établir la proposition suivante :
Proposition 5.2.3  N(4; 10)  17525.
Preuve. Cette borne inférieure est obtenue par un graphe de Cayley dénit à
partir du produit semidirect de ZZ
m
avec ZZ
n
suivant :
N(4; 10) Groupe Générateurs Inverses
17525 25
13
701
[3 12]
[1 0]
[22 261]
[13 701]
2
La précédente meilleure valeur connue était 16555 (voir [20]).
Remarque. Signalons que nous avons aussi trouvé un (4; 10) graphe d'ordre
intermédiaire, qui possède 17185 sommets. Comme précédemment c'est un graphe
de Cayley dénit à partir du produit semidirect de ZZ
m
avec ZZ
n
suivant :
N(4; 10) Groupe Générateurs Inverses
17185 35
12
491
[3 12]
[1 0]
[32 310]
[23 491]
Notons également que notre recherche par ordinateur nous a aussi permis de
retrouver certains (; D) graphes des meilleurs connus (mais non isomorphes)
pour de faibles valeurs de  et D. En eet, la faible puissance de calcul dont nous
disposions (4 ou 5 Sun Sparc Station, sur lesquels nous n'étions pas les seuls a
travailler, et les 16 processeurs i860 en réseau de la Meïko Machine) ne nous
a pas permis d'aller au delà de  = 4 et D = 10 ou  = 5 et D = 9.
Description de notre algorithme de recherche
L'idée de base de notre algorithme (Cf. alorithme 5.2.1) est classique, puisque
pour les valeurs m;n et a xés ainsi que des valeurs xés de générateurs, on
eectue la fermeture transitive du graphe à partir d'un sommet initial.
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Algorithme 5.2.1  Algorithme de fermeture transitive avec m
a
n
Initialisation : Les générateurs sont xés - Le grapheG ne possède qu'un seul sommet
(N:=1) et le diamètre D : = 0 - Positionner la variable booléenne FIN à FAUX.
 Répéter
Appliquer les générateurs à tous les sommets de G,
 Si il existe p > 0 nouveaux sommets n'appartenant pas encore à G alors
début faire
Insérer tous les nouveaux sommets dans G ;
D : = D + 1 ;
N : = N + p ;
fin faire
 Sinon FIN : = VRAI.
 Tant que FIN n'est pas VRAI.
En sortie : D est le diamètre et N l'ordre du graphe.
Amélioration de notre algorithme
L'algorithme 5.2.1 dépend en entrée des valeurs des paramètres m, n, a et des
générateurs. Son exécution répétée est clairement très coûteuse en temps et nous
avons cherché à diminuer ce coût en essayant au mieux d'éviter de prendre en
compte de mauvais graphes.
Pour ce faire, comme nous avons cherché des graphes de degré et diamètre D
xés par avance, notre algorithme s'arrêtait systématiquement lorsque la ferme-
ture transitive d'un graphe ne s'était toujours pas achevé au diamètre maximum
D autorisé, c'est-à-dire dès que le graphe avait un diamètre supérieur à D. Dans
ce cas l'algorithme recommençait avec de nouveaux paramètres d'entrée. De plus,
comme les calculs se font sur les entiers modulo, nous précalculons systématique-
ment avant le lancement de l'algorithme, une table des inverses. Ceci pour éviter
au processeur, d'eecter ce calcul a chaque fois qu'il en aurait besoin. En eet,
le temps pour chercher une valeur dans une table (petite) est moindre par raport
au temps nécessaire au calcul de l'inverse d'un entier.
Introduction de paramètres de coupure
Dans la suite on suppose  > 2. Nous aurons ici besoin des dénitions sui-
vantes :
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Definition.
 Soit v un sommet d'un graphe G et d'excentricité ecc(v). On apelle boule
stricte de rayon i, avec 0  i  ecc(v) et que l'on note B
i
(G), l'ensemble
des sommets à distance exactement i de v.
 Nous dirons que la boule B
i
(G) est maximum si jB
i
(G)j = b
max
i
() =
(  1)
i 1
.
Par dénition B
0
(G) = fvg et B
0
(G)
S
B
1
(G)
S
  
S
B
ecc(v)
(G) = V (G). Nous
pouvons remarquer que l'algorithme 5.2.1 procède en fait en construisant systé-
matiquement chacune des boules B
i
(G) pour i allant de 0 à D = ecc(v). De plus,
b
max
i
() correspond au nombre maximum de sommets se trouvant exactement à
distance i d'un sommet initial dans un graphe de Moore.
Lorsque jB
0
(G)j+ jB
1
(G)j+   + jB
i
(G)j atteind la borne de moore du graphe
de degré  et de diamètre i, alors les boules B
j
(G) pour 0  j  i sont toutes
maximales.
Or l'expérience nous a montré que tout les bons
1
 (; D) graphes que nous
avons exhiber par notre algorithme avaient leurs premières boules maximums. Par
exemple pour les  bons  graphes de degré  = 4 et de diamètre D = 10, les
boules B
1
(G), B
2
(G) et B
3
(G) étaient toutes les trois maximums. Lorsqu'une
de ces trois premières boules n'était pas maximum, nous obtenions un mauvais
graphe. Une explication à ce phénomène consiste à remarquer que si, par exemple,
B
1
(G) n'est pas maximum alors c'est qu'il y a dès le début de la construction du
graphe un petit cycle de longeur 2. Par la suite, et par applications successives
des générateurs, ce cycle va se propager et augmenter en nombre dans les autres
boules. Ceci entraine alors une perte importante de sommets et le graphe a alors
peu de chance d'être bon.
Ainsi, dans le but de repérer le plus tôt possible les mauvais graphes an
d'éviter d'eectuer une fermeture transitive dessus coûteuse en temps, nous avons
introduit des paramètres de coupures C
i
sur chaque boule B
i
(G). Pour une table
de coupure contenant les valeurs de C
i
2 [0; 1] pour 1  i  D, nous modions
l'algorithme 5.2.1 en introduisant la procédure suivante :
Algorithme 5.2.2  Procédure de coupure
A l'étape i, calculer B
i
(G).
Si jB
i
(G)j  C
i
 b
max
i
() alors continuer la recherche sinon arrêter la recherche.
1: C'est-à-dire ayant un nombre de sommets proche du meilleur connu.
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Typiquement si l'on désire contraindre fortement la recherche sur des pre-
mières boules prochent des maximales, il faut alors initialiser les C
i
à des valeurs
proches de 1. La valeur C
i
= 1 signie que la boule i doit être maximum, C
i
= 0
signie qu'il n'y a aucune contrainte. Par la suite pour aner la recherche, il est
possible d'initialiser certaines coupures à des valeurs comprises entre 0 et 1.
Automatisation du choix des paramètres de coupure
Le choix initial des paramètres de coupure s'est avéré être une tâche hardue.
En eet, ils doivent être initialisés de façon empirique, et pour avoir une idée
correcte de leur estimation il s'avère nécessaire d'étudier au préalable le compor-
tement et l'évolution des boules sur de nombreux graphes. Pour nous éviter une
telle pré-étude (également coûteuse en temps), nous avons décidé d'automatiser
le choix de ces paramètres directement à l'intérieur de notre algorithme.
Notre procédure d'automatisation procède de la façon suivante : initialement
tous les paramètres C
i
sont xés à 0, c'est-à-dire que l'on impose aucune contrainte.
Dès que l'algorithme trouve un graphe (même mauvais) G
1
atteignant le diamètre
D xé, on initialise chaque C
i
par la valeur de
jB
i
(G
1
)j
b
max
i
()
, pour 1  i  D. Puis l'al-
gorithme poursuit sa recherche sur un graphe G
2
muni des coupures C
i
= B
i
(G
1
).
Ces paramètres de coupure ne changent pas tant que l'algorithme n'a pas trouvé
un meilleur graphe que G
1
. S'il trouve un graphe G
k
meilleur que G
1
, alors il
réinitialise chaque C
i
par la valeur de
jB
i
(G
k
)j
b
max
i
()
, pour 1  i  D, et ainsi de suite.
Une telle technique permet de démarrer sans aucune contrainte, c'est-à-dire
lorsque l'on n'a aucune connaissance du comportement des graphes. Puis au fur et
à mesure du déroulement de l'algorithme, les paramètres de coupure s'anent
de plus en plus en fonction du meilleur graphe trouvé.
Même si cette méthode d'automatisation des valeurs de coupure semblait ini-
tialement ecace, car devant permettre de très vite réfuter les mauvais graphes,
elle n'a pas donné les résultats escomptés. Cela est du au fait suivant : soit les
graphesG
1
etG
2
, alors siG
2
est meilleur queG
1
cela implique que
P
D
i=0
jB
i
(G
2
)j >
P
D
i=0
jB
i
(G
1
)j, mais en aucun cas que jB
i
(G
2
)j > jB
i
(G
1
)j pour tout 0  i  D.
En d'autres termes, cela signie que notre méthode d'automatisation peut être
amené à trop contraindre la recherche et ainsi refuter des graphes qui auraient pu
être très bons. Pour cette raison nous avons été amenés à modier cette méthode
en introduisant un paramètre de tolérance.
Introduction de paramètres de tolérance sur les coupures
Nous avons introduit à ce niveau, une table supplémentaire de tolérance com-
posé des élements T
i
2 [0; 1] avec 1  i  D. Cette table initialisé par avance
manuellement sert à pondérer les valeurs de coupures. Ainsi, l'automatisation des
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i C
i
T
i
i C
i
T
i
1 1:00 0:0 6 0:98 0:1
2 1:00 0:0 7 0:91 0:1
3 1:00 0:0 8 0:70 0:1
4 1:00 0:0 9 0:38 0:1
5 1:00 0:1 10 0:14 0:1
Tab. 5.1  : Paramètres de coupure C
i
et de tolérance T
i
, qui ont permis d'obtenir
le graphe de la proposition 5.2.3 ( = 4, D = 10) possédant 17525 sommets.
valeurs de coupures s'eectuent exactement comme décrit juste au-dessus, seul
la procédure change. Elle devient :
Algorithme 5.2.3  Procédure de coupure avec tolérance
A l'étape i, calculer B
i
(G).
Si jB
i
(G)j  T
i
 C
i
 b
max
i
() alors continuer la recherche sinon arrêter la recherche.
En quelque sorte, cette technique permet de fournir un coecient de pondé-
ration T
i
sur chaque coupure C
i
reétant l'importance accordé à la coupure. Si
T
i
= 0, la coupure C
i
ne joue aucun rôle, au contraire si T
i
= 1 alors la coupure
n'est pas minorée et doit permettre de contraindre la recherche.
L'expérience acquise sur ce type de recherche tend à montrer qu'il est néces-
saire, pour réfuter le plus possible de mauvais graphes, de contraindre fortement
les premières coupures. Par contre, pour éviter de réfuter de bon graphe, il est
aussi nécessaire de peu contraindre les valeurs centrales des coupures. Cela est
du au simple fait que pour être bon un graphe doit au moins débuter avec des
boules B
i
prochent des boules maxima (sinon, cela signie qu'il y a présence de
petit cycle qui se propageront dans la suite de la construction du graphe, et donc
qu'il y aura une perte importante de sommets). Par contre, le comportement des
boules B
i
(G), n'est pas bien précis. Un graphe ayant quelques boules centrales
de mauvaise valeur peut tout de même s'avérer être très bon en n de compte.
C'est cette dernière technique de recherche qui nous a permis d'obtenir de
 bons  graphes, et notamment celui de la proposition 5.2.3. Le tableau 5.1
donne les valeurs nale des C
i
ainsi que les valeurs initiales des tolérances T
i
utilisées. On remarque sur la table 5.1 que ce graphe possède des boules maxima
jusqu'au rayon 5.
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Conclusion et perspectives
Un certain nombre de problèmes apparus tout au long de cette thèse, notam-
ment sur les communications et les propriétés des réseaux devraient continuer
d'inspirer notre recherche.
Tout d'abord, le fait d'avoir synthétisé dans les chapitres 2 , 3 et 4 des travaux
signicatifs sur des problèmes de communications globales utilisant le routage de
type commutation de circuits, nous a permis d'exhiber de nombreux points encore
non résolus ou demandant à être améliorés. Nous souhaitons ainsi poursuivre
l'étude des questions suivantes :
 Déterminer des bornes inférieures générales sur le compromis nécessaire
entre le nombre d'étapes et le ot d'information. En eet, en section 3.1.2,
nous avons résolu le cas où l'on s'autorise jusqu'à deux étapes supplémen-
taires par rapport à l'optimalité dans un protocole de diusion. Il semble
que pour plus de deux étapes, les phénomènes intervenant soient relative-
ment complexes. Généraliser ce problème permettrait très certainement de
bien comprendre les comportements optimaux des réseaux face à ce type
de problème.
 Essayer d'appliquer la méthodologie générale de diusion  ports déve-
loppée en section 3.3.2 à d'autres réseaux. Par exemple, nous voudrions
essayer de l'appliquer au réseau Buttery, an d'obtenir un résultat encore
plus proche de l'optimalité que celui présenté en section 3.3.9.
 Dans le cas où l'on travaille avec une fonction de routage imposée, nous pen-
sons également qu'il est possible d'améliorer des résultats existant notam-
ment dans les grilles ou les tores et d'obtenir des protocoles quasi-optimaux
pour le nombre d'étapes.
 Chercher à construire d'autres protocoles essayant de minimiser deux pa-
ramètres simultanément, comme par exemple le nombre d'étapes et la lon-
gueur des chemins utilisés.
De plus, même si les routages de type commutation de circuits sont désormais
communément adoptés par les constructeurs de machines parallèles, il apparaît
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déjà nécessaire d'étudier d'autres techniques de routages comme le mode diu-
sion ou  transparence décrit en section 1.2.7.
Il semble également, que les réseaux de stations (locaux ou même de taille
très large) soient l'une des solutions préssenties pour permettre de réaliser à
faible coût des applications à calculs intensifs. Dans le but d'obtenir des bandes
passantes ecaces pour ce type d'environnement parallèle, il semble inévitable
de faire intervenir des technologies opto-électroniques ou même tout optiques.
Cependant, introduire des systèmes d'interconnexion optiques signie l'émergence
de nouveaux problèmes spéciques encore non résolus. Pour ce type d'approche,
l'un des modèles souvent adopté est celui appelé wavelength-division multiplexing
(WDM). Ce modèle peut être considérer comme une généralisation du routage
de type commutation de circuits. En eet, le mode WDM peut tout du moins
dans un premier temps être vu comme de la commutation de circuits colorés, car
on peut associer cette fois-ci une couleur (correspondant en fait à une longueur
d'onde particulière) à un message. La contrainte du routage correspond alors
au fait que sur un lien ne peuvent pas passer simultanément deux messages de
même couleur. Néanmoins, plusieurs messages peuvent emprunter simultanément
un même lien physique s'ils ont tous des couleurs diérentes. Lorsque l'on autorise
l'utilisation que d'une seule et unique couleur (i.e. longueur d'onde), on retrouve
alors le modèle classique commutation de circuits étudié dans cette thèse. Nous
espérons ainsi, pouvoir utiliser ecacement nos connaisances et compétences dans
ce domaine, pour les généraliser au modèle optique WDM.
En ce qui concerne l'étude des réseaux, nous souhaitons :
 Etendre les techniques développées en section 5.1.3 an d'améliorer les ré-
sultats concernant la décomposition en circuits hamiltoniens des réseaux de
de Bruijn.
 Poursuivre l'étude commencée en section 5.2.1, sur les problèmes des larges
(; D) graphes. Celle-ci devrait être favorisée par le fait que nous avons
depuis peu de temps de forte puissance de calcul à notre disposition (16
PentiumPro en réseau, et 4 Alpha 300 Mhz aussi en réseau).
Enn, dans le cadre du projet commun Cnrs/Inria/Unsa, Sloop, le do-
maine des réseaux distribués nous apparaît comme le plus propice à valider pra-
tiquement les compétences que nous avons acquises dans le domaine des com-
munications, et des propriétés des graphes. En eet, jusqu'à présent nous avons
considéré des problèmes réguliers et précis, et nous souhaiterions aborder l'analyse
de réseaux distribués irréguliers. Ceci impliquerait bien entendu de se familiariser
avec de nouveaux outils tels que les graphes aléatoires ou l'analyse probabiliste,
an de les associer avec les techniques plus classiques que nous avons acquises.
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Les résultats obtenus dans cette thèse portent principalement sur l'étude
des communications dans les architectures parallèles, distribuées ou
réseaux d'interconnexion.
Dans le chapitre 1 nous présentons brièvement une rapide classication des
machines parallèles. Puis nous décrivons en détails les principaux mécanismes de
routage des messages existant à l'heure actuelle dans de telles machines. Nous dé-
taillons en particulier, les nouveaux mécanismes de routage du type wormhole.
Ce chapitre contient également un bref rappel des principales notions de théo-
rie des graphes utilisées pour la modélisation des machines parallèles à mémoire
distribuée.
Les chapitres 2, 3 et 4 dressent une synthèse des travaux qui nous paraissent
les plus signicatifs sur quelques principaux problèmes de communications glo-
bales (diusion, échange total et multidistribution) par commutation de circuits,
tout au moins lorsque l'on cherche essentiellement à minimiser le nombre d'étapes
des protocoles.
Dans le chapitre 5 nous résumons en premier lieu nos travaux sur la décom-
position hamiltonienne du réseau Buttery généralisé, puis en second lieu nous
donnons notre approche au problème des larges graphes à degré et diamètre xés.
Mots clés : réseau d'interconnexion, routage par commutation de cir-
cuits, communications globales, diffusion, échange total, multidis-
tribution, réseau Butterfly, décomposition hamiltonienne, larges
graphes (; D).
This thesis deals essentially with communication in interconnection net-
work.
In chapter 1, we present briey a classication of parallel and distributed
computers. We detail the main routing mechanisms in such machines. In parti-
cular, we talk about the new routing mechanisms such as wormhole routing.
This chapter also gives an abstract of the main notions of the graph theory that
we use for a theorical study of the parallel and distributed computers.
Chapter 2, 3 and 4 are an overview of circuit-switched routing protocols
for the basic collective communication problems (one to one, all to all and perso-
nalized all to all), but we consider mainly the studies which try to minimize the
number of rounds of such protocols.
In chapter 5, rst we talk about our results on the Hamilton decomposition of
the generalized Buttery network and, secondly we give our approach for nding
large graphs with xed degree and diameter.
Key-words: interconnection network, circuit-switched routing, glo-
bal communications, broadcasting, gossiping, personalized all to
all, Butterfly network, Hamilton decomposition, large (; D)-graphs.
